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Abstract
The aim of this paper is to survey relationships between linear block codes over nite elds
and nite projective geometries. Each of these two topics is interesting by itself and has been
subject to substantial research. In the last decade, a lot of progress has been made in both areas.
Yet many challenging problems remain unsolved. Our goal is to state some of the basic results,
as well as the recent advances in both areas in order to stimulate further research. c© 2000
Elsevier Science B.V. All rights reserved.
1. Basic facts from coding theory
1.1. Linear codes
Let Fnq denote the vector space of n-tuples over the q-element eld Fq. A q-ary linear
code C of length n and dimension k, or a [n; k]q code, is a k-dimensional subspace of
Fnq. Every subspace of C is referred to as a subcode of C. The inner product of two
vectors u = (u1; u2; : : : ; un) and C= (v1; v2; : : : ; vn) from Fnq is dened by
uC= u1v1 + u2v2 +   + unvn:
Two vectors are said to be orthogonal if their inner product is 0. The set of all vectors
of Fnq orthogonal to all codewords from C is called the orthogonal code C? to C:
C? = fx2 Fnq jxy= 0 for any y2Cg:
By a well-known fact from linear algebra, the code C? is a linear [n; n− k]q code.
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A k  n matrix GC having as rows the vectors of a basis of C is called a generator
matrix of C. A generator matrix HC of the code C?, orthogonal to C, is a parity
check matrix for C. If GC is of the form GC = [Ik jA]; where Ik is the unit matrix of
order k and A is a k (n− k) matrix, then HC=[−At j In−k ] is a parity check matrix
for C.
The number of nonzero positions in a vector x2 Fnq is called the Hamming weight
wt(x) of x. The Hamming distance d(x; y) between two vectors x; y2 Fnq is dened by
d(x; y) = wt(x− y):
The minimum distance of a linear code C is
d(C) = minfd(x; y) jx; y2C; x 6= yg=minfwt(c) j c 2C; c 6= 0g:
A q-ary linear code of length n, dimension k and minimum distance d is referred to
as an [n; k; d]q code. The following statement can be found in any textbook in Coding
theory [57,64,82,86].
Theorem 1.1.1. Let C be a linear code over Fq with a check matrix HC. If any −1
columns of HC are linearly independent over Fq then d(C)>. The minimum distance
of C is d if and only if any d − 1 columns of HC are linearly independent over Fq
and there exist d linearly dependent columns.
A central problem in coding theory is to optimize one of the parameters n; k or d
of a linear code, given the other two. Thus we get the following three optimization
problems:
(1.1.1) Find nq(k; d) the smallest value of n for which there exists a [n; k; d]q code.
(1.1.2) Find Kq(n; d) the largest value of k for which there exists a [n; k; d]q code.
(1.1.3) Find Dq(n; k) the largest value of d for which there exists a [n; k; d]q code.
If we know the exact values of one of the functions dened in (1.1.1){(1.1.3) for
all pairs of arguments then we can nd the exact values of the remaining two. That is
why problems (1.1.1){(1.1.3) are sometimes said to be equivalent.
A code of length nq(k; d), dimension k and minimum distance d is said to be optimal
with respect to n. Similarly, codes with parameters [n; Kq(n; d); d]q and [n; k; Dq(n; k)]q
are called optimal with respect to k and d. It may turn out that a code, which is optimal
with respect to one of the parameters n; k; d, is not optimal with respect to the other
two. It is readily checked that nq(k; d) is strictly increasing on both arguments, i.e.
nq(k + 1; d)>nq(k; d) and nq(k; d+ 1)>nq(k; d). Therefore, a code which minimizes
n for given k and d, maximizes k for given n and d and maximizes d for given n
and k. This implies that the function dened in (1.1.1) is the most sensitive of all
three. In addition, there is a natural upper bound on nq(k; d), the so-called Gries-
mer bound (see Section 4). Thus, we nd it most natural to concentrate on problem
(1.1.1).
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1.2. Equivalent codes, the automorphism group of a linear code
Let C1 and C2 be two linear [n; k]q codes. They are said to be equivalent if the
codewords of C2 can be obtained from the codewords of C1 via a sequence of trans-
formations of the following types:
(1.2.1) permutation on the set of coordinate positions;
(1.2.2) multiplication of the elements in a given position by a non-zero element
of Fq;
(1.2.3) application of a eld automorphism to the elements in all coordinate positions.
Each of (1.2.1){(1.2.3) preserves the Hamming weight and hence maps
[n; k; d]q codes onto [n; k; d]q codes. A sequence of transformations of type
(1.2.1) and (1.2.2) is equivalent to a right matrix multiplication of the codewords
of C1, by a suitable monomial matrix, i.e. a matrix with exactly one non-zero ele-
ment of Fq in every row and column. Hence all sequences of transformations of type
(1.2.1) and (1.2.2), mapping C1 onto C2, form a subgroup of Mon(n; q), the group
of all monomial matrices of order n over Fq. Thus two [n; k]q codes C1 and C2 are
equivalent if there exist a matrix M 2Mon(n; q) and a eld automorphism  such that
c(M;) = (cM) 2C2 for every c 2C1.
An automorphism of a linear code C is a sequence of transformations of type
(1.2.1){(1.2.3), which map each codeword of C onto a codeword of C. Every automor-
phism can be represented as a pair (M ; ), where M 2Mon(n; q) and 2Aut(Fq). The
set G = f(M ; ) j c(M ;) 2C for every c 2Cg is a group under (M1; 1)  (M2; 2) =
(M1M2; 12) and is called the automorphism group Aut(C) of C. Note that H =
f(M ; id) j (M ; id)2Gg is a normal subgroup of G. If we set A = f(I ; ) j (I ; )2
Aut(C)g, then G = H s A, where s denotes semidirect product of groups.
1.3. The weight distribution of a linear code
Given an [n; k; d]q code C, we denote by Ai the number of codewords of weight
i in C. The ordered (n + 1)-tuple of integers (A0; A1; : : : ; An) is called the weight
distribution of C. Sometimes it is convenient to work with the so-called Hamming





The following theorem due to F.J. MacWilliams gives a relation between the weight
enumerators of a linear code and its orthogonal.
Theorem 1.3.1 (MacWilliams and Sloane [86]). Let C be a linear code over Fq. Then
WC?(x; y) =
1
jC jWC(x + (q− 1)y; x − y):
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Denote by (A00; : : : ; A
0
n) the weight distribution of C
?. The next result is equivalent
to Theorem 1.3.1.








where Kj(x; n) =
Pj






are the Krawchouk polynomials.
The following result is easily obtained from Theorem 1.3.1.
















In this section we present some general bounds on the parameters of a linear [n; k; d]q
code.
Theorem 1.4.1 (The sphere-packing bound, or Hamming bound). Let C be an








A linear code is called perfect if its parameters attain the Hamming bound. A
classication of all linear perfect codes was given by Tietavainen [113] using a
result by van Lint [81] and, independently by Zinoviev and Leontiev [122,123].
Theorem 1.4.2 (The Varshamov{Gilbert bound). Let n; k; d be positive integers and







(q− 1)i < qn−k
then there exists a [n; k; d]q code.
Theorem 1.4.3 (The singleton bound). Let C be a [n; k; d]q code. Then
n>d+ k − 1:
Linear codes attaining the singleton bound are called MDS-codes. The following
theorem is a generalization of Theorem 1.4.3.
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Theorem 1.4.4 (The Griesmer bound; Griesmer [46] and Solomon and Stier [106]).









Linear codes attaining the Griesmer bound, i.e. linear codes with parameters
[gq(k; d); k; d]q, are called Griesmer codes.
1.5. Generalized Hamming weights
The notion of a generalized Hamming weight, as well as the main results on gener-
alized Hamming weights, were introduced in [119].
Let C be a linear block code over Fq. The set suppC of those coordinate positions,
where not all codewords of C are zero, is called the support of C. The support of a
codeword is the set of its non-zero coordinate positions.
Let C be a linear [n; k]q code. The rth generalized Hamming weight dr(C) is dened
to be the cardinality of the minimal support of a [n; r]q subcode of C; 16r6k, i.e.
dr(C) = minfj suppD j jD is [n; r]q subcode of Cg:
Obviously, d1(C) is the minimum distance of C. The following results from [119] are
generalizations of results from earlier sections.
Theorem 1.5.1 (Wei [119]). For every linear [n; k]q code C;
0<d1(C)<d2(C)<   <dk(C)6n:
Theorem 1.5.2 (Wei [119]). Let HC be a parity check matrix of the linear code C.
Then dr(C) =  if and only if
(a) any d− 1 columns of HC have rank greater or equal to − r;
(b) there exist d columns in HC of rank − r.
Theorem 1.5.3 (Wei [119]). Let C be a linear [n; k]q code; and let C
? be its
orthogonal. Then
fdr(C) j r = 1; 2; : : : ; kg [ fn+ 1− dr(C?): r = 1; 2; : : : ; n− kg= f1; 2; : : : ; ng:
Theorem 1.5.4 (Wei [119], The generalized Singleton bound).
dr(C)6n− k + r; r = 1; 2; : : : ; k:
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2. Basic denitions and facts on projective geometries over nite elds
2.1. The projective geometries PG(V; K)
Let P be a (not necessarily nite) set and let L be a set of subsets of P. The
elements of P and L are called points and lines, respectively. The incidence structure
(P;L) is called a projective space if the following axioms are satised:
(PS1) For any two dierent points P and Q there exists exactly one line l with
P;Q2 l.
(PS2) (Veblen{Young axiom) Four dierent lines cannot intersect in exactly ve
dierent points.
(PS3) Every line contains at least three points.
The incidence structure (P0;L0); P0P, is called a projective subspace of (P;L)
if for any P;Q2P0 all points of the (uniquely determined) line through P and Q are
contained in P0. The set L0 is given by L0 = fl2L j lP0g.
Let M P. By hM i we denote the projective subspace generated by the points of M ,
or, which is the same, the intersection of all projective subspaces containing M . 1 For
a subspace (P0;L0) and a point P 2PnP0, the subspace hP0 [ fPgi contains exactly
those points, which lie on lines connecting points from P0 with P. A set of points
BP is called a basis of (P;L) if (P;L) = hBi and hB0i 6= (P;L) for any B0B.
Every projective space has a basis and all bases have the same cardinality. We dene
the dimension of G=(P;L) by dimG= jB j −1. In particular, dim ;=−1; dimfPg=0,
P 2P; dim l = 1; l2L. The points of the set M P are said to be collinear if
dimhM i=1. A projective space of dimension 2 is called a plane. Projective planes can
be dened axiomatically as incidence structures (P;L), satisfying (PS1), (PS3) and
the following two axioms.
(PS4) For any two lines l1; l2 2L there exists exactly one point incident with both
of them.
(PS5) There exist four points no three of which are collinear.
A projective subspace of G=(P;L) of dimension dimG−1 (dimG−2, respectively)
is called a hyperplane (hyperline, respectively). Let a projective space (P;L) be given.
The incidence structure G=( P; L), where P is the set all hyperplanes and L the set
of all hyperlines of (P;L), with incidence given by set theoretical inclusion, is called
the dual projective space to (P;L).
We have the following identity for nite-dimensional projective spaces G;H:
dimhG [Hi+ dimG \H= dimG+ dimH:
Let V be a (left) vector space over the (not necessarily commutative) eld K . For
every subspace U V , let U  = Un0, where 0 is the zero vector, and let K = Kn0.





, where Mi are sets of points, and hP; Q; : : :i for
hfP; Q; : : :gi, where P; Q; : : : are points.
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Dene P as the set of all one-dimensional subspaces of V , i.e.




V  ! P;
C! KC:
Denote by U the set of all two-dimensional subspaces of V and let
L= f (U ) = fKC j C2U g jU 2Ug:
The incidence structure (P;L), with incidence given by set-theoretical inclusion, is a
projective space and we denote it by PG(V; K). If K =Fq and V =FN+1q we write also
PG(N; q). A vector C2V is said to represent the point Kx in homogeneous coordinates
if C= ax for some a2K.
It is well-known that each i-dimensional subspace (i-at) of PG(N; q) contains
q(i) = (qi+1 − 1)=(q − 1) points. In particular, any line (resp. plane) in PG(N; q)
contains q+ 1 (resp. q2 + q+ 1) points.
2.2. Collineations in PG(V; K)
Let V be a (left) vector space over the eld K . A collineation of (P;L)=PG(V; K)
is a bijection  : P [L ! P [L with  : P ! P;  : L ! L, which preserves
incidence. A bijection  : V ! V is said to be a semilinear map if
8x; y2V (x+ y) = x+ y;
8x2V; 8a2K; 92Aut K (ax) = a(x):
The set of all semilinear maps of V is a group under composition of maps and is
denoted by  L(V; K). If K = Fq and V = Fk+1q we write  L(k +1; q). The subgroup of
 L(V; K) containing all linear maps, i.e. those 2 L(V; K) with = id, is denoted by
GL(V; K), or GL(N + 1; q) if K = Fq and V = FN+1q .
Theorem 2.2.1 (The rst fundamental theorem of projective geometry). Let V be a
(left) vector space over the eld K . Every semilinear map 2 L(V; K) produces a
collineation of PG(V; K) by (Kx) = K(x). Let dimV>3. Then for every col-
lineation  of PG(V; K) there exists a semilinear map 2 L(V; K) with  = . Let
; 2 L(V; K) with eld automorphisms 1 and 2; respectively; producing the same
collineation; i.e.;  = . Then there exists an a2K with (x) = (ax) for all x2V
and b2 = (aba−1)1 for all b2K . Conversely; for every semilinear map 2 L(V; K)





is semilinear with = .
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The group of all collineations of PG(V; K) is denoted by P L(V; K), or P L(N+1; q)
if K = Fq and V = FN+1q . The subgroup of P L(V; K) induced by the elements of
GL(V; K) is the projective group PGL(V; K). For K = Fq and V = FN+1q this group
is denoted by PGL(N + 1; q). The next theorem emphasizes an important fact about
transitivity of PGL(V; K).
Theorem 2.2.2 (The second fundamental theorem of projective geometry). Let V be
an k + 1-dimensional (left) vector space over the eld K and let fP1; P2; : : : ; Pk+2g
and fQ1; Q2; : : : ; Qk+2g be two sets of points with the property that any k + 1 of the
points in each of the sets form a basis of PG(V; K). Then there exists exactly one
collineation 2PGL(V; K) with Pi = Qi; i = 1; 2; : : : ; k + 2.
Denition. Two multisets of points from PG(V; K), S and T, are said to be equivalent
(or projectively equivalent) if there exists a collineation 2P L(V; K) which maps S
onto T, i.e. S = fP jP 2Sg=T.
2.3. Linear codes as sets of points in PG(k − 1; q)
Denition. A multiset C of n points in PG(k − 1; q) such that
(a) each hyperplane of PG(k − 1; q) meets C in at most n− d points and
(b) there is a hyperplane meeting C in exactly n− d points 2
is called a [n; k; d]q code.
This denition is equivalent to the one given in Section 1.1, provided the code C
does not have coordinates which are identically zero. In order to prove this, one has
to consider the columns of a generator matrix of C as vectors representing points
of PG(k − 1; q) in homogeneous coordinates. If the multiset C is a set then we call
it a projective code. Two codes, having no coordinates, which are identically zero,
are equivalent if and only if the corresponding multisets of points are projectively
equivalent.
Closely related to [n; k; d]q codes are the so-called minihypers [48]. An ff;m; k−1; qg
minihyper is a multiset F of points in PG(k − 1; q) such that
(c) each hyperplane contains at least m points from F and
(d) there is a hyperplane with exactly m points from F.
Minihypers have been studied extensively in connection with the problem of nding
and classifying projective codes meeting the Griesmer bound. For a survey of recent
results about minihypers the reader is referred to [48,50].
Given an [n; k; d]q code C and a at  in PG(k−1; q), dene C as the restriction of
C to , or C=fP 2C jP 2 g. Furthermore, let i(C)=max jC j , where  runs over
all i-dimensional ats in PG(k − 1; q). In particular, 0(C) is the maximum cardinality
2 Multiplicities are counted.
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of a point in C. If the code C is clear from the context we write simply i. The
following lemma is closely related to the Griesmer bound.
Lemma 2.3.1 (Hill [66]). Let C be an [n; k; d]q code; and let  be an (s− 1)-at in
PG(k − 1; q); 26s<k; meeting C in w points. Then for any (s− 2)-at  contained
in ; we have
jC j6s−1(C)− n− wq(k − s)− 1 :
Consider an [n; k; d]q code C. Denote by ai the number of hyperplanes in
PG(k − 1; q) containing exactly i points from C, i = 0; 1; : : : ; n − d; and by i the
number of points from PG(k − 1; q) having multiplicity i in C, i = 0; 1; : : : ; 0(C).
The ordered (n+1)-tuple (a0; a1; : : : ; an) is called the spectrum of C. Simple counting
arguments yield the following identities:
n−dX
i=0
ai = q(k − 1);
n−dX
i=1




















Let C be an [n; k; d]q code considered as a multiset of points in PG(k − 1; q). Fix
an i-at  in PG(k − 1; q), with jC j = t. Let further  be an j-at in PG(k − 1; q)
with i + j = k − 2 and  \ = ;. We dene the projection ’; from  onto  by
’;:

PG(k − 1; q)n ! 
Q !  \ h; Qi:
Let us note that ’; maps (i+s)-ats containing  into (s−1)-ats in . Given a set
of points F , we dene (F) = j fR2C j’(R)2Fg j . If F is a k 0-dimensional
at in  then (F)6k0+i+1 − t.
3. Special sets of points in PG(N; q)
3.1. -arcs in PG(N; q)
Denition. A -arc in PG(2; q) is a set of  points no three of which are collinear. A
-arc is complete if it is not contained in a ( + 1)-arc.
The maximum number of points in a -arc is denoted by m(2; q). Obviously, m(2; q)
6q+2. A set of points in PG(2; q) projectively equivalent to P2=f(x; y; z) j x; y; z 2 Fq;
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x2 + yz = 0g is called a conic. It is readily checked that P2 is a (q + 1)-arc [71]. A
line intersecting a -arc in exactly i points is called an i-secant. In particular, 0- and
1-secants are referred to as external lines and tangents, respectively. For q even, the
q+1 tangents to a (q+1)-arc are concurrent. Their common point is called the nucleus
of the (q + 1)-arc. Hence any (q + 1)-arc with q even can be uniquely completed to
a (q+ 2)-arc by adding the nucleus. For q odd, every point o an (q+ 1)-arc lies on




q+ 1 for q odd;
q+ 2 for q even:
Usually, (q + 1)-arcs are called ovals and (q + 2)-arcs | hyperovals. Every conic
is an oval for odd q. A conic plus its nucleus forms an hyperoval for q even. Such an
hyperoval is called regular. A fundamental problem is the classication of all ovals for
q odd, and all hyperovals for q even. The following classical theorem by Segre solves
this problem for q odd.
Theorem 3.1.2 (Segre [101]). For q-odd; an oval is always a conic.
The situation is dierent for q even. For q=2; 4; 8, every hyperoval is regular [104].
For q=2h; h>4, there exist hyperovals which are not regular (we call them irregular).
Although several innite classes of irregular hyperovals are known, the problem of
classifying all irregular hyperovals seems to be extremely hard.
Theorem 3.1.3 (Hirschfeld [71] and Segre [104]). Any hyperoval of PG(2; q); q=2h;
h> 0; is projectively equivalent to a hyperoval;
f(1; t; F(t)) j t 2 Fqg [ f(0; 1; 0); (0; 0; 1)g;
where F is a permutation polynomial over Fq of degree at most q − 2; satisfying
F(0) = 0; F(1) = 1 and such that for each s2 Fq; Fs(x) = (F(x + s) + F(s))=x; is a
permutation polynomial with Fs(0) = 0.
A list of all known classes of irregular hyperovals can be found in [74].
Denition. A set of  points from PG(N; q) is called a -arc if some N but no N +1
of them lie on a hyperplane. Equivalently, a set of  points from PG(N; q) is a -arc
if any N + 1 of them form a basis of PG(N; q).
Note that -arcs are equivalent to linear codes attaining the Singleton bound, i.e.
to MDS-codes. A normal rational curve is a set of points in PG(N; q); 16N6q − 2,
projectively equivalent to f(1; t; : : : ; tN ) j t 2 Fqg [ f(0; 0; : : : ; 1)g. It is readily checked
that every normal rational curve is a (q+ 1)-arc in PG(N; q).
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As above, let m(N; q) denote the maximum cardinality of a -arc in PG(N; q). We
are interested in the following problems posed by Segre in [102]:
(3.1.1) For given N and q what is the maximum value m(N; q) of  for which there
exist -arcs in PG(N; q)?
(3.1.2) For what values of N and q is every (q+1)-arc of PG(N; q) the pointset of
a normal rational curve?
The research on (3.1.1) and (3.1.2) was initiated by Bush [24] and Segre [102]. Bush
[24] observed that for every prime power q and every integer N>q − 1; m(N; q) =
N + 2. An arc of this size is equivalent to f(1; 0; : : : ; 0); (0; 1; : : : ; 0); : : : ; (0; : : : ; 0; 1);
(1; 1; : : : ; 1)g:
Segre [102] proved that m(N; q) = q+ 1 for N = 2; 3; 4 and q-odd. He showed also
that for N = 3 a (q + 1)-arc is a normal rational curve. Similarly, m(N; q) = q + 1
for N = 3; 4; q-even [25]. The classication of the (q+ 1)-arcs in PG(3; q); q= 2h, is
due to Casse and Glynn [26]. They proved that such an arc is equivalent to the set
f(1; t; te; te+1) j t 2 Fqg [ f(0; 0; 0; 1)g; where e = 2m and gcd(m; h) = 1.
Every (q+ 1)-arc in PG(4; q) is a normal rational curve for q-even [27]. The same
holds for (q+ 1)-arcs in PG(4; q), q-odd, q> 83 [118]. Furthermore, it is known that
m(N; q) = q + 1, for N = 5; 6 and q-even; (q + 1)-arcs in PG(5; q) and PG(6; q) are
normal rational curves for q> 16 and q> 64, respectively [76,87,107].
In PG(4; 9) there exist two distinct types of 10-arcs: a 10-arc is either a normal ratio-
nal curve or is projectively equivalent to f(1; t; t2 + t6; t3; t4) j t 2 F9g [ f(0; 0; 0; 0; 1)g;
where  is a primitive element in F9 [44]. This is the only example of a (q + 1)-arc
in PG(N; q), q odd, 26N6q− 2, which is not a normal rational curve.
Thas [110] proved that m(q − 3; q) = m(q − 4; q) = q + 1 for all prime powers q,
m(q − 2; q) = q + 1 for q-odd, and m(q − 2; q) = q + 2 for q-even. A characterization
of the (q+ 2)-arcs in PG(q− 2; q) was given by Storme and Thas [108].
The known results about problem (3.1.1) suggest the folowing general conjecture.
Conjecture 3.1.4. For all N>2, q-odd and for N 6= 2; q− 2, q-even, m(N; q) = q+1.
For N = 2 or q− 2 and q-even, m(N; q) = q+ 2.
We conclude this section by a theorem by Kaneta and Maruta in support of
Conjecture 3:1:4.
Theorem 3.1.5 (Kaneta and Maruta [76]). If every (q + 1)-arc of PG(N; q) is a nor-
mal rational curve; then q+1 is the maximum value of  for which -arcs exist in PG
(N + 1; q).
3.2. (; )-arcs in PG(2; q)
Denition. A (; )-arc in PG(2; q) is a set A of  points in PG(2; q) some  but no
+ 1 of which are collinear. A (; )-arc is said to be complete if it is not contained
in a ( + 1; )-arc.
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By m(2; q) we denote the maximum possible number of points in a (; )-arc in
PG(2; q). A fundamental problem is to nd the exact value of m(2; q) for given positive
integer  and prime power q. It is equivalent to the problem of nding the maximum
length nq(3; d) of a projective linear code of dimension 3 and minimum distance d.
One upper bound on m(2; q) is provided by Theorem 3.2.1. To elliminate trivial cases
we require 6q− 1.
Theorem 3.2.1. Let A be a (; )-arc and suppose there exists an a-secant to A for
some integer a 6= 0. Then 6(− 1)q+ a: In particular; m(2; q)6(− 1)q+ :
An arc attaining the bound from Theorem 3:2:1 is called maximal. The following
result from [28] (see also [71]) gives a necessary condition for the existence of a
maximal arc.
Theorem 3.2.2. If A is an (( − 1)q + ; )-arc in PG(2; q) then  divides q and
the dual of the complement of A forms a (q(q + 1 − )=; q=)-arc; which is an
(mq=(2; q); q=)-arc.
Theorem 3.2.3. A (; )-arc A is maximal if and only if every line in PG(2; q) is a
0-secant or a -secant to A.
An arc having (− 1)q+ − 1 points is always incomplete and can be extended to
a maximal arc by adding the meet of all its ( − 1)-secants [8]. Maximal (; )-arcs
are known to exist for q= 2h for every  dividing q [30]. Thas proved that for = 3
maximal arcs do not exist. A very recent result by Ball et al. [6] shows that maximal
arcs do not exist for all odd prime powers q.
Theorem 3.2.4 (Ball [5,6]). For q an odd prime power and 1<n<q; the Desargue-
sian plane PG(2; q) does not contain an (nq− q+ n; n)-arc.
Let A be a (; )-arc in PG(2; q) and suppose that  does not divide q. Then we
have 6(− 1)q+ − 2. This bound has been further improved by Lunelli and Sce.
Theorem 3.2.5 (Lunelli and Sce [85]). If 46<q and q then m(2; q)6
(− 1)q+ − 3.
More generally, Lunelli and Sce [85] showed that if  does not divide q and q is
large compared with, then an approximate upper bound is
m(2; q)6(− 1)q+ 813:
Since it is known that m(2; q) = (− 1)q+1 for q=2; 3; 4; q, Lunelli and Sce made
the following conjecture.
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Conjecture 3.2.6. If <q and q then m(2; q)6(− 1)q+ 1:
This conjecture has been shown to be false by the existence of three innite families
of counterexamples:
(a) If q= 2h; = q− 2 then m(2; q)>(− 1)q+ 2 [68].
(b) If q is square, then
m(2; q)>(q+
p











This gives counterexamples whenever >q−pq+ 2 [68].
(c) If q is square and = q−pq then m(2; q)>(− 1)q+pq [88].
In all the counterexamples  is close to q and q is even or a square. So the conjecture
remains open for <q−pq, or q is an odd non-square for all . 3
From a theorem by Ball about multiple blocking sets (cf. Theorem 3:4:8) it follows
that the conjecture is true for (; )-arcs with an external line and gcd( − 1; q) = 1.
As a (; )-arc with at least (− 1)q+1 points has an external line (cf. [2]), we have
the following results.
Theorem 3.2.7 (Ball [2]). A (; )-arc in PG(2; q) with gcd(; q) = 1 and <
p
q+1
has at most (− 1)q+ 1 points.
Theorem 3.2.8 (Ball [2]). Let A be a (; )-arc in PG(2; q); q= p is a prime.
(a) If 6p+12 then 6(− 1)p+ 1.
(b) If >p+32 then 6(− 1)p+ − (p+ 1)=2.
Exact values and bounds on m(2; q) for small q are given in Table 1. For detailed
comments on the entries in the table the reader is referred to [2,71].
3.3. (; )-caps in PG(N; q)
Denition. A set K of  points in PG(N; q), N>3, is called a (; )-cap if some 
but no + 1 points from K are collinear. A (; )-cap K in PG(N; q) is complete if
it is not contained in a ( + 1; )-cap.
By (N; q) we denote the maximum value of , for which there exists a (; )-cap
in PG(N; q). The integer 0(N; q) is dened as the largest size of a complete (; )-cap
in PG(N; q) with <(N; q).
We are interested in the following problems.
(3.3.1) Given the positive integers , N>3, and the prime power q, determine the
value of (N; q).
3 An alternative conjecture would be to make the inequality m(2; q)6(− 1)q + gcd(; q).
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Table 1
r q = 3 q = 4 q = 5 q = 7 q = 8 q = 9 q = 11 q = 13
2 4 6 6 8 10 10 12 14
3 9 11 15 15 17 21{22 23{27
4 16 22 28 28 31{34 34{40
5 29 33 37 43{45 46{53
6 36 42 48 56 61{66
7 49 55 67 79





(3.3.2) Given the positive integers ; N>3, and the prime power q, determine the
value of 0(N; q).
Problem (3.3.1) was rst considered by Bose [16]. Since then the attention of the
researchers was focused mainly on caps with =2 although some results on caps with
larger  are known. Henceforth, (; )-caps with  = 2 will be referred to simply as
-caps. Note that -caps in PG(k − 1; q) are equivalent to projective [n= ; k]q codes
C with d(C?)>4.
The exact values of 2(N; q) are known in the following cases:
2(N; 2) = 2N [16];
2(3; q) = q2 + 1;

q-odd [16]
q-even; q> 2 [98]
2(4; 3) = 20 [95];
2(5; 3) = 56 [59]:
It has been proved by Segre [103] that a 2N -cap in PG(N; 2) is the complement of
a hyperplane and is, therefore, unique up to equivalence. 4
An elliptic quadric in PG(3; q) is a set of points f(x0; x1; x2; x3) jf(x0; x1)+x2x3=0g;
where f(x0; x1) is an irreducible quadratic form over Fq. Every elliptic quadric in
PG(3; q) consists of q2 + 1 points no three of which are collinear. A (q2 + 1)-cap,
q> 2, is called an ovoid. As in Section 3.1 one can ask the following question.
(3.3.3) When is an ovoid an elliptic quadric? Are there ovoids which are not elliptic
quadrics?
It has been proved that for q-odd or q=4, an ovoid in PG(3; q) is an elliptic quadric
[7,93]. The situation is more complex for q-even, q> 4. The set K = f(0; 1; 0; 0)g[
4 It is easily proved that q(N; q) = qN , and a (qN ; q)-cap in PG(N; q) is the complement of a hyperplane.
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f(1; z; y; x) j z= xy+ x+2 +y; (x; y)2 F2q; =2e+1g in PG(3; 22e+1); e>1, is an ovoid
which is not an elliptic quadric [116]. This ovoid is called a Tits-ovoid. In PG(3; 8)
every ovoid is an elliptic quadric or a Tits-ovoid [42,96]. In PG(3; 16) an ovoid is
always an elliptic quadric [89,90]; in PG(3; 32) an ovoid is again either an ellip-
tic quadric, or else a Tits ovoid [91]. It is still unknown whether there exist ovoids
in PG(3; q), q even, that are not equivalent to an elliptic quadric or to a Tits
ovoid.
The construction of a 20-cap in PG(4; 3) is trivial: let K0 = f(x; y; z; w)g be an
ovoid in PG(3; 3). The set K = f(0; x; y; z; w) j (x; y; z; w)2K0g [ f(1; x; y; z; w) j
(x; y; z; w)2K0g is easily checked to be a cap. A proof that we cannot do better is
contained in [95]. It has been proved by Hill [63] that there are nine projectively
distinct 20-caps in PG(4; 3).
A 56-cap in PG(5; 3) has been constructed by Hill [59,60]. He proved also that such
a cap is projectively unique [60].
There are no further exact values of 2(N; q) known and this has been the state of
aairs for the last 23 years. Recently, some signicant progress towards nding 2(4; 4)
has been made. It has been proved that
4162(4; 4)651:
The lower bound follows from a construction by Tallini [109]; the upper bound is due
to Packer [92]. Below some upper bounds on 2(4; q) for small q are given:
2(4; 5)6111 [47]; 2(4; 7)6316 [47]; 2(4; 9)6703 [74];
2(4; 11)61266 [74]; 2(4; 13)62107 [74]:
The following recursive upper bound on 2(N; q) is due to Hill.
Theorem 3.3.1 (Hill [60]). 2(N; q)6q2(N − 1; q)− (q+ 1); q 6= 2; N>4.
By induction one gets from Theorem 3.3.1
2(N; q)6qN−42(4; q)− qN−4 − 2N−5 + 1 [60]:
Further improvements on this bound can be found in [75].
For caps with > 2 we have the following:
q(N; q) = qN for all q;
3(3; 4) = 31 [61];
4363(3; 5)648 [88];
6464(3; 5)675 [121];
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Let us now turn to problem (3:3:2). The exact values of 0(N; q) are known in the
following cases:
02(3; 3) = 8 [41];
02(3; 4) = 14 [75];
02(3; 5) = 20 [1];
02(4; 3) = 19 [97];
02(N; 2) = 2
N−1 + 2N−3 [29]:
For further lower and upper bound on 02(N; q) the reader should consult [74] and
the references there. We close the section with a result by Davydov and Tombak.
Theorem 3.3.2 (Davydov and Tombak [29]). In PG(N; 2); N>3; a complete -cap
K; with >2N−1 + 1; has  = 2N−1 + 2N−1−g for any g2f0; 2; 3; : : : ; N − 1g.
3.4. Multiple blocking sets
Denition. A -blocking set in a nite projective plane is a set B of points such that
each line contains at least  points and some line contains exactly  points of B. A
1-blocking set is referred to as a blocking set. A -blocking set is called irreducible if
none of its proper subsets is a -blocking set.
Sometimes a -blocking set is dened with the additional condition that it should
contain no line. A -blocking set containing a line is referred to as a trivial -blocking
set. In this section we consider blocking sets that are not trivial. The complement of
a (q + 1 − )- blocking set is a (; )-arc for some . Thus, (; )-arcs and (q + 1 −
)-blocking sets are equivalent objects. In cases, where  gets close to q+1, it is more
convenient to consider -blocking sets instead of (; )-arcs. Our main interest in this
section will be focused on the following two problems:
(3:4:1) Given a positive integer  and a prime power q, nd the minimum cardinality
of a -blocking set in PG(2; q).
(3:4:2) What is the structure of the irreducible blocking sets in PG(2; q).
The following sets are examples for irreducible blocking sets.
(a) A line l minus a point P and a set of q points, one on each of the q lines
through P other than l , but not all collinear. The cardinality of this blocking set is 2q.
(b) The union of a conicK, a bisecant l toK and the common point of the tangents
at the points from K\l minus K\l. The cardinality of this blocking set is 2q−1.
(c) For q square, the subgeometry PG(2;
p















The cardinality of this blocking set is q
p
q+ 1.
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Table 2
q Cardinality Open cases
4 7; 8; 9
5 9; 10; 11; 12
7 12; 13; : : : ; 19
8 13; 15; 16; : : : ; 21 14; 22; 23
9 13; 15; 16; : : : ; 26; 28 27
The minimum size of a non-trivial blocking set in Desarguesian projective planes
of order q2f4; 5; 7; 8; 9g have been determined by di Paola [94]. The possible cardi-
nalities of irreducible blocking sets in these projective planes are presented in Table 2
[12,74].
The next theorems characterize certain blocking sets in PG(2; q).
Theorem 3.4.1 (Bruen [19]). In PG(2; q); q square; a non-trivial blocking set of size
q+
p
q+ 1 is a Baer subplane.
Theorem 3.4.2 (Bruen and Thas [22]). Let B be an irreducible blocking set in
PG(2; q). Then jB j6qpq+1. An irreducible blocking set with qpq+1 points is a
unital in PG(2; q); q-square.
Remark. A Baer subplane of a projective plane  of order q, q-square, is a set of
q+
p
q+ 1 points and q+
p
q+ 1 lines with the incidence of  having the property
that they form a projective plane of order
p
q. A unital U embedded in a projective
plane  of order q; q-square, is a subset of q
p
q+1 points from  with the property
that every line of  meets U in 1 or
p
q+ 1 points.
General lower bounds on the size of a blocking set in PG(2; q) are given by the
following theorem.
Theorem 3.4.3. Let B be an irreducible blocking set in PG(2; q).
(a) If q= p is an odd prime then jB j>(3p+ 1)=2 [13].
(b) If q= p2h; p-prime; h> 0; then jB j>q+pq+ 1 [19,20].
(c) If q= p2h+1; p-prime; h> 0; then jB j>q+ ph+1 + 1 [12].
The bounds (a) and (b) are sharp; (c) is sharp for h= 1.
Theorem 3.4.4 (Blokhuis [14]). In PG(2; q); q-square; q>25; there is no irreducible
blocking set of size q
p
q.
Double and triple blocking sets, i.e. -blocking sets with = 2 or 3, have been less
studied. It is known that there exist double blocking sets of size 3q in PG(2; q) for all
q [68]. If a double blocking set contains a full line this is the smallest possible size
[2]. For q square, there exists a 2-blocking set formed by taking the union of the point
228 I.N. Landjev /Discrete Mathematics 213 (2000) 211{244
sets of two disjoint Baer subplanes. For q 6= 4 this gives a smaller blocking set than
the previous one.
Theorem 3.4.5 (Gacs and Szonyi [43]). In PG(2; q); q-odd square; q>169; a
2-blocking set containing 2q + 2
p
q + 2 points is the union of two disjoint Baer
subplanes.
Theorem 3.4.6 (Ball [4]). Let B be a double blocking set in PG(2; q).
(a) If q is a square; q> 4; then jB j>2q+ 2pq+ 2.
(b) If q=p2h+1; p prime; q> 19; then jB j>2q+ph+ d(ph+1 +1)=(ph+1)e+2.
Triple blocking sets of size 4q− 1, for even q, and of size 4q, for odd q, have been
constructed in [68].
Theorem 3.4.7 (Ball [3]). Let B be a triple blocking set in PG(2; q).
(a) If q is odd square; q> 121; then jB j>3q+ 3pq+ 3.
(b) If q is even square; q> 4; or q2f25; 49; 81; 121g; then jB j>3q+ 2pq+ 3.
(c) If q= p2h+1; q> 17; jB j>3q+ phd(ph+1 + 1)=(ph + 1)e+ 3.
Theorem 3.4.8 (Ball [2]). A -blocking set B which does not contain a (q + 1)-
secant has more than q+
p
q+1 points; when <q. Let B contain a full line. Then
(a) if gcd(− 1; q) = 1; jB j>q(+ 1);
(b) if gcd(− 1; q)> 1 and 6 q2 + 1; jB j>q+ q− + 2;
(c) if gcd(− 1; q)> 1 and > q2 + 1; jB j>(q+ 1).
4. Some special families of linear codes
4.1. MDS codes
Denition. A linear [n; k; d]q code with d=n−k+1 (i.e. meeting the singleton bound)
is called maximum-distance separable code, or MDS code.
Theorem 1.1.1 implies the following results.
Theorem 4.1.1. A linear [n; k; d]q code C is MDS if and only if every n− k columns
of any parity check matrix of C are linearly independent.
Theorem 4.1.2. A linear code C is MDS if and only if its orthogonal C? is MDS.
Corollary 4.1.3. A [n; k; d]q code is MDS if and only if every k columns of any
generator matrix of C are linearly independent.
The weight distribution of a MDS code C is completely determined by its parameters.
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Theorem 4.1.4. Let (A0; : : : ; An) be the weight distribution of an [n; k]q MDS code C
and let (A00; : : : ; A
0
n) be the weight distribution of its orthogonal code C
?. Then for

























Theorem 4.1.5. For an [n; k]q MDS code C; we have n6q+ k − 1.
A combinatorial view at MDS codes is provided by the following theorem.
Theorem 4.1.6. An [n; k; d]q code C with generator matrix GC = [Ik jA] is MDS if
and only if any square submatrix of A is non-singular.
Let q be a prime power and k a positive integer with k6q−1. Let further r=q−k+1





1 1 : : : 1 1 0
1 2 : : : q−1 0 0
21 
2

















Any r columns of H are linearly independent and H is a parity check matrix of a
[q + 1; k]q MDS code. Now let q = 2




@ 1 1 : : : 1 1 0 01 2 : : : q−1 0 1 0
21 
2
2 : : : 
2
q−1 0 0 1
1
A
are linearly independent. Hence [q+ 2; 3]q MDS codes do exist for every q= 2
s.
Given the positive integer k and the prime power q, denote by m(k; q) the largest
natural number n such that there is an [n; k]q MDS code.
5 Equivalently, m(k; q) is
dened as the largest number that satises any of the following conditions:
(4:1:1) There exist m(k; q) vectors in Fkq any k of which form a basis.
(4:1:2) There exists a set of m(k; q) points in PG(k − 1; q) no k of which lie on a
hyperplane.
5 Note the slight dierence in the denition of m(k; q) with Section 3.1.
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(4:1:3) There exists a k  (m(k; q)− k) matrix over Fkq such that all its square
submatrices are non-singular.
Let us note that trivially m(k; q) = k + 1 for every k >q. As already noted, [n; k]q
MDS codes and -arcs in PG(k − 1; q) are equivalent objects. Hence, all results on
the maximum cardinality of an -arc in PG(k − 1; q) can be translated in terms of
MDS codes. Below we state some of the known facts. The problem of determining
the numbers m(k; q) has been rst tackled by Segre in [102]. He proved that m(3; q)=
m(4; q)=m(5; q)=q+1 for every odd prime power q. Casse [25] proved that for q=2s
m(3; q) = q+ 2; m(4; q) = m(5; q) = q+ 1. These results imply that m(k; q)6q+ k − 4
for all k>6 and all q. Later on, Thas [110] showed that for odd prime powers q
with q> (4k − 9)2 m(k; q) = q+ 1. For even q, Bruen et al. [23] proved that if k>5
and q>(k − 3)3 then m(k; q) = q + 1. This result has been improved in [107], where
q>(k − 3)3 has been replaced by q>(2k − 15=2)2. Kaneta and Maruta [76] proved
that for k =6 and q even, m(k; q)= q+1. For q odd, the result of Thas has also been
improved. It was shown in [76] that m(k; q) = q + 1 for odd q>(4k − 13)2. Voloch
[118] improved this to q> 45k − 185 if q is a prime. All available facts about MDS
codes give strong evidence in favour of the following conjecture (which is equivalent
to Conjecture 3.1.4).
Conjecture 4.1.7. m(k; q) = q + 1 for all k>2 and all prime powers q, except for q
even and k = 3 or q− 1, in which case m(k; q) = q+ 2.
4.2. Near-MDS codes
The linear [n; k] code C is said to be near-MDS if
di(C) = n− k + i for i = 2; 3; : : : ; k;
d1(C) = n− k:
It follows easily from this denition that C is near-MDS if and only if d1(C)= n− k,
and d2(C) = n− k + 2. Lemmata 1:5:1{1:5:4 imply the following results.
Theorem 4.2.1 (Dodunekov [33]). Let C be a linear [n; k]q code with a parity check
matrix HC. Then C is near-MDS if and only if HC satises the conditions
(N1) any n− k − 1 columns of HC are linearly independent;
(N2) there exist n− k linearly dependent columns;
(N3) any n− k + 1 columns of HC are of full rank.
Theorem 4.2.2 (Dodunekov [33]). If a linear [n; k]q code C is near-MDS; then so is
its orthogonal C?.
Theorem 4.2.3 (Dodunekov [33]). A linear [n; k]q code C is near-MDS if and only
if d(C) + d(C?) = n.
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Theorem 4.2.4 (Dodunekov [33]). A [n; k]q code C is near-MDS if and only if any
generator matrix GC of C satises the following conditions
(N10) any k − 1 columns of GC are linearly independent;
(N20) there exist k linearly dependent columns in GC;
(N30) any k + 1 columns of GC are of full rank.
Let us note that not every [n; k; n − k]q code is necessarily a near-MDS code. The
construction given below yields [n; k; n− k]q codes which are not near-MDS. We start
with an [n; k; n− k + 1]q MDS code C with parity check matrix HC. Adjoin a row to
HC which is not a linear combination of its rows and which is of weight less than
k − 1. Denote the matrix obtained by HC1 and consider it as a parity check matrix of
an [n1; k1; d1]q code C1. The code C1 has parameters n1 = n; k1 = k − 1; d1>n1 − k1:
Obviously, d(C?1 )<k − 1= k1, whence d1 = n1− k1 and according to Theorem 4.2.3,
C1 is an [n1; k1; n1− k1]q code which is not near-MDS. The next statement shows that
if n is large enough, every [n; k; n− k]q code is near-MDS code.
Theorem 4.2.5 (Dodunekov [33]). If n>k + q every [n; k; n− k]q code is near-MDS
code.
Theorem 4.2.6 (Dodunekov [33]). Let C be a [n; k]q near-MDS code over Fq. Let
further (A0; : : : ; An) be its weight distribution and (A00; : : : ; A
0
n) be the weight distribu-
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Dene m(+)(k; q) as the maximum length of a near-MDS code of xed dimension
k over a xed eld Fq. A major problem connected with NMDS codes is to nd the
exact value of m(+)(k; q) for given k and q.
Theorem 4.2.7. (a) m(+)(k; q)=k+1 for every k > 2q. (b) m(+)(k; q)6m(+)(k−; q)+
; where 066k is an integer.
One upper bound on m(+)(k; q) is given by the following theorem.
Theorem 4.2.8 (Dodunekov [33]). For an [n; k]q NMDS code C n62q+ k:
There are examples of codes meeting this bound, e.g. the extended Hamming [8; 4; 4]2
code and the extended Golay [12; 6; 6]3 code. It turns out that apart from these two
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codes, some shortened codes obtained from them and an innite family of trivial
two-dimensional codes, there are no other NMDS codes with n= 2q+ k.
It is readily seen that an NMDS code can be viewed as a set C of points in
PG(k − 1; q) satisfying
(N100) every k − 1 points from C generate a hyperplane in PG(k − 1; q);
(N200) there exist k points in C lying on a hyperplane;
(N300) every k + 1 points from C generate PG(k − 1; q).
If k = 3 these properties reduce to
 there exist three collinear points in C;
 no four points from C lie on a line.
Using Theorems 3.2.4 and 4.2.7, we can improve on the bound from Theorem 4.2.8.
Theorem 4.2.9 (Dodunekov [33]). For an [n; k]q NMDS code C with q> 3 we have
n62q+ k − 2.
The problem of determining m(+)(k; q) seems to be much harder than that of
determining the maximum length of a [n; k]q MDS code. The best lower bound on
m(+)(k; q) known to us comes from algebraic geometry.
Theorem 4.2.10 (Tsfasman and Vla dut [117]). Algebraic geometric [n; k]q NMDS
codes; q= pm; do exist for every n with
n6

q+ d2pqe if p dividesd2pqe and m>3 is odd;
q+ d2pqe+ 1 otherwise;
and arbitrary k = 2; 3; : : : ; n− 2.
5. Optimal linear codes
5.1. General results about Griesmer codes
A powerful construction for binary codes meeting the Griesmer bound was given in















If we take s copies of the pointset of PG(k − 1; q) and delete ai ats of dimension
i − 1, the resulting set will be a [gq(k; d); k; d]q code. A crucial requirement is that a
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point has to be deleted no more than s times. A Griesmer code constructed in this way
is referred to as a code of type BV (cf. [86]). A necessary and sucient condition for
the existence of binary Griesmer codes of type BV was obtained by Belov et al. [11].
Their result generalizes to codes over arbitrary elds, as mentioned in [32] and proved
in full detail in [65].





where s= dd=qk−1e; k >u1>u2>   >um and at most q−1 ui’s take the same value
(there are no q identical ui’s).





Theorem 5.1.2. Given a positive integer k and a prime power q; nq(k; d) = gq(k; d)
for all d with d>(k − 2)qk−1 + 1.
Theorem 5.1.2 merely states that if we keep q and k xed and increase d, there is
a threshold d06(k − 2)qk−1 + 1 such that for each d>d0, Griesmer codes do exist.
Hence, the problem of nding the exact value of nq(k; d) for given k; q and for all d
is a nite one. The bound on d0 has been further improved by Baumert and McEliece
[9], Dodunekov [32] and Hamada and Tamari [54]. The next theorem explains the
behaviour of nq(k; d) as a function of k. It shows that for small values of d and large
q the Hamming bound is better than the Griesmer bound.
Theorem 5.1.3 (Dodunekov [31,32]). Let l and d>3 be positive integers. Then there
exists an integer k0 such that nq(k; d)> l+ gq(k; d) for all k>k0.
We conclude the section by an important property of Griesmer codes.
Theorem 5.1.4 (Dodunekov [32]). Let C be a [t + gq(k; d); k; d]q code. Then there
exists a generator matrix of C with rows of weight 6d + t. In particular; every
Griesmer code is generated by its minimum weight codewords.
In the remaining sections we are concerned with problem (1:1:1) for codes over
F2; F3; F4; F5. One possible approach to this problem is to x q and k and try to nd
the values of nq(k; d) for all d. As mentioned above, this problem is a nite one. For
k=1; 2, Griesmer codes do exist for all q and all d. In [65] Hill discussed, when does
the geometric problem of nding m(2; q) for all  suce to determine nq(3; d) for all
d. He pointed out in that this is the case for all q68 [65].
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5.2. Optimal binary linear codes
A generalization of Theorem 5.1.1 for binary codes was obtained by Belov, who
constructed a second large class of codes, meeting the Griesmer bound, the so-called
codes of type BV(ii).
Theorem 5.2.1 (Belov [10]). Let s = dd=2k−1e and s2k−1 − d = Pmi=1 2ui−1; where





us − um = m− s and um 2f1; 2g
then n2(k; d) = g2(k; d).
In particular, Belov proved that if






where J (k; i)=[2k−1−2k−i+3; 2k−1−2k−i−1−2i] then n2(k; d)=g2(k; d). He conjectured
that for d2 J (k; i), n2(k; d)>1+g2(k; d). This conjecture has been proved by Logachev
[83] for i=1, by van Tilborg [114] for i=2 and by Helleseth [58] for all i. Helleseth
even proved the stronger result that every [g2(k; d); k; d]2 code with d62
k−1 is of
type BV or BV(ii). For d> 2k−1 and k68 Griesmer codes do exist for all d. For
k = 9 this is not true. Logachev [84] has shown that there are no Griesmer codes for
d = 294; 296; 298; 300; 304; 330; 332; 334; 336. A further result in this direction is the
following theorem by Dodunekov and Manev.
Theorem 5.2.2 (Dodunekov and Manev [35] and Dodunekov [32]). Let d = 2k−2 −
2a − 2b; k>9; 06b<a<6k − 3; a>2. Then
n2(k; d)>2 + g2(k; d):
Baumert and McEliece [9] found n2(k; d) for all k66 and all d. The case of k = 7
was completed by van Tilborg [115]. The case of k = 8 has been subject to a sub-
stantial research. Up to this moment there are 11 open cases, 6 which are presented in
Table 3.
6 Actually, we have 22 open cases, but since n2(k; d + 1) = n2(k; d) + 1 for d odd, we can consider even
d’s only.
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Table 3












5.3. Optimal ternary linear codes
The systematic research of ternary optimal codes has been initiated by Hill and
Newton [70]. They have found the values of n3(k; d) for k64 for all d and the values
of n3(5; d) for all but 30 values of d. These 30 cases have been settled in a series of
papers (see Table 4 and the references therein).
The state of knowledge for n3(6; d), d6243, is summarized in [55]. Up to this
moment there are 117 values of d; 16d6243, for which the exact value of n3(6; d)
is unknown. A table of the open cases for q = 3; k = 5; d6243 can be found in the
appendix (Table 7).
Below we describe a construction by Brouwer and van Eupen [118], which in some
cases produces Griesmer codes. Let C be a projective [n; k; d]q code with nonzero
weights w1; w2; : : : ; ws. A subcode D of dimension k−1 has the same nonzero weights.
Let Bi(D) denote the number of codewords in D of weight i divided by q − 1. Let









(nD − wi)Bi(D) = nD q
k−2 − 1
q− 1 :
Since C is projective, nD = n − 1 for n subcodes of C and nD = n for the remaining
(qk−1 − 1)=(q − 1) − n subcodes of dimension k − 1. It follows that for an arbitrary
choice of  and  the sum
X
(wi + )Bi(D) = qk−2nD + 
qk−1 − 1
q− 1 (5.3.1)
does not depend on D, but only on nD and hence takes only two values. Fix  and
 in such a way that wi +  are all nonnegative integers. Consider the multiset X
of n-tuples dened in the following way: for each one-dimensional space hci 2C with
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Table 4
d g3(5; d) Bounds for n3(5; d) Comments
n3(5; d) in [70]
16 26 27{28 27
17 27 28{29 28
18 28 29{30 29 9[29; 5; 18]3 [36]
19 31 32{33 32
20 32 33{34 33
21 33 34{35 34 9[34; 5; 21]3 [36]
23 36 37{39 37
24 37 38{40 38 9[38; 5; 24]3 [15]
25 39 40{41 41 @[40; 5; 25]3 [37]
27 41 43{44 43 9[43; 5; 27]3 [36]
29 46 46{47 46
30 47 47{48 47 9[47; 5; 30]3 [37]
31 49 49{50 49 9[49; 5; 31]3 [15]
32 50 50{51 51 @[50; 5; 32]3 [39]
33 51 51{52 52 @[51; 5; 33]3 [52], [39]
39 60 61{62 61 9[61; 5; 39]3 [36]
43 66 67{68 67
44 67 68{69 68
45 68 69{70 69 9[69; 5; 45]3 [40], [18]
46 71 71{72 72 @[71; 5; 46]3 [56]
47 72 73{74 73
48 73 74{75 74 9[74; 5; 48]3 [15]
57 87 87{88 87 9[87; 5; 57]3 [53]
61 93 93{94 93 9[93; 5; 61]3 [51]
94 143 143{144 144 @[143; 5; 94]3 [77]
95 144 144{145 145
96 145 145{146 146
97 147 147{148 148 @[147; 5; 97]3 [77]
98 148 148{149 149 [37]
99 149 149{150 150
wt(c)=w take w+ copies of the vector c. Every such vector can be considered as a
point in the projective space PG(C; Fq) = PG(k − 1; q). Each hyperplane in PG(C; Fq)
corresponds to a (k−1)-dimensional subspace D of C and containsPsi=1(wi+)Bi(D)
points of X.
Let GX be a matrix having the vectors of X as its columns and consider the code
CX generated by the rows of GX. Obviously, its length is





q− 1 = 
qk−1 − 1
q− 1 + q
k−1n;
where (A0; A1; : : : ; An) is the weight distribution of C. Its dimension is K6k. It follows
from (5.3.1) that CX is a two-weight code (not projective) of minimum distance
D = jX j − q
k−1 − 1
q− 1 − q
k−2 max(n; (n− 1));
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Table 5
d g4(4; d) Bounds for n4(4; d) Comments
n4(4; d) in [45]
37 51 51{52 52 @[51; 4; 37]4 [80]
38 52 52{53 53
41 56 56{57 57 [66]
42 57 57{58 58
71 96 96{97 96
72 97 97{98 97 [97; 4; 72]4 = [80; 4; 60]4 + [17; 4; 12]4
77 104 104{105 105 @[104; 4; 77]4 [66]
78 105 105{106 106
79 106 106{107 107
80 107 107{108 108
with nonzero weights
v= jX j − jX j − 
q
and u= v+ qk−2:
It has been pointed out in [18] that this construction can be reversed if K = k.
If we start with the unique ternary [16,5,9] code with A9 = 58, A12 = 57, A15 = 6
and Ai = 0 for i 6= 0; 9; 12; 15 and take  = 13 ;  = −3, we get a ternary Griesmer
[69,5,45] code with A45=105, A54=16. Similarly, starting with the projective [58; 4; 45]5
code and taking  = 15 ,  = −9, one gets a two-weight Griesmer [46; 4; 35]5 with
A0 = 1; A35 = 392; A40 = 232.
5.4. Optimal quaternary linear codes
For quaternary codes, n4(k; d) was found for k = 3 for all d and for k = 4 for all
but ten values of d [45]. In a series of subsequent papers these ten cases have been
resolved (see Table 5)
The known results about n4(5; d) can be found in [49,79]. There exist 218 values of
d, for which the exact values of n4(5; d) are unknown [79]. The table of the undecided
cases for q=4; k =5; d6256 (which correspond to codes with 0 = 1) can be found
in appendix (Table 8).
5.5. Optimal linear codes over F5
The exact value of n5(k; d) has been found for k63 for all d [65], and for k = 4
for all but 22 values of d [17]. Six of the open cases in [78] have been decided in
[78]. The remaining 16 open cases are given in Table 6.
Let us note that codes with parameters [47; 4; 36]5 and [48; 4; 38]5 would be equiv-
alent to (47; 3)- and (48; 3)-arcs, respectively, in PG(3; 5). A construction or a proof of
the nonexistence of such codes would improve on the result by Mason; 436(3; 5)648
(see Section 3.3).
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Table 6
d g5(4; d) n5(4; d) d g5(4; d) n5(4; d)
31 41 41{42 86 109 109{110
32 42 42{43 146 184 184{185
33 43 43{44 147 185 185{186
36 47 47{48 161 203 203{204
37 48 48{49 162 204 204{205
81 103 103{104 163 205 205{206
82 104 104{105 164 206 206{207
83 105 105{106 165 207 207{208
Table 7
The undecided values of n3(6; d) for d6243
d g n d g n d g n d g n
8 15 16{17 59 91 92{93 98 149 150{151 137 208 209{210
16 27 28{29 60 92 93{94 99 150 151{152 138 209 210{211
17 28 29{30 61 94 95{96 100 153 153{154 139 211 212{214
21 34 35{36 62 95 96{97 101 154 154{155 140 212 213{215
22 36 37{38 63 96 97{98 102 155 155{156 141 213 214{216
23 37 38{39 64 99 100{102 103 157 157{158 142 215 216{218
24 38 39{40 65 100 101{103 104 158 158{159 143 216 217{219
28 46 46{47 66 101 102{104 106 161 161{162 144 217 218{220
29 47 47{48 67 103 104{106 115 175 176{177 145 220 221{222
30 48 48{49 68 104 105{107 116 176 177{178 146 221 222{223
31 50 50{51 69 105 106{108 117 177 178{179 147 222 223{224
37 59 60{61 70 107 108{110 118 180 181{182 148 224 225{226
38 60 61{62 71 108 110{111 119 181 182{183 149 225 226{227
39 61 62{63 72 109 111{112 120 182 183{184 150 226 227{228
40 63 64{65 82 127 127{128 121 184 185{186 151 228 229{230
41 64 65{66 83 128 128{129 122 185 186{187 152 229 230{231
42 65 66{67 84 129 129{130 123 186 187{188 169 256 256{257
43 67 68{70 85 131 131{132 124 188 189{190 170 257 257{258
44 68 69{71 86 132 132{133 125 189 190{191 175 265 265{266
45 69 71{72 87 133 133{134 126 190 191{192 176 266 266{267
46 72 73{74 88 135 135{136 127 193 194{196 178 269 269{270
47 73 74{75 89 136 136{137 128 194 195{197 187 282 283{284
48 74 75{76 90 137 137{138 129 195 196{198 188 283 284{285
49 76 77{78 91 140 140{142 130 197 198{200 189 284 285{286
50 77 78{79 92 141 141{143 131 198 199{202 199 301 301{302
52 80 81{82 93 142 142{144 132 199 200{203 200 302 302{303
55 86 87{88 94 144 145{146 133 201 202{204 202 305 305{306
56 87 88{89 95 145 146{147 134 202 203{205
57 88 89{90 96 146 147{148 135 203 205{206
58 90 91{92 97 148 149{150 136 207 208{209
In order to illustrate how nite geometries can be used to solve problems about
optimal codes, we sketch the proof of the nonexistence of [213; 4; 170]5 codes. This
was one of the open cases from [17].
Suppose there exists a [213; 4; 170]5 code, in other words there is a multiset C of
213 points from PG(3; 5) such that 2 = 43; 1 = 9; 0 = 2 (cf. Lemma 2.3.1). Let  be
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Table 8
The undecided values of n4(5; d) for d6256
d g n d g n d g n d g n
17 26 26{27 65 90 90{91 100 136 136{137 138 186 186{187
18 27 27{28 66 91 91{92 102 138 139{140 139 187 187{188
21 31 31{32 67 92 92{93 103 139 140{141 141 190 191{192
23 33 34{35 68 93 93{94 104 140 141{142 142 191 192{193
24 34 35{36 69 95 95{96 105 142 143{144 143 192 193{194
31 43 44{45 70 96 96{97 106 143 144{145 144 193 194{195
33 47 47{48 71 97 97{99 107 144 145{146 153 206 207{208
34 48 48{49 72 98 98{100 108 145 146{147 154 207 208{209
37 52 52{54 73 100 100{102 109 147 148{149 155 208 209{210
38 53 54{55 74 101 101{103 110 148 149{150 156 209 210{211
39 54 55{56 75 102 102{104 111 149 150{151 157 211 212{213
40 55 56{57 76 103 104{105 112 150 151{152 158 212 213{214
41 57 58{59 81 111 111{112 113 153 154{155 159 213 214{215
42 58 59{60 82 112 112{113 114 154 155{156 160 214 215{216
43 59 60{61 83 113 113{114 115 155 156{157 163 219 220{221
44 60 61{62 84 114 114{115 116 156 157{158 164 220 221{222
45 62 63{64 85 116 116{117 117 158 159{161 165 222 223{224
46 63 64{65 86 117 117{118 118 159 160{162 166 223 224{225
47 64 65{66 87 118 118{119 119 160 161{163 167 224 225{226
48 65 66{67 88 119 119{120 120 161 162{164 168 225 226{227
49 68 69{70 89 121 122{123 123 165 166{167 169 227 228{229
50 69 70{71 90 122 123{124 124 166 167{168 170 228 229{230
51 70 71{72 91 123 124{125 129 175 175{176 171 229 230{231
52 71 72{73 92 124 125{126 130 176 176{177 172 230 231{232
57 78 79{81 93 126 127{128 131 177 177{179 173 232 233{234
58 79 80{82 94 127 128{129 132 178 178{180 174 233 234{235
59 80 81{83 95 128 129{130 133 180 180{181 175 234 235{236
60 81 82{84 96 129 130{131 134 181 181{182 176 235 236{237
61 83 84{85 97 132 133{134 135 182 182{184 177 238 238{239
62 84 85{86 98 133 134{135 136 183 183{185
63 85 86{87 99 134 135{136 137 185 185{186
a 43-hyperplane and consider the multiset C. The following theorem can be viewed
as a generalization of the rst part of Theorem 3.4.8. The proof repeats the one given
by Ball [2]. Given a multiset F of points, we denote by m(P) the multiplicity of P
in F.
Theorem 5.5.1. A ff; ; 2; qg-minihyper with <q; not containing a line l with
m(P)> 0 for all P 2 l; has f>q+pq+ 1.
We need a further result, interesting by itself, proved independently by Hill and
Lizak [67] and by van Eupen [38].
Theorem 5.5.2 (van Eupen [38] and Hill and Lizak [67]). Let C be an [n; k; d]q code
with gcd(d; q) = 1 and with all weights congruent to 0 or d modulo q. Then C can
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be extended to an [n+ 1; k; d+ 1]q code all of whose weights are congruent to 0 or
d+ 1 modulo q.
Theorem 5.5.1 implies that every f(q+1); ; 2; qg-minihyper with <q is a union
of lines. Every [2q2 − q− 1; 3; 2q2 − 3q]q code is obtained by removing a f3(q+ 1);
3; 2; qg-minihyper from two copies of PG(2; q). There is exactly one such minihyper
with m(P)62 for all P and, therefore, exactly one [2q2 − q − 1; 3; 2q2 − 3q]q code.
Moreover, every [2q2 − q − 2; 3; 2q2 − 3q − 1]q code has ai = 0 for all i 6= 2q − 1;
2q − 2; q − 1; q − 2 and by Theorem 5.5.2 can be extended to a [2q2 − q − 1; 3;
2q2−3q]q code. There exist two distinct [2q2−q−2; 3; 2q2−3q−1]q codes. In partic-
ular, for q=5, we obtain two [43; 3; 34]5 codes with spectra a3=1; a4=2; a8=5; a9=23,
and a4 = 3; a8 = 6; a9 = 24.
Now x a 43-hyperplane in PG(3; 5) with a 9-line l, which contains a 0-point P.
Denote by i all hyperplanes through l. Consider a projection ’= ’P;, where  is a
plane with P 62 . For any line m in , incident with the points Qi, we call the 6-tuple
((Q0); : : : ; (Q5)) the type of m. Set li = ’(i). The lines li are of type (9; 9; 9; 8 +
(i)0 ; 4; 3 + 
(i)




1 = 1; 
(i)
j 2f0; 1g. The set A = fX jX 2 ; (X )>8g
contains 19 points. Hence, ve points from A, say Y1; : : : ; Y5, are collinear (recall that
the maximum size of a (; 4)-arc in PG(2; 5) is 16). The sixth point Z on hY1; : : : ; Y5i
has (Z)>3. As
P
i (Yi) + (Z)643, we are forced to have (Yi) = 8 for all i, and
(Z) = 3, i.e. the line hY1; : : : ; Y5i is of type (8,8,8,8,8,3). This is impossible as a line
m with (m) = 43 is either of type (9; 9; 9; 8; 4; 4), or of type (9; 9; 9; 9; 4; 3).
Appendix
The undecided values of n3(6; d) and n4(5; d) are given in Tables 7 and 8.
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