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                             々 （2．1）      P（j，≠）≡p（Z；広）・P（jlZ；左）＝P（Z＝C）・■P（∫、；ク、lZ＝左），
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 （3．2）  ［E－step］





















 （3．3）       売（j，C）＝E［m（j，≠）1｛m（j＊）｝，｛P（Z＝広），P（∫、＝ク、lZ＝6）｝］







    と，観測された顕在頻度｛m（j＊）｝から（3．3）式により，潜在頻度の第m回目の推定値
    m｛m〕（j，広）を全ての応答バターンiに対して計算する．
 （iii）潜在頻度の第m回目の推定値から（3．1）式にもとづき，第（m＋1）回目の潜在確率









 （4．1）       ∫γ（θ）＝Eθ［B（X，θ）l X∈児］一Eθ［S（X，θ）ST（X，θ）l X∈R］
を与えている．ここに，
   X       ：観測できない完全データ
   γ＝γ（X）  ：Xの代わりに観測された不完全データ
   S（X，θ）   ：Xの対数尤度のθに関する1階偏導関数ベクトル
   B（X，θ）   ：Xの対数尤度のθに関する2階偏導関数行列の負値




                 ＾    M     ＾   ＾      ＾   ＾ （4．2）        ∫γ（θ）＝ΣS（石・，θ）∫T（石・，θ）
                   5日1
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とな1る．ここに，
 （4．3）                   兄・＝E。［X51×5∈沢］．
 さて，潜在クラスモデルにおいて，潜在頻度は，Mx r個のセルをもつ多項分布に従うと考
                               々えてよい．ここに，Mは顕在変量に対する応答バターンめ総数：M＝■0、，Tは潜在クラス
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                  一州m〕，C・）κ仏1）／P（∫・＝C・lZ＝1）／
（4．7）     ∫（X5，θ）＝
             M             Σ｛δ（ク王m），C1－1）篶（m，1）／P（∫エ＝α一11Z＝1）
             m＝1
                  一州m〕，C・）κ仏1）／P（∫・＝C・lZ＝1）／
             M             Σ｛δ（ゴ£m〕，ク、）κゴ（m，広）／P（∫、＝クαlZ＝彦）
             m＝1
                  一州m〕，Cα）κ・（グ）／P（∫α＝CαlZ＝1）／
             M             Σ｛δ（赦〕，α一1）灼（m，T）／P（ム＝C尾一11Z＝T）
             m＝1



















    せた3種の不完全応答頻度データ．
 （iii） （ii）のデータから不完全応答バターンに対する頻度を除いた縮小完全応答頻度デー





構成率  項目1  項目2  項目3
クラス1
クラス2
0．4    0．3







   表4．1で与えた潜在確率の配置に対応している．
完全データ 欠測率    不完全テータ 縮小完全データ
W＝500 （％） M
30 ．401．33．37 ．46 350 ．461．40．45 ．50
1．16 、22 ．14 1．18 ．24 ．21
．321．28．31 ．35 50 ．491．38．44 ．59 250 。641．56．62 ．71
1，13 ．17 ．15 1．19 127 ．13 、26 ．34 、29
70   一D66＝．46．55 ．83 150
1，071．93  ■
1．041，18










     N二50から4000の間の各標本数毎に，最尤推定値の平均自乗誤差を調べた結果が
    表5．2である．とくに，平均自乗誤差を分散と偏りの自乗に分解した数値も添えてい
    る．表中の数値は全て実際に得られた数値を102倍したものである．分散の列における
    （）内の数値は，本実験での平均的な頻度データにもとづく最尤推定値の漸近分散を
    算出したものである．平均自乗誤差は，標本数が増すと減少する．W：100のとき，本
    モデルにおいて推定値が偏りをもっため，漸近分散の値と実際の分散値の問に隔たり
    がみられる．W＝500で，偏りがほぼ0にちかくたり，シミュレーションによる分散値
    と漸近分散値とが小数第3桁程度まで一致する．
 （ii）2クラス5項目モデル（表5．3）
     この場合の各標本数における最尤推定値の平均自乗誤差を表5．4に示している．
    M＝100で偏りがみられるが，M＝500では消失する．2クラス3項目モデルでの結果
    と比較すると，平均自乗誤差及び偏りの双方で，値は小さくたっている．
 （iii） 3クラス5項目・モデル（表5．5）
     このモデルでは，とくに標本数が小さいときクラスの構成率の推定値が0となるこ
    とがある．つまり，モデルの推定として，2クラスモデルが採択される現象が起こる．





0．4    0．6
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表5．22クラス3項目モデルでの平均自乗誤差表：表中の数値は実際の値の
   102倍である．また，各枠内での数値の配列は表5．1の潜在確率に対応
   している．
標本数 平均自乗誤差 分     散 （偏  り）2M （漸近分散）
50 7．1 10．68．9 4．O ．51 4．9 ．29 、00 6．5 5．7 8．6 4．0
（5．9） （5．O） （4．3）（3．7）
1．9 1．7 2．O ．48 ．73 76 1．4 、94 1．3
（1．5） （2．O） （2，3）
100 7．3 2．8 1．6 2．9 ．94 1．1 ．74 ．54 6．4 1．7．90 2．4
（3．O） （2．5） （2．2） （1．8）
1．O 3．7 2．4 00 、40 1．7 1，O 3．3 ．74
（．74） （．98） （1．1）
500 ．64 ．55 ．43 ．38 ．63 ．55 ．43 37 01 00 ．00 ．00
（．59） （．50） （．43） （．37）
16 、23 ．25 15 ．22 ．25 ．OO ．01 ．00
（．15） （．20） （．23）
1000 31 28．22 19 31 ．28 ．22 19 OO 00 00 ．OO
（．31） （．25） （．22） （．18）
．08 11 11 ．08 11 11 OO 00 、00
（．08） （．10） （．11）
2000 15 1311 09 ．15 13 ．11 09
（．15） （．13） （．11） （、09）
．04 05 ．06 ．04 ．05 06
（．04） （．05） （．06）
3000 10 ．09 ．07 ．06 10 09 ．07 ．06
．03 03 ．04 ．03 ．03 04
4000．07 06 ．06 ．04 07 06 06 04
．02 03 ．03 02 ．03 ．03
表5．32クラス5項目モデルでの潜在確率
構成率…項目1  項目2  項目3  項目4  項目5
クラス1
クラス2
0．4   0．6









   回起こり，Mが500以上では起こらなかった．表中の値は，このクラス縮減が起きた
   かった場合の平均であろ．結果を表5．6に示している．ここでは，M：1000位まで若
   干の偏りが残る．M：2000で殆どこの影響が消えている．全体的に，2クラスモデル
   と比較して，欠きた平均自乗誤差及び偏りを示している．
（iv）2クラス3項目モデル（表57）  不完全応答テータを含む場合一
    このモデルに対し，標本数500のデータを先ず作成し，これから第3節の数値例の
   ときと同様な手順で不完全応答データを作り，もとの完全データ，不完全応答を含む
   データ，この不完全データから不完全た応答頻度を削除した縮小完全データの3種の
   頻度データを作った．これらに対して，平均自乗誤差を比較した．表5．8は，欠測率
   を30％としたときの結果であり，表5．9と表5．10は，それぞれ欠測率を50％と70％





標本数w 平均自乗誤差 分     散 （偏  り）2
50 9．415．48．94．0 2．31．0．23 ．68．21 04．00 009．214．78．74．O2．21．0
2．02．52，8 2．83．2 ．44 ．57．57．59．63 1．61，92．22．2 2．5
1003．6 1．8 1．63．62．21．O、341．61．3．41．03 023．3 ．22 253．22．2．98
1．4 1．4、82 ．951．2 ．25 32．40 ．43．41 1．1 1．1．44．52 ．78
500 17 22．20 17 13 11 17．22、20 17131100 00OO．00 ．00 ．00
06．09 11 12 13 ．06 09 11 12 13 0000．00 ．00 ．00
100007 10 10 08 0605 0710 10 0806．05
、03 04 05 06 06．03 04 0506、06
200004 05 05、04 ．03 ．03 ．04、 5 05 04．03 03
．02 02、03 03 03 0202 03 03．03
表5．53クラス5項目モデルでの潜在確率




0．4    0．5
0．3   0．9















標本数w MSE 分     散 （偏  り）2
50 15．025，O16．0 12．39，OO4．10．74．00．08 ．29 ．001114．3 25．0 15．912109．OO3．90
4．891，OO3．99 2．25 8．79 4．12．30 ．00．OO．01 ．69724．591．OO3．992，248，10 3．41
35，5 13．58．99．OO4．292．52．40．60．63 ．60 ．65 ．6435．1 12．98．368，40 3．64 1．89
100 15．124．935．812，28．994．OO050813 13．02 0015．124．7 35．712，18，97 4．00
3．71 1．OO 3．93 2．24 6．49 3．9445 01．09．014．O2．33．26 0．99 3．842．232．251．61
33．0 11．18．378．01 3．95 2．3759．55．44 ．42 ．353432．4 10．5 7．937．59 3．602．03
5008．10ユ．700．21 O．21．105．10、64、50 16 15．25 397．46 1．21 0．05O．061．814．68
4．720．983．432、ユ28．193．7636．06．53 2070334，370．922．89ユ．9ユ 7．493．43
O．700．990．93L04O．53O．69．29 ．02．60 ．68 ．51．52O．41 O．970．33O．36O．02O．17
10001，340．30O．21 O．20O，513．77．33 ．30．21 19．49 ．301．00．001000、O00．0223．48
0．96 O．48O．25O．25 O．56 O．62．29 1715 14 14．62O，67O．31 0．09．11 0．42．000
0．27 O．400．19 0．21O．33O．23．24 ．4019．21 33．230．03O．04．0080．O1 O．16．002
20000．28O．130．09 O．08 0，18O．30．28 13．09 0818．30 000．001001．OOO．001．002
0．ユ60．120．070．07 O．13 O，2616 12．07 071326000．O00 、000 、000．001．004
O．10 O．10 O．11 0．10 O，12 O．1210 10 0 10 12 12000．003 ．003．001．000、000
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表5．72クラス3項目モデルでの潜在確率
構成率≡項目1  項目2  項目3
クラス1
クラス2
0．4   0．3







標本数M 平均自乗誤差 分     散 （偏  り）2
500 ．33 ．29 ．32 ．38 ．32 ．28．30 、37 ．01 ．01 ．02 ．01
完  全 ．13 ．19 、13 ．11 ．19 ．13 ．00 ．00 ．00
500 ．42 ．34 ．39 ．58．41 ．33 ．37 ．55 ．01 ．01 ．02 ．03
不完全 、15 ．23 ．14 ．15 ．23 ．14 ．OO ．00 ．00
350 ．45 ．37 ．39 ．62 ．43 ．36 ．36 ．60 ．02 ．01．03 ．02
縮小完全 ．14 ．24 ．14 ．14 ．24 、14 ．00 ．OO ．00
表5．950％欠測の下での平均自乗誤差表：表は実際の数値の102倍を示している．
また，各枠内での配置は表5．7で与えた潜在確率の配置に対応している．
標本数M 平均自乗誤差 分     散 （偏  り）2
500 ．38 ．29 ．36 ．50 ．38 ．28．35 ．50 ．00 ．01 ．01 ．00
完  全 ．12 ．27 ．15 ．12 ．27 ．15 、00 ．00 ．00
500 ．55 ．43 、55．70 ．53 ．42．55 ．70 ．02 ．01 ．00 ．00
不完全 ．18 、43 ．24 ．17 ．42 ．23 ．01 ．01 ．01
250 ．55 、53 、63 ．79 ．54 ．53 ．63 ．79 ．01 ．00．00 ．00
縮小完全 ．22 ．48 ．24 ．21 ．47 、23 ．01 ．01 ．01
表5．1070％欠測の下での平均自乗誤差表：表は実際の数値の102倍を示している．
    また，各枠内での配置は表5．7で与えた潜在確率の配置に対応している．
標本数M 平均自乗誤差 分    散 （偏  り）2
500 ．33 ．37 、40 、33 ．33 ．37 ．38 ．33 ．00 ．00 ．02 ．00
完  全 ．12 ．24 ．19 ．12 、23 ．19 ．00 ．01 ．00
500 ．75 ．68 ．80 ．92 ．75 ．68 ．78．92 ．00 、00 ．02、00
不完全 、31 ．53 ．43 ．30 ．51 ．43 ．01 ．02 ．00
150 1．2 3．0 5．4 1．6．1．0 1．1 1．1 1．2 ．20 1，9 4．3 ．40
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   A Maximum Like1ihood Estimation Procedure and
  the Numerica1EvaIuation of the Resu1tant Estimates
in Latent C1ass Ana1ysis With or Without Missing Entries
                 Michiko Watanabe
        （Department of Science，Research Institute of
     Fmdamenta1Infomation Science，Kyushu University）
   In this paper，we introduce an a1gorithm for deriving the maximum1ike1ihood esti－
mates and their asymptotic vari即。e－covariance matrix in the1atent c1ass mode1，which is
app1icab1e to the case of incomp1ete data as we11as the case of comp1ete data．This
algorithm is constmcted in accordance with the EM a1gorithm from the viewpoint that the
1atent c1ass model can be considered as a mode1based on a mixing mu1tinomia1distribu－
tiOn．
   The1atter part of the paper is concemedwith the numerica1experiment for eva1uating
the properties of the maximum1ike1ihood estimates yie1ded by the above estimation
method．Specia11y，our interest is concentrated on the fo11owing two points：the first is
whether it is more e節。ient or not，in estimating the modeI parameters，to make use of the
response pattems with missing entries than to abandon them，and the second is how it
reHects on the precision of the estimates to change the number of1atent c1asses assumed，
or the number of test items examined．As the resu1t，the superiority of using the incom－
p1ete data is confirmed in both respects of the mean square errors and of the asymptotic
variances．Conceming the1atter question，we have got the resu1t that the1arger number
of test items and the Iess Iatent c1asses we emp1oy，the more e価。ient estimates we can get．
