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KAM POUR L’E´QUATION DES ONDES NON LINE´AIRE SUR
LE CERCLE.
MOUDHAFFAR BOUTHELJA
Re´sume´. Dans cet article on conside`re l’e´quation des ondes sur le cercle donne´e
par :
utt − uxx + mu = g(x, u), t ∈ R, x ∈ T,
avec m ∈ [1, 2] une masse et g(x, u) = 4u3 + O(u4). Cette e´quation va eˆtre
traite´e comme une perturbation d’un hamiltonien inte´grable donne´ par :
(∗) ut = v, vt = −uxx + mu.
Proche de l’origine, on prouve l’existence de solutions quasi-pe´riodiques de
faible amplitude, proches de la solution de l’e´quation line´aire (∗). La preuve
fait appel a` un re´sultat KAM en dimension infinie de´montre´ dans la premie`re
partie de cet article, Un re´sultat de forme normale.
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1. Introduction et re´sultats
1.1. Introduction. Dans cet article on conside`re l’e´quation des ondes cubique sur
le cercle donne´e par :
(1.1) utt − uxx +mu = g(x, u), t ∈ R, x ∈ S1,
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avec m ∈ [1, 2] la masse et g est une fonction holomorphe re´elle sur un voisinage de
S1 × J , avec J un voisinage de zero de R. On suppose que g est de la forme :
(1.2) g(x, u) = 4u3 +O(u4).
On prouve l’existence de solutions quasi-pe´riodiques de faibles amplitudes proche
de la solution de l’e´quation line´aire.
Vu que la variable espace appartient au cercle, on peut diagonaliser la partie
line´aire de l’e´quation dans la base de Fourier. Ainsi on rame`ne notre proble`me a`
l’e´tude d’un hamiltonien inte´grable perturbe´ sous la forme :
() H =
∑
s∈Z
λsξsηs + Perturbation ,
avec λs =
√
s2 +m. Afin de montrer l’existence de solutions quasi-pe´riodiques,
on fera appel a` un re´sultat KAM en dimension infinie adapte´ a` notre situation
et prouve´ dans [6]. En effet la the´orie KAM (Kolmogorov-Arnold-Moser) nous dit
que, sous l’effet d’une petite perturbation, un hamiltonien inte´grable continue a`
exhiber des tores invariants de dimension finie dans un espace de dimension infinie.
Et cela sous certaines conditions de non re´sonance. L’existence des ces tores inva-
riants, nous donne l’existence de solutions quasi-pe´riodiques. Le principal proble`me
qu’on rencontre ici est que les fre´quences λs ne ve´rifient pas les hypothe`ses de non
re´sonance standards 1. Dans le cas de Dirichlet, la somme dans () est restreinte
aux indices positifs (voir [15]). Dans ce cas on peut ve´rifier les conditions de non
re´sonance standards graˆce a` la masse m. Dans le cas pe´riodique on s’autorise a` la
fois des indices positifs et ne´gatifs. On remarque que λs = λ−s. On obtient donc un
syste`me hamiltonien re´sonant. Pour cela le the´ore`me KAM auquel on fera appel,
doit traiter le cas de valeurs propres multiples.
L’existence de solutions quasi-pe´riodiques pour des EDPs hamiltoniennes non
line´aires a suscite´ l’inte´reˆt de nombreux auteurs. Le premier re´sultat de pre´servation
de tels solutions, apre`s la perturbation d’un hamiltonien inte´grable de dimension
infinie, a e´te´ donne´ par Kuksin en 1987 dans [11, 10] pour l’e´quation de Schro¨dinger
en dimension 1 avec condition de Dirichlet.
Concernant l’e´quation des ondes le premier re´sultat est duˆ a` Wayne en 90 dans
[15]. Il a conside´re´ l’e´quation des ondes cubique en dimension 1 avec potentiel
exte´rieur dans L2([0, 1]) non nul et avec conditions de Dirichlet (ce qui entraine la
simplicite´ du spectre).
On peut aussi citer le travail de Po¨schel dans [13]. Dans cet article, L’auteur a
conside´re´ l’e´quation des ondes en dimension 1 avec masse, condition de Dirichlet
homoge`ne et une non-line´arite´ cubique analytique mais qui ne de´pend pas de la
variable d’espace.
En 1998 Chierchia et You conside`rent dans [7] l’e´quation des ondes en dimension
1 avec potentiel pe´riodique analytique et une perturbation quadratique analytique
qui ne de´pend pas de la variable espace. Dans ce cas le potentiel joue le roˆle de
parame`tre exte´rieure. Ce qui permet de ve´rifier les contions de non re´sonance. En
particulier les auteurs ne s’autorisent pas le cas ou` le potentiel est nul.
Le travail le plus re´cent est duˆ a` Berti, Biasco et Procesi en 2013 dans [5]. Dans
cet article ils conside`rent l’e´quation des ondes de´rivative donne´e par :
utt − uxx +mu+ f(Du) = 0, m > 0, D :=
√
−∂2xx +m, (t, x) ∈ R× T,
avec f(s) est une non-line´arite´ re´elle analytique de la forme
f(s) = as3 +
∑
k≥5
fks
k, a 6= 0.
1. Du type : |k1λ1 + . . . + knλn| ≥
γ
|k|τ
, k ∈ Zn \ {0}.
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On remarque ici que la non-line´arite´ est inde´pendante de la variable espace x. Ce
qui implique que le moment −i ∫
T
u¯∂xudx est conserve´. Cette syme´trie simplifie un
peu la preuve du the´ore`me KAM.
Dans notre cas, il n’y a pas de parame`tres exte´rieurs. La variable espace appar-
tient au cercle, donc on est dans le cas pe´riodique. La non-line´arite´ g de´pend de la
variable d’espace.
Le plan de l’article est le suivant :
— Dans la premie`re section on donne le re´sultat principal de l’article (voir The´o-
re`me 1.3).
— Dans la deuxie`me section on montre que, pour un ensemble admissible (voir
de´finition 1.2), les petits diviseurs de l’e´quation des ondes (1.1) sont non nuls.
Ceci est montre´ pour m ∈ [1, 2] \ U avec U est de mesure de Lebesgue nulle.
— Dans la troisie`me section, graˆce a` une forme normale de Birkhoff, on trans-
forme l’hamiltonien re´sonant associe´ a` l’e´quation (1.1) en un hamiltonien qui
ve´rifie les hypothe`ses du the´ore`me KAM (voir The´ore`me 3.7).
— Dans la quatrie`me section on e´nonce le the´ore`me KAM, (voir The´ore`me 4.1),
et on ve´rifie les hypothe`ses de non re´sonance (voir Lemme 4.2-4.8).
— Dans la dernie`re partie on prouve l’existence de solutions quasi-pe´riodiques
de faibles amplitudes pour l’e´quation (1.1).
1.2. Re´sultats. On conside`re l’e´quation des ondes sur le cercle (1.1) avec g de
la forme (1.2). En conside´rant le changement de variable v = u˙, l’e´quation (1.1)
devient : {
u˙ = v,
v˙ = −Λ2u+ g(x, u),
avec Λ := (
√−∆+m).
Soit ψ := 1√
2
(Λ
1
2 u− iΛ− 12 v). On note ψ˙ la de´rive´e de ψ par rapport a` t, donne´e
par :
ψ˙ =
1√
2
(
Λ1/2u˙− iΛ−1/2v˙
)
.
En remarquant que u = Λ−1/2
(
ψ+ψ¯√
2
)
et en remplac¸ant u˙ et v˙ par leurs expressions
on obtient :
1
i
ψ˙ = Λψ − 1√
2
Λ−1/2g
(
x,Λ−1/2
(
ψ + ψ¯√
2
))
.
Munissons L2(S1,C) de la forme symplectique re´elle classique−idψ∧dψ¯ = −du∧dv.
On conside´re l’hamiltonien suivant :
H(ψ, ψ¯) =
∫
S1
(Λψ)ψ¯dx+
∫
S1
G
(
x,Λ−1/2
(
ψ + ψ¯√
2
))
dx,
ou` G est une primitive de g par rapport a` u, c’est-a`-dire :
g = ∂uG, G(x, u) = u
4 +O(u5).
On peut alors e´crire (1.1) sous la forme du syste`me hamiltonien suivant :
ψ˙ = i
∂H
∂ψ¯
.
Conside´rons a` pre´sent la base orthonorme´e de Fourier complexe donne´e par :
{ϕs(x) = eisx/
√
2π, s ∈ Z}. Dans cette base l’ope´rateur Λ est diagonal et on a :
Λϕs = λsϕs,
avec λs =
√
s2 +m. De´composons ψ et ψ¯ dans cette base, alors
ψ =
∑
s∈Z
ξsϕs et ψ¯ =
∑
s∈Z
ηsϕ−s.
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En injectant cette de´composition dans l’expression de H , on obtient :
(1.3) H =
∑
s∈Z
λsξsηs +
∫
S1
G
(
x,
∑
s∈Z
ξsϕs + ηsϕ−s√
2λs
)
dx.
Soit PC = ℓ2(Z,C)× ℓ2(Z,C) muni de la forme symplectique complexe −i
∑
s∈Z
dξs ∧
dηs. De plus on de´finit
PR := {(ξ, η) ∈ PC|ηs = ξ¯s}.
Alors l’e´quation des ondes (1.1) est e´quivalente au syste`me Hamiltonien suivant sur
PR :
(1.4)

ξ˙s = i
∂H
∂ηs
,
η˙s = −i∂H
∂ξs
,
avec s ∈ Z.
Posons H = H2 + P , avec
(1.5) H2 =
∑
s∈Z
λsξsηs, et P =
∫
S1
G
(
x,
∑
s∈Z
ξsϕs + ηsϕ−s√
2λs
)
dx.
Remarque 1.1. On a g(x, u) = 4u3 + O(u4) et g = ∂uf . Donc on peut e´crire
P = P4 +R5 avec :
P4(ξ, η) =
∫
S1
u4dx =
∫
S1
(∑
s∈Z
ξsϕs + ηsϕ−s√
2λs
)4
dx,
R5(ξ, η, x) = P (ξ, η, x) − P4(ξ, η) = O(‖(ξ, η)‖5).
De plus on peut e´crire P4 sous la forme :
P4 =
∑
i,j,k,l∈Z
C(i, j, k, l)(ξi + η−i)(ξj + η−j)(ξk + η−k)(ξl + η−l),
avec
C(i, j, k, l) :=
∫
S1
ϕi(x)ϕj(x)ϕk(x)ϕl(x)dx =

1
2π
si i+ j + k + l = 0,
0 sinon.
Soit A un ensemble fini de Zde cardinal n. Fixons I = (Ia)a∈A avec :
Ia > 0, a ∈ A.
Soit T nI le tore re´el de dimension n de´fini par :
T nI =
{
ξa = η¯a, |ξa|2 = Ia si a ∈ A
ξs = ηs = 0 si s ∈ L = Z \ A.
Ce tore est stable par le flot Hamiltonien quand la perturbation P est nulle. On
peut meˆme donner l’expression analytique de la solution de l’e´quation des ondes
line´aire.
Notre but dans tout ce qui suit est de de´montrer la persistance du tore T nI quand
la perturbation P n’est plus nulle, en faisant l’hypothe`se cruciale que ce tore soit
admissible. Un tore est dit admissible s’il est construit a` partir d’un ensemble A
admissible.
De´finition 1.2. Soit A un ensemble fini de Z. A est admissible si pour tout j ∈
A \ {0}, on a −j /∈ A \ {0} .
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Notons L = Z \ A et A− = {j ∈ L | − j ∈ A}.
Dans un voisinage du tore invariant T nI dans C
2n, on de´finit les variables action-
angle (ra, θa)A par : {
ξa =
√
(Ia + ra)e
iθa ,
ηa = ξ¯a.
Pour s ∈ A on notera ωs (au lieu de λs) les fre´quences internes. Dans ces nouvelles
variables et notations, la partie quadratique H2 de H est e´gale a` une constante pre`s
a`
H2 =
∑
a∈A
ωara +
∑
s∈L
λsξsηs.
La perturbation devient :
P (r, θ, ξ, η) =
∫
S1
G(x, uˆI,m(r, θ, ξ, η))dx,
avec
uˆI,m(r, θ, ξ, η) =
∑
a∈A
√
(Ia + ra)
e−iθaϕa(x) + eiθaϕ−a(x)√
2(a2 +m)1/4
+
∑
s∈L
ξsϕs(x) + η−sϕs(x)√
2(s2 +m)1/4
.
Posons uI,m(θ, x) = uˆI,m(0, θ, 0, 0). Alors, pour tout I ∈ RA+ , m ∈ [1, 2] et θ0 ∈ S1,
la fonction (t, x) 7→ uI,m(θ0 + tω, x) est solution de l’e´quation des ondes line´aire.
Dans ce cas, le tore est stable par le flot Hamiltonien.
Notre but est de de´montrer un re´sultat similaire quand la perturbation n’est pas
nulle.
The´ore`me 1.3. Soit α > 1/2. Supposons que A est un ensemble admissible de
Z, de cardinal n. Supposons que la perturbation g est holomorphe re´elle sur un
voisinage de S1 × J avec J un voisinage de ze´ro de R et qu’elle est de la forme
g(x, u) = 4u3+O(u4). Alors il existe un Bore´lien U ⊂ [1, 2] de mesure de Lebesgue
nulle, tel que pour tout m ∈ ([1, 2] \ U), il existe ν0 qui de´pend de A, m, et de la
non line´arite´ g, tel que :
(1) Pour tout 0 < ν ≤ ν0 il existe un Bore´lien D′ ⊂ [ν, 2ν]n de mesure de
Lebesgue asymptotiquement pleine, c’est-a`-dire :
mes ([ν, 2ν]n \ D′) ≤ νγ+n
avec γ > 0 et de´pend de n.
(2) Pour tout m ∈ ([1, 2] \ U) et I ∈ D′ il existe une fonction u(θ, x) analytique
en θ et de classe Hα en x ∈ S1 telle que :
sup
θ∈R
‖ u(θ, .)− uI,m(θ, .) ‖Hα≤ Cν4/5,
avec C est une constante absolue.
(3) De plus, il existe ω′ : ([1, 2] \ U)× [ν, 2ν]n → Rn ve´rifiant :
ω′ = ω + νMρ+O(ν3/2),
telle que pour tout m ∈ ([1, 2] \ U) et I ∈ D′ la fonction
t 7→ u(θ + tω′, x)
soit solution de l’e´quation des ondes (1.1).
Tout le reste de l’article sera consacre´ a` la preuve de ce the´ore`me.
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2. Petits diviseurs
2.1. Non re´sonance des fre´quences. Dans cette section, on suppose que A est
un ensemble admissible comme dans la De´finiton 1.2.
On conside`re le vecteur fre´quence
ω ≡ ω(m) = (ωa(m))a∈A,
avec ωa(m) =
√
a2 +m. Le principal et unique re´sultat de cette section est le
suivant :
Proposition 2.1. Supposons que A est un ensemble admissible de Z. Notons n :=
Card(A). Supposons que A ⊂ {a ∈ Z | |a| ≤ N,N ≥ 1}. Alors pour tout k ∈ ZA\{0}
et pour tout χ > 0 et tout c ∈ R, on a :
mes
{
m ∈ [1, 2] |
∣∣∣∣∣∑
a∈A
kaωa(m) + c
∣∣∣∣∣ ≤ χ
}
≤ CN
2n2χ1/n
|k| ,
avec |k| :=∑a∈A |ka| et C > 0 est une constante qui de´pend seulement de n.
La preuve utilise les meˆmes arguments que ceux du the´ore`me 6.5 de [2] (voir
aussi [1] et [3]). Pour plus de clarte´, on rappelle les principales e´tapes de la preuve.
Lemme 2.2. Supposons que A ⊂ {a ∈ Z | |a| ≤ N}. Pour tout p ≤ n := Card(A),
on conside`re a1, · · · , ap ∈ A. Alors le determinant suivant
D :=
∣∣∣∣∣∣∣∣∣∣∣
dωa1
dm
dωa2
dm . . .
dωap
dm
d2ωa1
dm2
d2ωa2
dm2 . . .
d2ωap
dm2
. . . . . .
. . . . . .
dpωa1
dmp
dpωa2
dmp . . .
dpωap
dmp
∣∣∣∣∣∣∣∣∣∣∣
ve´rifie la minoration
(2.1) |D| ≥ CN−2p2 ,
avec C = C(p) > 0 est une constante qui de´pend seulement de p.
De´monstration. Un calcul rapide nous donne
(2.2)
djωi
dmj
=
(2j − 2)!
22j−1(j − 1)!
(−1)j+1
(a2i +m)
j− 1
2
.
En inse´rant cette formule dans D, en mettant dans la l-ie`me colonne (a2ℓ +m)
−1/2
en facteur, et dans la j-ie`me ligne (2j−2)!22j−1(j−1)! en facteur, notre de´terminant est e´gal
au signe pre`s a` :
[
p∏
l=1
ω−1aℓ
] p∏
j=1
(2j − 2)!
22j−1(j − 1)!
×
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 . . . 1
xa1 xa2 xa3 . . . xap
x2a1 x
2
a2 x
2
a3 . . . x
2
ap
. . . . . . .
. . . . . . .
. . . . . . .
xpa1 x
p
a2 x
p
a3 . . . x
p
ap
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,
avec xa := (a
2 + m)−1 ≡ ω−2a . Le de´terminant ci-dessous est un de´terminant de
Vandermonde, valant : ∏
1≤l<k≤p
(xaℓ − xak) =
∏
1≤l<k≤p
a2k − a2ℓ
ω2aℓω
2
ak
.
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Puisque A est un ensemble admissible,
∣∣∣∏1≤l<k≤p(a2k − a2ℓ)∣∣∣ ≥ 1. De plus on a
|a| ≤ N , donc pour tout a ∈ A on a |ωa| ≤ 2N . Donc :
p∏
l=1
ω−1aℓ
∏
1≤l<k≤p
1
ω2aℓω
2
ak
≥ 1
2p(2p−1)
1
Np(2p−1)
≥ 1
2p(2p−1)
1
N2p2
,
ce qui conduit a` (2.1). 
On a besoin de la proposition suivante, pre´sente dans l’appendice B de [4].
Lemme 2.3. Soit
(
u(1), . . . , u(p)
)
une famille de p vecteurs libres de Rn tel que
‖u(j)‖ℓ1 ≤ K pour j ∈ [1, . . . , p]. Soit w un vecteur de Rn s’e´crivant comme une
combinaison line´aire de u(1), . . . , u(p). Alors il existe j ∈ [1, . . . , p] tel que :
(2.3) |u(j) · w| ≥ ‖w‖ℓ2Vp
(
u(1), . . . , u(p)
)
pKp−1
,
avec Vp
(
u(1), . . . , u(p)
)
le volume euclidien du paralle´le´pipe`de en dimension p en-
gendre´ par les vecteurs u(1), . . . , u(p).
Rappelons que le vecteur fre´quence interne est donne´ pour m ∈ [1, 2] par :
ω(m) ≡ (ωa(m))a∈A = (
√
a2 +m)a∈A.
Corollaire 2.4. Posons n = Card(A) et soit w un vecteur non nul de Rn. Alors
pour tout m ∈ [1, 2], il existe (un indice) j ∈ [1, ..., n] tel que :∣∣∣∣w · djωdmj (m)
∣∣∣∣ ≥ CN−2n2‖w‖ℓ1 ,
avec C > 0 qui de´pend seulement de n.
Preuve. D’apre`s le lemme 2.2,
(
dω
dm (m), . . . ,
dnω
dmn (m)
)
est une famille libre donc elle
forme une base de Rn. Donc w peut s’e´crire comme combinaison line´aire de ces
vecteurs. D’apre`s le Lemme 2.3 il existe un indice j ∈ [1 . . . , n] tel que :∣∣∣∣w · djωdmj (m)
∣∣∣∣ ≥ ‖w‖ℓ2Vn
(
dω
dm(m), . . . ,
dnω
dmn (m)
)
nKn−1
≥ ‖w‖ℓ1Vn
(
dω
dm(m), . . . ,
dnω
dmn (m)
)
n3/2Kn−1
.
Or
(
dω
dm(m), . . . ,
dnω
dmn (m)
)
est une famille de n vecteurs de Rn. Donc :
Vn
(
dω
dm
(m), . . . ,
dnω
dmn
(m)
)
= D,
ou` D est le determinant de´fini dans le Lemme 2.2. Donnons a` pre´sent l’expression
de K. Pour j ∈ [1, . . . n] on a :∥∥∥∥ djωdmj (m)
∥∥∥∥
ℓ1
=
∑
1≤k≤n
∣∣∣∣ (2j − 2)!22j−1(j − 1)! (−1)j+1(k2 +m)j− 12
∣∣∣∣
≤
∑
1≤k≤n
(2n− 2)!
(n− 1)! =
n(2n− 2)!
(n− 1)! =: K.
Il s’ensuit que :∣∣∣∣w · djωdmj (m)
∣∣∣∣ ≥ (n− 1)!n5/2(2n− 2)!D‖w‖ℓ1 ≥ CN−2n2‖w‖ℓ1 ,
ce qui termine la preuve du corollaire. 
Pour conclure on a besoin du lemme suivant de [16] :
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Lemme 2.5. (Lemme 2.1 de [16]) Supposons que g(τ) est p fois diffe´rentiable sur
un intervalle J ⊂ R. Pour h > 0 on de´finit l’ouvert Jh par :
Jh := {τ ∈ J | |g(τ)| < h} .
Sur J , si on a |g(p)(τ)| ≥ d > 0, alors
(2.4) mes(Jh) ≤Mh1/p,
avec M := 2(2 + 3 + ...+ p+ d−1).
A pre´sent on a tous les outils ne´cessaire pour donner la preuve de la Proposi-
tion 2.1.
Preuve de la Proposition 2.1. Pour k ∈ Rn, avec n = Card(A), on conside`re la
fonction g ∈ C∞([1, 2],R) de´finie par :
g(m) = k · ω(m) + c.
D’apre`s le Corollaire 2.4, il existe j ∈ [1, . . . n] tel que∣∣∣∣k · djωdmj (m)
∣∣∣∣ ≥ CN−2n2 |k|.
En appliquant le Lemme 2.5 avec h = CN−2n
2 |k|, on obtient :
mes {m ∈ [1, 2] | |k · ω(m) + c| ≤ χ} ≤Mχ1/n,
avec M ≤ C˜N2n2 |k|−1. La constante C˜ est une constante strictement positive qui
de´pend que de n. La proposition est donc prouve´e 
2.2. Estimations des petits diviseurs. Pour m ∈ [1, 2], rappelons que les fre´-
quences internes sont note´es par ω ≡ ω(m) = (
√
a2 +m)a∈A, alors que les fre´-
quences externes sont note´es par λs ≡ λs(m) =
√
s2 +m avec s ∈ L = Z \ A.
Remarquons que pour s ∈ L \ {0} on a :
(2.5) |λs(m)− |s|| ≤ m
2|s| .
Rappelons aussi que :
A− := {s ∈ L | −s ∈ A}.
On note L∞ le comple´mentaire de A− dans L et n le cardinal de A.
Dans cette partie, on va faire des estime´es sur les petits diviseurs suivants :
D0 =ω · k, k ∈ Zn \ {0}
D1 =ω · k + λa, k ∈ Zn, a ∈ L
D2 =ω · k + λa + λb, k ∈ Zn, a, b ∈ L
D3 =ω · k + λa − λb, k ∈ Zn, a, b ∈ L.
De´finition 2.6. Soient k ∈ Zn, a, b ∈ L.
(i) L’entier k est D0 re´sonant si k = 0.
(ii) Le couple (k; a) est D1 re´sonant si |a| = |s| avec s ∈ A et ω · k = −ωs
(iii) Le triplet (k; a, b) est D2 re´sonant si |a| = |s|, |b| = |s′| avec s, s′ ∈ A et
ω · k = −ωs − ωs′
(iv) Le triplet (k; a, b) est D3 re´sonant si |a| = |s|, |b| = |s′| avec s, s′ ∈ A et
ω · k = −ωs + ωs′ .
Remarque 2.7. Notons que (k; a, b) peuvent eˆtre D2 ou D3 re´sonant que quand
(a, b) ∈ A−×A−. De meˆme, (k; a) peut eˆtre D1 re´sonant seulement quand a ∈ A−.
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Notre but est de donner une borne infe´rieure aux petits diviseurs D0, D1, D2 et
D3 quand ils ne sont pas re´sonants, et cela pour m ∈ [1, 2] \ C, avec C un ouvert de
mesure de Lebesgue nulle.
Dans cette section C, est une constante qui de´pend seulement de l’ensemble
admissible A.
Commenc¸ons par minorer les petits diviseurs D0, D1 et D2.
Proposition 2.8. Soient κ > 0, soit N > 1 un entier. Alors il existe un ouvert
C ⊂ [1, 2] qui ve´rifie :
mes (C) ≤ CκτN ι,
avec τ, ι > 0 et de´pendent seulement de n = Card (A), tel que pour tout m ∈
([1, 2] \ C), tout 0 < |k| ≤ N et tout a, b ∈ L on a :
(2.6) |ω · k| ≥ κ,
sauf quand k est D0 re´sonant, c’est-a`-dire k = 0 ;
(2.7) |ω · k + λa| ≥ κ〈a〉,
sauf quand (k; a) est D1 re´sonant ;
(2.8) |ω · k + λa + λb| ≥ κ (〈a〉+ 〈b〉) ,
sauf quand (k; a, b) est D2 re´sonant. La constante C de´pend seulement de l’ensemble
admissible A.
Preuve. On commence par montrer (2.6). Soient κ > 0, et N > 1 un entier. Posons
U = {m ∈ [1, 2] | |ω · k| < κ, k ∈ Zn avec 0 < |k| ≤ N}.
Pour k ∈ Zn on pose :
Uk = {m ∈ [1, 2] | |ω · k| < κ}
et
B0 = {k ∈ Zn||k| ≤ N}.
On a alors
U =
⋃
k∈B0
Uk.
Graˆce a` la Proposition 2.1, on a mes (Uk) ≤ C κ1/n|k| . Remarquons qu’il y au plus Nn
points dans B0. Donc on obtient :
mes (U) ≤ Cκ1/nNn.
Regardons maintenant le deuxie`me petit diviseur (2.7). Posons :
CA =
(
max{|a| | a ∈ A}2)1/2 .
On distingue deux cas : si |a| ≥ 2CAN , alors on a :
|ω · k + λa| ≥ λa − |ω · k| ≥ |a| − CA|k| ≥ |a| − 1
2
|a| ≥ κ〈a〉,
pour 0 < κ ≤ 1/2.
Si |a| < 2CAN , on pose
V = {m ∈ [1, 2] | |ω · k + λa| < κ〈a〉, (k; a) ∈ L × Zn
avec 0 ≤ |k| ≤ N et (k; a) non D1 re´sonant }.
On veut donner une borne supe´rieure de la mesure de Lebesgue de V . Pour cela, on
pose, pour k ∈ Zn et a ∈ L
Vk,a = {m ∈ [1, 2] | |ω · k + λa| < κ〈a〉, (k; a) non D1 re´sonant }
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En posant
B1 = {(k, a) ∈ Zn × L||k| ≤ N et |a| < 2CAN},
on a :
(2.9) V ⊂
⋃
(k,a)∈B1
Vk,a.
On remarque que dans B1 il existe au plus 4CANn+1 points. Il reste a` donner une
majoration de la mesure de Lebesgue de Vk,a. Pour cela on distingue deux cas :
— Si {a,−a} 6⊂ A, alors A′ = A ∪ {a} est encore un ensemble admissible de
cardinal n + 1. De plus on a A′ ⊂ {a ∈ Z | |a| ≤ CN}. En appliquant la
Proposition 2.1 avec ce nouvel ensemble admissible, on a :
mes (Vk,a) ≤ Cκ
1/(n+1)N2(n+1)
2+1/(n+1)
|k + 1| .
— Si |a| ∈ A mais (k; a) n’est pas D1 re´sonant, alors en appliquant la Proposi-
tion 2.1 sans changer A on a :
mes (Vk,a) ≤ Cκ
1/nN2n
2+1/n
|k| .
Ceci nous donne que :
mes (V) ≤ Cκ1/(n+1)N (n+1)(2n+3)+1/(n+1).
De la meˆme manie`re on montre (2.8). On termine la preuve de la Proposition 2.8
en posant C = U ∪ V ∪W ou` W est l’ouvert ou` (2.8) n’est pas ve´rifie´e. 
Il nous reste a` controˆler D3 = ω · k + λa − λb.
Lemme 2.9. Soient κ˜ ∈]0, 1] et N un entier non nul. On a alors :
mes{m ∈ [1, 2] | |ω · k − e| < 2κ˜, (k, e) ∈ Zn+1,
avec 0 < |k| ≤ N} ≤ Cκ˜ 1nNn+1,
avec C > 0 et de´peant seulement de l’ensemble admissible A.
Preuve. Soit (k, e) ∈ Zn × Z tel que 0 < |k| ≤ N . En utilisant la Proposition 2.1,
on a :
mes{m ∈ [1, 2] | |ω · k − e| < 2κ˜, } ≤ C κ˜
1
n
|k| .
D’apre`s l’hypothe`se κ ≤ 1, on peut se restreindre a` :
|e| ≤ |ω · k − e|+ |ω · k| ≤ CN.
Donc
mes
⋃
|k|≤N
(k,e)∈Zn+1
{m ∈ [1, 2] | |ω · k − e| < 2κ˜} ≤ CNn+1κ˜ 1n .

Proposition 2.10. Soient κ > 0 et N un entier non nul. Alors il existe un ouvert
C ⊂ [1, 2] tel que :
mes (C) ≤ CκτN ι,
avec τ et ι deux exposants strictement positifs qui de´pendent seulement de n =
Card (A), tels que pour tout m ∈ ([1, 2] \ C), tout 0 < |k| ≤ N et tout a, b ∈ Ls on
a :
(2.10) |ω · k + λa − λb| ≥ κ(1 + ||a| − |b||),
sauf quand (k; a, b) est D3 re´sonant. La constante C de´pend seulement de l’ensemble
admissible A.
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Preuve. Pour |b| ≥ |a| > 0, remarquons que en utilisant (2.5) on a :
|λa − λb − (|a| − |b|)| ≤ m|a| ≤ 2|a|
−1.
Donc on obtient :
|ω · k + λa − λb| ≥ |ω · k + |a| − |b|| − 2|a|−1.
Dans le Lemme 2.9, on pose κ˜ = κ¯̺ avec ̺ un exposant dans ]0, 1[ qui sera de´termine´
ulte´rieurement. Il existe, d’apre`s ce lemme, un ouvert C1 = C1(N, κ¯̺) dont la mesure
de Lebesgue est plus petite que Cκ¯
̺
nNn+1 avec C est une constante qui de´pend de
A. Pour tout m ∈ ([1, 2] \ C1), tout 0 < |k| ≤ N et tout a, b ∈ L avec |b| ≥ |a| ≥
2κ¯−̺ on a :
(2.11) |ω · k + λa − λb| ≥ κ¯̺ ≥ κ¯.
Regardons les cas restants ou` l’estimation pre´ce´dente est mise en de´faut. Ces cas
sont inclus dans l’ensemble :
C2 =
{
m ∈ [1, 2] | |ω · k + λa − λb| < κ¯, (a, b) ∈ L2, |a| ≤ 2κ¯−̺, 0 < |k| ≤ N
}
Remarquons que si |ω · k + λa − λb| < κ¯, |a| ≤ 2κ¯−̺ et |k| ≤ N , alors on a :
|b| ≤ λb ≤ |ω · k + λa − λb|+ |ω · k|+ λa
≤ 2κ−̺ + (CA + 3)N,
avec CA =
(
max{|a| | a ∈ A}2)1/2.
Posons
B = {(a, b) ∈ Z2 | |a| ≤ |b| ≤ 2κ¯−̺ + (CA + 3)N}
Il y a au plus 4(2κ¯−̺ + (CA + 3)N)2 points dans l’ensemble B. Il s’ensuit que :
C2 ⊂ {m ∈ [1, 2] | |ω · k + λa − λb| < κ¯, (a, b) ∈ B, 0 < |k| ≤ N} := C3
Rappelons que L∞ = L \A− avec A− = −A. Pour a ∈ L, on de´finit l’ensemble ]a[
par ]a[= {a} si a ∈ L∞ et ]a[= ∅ si a ∈ A−. Soit
A′ = A∪]a[∪]b[.
Par de´finition, A′ est un ensemble admissible. De plus on a :
A′ ⊂ {a ∈ Z | |a| ≤ C (2κ¯−̺ + (CA + 3)N)}.
Puisque (k; a, b) est D3 non re´sonant, alors l’application de la Proposition 2.1 a`
l’ensemble admissible A′ donne :
mes (C2) ≤ mes (C3) ≤ Cκ¯1/(n+2)Nn
(
2κ¯−̺ + (CA + 3)N
)2(n+2)2
CardB
≤ Cκ¯1/(n+2)κ¯−2̺((n+2)2+1)N (n+2)(2n+5).
En choisissant
̺ =
1
4 ((n+ 2)2 + 1) (n+ 2)
, τ =
1
2(n+ 2)
, ι′ = (n+ 2)(2n+ 5),
et en posant C = C1 ∪ C2, on obtient :
mes (C) ≤ Cκ¯τN ι′ .
De plus pour tout m ∈ [1, 2]\C4, tout 0 < |k| ≤ N et tout a, b ∈ L non D3 re´sonant
l’estimation (2.11) est satisfaite.
Pour terminer la preuve de la proposition, on e´tudie la diffe´rence ||a| − |b||. Sans
perte de ge´ne´ralite´ supposons que |a| > |b|.
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— Si |a| − |b| ≥ 8CAN ≥ 8|ω · k|, alors pour tout m ∈ [1, 2] et tout 0 < |k| ≤ N ,
on a :
|ω · k + λa − λb| ≥ λa − λb − |ω · k| ≥ 1
4
(|a| − |b|)− |ω · k|
≥ 1
8
(|a| − |b|) ≥ 1
16
(1 + |a| − |b|) ≥ κ(1 + |a| − |b|),
si on suppose que κ ≤ 116 .
— Si |a| − |b| < 8CAN , alors on a, pour m ∈ [1, 2] \ C :
|ω · k + λa − λb| ≥ κ¯
1 + 8CAN
(1 + |a| − |b|)
≥ κ(1 + |a| − |b|).
Ainsi pour tout m ∈ [1, 2] \ C, tout 0 < |k| ≤ N et tout a, b ∈ L non D3 re´sonant,
l’estimation (2.10) est ve´rifie´e. De plus,
mes (C) ≤ CκτN ι′+τ = CκτN ι.

Il reste a` traiter le cas ou` k = 0 dans D3.
Lemme 2.11. Soient m ∈ [1, 2] et a, b ∈ L tel que |a| 6= |b|. On a alors
|λa − λb| ≥ 1
8
(1 + ||a| − |b||).
Preuve. Sans perdre de ge´ne´ralite´, supposons que |a| > |b|. Alors pour tout m ∈
[1, 2], on a :
λa − λb = (|a| − |b|)(|a|+ |b|)√
a2 +m+
√
b2 +m
≥ 1
4
(|a| − |b|) ≥ 1
8
(1 + ||a| − |b||).

3. Forme normale
Dans cette section on construit un changement de variable symplectique qui met
l’hamiltonien (1.5) sous forme normale a` laquelle on peut appliquer notre the´ore`me
KAM.
3.1. Notations. Dans cette partie on commence par rappeler quelque notations
introduites dans [6]. Pour L une partie de Z et α ≥ 0, on conside`re l’espace ℓ2 a`
poids de´fini par :
Yα :=
{
ζ =
(
ζs =
(
ξs
ηs
)
∈ C2, s ∈ L
)
| ‖ζ‖α <∞
}
,
avec
‖ζ‖2α =
∑
s∈L
|ζs|2〈s〉2α, ou` 〈s〉 = max(|s|, 1).
On munit C2 de la norme euclidienne, c’est-a`-dire si ζs =
t(ξs, ηs) alors |ζs| =√|ξs|2 + |ηs|2.
Pour β ≥ 0 on de´finit l’espace ℓ∞ a` poids :
Lβ =
{(
ζs =
(
ξs
ηs
)
∈ C2, s ∈ L
)
| |ζ|β <∞
}
,
avec
|ζ|β = sup
s∈L
|ζs|〈s〉β .
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On rappelle que pour, β ≤ α, on a Yα ⊂ Lβ.
Matrices infinies. On conside`re le projecteur orthogonal Π de´fini sur l’ensemble
des matrices carre´es par
Π : M2×2(C)→ S,
ou` S est de´fini comme suit :
S = CI + Cσ2, avec σ2 =
(
0 −1
1 0
)
.
On introduit l’ensemble M des matrices infinies syme´triques A : L×L →M2 (R),
qui ve´rifient, pour tous s, s′ ∈ L :
As
′
s ∈ M2 (R), As
′
s =
tAss′ et ΠA
s′
s = A
s′
s ,
Soit Mα le sous-ensemble de M de´fini par :
A ∈Mα ⇔ |A|α := sup
s,s′∈L
〈s〉α〈s′〉α‖As′s ‖∞ <∞.
Soient n ∈ N, ρ > 0 et B un espace de Banach. On de´finit :
T
n
ρ = {θ ∈ Cn/2πZn| |Imθ| < ρ},
et
Oρ (B) = {x ∈ B|‖x‖B < ρ} .
Pour σ, µ ∈ ]0, 1[, on de´finit
Oα(σ, µ) = Tnσ ×Oµ2(Cn)×Oµ(Yα) = {(θ, r, ζ)},
Oα,R(σ, µ) = Oα(σ, µ) ∩ {Tn × Rn × Y Rα },
avec Y Rα =
{
ζ ∈ Yα | ζ =
(
ζs =
(
ξs
ηs
)
, ξs = η¯s s ∈ L
)}
.
Un point de Oα(σ, µ) sera note´ par x = (θ, r, ζ). Une fonction de Oα(σ, µ), est dite
re´elle si elle est a` valeur re´elle pour x re´el. On de´finit :
‖(r, θ, ζ)‖α = max(|r|, |θ|, ‖ζ‖α).
Classe des fonctions Hamiltoniennes. Soit D un ouvert borne´ de Rp (l’en-
semble des parame`tres). Soit f : Oα(δ, µ) × D → C une fonction de classe C1,
re´elle et holomorphe par rapport a` la premie`re variable, et telle que tout ρ ∈ D, les
applications
Oα(δ, µ) ∋ x 7→ ∇ζf(x, ρ) ∈ Yα ∩ Lβ
et
Oα(δ, µ) ∋ x 7→ ∇2ζf(x, ρ) ∈ Mβ
soient holomorphes. On de´finit :
|f(x, .)|D = sup
ρ∈D
|f(x, ρ)| ,
∥∥∥∥∂f∂ζ (x, .)
∥∥∥∥
D
= sup
ρ∈D
‖∇ζf(x, ρ)‖α ,∣∣∣∣∂f∂ζ (x, .)
∣∣∣∣
D
= sup
ρ∈D
|∇ζf(x, ρ)|β ,
∣∣∣∣∂2f∂ζ2 (x, .)
∣∣∣∣
D
= sup
ρ∈D
∣∣ ∇2ζf(x, ρ)∣∣β .
On note T α,β(D, σ, µ) l’ensemble des fonctions f ve´rifiant pour tout x ∈ Oα(σ, µ) :
|f(x, .)|D ≤ C,
∥∥∥∥∂f∂ζ (x, .)
∥∥∥∥
D
≤ C
µ
,
∣∣∣∣∂f∂ζ (x, .)
∣∣∣∣
D
≤ C
µ
,
∣∣∣∣∂2f∂ζ2 (x, .)
∣∣∣∣
D
≤ C
µ2
,
Pour f ∈ T α,β(D, σ, µ) on note JfKα,βσ,µ,D la plus petite constante C qui satisfaisant
les relations pre´ce´dentes. Si ∂jρf ∈ T α,β(D, σ, µ), avec j ∈ {0, 1}, alors pour γ > 0
on de´finit :
JfKα,β,γσ,µ,D = JfK
α,β
σ,µ,D + γJ∂ρfK
α,β
σ,µ,D.
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On de´finit aussi :
T α,β(µ) = {f(ζ)|f ∈ T α,β(D, σ, µ)} ,
c’est a` dire que f ne de´pend pas de r, θ et ρ. Pour une telle fonction, sa norme sera
note´ tout simplement JfKα,βµ .
Enfin, on termine cette partie d’introduction des notations en de´finissant l’espace
T α,β+(D, σ, µ). Rappelons que les espaces Lβ+ et Mβ+ sont donne´ par :
Lβ+ = {ζ = (ζs = (ps, qs) , s ∈ L) | |ζ|β+ <∞},
avec |ζ|β+ = sup
s∈L
|ζs|〈s〉β+1, et
Mβ+ = {A ∈ M| |A|β+ <∞}
avec |A|β+ = sup
s,s′∈L
(1 + | |s| − |s′| |)〈s〉β〈s′〉β‖As′s ‖∞.
On remarque que Lβ+ ⊂ Lβ etMβ+ ⊂Mβ. On de´finit T α,β+(D, σ, µ) de la meˆme
fac¸on qu’on a de´finit T α,β(D, σ, µ) mais en remplac¸ant Lβ par Lβ+ et Mβ par
Mβ+. Ainsi on a T α,β+(D, σ, µ) ⊂ T α,β(D, σ, µ).
Rappelons que pour f, g ∈ T α,β(µ), le crochet de Poisson est donne´e par :
{f, g} = i〈∇ζf, J∇ζg〉.
Lemme 3.1. Soient f ∈ T α,β(µ) et g ∈ T α,β+(µ), alors pour tout 0 < µ′ < µ,
{f, g} ∈ T α,β(µ′), on a :
J{f, g}Kα,βµ′ ≤
C
µ(µ− µ′) JfK
α,β
µ JgK
α,β+
µ .
La constante C de´pend de α et β.
Pour la preuve, on rappelle le lemme suivant, de´montre´ dans [14] (annexe A).
Lemme 3.2. Soient E et F deux espaces de Banach complexes, f : E → F et
v ∈ E. Supposons que qu’il existe r > 0 tel que f est holomorphe sur la boule ouverte
de centre v et de rayon r et que ‖f‖F ≤M sur cette boule. Alors dvf ∈ L(E,F ) et
on a :
‖dvf‖L(E,F ) ≤ M
r
.
Preuve du lemme 3.1. Soit x ∈ Oµ′(Yα), il faut montrer que :
(i) |{f, g} (x)| ≤ C
µ(µ− µ′)JfK
α,β
µ JgK
α,β+
µ ;
(ii) ‖∇ζ {f, g} (x)‖α ≤ C
µµ′(µ− µ′) JfK
α,β
µ JgK
α,β+
µ ;
(iii) |∇ζ {f, g} (x)|β ≤ C
µµ′(µ− µ′)JfK
α,β
µ JgK
α,β+
µ ;
(iv) |∇2ζ {f, g} (x)|β ≤
C
µµ′2(µ− µ′)JfK
α,β
µ JgK
α,β+
µ .
De´montrons (i). On a :
|{f, g} (x)| = |〈∇ζf(x), J∇ζg(x)〉| ≤ ‖∇ζf(x)‖α‖J∇ζg(x)‖α
≤ 1
µ2
JfKα,βµ JgK
α,β+
µ
≤ 1
µ(µ− µ′)JfK
α,β
µ JgK
α,β+
µ .
Inte´ressons-nous a` pre´sent au gradient en ζ du crochet de Poisson :
∇ζ {f, g} (x) = 〈∇2ζf(x), J∇ζg(x)〉+ 〈∇ζf(x), J∇2ζg(x)〉 =: Σ1 +Σ2.
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Pour Σ1 on sait que ∇ζf : Oµ′(Yα) → Yα. De plus x 7→ ∇ζf(x) est holomorphe :
alors ∇2ζf(x) ∈ L(Yα, Yα) pour tout x ∈ Oµ′(Yα). D’apre`s le lemme 3.2, on a donc :
‖Σ1‖α ≤ ‖∇2ζf(x)‖L(Yα,Yα)‖J∇ζg(x)‖α
≤ 1
µ− µ′ supy∈Oµ(Yα)
(‖∇ζf(y)‖α) ‖∇ζg(x)‖α
≤ 1
µ2(µ− µ′)JfK
α,β
µ JgK
α,β+
µ
≤ 1
µµ′(µ− µ′)JfK
α,β
µ JgK
α,β+
µ .
On proce`de de la meˆme manie`re pour Σ2, ce qui termine la preuve de (ii). Pour
montrer (iii), on utilise les estimations 3 et 4 de´montre´es dans le lemme 2.2 dans
[6]. Ainsi on obtient :
|∇ζ {f, g} (x)|β ≤
∣∣〈∇2ζf(x), J∇ζg(x)〉∣∣β + ∣∣〈∇ζf(x), J∇2ζg(x)〉∣∣β
≤ C ∣∣∇2ζf(x)∣∣β |J∇ζg(x)|β+ + C |∇ζf(x)|β ∣∣J∇2ζg(x)∣∣β+
≤ C
µ3
JfKα,βµ JgK
α,β+
µ
≤ C
µµ′(µ− µ′)JfK
α,β
µ JgK
α,β+
µ .
Il reste a` de´montrer (iv). On commence par calculer la de´rive´e seconde du crochet
de Poisson :
∇2ζ {f, g} (x) = 〈∇3ζf(x), J∇ζg(x)〉 + 〈∇2ζf(x), J∇2ζg(x)〉
+ 〈∇2ζf(x), J∇2ζg(x)〉+ 〈∇ζf(x), J∇3ζg(x)〉
=: Γ1 + Γ2 + Γ3 + Γ4.
Pour Γ1, on sait que ∇2ζf : Oµ′(Yα)→Mβ . De plus, x 7→ ∇2ζf(x) est holomorphe :
alors ∇3ζf(x) ∈ L(Yα,Mβ) pour tout x ∈ Oµ′(Yα). D’apre`s le lemme 3.2, on a
donc :
|Γ1| ≤ ‖∇3ζf(x)‖L(Yα,Mβ)|J∇ζg(x)‖α
≤ 1
µ− µ′ supy∈Oµ(Mβ)
∣∣∇2ζf(y)∣∣β ‖∇ζg(x)‖α
≤ 1
µ3(µ− µ′)JfK
α,β
µ JgK
α,β+
µ
≤ 1
µµ′2(µ− µ′)JfK
α,β
µ JgK
α,β+
µ .
On proce`de de meˆme pour Γ4. Il reste a` e´tudier Γ2 et Γ3. Les deux cas se traitent
de la meˆme fac¸on. Regardons par exemple Γ3. En utilisant la premie`re estimation
de´montre´e dans le lemme 2.2 dans [6], on obtient :
|Γ3| ≤ C
∣∣∇2ζf(x)∣∣β ∣∣∇2ζg(x)∣∣β+
≤ C
µ4
JfKα,βµ JgK
α,β+
µ
≤ C
µµ′2(µ− µ′) JfK
α,β
µ JgK
α,β+
µ .
Ceci termine la preuve de lemme. 
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Soit g une fonction de classe C1 sur Oµ(Yα). On note Φg le flot hamiltonien de
g a` t = 1, c’est-a`-dire :
ζ = ζ(1) = Φg(ζ0) = Φ
t=1
g (ζ0),
avec
ζ˙ = iJ∇ζg(ζ) et ζ(0) = ζ0.
Corollaire 3.3. Soient f ∈ T α,β(µ), g ∈ T α,β+(µ) et 0 < µ′ < µ tels que :
JgKα,β+µ ≤
1
C
µ(µ− µ′).
Alors Φg : Oµ′(Yα)→ Oµ(Yα) et f ◦ Φg ∈ T α,β(µ′). De plus on a :
(3.1) Jf ◦ ΦgKα,βµ′ ≤ C′JfKα,βµ .
La constante C de´pend de α et β tandis que C′ est une constante absolue.
Preuve. Montrons d’abord que Φg est bien de´fini et que Φg : Oµ′(Yα) → Oµ(Yα).
Soit :
t¯ = sup{t > 0 | ζ(a) de´finie pour 0 ≤ a ≤ t et ‖ζ(a)‖α < µ}.
Montrons que t¯ ≥ 1. On sait que :
ζ(a) = ζ0 + i
∫ a
0
J∇ζg(ζ(s))ds.
Or g ∈ T α,β+(µ), donc pour tout ζ ∈ Oµ(Yα) on a :
‖∇ζg(ζ)‖α ≤
JgKα,β+µ
µ
≤ 1
C
(µ− µ′).
Il s’ensuit, pour a = 1, que :
‖ζ(a)‖α ≤ ‖ζ0‖α + a
C
(µ− µ′)
≤ µ′ + a
C
(µ− µ′) < µ,
On de´duit que t¯ ≥ 1, que Φg est bien de´fini et que Φg : Oµ′(Yα) → Oµ(Yα).
Montrons a` pre´sent que f ◦ Φg ∈ T α,β(µ′), ainsi que l’estimation (3.1). Rappelons
que pour f et g holomorphes, on a :
f ◦Φg = f + {f, g}+ 1
2!
{{f, g} , g}+ 1
3!
{{{f, g} , g} , g}+ . . .
=
∑
n≥0
1
n!
Png f,
avec P 0g f = f , P
1
g f = {f, g} et P 2g f = {{f, g} , g} . . .
Graˆce au Lemme 3.1 on a :
JPng fK
α,β
µ′ ≤ CnJfKα,βµ
(
µ(µ− µ′)JgKα,β+µ
)n
.
En utilisant l’hypothe`se faite sur g, on obtient que f ◦Φg est une se´rie convergente.
Donc f ◦ Φg ∈ T α,β(µ′) et on obtient l’estimation (3.1). 
On de´finit le tore re´el de dimension finie :
(3.2) Tρ =
{
ζ = ((ξs, ηs), s ∈ Z)| ξs = η¯s, |ζa|2 = νρa si a ∈ A, ξs = 0 si s ∈ L
}
,
avec ν > 0 petit et ρ = (ρa, a ∈ A) le vecteur parame`tre appartenant au domaine
D = [1, 2]A.
Ce tore de dimension n = Card(A) est invariant pour l’e´quation d’onde line´aire.
Notre but est de mettre l’Hamiltonien H2 + P sous forme normale a` laquelle on
appliquera le the´ore`me KAM 4.1. Cette forme normale sera de´finie sur des tores
construits sur l’espace Yα et voisins du tore re´el Tρ.
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Au voisinage du tore Tρ, on passe des variables (ζa, a ∈ A) aux variables action-
angle de´finies par :
ξa =
√
Iae
iθa , ηa =
√
Iae
−iθa , a ∈ A.
On passe donc des variables (ξ, η) au variables (I, θ, ξ, η) avec I = (Ia, a ∈ A),
θ = (θa,∈ A), ξ = (ξs,∈ L) et η = (ηa, a ∈ L). Le nouveau vecteur variable est dit
re´el si I = I¯, θ = θ¯, et ξ = η¯.
A` pre´sent, on de´finit un voisinage torique complexe du tore re´el Tρ par :
(3.3)
Tρ = Tρ(ν, σ, µ, α) =
{
(I, θ, ξ, η)| |I − νρ| < νµ2, |Imθ| < σ, ‖ζL‖α < ν1/2µ
}
,
avec I = (Ia, a ∈ A), θ = (θa,∈ A), ζL = (ζs,∈ L).
Lemme 3.4. Supposons que g est holomorphe re´elle sur S1×J avec J un voisinage
de l’origine de R. Soit α > 0 et ν > 0 petit. Alors il existe σ∗ > 0 et µ∗ > 0 tels que
la perturbation P est bien de´finie et analytique sur Tρ(ν, σ, µ, α) pour 0 < σ ≤ σ∗ et
0 < µ ≤ µ∗. Les parame`tres σ∗ et µ∗ de´pendent de la non-line´arite´ g, de l’ensemble
admissible A, de ν et de α.
Remarque 3.5.
- On peut fixer a` titre d’exemple σ∗ = 1 et de´terminer explicitement µ∗.
- Pour ν petit, on a :
Tρ(ν, σ, µ, α) ⊂ Oα (σ, µ∗)
Preuve. La non-line´arite´ (1.2) est holomorphe re´elle sur S1×J , avec J un voisinage
de l’origine de R. Supposons que I = [−M,M ] avec M > 0. On peut e´tendre g de
manie`re holomorphe sur S1 × IC, avec IC de la forme :
IC = {u ∈ C| |Re(u)| ≤M, |Im(u)| < K} .
Rappelons que
u(ζ)(x) =
∑
s∈Z
ξsϕs + ηsϕ−s√
2λs
=
∑
a∈A
ξaϕa + ηaϕ−a√
2λa
+
∑
s∈Z
ξsϕs + ηsϕ−s√
2λs
.
On veut avoir un controˆle sur ces deux sommes. Pour la premie`re, on a :∣∣∣∣∣∑
a∈A
ξaϕa + ηaϕ−a√
2λa
∣∣∣∣∣ ≤∑
a∈A
|ξa|+ |ηa|
≤ 2
∑
a∈A
√
Iae
|Im(θa)| ≤ CA|I|1/2e|Im(θ)|,
avec CA une constante qui de´pend de A. Regardons a` pre´sent la deuxie`me somme.
En utilisant l’ine´galite´ de Cauchy-Schwarz on a :∣∣∣∣∣∑
s∈L
ξsϕs + ηsϕ−s√
2λs
∣∣∣∣∣ ≤∑
s∈L
|ξs|+ |ηs|√
2λs
≤ C(α)‖ζ‖α.
Ainsi, on a :
|u(ζ)| ≤ C(α)‖ζ‖α + CA|I|1/2e|Im(θ)|,
≤ C(α)‖ζ‖α + CA|I − νρ|1/2e|Im(θ)| + CA(νρ)1/2e|Im(θ)|.
On veut que, si (I, θ, ζ) appartient a` Tρ(ν, σ, µ, α), alors u(ζ)(x) ∈ IC pour tout
x ∈ S1. Ceci est vrai si on pose :
C(α)ν1/2µ+ CAν1/2µeσ + CA
√
2ν1/2eσ ≤ min(M,K).
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On peut poser a` titre d’exemple σ∗ = 1, ce qui nous donne que :
µ∗ ≤ min(M,K)− CA
√
2ν1/2e
ν1/2(C(α) + CA)
.

A` pre´sent on s’inte´resse a` la perturbation P , afin de de´terminer si elle appartient
a` la bonne classe de fonctions hamiltoniennes. Rappelons que :
P (ζ) =
∫
S1
G(x, u(ζ)(x))dx,
avec g = ∂uG et g(x, u) = 4u
3 +O(u4).
Lemme 3.6. Supposons que (x, u) 7→ g(x, u) est re´elle holomorphe sur un voisinage
de S1 × J , avec J est un voisinage de zero dans R. Alors pour tout α > 0 il existe
µ∗ > 0 tel que pour 0 < µ ≤ µ∗ la perturbation
P : Oµ(Yα)→ C
ζ 7→ P (ζ)
appartient a` T α,1/2(µ).
Preuve. Rappelons d’abord que pour x ∈ S1 on a :
u(x) =
∑
s∈Z
ξsϕs(x) + ηsϕ−s(x)√
2λs
= u(ζ)(x).
Remarquons que, graˆce a` l’ine´galite´ de Cauchy-Schwarz et au fait que α > 0, il
existe une constante Cα qui ne de´pend que de α, telle que pour ζ ∈ Oµ(Yα), on a :
|u(ζ)(x)| ≤ Cα‖ζ‖α ≤ Cαµ.
Pour montrer que P ∈ T α,1/2(µ), il suffit de montrer que :
∇P ∈ Y α ∩ L1/2 et ∇2P ∈M1/2.
On commence par de´finir pour α ≥ 0 l’espace suivant :
Zα =
{
v = (vs ∈ C, s ∈ Z) | (|vs|〈s〉α)s ∈ ℓ2 (Z)
}
.
Pour v ∈ Zα, on de´finit la transforme´e de Fourier F(v) de v, donne´e par u(x) =
F(v) := ∑ vseisx. On de´finit aussi l’espace de Sobolev discret par :
Hα(S1) =
{
u |u(x) =
∑
s∈Z
uˆ(s)eisx| (|uˆ(s)|〈s〉α)s ∈ ℓ2 (Z)
}
.
Si α ∈ N alors
Hα(S1) =
{
u |u(x) =
∑
s∈Z
uˆ(s)eisx|
(
∂̂αu(s)
)
s
∈ ℓ2 (Z)
}
.
Ainsi on a l’e´quivalence suivante :
(3.4) u ∈ Hα(S1)⇐⇒ (uˆ(s))s ∈ Zα.
— Pour montrer que ∇ζP ∈ Yα, il suffit de montrer par exemple que ∂P∂ξ ∈ Zα.
On a,
∂P
∂ξs
(ζ) =
1√
2λs
∫
S1
∂uG (x, u(ζ)(x))ϕs(x)dx.
Or (x, u) 7→ g(x, u) est re´elle holomorphe sur un voisinage de S1 × J , donc
x 7→ ∂uf (x, u(ζ)(x)) ∈ Hα(S1). On de´duit de l’e´quivalence (3.4) que ∂P∂ξ ∈
Zα.
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— Montrons a` pre´sent que ∇2P ∈M1/2. Rappelons d’abord que :
|∇2P |1/2 = sup
s,s′∈Z
〈s〉1/2〈s′〉1/2
∥∥∥∥ ∂2P∂ζs∂ζs′
∥∥∥∥
∞
.
On a :
∂2P
∂ξsξs′
=
1
2λ
1/2
s λ
1/2
s′
∫
S1
∂2uG(x, u(ζ)(x))ϕs(x)ϕs′ (x)dx.
Donc :
∂2P
∂ζsζs′
=
1
2λ
1/2
s λ
1/2
s′
(
∂̂2uG(s+ s
′) ∂̂2uG(s− s′)
∂̂2uG(−s+ s′) ∂̂2uG(−s− s′)
)
,
ce qui nous donne :
|∇2P |1/2 = sup
s∈Z
∣∣∣∂̂2uG(s)∣∣∣ <∞.
— Il reste a` montrer que ∇P ∈ L1/2. On rappelle que pour β ≤ α on a Yα ⊂ Lβ .
Or ∇P ∈ Y1 ⊂ L1/2.

A pre´sent, on est en mesure de donner le changement de variable symplectique qui
met l’hamiltonien (1.5) sous forme normale qui satisfait les hypothe`ses du the´ore`me
KAM 4.1.
Soit 0 < µ < µ∗ et 0 < σ < σ∗ avec µ∗ et σ∗ donne´es par le Lemme 3.2.
The´ore`me 3.7. Soit A un ensemble admissible. Il existe un Bore´lien U ⊂ [1, 2] de
mesure de Lebesgue nulle tel que pour tout m ∈ ([1, 2] \ U) il existe ν0 qui de´pend
de A, m et g tel que :
(i) Pour 0 < ν ≤ ν0, α > 1/2 et ρ ∈ D il existe un changement de variable
symplectique re´el holomorphe
Ψρ : Oα
(σ
2
,
µ
2
)
→ Tρ(ν, σ, µ, α),
qui transforme la forme symplectique −idξ ∧ dη sur Tρ(ν, σ, µ, α) en :
− ν
∑
a∈A
dra ∧ dθa − iν
∑
s∈L
dξs ∧ dηs.
(ii) Pour c > 12 , le changement de variable Φρ s’e´tend de manie`re holomorphe
sur le domaine complexe
Dc =
{
ρ ∈ CA |
∣∣∣∣ρj − 32
∣∣∣∣ ≤ c, 1 ≤ j ≤ Card(A)} .
Il transforme l’Hamiltonien perturbe´ H = H2 + P en une forme normale
donne´e par :
(3.5) ν−1H ◦Ψρ = Ω(ρ) · r +
∑
a∈L
Λa(ρ)ξaηa + f(r, θ, ζ, ρ),
pour tout ρ ∈ Dc. Le vecteur fre´quence interne Ω et les fre´quences externes
Λa, a ∈ L, sont donne´es par (3.22) et (3.23). De plus elles sont line´aires en
ρ et ve´rifient :
(3.6) |Ω(ρ)− ω(ρ)| ≤ Cν, |Λa(ρ)− λa(ρ)| ≤ Cν|a|−1,
pour tout ρ ∈ Dc. La constante C est strictement positive et de´pend de l’en-
semble admissible A.
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(iii) La perturbation f est re´elle holomorphe en ρ sur Dc. De plus elle appartient
a` T α,1/2(D, σ2 , µ2 ) et ve´rifie :
JfK
α,1/2,γ
σ
2 ,
µ
2 ,D
≤ C1(1 + γ)νµ4,
JfT K
α,1/2,γ
σ
2 ,
µ
2 ,D
≤ C1(1 + γ)ν3/2µ5.
avec C1 une constante qui de´pend de l’ensemble admissible A, de la masse m
et de la non-line´arite´ g.
Remarque 3.8. Dans (iii) on a besoin d’estimer la de´rive´e de la perturbation f
par rapport au parame`tre ρ. Ceci est possible graˆce a` l’estimation de Cauchy. On a
donc on a besoin d’e´tendre Ψρ sur Dc de manie`re holomorphe, (voir 3.6).
Tout le reste de cette section sera de´die´ a` la preuve du the´ore`me suivant :
3.2. Re´sonance. On conside`re la partie quartique H4 de l’Hamiltonien H dans les
variables complexes. Elle est de´finie par :
H4 = H2 + P4,
avec
H2 =
∑
s∈Z
λsξsηs,
et
P4 =
∑
(i,j,k,l)∈Z
C(i, j, k, l)
(ξi + η−i)(ξj + η−j)(ξk + η−k)(ξl + η−l)
4
√
λiλjλkλl
,
ou` C(i, j, k, l) est une constante de´finie par :
C(i, j, k, l) :=
∫
S1
ϕi(x)ϕj(x)ϕk(x)ϕl(x)dx =
{
1
2π si i+ j + k + l = 0,
0 si i+ j + k + l 6= 0.
On de´finit le sous ensemble suivant de Z4 :
J := {(i, j, k, l) ∈ Z4|i+ j = k + l}.
Donc
P4 =
1
2π
∑
(i,j,k,l)∈J
(ξi + η−i)(ξj + η−j)(ξk + η−k)(ξl + η−l)
4
√
λiλjλkλl
.
On peut de´composer P4 en trois parties P4 = P
0
4 + P
1
4 + P
2
4 avec :
P 04 =
1
8π
∑
(i,j,k,l)∈J
ξiξjξkξl + ηiηjηkηl√
λiλjλkλl
,
P 14 =
1
2π
∑
(i,j,k,−l)∈J
ξiξjξkηl + ηiηjηkξl√
λiλjλkλl
,
P 24 =
3
4π
∑
(i,j,−k,−l)∈J
ξiξjηkηl√
λiλjλkλl
.
Pour (i, j, k, l) ∈ Z4 on de´finit les petits diviseurs
Ω0(i, j, k, l) = λi + λj + λk + λl,
Ω1(i, j, k, l) = λi + λj + λk − λl,
Ω2(i, j, k, l) = λi + λj − λk − λl.
De´finition 3.9. Un monoˆme ξiξjξkηl ou ηiηjηkξl est dit re´sonant si Ω1(i, j, k, l) =
0. Dans ce cas, on note R1 = {(i, j, k, l) ∈ Z4 | Ω1(i, j, k, l) = 0}. Un monoˆme
ξiξjηkηl est dit re´sonant si Ω2(i, j, k, l) = 0. Dans ce cas, on note R2 = {(i, j, k, l) ∈
Z4 |Ω2(i, j, k, l) = 0}. Soit R la re´union de R1 et R2.
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On de´finit aussi
J2 = {(i, j, k, l) ∈ J |#{i, j, k, l} ∩ A ≥ 2},
et
J c2 = J \ J2 = {(i, j, k, l) ∈ J |#{i, j, k, l} ∩ L ≥ 3}
Lemme 3.10. Il existe un Bore´lien U ⊂ [1, 2] de mesure de Lebesgue pleine tel,
que pour tout m ∈ U on a :
(i) R1 = ∅,
(ii) R2 ⊂ {(i, j, k, l) ∈ Z4 | {|i|, |j|} = {|k|, |l|}},
(iii) il existe une constante γ(m) > 0 telle que pour tout (i, j, k, l) ∈ J2 \ R, on
a :
|Ω1(i, j, k, l)|, |Ω2(i, j, k, l)| ≥ γ(m).
Preuve. On commence par prouver les assertions (i) et (ii). On fixe (i, j, k, l) ∈ Z4.
De´finissons pour δ = ±1 la fonction :
f(m) =
√
i2 +m+
√
j2 +m+ δ
√
k2 +m−
√
l2 +m.
La fonction f est analytique sur [1, 2], et prolongeable en une fonction multivalue´e
sur C. Si j = k = l = 0, alors −i2 est un point de branchement pour f . Les points
de branchements de f sont donc −i2,−j2,−k2 et −l2.
Si δ = 1 alors f n’est pas identiquement nulle sur [1, 2], et elle admet un nombre
fini de ze´ros. Ainsi, il existe un Bore´lien U1, de [1, 2] de mesure de Lebesgue pleine,
tel que pour tout m ∈ U1, on a R1 = ∅.
Maintenant, pour δ = −1, si f |[1,2]≡ 0 alors f ≡ 0, et on a force´ment {i2, j2} =
{k2, l2}. Si f n’est pas identiquement nulle sur [1, 2] alors f admet un nombre fini
de ze´ros. Il existe donc un Bore´lien U2, de [1, 2] de mesure de Lebesgue pleine, tel
que pour tout m ∈ U2, on a R2 ⊂ {(i, j, k, l) ∈ Z4 | {|i|, |j|} = {|k|, |l|}}.
Il reste a` prouver la dernie`re assertion. On commencera par controˆler Ω2. D’apre`s
la Proposition 2.10, pour κ > 0, il existe un ouvert Cκ de [1, 2] tel que
mes(Cκ) < Cκτ ,
avec τ > 0 de´pendant de Card(A) et C de´pendant de l’ensemble admissible A
lui-meˆme. Pour tout m ∈ ([1, 2] \ Cκ) et tout (i, j, k, l) ∈ J2 \ R, on a :
|Ω2(i, j, k, l)| > κ.
On sait que, si κ′ ≤ κ, alors Cκ′ ⊂ Cκ. Donc C := ∩
0<κ<1
Cκ est un Bore´lien, et on a :
mes(C) = 0.
De plus, pour tout m ∈ U3 ≡ ([1, 2] \ C) = ∪
0<κ<1
([1, 2] \ Cκ), il existe une constante
γ(m) telle que pour tout (i, j, k, l) ∈ J2 \ R, on a :
|Ω2(i, j, k, l)| > γ(m).
On proce`de de la meˆme fac¸on pour controˆler Ω1(i, j, k, l) mais en utilisant la
Proposition 2.8 au lieu d’utiliser la Proposition 2.10. Finalement, on pose U =
U1 ∩ U2 ∩ U3 ∩ U4, avec U4 le Bore´lien de mesure de Lebesgue pleine obtenu apre`s
le controˆle de Ω1(i, j, k, l). 
3.3. Proce´dure de Birkhoff. Pour un α > 0 on rappelle la de´finition de l’espace
suivant :
Zα =
{
v = (vs ∈ C, s ∈ Z) | (|vs|〈s〉α)s ∈ ℓ2 (Z)
}
.
On munit Zα de la norme :
‖v‖2α =
∑
s∈Z
|vs|2〈s〉2α, 〈s〉 = max(|s|, 1).
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On note par v∗y le produit de convolution dans ℓ2(Z) de´fini par (v∗w)l =
∑
i+j=l
viwj .
On rappelle le Lemme 2 e´nonce´ dans [12] .
Lemme 3.11. Soient v et w dans Zα avec α >
1
2 . Le produit de convolution v ∗w
est alors dans Zα, et on a :
(3.7) ‖v ∗ w‖α < C(α)‖v‖α‖w‖α,
avec C une constante qui ne de´pend que de α.
Preuve. Soient v, w ∈ Zα. On a :
‖v ∗ w‖2α =
∑
s∈Z
〈s〉2α
∣∣∣∣∣∣
∑
i+j=s
viwj
∣∣∣∣∣∣
2
=
∑
s∈Z
〈s〉2α
∣∣∣∣∣∣
∑
i+j=s
〈s〉α
〈i〉α〈j〉α
〈i〉α〈j〉α
〈s〉α viwj
∣∣∣∣∣∣
2
≤
∑
s∈Z
〈s〉2α
 ∑
i+j=s
( 〈s〉
〈i〉〈j〉
)2α ∑
i+j=s
〈i〉2α〈j〉2α
〈s〉2α |vi|
2|wj |2

Or ∑
i+j=s
( 〈s〉
〈i〉〈j〉
)2α
≤
∑
i,j∈Z
( 〈i〉+ 〈j〉
〈i〉〈j〉
)2α
≤ 4α
∑
i,j∈Z
1
〈i〉2α +
1
〈j〉2α ≤ C
2(α).
Donc
‖v ∗ w‖2α ≤ C(α)2
∑
s∈Z
∑
i+j=s
〈i〉2α|vi|2〈j〉2α|wj |2
≤
∑
i,j∈Z
〈i〉2α|vi|2〈j〉2α|wj |2
= C(α)2‖v‖2α‖w‖2α.

On conside`re l’espace de phase Yα muni de la structure symplectique −i
∑
dξk ∧
dηk. Pour α > 1/2, Yα est une alge`bre pour le produit de convolution.
Lemme 3.12. Soient α > 1/2. Soit P 4 un polynoˆme homoge`ne re´el sur Yα, de
degre´ 4, construit sur J . On suppose que P 4 est de la forme :
P 4(ζ) =
∑
(j1,j2,j3,j4)∈J
∑
1≤r≤4
arj1,j2,j3,j4ξj1 . . . ξjrηjr+1 . . . ηj4 ,
avec |arj1,j2,j3,j4 | < M pour tout (j1, j2, j3, j4) ∈ J . Alors on a :
‖∇P 4‖α ≤ C(α,M)‖ζ‖3α.
En particulier pour t ≤ 1, le flot ΦtP 4 engendre´ par le champ de vecteur Hamiltonien
XP 4 = iJ∇P 4 est bien de´fini, re´el et analytique sur la boule :
Oδ(Yα) = {ζ ∈ Yα|‖ζ‖α < δ = δ(M)} .
De plus, pour tout ζ ∈ Oδ(Yα),
‖ΦtP4(ζ)− ζ‖α ≤ C(M)‖ζ‖3α.
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Preuve. On rappelle que XP 4 est de la forme i
(∇ξP 4
∇ηP 4
)
. Puisque |arj1,j2,j3,j4 | < M ,
on a : ∣∣∣∣∂P∂ηl
∣∣∣∣ ≤M ∑
(i,j,k,l)∈J
|ξiξjξk|+ |ξiξjηk|+ |ξiηjηk|+ |ηiηjηk|.
Or∑
(i,j,k,l)∈J
|ξiξjξk| = (ξ⋆ξ⋆ξ)l+(ξ⋆ξ⋆ξ˜)l+(ξ⋆ξ˜⋆ξ˜)l+(ξ˜⋆ξ˜⋆ξ˜)l+(ξ⋆ξ˜⋆ξ)l+(ξ˜ ⋆ξ˜⋆ξ)l,
ou` ξ˜ est de´fini par ξ˜ = (ξ˜j)j∈Z avec ξ˜j = ξ−j . En utilisant le Lemme 3.11, on
obtient :∥∥∥∥∂P 4∂η
∥∥∥∥2
α
=
∑
l∈Z
〈l〉2α
∣∣∣∣∂P 4∂ηl
∣∣∣∣2
≤ C(M) (‖ξ ⋆ ξ ⋆ ξ‖2α + ‖ξ ⋆ ξ ⋆ η‖2α + ‖ξ ⋆ η ⋆ η‖2α + ‖η ⋆ η ⋆ η‖2α)
≤ C(α,M) (‖ξ‖6α + ‖ξ‖4α‖η‖2α + ‖ξ‖2α‖η‖4α + ‖η‖6α)
≤ C(α,M) (‖ξ‖2α + ‖η‖2α)3 = C(α,M)‖ζ‖6α.
De la meˆme fac¸on, on montre que :∥∥∥∥∂P 4∂ξ
∥∥∥∥2
α
≤ C(α,M)‖ζ‖6α.
Ainsi, on obtient :
∥∥∇ζP 4∥∥α =
(∥∥∥∥∂P 4∂ξ
∥∥∥∥2
α
+
∥∥∥∥∂P 4∂η
∥∥∥∥2
α
)1/2
≤ C(α,M)‖ζ‖3α,
Ce qui conclut la preuve du lemme. 
Lemme 3.13. Soit D− l’ope´rateur borne´ de Yα donne´ par :
D− = diag
{
λ−1/2s I2, s ∈ Z
}
.
On de´finit Q4(ζ) := P 4(D−(ζ)), avec P 4 le polynoˆme de´fini dans le Lemme 3.12.
Alors ∇2ζQ4 ∈M1/2, et on a :∣∣∇2ζQ4∣∣1/2 ≤ C(α,M)‖ζ‖2α.
Preuve. On rappelle que
P 4(ζ) =
∑
(j1,j2,j3,j4)∈J
∑
1≤r≤4
arj1,j2,j3,j4ξj1 . . . ξjrηjr+1 . . . ηj4 ,
avec |arj1,j2,j3,j4 | < M pour tout (j1, j2, j3, j4) ∈ J . On a donc
Q4(ζ) =
∑
(j1,j2,j3,j4)∈J
∑
1≤r≤4
arj1,j2,j3,j4√
λj1λj2λj3λj4
ξj1 . . . ξjrηjr+1 . . . ηj4 .
On a aussi
|∇2ζQ4|1/2 = sup
s,s′∈Z
〈s〉1/2〈s′〉1/2
∥∥∥∥ ∂2Q4∂ζs∂ζs′
∥∥∥∥
∞
.
Pour tous s et s′ dans Z, on a :
〈s〉1/2〈s′〉1/2
∥∥∥∥ ∂2Q4∂ζs∂ζs′
∥∥∥∥
∞
≤ ‖A‖∞,
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avec A une matrice re´elle carre´e de taille 2, dont les coefficients sont des polynoˆmes
homoge`nes de Yα de degre´ 2, de la forme :
P 2(ζ) =
∑
j¯∈J
4∑
k,l=1
1√
λjσ(k)λjσ(l)
(
a1ξjσ(k)ξjσ(l) + a2ξjσ(k)ηjσ(l) + a3ηjσ(k)ηjσ(l)
)
,
avec j¯ = (jσ(1), jσ(2), jσ(3), jσ(4)) ou` σ est une permutation appartenant au groupe
de permutation S({1, 2, 3, 4}). Par le Lemme 3.11 on a :∣∣P 2(ζ)∣∣ ≤ C(α,M)‖ζ‖2α,
et donc
|∇2ζQ|1/2 ≤ C(α,M)‖ζ‖2α.

Remarque 3.14. On rappelle que P4 = P
0
4 + P
1
4 + P
2
4 avec
P 04 =
1
8π
∑
(i,j,k,l)∈J
ξiξjξkξl + ηiηjηkηl√
λiλjλkλl
,
P 14 =
1
2π
∑
(i,j,k,−l)∈J
ξiξjξkηl + ηiηjηkξl√
λiλjλkλl
,
P 24 =
3
4π
∑
(i,j,−k,−l)∈J
ξiξjηkηl√
λiλjλkλl
.
Les coefficients de chaque monoˆme sont majore´s pas 3/4π. En appliquant les lemmes
3.12 et 3.13, on obtient que la partie quartique P4 de la perturbation P est dans
T α,1/2(µ) pour α > 1/2 et ζ ∈ Oµ(Yα).
Soit U ⊂ [1, 2] le Bore´lien de mesure de Lebesgue pleine construit dans le
Lemme 3.10. Pour tout m ∈ U , on veut construire un changement de variable
symplectique re´el holomorphe au voisinage de l’origine de Yα qui transforme la
partie quartique de l’hamiltonien H en une forme normale de Birkhoff d’ordre 5.
Cette transformation exhibe de la partie quartique de la perturbation P les termes
inte´grables ainsi que les termes d’ordre au moins 3 dans la direction de L = Z \ A.
Proposition 3.15. Pour tout m ∈ U , il existe un changement de variable symplec-
tique τ re´el holomorphe de´fini sur Oδ(m)(Yα) pour un certain δ(m) et α > 1/2. Ce
changement de variable ve´rifie :
(3.8) ‖τ(ζ)− ζ‖α ≤ C(m)‖ζ‖3α, ∀ζ ∈ Oδ(m)(Yα).
Il transforme l’hamiltonien H = H2 + P = H2 + P4 +R5 en :
(3.9) H ◦ τ = (H2 + P ) ◦ τ = H2 + Z4 +Q4 +R6 +R5 ◦ τ,
avec
Z4 =
3
π
∑
(i,j,k,l)∈J2∩R2
ξiξjηkηl
λiλj
,
et Q4 = Q4,1 +Q4,2 avec
Q4,1 =
1
2π
∑
(i,j,−k,l)∈J c2
ξiξjξkηl + ηiηjηkξl√
λiλjλkλl
,
Q4,2 =
3
4π
∑
(i,j,k,l)∈J c2
ξiξjηkηl√
λiλjλkλl
.
Le polynoˆme Z4 contient des termes inte´grables alors que Q4 est cubique ou quar-
tique dans la direction de L. De plus, Z4, Q4, R6 et R5 ◦ τ sont re´els holomorphes
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sur Oδ(m)(Yα). Les restes R5 ◦ τ et R6 sont respectivement d’ordre 5 et 6 au voi-
sinage de l’origine de Yα. De plus, pour tout 0 < µ ≤ δ(m), Z4, Q4, R5 ◦ τ et R6
sont dans T α,1/2(µ) et ve´rifient :
(3.10) JZ4K
α,1/2
µ + JQ4K
α,1/2
µ ≤ Cµ4,
(3.11) JR6K
α,1/2
µ ≤ Cµ6,
(3.12) JR5 ◦ τKα,1/2µ ≤ Cµ5,
avec C une constante strictement positive qui de´pend de la masse m, de la non-
line´arite´ g et de l’ensemble admissible A.
Rappelons que le crochet de Poisson associe´ a` la forme symplectique −i∑
s∈Z
dξs ∧
dηs est donne´ par :
{f, g}(ξ, η) = i
∑
j∈Z
∂f
∂ηj
∂g
∂ξj
− ∂f
∂ξj
∂g
∂ηj
,
pour f, g ∈ C1(Zα × Zα).
Lemme 3.16. Soit P un polynoˆme homoge`ne de degre´ 4 de´fini par :
P (ξ, η) =
∑
|α|+|β|=4
= aα,βξ
αηβ ,
avec ξα = ξα11 ξ
α2
2 ξ
α3
3 ξ
α4
4 . On a alors :
{H2, P} (ξ, η) = i
∑
|α|+|β|=4
aα,βΩmin(|α|,|β|)(α, β)ξαηβ .
Preuve. On de´montre le lemme pre´ce´dent en utilisant l’expression de l’hamiltonien
H2, du crochet de Poisson et des fre´quences Ωp(α, β) pour 0 ≤ p ≤ 2. 
Preuve de la Proposition 3.15. On chercher a` construire un changement de variable
symplectique τ re´el holomorphe de´fini au voisinage de l’origine de Yα avec α > 1/2
qui transforme l’hamiltonien H en une forme normale de Birkhoff a` l’ordre 5. Pour
ce faire, on utilise une me´thode classique : τ sera le flot induit par un Hamiltonien
χ4 a` t = 1. En effet, τ = Φ
1
χ4 avec Φ
t
χ4 le flot induit par χ4 a` l’instant t. On rame`ne
notre proble`me a` la recherche d’un Hamiltonien χ4 qui sera solution d’une certaine
e´quation homologique.
Graˆce a` la formule de Taylor, on a :
(H2 + P4 +R5) ◦ τ = (H2 + P4) ◦ τ +R5 ◦ τ
= H2 + P4 + {H2, χ4}+ {P4, χ4}
+
∫ 1
0
(1− t) {{H2 + P4, χ4} , χ4} ◦ Φtχ4dt+ R5 ◦ τ.
On veut que :
(H2 + P4 +R5) ◦ τ = H2 + Z4 +Q4 +R6 +R5 ◦ τ.
Donc, en posant
R6 = {P4, χ4}+
∫ 1
0
(1 − t) {{H2 + P4, χ4} , χ4} ◦ Φtχ4dt,
il suffit que χ4 ve´rifie l’e´quation homologique suivante :
(3.13) {H2, χ4} = Z4 +Q4 − P4.
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D’apre`s le Lemme 3.16, il suffit de prendre χ4 de la forme :
χ4 =
i
8π
∑
(i,j,−k,−l)∈J
ξiξjξkξl − ηiηjηkηl
Ω0(i, j, k, l)
√
λiλjλkλl
+
i
2π
∑
(i,j,−k,l)∈J2
ξiξjξkηl − ηiηjηkξl
Ω1(i, j, k, l)
√
λiλjλkλl
+
3i
4π
∑
(i,j,k,l)∈J2\R2
ξiξjηkηl
Ω2(i, j, k, l)
√
λiλjλkλl
.
D’apre`s le Lemme 3.10, il existe un Bore´lien U ⊂ [1, 2] de mesure de Lebesgue pleine
tel que pour tout m ∈ U , il existe une constante strictement positive γ(m) > 0 qui
minore |Ω1(i, j, k, l)| et |Ω2(i, j, k, l)|. De plus, Ω0(i, j, k, l) > 4. Ainsi χ4 est un
polynoˆme homoge`ne de degre´ 4 construit sur J , avec des coefficients borne´s. Il
s’ensuit que le champ de vecteur Hamiltonien Xχ4 est re´el holomorphe sur Yα. De
plus, d’apre`s le Lemme 3.12, pour tout m ∈ U et α > 1/2, il existe C(α,m) > 0
tels que :
‖Xχ4‖α ≤ C(α,m)‖ζ‖3α.
Ainsi il existe δ(m) > 0 tel que τ est un changement de variable symplectique
holomorphe re´el de´fini sur Oδ(m)(Y α)
En utilisant le Lemme 3.16, on a
{H2, χ4} =− 1
8π
∑
(i,j,−k,−l)∈J
ξiξjξkξl + ηiηjηkηl√
λiλjλkλl
− 1
2π
∑
(i,j,−k,l)∈J2
ξiξjξkηl + ηiηjηkξl√
λiλjλkλl
− 3
4π
∑
(i,j,k,l)∈J2\R2
ξiξjηkηl√
λiλjλkλl
.
Donc
(H2 + P4) ◦ τ = H2 + Z4 +Q4 +R6,
avec Z4, Q4 de´finis comme dans la proposition. On voit directement qu’ils sont deux
polynoˆmes homoge`nes de degre´s 4 re´els a` coefficients borne´s. Donc, en appliquant
les lemmes 3.11 et 3.12, on obtient pour α > 1/2 et 0 < µ ≤ δ(m), que ces
Regardons a` pre´sent les proprie´te´s des restes R6 et R5 ◦ τ . Commenc¸ons par
R6. Par construction, R6 est un Hamiltonien holomorphe d’ordre 6 au voisinage de
l’origine de Yα. On rappelle que
R6 = H ◦ τ −H2 − Z4 −Q4 −R5 ◦ τ.
Le membre de droite est re´el et donc R6 l’est aussi. De´montrons que R6 est dans
T α,1/2(µ) avec 0 < µ ≤ δ(m).
On commence d’abord par de´montrer que χ4 ∈ T α,1/2+(µ). On remarque que,
pour tout i ∈ Z tel que (i, j, k, l) ∈ J , on a :
〈i〉3/2
|Ωι(i, j, k, l)|
√
λiλjλkλl
≤ C(A,m), ι = 0, 1, 2.
En utilisant cette estimation et la meˆme me´thode que dans la preuve du Lemme 3.12,
on obtient que ∇ζχ4 ∈ L 1
2+
.
Il reste a` montrer que ∇2ζχ4 ∈M 12+. Les premiers termes de χ4 sont construits sur
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J . Pour tout i, j ∈ Z, on a
〈i〉1/2〈j〉1/2(1 + ||i| − |j||)
Ω0(i, j, k, l)
√
λiλjλkλl
≤ 1.
Les termes suivants de χ4 sont construis sur J2. En appliquant la Proposition 2.8
on obtient donc :
〈i〉1/2〈j〉1/2(1 + ||i| − |j||)
Ωι(i, j, k, l)
√
λiλjλkλl
≤ C′(m,A), ι = 1, 2.
En utilisant ces deux dernie`res estimations et la meˆme me´thode que dans la preuve
du Lemme 3.13, on obtient que ∇2ζχ4 ∈ M 12+. Ceci nous permet de montrer que
χ4 ∈ T α,1/2+(µ) pour α > 1/2 et 0 < µ ≤ δ(m).
D’apre`s le Lemme 3.1 on a
{T α,1/2(δ(m)), T α,1/2+(δ(m))} ∈ T α,1/2(12δ(m)). Donc
{P4, χ4} ∈ T α,1/2(12δ(m)) et pour 0 < µ ≤ 12δ(m), on a :
J{P4, χ4}Kα,1/2µ ≤ Cµ−2JP4Kα,1/2µ Jχ4Kα,1/2+µ ≤ Cµ6.
Graˆce a` l’e´quation homologique (3.13), on a :
{H2 + P4, χ4} = Z4 +Q4 − P4 + {P4, χ4} ∈ T α,1/2(1
2
δ(m)).
En appliquant encore une fois le Lemme 3.1, on obtient pour 0 < µ ≤ 14δ(m) :
{{H2 + P4, χ4} , χ4} ∈ T α,1/2(1
4
δ(m)) et J{{H2 + P4, χ4} , χ4}Kα,1/2µ ≤ Cµ6.
Puisque χ4 ∈ T α,1/2+(δ(m)) et comme Jχ4Kα,1/2+µ ≤ Cµ4, le Corollaire 3.3 donne :
T α,1/2(1
4
δ(m)) ◦ Φtχ4 ∈ T α,1/2(
1
8
δ(m)).
Ainsi, R6 ∈ T α,1/2(µ) et ve´rifie l’estimation (3.11) pour 0 < µ ≤ 18δ(m).
A` pre´sent, on s’inte´resse au reste R5 ◦ τ . Rappelons que R5 = P − P4, donc
R5 est re´el holomorphe d’ordre 5 au voisinage de l’origine de Yα et appartient a`
T α,1/2(δ(m)). Encore une fois, graˆce au Corollaire 3.3, on obtient que R5 ◦ τ ∈
T α,1/2(12δ(m)), donc R5 ◦ τ ∈ T α,1/2(µ) et ve´rifie pour 0 < µ ≤ 12δ(m) :
JR5 ◦ τKα,1/2µ ≤ JP − P4Kα,1/2µ ≤ Cµ5.
On termine la preuve en remplac¸ant 18δ(m) par δ(m). 
Lemme 3.17. Pour m ∈ U et α > 1/2, le changement de variable τ de´fini dans la
Proposition 3.15 ve´rifie :
τ
(
Tρ(ν,
σ
2
,
µ
2
, α)
)
⊂ Tρ(ν, σ, µ, α),
pour 0 < σ ≤ 1, 0 < µ ≤ 1 et ν ≤ 4µ−2e−σδ2(m).
Preuve. Pour m ∈ U ⊂ [1, 2] et α > 1/2, le changement de variable τ ve´rifie :
‖τ(ζ) − ζ‖α ≤ C(m)‖ζ‖3α, ∀ζ ∈ Oδ(m)(Yα).
Rappelons que :
Tρ(ν, σ, µ, α) =
{
(I, θ, ξ, η) | |I − νρ| < νµ2, |Imθ| < σ, ‖ζL‖α < ν1/2µ
}
.
Posons ζ˜ = τ(ζ). Alors, pour ν ≤ 4µ−2e−σδ2(m), on a :
(3.14) ‖ζ˜ − ζ‖α ≤ C′(m)µ3e 3δ2 ν 32 ,
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ou` C′(m) est une constante, multiple de C(m). Montrons en utilisant cette estima-
tion que :
τ
(
Tρ(ν,
σ
2
,
µ
2
, α)
)
⊂ Tρ(ν, σ, µ, α).
— Sur L, on a :
‖ζ˜‖α ≤ ‖ζ‖α + C′(m)µ3e 3δ2 ν 32 < 1
2
ν
1
2 + C′(m)µ3e
3δ
2 ν
3
2 < νµ.
— Pour tout a ∈ A, on a :
|I˜a − νρa| ≤ |Ia − νρa|+ |I˜a − Ia|
<
1
4
νµ2 + |ξ˜aη˜a − ξaηa|
<
1
4
νµ2 + |ξ˜a||η˜a − ηa|+ |ηa||ξ˜a − ξa|.
Comme ζ ∈ Tρ(ν, σ2 , µ2 , α), on a
|ηa| < (1
2
µ+
√
2)e
σ
2 ν
1
2 .
En vertu de l’ine´galite´ (3.14), on a :
|ξ˜a| < (1
2
µ+
√
2)e
σ
2 ν
1
2 + C′(m)µ3e
3δ
2 ν
3
2 ,
|η˜a − ηa|+ |ξ˜a − ξa| < C′(m)µ3e 3δ2 ν 32 .
Donc on a bien
|I˜a − νρa| < νµ2.
— Il reste a` ve´rifier que |Im(θ˜a)| < σ pour tout a ∈ A. D’une part, on a :
|ξ˜a| =
∣∣∣∣√I˜aeiθ˜a∣∣∣∣ ≤√I˜ae|Im(θ˜a)| < ν 12 (µ+√2)e|Im(θ˜a)|.
D’autre part, graˆce a` l’ine´galite´ (3.14) on a :
|ξ˜a| < (1
2
µ+
√
2)e
σ
2 ν
1
2 + C′(m)µ3e
3δ
2 ν
3
2 .
Ainsi
e|Im(θ˜a)| ≤ µ+ 2
√
2
2(µ+
√
2)
e
σ
2 + ν
C′(m)µ3
µ+
√
2
e
3σ
2 ,
et on obtient que |Im(θ˜)| ≤ σ.

3.4. Forme normale sur les ensembles admissibles. On rappelle que l’hamil-
tonien Z4 est donne´ par :
Z4 = 3/4π
∑
(i,j,k,l)∈J2∩R2
ξiξjηkηl
λiλj
,
avec
J2 = {(i, j, k, l) ∈ J |#{i, j, k, l} ∩ A ≥ 2}.
On remarque que Z4 contient des termes inte´grables forme´s par les monoˆmes de la
forme ξiξjηiηk = IiIj , qui de´pendent seulement des actions de´finies par In = ξnηn
avec n ∈ Z. Notons ces termes Z+4 et Z−4 = Z4−Z+4 . Un simple calcul nous donne :
(3.15) Z+4 =
3
4π
∑
l∈A, k∈Z
4− 3δl,k
λlλk
IlIk.
On s’inte´resse a` pre´sent a` Z−4 . On a Z
−
4 =
∑
0≤r≤4
Z−r4 avec r = #({i, j, k, l} ∩ A).
Par de´finition de J2, on a Z−04 = Z−14 = 0.
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Lemme 3.18. Supposons que A est admissible. Alors, pour tout m ∈ U ,
Z−44 = 0.
Preuve. Posons F = {(i, j, k, l) ∈ J2 ∩R2 ∩ A}. On a alors, pour (i, j, k, l) ∈ F et
m ∈ U ,
⋆ i+ j = k + l d’apre`s la de´finition de J ,
⋆ {|i|, |j|} = {|k|, |l|} d’apre`s le Lemme 3.10,
⋆ {i, j} 6= {|k|, |l|} d’apre`s la de´finition de A,
Il s’ensuit que F = ∅ et que Z−44 = 0. 
Lemme 3.19. Supposons que A est admissible. Alors pour tout m ∈ U
Z−34 = 0.
Preuve. Supposons qu’il existe (i, j, k, l) ∈ J2 ∩ R2 tel que #{i, j, k, l} ∩ A = 3.
Sans perte de ge´ne´ralite´ supposons que i, j, k ∈ A et l ∈ L. Graˆce au Lemme 3.10,
on a |i| = |k| ou |j| = |k|. De plus, et puisque A est un ensemble admissible, on
ai = k ou j = k. Supposons par exemple que i = k. Puisque i + j = k + l, on a
j = l et l ∈ A, ce qui qui contredit le fait que A est admissible. Donc Z−34 = 0. 
Lemme 3.20. Supposons que A est admissible. Alors, pour tout m ∈ U ,
Z−24 = 0.
Preuve. Posons ℵ = {(i, j, k, l) ∈ J2 ∩R2 | #{i, j, k, l} ∩ A = 2}.
⋆ Supposons que i, j ∈ A et que k, l ∈ L. Alors, par le Lemme 3.10, on a i = −k
et j = −l ou i = −l et j = −k. Sans perte de ge´ne´ralite´ supposons que i = −k
et j = −l. Or (i, j, k, l) ∈ J , donc i + j = k + l = −k − l et donc i = −j.
Ceci est absurde puisque A est un ensemble admissible. Le cas ou` k, l ∈ A et
i, j ∈ L se traite exactement de la meˆme manie`re.
⋆ Supposons maintenant que i, l ∈ A et que j, k ∈ L. D’apre`s le Lemme 3.10, on
aura alors soit |i| = |k| et |j| = |l| ou i = l et |j| = |k|. E´tudions d’abord le cas
ou` i = l et |j| = |k|. La condition i+ j = k+ l nous donne j = k. Le monoˆme
ξiξjηjηi serait donc dans Z
−
4 , ce qui est absurde. Regardons maintenant le
cas ou` |i| = |k| et |j| = |l|. Puisque A est admissible, on a i = −k et l = −j.
Puisque i + j = k + l, on a alors i = l et j = k, ce qui nous rame`ne au cas
pre´ce´dent. Le cas ou` k, l ∈ A et i, j ∈ L se traite exactement de la meˆme
manie`re. De meˆme on traite le cas ou` i, k ∈ A et j, l ∈ L.
Ainsi on de´duit que ℵ = ∅ et donc Z−24 = 0 
3.5. Passage aux variables action-angle. Comme dans (3.3), on passe des va-
riables (ξ, η) au variables (I, θ, ξL), avec I = (Ia, a ∈ A), θ = (θa,∈ A) et
ζL = (ζs,∈ L). On rappelle que pour a ∈ A, I et θ sont donne´s par :
ξa =
√
Iae
iθa , ηa =
√
Iae
−iθa .
Dans ces nouvelles variables, la forme symplectique −idξ ∧ dη devient :
(3.16) −
∑
a∈A
dIa ∧ dθa − i
∑
s∈L
dξs ∧ dηs.
De plus I est d’ordre 2, θ est d’ordre ze´ro, et ξ et η sont d’ordre 1.
En vertu de (3.15) et des lemmes 3.18-3.20, l’hamiltonien 3.9 devient :
H ◦ τ =
∑
a∈A
ωaIa +
3
4π
∑
l,a∈A
4− 3δl,a
λlλa
IlIa +
∑
s∈L
λsξsηs +
3
π
∑
l∈A, s∈L
1
λlλs
Ilξsηs
+Q4 +R5 ◦ τ +R6
La premie`re ligne contient les termes inte´grables. La deuxie`me ligne contient :
— Q4, qui est d’ordre 4 et au moin d’ordre 3 dans la direction de L ;
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— R6, qui provient de la forme normale de Birkhoff et qui est d’ordre 6 ;
— R5 ◦ τ , qui provient du terme d’ordre 5 de la non line´arite´ (1.2).
L’hamiltonien H ◦ τ de´pend des variables (I, θ, ζL). Pour la suite, on va omettre
le multi-indice L : ζL sera donc note´ par ζ.
3.6. Re-scaling des variables. Notre but est d’e´tudier l’hamiltonien H1. Pour
cela, on va re´-e´chelonner les variables (I, θ, ξ, η) moyennant le changement de va-
riable :
(3.17) χρ :
(
r˜, θ˜, ξ˜, η˜
) 7→ (I, θ, ξ, η) ,
avec :
I =νρ+ νr˜, θ = θ˜,
ξ =ν1/2ξ˜, η = ν1/2η˜.
on a :
χρ : Oα
(σ
2
,
µ
2
)
→ Tρ
(
ν,
σ
2
,
µ
2
, α
)
.
Dans ces nouvelles variables, la forme symplectique (3.16) devient :
(3.18) − ν
∑
a∈A
dr˜a ∧ dθ˜a − iν
∑
s∈L
dξ˜s ∧ dη˜s.
Posons :
Ψ˘ = Ψ˘ρ = τ ◦ χρ.
Le changement de variables χρ est line´aire en ρ. On peut donc e´tendre Φ de manie`re
holomorphe sur :
Dc =
{
ρ ∈ CA |
∣∣∣∣ρj − 32
∣∣∣∣ ≤ c, 1 ≤ j ≤ Card(A)} .
Pour alle´ger les notations on va omettre le tilde. Dans ces variables re´-e´chelonne´es
l’hamiltonien H devient a` une constante pre´s :
H ◦ Ψ˘ = ν
∑
a∈A
ωara + ν
2 3
2π
∑
a,l∈A
4− 3δa,l
λaλl
ρlra
+ ν
∑
s∈L
λsξsηs + ν
2 3
π
∑
l∈A
s∈L
1
λlλs
ρlξsηs
+ ν2
3
4π
∑
a,l∈A
4− 3δa,l
λaλl
rlra + ν
2 3
π
∑
l∈A
s∈L
1
λlλs
rlξsηs
+ (Q4 +R5 ◦ τ +R6) ◦ χρ.
En divisant par ν, on peut re´e´crire l’hamiltonien suivant sous la forme :
(3.19) ν−1H ◦ Ψ˘ = h0 + f,
ou` h0 ≡ h0(r, ξ, η; ρ, ν) contient tous les termes line´aires en r, quadratiques en ξ, η
et inde´pendants de la variable angle θ. La nouvelle perturbation f contient tous les
termes restants et de´pend notamment de la variable angle. Elle est donne´e par :
(3.20)
f ≡ ν 3
4π
∑
a,l∈A
4− 3δa,l
λaλl
rlra + ν
3
π
∑
l∈A
s∈L
1
λlλs
rlξsηs + ν
−1 (Q4 +R5 ◦ τ +R6) ◦ χρ.
On peut e´crire le nouvel hamiltonien h sous la forme suivante
(3.21) h0 = Ω · r +
∑
a∈L
Λaξaηa,
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avec Ω = (Ωk)k∈A, et
Ωk = Ωk(ρ, ν) = ωk + νω˜k = ωk + ν
3
2π
1
λk
∑
l∈A
4− 3δl,k
λl
ρl,(3.22)
Λa = Λa(ρ, ν) = λa + νλ˜a = λa + ν
3
π
1
λa
∑
l∈A
ρl
λl
,(3.23)
pour tout ρ ∈ Dc. On remarque que pour les fre´quences internes, on a :
(3.24) ω˜k =
∑
l∈A
M lkρl, M
l
k =
3
2π
4− 3δl,k
λkλl
.
M est une matrice inversible puisque :
detM =
(
3
2π
)n(∏
l∈A
λ−2l
)
(4n− 3) (−3)n−1 , n = Card(A).
Rappelons que ρ ∈ [1, 2]A et que A ⊂ {a ∈ Zd | |a| ≤ N}. On a alors, pour tout
ρ ∈ Dc,
|Ω(ρ)− ω(ρ)| ≤ ν
∣∣∣∣∣ 32π∑
l∈A
4− 3δl,k
λl
ρl
∣∣∣∣∣ , et |Λa(ρ)− λa(ρ)| ≤ ν|a|−1
∣∣∣∣∣ 3π∑
l∈A
ρl
λl
∣∣∣∣∣ .
Ceci prouve les ine´galite´s (3.6) et termine la preuve des points (i) et (ii) du The´o-
re`me 3.7.
En rappelant que ζ = (ζa)a∈L, la partie quadratique de notre Hamiltonien est
donne´e par la matrice infinie :
A(ρ, ν) = diag
((
0 Λa(ρ, ν)
Λa(ρ, ν) 0
)
, a ∈ L
)
.
On peut donc e´crire l’hamiltonien h sous la forme :
h = Ω(ρ, ν) · r + 1
2
〈A(ρ, ν)ζ, ζ〉.
Le spectre de A est
σ(A) = {±Λa(ρ, ν), a ∈ L}.
L’ope´rateur Hamiltonien est
iJA(ρ, µ) = diag
(( −iΛa(ρ, ν) 0
0 iΛa(ρ, ν)
)
, a ∈ L
)
.
Le spectre de l’ope´rateur hamiltonien est donne´ par
Σ(iJA) = {±iΛa(ρ, ν), a ∈ L}.
E´tudions a` pre´sent la perturbation (3.20). En vertu de la Proposition 3.15, la
perturbation f est re´elle holomorphe et appartient a` T α,1/2(D, σ2 , µ2 ). En utilisant
les estimations (3.10)-(3.12), on a pour x = (r, θ, ζ) ∈ Oα (σ2 , µ2 ) :
|f | ≤ Cνµ4,
‖∇ζf‖α ≤ Cνµ3,
|∇ζf |1/2 ≤ Cνµ3,
|∇2ζf |1/2 ≤ Cνµ2,
avec C une constante qui de´pend de l’ensemble admissible A, de la masse m et de
la non-line´arite´ g. On obtient ainsi :
JfK
α,1/2
σ
2 ,
µ
2 ,D
≤ Cνµ4.
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Regardons a` pre´sent fT . Rappelons d’abord que :
fT = f(θ, 0, 0, ρ) +∇rf(θ, 0, 0, ρ)r + 〈∇ζf(θ, 0, 0, ρ), ζ〉+ 1
2
〈∇2ζζf(θ, 0, 0, ρ)ζ, ζ〉.
On cherche les termes de (3.20) qui peuvent contribuer a` fT . Clairement les deux
premiers termes ne contribuent pas a` fT . Le troisie`me terme Q4 est construit sur
J c2 et donc ne contribue pas dans fT . Regardons a` pre´sent R5 ◦ τ . D’apre`s 3.15,
R5 ◦ τ est d’ordre 5. De plus R5 ◦ τ de´pend de la variable action I, d’ordre 2, de
l’angle θ et de ξ et η, qui sont tous d’ordre 1 chacun . Donc R5 ◦ τ peut contenir
des termes du type :
- I5/2 qui contribueront a` f(θ, 0, 0, ρ) et ∇rf(θ, 0, 0, ρ) ;
- I2ξ ou I2η qui contribueront a` ∇ξf(θ, 0, 0, ρ) ou ∇ηf(θ, 0, 0, ρ) ;
- I3/2ξη, I3/2ξξ, I3/2ηη qui contribueront a` ∇2ξηf(θ, 0, 0, ρ),∇2ξξf(θ, 0, 0, ρ) ou
∇2ηηf(θ, 0, 0, ρ).
Et donc R5 ◦ τ ◦ χρ contribue a` fT . De meˆme pour R6 ◦ χρ. On de´duit que :
JfT K
α,1/2
σ
2 ,
µ
2 ,D
≤ Cν3/2µ5.
Pour terminer la preuve du point (iii) du The´ore`me 3.7, il faut e´tudier la de´rive´e en ρ
de la perturbation f , ainsi que son jet. Rappelons que, d’apre`s (3.20), la de´pendance
de la perturbation f en ρ provient du changement de variable χρ via la relation
I = νρ+νr˜. On peut donc e´tendre f de manie`re holomorphe sur Dc avec les meˆmes
estimations. En appliquant l’estimation de Cauchy sur ce ce domaine on obtient :
J∂ρfK
α,1/2
σ
2 ,
µ
2 ,D
≤ c−1JfKα,1/2σ
2 ,
µ
2 ,D
, J∂ρf
T K
α,1/2
σ
2 ,
µ
2 ,D
≤ c−1JfT Kα,1/2σ
2 ,
µ
2 ,D
.
Donc ∂ρf et ∂ρf
T ve´rifient les meˆmes estimations que f et fT .
3.7. Passage aux variables re´elles. Dans la forme normale (3.5), la partie qua-
dratique est exprime´e en variables complexes. Cependant le the´ore`me KAM est
e´nonce´ en variables re´elles. Afin d’y reme´dier on conside`re le changement de va-
riable symplectique suivant :
Υ(r, θ, ζ) = (r, θ, ζ˘),
avec ζ˘ = (p, q) =
(
ζ˘s = (ps, qs), s ∈ L
)
. Les variables p et q sont de´finies par :
ξs =
1√
2
(ps + iqs), ηs =
1√
2
(ps − iqs).
Sous les hypothe`ses du The´ore`me 3.7, posons Ψρ = Ψ˘ρ ◦ Υ. Ce changement de
variable est re´el holomorphe et ve´rifie :
Ψρ : Oα
(σ
2
,
µ
2
)
→ Tρ(ν, σ, µ, α).
Le changement de variableΨρ transforme la forme symplectique −idξ∧dη en −dr∧
dθ − dp ∧ dq. Dans les nouvelles variables la forme normale (3.5) devient :
(3.25)
h(r, θ, ζ˘; ρ) = H ◦Ψρ
= Ω(ρ) · r + 1
2
∑
a∈L
Λa(ρ)(p
2
a + q
2
a) + f(r, θ, ζ˘; ρ)
= Ω(ρ) · r + 1
2
∑
a∈L
〈A˘(ρ, ν)ζ˘ , ζ˘〉+ f(r, θ, ζ˘; ρ),
avec
A˘(ρ, ν) = diag
((
Λa(ρ, ν) 0
0 Λa(ρ, ν)
)
, a ∈ L
)
.
Dans ces nouvelles variables, la perturbation f ve´rifie les meˆmes estimations que
celle e´nonce´es au troisie`me point du The´ore`me 3.7.
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4. The´ore`me KAM pour l’e´quation des ondes
4.1. Hypothe`ses et e´nonce´ du the´ore`me KAM. Dans cette section on rappelle
un the´ore`me KAM et on adapte les notations pour l’e´quation des ondes non-line´aire
cubique sur le cercle.
Conside´rons un Hamiltonien re´el hρ sous forme normale qui de´pend d’un para-
me`tre ρ, donne´ par :
(4.1) h(r, p, q; ρ) = Ω(ρ) · r + 1
2
∑
a∈L
Λa(ρ)
(
p2a + q
2
a
)
,
avec :
— ρ ∈ D un compact de Rp ;
— Ω : D → Rn le vecteur fre´quence interne de classe C1 ;
— L un ensemble quelconque de Z ;
— pour tout a ∈ L, Λa est une fre´quence externe de classe C1 sur D.
Les fre´quences internes Ω et les fre´quences externes Λ ve´rifient certaines hypothe`ses
qui seront e´nonce´es dans le paragraphe suivant. Pour la suite, on fixe deux para-
me`tres 0 < δ0 ≤ δ ≤ 1, A− un ensemble fini de L, et L∞ = L \ A−.
Hypothe`se A1 : Condition de se´paration. On suppose que, pour tout ρ ∈ D,
on a :
⋆ pour tout a ∈ L,
(4.2) Λa(ρ) ≥ c0〈a〉;
⋆ pour tout a, b ∈ L avec |a| 6= |b|, on a
(4.3) |Λa(ρ)− Λb(ρ)| ≥ c1 ||a| − |b|| .
Hypothe`se A2 : Condition de non re´sonance. Supposons que pour toute
fonction Ω′ ∈ C1(D,Rn) qui ve´rifie
|Ω− Ω′|C1(D) < δ0,
pour tout k ∈ Zn il existe un vecteur unitaire zk ∈ Rp et pour tout a, b ∈ L tel que
|a| > |b| on a :
⋆
|k ·Ω′(ρ)| ≥ δ, ∀ρ ∈ D
ou bien
〈∂ρ(k ·Ω′(ρ)), zk〉 ≥ δ ∀ρ ∈ D;
avec k 6= 0
⋆
|k ·Ω′(ρ)± Λa(ρ)| ≥ δ〈a〉, ∀ρ ∈ D
ou bien
〈∂ρ(k ·Ω′(ρ)± Λa(ρ)), zk〉 ≥ δ ∀ρ ∈ D
⋆
|k ·Ω′(ρ) + Λa(ρ) + Λb(ρ)| ≥ δ(〈a〉+ 〈b〉), ∀ρ ∈ D
ou bien
〈∂ρ(k ·Ω′(ρ) + Λa(ρ) + Λb(ρ)), zk〉 ≥ δ ∀ρ ∈ D
⋆
|k ·Ω′(ρ) + Λa(ρ)− Λb(ρ)| ≥ δ(1 + ||a| − |b||), ∀ρ ∈ D
ou bien
〈∂ρ(k ·Ω′(ρ) + Λa(ρ)− Λb(ρ)), zk〉 ≥ δ ∀ρ ∈ D
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Hypothe`se A3 : deuxie`me condition de Melnikov. On suppose que les
fre´quences internes et externes ve´rifient la deuxie`me condition de Melnikov. C’est-
a`-dire pour toute fonction Ω′ ∈ C1(D,Rn) qui ve´rifie
|Ω− Ω′|C1(D) < δ0,
on a :
pour tout 0 < κ < δ et N > 1 il existe un ferme´ D′ ⊂ D qui ve´rifie
(4.4) mes(D \ D′) ≤ C(δ−1κ)τN ι;
pour τ, ι > 0, pour tout ρ ∈ D′, pour tout 0 < |k| < N et pour tout a,b ∈ L avec
|a| 6= |b| on a :
(4.5) |Ω′(ρ) · k + Λa(ρ)− Λb(ρ)| ≥ κ(1 + ||a| − |b||).
A pre´sent, on est en mesure d’e´noncer notre the´ore`me KAM :
The´ore`me 4.1. Soit h un Hamiltonien de´fini comme dans (4.1) qui ve´rifie les
hypothe`ses A1, A2 et A3 avec δ et δ0 fixe´s pour tout ρ ∈ D. Fixons α, β > 0 et
0 < σ, µ ≤ 1. Il existe alors un ε0 qui de´pend de α, β, σ, n, µ, |ω0|C1(D) et |A0|β,C1(D)
tel que, si on a ∂jρf ∈ T α,β(D, σ, µ) pour j = 0, 1, si JfT Kα,β,κσ,µ,D = ε < ε0δ et si
JfKα,β,κσ,µ,D ve´rifie pour 0 < τ < 1
JfKα,β,κσ,µ,D = O(ε
τ ),
alors il existe un Bore´lien D′ ⊂ D avec mes(D\D′) ≤ cεγ tel que pour tout ρ ∈ D′ :
— il existe un changement de variable symplectique analytique :
Φ = Φρ : Oα(σ
2
,
µ
2
)→ Oα(σ, µ)
— il existe un vecteur fre´quence interne ω˜(ρ) ∈ Rn, une matrice A ∈ Mβ et une
perturbation f˜ ∈ T α,β(D′, σ/2, µ/2) tels que :
(hρ + f) ◦ Φ = ω˜(ρ) · r + 1
2
〈ζ, A(ρ)ζ〉 + f˜(θ, r, ζ; ρ),
ou` A : L × L → M2×2(R) est une matrice de Mβ infinie re´elle syme´trique
diagonale par bloc, c’est-a`-dire A
[b]
[a] = 0 si [a] 6= [b]. De plus ∂r f˜ = ∂ζ f˜ =
∂2ζζ f˜ = 0 pour r = ζ = 0. D’autre part le changement de variable Φ =
(Φθ,Φr,Φζ) est proche de l’identite´, et pour tout x ∈ Oα(σ2 , µ2 ) et tout ρ ∈ D′,
on a :
(4.6) ‖Φ− Id‖α ≤ Cε1/5.
De plus pour tout ρ ∈ D′ on a :
(4.7) |A(ρ) −A0(ρ))|α ≤ Cε, |ω˜(ρ)− ω(ρ)|C1(D) ≤ Cε,
avec C est une constante qui de´pend de ε0.
4.2. Ve´rifications des hypothe`ses du the´ore`me KAM.
4.2.1. Non re´sonance. Dans ce paragraphe, on ve´rifie que la forme normale re´elle
(3.25) satisfait les hypothe`ses du The´ore`me 4.1. On commence par ve´rifier les hy-
pothe`ses de se´paration A1, puis les hypothe`ses de non re´sonances A2 et enfin la
deuxie`me condition de Melnikov A3. On commence par ve´rifier les hypothe`ses de
se´paration A1.
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Lemme 4.2. Pour tout ρ ∈ D, pour tous a , b ∈ L, on a :
(i) Λa(ρ) ≥ 〈a〉;
(ii) |Λa(ρ)− Λb(ρ)| ≥ 1
8
||a| − |b|| , avec |a| 6= |b|.
Preuve. Rappelons que, pour a ∈ L, les fre´quences externes sont donne´es par :
Λa(ρ) = λa + ν
3
π
1
λa
∑
l∈A
ρl
λl
= λa + ν
C
λa
.
L’estimation (i) est alors imme´diate. Pour (ii), on remarque que, pour ν petit, on
a :
Cν
∣∣∣∣ 1λa − 1λb
∣∣∣∣ = Cνλaλb |λa − λb| ≤ 12 |λa − λb| ,
ainsi on obtient
|Λa − Λb| ≥ 1
2
|λa − λb| ≥ 1
8
||a| − |b||,
ce qui conclut la preuve du lemme. 
A pre´sent on va ve´rifier en trois e´tapes les hypothe`ses de non re´sonance A2. On
commence tout d’abord par rappeler des re´sultats obtenus dans les Propositions 2.8
et 2.10. Pour κ = ν1/2, On obtient le lemme suivant :
Lemme 4.3. pour γ > 0 petit, |k| ≤ ν−γ et (a, b) ∈ L2 on a :
|ω · k| ≥ 2ν1/2,
sauf quand k est D0 re´sonant.
|ω · k + λa| ≥ 2ν1/2〈a〉,
sauf quand (k, a) est D1 re´sonant.
|ω · k + λa + λb| ≥ 2ν1/2(〈a〉+ 〈b〉)〉,
sauf quand (k, a, b) est D2 re´sonant.
|ω · k + λa − λb| ≥ 2ν1/2(1 + ||a| − |b||),
avec |a| 6= |b| et (k, a, b) n’est pas D3 re´sonant.
Remarque 4.4. Dans le lemme pre´ce´dent, on a applique´ les Propositions 2.8 et
2.10 avec κ = ν1/2, N = ν−γ et m ∈ [1, 2] \ C. On sait que la mesure de Lebesgue
de C ve´rifie :
mes (C) ≤ CκτN ι,
ou` τ = O(
1
n
) et ι = O(n2). Avec ce choix de parame`tres, pour que la mesure de
Lebesgue de C reste petite, il faut que γ < O( 1
n3
).
Maintenant, on va de´montrer les hypothe`ses de non re´sonance A2 pour des k
petits. Rappelons que les fre´quences internes sont donne´es par :
Ω = ω + νMρ,
ou` M est la matrice donne´e par (3.24). M est syme´trique inversible, donc on peut
poser CA = ‖M−1‖2.
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Lemme 4.5. Pour γ > 0 petit, k ∈ Zn tel que |k| ≤ ν−γ , (a, b) ∈ L2, posons
δ0 =
1
2C
−1
A ν. Alors pour toute fonction Ω
′ ∈ C1(D,Rn) qui ve´rifie
|Ω− Ω′|C1(D) < δ0,
et pour tout ρ ∈ D, on a :
|Ω′ · k| ≥ ν1/2,
sauf quand k est D0 re´sonant.
|Ω′ · k + Λa| ≥ ν2/3〈a〉,
sauf quand (k, a) est D1 re´sonant.
|Ω′ · k + Λa + Λb| ≥ ν2/3(〈a〉+ 〈b〉),
sauf quand (k, a, b) est D2 re´sonant.
|Ω′ · k + Λa − Λb| ≥ ν2/3(1 + ||a| − |b||),
avec |a| 6= |b| et (k, a, b) n’est pas D3 re´sonant.
Preuve. Soit k ∈ Zn tel que |k| ≤ ν−γ pour γ > 0 petit. Commenc¸ons par de´montrer
la premie`re ine´galite´. Tout d’abord, on a :
|Ω′ − ω| ≤ |Ω′ − Ω|+ |Ω− ω| ≤ 1
2
C−1A ν + cν ≤ Cν.
On a donc, pour tout a ∈ A
|Ω′ − ω| ≤ Cν〈a〉.
Par l’ine´galite´ de Cauchy-Schwarz, on a pour tout (a, b) ∈ L :
|Ω′ · k − ω · k| ≤ Cν1−γ ≤ ν1/2.
|Ω′ · k − ω · k| ≤ ν1/2〈a〉.
|Ω′ · k − ω · k| ≤ ν1/2(〈a〉 + 〈b〉).
|Ω′ · k − ω · k| ≤ ν1/2(1 + ||a| − |b||), |a| 6= |b|.
Pour terminer la preuve du premier cas, on utilise le fait que :
|Ω′ · k| ≥ |ω · k| − |Ω′ · k − ω · k| ≥ 2ν1/2 − ν1/2 = ν1/2.
Regardons maintenant la deuxie`me ine´galite´. Remarquons que, pour a ∈ L, on a :
|λa − Λa| ≤ c˜ν〈a〉.
Alors
|Ω′ · k + Λa| ≥ |Ω′ · k + λa| − |λa − Λa|
≥ |ω · k + λa| − |Ω′ · k − ω · k| − |λa − Λa|
≥ 2ν1/2〈a〉 − ν1/2〈a〉 − c˜ν〈a〉 ≥ ν2/3〈a〉.
E´tudions a` pre´sent la troisie`me estimation. Pour (a, b) ∈ L2, on a :
|Ω′ · k + Λa + Λb| ≥ |Ω′ · k + λa + λb| − |λa − Λb| − |λb − Λa|
≥ |ω · k + λa + λb| − |Ω′ · k − ω · k| − |λa − Λa| − |λb − Λb|
≥ (2ν1/2 − ν1/2 − 2c˜ν)(〈a〉+ 〈b〉) ≥ ν2/3(〈a〉 + 〈b〉).
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Il reste a` de´montrer la dernie`re estimation des petits diviseurs. Graˆce a` (3.23), on
remarque, que pour tout (a, b) ∈ L2 tel que |a| 6= |b|, on a :
|Λa − Λb − (λa − λb)| ≤ c˜ν
∣∣λ−1a − λ−1b ∣∣
= c˜ν
||a|+ |b||
(λa + λb)λaλb
||a| − |b||
≤ c˜ν(1 + ||a| − |b||).
Ceci nous donne que :
|Ω′ · k + Λa − Λb| ≥ |Ω′ · k + λa − λb| − |Λa − Λb − (λa − λb)|
≥ |ω · k + λa − λb| − |Ω′ · k − ω · k| − |Λa − Λb − (λa − λb)|
≥ (2ν1/2 − ν1/2 − c˜ν)(1 + ||a| − |b||) ≥ ν2/3(1 + ||a| − |b||).
Ce qui conclut la preuve. 
Ainsi on a ve´rifie´ les hypothe`ses de non re´sonance pour |k| ≤ ν−γ , δ0 = 12C−1A ν
et δ = ν2/3. Pour k grand, c’est-a`-dire |k| > ν−γ , on montre les conditions de
se´paration A2 sur les de´rive´es en ρ des petits diviseurs. Plus pre´cise´ment on a :
Lemme 4.6. Pour γ > 0 petit, k ∈ Zn tel que |k| > ν−γ , (a, b) ∈ L2, posons
δ0 =
1
2C
−1
A ν. Alors pour toute fonction Ω
′ ∈ C1(D,Rn) qui ve´rifie
|Ω− Ω′|C1(D) < δ0,
il existe un vecteur unitaire zk tel que pour tout ρ ∈ D on a :
(i) |〈∂ρ(k ·Ω′(ρ)), zk〉| ≥ Cν1−γ ≥ ν,
(ii) |〈∂ρ(k ·Ω′(ρ)± Λa(ρ)), zk〉| ≥ ν pour tout a ∈ L,
(iii) |〈∂ρ(k ·Ω′(ρ) + Λa(ρ) + Λb(ρ)), zk〉| ≥ ν pour tout (a, b) ∈ L2,
(iv) |〈∂ρ(k · Ω′(ρ) + Λa(ρ)− Λb(ρ)), zk〉| ≥ ν pour tout (a, b) ∈ L2.
a constante C de´pend de l’ensemble admissible A.
Preuve. Commenc¸ons par prouver (i). Remarquons tout d’abord que :
〈∂ρ(k.Ω′(ρ)), zk〉 = 〈∂ρ(k.Ω(ρ)), zk〉+ 〈∂ρ(k.Ω′(ρ)) − k.Ω(ρ)), zk〉.
Or
|〈∂ρ(k.Ω′(ρ))− k.Ω(ρ)), zk〉| ≤ 1
2
|k|C−1A ν.
Rappelons que la matrice M est syme´trique et que |k| > ν−γ . En choisissant zk =
Mk
|Mk| , on obtient :
|〈∂ρ(k · Ω′(ρ)), zk〉| ≥ ν
∣∣∣∣〈Mk, Mk|Mk| 〉
∣∣∣∣− |〈∂ρ(k.Ω′(ρ))− k.Ω(ρ)), zk〉|
= ν |Mk| − 1
2
|k|C−1A ν
≥ ν
(
C−1A −
1
2
C−1A
)
|k|
≥ 1
2
C−1A ν
1−γ ≥ ν.
Inte´ressons nous maintenant a` (ii). Pour a, l ∈ L, on a :
|∂ρlΛa(ρ)| =
∣∣∣∣ν 3π 1λaλl
∣∣∣∣ ≤ cν.
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Donc, pour le meˆme vecteur zk unitaire que pre´ce´demment, on obtient :
|〈∂ρ(k ·Ω′(ρ)± Λa(ρ)), zk〉| ≥ |〈∂ρ(k ·Ω′(ρ)), zk〉| − |∂ρ(Λa(ρ))| |zk|
≥ 1
2
C−1A ν
1−γ − c′ν ≥ ν.
En appliquant le meˆme principe pour (iii) et (iv), on obtient :
|〈∂ρ(k ·Ω′(ρ) + Λa(ρ)± Λb(ρ)), zk〉| ≥ |〈∂ρ(k ·Ω′(ρ)), zk〉| − |∂ρ(Λa(ρ))| |zk|
− |∂ρ(Λb(ρ))| |zk|
≥ 1
2
C−1A ν
1−γ − 2c′ν ≥ ν.

Pour terminer la ve´rification des conditions de non re´sonance, il reste a` regarder
lez cas ou` (k, a) est D1 re´sonant et (k, a, b) est D2 ou D3 re´sonant.
Lemme 4.7. Soient k ∈ Zn et (a, b) ∈ L2. Posons δ0 = 14νC˘A, avec C˘A est
une constante qui de´pend de l’ensemble admissible A. Alors pour toute fonction
Ω′ ∈ C1(D,Rn) qui ve´rifie
|Ω− Ω′|C1(D) < δ0,
et pour tout ρ ∈ D on a :
|Ω′ · k + Λa| ≥ C˘Aν〈a〉,
si (k, a) est D1 re´sonant ;
|Ω′ · k + Λa + Λb| ≥ C˘Aν(〈a〉+ 〈b〉),
si(k, a, b) est D2 re´sonant ;
|Ω′ · k + Λa − Λb| ≥ C˘Aν(1 + ||a| − |b||),
avec |a| 6= |b| et (k, a, b) est D3 re´sonant.
Preuve. Pour a ∈ A, rappelons que, d’apre`s (3.22) et (3.23),
ω˜a − λ˜a = 3
2π
1
λa
∑
l∈A
2− 3δl,a
λl
ρl.
Supposons que (k, a) est D1 re´sonant. On obtient donc
Ω′ · k + Λa = (Ω′a − Ωa)− ν(ω˜a − λ˜a)
Remarquons qu’il existe une constante C1, qui de´pend de l’ensemble admissible A,
telle que :
|ω˜a − λ˜a| ≥ C1
λa
.
Pour δ0 ≤ 1
2
ν C1max(A)2+2 :=
1
2
νC˜1, on a :
|Ω′ · k + Λa| ≥ C1ν 1
λa
− 1
2
C˜1ν
≥ C˜1ν〈a〉 − 1
2
C˜1ν
≥ 1
2
C˜1ν〈a〉.
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E´tudions a` pre´sent le cas ou` (k, a, b) est D2 re´sonant. Remarquons qu’il existe une
constante C2, qui de´pend de l’ensemble admissible A tel que pour tout (a, b) ∈ A2,
on a :
|(ω˜a − λ˜a) + (ω˜b − λ˜b)| ≥ C2( 1
λa
+
1
λb
)
≥ C˜2(〈a〉+ 〈b〉),
avec C˜2 :=
C2
max(A)2 + 2 . Donc si (k, a, b) est D2 re´sonant et si δ0 ≤
1
4
νC˜2, alors
on obtient :
|Ω′ · k + Λa + Λb| = |(Ω′ − Ω) · k − ν((ω˜a − λ˜a) + (ω˜b − λ˜b))|
≥ ν|(ω˜a − λ˜a) + (ω˜b − λ˜b)| − 2|Ω′ − Ω|
≥ 1
2
C˜2ν(〈a〉+ 〈b〉).
Il reste a` regarder le dernier petit diviseur dans le cas ou` (k, a, b) est D3 re´sonant.
On remarque qu’il existe une constante C3, qui de´pend de l’ensemble admissible A,
telle que pour tout (a, b) ∈ A2, on a :
|(ω˜a − λ˜a)− (ω˜b − λ˜b)| ≥ C3
∣∣∣∣ 1λa − 1λb
∣∣∣∣
≥ C˜3(1 + ||a| − |b||),
avec C˜3 :=
C3
8(max(A)2 + 2) . Donc, si (k, a, b) est D3 re´sonant et si δ0 ≤
1
4
νC˜3,
alors on obtient :
|Ω′ · k + Λa − Λb| = |k · (Ω′ − Ω)− ν((ω˜a − λ˜a)− (ω˜b − λ˜b))|
≥ ν|(ω˜a − λ˜a)− (ω˜b − λ˜b)| − 2|Ω′ − Ω|
≥ 1
2
C˜3ν(1 + ||a| − |b||).
On termine la preuve en choisissant C˘A = 12 min(C˜1, C˜2, C˜3). 
Ve´rifions maintenant la seconde condition de Melnikov. Rappelons que n =
Card(A).
Lemme 4.8. BUG Pour δ = ν , δ0 ≤ δ, τ = 13 et ι = n + 32 + 23γ , la deuxie`me
condition de Melnikov est ve´rifie´e.
Preuve. Soient γ > 0 petit et N ≥ 0. Si N ≤ ν−γ , alors, d’apre`s le Lemme 4.5, la
deuxie`me condition de Melnikov est ve´rifie´e pour tout ρ ∈ D. Si N > ν−γ , alors
d’apre`s le Lemme 4.5 pour |k| ≤ ν−γ la deuxie`me condition de Melnikov est ve´rifie´e
pour tout ρ ∈ D. Supposons a` pre´sent que |k| > ν−γ , alors d’apre`s le Lemme 4.6 il
existe un vecteur unitaire zk tel que :
|〈∂ρ(k · Ω′(ρ) + Λa(ρ)− Λb(ρ)), zk〉| ≥ ν.
Pour 0 < κ < ν, posons
J(k, a, b) = {ρ ∈ D | |Ω′(ρ) · k + Λa(ρ)− Λb(ρ)| < κ}.
On a
mes J(k, a, b) ≤ Cκν−1,
avec C une constante qui de´pend de la taille de D. Pour un entier relatif p et k ∈ Zn,
on pose
W (k, p) = {ρ ∈ D | |Ω′ · k + p| < 5κ1/3},
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on a alors d’apre`s (i) du Lemme 4.6
mesW (k, p) ≤ Cκ1/3ν−1,
avec C est une constante qui de´pend de la taille de D. Posons
W = {ρ ∈ D | |Ω′ · k + p| < 5κ1/3}.
Remarquons que le fait que |Ω′ · k + p| < 5κ1/3 avec |k| < N , nous donne que
|p| ≤ C|k| < CN . Donc
mes (W ) ≤
∑
k∈Zn
|k|≤N
∑
p∈Z
|p|<CN
W (k, p) ≤ CNn+1κ1/3ν−1.
Pour a ∈ L, rappelons que Λa(ρ) = λa+νC(ρ)λ−1a . Pour ν petit et pour tout ρ ∈ D,
on a :
|Λa(ρ)− |a|| =
∣∣∣∣λa(ρ)− |a|+ νC(ρ)λa
∣∣∣∣ = ∣∣∣∣ mλa + |a| + ν C(ρ)λa
∣∣∣∣ ≤ 2|a| .
Si |a| > |b| > k−1/3, on a :
|Λa(ρ)− Λb(ρ)− (|a| − |b|)| ≤ 4|b| ≤ 4κ
1/3.
Pour tout ρ ∈ D \W et si |a| > |b| > κ−α on obtient :
|k ·Ω′(ρ) + Λa(ρ)− Λb(ρ)| ≥ |k ·Ω′(ρ) + (|a| − |b|)| − |Λa(ρ)− Λb(ρ)− (|a| − |b|)|
≥ 5κ1/3 − 4κ1/3 = κ1/3.
Il reste a` regarder les cas ou` |a| ≤ κ−1/3 ou |b| ≤ κ−1/3, et ou` il existe k ∈ Zn tel
que :
|k · Ω′(ρ) + Λa(ρ)− Λb(ρ)| < 1,
avec ν−γ < |k| < N . On obtient ainsi ||a| − |b|| ≤ CN . Posons :
Q =
{
(a, b) ∈ Z2 | min(|a|, |b|) ≤ κ−1/3 et ||a| − |b|| ≤ CN
}
.
On a :
Card (Q) ≤ CNκ−2/3.
Posons
D′ = D \ (W
⋃
|k|≤N
(a,b)∈Q
(J(k, a, b))).
Pour tout ρ ∈ D′ on a :
|k · Ω′(ρ) + Λa(ρ)− Λb(ρ)| ≥ κ.
De plus,
mes (D \ D′) ≤ mes (W ) +
∑
k∈Zn
|k|≤N
∑
(a,b)∈Q
mesJ(k, a, b)
≤ CNn+1κ1/3ν−1 + CNnNκ−2/3κν−1
≤ CNn+1(κν−1)1/3.
Or N > ν−γ . Ce qui donne
mes (D \ D′) ≤ CNn+1+2/3γν−2/3(κν−1)1/3.
A pre´sent il reste a` montrer que pour tout ρ ∈ D′ on a :
|Ω′(ρ) · k + Λa(ρ)− Λb(ρ)| ≥ κ(1 + |a| − |b||).
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E´tablissons cette estimation suivant l’ordre de grandeur de la diffe´rence de ||a|−|b||.
Supposons en premier lieu que ||a| − |b|| ≥ 16|Ω′ · k|. On obtient, en utilisant la
deuxie`me condition de se´paration du Lemme 4.2, que :
|Ω′(ρ) · k + Λa(ρ)− Λb(ρ)| ≥ |Λa − Λb| − |Ω′ · k|
≥ 1
16
||a| − |b|| ≥ 1
32
(1 + ||a| − |b||)
≥ κ(1 + ||a| − |b||),
pour 0 ≤ κ ≤ 132 et tout ρ ∈ D.
Supposons, dans un deuxie`me temps, que ||a|− |b|| < 16|Ω′ ·k| < 16CAN . Alors,
pour tout ρ ∈ D′, 0 < |k| < N et a,b ∈ L avec |a| 6= |b|, on a :
|Ω′ · k + Λa − Λb| ≥ κ
1 + 16CAN
(1 + |a| − |b|)
≥ κ˜(1 + |a| − |b|),
avec
mes (D \ D′) ≤ CNn+3/2+2/3γ
(
κ˜ν−7/5
)1/2
.

Ce qui termine la ve´rification des hypothe`ses faites sur les fre´quences.
4.2.2. Application du The´ore`me 4.1. En vertu des lemmes 4.2-4.8, les conditions de
se´paration, de non re´sonance et la deuxie`me condition de Melnikov sont ve´rifie´es
pour δ = ν et δ0 ≤ δ. D’apre`s le The´ore`me 3.7, on a pour 0 < µ ≤ 1 :
(4.8) JfT K
α,1/2,κ
σ
2 ,
µ
2 ,D
≤ 2Cν3/2.
De plus, on a :
JfKα,γ,κσ,µ,D = O
((
JfT K
α,1/2,κ
σ
2 ,
µ
2 ,D
)3/2)
.
Or, pour appliquer le The´ore`me 4.1, il faut que :
JfKα,γ,κσ,µ,D ≪ δ = ν7/5
et
JfKα,γ,κσ,µ,D = O
((
JfT K
α,1/2,κ
σ
2 ,
µ
2 ,D
)τ)
, avec τ ∈ ]0, 1[ .
Ces deux dernie`res conditions sont bien ve´rifie´es. On peut donc appliquer le The´o-
re`me 4.1.
5. Preuve du The´ore`me 1.3
A pre´sent, on a tous les outils ne´cessaires pour de´montrer le The´ore`me 1.3. Pour
m ∈ U et ρ ∈ (D \ D′), on pose :
Πρ = Ψρ ◦ Φρ = τ ◦ χρ ◦Υ ◦ Φρ,
avec
— τ est le changement de variable de Birkhoff construit dans la Proposition 3.15.
— χρ est le res-caling construit dans 3.17 ;
— Υ est le passage vers les variables re´elles ;
— Φρ est le changement de variable construit dans le the´ore`me KAM 4.1.
On a donc que Πρ est un changement de variable symplectique re´el holomorphe
Πρ : Oα
(σ
4
,
µ
4
)
→ Tρ(ν, σ, µ, α),
qui transforme l’hamiltonien perturbe´ (1.5) en :
H ◦Πρ = ω′(ρ) · r + 1
2
〈ζ, A(ρ)ζ〉 + f˜(θ, r, ζ; ρ).
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ou` A : L × L → M2×2(R) est une matrice infinie dans Mβ re´elle syme´trique
diagonale par bloc c’est-a`-dire A
[b]
[a] = 0 si [a] 6= [b]. De plus ∂r f˜ = ∂ζ f˜ = ∂2ζζ f˜ = 0
pour r = ζ = 0. D’apre`s (3.24) et (4.7), les fre´quences internes sont donne´es par :
ω′ = ω + νMρ+O(ν3/2).
Pour ce qui suit on pose I = νρ et D = [ν, 2ν]n. Ainsi, pour m ∈ U , il existe un
Bore´lien D′ ⊂ [ν, 2ν]n tel que :
mes ([ν, 2ν]
n \ D′) ≤ νγ+n,
avec γ strictement positif et de´pendant de n. Pour X = (θ, r, ζ), on note [X ]α =( ∑
a∈A
|rae2iθa |
)1/2
+‖ζ‖α. SoitX ∈ Tn×{I}×{0}. Alors χρ◦Υ(X) ∈ Tρ(ν, [X ]α, α),
et on a :
distα(χρ ◦Υ(X), X) ≤ 2ν1/2[X ]α ≤ 4ν3/2.
Graˆce a` (3.8), on obtient
distα(τ ◦ χρ ◦Υ(X), X) ≤ ν3/2 + distα(χρ ◦Υ(X), X) ≤ 5ν3/2.
Il s’ensuit, graˆce a` (4.6) et (4.8), que
distα(Πρ(X), X) ≤ Cν4/5,
avec C une constante absolue. Pour m ∈ ([1, 2] \ U) et I ∈ D′ posons(θ˜, I˜ , ζ˜) =
Π−1(X) ; et soit :
u
(
θ˜, I˜, x
)
=
∑
a∈A
√
I˜a
e−iθ˜aϕa(x) + eiθaϕ−a(x)√
2ω′1/4
.
Alors la fonction
t 7→ u(θ˜ + tω′, I˜, x)
est solution quasi-pe´riodique de l’e´quation des ondes (1.1). Posons ζI,θ = (ξI,θ, ηI,θ)
avec
(ξI,θ)a =
√
Iae
iθa , (ηI,θ)a =
√
Iae
−iθa , si a ∈ A,
(ξI,θ)s = (ηI,θ)s = 0, si s ∈ L.
On a alors :
sup
θ0∈Tn
‖ u(θ0, I, .)− uI,m(θ0, .) ‖Hα≤ ‖Πρ(X)− ζI,θ‖α ≤ Cν4/5.
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