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Let .d denote a finite sequence of integers and put &d = {a E d: a E O(d)}. Let 9 
denote a set of distinct primes and write ~P(z)=n~<~,~~~ p, z>2. Assume that 
there exists a convenient approximation X to IdI and a nonnegative, mul- 
tiplicative, arithmetic function o(d) on the divisors d of 9(z), such that the remain- 
der R, := l&d1 - (w(d)/d)X are small on average over all divisors d of P(z) that are 
less than a certain number y. Jurkat and Richert introduced the well-known 
functions f(u) and F(U) to show that under the linear sieve condition 
,JJ-y) -logr( loga), 2GviM’, 
-‘<log ,+A (1) 
the upper and lower sieve bounds 
S(.d,9,;):= 1 12x n ( > 
,-w(p) 
P Lit d.(a..Y(r,l= I p < :.p t F 
F(u)+  x f(u) - H ,<.,:,?,:, ‘Rd’. i I (2) 
where u = log y/log z, y>z> 2 and H= O((log X)-‘1’4). Iwaniec was the first 
who made the dependence of H on A explicit by proving (2) with 
H = O(efi e-“(log y) “‘). Richert improved this by 
H=O(A8e~“(logz)-‘/3). (3) 
The main result of this paper is that (2) is valid with H= 
O((A log A)‘3’3(log z)-]‘~), if u is bounded. Sieving polynomial sequences, the 
natural condition instead of (1) is the well-known condition Q,(l, A*) in the 
notation of Halberstam and Richert about sieve methods. 
A simple calculation shows, that Richerts’ result (3) could be replaced by 
H=O(e ~Az/~O%2 e-“(,og ;)- l/3), (4) 
With the method of this paper, (4) can be improved by H = Oz(erA2(log z)-‘i3) in 
the case where u is bounded. 
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In the second part of the paper, the results are applied to the sieving of 
polynomial sequences and two examples are given, where the error terms are 
explicit in the discriminant of the corresponding polynomial. 6 1986 Academic Press, 
Inc. 
1. INTRODUCTION AND STATEMENT OF THE RESULTS 
As usual, let d denote a finite sequence of integers and put 
dd= {a~ d: a = O(d)}. Let 9 denote a set of distinct primes and write 
P(z) = n pcr.pE i?p p, z 2 2. Sieving the sequence d by a sieve means to 
eliminate all elements from d which are divisible by a prime p E 9, p < z. A 
basic problem, therefore, is to estimate the sifting function 
S(d, 9, z) = 1 1 = 1 /44l4l (1.1) 
ossd dlY'(z) 
(u.B(z)) = 1 
under certain conditions on d and 9’. 
We assume that there exists a convenient approximation X to Id] and a 
nonnegative, multiplicative, arithmetic function o(d) on the divisors d of 
9(z), such that the remainder Rd := l&d1 - (o(d)/d)X are small, on 
average, over all divisors d on P(z), being less than a certain number y. 
For convenience we put w(p)=0 if ~$9 and set V(z) = 
nP < I ( 1 - o( p)/p). As a natural condition we require that o( p)/p < 1. 
Jurkat and Richert [7] introduced the well-known functions f(u) and 
F(u) to show under further conditions on o(p) the upper and lower 
bounds 
S(d,~, z) < xf’-(z){&) + H} + c l&l (1.2) 
d<?, 
dlb(:) 
and 
St&, 9, Z) 3 XV(Z){f(+ H} - 1 I&l, (1.3) 
d>.v 
dlB(:) 
where 
1% Y 
u=logz’ 
yBzb2 
and 
(1.4) 
H = 0( (log X) - “14) (cf. [ 3, Theorem 8.41). 
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These estimates are, in a certain sense, best possible, because there exist 
examples, for which (1.2) and (1.3) respectively hold with equality; i.e., the 
main terms XV(z) F(u) and XV(z)f(tO cannot be improved. 
What could be done is, apart from replacing the sum over the remain- 
ders by bilinear forms (cf. [6]), to weaken the conditions on w(p) and to 
make the dependence on H from these conditions explicit. Under the 
assumption that w(p) is at most 1, on average, in the sense that there exists 
a positive number A 2 2 such that 
Iwaniec [S] proved that (1.2) and (1.3) hold true with 
H=,J;i,~ u log u + u log log 3u + O’U’(log y) ~ l/3, 
In an unpublished manuscript Richert [ 111 simplified the proof of Iwaniec 
and improved the dependence on A by 
H= O(A8em”(logz))‘/3), 
where the U-constant is an absolute value. 
The aim of this paper is to concentrate on the case where u is bounded, 
to weaken the condition (Q,), and to improve the dependence on A. 
THEOREM 1. Let a b 2; then, under the assumption 
(Q,): There exists a constant A > 2, such that 
V(u) p w 1 I A 
( > V(w) logu log v 
if a< o< w, 
(1.2) and 1.3) hold true with 
1 
H=O, - A4+‘(log A)‘+“(logz)~ X 
V(a) i 
, o<ccxd+ (1.5) 
If log z > KA log A for some constant K depending at most on a, ( 1.2) and 
(1.3) are even valid with 
1 
H= - Ae “(log z))‘, 
V(a) 
O<a<f. 
Remarks. In the first part of the proof we use the fundamental identity 
of Halberstam and Richert [2,4]; the second part is, apart from introduc- 
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ing the condition (Q,) instead of (a,), closely related to Richert’s 
unpublished manuscript [ 111. 
The constant 4 may be replaced by any constant ~1~ for which 
-I 3”0+ e4 1 03 ep’taodt< 1 > f.e. CQ, = 0.36. 
3 
With the further conditions on o(p): 
(Q, ): There exists a constant A I > 2, such that 0 ,< w( p)/p d 1 - l/A,, 
it follows immediately that l/V(a) <A”-‘. Sieving polynomial sequences, 
the natural condition instead of (Q,) is the following (cf. [3]): 
(Q,,U): There exists a constant A, > 2, such that 
W(P) 
c P 
-logp<log$+Az if a<v<w. 
0 < p < W’ 
This condition together with (a,) implies (a,) (cf. [3, Lemma 2.31). 
In order to hold the A,-dependence on A small we introduce the rather 
weak condition 
THEOREM 2. (Sz,), (a,), (In,,) imply (Sz,) with A= (A,+A,A,) 
,la,+AnAl)llogu 
This theorem shows the advantage of replacing (Sz,) by (a,) for some 
a > 2. Choosing log a great keeps the A,-dependence on A and, therefore 
on H small. A direct consequence of Theorem 1 and 2 is the following: 
THEOREM 3. Let the conditions (Q,), (Sz,), and (a,,,) be satisfied. Then 
(1.2) and (1.3) are valid with 
As applications of Theorem 3 to the sieving of polynomial sequences we 
consider Theorem 5.4 and 5.9 in the book of Halberstam and Richert [3], 
and make the error terms explicit in the discriminant A of the 
corresponding polynomial. 
THEOREM 4. Let f(m) ( #m) be an irreducible polynomial of degree n 
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and discriminant A with integral coefficients and positive leading coefficient. 
Let p,(p) be the number of incongruent solutions modp of the congruence 
f(m) = O(p) and suppose that p,(p) < p for all p. Then for 1 < y 6 X, 
ljm:x-y<mdx, f(m)=p}i 
THEOREM 5. Let f(m) and p,(p) be as in Theorem 3 and suppose further 
that 
P.AP)< P- 1 if PlfW). 
Let k, 1 be integers and x a real number, such that with some constant B 
1 6k6(logx)r’, (k, 1) = 1. 
Then for x 2 3, 
I{p: p<x, p-l(k),f(p)=p’}l 
X 
= ( 
1 -PjtPW 
n p-1 -y 
* <PPZO 
P-2 > ~<p,kP-2@(k)~‘%2x 
In the case n = 1, the remainder term is independent of A. 
For the proof of the corresponding theorems in [3], Halberstam and 
Richert needed the following: 
Pt( PI 
= P 
- log p = log ; + O,,,( 1) if 2 d v < u’. (1.7) 
c<p<n 
This old result of Nagell [lo] implies (CL?*,,) with A, = O,,‘,( 1). An explicit 
result in A is given by 
THEOREM 6. Let f(x) and pr(p) be as above. Then for n 2 2, 
c P,(P) ,logpQlog%+O,(log3lAl loglog3)Al) $~<v<w. (1.8) 
r’<“<cl\ 
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Since p,(p) < n, (1.8) is even valid for n = 1 with an absolute O-constant. 
The proofs of Theorems 4 and 5 are direct consequences of Theorem 3 if in 
[3] (1.7) is replaced by (1.8). 
2. PROOF OF THEOREM 1 
We start with some necessary basic notations (cf. [2]). For IZ > 1 let p(n) 
denote the least, and q(n) the largest, prime factor of n. Define p( 1) = co 
and q( 1) = 1. Let x(.) be a function defined on the set of all positive integer 
divisors of 9(z) and require that x( 1) = 1. Define 
0 if n=l, 
i(n) = 
x +j -x(n) 
L-J 
if n> 1, nip(z). 
(2.1) 
LEMMA 2.1 (Fundamental identity, cf. [2,4]). Let h(.) be any arith- 
metic ,function. Then 
& p(d) h(d) = c Ad) X(d) h(d) 
, . dlb(=) 
+ m,;, , Am) x(m) 1 144 h(m4. dl@(p(m)) 
Proof Let d= p, pz”. pr, p, > ... > pr. Then 
Multiplying both sides by p(d) h(d) and summing over all divisors d of 
P(z) gives the desired result. 
Suppose now that x+ (.) and x-(.) are choices of 1 such that 
I*(m) x+(m) d 0 and Am)X-(m)dO for every mlP(z). (2.2) 
Then from (1.1) and the fundamental identity with h(d) = Iddl, 
~,~=I~(d)~-(d)l-cY’dl~s(~,~,;)~ 1 p(d)x+(d)l4[. (2.3) 
lijP(;) 
Now replace IS& by (o(d)/d)X+ R, and apply Lemma2.1 with 
h(d)=o(d)/d in the two sums in (2.3). Then this leads to 
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+ c rdd)x+(d)& dl+Y;) (2.4) 
and 
SC&, 9, z) > XV(z) - X c o(d) dlB(:) 
Ad) i--(d) d Up(d)) 
+ ,,;( (2.5) i ) A4 x - (4 Rd. 
Next we choose as special weights I* the Rosser-Iwaniec weights of the 
linear sieve (cf. [S]) defined as follows: For 1 <n=p,...p,,p,> ... >p,, 
let 
so that by (2.1), 
where 
and 
x’(n)= n ?+(Pl... Pr) 
I</<r 
(2.6) 
(2.7) 
if p(m)=1 orifp(m)= -1 and p2(m)m<y, 
otherwise; (2.8) 
if p(m) = -1 or if h(m) = 1 and p’(m) < y, 
otherwise. (2.9) 
Obviously these weights satisfy (2.2). Note that x’(n) = 1 implies that 
n < y. Inserting (2.6)-(2.9) in (2.4) and (2.5) leads to 
<x f s!,; “(u)+ c I&L 0=1,2 (2.10) 
r=l d<) 
dlB(z) 
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where 
y:(u) = c O(P, . ..Pzr-1) V(P2,h1) (2.11) 
p2,-,< ‘.’ <p,<: Pl ... PZr-I 
p5,-,p2,-2...pt<yj=l,..., r -1  
P:,m,P2r-2...P13> 
S,(u) = c 4P, ‘. . Pa) (2.12) 
p2r < < p, < : 
p, . . p*r W2r). 
p;,p+,... p~<y,j= I .._., r -  I 
3  
P2,P2rm1”‘PIa.+ 
The summation condition in (2.11) and (2.12) imply that (cf. (1.4)) 
S&(u)=0 
151 
for u>2r+2-- 
2 ’ 
r> 1. (2.13) 
Define as in [ 5 ] 
If1 
for 24>2-- 
2 ’ 
R> 1. (2.14) 
Then we have-the following recurrence formula 
KY’3) - l/(z), 
q(u) = o L 
1 dUd3, 
Mb 3, 
(2.15) 
T&(4 = Tiy4 + T&,(3), l<u<3,R>l, (2.16) 
u>2+ $Ral. (2.17) 
We try to approximate S:=(u) and T&(U) by functions 4’(u) and @g(u), 
respectively. Define 
3 
(j;(u)= ii- lT 
I 
0, 
6(U)=;&+(3), 
1+1 
2422+--, 
(2.18) 
2 t-2 1, 
Ml!24 2 2 
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@S(u)= i 4’(u), u32- 
1+1 
--, Rbl. 
r=l 2 
Note that the functions d’(u) are non-negative and continuous and that 
1+1 
$d’(u)=O for u>2r+2-z, 3 2 
-- 1 
’ 
l<u<3, 
@T(u)= I u (2.19) 
0 Mb 3, 
16u<3,R>l, (2.20) 
@ft+w),2 @,$(t- 1) dt, ua2+ (2.21) 
Next we shall prove by induction that 
@R’(u) < 18e-“, 
1*1 
u32--, 
2 
R> 1, (2.22;) 
@R+(3) 66ep2, R> 1. (2.23,) 
Proof: Both (2.22:) and (2.23,) are direct consequences of (2.19). By 
(2.21), (2.22:) yields 
@i(u)<fi me1-~‘dt618e-” i for 2424. 2.4 u 
(2.23,) implies by (2.20), 
@R+(u)G3- 1 +geM2 for 16 u 6 3. 
U 24 
Hence by (2.21) it follows for 2 d u d 4 that 
i.e., (2.22,) for 2< u<4. 
Next we assume (2.22; ). Then by (2.21), 
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For u > 3 this implies (2.22,++ ,), and, for u = 3, (2.23,+ r). By (2.20) and 
(2.23.+ ,), 
3 18 
@jR++,(u)<-- 1 +-e-2< 18e-” 
u 24 for 16 ud 3, 
i.e., (2.22,++ r) for 1 < u < 3. Q.E.D. 
The functions @f(u) are non-negative and non-decreasing in R so that 
(2.22) proves the existence of 
Q’(u) = FTrn @f(u), u>2-(1 f 1)/2. (2.24) 
By (2.20) and (2.22) we have 
@s(u) < G’(u) < 18e-“, 2422-(l) 1)/2, R2 1, (2.25) 
@++1+;0+(3), l<u<3; (2.26) 
and by (2.18) and uniform convergence it follows from (2.21) that 
@*(u)=;J1; @‘(t-l)& 
1+1 
u>2+---. 
2 (2.27) 
Now we are in a position to estimate T&(U). First of all, by (2.11), 
(2.13), and (2.14), since V(z) < 1, we have for any < 2 1, 
<,2-un~p2;(, 1 Y)“. 
. p-z: 
Since S,;=(U) = 0 for u 2 2r + 2 we obtain the same estimate for T&U). This 
implies for any 5 > 1 and CL > 0, 
T&(U) < 
V(z) 
~Uogz)-“exp 
( 
< C y+logz 
p-z&- 
+czloglogz+(2-u)log~ . j (2.28) 
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By choosing 5 = e we obtain for z <a, 
(2.29) 
In the other case, using .X < log( l/( 1 -x)) for 0 <Y < 1, we find that 
c W(P) 
Ll<p-C= 
p< c log 
u<p<z ( 
1 
1 - (dP)/P)) > 
V(a) =log- 
V(z)’ 
Inserting this in (2.28) and applying (8,) gives for z > a 
V(z) T&(u) <- V(a) (log z)-” exp((i’ + 1 + a) log log z 
+ (5 + 1) log 3A + (2 - u) log 4). (2.30) 
Put 
log z0 = KA log A (2.31) 
with sufficiently large K. Then (2.30) implies for log a <log z <log z,,, by 
choosing 5 = 1, 
G&4 &v(a) ‘(‘) (logz))” A4+“(log A)‘+” (2.32) 
and for log z 2 log zo, u b 2(e2 + 2) log log z, by choosing r = e2 and ~1~ 1, 
T&(u) 6 
V(z 1 yo(logz)-‘r-~“~. (2.33) 
In the remaining cases, i.e. (cf. (2.31)), 
1ogzBKAlogA and U<U ] := 2(e” + 2) log log z, 
K sufficiently large, (2.34) 
we prove by induction (cf. (2.24)) 
--u 
T,&(u)< V(z) @‘(~)+A*&-J , A*= &. (2.35,‘) 
As a consequence of (a,) we need for the proof of (2.35) 
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LEMMA 2.2. Let a < z, <z and B(x) be a positive, continuous, and 
increasing function in the interval zI < p < z. Then under (Q2,) 
c 2AB(z) 
r,<p<z 
$$$+$B(p)<j;~dx+--. 
log z, 
This is Lemma 21 in [S]. In order to apply (52,) and Lemma 2.2 we 
choose K= K(a) such that 
u,>4 and hlog y>ilogz>loga. (2.36) 
By (2.15), T;Ju)=O for u>3 and for l<:ug3 we obtain by (51,) and 
(2.20) 
T;t;(4 G V(z) 3-J+- 9A lA log z 
, (2.37) 
which proves (2.35:) by (2.34) for K large enough. 
Now assume (2.35; ) and put 
Replace y in (2.35s ) by y/p and z by p. Then, by (2.17) for 
u>2+(1f1)/2, 
(2.38) 
BY (2.271, Q, ‘F (log y/log p - 1) is increasing in p and so is 
e’ -~~gYl~~gP/(log p)l +a* Since, by (2.36), z, > a, Lemma 2.2 is applicable 
and leads to 
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xlogz D ( = @‘(logy/logx- l)+A* ,lP’ogL,“og.r d-r ZI x log2 Y > xlogx)*+* . 
+2AZ.4, @'(u-l)+A* e'-' 
log Y ( log z (log z)lfa )I . 
Estimating G+ ( 1 + I )/*,;, (ur) by (2.33) and @+(u- 1) by (2.25) and sub- 
stituting in the integral t = log y/log x gives, in view of (2.34), 
(2.39) 
where the O-constants are absolute and in particular independent of A and 
K. By partial integration 
e’+” m 
-s 
c((tl- 1) cL(G(- l)(LY--2) 
Ul+E eC’t’dtde 1 +c*+T+ u 2.4 ( 24 u u3 > 
<1-3.10P3 for 2.4 3 3, 0.6 f. 
Hence, for sufficiently large K, (2.39) gives in view of (2.27), 
T' R+(lf,),2,.-(U)~V(Z)~~(U)+(l-10-3)~ log* "A*e-" for u > 3, L 
(2.40) 
i.e. (2.352 ) for u 2 1 implies (2.35, ) for u > 3 and (2.35; ) for u > 2 implies . . 
(2.35,f+, ) for 24 > 3. 
Next we prove that (2.352 ) for u 3 1 also implies (2.35, ) for 2<ud3. 
By (2.16), (2.37), and (2.35:) for u = 3 
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i.e., by (2.26) 
147 
r;,,($$-l)Qv(z)jb+ (g-1)+$+%} 
Now we return to (2.38) and use this by splitting up the sum there. Thus 
for 2 d 24 < 4, 
G TR.;,h) + V(z) 1% z c O(P) v(P)logP~+(logY/logP-l) 
Z,QP<Z PW) logz 1% P 
e 1 - log Y/h P 
(lois P)‘+” 
The first two terms on the right of (2.41) are as in (2.39): 
< V(z) Q-(u) + 
and similarly the next term is, by Lemma 2.2, (Q,) and (2.34) 
The application of (52,) and Lemma 2.2 is justilied, since by 
Y j/4 > “U1 > a. The last term in (2.41) is estimated trivially, 
Buc&&Ys identity [ 3, Lemma 7.11 
(2.41) 
(2.42) 
(2.43) 
(2.36) 
using 
c 4P) UP) VY”“) 1 --=-- ?,I/4 <pi; P V(z) V(z) 
and (Q,), by 
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6 V(=) 
36A -+A*$$}{;(1 +$)-I] 
log J’ 
<-$+*e-“{y(;- 1) 
++O(~~)+O((KA)~““)}. (2.44) 
By partial integration 
e ‘fu ,m 
-s e-‘t”dt+eup3 ul+Z 
4 (y(s) 
G~(~)a(5+~-u)6~ for 2<u<4. 
This combined with (2.41), (2.42), (2.43), and (2.44) proves (2.35,) for 
2 < u < 3 by choosing K large enough. 
It remains to prove (2.35 R++ ,) for 1 <u< 3. By (2.16), (2.37), and (2.40) 
for u = 3 and (2.26) 
T,++ I.;(U) = T;tz(u) + TR++ ,,;(3) 
9A 
L+@+(3)+- 
3 
u log z 
+A*(l-10-3)V(Z)e 
log” z 
< V(z) Q+(u) + A* (1- 10-3)eUp3+ 9e” 
(log 2)’ -3 
This proves (2.35 R++]) for 1 Qu<3. 
By (2.10) and (2.14) our results (2.29) (2.32), (2.33), and (2.35) imply 
that 
s(~,s,z)~XV(Z)(l+~+(U)+H)+ ,y (&I 
d<> 
dl9(Z) 
S(d,~,z)~XV(z)(l-P(u)-H)- c lRdl 
d < .I’ 
dlb(:) 
(2.45) 
for some H satisfying (1.5) and (1.6). 
It remains to deal with the functions Q*(u). Put 
~(u)=u(@+(u)+@-(u)) for 2432. (2.46) 
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By (2.26) 
and by (2.27) 
CD’(u)= c/u- 1 for l<uQ3 
149 
(2.47) 
u@qu)=2@q2)-j” @‘(t- 1) dt 
2 
= -Clog(u- l)+u-2, 2du<4. (2.48) 
Thus by (2.46) 
~(u)=2@~(2)-2+c-clog(u-1), 2<u<3 (2.49) 
and by (2.27) 
a’(u) = - -&- 11, ub 3, 
so that in view of (2.25) 
(u-l)O(u)qP, a(t)& 24>3. 
and with partial integration this yields by (2.49) 
j3(f--l)~‘(f)df=(r-l)o(r)~3-~3~(r)df=2-2~-(2)-C.(2.50) 
2 2 2 
On the other hand, by (2.49) 
s 3 (t- l)d(t)dr= -c. (2.51) 2 
Comparing (2.50) and (2.51) implies that @- (2) = 1, so that we may put 
W(u)= 1 for l<u<2. (2.52) 
Next we consider 
w(u)=(1/c)(2+@+(u)-@-(u)), 242 1. 
By (2.27), (2.47), (2.48), and (2.52) 
(uw(u))‘= w(u- l), u32 
w(u) = l/u, 1 Qu<2. 
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De Bruijn proved for this function (cf. [3, p. 2251) 
w(co)=e i’. 
Since by (2.25) w( co) = 2/C, it now follows that 
C = 2ey. (2.53) 
Define 
F(‘(u)=l+@+(u), f(u)= 1 -P(U), 242 1. (2.54) 
Then by (2.47), (2.52), and (2.53) 
F(u) = 2eY/u, f(u)=& lGud2, (2.55) 
and by (2.47), (2.52), and (2.27) 
(qu))'=f(u- 11, (uf(u))'=Qu- I), u 3 2. (2.56) 
Thus F(U) and f(u) are the well-known functions of the linear sieve. 
Theorem 1 is now a direct consequence of (2.45), (2.54), (2.55), and (2.56). 
3. PRWF OF THEOREM 2 
By (Q2,,) we have (cf. [3, Lemma 2.31) 
W(P) C p-logz<& for a<v<w. 
v<p<n 
This together with (Q2,) and (Sz,) gives for a 6 v < w, 
V(u) log v -- 
V(w) log w 
61+ A2~~~A1 exp (A2~gA~A’), 
which proves Theorem 2. 
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4. PRWF OF THEOREM 6 
First of all we need some basic definitions of algebraic number theory 
(cf. [9]). Let g(x) = X” + a, _ , Y-i + .’ * + a,, n > 2, be an irreducible 
polynomial of degree n and dis~riminant d with integral coe~cients and let 
0 be a root of g, i.e., g(e) = 0. By K = K(0) we denote the algebraic number 
field over Q of degree n induced by 8, i.e., the smallest number field con- 
taining both Cl! and 8. Let D be the discriminant of K(d). Then d = D, if 
1, e,..., 8”- ’ form an integral basis of K(B). Ideals in K(8) are denoted by ‘$.I 
and their norm by N’%; by 9 and NCP we always denote prime ideals and 
norms of prime ideals, respectively. The Dedekind zeta-function cx(s), 
s = 0 + it of K(O) is defined for CT > 1 by 
where ‘$I runs through all ideals of K and where F(m) is the number of 
ideals in K with Norm m. c,(s) can be continued analytically over the 
whole plane as a meromorphic function; its only pole being a simple pole 
at s= 1. 
For the proof of (1.7) Nagell [lo] started with the well-known formula 
of Landau [S], 
c 
log NP 
-=logx+O(l). 
Nl<x N9 
Since the O-constant may depend on the degree n and the discriminant D, 
we make at first the right-hand side of (4.1) explicit in D, As in the rational 
number field let 
9(x) = c log Ng 
and 
y!/(x) = 1 9(x”‘). 
By partial summation it follows immediately that 
Since we are only interested in an upper bound and since 9(x) d I&C) we 
can use the following version of the prime ideal theorem of Wiertelak: 
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LEMMA 4.1 [ 12, Lemma 91. Let E, = 1, if there exists a real simple zero 
fi, of i,(s) in the region 
(‘I 
~‘1-log(lnl(ltl+2)“)- 
--m<t<m, 
c, independent of n and D, and E, = 0, otherwise. Then there exists a 
numerical constant c2 > 0 such that 
c2 log x 
- 
max(&-&& log 2101) 0 ’ 
Lemma 4.1 implies that 
9(t)-t<ctlog2IDIexp 
c2 log t 
max(JG, log 2 IDI) > ’ 
Thus, 
if logw>logu>log3ID( loglog3IDI. (4.2) 
Now we are in a position to proceed like Nagell. Let vJ be the number of 
distinct prime ideals of degree f dividing the rational prime p, then 
obviously 
c 
log NP 
c 
1% P n -= 
The last sum may be estimated by O,( 1). For v; Dedekind proved in [ 1 ] 
that 
v;=&(P) if P /A/D, 
for the definition of p,(p) (cf. Theorem 4). Thus, 
log Ng 
‘,,,;<, NP +t,<~<,,,PP(P) 
1% P 
P +on(l)’ 
(4.3) 
Pl3/D 
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Since p,(p) 6 n and 
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c log P 
p > I) 
pdloglog3141, 
PI&/D 
(4.2) together with (4.3) imply that 
c 
VCP’ 
p,(p) 
P 
log &log;+ 
if log u 2 log 3 IAl log log 3 ldl. (4.4) 
If log w < log 3 /A/ log log 3 /A/, we estimate the sum in (4.4) trivially by 
P (PI 
c P 
LIogp<n x b3 P -~,log3~d~loglog3~Ll~. (4.5) 
t’ 6 p < M’ VSPpiW’ P 
Theorem 6 is now a direct consequence of (4.4) and (4.5) if the coefficient 
LI, of the polynomial is equal to 1. For the argument in the other case 
cf. [IO]. 
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