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We investigate theoretically the control of the ultrafast excited state dynamics of adenine in water by laser pulse trains, with
the aim to extend the excited state lifetime and to suppress nonradiative relaxation processes. For this purpose, we introduce the
combination of our field-induced surface hopping method (FISH) with the quantum mechanical-molecular mechanical (QM/MM)
technique for simulating the laser-driven dynamics in the condensed phase under explicit inclusion of the solvent environment.
Moreover, we employ parametric pulse shaping in the frequency domain in order to design simplified laser pulse trains allowing
to establish a direct link between the pulse parameters and the controlled dynamics. We construct pulse trains which achieve
a high excitation efficiency and at the same time keep a high excited state population for a significantly extended time period
compared to the uncontrolled dynamics. The control mechanism involves a sequential cycling of the population between the
lowest and higher excited states, thereby utilizing the properties of the corresponding potential energy surfaces to avoid conical
intersections and thus to suppress the nonradiative decay to the ground state. Our findings provide a means to increase the
fluorescence yield of molecules with an intrinsically very short excited state lifetime, which can lead to novel applications of
shaped laser fields in the context of biosensing.
1 Introduction
The ultrafast dynamics of molecules is characterized by the
interplay of light-induced excitations with the intrinsic nona-
diabatic (vibronic) coupling of electronic states that both lead
to time-dependent transitions between these states, ultimately
determining the course of various fundamental photochemical
processes. Stimulated by the progress in theory1–5, the exper-
imental laser pulse shaping technology developed within the
last decades6 has opened the route to actively manipulate var-
ious photochemical and photophysical processes on the time
scale of nuclear7–10 and electronic motion11–14 and to control
the outcome and yield of chemical reactions15–17. Such con-
trol is based on the optimization of the time, phase, frequency
and polarization of the laser fields which allows to coherently
drive the system and enhance the desired reaction product.
The most widely used control strategy relies on the iterative
optimization of the control field in the closed-loop learning
scheme utilizing the response of the molecular system as feed-
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back signal18. This method has been successfully applied to
control processes like molecular fragmentation19,20, ioniza-
tion21–23 or isomerization24. However, in this way complex
pulse forms are usually obtained and their interpretation is of-
ten far from being obvious. Therefore, solely experimental
optimal control pulses are not sufficient to provide the mech-
anism behind the control and input from theory is highly de-
sirable22,23,25. A particularly convenient strategy to achieve
more interpretable results and to disentangle competing con-
trol pathways consists in the construction of simplified shaped
laser pulses with only a small number of parameters which
can be varied26–28. In this way, the effect of individual pa-
rameters can be easily deduced and efficient control fields can
be obtained without performing a full iterative optimization
procedure.
The theoretical treatment of coupled electron-nuclear dy-
namics driven by complex shaped laser pulses requires effi-
cient methods for the propagation of nuclei as well as for the
electronic structure including ground and excited electronic
states. In this context, a particularly attractive approach which
is generally applicable also to complex systems is based on
the semiclassical molecular dynamics ”on the fly”, in which
the nuclear motion is described by classical trajectories and
the electronic structure is calculated using various quantum
chemical methods. For the field-free nonadiabatic dynamics
a variety of approaches has been devised, the most widely
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used being Tully’s surface hopping procedure29,30. In con-
trast, the inclusion of laser fields into the molecular dynamics
simulations has been only recently achieved in the framework
of our field-induced surface hopping method (FISH)31. This
approach has for the first time allowed to reveal the control
mechanism responsible for the optimal dynamic discrimina-
tion of two almost indistinguishable flavin chromophores25.
The particular advantage of the FISH method is that the ex-
perimentally shaped laser pulses can be directly applied in the
theoretical simulation and the control mechanism can be im-
mediately extracted. In addition, due to the classical treat-
ment of the nuclear motion fairly large systems can be treated
without the need to reduce the number of degrees of free-
dom as it is usually done in full quantum dynamics simula-
tions. Moreover, since the application of optimally shaped
pulses is particularly interesting in the context of the control
of chemical processes in the condensed phase32, the FISH
method combined with quantum mechanical/molecular me-
chanical (QM/MM)33–36 techniques offers a very attractive
possibility to treat the dynamics of such complex systems.
Therefore, in this contribution we introduce the combina-
tion of FISH with QM/MM for explicit treatment of the sol-
vent. Furthermore, the question can be raised if laser pulses
can be designed in order to manipulate the excited state dy-
namics in molecules that exhibit ultrafast nonradiative relax-
ation, such as DNA nucleobases. This has been motivated by
the idea to elongate the intrinsically very short excited state
lifetimes and thus to enable for example selective spectro-
scopic studies of excited states or even to invoke fluorescence.
As a prototype molecule, we have chosen the DNA base ade-
nine in water environment. The mechanism of the ultrafast ex-
cited state decay of adenine has been the subject of numerous
experimental and theoretical studies. In solution, the two tau-
tomeric forms 7H- and 9H-adenine are present, of which the
9H-form is the dominant one37. Time-resolved photoelectron
spectroscopy studies have shown that the excited state lifetime
of the 9H-tautomer in the gas phase after resonant excitation
to the bright ππ∗ states at 267 nm is about 750 fs38. However,
the lifetime is found to be strongly wavelength dependent,
reaching up to 9 ps for excitation at 277 nm39. Theoretical
studies based on nonadiabatic molecular dynamics using both
semiempirical40 and ab initio quantum chemical methods41
have revealed a two-step relaxation mechanism involving dif-
ferent conical intersections between the electronic states. The
initially excited bright state relaxes very rapidly to the lowest
excited state with a time constant of ∼ 20 fs, followed by the
relaxation to the ground state with a time constant of ∼ 550
fs.
In aqueous solution the time scales for nonradiative relax-
ation are considerably shorter. Experimental investigations
have obtained lifetimes for the dominant 9H-tautomer of 180
fs by transient absorption37, about 550 fs by time-resolved
fluorescence42 and <300 fs by photon echo experiments43.
Theoretical nonadiabatic dynamics simulations employing the
semiempirical OM2-multireference configuration interaction
method combined with the QM/MM approach have yielded a
lifetime of 410 fs44, whereas in the framework of the time-
dependent density functional tight-binding method, explicitly
including the water molecules in the first solvation shell, the
nonadiabatic relaxation proceeds within less than 200 fs45.
In the context of this ultrafast nonadiabatic relaxation, the
aim of the present paper is to explore to which extent the
excited state lifetimes of adenine can be affected using sim-
ple parameterized pulse trains, thus avoiding the need for full
closed-loop field optimization. This represents the first step
towards the manipulation of the excited state lifetimes of com-
plex systems with the ultimate goal to selectively induce the
fluorescence of DNA nucleobases.
The paper is structured as follows: In the Section 2, the
theoretical approach is outlined by a brief presentation of
the field-induced surface hopping method (FISH) as well as
its combination with the quantum mechanical/molecular me-
chanical (QM/MM) approach and the procedure for the design
of laser pulse trains. Subsequently, the computational details
are given in Section 3. The results of the nonadiabatic dy-
namics of solvated adenine driven by laser pulse trains are
presented in Section 4. Finally, conclusions and outlook are
given in Section 5.
2 Theoretical Approach
We present here the extension of our FISH method31 by com-
bining it with the quantum mechanical-molecular mechanical
(QM/MM) approach which allows to treat the laser driven dy-
namics in complex systems interacting with various types of
environments such as solvents, surfaces or proteins. Further-
more, we introduce here analytically parametrized laser pulse
trains which will be subsequently applied for the manipula-
tion of excited state dynamics of adenine in water. Although
in this contribution we apply only analytically parametrized
fields, we wish to emphasize that the combination of our ap-
proach with the optimal control theory is straightforward. We
first briefly review the FISH method, then outline its combi-
nation with QM/MM and finally describe the design of laser
pulse trains for the control of the excited state dynamics of
solvated adenine.
2.1 Field-induced surface hopping method (FISH)
The idea of the FISH method is to propagate independent
classical trajectories in a manifold of several electronic states
and to describe the population transfer between the electronic
states which arises both due to the coupling with the laser field
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as well as through nonadiabatic coupling by allowing the tra-
jectories to switch between the states. This is similar to Tully’s
surface hopping method29 which is however only suited to
describe field-free nonadiabatic transitions in molecular sys-
tems40,41,46–50.
The description of FISH simulations has been presented in
detail in Ref.31,51. Briefly, the following steps are needed:
First, initial conditions for an ensemble of trajectories have
to be generated. Second, along each trajectory which is
propagated in the framework of MD ”on the fly” the elec-
tronic degrees of freedom are propagated by solving the time-
dependent Schro¨dinger equation in the manifold of adiabatic
electronic states coupled by the laser field ~E(t) and by the










where ci(t) are the expansion coefficients of the electronic
wavefunction from which the density matrix elements can be
calculated as ρij = c∗i cj . Finally, the hopping probabilities
are determined in each nuclear time step from the change of







where the Θ functions are defined to be one for positive argu-
ments and zero otherwise. The hopping probabilities are used
in a stochastic process to decide if a state switch occurs. In
the absence of a laser field, the total energy of the system dur-
ing a state switch is conserved by rescaling the component of
the nuclear velocities in the direction of the nonadiabatic cou-
pling vector. If a laser field is present, energy exchange with
the molecular system can occur and thus no velocity rescal-
ing is applied. The electronic state population as a function
of time is finally obtained by averaging over the ensemble of
trajectories.
The above presented FISH method is suitable for the sim-
ulation and control of laser-induced processes25,31 as well as
for the simulation of spectroscopic observables such as time-
resolved photoelectron spectra51–53 or harmonic emission54.
2.2 Combination of FISH with the QM/MM approach
Here we present the combination of the FISH method with
QM/MM. This represents a general approach to perform nona-
diabatic dynamics simulations under direct influence of laser
fields for molecular systems interacting with their environ-
ment, thus extending our previous work on field-free QM/MM
nonadiabatic dynamics in the framework of time-dependent
density functional theory55. Due to the explicit inclusion of
the laser field, also complex pulse forms suitable for manipu-
lation and control of excited state dynamics can be employed.
The basic idea of the QM/MM approach relies on a partition
of the system in one part which is described fully quantum
mechanically (QM part), and another part (the environment),
for which a molecular mechanics treatment is sufficient (MM
part). The interaction of the QM and MM subsystems can be
accounted for by different approximations. In the mechani-
cal embedding scheme, which has been used in the present
contribution, only the steric repulsion between the QM and
MM parts is considered, while the electronic structure of the
QM system is not influenced by the MM part. In contrast,
the electrostatic embedding scheme employed in Ref.55 takes
into account the polarization of the QM wavefunction due to
the environment by including the point charges from the MM
part in the QM Hamiltonian. Since the electrostatic embed-
ding is significantly more time consuming in the context of
FISH simulations in which large number of control pulses are
used to drive the dynamics of an ensemble of trajectories, we
employ here the computationally more efficient mechanical
embedding scheme. Moreover, the comparison between the
mechanical and electrostatic embedding schemes on selected
trajectories gave very similar results, thus giving us the confi-
dence to use the mechanical embedding for large scale FISH
simulations. In the mechanical embedding, if both the QM
system (X) and the MM system (Y) are well described by
classical force fields, the effect of the steric repulsion between
both subsystems can be accounted for by the difference of the
MM energies of the combined system (X+Y) and the QM sys-
tem (X) alone. The total energy of the combined system can
then be written as
EQM/MM = EQM (X) +EMM (X + Y ) −EMM (X). (3)
The forces needed to perform molecular dynamics ”on the fly”
are obtained as the gradient of Eq. (3), and both the nonadi-
abatic couplings as well as the transition dipole moments are
calculated only for the QM part.
2.3 Design of pulse trains for control of excited state dy-
namics in solvated adenine
In order to perform the control of the excited state dynamics
we employ phase shaping by an analytical mask function in
the spectral domain. Specifically, the laser field parameterized
in the frequency domain as:









exp [iφ(ω)] , (4)
with amplitude E0, central frequency ω0, spectral width w1/2
and phase φ has been modulated employing a sinusoidal phase
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modulation
φ(ω) = a sin [τ(ω − ω0) + c] . (5)
This procedure provides complex pulse forms in the time do-
main whose features are dependent only on the choice of the
three parameters a, τ , and c and thus the control landscape
can be fully sampled without the need for iterative optimiza-
tion. In the time domain, the pulses defined by Eq. (4) consist
of a train of temporally separated subpulses. The phase modu-
lation parameters a, τ , and c determine the intensity variation
within a pulse train, the time separation of the subpulses and
the sine or cosine character of the modulation function, re-
spectively.
3 Computational Procedures
The equilibrated structure of the solvated 9H-adenine, which
is the dominant species present in water, has been obtained
by the following steps: First, adenine was placed into a cu-
bic water box of 49.2 A˚ side length, and classical force field
molecular dynamics with periodic boundary conditions us-
ing the TINKER package56 was performed over 20 ps at a
temperature of 300 K until the system was equilibrated. For
adenine, the OPLS-AA force field parameters57–61 were used,
while water was described by the TIP-3P parameters62. Sub-
sequently, a water sphere with a radius of 35 A˚ was cut around
the adenine molecule, and the system was further equilibrated
by performing a ground state QM/MM dynamics simulation
using the mechanical embedding scheme. The QM part con-
sisted of the adenine molecule, for which the semiempirical
OM2 method63,64 was employed. From the QM/MM trajec-
tory obtained this way, a number of 100 initial conditions
was finally generated by sampling at regular time intervals.
In order to obtain an almost ideal water sphere, the water
droplets of each structure were further truncated to a radius
of 20 A˚ . In this way, adenine was solvated by about 1400
water molecules.
The FISH-QM/MM simulations have then been performed
in the manifold of the ground and the three lowest excited
states. For this purpose, the OM2 method combined with the
GUGA multireference configuration interaction65,66 was em-
ployed in the framework of the MNDO program67, and all sin-
gle and double excitations out of the four most relevant con-
figurations of the considered electronic states were taken into
account. The nuclear trajectories were propagated by numeri-
cal solution of Newton’s equations of motion using the veloc-
ity Verlet algorithm68 with a time step of 0.25 fs. The total
propagation time depended on the applied laser field and was
chosen to be ∼ 1000 fs longer than the duration of the field.
Along each trajectory R(t), the time-dependent Schro¨dinger
equation (1) including the nonadiabatic coupling and the cou-
pling to the laser field was integrated using the Runge-Kutta
Fig. 1 Theoretical electronic absorption spectrum of adenine in a
water sphere for the ensemble of 100 initial conditions. The
individual transitions (black sticks) have been broadened by a
Lorentzian width of 5 nm (blue curve). For comparison, the
experimental absorption spectrum of Kohler et al. 37 is also shown
(red points).
procedure with a time step of 2.5 · 10−5 fs. The electronic
state coefficients obtained in this way were used to calculate
the hopping probabilities according to Eq. (2). If the aver-
age absolute value of the field within a nuclear time step was
lower than 10−6 a.u., the nuclear velocities were rescaled in
the direction of the nonadiabatic coupling vector in order to
assure energy conservation. For higher field strengths, en-
ergy exchange with the field was assumed and thus no velocity
rescaling was applied.
The laser fields employed in the simulations were parame-
terized in the frequency domain using a sinusoidal phase mod-
ulation as described in Section 2.3. In our simulations, we
have used 1024 discrete frequency values in the range between
4.33 eV (287 nm) and 4.98 eV (249 nm) around a central fre-
quency of 4.66 eV (266 nm). The Gaussian width w1/2 of
the spectral amplitude was 0.19 eV. For the phase modula-




π, 2π, τ = 20 fs, 40




π have been used,
giving 80 different pulse trains in total. The pulses in the
time domain are obtained by discrete Fourier transformation
as E(t) =
∑
n E(ωn) exp(iωnt). The unshaped pulse has
a duration of 50 fs (full width at half maximum of 20 fs),
whereas the durations of the pulse trains vary between 150
and 2000 fs depending on the pulse parameters. The maxi-
mum field amplitudes of the pulses correspond to intensities




Fig. 2 Upper panel: Unshaped fourier-limited laser pulse at 266 nm
for resonant excitation of adenine. Lower panel: Population
dynamics of solvated adenine induced by the unshaped laser pulse,
showing almost complete return to the ground state after 1000 fs.
4 Results and Discussion
In this section we present the results of the simulation of the
excited state dynamics of solvated adenine under the influence
of laser pulse trains obtained by the combination of FISH dy-
namics with the QM/MM approach as outlined in Section 3.
We demonstrate that the pulse trains can be designed such that
the course of the excited state dynamics is modified and the
residence time of adenine in the electronically excited states is
significantly extended.
The calculated electronic absorption spectrum of adenine
embedded in a water sphere of 20 A˚ radius is shown in Fig.
1 together with the experimental spectrum of Kohler et al.37.
The maximal absorption is located between 250 and 280 nm
for both the theoretical and the experimental spectrum, with a
slight red shift of the theoretical spectrum. As it has been dis-
cussed in the literature, the electronic structure of adenine in
this wavelength range is characterized by two bright states of
ππ∗ character (La and Lb) as well as by a low-lying dark nπ∗
state69–71. The exact ordering of these states has been found
to strongly depend on the used quantum chemical method as
well as on the actual structure for which the calculation is per-
formed40,72–74. Therefore, within an ensemble of initial condi-
tions necessary to simulate a temperature-broadened spectrum
a decisive state ordering cannot be given and is of minor im-
portance for the properties of the system.
Irradiation of solvated adenine by an ultrashort resonant
laser pulse of 266 nm wavelength leads to simultaneous ex-
citation of the three lowest excited states, as shown in Fig. 2.
This is followed by ultrafast population transfer to the S1 state
which takes place within ∼ 50 fs. The population of this state
Fig. 3 Time profile of the pulse trains constructed by sinusoidal
phase modulation φ(ω) = a sin(τ(ω − ω0)), employing values for
a between 0.5pi and 2pi and values for τ between 20 and 100 fs.
Fig. 4 Effect of the laser pulses shown in Fig. 3 on the excited state
dynamics in adenine as function of a and τ . a) Maximal population
of the S1 state after the end of the pulse train. b) Time duration in fs
until the S1 population drops below 30 % after the end of the pulse
train. High values are indicated by dark, low values by light grey
levels.
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Fig. 5 Upper panel: Efficient pulse train obtained by superposition
of the unshaped pulse and a pulse train with a = 2pi and τ = 80 fs.
Lower panel: Population dynamics induced by the laser pulse train
which keeps the excited state population above 40 % for 1000 fs.
reaches almost 60 % and subsequently decays to the ground
state with a time constant of 475 fs. This finding is compara-
ble to the theoretical and experimental results discussed in the
Introduction.
In order to investigate the influence of the shape of the laser
pulse on the dynamical processes in the excited states, we con-
structed a set of pulse trains starting from the Fourier-limited
Gaussian pulse in the frequency domain. For this purpose, the
phase modulation by a sine function (cf. Eq. (5)) was applied
and in total, 80 pulse trains have been generated by employ-
ing the parameter values given in Section 3. These pulse trains
differ in the time delay of their subpulses as well as in the in-
tensity pattern within the pulse train. For illustration, the time
profiles of the pulse trains with parameter c = 0 are shown in
Fig. 3. The QM/MM FISH dynamics has been performed em-
ploying all 80 pulses with an ensemble of 50 trajectories, and
the ability of the pulses to efficiently excite the adenine and
to keep population in excited states has been assessed. The
two-dimensional section out of the three-dimensional control
landscape for c = 0 is presented as a function of parameters a
and τ in Fig. 4. As a control target the maximal S1 population
is presented in Fig. 4a. The largest population transfer to the
S1 state is obtained for small values of a and τ . The associated
temporal pulse form is characterized by a short pulse duration
of ∼ 150 fs and overlapping subpulses (cf. Fig. 3), thus only
a small difference to an unshaped pulse is present. In order to
reveal the influence of the pulse parameters on the time inter-
val during which a significant population is kept in the excited
states, we present in Fig. 4b the time range in which the S1
populations is kept above a threshold of 30 %. The longest
time intervals are obtained for high values both of a and τ ,
which are not efficient for achieving a high population of the
Fig. 6 Distribution of Cremer-Pople parameters for dynamics
induced by the pulse train of Fig. 5 for the structures at final hops
from S1 to S0. The structures of the lowest-lying conical
intersections of adenine are shown on the right. The individual
structures are classified according to their similarity to the structure
of a conical intersection. Blue circles: close to 1S6/6S1, green
circles: close to 2E/E2, brown circles: structure not in the vicinity of
a conical intersection.
S1 state. In the corresponding pulse trains, the total pulse du-
ration amounts to 2 ps and the subpulses are well separated.
Moreover, the total pulse intensity is distributed over a larger
time interval, thus leading to lower field amplitudes for the in-
dividual subpulses (cf. Fig. 3). Very similar results are also
found for the other values of parameter c.
Based on these findings, a laser pulse has been constructed
with the aim to simultaneously achieve a high initial excita-
tion efficiency and to keep the population in excited states for
a sufficient time. For this purpose the original unshaped pulse
was superposed by the pulse train obtained with the parameter
values a = 2π, τ = 80 fs and c = 0. The temporal structure
of the resulting pulse beginning at t=0 fs is shown in Fig. 5.
The population dynamics induced by this pulse, also shown in
Fig. 5, is distinctly different to that due to the unshaped pulse
(cf. Fig. 2). Initial excitation to all three excited states by the
first intensive subpulse is followed by ultrafast decay of the
S2 and S3 population to the S1 within 50 fs. However, before
further relaxation to the ground state can occur, the next sub-
pulse leads to re-excitation from S1 to S2 and S3. In this way,
the population is cycled between the S1 and higher S2 and S3
states by a series of pump excitations followed by nonadia-
batic decay to the S1 state. These pump excitations induced
by the subpulses of the train serve to prevent the nonadiabatic
relaxation of the S1 state to the ground state which would nat-
urally occure without the control pulse. In this way the popu-
lation is kept in the excited states for about 1000 fs, which is
significantly longer than the intrinsic lifetime of 500 fs. The
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Fig. 7 Time-averaged distribution of hopping events from the S1 up
to the S2 and S3 states (b) and back (c) for the dynamics induced by
the pulse train of Fig. 5 (a). The subpulses of the train consistently
repopulate the higher S2 and S3 states and thus decrease the time
spent in S1 where the trajectories would quickly move towards a
conical intersection.
dynamical processes under the influence of the pulse train as
well as of the unshaped pulse are characterized by motions
involving the lowest-frequency modes in which distortions of
the ring system take place.
From the population dynamics shown in Fig. 5 it becomes
clear that after the pulse train has ceased, nonadiabatic relax-
ation to the ground state occurs within about 500 fs, which
is similar to the relaxation induced by an unshaped pulse (cf.
Fig. 2). After pulse has ceased, in most cases the ground state
is reached at a very small S1-S0 energy gap, indicating that the
transition happens in the vicinity of a conical intersection (CI).
The characterization of CIs in ring systems can be accom-
plished by classifying their structure according to the Cremer
Pople parameters75, which quantify the ring puckering for a
given CI. In the case of adenine, there are two doubly degen-
erate CIs relevant for the nonadiabatic dynamics40,41, which
are classified as 1S6/6S1 and 2E/E2 in the notation introduced
by Boeyens76. The 1S6/6S1 CI has the lowest energy (3.9 eV
above the ground state minimum), whereas the 2E/E2 CI lies
about 0.2 eV higher. As has been recently found by Thiel et
al., within the OM2 approach the nonadiabatic relaxation of
adenine to the ground state proceeds mostly in the vicinity of
the 1S6/6S1 CI44 both in the gas phase and in water. In order
to investigate how formed pulse trains influence the dynami-
cal pathways taken in the excited electronic states, the Cremer
Pople parameters for the final hops from S1 to S0 have been
determined for the trajectories driven by the pulse train of Fig.
5 and are shown in Fig. 6. Evidently, most of the trajecto-
ries hop in the vicinity of the 1S6/6S1 CIs, similar to the case
of field-free nonadiabatic dynamics while the contribution of
Fig. 8 Change of the energy gap between S0 and S1 state for all
time intervals when a trajectory resides in the states S1 (a), S2 (b) or
S3 (c) for the dynamics induced by the pulse train of Fig. 5. For the
S1 state the average value is negative (-0.7 eV), indicating
straightforward motion towards a conical intersection. In contrast,
the average value is slightly positive for the S2 (+0.02 eV) and S3
(+0.1 eV) states, which means that the trajectories depart from the
vicinity of conical intersections.
the 2E/E2 CI is negligible. The trajectories driven by the un-
shaped Gaussian pulse behave also similarly. Thus, the relax-
ation mechanism to the ground state is the same regardless if
the excitation is achieved using the unshaped Gaussian pulse
or a pulse train. However, the excited state population dynam-
ics while the pulses are acting is fundamentally different. As
discussed above, the dynamics induced by the pulse train is
characterized by a sequence of excitations and de-excitations
between the S1 state and the higher-lying S2 and S3 states.
This can be quantified by analyzing the hopping events be-
tween these states as a function of time as shown in Fig. 7.
The highest number of hops between the states coincides with
the presence of a subpulse. Immediately before a subpulse
acts, almost the complete excited state population resides in
S1 (cf. Fig. 5). Therefore, first the hops from there up to
S2/S3 occur and reach their maximal number shortly before
the highest field amplitude of the subpulse (cf. Fig. 7b). With
increasing occupation of S2 and S3, also hops back to S1 are
induced (cf. Fig. 7c). The maximal number of such events
is reached a short time after the field maxima. When the sub-
pulse ceases, the nonadiabatic coupling between the excited
states still invokes hops from S2 and S3 down to S1, leading to
rapid depopulation of these higher states (cf. Figs. 5 and 7c).
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In contrast to this behaviour, the unshaped pulse only once ex-
cites the molecules followed by a gradual relaxation from the
bright states to the S1 state, and further to the ground state (cf.
Fig. 2).
Therefore, in average, a trajectory driven by the pulse train
resides much longer in the higher excited states, which thus
influence significantly more the dynamics than in the case of
the unshaped pulse. Since the efficiency of the nonadiabatic
relaxation to the ground state is related to the ability to reach
a CI between the S1 and S0 states, the temporal change of the
S1-S0 energy gap can be used to monitor if a given trajectory
moves towards a CI or not. This analysis has been performed
for the trajectories driven by the pulse train for all time peri-
ods during which they resided in one of the excited states and
is shown in Fig. 8. It becomes evident that when a trajec-
tory is propagated in S1, in most cases the energy gap to the
ground state becomes smaller (in average, by -0.7 eV), indi-
cating that the dynamics is straightforwardly directed towards
a CI. In contrast, the dynamics in S2 and S3 can lead both to
an increase or to a decrease of the energy gap, with the ten-
dency towards the increase, as the average change is +0.02 eV
for S2 and +0.1 eV for S3. This means that reaching nuclear
configurations in the vicinity of an S0/S1 CI is the more im-
peded the longer a trajectory is propagated in S2 or S3 states,
and therefore the excited state lifetime can be elongated when
these states are occupied more frequently. To achieve this, it
is not necessary to continuously irradiate the system. Instead,
we have shown here that a pulse train with temporally well
separated weak features is sufficient to keep the population in
excited states. Thus the main effect of this pulse train is to
exploit the different shapes of the S2 and S3 potential energy
surfaces, thus hindering the direct approach to the CI geome-
tries, which helps prevent the decay to the ground state for a
longer time.
5 Conclusions
We have demonstrated how appropriately designed simple
laser pulse trains can be used to manipulate the excited state
dynamics of adenine in water to elongate the excited state life-
time. For this purpose, we have introduced the combination
of the FISH method with the QM/MM approach in order to
include the water environment in the laser driven dynamics
simulations. Utilizing analytical phase modulation in the fre-
quency domain with a limited set of parameters, we have con-
structed a pulse train which after initial excitation can keep
the excited states in adenine populated for a longer time. This
occurs by sequential re-excitation from the first into higher
excited states, competing with the nonradiative ultrafast decay
back to the first excited state. In this way, the landscape of
higher potential energy surfaces in which the access to struc-
tures of conical intersections is hindered can be exploited in
order to prevent fast decay to the ground state. Such elon-
gation of the excited state population could represent a means
for increasing the fluorescence yield in molecules that intrinsi-
cally exhibit ultrafast nonradiative relaxation. This is of large
interest since the enhancement of fluorescence is an important
issue in the context of applications for biosensing.
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