We introduce a notion of the twist of an isometry of the hyperbolic plane. This twist function is defined on the universal covering group of orientation-preserving isometries of the hyperbolic plane, at each point in the plane. We relate this function to a function defined by Milnor and generalised by Wood. We deduce various properties of the twist function, and use it to give new proofs of several well-known results, including the Milnor-Wood inequality, using purely hyperbolicgeometric methods. Our methods express inequalities in Milnor's function as equalities, with the deficiency from equality given by an area in the hyperbolic plane. We find that the twist of certain products found in surface group presentations is equal to the area of certain hyperbolic polygons arising as their fundamental domains.
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Overview
In his 1957 paper [18] , Milnor introduced a function Θ : GL + 2 R −→ R which is in a sense a "rotation angle" associated to elements of the universal covering group of the matrix group GL + 2 R. He proved that it satisfies the inequality Θ(αβ) − Θ(α) − Θ(β) < π 2 ,
i.e. is a quasimorphism, and used it to prove a theorem regarding the existence of principal GL + 2 R bundles over a closed oriented surface with a flat connection. This result was extended by Wood in [20] , who defined a function r : Top + S 1 → R, with similar properties; here Top + S 1 is the group of orientation-preserving homeomorphisms of the circle and Top + S 1 its universal cover. Wood used this function r to prove, inter alia, a theorem regarding bundles over surfaces with structure group Top S 1 ; in particular, when the structure group reduces to a totally disconnected subgroup.
One way to interpret the proofs of these theorems, broadly, is as follows. The function Θ or r gives a measure of how far an element ofG (where G is GL + 2 R or Top + S 1 or some other group) is from the origin. The quasimorphism property is used to show that a commutator of any two elements inG cannot be "too far" from the origin. Since bundles over surfaces with flat connections (or totally disconnected structure group) are given by holonomy representations, understanding bundles of the desired type is essentially the same as understanding holonomy representations; and since an oriented surface has a standard presentation with one relator, namely a product of commutators, the understanding of commutators inG gives results about the existence of such bundles.
The key result in these theorems, then, is what has become known as the Milnor-Wood inequality (see e.g. [10] ), which expresses how far a product of commutators inG, which multiplies to 1 ∈ G (as required of a surface group representation) can stray from the identity. In particular, letting the lifts of 1 ∈ G toG be {z m }, such a product of commutators is of the form z m ; this m is essentially the Euler class of the representation and the content of the inequality is that this Euler class cannot exceed the Euler characteristic of the surface in magnitude.
The Milnor-Wood inequality is by now a classical result and has given rise to a vast array of applications and generalisations. For example: in the theory of Lorentz spacetimes of constant curvature [17] , circular groups [6] , foliations [19, 7] , contact geometry [8] , and bounded cohomology [12] . It has been generalised to other Lie groups [2] and to general representations of lattices into Lie groups of Hermitian type [4] . Analogous results exist in higher-dimensional hyperbolic geometry [1] and for manifolds locally isometric to a product of hyperbolic planes [3] . This is just a random sample and is by no means even an overview of the work which exists on the topic.
In this paper we present something far lower-powered, and restricted to Milnor's original case, but perhaps still of interest; we are surprised not to have found this idea in the existing literature. The present paper is concerned with G = SL 2 R; obviously SL 2 R ⊂ GL + 2 R and SL 2 R = P SL 2 R = Isom + H 2 . Milnor's Θ thus assins a number to a (lift to universal cover of a) hyperbolic isometry. We will give a hyperbolic-geometric interpretation of Θ by defining a function Tw : P SL 2 R × H 2 −→ R, the "twist angle" of anα ∈ P SL 2 R at a point p ∈ H 2 , which generalises Θ. This function has interesting properties, including quasimorphism-type properties, which give a hyperbolic-geometric proof of the quasimorphism property of Θ. Even better, we give an equality in which the defect of Tw (and hence Θ) from being a homomorphism is expressed as an area in the hyperbolic plane. Areas arise as deficiencies from additivity essentially because of the effect of negative curvature on parallel translation. Thus, we obtain a new proof of the Milnor-Wood inequality by pure hyperbolic-geometric methods.
We have several other applications. We use the function Tw to prove various relationships between surface group representations and areas in the hyperbolic plane. We interpret the twist of a commutator as the area of a hyperbolic pentagon, and indeed we can interpret the twist of any product occurring as a standard orientable surface group relator as an area of a polygon in the hyperbolic plane. We can also reprove some known results about hyperbolic isometries: which elements of P SL 2 R which can occur as commutators [20, 7, 10] ; relationships between types of commutators and their trace [10, 11] ; and a cute result, as far as we know first appearing in [11] , characterising isometries of hyperbolic type with intersecting axes in terms of the trace of their commutator.
However, in our view the main new application of these methods is in a pair of subsequent papers, where we consider the question of which representations of the fundamental group of a surface are holonomy representations of hyperbolic structures, and cone-manifold structures of a certain type: see [14, 15] . Our methods here establish connections between the algebra of P SL 2 R and hyperbolic geometry, which we use in those papers.
We finally note that SL 2 R ∼ = Sp (2), the group of 2 × 2 symplectic matrices, i.e. linear symplectomorphisms of R 2 with the standard symplectic structure. Milnor's function Θ in this context is essentially the Maslov index (see e.g. [16, p. 48] ). We wonder if there are any further connections to symplectic geometry.
Structure of this paper
In section 2 we define the notion of twist. This first requires some preliminaries on P SL 2 R, which occupy sections 2.1 to 2.3. In section 3 we establish various properties of our twist function. In section 4 we recall the definition of Milnor's function Θ, we relate it to twisting, and deduce various properties.
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Twisting in the hyperbolic plane
Everything in sections 2.1 to 2.3 has been known for a long time: see, e.g. [10] . Although the idea is very basic, it appears that the notion of the twist function which we define in section 2.4 is new.
2.1 P SL 2 R and P SL 2 R Fix a basepoint y 0 in H 2 and unit tangent vector u 0 ∈ U T y0 H 2 . An orientation-preserving hyperbolic isometry is uniquely determined by the image of u 0 , and we may identify the unit tangent bundle U T H 2 with the orientation-preserving isometry group P SL 2 R. Topologically P SL 2 R ∼ = R 2 × S 1 ; let p 1 be the projection map P SL 2 R −→ H 2 .
Let p 2 : P SL 2 R −→ P SL 2 R be the universal cover of P SL 2 R; see [9, 10] for further details. Clearly π 1 (P SL 2 R) ∼ = Z. An elementx ∈ P SL 2 R is hyperbolic, elliptic or parabolic accordingly as is p 2 (x) ∈ P SL 2 R. We can consider P SL 2 R as H 2 , with an R fibre above each point, covering the circle of unit tangent vectors.
We can also consider elements of P SL 2 R as homotopy classes of paths in U T H 2 starting at the basepoint. Since the basepoint is arbitrary, every path c : [0, 1] −→ U T H 2 determines a unique element of P SL 2 R, which we also denote c, abusing notation. The projection of c to P SL 2 R is the orientation-preserving isometry sending c(0) to c(1). An α ∈ P SL 2 R has countably infinitely many lifts to P SL 2 R. These all represent paths in U T H 2 between the same start and end tangent vectors. However these paths will differ according to the number of times that the tangent vectors spin as the path is traversed. The lifts of the identity 1 ∈ P SL 2 R form an infinite cyclic group {z n : n ∈ Z}, where z is the homotopy class of the path c(t) = (y 0 , e 2πint u 0 ). Note z commutes with every element of P SL 2 R; in fact z generates the centre of P SL 2 R.
Regions in P SL 2 R
While every element has infinitely many lifts, some lifts are simpler than others. For instance, the identity in P SL 2 R is the "simplest" lift of the identity in P SL 2 R. If α ∈ P SL 2 R is hyperbolic then it translates by distance d α along Axis α. Let c(t) ∈ P SL 2 R be the translation of (signed) hyperbolic distance td α along Axis α; then c : R −→ P SL 2 R is a homomorphism with c(1) = α, in fact the only homomorphism with this property. The path c| [0, 1] in P SL 2 R gives an elementα of P SL 2 R which we take as our preferred or simplest lift. This lift can be considered a path of unit tangent vectors, which travels along Axis α at speed d, always pointing along Axis α in the direction of translation. Similar considerations apply to parabolic isometries. A parabolic α ∈ P SL 2 R translates along some horocycle h α (not unique); endowing h α with a Euclidean metric, let α translate by Euclidean distance d. Letting c(t) ∈ P SL 2 R be the parabolic translating td along h α then c : R −→ P SL 2 R is the unique homomorphism with c(1) = α, and c| [0, 1] gives a preferred liftα ∈ P SL 2 R. Thisα can be considered a path of tangent vectors travelling along and pointing along h α at speed d for time 1. However the situation for elliptic α ∈ P SL 2 R is different: there are infinitely many homomorphisms c : R −→ P SL 2 R with c(1) = α. Let α rotate by angle θ (mod 2π). Then the lifts of α are rotations by angles θ + 2πZ. From this viewpoint there are two simplest lifts of α, those with rotation angle lying in (0, 2π) and (−2π, 0): a simplest anticlockwise and clockwise lift.
Denote the sets of simplest lifts of hyperbolics and parabolics Hyp 0 and Par 0 respectively. Let Hyp n = z n Hyp 0 and Par n = z n Par 0 , so the hyperbolic (resp. parabolic) elements of P SL 2 R are ⊔ n Hyp n (resp. ⊔ n Par n ). We may considerα ∈ Hyp n as a translation along Axis α with an added twist of 2nπ. We may further distinguish between Par + n and Par − n , the rotations about points at infinity whose projections to P SL 2 R are anticlockwise and clockwise respectively.
As for elliptics, let the set of simplest anticlockwise and clockwise lifts be Ell 1 and Ell −1 respectively. For n > 0 let Ell n = z n−1 Ell 1 and Ell −n = z −n+1 Ell −1 . (So Ell 0 is not defined and z Ell −1 = Ell 1 .) For n > 0 (resp. n < 0), Ell n consists of all rotations through angles between 2π(n − 1) and 2πn (resp. between 2πn and 2π(n + 1)).
Considering that hyperbolics and elliptics form 3-dimensional subspaces of the 3-dimensional P SL 2 R, with common 2-dimensional boundary the space of parabolic elements, we may draw a schematic diagram of P SL 2 R as in figure 2. 
2.3 Traces in P SL 2 R As P SL 2 R covers SL 2 R, there is a well-defined trace on P SL 2 R. For all elliptic regions, the trace lies in (−2, 2); in the various other regions of P SL 2 R it takes values as follows.
Lemma 2.2 (Trace lemma)
Proof Consider the matrix
Now in the upper half plane E(θ) is elliptic, a rotation of 2θ about i. Thus E(nπ) = z n , and hence z n projects to (−1) n ∈ SL 2 R. From this the first claim follows. The trace of an element of P SL 2 R is ±2 if and only if it is a power of z, or parabolic. Now Tr is a continuous function and, considering the topology of P SL 2 R, Par n ∪{z n } is connected. Thus Tr(Par n ) = (−1) n . As Hyp n is connected and bounded by Par n and z n , on which Tr = (−1) n · 2, the final claim follows.
Definition of twist
Define the twist of a vector field along a curve as follows. Consider a smooth curve c :
and a smooth unit tangent vector field V :
. Consider the velocity vector field dc dt along c, which we may rescale to a unit vector fieldĉ :
Consider the angle θ(t) (measured anticlockwise) fromĉ(t) to V(t). We have many choices for θ(0) (differing by 2πZ), but choosing θ(0) arbitrarily determines continuous θ completely; θ(1) − θ(0) is independent of this choice, and is the twist of V along c. Now given y ∈ H 2 andα ∈ P SL 2 R we define the twist ofα at y, denoted Tw(α, y). Letα project to α ∈ P SL 2 R. That is, Tw(α, y) describes how the tangent vector at y is moved byα, compared to parallel translation along the geodesic from y toα(y). It is clear this does not depend on the choice of V. For α ∈ P SL 2 R, define Tw(α, y) the same way, except angles are taken modulo 2π.
As an aside, we note that this method of obtaining a rotation angle from an element of P SL 2 R is not so different from Wood's method in [20] . Wood regards an element of SL 2 R as acting on R 2 by a linear transformation, and hence on the S 1 of oriented lines through the origin. Thus there is an inclusion SL 2 R ⊂ Top + S 1 . This is equivalent to the action of a hyperbolic isometry on the circle at infinity. But here we regard the isometry as acting on the S 1 of unit tangent vectors at a given point; such unit tangent vectors of course correspond bijectively with the circle at infinity, but different points give different bijections. Our twist is the action of an isometry on unit tangent S 1 's, where the S 1 's at a point and its image are related by parallel translation. Wood's function on Top + S 1 involves an integral and hence the measure on the circle at infinity; an isometry however alters this measure.
Properties of twisting 3.1 Types of isometries
One can easily verify the following properties of the twist.
• For hyperbolic α ∈ P SL 2 R and y ∈ Axis α, Tw(α, y) = 0 (mod 2π). Forα ∈ Hyp 0 , Tw(α, y) ∈ (−π, π). The twist is constant along curves of constant distance h from Axis α. For each θ ∈ (−π, π) there is precisely one h for which the curve at distance h is the locus of points y with Tw(α, y) = θ.
• Forα ∈ Par 0 , Tw(α, y) is constant along horocycles about Fix α. Ifα ∈ Par + 0 (resp. Par − 0 ) then Tw(α, y) ∈ (0, π) (resp. (−π, 0)). For horocycles close to Fix α, the twist is close to 0. For each θ ∈ (0, π) (resp. (−π, 0)) there is precisely one horocycle which is the locus of points y with Tw(α, y) = θ.
• For ellipticα, Tw(α, y) is constant along hyperbolic circles centred at Fix α. Takeα ∈ Ell 1 for convenience, soα rotates by angle ψ ∈ (0, 2π). So Tw(α, Fix α) = ψ. If ψ ∈ (0, π) then Tw(α, y) always lies in [ψ, π); for each θ ∈ (ψ, π) there is precisely one hyperbolic circle centred at Fix α with is the locus of y with Tw(α, y) = θ. If ψ = π then α is a half turn and Tw(α, y) = π for all y. If ψ ∈ (π, 2π) then Tw(α, y) always lies in (π, ψ] and for each θ ∈ (ψ, π) there is precisely one hyperbolic circle centred at Fix α which is the locus of y with Tw(α, y) = θ.
The values of the twist for all Hyp n , Par n and Ell n follow obviously from the above.
Extension to infinity
We have defined Tw (α, p) for p ∈ H 2 . We can extend the definition to p ∈ H 2 , with the circle at infinity Extending the definition is simple enough. Takeα ∈ P SL 2 R and p ∈ S 1 ∞ , We note that for any geodesic l with an endpoint at p, if we take points x ∈ l approaching p then Tw (α, x) approaches a limit; and the limit is independent of choice of l. In particular:
• Forα ∈ Hyp 0 , Tw(α, p) ∈ {−π, 0, π}. The twist is 0 at the two endpoints of Axis α and ±π on the two open arcs of S ∞ 1 to either side.
• Forα ∈ Par + 0 (resp. Par − 0 ), Tw(α, p) is 0 when p = Fix α and π (resp. −π) otherwise.
Forα in Hyp n , Par ± n or Ell n in general, we adjust by the appropriate multiple of 2π. In particular, on S 1 ∞ , the twist is always an integer multiple of π.
Parallel translation and curvature
Recall that curvature is the effect on tangent vectors induced by parallel translation around a loop. As the hyperbolic plane has constant curvature −1, parallel translation around a loop gives a rotation on a tangent vector equal to the negative area enclosed.
Let ABC be a hyperbolic triangle shown in figure 4 ; let α, β, γ ∈ Isom + H 2 respectively be the hyperbolic translations along axes BC, CA, AB and translating B → C → A → B. Letα,β,γ ∈ Hyp 0 be their simplest lifts. Then the compositionγ •β •α is parallel translation around ABC, hence a rotation of signed angle θ A + θ B + θ C − π = −∆, where ∆ is the area of ABC. Hence, parallel translation from B to A is equivalent to first rotating an angle of ∆ at B, then parallel translating
Let nowα,β be any elements of P SL 2 R covering hyperbolic isometries of H 2 which take B → C and C → A respectively. Thenβα takes B → A and Tw(βα, B) is given by the twist ofβα along BA relative to parallel translation. If we instead measured the twist ofβα relative to parallel translation along B → C → A, i.e. Tw(α, B) + Tw(β, C), the answer must differ by ∆. Hence we have the following result. Here and below we write ∆[A, B, C] to denote the signed area of the triangle with ordered vertices A, B, C, and use ∆ in general to signify area. Taking a limit of points going to infinity, the result also holds for ideal points. 
where α, β ∈ Isom + H 2 are the images ofα,β.
Thus, the failure of Tw to be linear is a manifestation of negative curvature, and the defect is the area of the triangle around which vectors are translated. The defect is clearly bounded as hyperbolic triangles have area less than π. For p ∈ H 2 then,
For p ∈ S 1 ∞ the inequality holds but is not strict.
Conjugation and addition
Lemma 3.3 (Conjugation lemma) For anyα,β ∈ P SL 2 R and p ∈ H 2 , Tw(α, p) = Tw(βαβ −1 , βp).
Proof Consider Tw(α, p), i.e.α as a path of unit tangent vectors along the geodesic from p to αp, compared to parallel translation. Now translate the whole situation by the isometry β.
Whenβ =α n , for n ∈ Z, this becomes
which is clear geometrically: α n p lies on the same constant distance curve from Fix α or Axis α as p.
Proof Reversing the path of unit tangent vectors ofα gives immediately Tw(α, p) = − Tw(α −1 , αp). Now apply the previous corollary.
Apply composition lemma 3.2 to the productβα = βαβ−1 β
then apply conjugation lemma 3.3. This gives a result like 3.2, but now all based at the same p ∈ H 2 .
Lemma 3.5 (Addition lemma) For allα,β ∈ P SL 2 R and p ∈ H 2 ,
This "addition formula" for Tw describes the twist of a product in terms of the twist of the factors, all at the same point. We immediately obtain a quasimorphism property of Tw:
If p ∈ S ∞ 1 the inequality is not strict.
Pentagons and commutators
Definition 3.6 Let α, β ∈ P SL 2 R and p ∈ H 2 . Then the geodesic pentagon in H 2 obtained by joining the segments
is called the pentagon generated by α, β at p and is denoted P(α, β; p).
Note that P(α, β; p) may intersect itself; its vertices may coincide; it need not even bound an immersed disc. It is simply five geodesic line segments, possibly degenerate, in H 2 ; if these all have nonzero length we say P(α, β; p) is nondegenerate. Denote the vertices
If P(α, β; p) is nondegenerate and bounds an immersed disc, denote the interior angles of the pentagon θ 0 , . . . , θ 4 . We may also denote a polygon as the sequence of vertices; we write P(α,
If P(α, β; p) bounds an embedded disc, then it has a well-defined area ∆[P(α, β; p)]. This area is signed according to the boundary orientation p 0 → p 4 → p 1 → p 2 → p 3 → p 0 . The same can be done even if P(α, β; p) bounds an immersed disc (see figure 5) ; for instance by cutting into smaller embedded discs. (Recall by lemma 2.1, the commutator is independent of choice of liftsα,β.)
Proof Without loss of generality assume ∆ > 0. Consider figure 6 . Consider a unit tangent vector (p, u) at p pointing along the geodesic to p 4 . Follow ("chase") the image of this vector under Dβ, Dα, Dβ −1 and Dα −1 to obtain unit tangent vectors (p i , u i ) at each p i . Note that α takes the segment p 4 → p 1 to the segment p 3 → p 2 and β takes p 0 → p 3 to p 1 → p 2 ; we use these two facts repeatedly. 
, modulo 2π. Choosing particular liftsα,β of α, β we may see that this is true over the real numbers. For this we use the following lemma, which is straightforward, although in the elliptic case perhaps the reader might draw a few pictures to convince herself. Lemma 3.8 Let α ∈ P SL 2 R be an isometry and q 1 = q 2 be two points in H 2 , neither of which is fixed by α. Let l denote the geodesic from q 1 to q 2 , l 1 the geodesic segment from q 1 to αq 1 and l 2 the geodesic segment from q 2 to αq 2 . Suppose we have two vector fields V 1 , V 2 along l 1 , l 2 respectively, and c ∈ Z such that:
(i) V 1 begins at q 1 pointing along l towards q 2 ; ends at αq 1 pointing along αl towards αq 2 ; crosses the direction of l 1 transversely at finitely many points; the crossings taken with sign sum to c;
(ii) V 2 begins at q 2 pointing along l towards q 1 ; ends at αq 2 pointing along αl towards αq 1 ; crosses the direction of l 2 transversely at finitely many points; the crossings taken with sign sum to c.
Then the vector fields V 1 , V 2 both represent the same lift of α to P SL 2 R.
Since β takes the segment p 0 → p 3 to p 1 → p 2 , we may chooseβ to be represented by a path of unit tangent vectors along the geodesic p 0 → p 1 which begins pointing along p 0 → p 3 and ends pointing along p 1 → p 2 ; we may also chooseβ to be represented by a path of unit tangent vectors along p 3 → p 2 , which begins pointing along p 3 → p 0 and ends pointing along p 2 → p 1 . Using the above lemma, we may ensure that these two paths of tangent vectors represent the sameβ. Similarly, since α takes p 4 → p 1 to p 3 → p 2 we may chooseα to be represented by the path of unit tangent vectors along the geodesic p 4 → p 3 which begins pointing along p 4 → p 1 , ends pointing along p 3 → p 2 ; and also we may chooseα to be represented by tangent vectors along p 1 → p 2 which begins pointing along p 1 → p 4 and ends pointing along p 2 → p 3 . Chasing these paths of vectors around the pentagon, then, we obtain Tw([α −1 ,β −1 ], p) = ∆[P(α, β; p)] on the nose.
It follows from the above proof that, even if P(α, β; p) does not bound an immersed disc, we may still follow unit vectors and obtain Tw([α −1 , β −1 ], p) ≡ 3π − θ i modulo 2π, where θ i are the various angles between segments of P(α, β; p).
If S is a punctured torus with a hyperbolic structure and totally geodesic boundary, then a pentagon P(α, β; p) is a fundamental domain for S, where α, β are the holonomy of a meridian and longitude, for appropriate choice of p, and P(α, β; p) bounds an embedded disc; thus the area ∆[S] of S is the area of the pentagon. By Gauss-Bonnet this area is 2π. Also [α, β] is the holonomy of the boundary curve. Choosing p ∈ H 2 as the appropriate vertex of the fundamental domain, we obtain that Tw([α −1 , β −1 ]), p) = ±2π, sign depending on orientation. This is as it should be, since the developing image of the boundary should be the axis of its holonomy; and we may conclude that [α, β] ∈ Hyp ±1 .
More generally, whenever we have a pentagon P(α, β; p) which bounds an immersed disc, the pentagon extends to a developing map for a hyperbolic cone-manifold structure on S with piecewise geodesic boundary and one corner point; and every punctured torus with a hyperbolic cone-manifold structure with no interior cone points and at most one corner point can be cut into a pentagon in this way. For a complete investigation of such hyperbolic cone-manifold structures on punctured tori and their holonomy representations, see [14] .
Consider again the twist of a commutator; it may be expanded as a product, using composition lemma 3.2: ] = P(α, β; p) can bound embedded discs! If area is however understood as a Euclidean angle defect given by angles between succeeding segments, or by cutting into triangles and summing their signed area, the above is true in all cases. Setting q = αβp the four twists involved can be simplified:
Here we have used equation (3.1) and lemma 3.4. This can be considered as some kind of "twist cross ratio", the change in the twist ofα under translation by β, relative to the change in twist ofβ under translation by α. With proposition 3.7, these remarks give
Commutators and twist bounds
Since a hyperbolic pentagon has area < 3π, proposition 3.7 implies that Tw [α,β], p < 3π when P(α, β; p) is sufficiently nice. Such an inequality is true in general, as we now see.
Using the addition lemma 3. , we have
Putting these together, we immediately have the following.
Lemma 3.9 (Commutator area) For anyα,β ∈ P SL 2 R and p ∈ H 2 ,
Hence for anyα,β ∈ P SL 2 R and p ∈ H 2 , we have (for p ∈ S 1 ∞ the inequality is not strict):
Tw α,β , p < 3π. We have now proved the following theorem, which appears in [20, 7, 10] ; we also give a different proof in [13] . See also figure 8. Here we take Ell 0 = ∅ for convenience. Combining this proposition with the trace lemma 2.2 gives an immediate corollary. 
Commutators and arrangements of axes
In the proof of proposition 3.10 we showed that if [α,β] ∈ Par ∓ ±1 then α, β are hyperbolic and their axes cross. We continue such analysis for other commutators, and make conclusions about the type and location ofα,β. In particular we prove the following result, which appears in [11] . 
We use a couple of lemmas. The first was implicitly used in the argument of the previous section and is straightforward. The second is a simple computation, for instance using Fermi coordinates (see e.g. [5] p. 38). Proof (Of proposition 3.12) The equivalence of (ii) and (iii) is immediate from corollary 3.11. To prove (ii) implies (i), we consider the various possible cases for [α,β].
• [α,β] ∈ Hyp ±1 . The argument is virtually identical to the Par ∓ ±1 case. Consider [α,β] ∈ Hyp 1 ; the case Hyp −1 is identical with reversed orientation. Apply lemma 3.9 taking p ∈ S 1 ∞ to be a fixed point of [α,β]; so α
By two applications of lemma 3.13 then α, β are hyperbolic and their axes cross.
• [α,β] ∈ Par ∓ ±1 . We considered this case above, and concluded α, β hyperbolic with axes crossing.
• [α,β] ∈ Ell ±1 . Consider [α,β] ∈ Ell 1 ; the Ell −1 case is identical with reversed orientation. Apply lemma 3.9 as above, taking
. These two triangles are congruent : they both contain the side p → α −1 β −1 p, the isometry α takes the side α
, p) > 0, the two congruent triangles fit together to give a non-self-intersecting quadrilateral Q formed with vertices, in anticlockwise order, p, β
Being constructed out of two congruent triangles, the opposite interior angles of Q are equal. Moreover, extending the four side segments out to infinity, the only intersection points are the four vertices of the quadrilateral.
Extending the opposite sides p → β −1 p and α −1 p → α −1 β −1 p to infinity, then, they do not intersect; and they are related by α. By lemma 3.13 then α is hyperbolic, and Axis α has fixed points at infinity separated by these lines. In particular, Axis α intersects p → β −1 p (possibly extended) at a single point, and intersects α −1 p → α −1 β −1 p (possibly extended) at a single point also. Moreover, since α −1 p → p and β −1 α −1 p → β −1 p have the same length (being related by β), the distance between x and α(x) is the same for x = α −1 p and x = α −1 β −1 p. By lemma 3.14, α −1 p and α −1 β −1 p lie at the same perpendicular distance from Axis α. Hence they lie on opposite sides of Axis α, and Axis α intersects the segment α −1 p → β −1 α −1 p. By the same argument regarding translation distances of α −1 , Axis α −1 = Axis α intersects the segment p → β −1 p. That is, Axis α intersects two opposite sides of the quadrilateral Q. By the same argument, β is hyperbolic and Axis β intersects the other pair of opposite sides of Q. Hence Axis α and Axis β intersect.
To prove (i) implies (iii), we repeat the argument of [11] , writing matrices for α, β ∈ P SL 2 R. We may conjugate so that α has fixed points −1, 1 in the upper half plane, and β has fixed points r, ∞ where r ∈ (−1, 1) . We may write Note Goldman's proof in [11] of this proposition is entirely algebraic; the difference here is that we have proved one direction geometrically.
Surface group representations and the Milnor-Wood inequality
Now considerα 1 ,β 1 , . . . ,α g ,β g ,γ 1 , . . . ,γ n ∈ P SL 2 R and consider
The commutators, as we saw in lemma 2.1, are independent of choice of lift of α i , β i ; for theγ n , let us assume they are "efficiently chosen", i.e. have twist less than π in magnitude at some point p. Such an expression is of course the relator in the standard presentation of the fundamental group of the surface S of genus g with n boundary components. Such α i , β i , γ i ∈ P SL 2 R arise as the holonomy of a hyperbolic structure on S, and in this case the product is 1 ∈ P SL 2 R; it therefore lifts to some z m ∈ P SL 2 R. We ask how large m can be, i.e. how large the twist of the relator expression can be. Repeated use of the addition lemma gives a bound, in the "hyperbolic" case χ(S) = 2 − 2g − n < 0.
Theorem 3.15 (Milnor [18] ) Let p ∈ H 2 ; letα 1 ,β 1 , . . . ,α g ,β g ,γ 1 , . . . ,γ n ∈ P SL 2 R with 2 − 2g − n < 0 and |Tw (γ i , p)| ≤ π; assume
where |m| ≤ |χ(S)| = 2g + n − 2.
Proof There are 4g + n terms in the expression; we use the addition lemma 4g + n − 1 times. Note that wheneverξη = 1 we have ∆[p, ξp, ξηp] = 0, being a degenerate triangle. So the first time we use the addition lemma the triangle is degenerate, and there are at most 4g +n−2 nondegenerate triangles. Once we have used the addition lemma 4g + n − 1 times, we have the difference between the twist of the relator and the twist of the individual terms as a sum of signed areas of 4g + n − 2 triangles; denote these signed areas ∆ 1 , . . . , ∆ 4g+n−2 . The inverses from the commutators cancel, thanks to lemma 3.4, leaving only the twists of theγ i . Thus
and since triangle areas are < π and the twists of theγ i are by assumption ≤ π, 2π |m| = Tw (z m , p) < nπ + (4g + n − 2)π = 2π (2g + n − 1) .
Since |m| < 2g + n − 1 and m is an integer, we are done.
Note that the above argument does not work for the "non-hyperbolic" case 2g+n ≤ 2. For instance, with k = 0, n = 2, settingc 1 =c 2 to be half turns of twist π, we have c 1 c 2 = 1 ∈ P SL 2 R butc 1c2 = z.
Suppose we have a representation ρ : π 1 (S) −→ P SL 2 R. After choosing liftsγ i of the images of the boundary components, we have a lift of the image of the relator, which is some z m . This m is essentially the (relative) Euler class E(ρ) of the representation: see e.g. [10, 15] . More precisely E(ρ) ∈ H 2 (S) and takes the fundamental class [S] to m. Interpreting the above result this way we have: The above two results, and similar formulations, are known generally as the Milnor-Wood inequality. The first inequality was first proved by Milnor [18] , generalised by Wood [20] , reproved by Goldman [10] , and generalised further by Eisenbud-Hirsch-Neumann [7] . The reformulation in terms of Euler class was first given, so far as we know, by Wood [20] .
Larger products and polygons
Using our existing results -composition lemma 3.2, addition lemma 3.5, commutator pentagon 3.7, and commutator area 3.9 -together, we obtain results for more complicated expressions and figures.
For instance, using the composition lemma repeatedly on a productγ 1 ,γ 2 · · ·γ n gives
But these triangles share successive sides. Consider the polygon C(γ; p) with n + 1 sides
oriented by the direction on the boundary above. If C(γ; p) is convex, then it can be cut into precisely the triangles occurring in the above sum; and so, as long as the polygon is simple (i.e. non-selfintersecting), the above expression gives the area.
Lemma 3.17 (Composition polygon) Letγ 1 , . . . ,γ n ∈ P SL 2 R and p ∈ H 2 . Suppose the polygon
Note that if γ 1 · · · γ n = 1 ∈ P SL 2 R then C(γ 1 , . . . , γ n ; p) reduces to an n-gon and the result still holds. Consider now polygons of the type arising as fundamental domains of hyperbolic surfaces. Giveñ α 1 ,β 1 , · · · ,α g ,β g ,γ 1 , . . . ,γ n , we consider a polygon D(α, β, γ; p) associated to the surface group relator
The vertices of D(α, β, γ; p) are, along the oriented boundary: Note that D (α, β, γ; p) can be considered as a sequence of pentagons attached to the polygon
(See the dashed lines in figure 9 .) Note that D(α, β, γ; p) is a (4g + n + 1)-gon, but in a surface group representation [α 1 ,
In any case, applying the composition polygon lemma 3.17 gives
But the twist of a commutator is the area of a pentagon (proposition 3.7), hence the above is equal to
These areas simply add up to our polygon D(α, β, γ; p) -provided that we have simple polygons. In order to ensure that the entire polygon, and the result of cutting off these pentagons, are simple, the easiest thing to do is make an assumption of convexity. As before, we choose liftsγ i of the boundary components with twists less than π in magnitude. Noting that the area of a hyperbolic (4g + n)-gon is less than (4g + n − 2)π, we immediately have 2π|m| < nπ + π (4g + n − 2) = 2π (2g + n − 1) , and again as m is an integer, |m| ≤ 2g + n − 2 = |χ(S)|. 4 Milnor's angle function
Definition
We now recall the definition of Milnor's angle function, relate it to our notion of twist, and then deduce various properties from our results on twisting.
A matrix α ∈ GL + 2 R can be written uniquely in the form α = R(α)S(α), where R(α), S(α) ∈ GL + 2 R, R is orthogonal (i.e. R ∈ SO 2 R) and S is symmetric positive definite. Since R is orthogonal, it is of the form R(α) = cos θ sin θ − sin θ cos θ for some θ. This θ can be thought of as the angle of rotation of α; and hence we have a function θ : GL + 2 R −→ R/2πZ. Milnor's Θ function is a lift of this map, Θ : GL + 2 R −→ R. Indeed, the map R : SL 2 R −→ SO 2 R ∼ = S 1 is a retraction, which lifts to a retractionR : SL 2 R −→ SO 2 R ∼ = R. Since SO 2 R ∼ = S 1 , we have SO 2 R ∼ = R, so 2 R ∼ = R, so the exponential map is exp : R −→ SO 2 R, θ → cos θ sin θ − sin θ cos θ .
MILNOR'S ANGLE FUNCTION
lifts to exp : R −→ SO 2 R ⊂ P SL 2 R. We define the angle function Θ : P SL 2 R −→ R by Θ(α) = exp −1 R (α) .
Although Milnor considers Θ on GL + 2 R and general 2 × 2 real matrices with positive determinant, we only consider SL 2 R and 2 × 2 real matrices with determinant 1. But any matrix with positive determinant can act as a hyperbolic isometry on the upper half plane as a fractional linear transformation; indeed, as groups, GL + 2 R ∼ = R + × SL 2 R, under the isomorphism A → (det A, A/ det A), and the fractional linear transformations of A and λA are equal for any λ ∈ R + . We see that Θ(λA) = Θ(A).
So restricting to SL 2 R in essence loses no generality; if we like we could define twist on GL 
A geometric interpretation
We now interpret Milnor's Θ through twisting. Although it seems that similar ideas have been used previously, for instance in [10, 20] , as far as we know this has not been described explicitly before. For the proof, we begin with some simple observations. 
Lemma 4.4 An isometry of H 2 is represented by a symmetric positive definite matrix in SL 2 R other than the identity if and only if it is hyperbolic and its axis passes through i.
Proof A simple computation, contained in [13] .
Proof (of proposition 4.1) From the definition of Θ we havẽ α = exp Θ(α) S (α) where exp (Θ(α)) =R(α) andS(α) is the lift of a symmetric positive definite matrix; sinceR is a retraction,S(α) is connected to the identity through lifts of symmetric positive definite matrices (hence lifts of hyperbolic isometries). ThusS(α) ∈ Hyp 0 ∪{1}.
Consider now the action ofα on the hyperbolic plane. Since S(α) is symmetric positive definite, by 4.4 it is either the identity, or a translation along an axis passing through i. AndS(α) ∈ Hyp 0 ∪{1} is the simplest lift of this translation. This action is followed by that of exp (Θ(α)), which is a rotation of angle 2Θ(α) about i (by 4.3). So the overall action ofα is to translate from α −1 (i) to i, and then rotate by angle 2Θ(α). Thus Tw α, α −1 (i) = 2Θ(α). By equation 3.1, this is also equal to Tw (α, i).
