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Abstract
In this paper, a natural action of the automorphisms of a group on the space of
irreducible unitary representations is used to decompose the Plancherel measure on
the dual space as an integral of measures on homogeneous spaces. Explicit decom-
positions are obtained for the cases of free 2 and 3-step nilpotent Lie groups. These
results are obtained using direct integral decompositions, induced representations,
the Mackey Machine, and measure theory on homogeneous spaces.
iv
Introduction
In [1], Chin-Te Chu showed that by using rotations and translations for free 2-
step nilpotent Lie groups, a canonical description of the Plancherel measure can
be derived without the use of a strong Malcev basis. To do this, Chu showed that
the dual, except for a set of measure zero, is a single orbit (i.e., a homogeneous
space) under the action of rotations and translations. Since Plancherel measure
can easily be shown to be relatively invariant and relatively invariant measures on
a homogeneous space only differ by constants, Chu identified Plancherel measure
on the dual with the correct relatively invariant measure on the conull orbit. Chu
used Kirillov theory and the associated non-canonical Plancherel formula (i.e. basis
dependent) to establish the validity of this identification.
Counting dimensions shows that, for k > 2, free k-step nilpotent Lie groups have,
in most situations, dual spaces which were too large to be essentially one orbit.
This leads to the natural question as to how the Plancherel measure decomposes
over the space of orbits. The goal of this paper is to illustrate how the natural
action of automorphisms (not just rotations and translations) of a group can be
used to decompose the Plancherel measure on the dual into an integral of relatively
invariant measures on homogeneous spaces.
In Chapter 1, information on direct integrals, induced representations, and the
Plancherel theorem is discussed. We use this information to obtain a result relating
the support of the Plancherel measure of a group with the support of the Plancherel
measure on a closed normal subgroup. This result is precisely what allows us to
restrict our consideration to a conull subset of orbits instead of the full dual space.
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The machinery of G. W. Mackey is applied to determine this conull subset of
the dual space from a conull subset of the dual of a closed normal subgroup. The
key to this analysis is obtaining a clear picture of the orbits and a cross section
of the orbit space. In this paper, we consider only free nilpotent Lie groups since
they have large automorphism groups.
In Chapter 2 free nilpotent Lie groups and their automorphisms are discussed.
The automorphism group for the free k-step nilpotent Lie group on n generators
is determined in terms of linear maps on the linear span of the generators. The
program then is to analyze the action of the automorphism group on the dual and
show one can restrict to those irreducible representations that have the largest
orbits.
In Chapter 3, we consider the free 2-step nilpotent Lie groups and obtain canon-
ical descriptions of their Plancherel measures. In the case where there is an even
number of generators, the Plancherel measure is identified with a relatively invari-
ant measure on the space of symplectic forms. When the number of generators
is odd, the Plancherel measure is essentially determined by a relatively invariant
measure on the space of alternating forms with nullity 1. In each case the dual is
essentially a homogeneous space of the general linear group.
In Chapter 4, we consider the free 3-step nilpotent Lie groups. In the case of two
generators, the dual space is again essentially one orbit. Thus Plancherel measure
was identified with a relatively invariant measure on a homogenous space. When
there is more than two generators, we need to consider a continuum of orbits. The
case of three generators is considered in detail and Plancherel measure is explicitly
identified with an integral of relatively invariant measures on homogeneous spaces.
The main tools used in Chapters 3 and 4 are direct integrals, induced represen-
tations, Fourier analysis, Hilbert-Schmidt and trace class operators, and measure
2
theory on homogeneous spaces. Information on these topics can be found in most
texts on Abstract Harmonic Analysis. The interested reader is referred to [5] or
[6].
3
Preliminaries
1.1 Introduction
The purpose of this chapter is to introduce necessary background materials and
to prove a result that relates the support of the Plancherel measure of a group
with the support of the Plancherel measure of a closed normal subgroup. Some
knowledge of measure theory and basic representation theory is assumed. In the
following, two unitary representations will be called equivalent if there is a unitary
isomorphism which intertwines them. A unitary representation and its equivalence
class will normally be denoted by the same symbol. If a distinction needs to be
made, brackets will be used to denote the equivalence class.
Let X be a topological space and M be a σ-algebra of subsets of X. The pair
(X,M) is a standard Borel space if M is the Borel σ-algebra of a topology gen-
erated by a complete separable metric on X. In this paper, groups will always be
assumed to be second countable, locally compact, and Hausdorff. The unitary dual
of a group G is the space consisting of equivalence classes of irreducible unitary
representations of G. It will be denoted by Gˆ. A unitary representation pi is pri-
mary if the center of C(pi) consists of scalar multiples of the identity. A group G
is called type I if every primary representation of G is a multiple of an irreducible
representation. In our situation, G being type I is equivalent to Gˆ being a standard
Borel space (see [6], Theorem 7.6). In particular, simply connected nilpotent Lie
groups are type I.
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1.2 Direct Integrals
A Hilbert bundle over a standard Borel space S is a Borel space H and an onto
Borel map p : H → S such that the following conditions hold:
(1) For each s in S, Hs := p−1(s) is a Hilbert space with inner product 〈·, ·〉s.
(2) There exists a sequence, {fn}∞n=1, of Borel maps from S into H such that
(a) for all s, p(fn(s)) = s;
(b) the linear span of {fn(s)}∞n=1 is dense in Hs for each s;
(c) for each m and n, the function s 7→ 〈fm(s), fn(s)〉s is Borel; and
(d) a function F from a Borel space X into H is Borel if and only if the
functions x 7→ p(F (x)) and x 7→ 〈F (x), fn(p(F (x)))〉p(F (x)) are Borel.
A Borel section of H is a map f : S → H such that p(f(s)) = s and
s 7→ 〈f(s), fn(s)〉s is Borel for each n. Two Hilbert bundles H and K over S are
isomorphic over S if there exists a field s 7→ U(s) of unitary maps U(s) : Hs → Ks,
such that s 7→ U(s)f(s) is a Borel section of K if and only if f is a Borel section
of H.
The direct integral
∫ ⊕Hs dµ(s) of the Hilbert bundle H with respect to µ,
a σ-finite measure on S, is the space of Borel sections f such that ||f ||2 =∫ ||f(s)||2s dµ(s) < ∞. It is a Hilbert space and its inner product is given by
〈f, g〉 = ∫ 〈f(s), g(s)〉s dµ(s). If ν is another σ-finite measure on S that is equiva-
lent to µ then the map f 7→
√
[dµ
dν
] f , where [dµ
dν
] is the Radon-Nikodym derivative,
is a unitary isomorphism from
∫ ⊕Hs dµ(s) onto ∫ ⊕Hs dν(s). Thus, up to uni-
tary isomorphism, the direct integral depends only on the equivalence class of the
measure used.
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Example 1.1. Let H be the Hilbert bundle in which Hs is a fixed Hilbert space, H0,
for each s in S. Then the sequence {fn}∞n=1 may be chosen to consist of the constant
functions fn(s) = en where {en}∞n=1 is an orthonormal basis of H0. Since weak
measurability is equivalent to measurability for Hilbert spaces, this choice satisfies
the requirements of the definition. Then the direct integral of H with respect to
µ is L2(S,H0). Indeed, the square integrability conditions on each space are the
same and f is a Borel section of H ⇐⇒ s 7→ 〈f(s), fn(s)〉s is Borel for each
n ⇐⇒ s 7→ 〈f(s), en〉0 is Borel for each n ⇐⇒ s 7→ 〈f(s), v〉0 is Borel for each
v in H0 ⇐⇒ f is a Borel function from S into H0.
Let H and K be Hilbert bundles over S. A Borel field of bounded operators
fromH to K is a map A : s 7→ A(s) where each A(s) is a bounded operator fromHs
into Ks such that Af : s 7→ A(s)f(s) is a Borel section of S into K whenever f is a
Borel section of S into H. If the essential supremum of the operator norms ||A(s)||s
with respect to µ is finite then the direct integral of A, denoted
∫ ⊕
A(s)dµ(s),
is a bounded linear operator from
∫ ⊕Hsdµ(s) into ∫ ⊕Ksdµ(s). It is defined by
[
∫ ⊕
A(s)dµ(s)f ](s) = A(s)f(s).
Suppose pis is a unitary representation of G on Hs for each s in S and s 7→ pis(g)
is a Borel field of operators for each g and µ is a σ-finite measure on S. Then,
since ||pis(g)|| = 1, the direct integral pi(g) =
∫ ⊕
pis(g) dµ(s) is defined for g. The
mapping g 7→ pi(g) is called the direct integral of the representations pis. It is
the representation of G on
∫ ⊕Hs dµ(s) defined by [pi(g)f ](s) = pis(g)f(s). Since
each pis is unitary, it follows that pi is unitary.
The following two propositions establish properties of direct integrals which will
be useful in the sequel.
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Proposition 1.2. Let G be a locally compact group, H a closed subgroup, k ∈
{∞, 1, 2, ...}, and s 7→ pis be a Borel field of unitary representations of G. Then∫ ⊕
pis dµ(s)|H =
∫ ⊕
pis|H dµ(s) and k
∫ ⊕
pis dµ(s) '
∫ ⊕
kpis dµ(s).
Proof. Let pi =
∫ ⊕
pis dµ(s). Both pi|H and
∫ ⊕
pis|H dµ(s) act on
∫ ⊕Hs dµ(s). Since
[pi|H(h)f ](x) = pix(h)f(x) = [
∫ ⊕
pis|H(h) dµ(s) f ](x), the first result is true.
The Hilbert space for
∫ ⊕
kpis dµ(s) is
∫ ⊕
kHs dµ(s) = {f : s 7→ (f 1(s), ..., fk(s)) ∈ kHs|
∫ k∑
i=1
||f i(s)||2sdµ(s) <∞}.
Set Hpi =
∫ ⊕Hs dµ(s). Then the Hilbert space for kpi is kHpi = {(F1, ..., Fk)|Fi ∈
Hpi}. Let {fn}∞n=1 satisfy part (2) of the definition of the Hilbert bundle H. If
f0 ≡ 0 then {fn}∞n=0 also satisfies part (2) of the definition. Set fn1,n2,...,nk =
(fn1 , fn2 , ..., fnk). Then {fn1,n2,...,nk}∞ni=0 satisfies part (2) of the definition for {kHs}.
Furthermore, f is a Borel section of {kHs} ⇐⇒ s 7→ 〈f(s), fn1,n2,...,nk(s)〉kHs =∑k
i=1〈f i(s), fni(s)〉s is Borel for each (n1, n2, ..., nk) ⇐⇒ for i = 1, ..., k, s 7→
〈f i(s), fn(s)〉s is Borel for each n (choose ni = n and nj = 0 ∀ j 6= i) ⇐⇒ for
i = 1, ..., k, f i is a Borel section of H. Thus there is a bijection f ↔ (f 1, ..., fk)
between Borel sections of {kHs} and the k-tuples of Borel sections of H. Since
||(f 1, ..., fk)||2kHpi =
k∑
i=1
||f i||2Hpi
=
k∑
i=1
∫
||f i(s)||2
s
dµ(s)
=
∫ k∑
i=1
||f i(s)||2
s
dµ(s)
= ||f ||2∫⊕ kHsdµ(s),
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f ∈ ∫ ⊕ kHs dµ(s) ⇐⇒ (f1, ..., fk) ∈ kHpi. Thus Uf := (f 1, ..., fk) is a unitary
map from
∫ ⊕
kHs dµ(s) onto kHpi. Since
[U−1kpi(g)Uf ](s) = [U−1kpi(g)(f 1, ..., fk)](s)
= U−1(s 7→ (pis(g)f 1(s), ..., pis(g)fk(s)))(s)
= kpis(g)f(s)
= [
∫ ⊕
kpis(g) dµ(s)f ](s)
for all g ∈ G, the representations kpi and ∫ ⊕ kpis dµ(s) are equivalent.
Proposition 1.3. If k : S → {∞, 1, 2, ...} is Borel and pi is any unitary represen-
tation, there is some K ∈ {∞, 1, 2, ...} such that ∫ ⊕ k(s)pi dµ(s) is equivalent to
K pi.
Proof. Let Sn = {s ∈ S | k(s) = n}. Then S =
⋃∞
n=1 Sn and
∫ ⊕
S
k(s)pidµ(s) '∑∞
n=1
∫ ⊕
Sn
npidµ(s). Since the sum of multiples of a representation is a multiple of
the representation, it suffices to prove the result for constant k. Since
∫ ⊕
kpidµ(s) '
k
∫ ⊕
pidµ(s), it suffices to show that
∫ ⊕
pidµ(s) is a multiple of pi. This direct
integral acts on
∫ ⊕Hpidµ(s) = L2(S,Hpi). Define B : L2(S)×Hpi → L2(S,Hpi) by
B(f, v)(s) = f(s)v. Note: B is bilinear and
||B(f, v)||2 =
∫
||f(s)v||2Hpidµ(s) = ||v||2Hpi
∫
|f(s)|2dµ(s) = ||v||2Hpi ||f ||22. (1.1)
Thus there is a unique continuous bilinear T : L2(S) ⊗ Hpi → L2(S,Hpi) such
that T (f ⊗ v) = B(f, v). Let {Ei} be a countable neighborhood base of S and
let {vj} be a orthonormal basis of Hpi. Then {1Eivj} generates a countable dense
subset of L2(S,Hpi), {1Ei ⊗ vj} generates a countable dense subset of L2(S)⊗Hpi,
T (1Ei ⊗ vj) = 1Eivj, and 1Eivj = 0 implies 1Ei ⊗ vj = 0. Also (1.1) and the
orthogonality of the vj imply ||T (
∑
αi,j1Ei ⊗ vj)||2 =
∑
α2i,j||T (1Ei ⊗ vj)||2 =
8
∑
α2i,j||1Ei ⊗ vj||2 = ||
∑
αi,j1Ei ⊗ vj||2. Since T is continuous and Hilbert spaces
are complete, T is unitary and L2(S,Hpi) ∼= L2(S) ⊗Hpi. Since pi acts on Hpi the
action of
∫ ⊕
pidµ(s) on L2(S)⊗Hpi is [
∫ ⊕
pi(g)dµ(s)(f ⊗ v)](s) = pi(g)(f ⊗ v)(s) =
pi(g)(f(s) ⊗ v) = f(s) ⊗ pi(g)v. If {fi} is any orthonormal basis of L2(S) then
fi ⊗ Hpi are orthogonal subspaces of L2(S) ⊗ Hpi on which the direct integral is
equivalent to pi. Thus
∫ ⊕
pidµ(s) is equivalent to a multiple of pi.
The direct integral decomposition is a particularly important tool in the repre-
sentation theory of type I groups. Indeed, the following theorem shows that any
unitary representation can be expressed in an essentially unique way as a direct
integral of multiples of irreducible representations when G is type I.
Theorem 1.4. ([5], Theorem VI.14) Let G be a second countable, locally compact,
Hausdorff, type I group and pi be a unitary representation of G on a separable
Hilbert space. Then there exist a finite measure µ on Gˆ, a Borel map n : Gˆ →
{∞, 1, 2, ...}, a Hilbert bundle γ 7→ Hγ over Gˆ, and a Borel field of irreducible
unitary representations γ 7→ piγ where piγ is in γ for almost every γ such that
pi ∼=
∫ ⊕
n(γ)piγdµ(γ).
Furthermore, the measure class of µ is unique and γ 7→ n(γ) is unique for µ almost
every γ.
1.3 Induced Representations
Let G be a locally compact Hausdorff group, H be a closed subgroup, and pi
be a unitary representation of H. There is a method of constructing a unitary
representation of G from pi. This representation, which will be denoted indGH(pi), is
called the unitary representation induced by pi. In the following construction it
will be assumed that H\G admits a G-invariant measure µ. All cases considered
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in this paper satisfy this assumption. While the inducing construction can be done
more generally, it is simplified by this assumption.
Let Hpi denote the Hilbert space of pi and let H denote the space of Borel
functions f : G→ Hpi that satisfy
(i)f(hg) = pi(h)f(g) ∀ g ∈ G, h ∈ H and
(ii)
∫
H\G
||f(g)||2dµ(Hg) <∞.
ThenH is a Hilbert space with inner product 〈f, f ′〉H =
∫
H\G〈f(x), f ′(x)〉pi dµ(Hx).
Notice that since pi is unitary and each element of H satisfies (i), the quantity
〈f(x), f ′(x)〉H is constant on cosets and so the inner product is well-defined. Let
the right translate of a function f be defined by Rgf(x) = f(xg). Then right
translation, f 7→ Rgf , is an action of G on H. It is unitary by the G-invariance
of µ. Strong operator continuity follows from the fact that the uniformly contin-
uous elements in H are norm dense (see [6], pg. 152). Thus g 7→ Rg is a unitary
representation of G on H. This is the induced representation indGH(pi).
Example 1.5. Let 1 be the trivial representation on {e}. Then indG{e}(1) acts on
L2(G) by indG{e}(1)(g)f(x) = f(xg). Thus ind
G
{e}(1) is the right regular representa-
tion of G on L2(G).
The following are facts concerning induced representations:
Proposition 1.6. ([6], Proposition 6.9) If pi and ψ are equivalent unitary rep-
resentations of H, then indGH(pi) and ind
G
H(ψ) are equivalent. Thus if pi is in Hˆ,
indGH(pi) is well-defined.
Theorem 1.7 (Induction in Stages). ([5], Theorem V.2) Suppose H is a closed
subgroup of G, K is a closed subgroup of H, and pi is a unitary representation of
K. Then indGH(ind
H
K(pi)) is equivalent to ind
G
K(pi).
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The next proposition establishes another useful property of direct integrals.
Proposition 1.8. Let G be a locally compact group, H a closed subgroup, and
s 7→ pis be a Borel field of unitary representations of H. Then the representations
indGH
∫ ⊕
(pis) dµ(s) and
∫ ⊕
indGH(pis) dµ(s) are equivalent.
Proof. Let pi =
∫ ⊕
pis dµ(s). Set γs =ind
G
H(pis), γ =
∫ ⊕
γs dµ(s), and p˜i = ind
G
H(pi).
Let Hs be the Hilbert space of pis, Ks be the Hilbert space of γs, H˜ be the Hilbert
space of p˜i, K be the Hilbert space of γ, and ν be a σ-finite G-invariant measure
on H\G. Then
Ks = {f : G→ Hs | f(hg) = pis(h)f(g) and
∫
H\G
||f ||2Hs dν <∞}
and [γs(g)f ](x) = f(xg);
K = {F : s 7→ F (s) ∈ Ks |
∫
S
||F (s)||2Ks dµ(s) <∞}
and [γ(g)F ](s) = γs(g)F (s); and
H˜ = {f : G→
∫ ⊕
Hsdµ(s) | f(hg) = pi(h)f(g) and
∫
H\G
||f(g)||2∫⊕Hsdµ(s) dν(s) <∞}
with [p˜i(g)f ](x) = f(xg).
Since ϕ : F 7→ [(s, g) 7→ F (s)(g)] and ψ : f 7→ [(s, g) 7→ f(g)(s)] are Borel
isomorphisms from M(S, µ,M(G,m,H)) to M(S ×G,µ×m,H) and from
M(G,m,M(S, µ,H)) to M(S × G,µ × m,H), respectively ([5], Corollary I.16),
it follows that ϕF (s, g) = F (s)(g) for m-a.e. g, for µ-a.e. s and ψf(s, g) = f(g)(s)
for µ-a.e. s, for m-a.e. g. Let U = ψ−1 · ϕ. Then U is a Borel isomorphism from
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M(S, µ,M(G,m,H)) to M(G,m,M(S, µ,H)) and
||UF ||2H˜ =
∫∫
||UF (g)(s)||2sdµ(s) dν(Hg)
=
∫
||ϕF (s, g)||2sd(µ× ν)(s,Hg)
=
∫∫
||F (s)(g)||2sdν(Hg) dµ(s)
= ||F ||2K.
Since F (s)(hg) = pis(h)F (s)(g) ⇐⇒ ϕF (s, hg) = F (s)(hg) = pis(h)F (s)(g) =
pis(h)ϕF (s, g) form-a.e. g, for µ-a.e. s ⇐⇒ UF (hg)(s) = ϕF (s, hg) = pis(h)ϕF (s, g)
= pis(h)UF (g)(s) for µ-a.e. s, for m-a.e. g ⇐⇒ UF (hg) = pi(h)UF (g), we see
that UF ∈ H˜ ⇐⇒ F ∈ K. Thus U |K is unitary from K onto H˜.
Since UF (xg)(s) = ϕF (s, xg) for µ-a.e. s, form-a.e. x, and ϕF (s, xg) = F (s)(xg)
for m-a.e. x, for µ-a.e. s, we have
U : (s 7→ RgF (s)) 7→ (x 7→ UF (xg)). (1.2)
Note that [p˜i(g)UF ](x) = UF (xg) and γ(g)F (s)(x) = γs(g)F (s)(x) = F (s)(xg) =
[RgF (s)](x) =⇒ γ(g)F (s) = RgF (s). Then (1.12) is equivalent to U : (s 7→
γ(g)F (s)) 7→ (x 7→ p˜i(g)UF (x)). Thus U−1p˜i(g)UF = γ(g)F since U is injective.
Let U be the unitary group of some separable Hilbert space. A Borel function
ρ : G → U is called a multiplier representation (or a projective representation)
of G if ρ(e) = I, ρ(x)ρ(y) = σ(x, y)ρ(xy) for some σ : G×G→ {z ∈ C : |z| = 1}.
The function σ is called the multiplier of ρ. It is a Borel function which satisfies
σ(x, e) = 1 = σ(e, x) and σ(xy, z)σ(x, y) = σ(x, yz)σ(y, z) for all x, y, z in G.
Let N be a normal subgroup of G. There is a natural right action of G on Nˆ
given by pi · g(n) = pi(gng−1). Set Gpi = {g ∈ G | pi · g = pi}. Then Gpi is a closed
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subgroup of G called the stabilizer of pi. Since pi is a unitary representation of N ,
pi · n = pi for each n in N . Thus N ⊂ Gpi. The space of G orbits in Nˆ will be
denoted by Nˆ/G.
Proposition 1.9. ([2], Lemma 2.1.3) Let pi be an irreducible unitary representation
of N . Then for every g in G, the representations ind GN(pi · g) and indGN(pi) are
equivalent.
Theorem 1.10. ([5], Theorem V.9) Suppose pi is an irreducible unitary representa-
tion of N such that for each g in G the representation pi·g is equivalent to pi. Then pi
extends to a multiplier representation p˜i of G such that p˜i(g)p˜i(n)p˜i(g−1) = pi(gng−1)
for every n in N and g in G. Moreover, the multiplier for p˜i may be chosen to be
constant on cosets.
In particular, an irreducible unitary representation will always extend to a mul-
tiplier representation of its stabilizer.
In general, induced representations are not irreducible. There is a procedure,
known as the Mackey machine, for determining irreducible representations of G
in terms of the multiplier representations of a closed normal subgroup N and the
multiplier representations of various subgroups of G/N . For a large class of groups,
it provides a complete list of the irreducible representations up to equivalence. The
procedure is as follows.
Let pi be an irreducible representation of N and p˜i be its extension to a multi-
plier representation of the stabilizer G[pi]. If σ is the multiplier of p˜i and ρ is an
irreducible σ-multiplier representation of G[pi]/N , then p˜i × ρ(h) = p˜i(h) ⊗ ρ(Nh)
defines an irreducible representation of G[pi]. Thus indG
G[pi]
(p˜i×ρ) is a representation
of G and, as it turns out, is irreducible (see [5], Theorem V.15). The following
celebrated theorem (due to G.W. Mackey) implies that this procedure, in many
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situations, determines all of the irreducible unitary representations of G up to
unitary equivalence.
Theorem 1.11. ([5], Theorem V.16) Suppose Nˆ is a standard Borel space and
the orbit space Nˆ/G is countably separated. Then if γ is an irreducible unitary
representation of G, there exists a unique orbit [pi] ·G in Nˆ/G and an irreducible
σ-multiplier representation ρ of G[pi]/N (which is unique up to equivalence) such
that γ is equivalent to indG
G[pi]
(p˜i× ρ) where p˜i is an extension of pi to a σ-multiplier
representation of G[pi].
The next theorem is a measure theoretic result which is closely related to Fubini’s
theorem. It allows us to decompose a σ-finite measure into an integral of σ-finite
measures.
Theorem 1.12. ([5], Theorem I.27) Let φ be a Borel mapping from a standard
Borel space X into a standard Borel space Y . Suppose µ is a σ-finite measure on
X and ν is a σ-finite measure on Y that is equivalent to φ∗µ. Then there exists a
map y 7→ µy from Y into the set of σ-finite measures on X such that
(1) y 7→ µy(E) is Borel for each Borel set E
(2) µ(E) =
∫
µy(E)dν(y) for each Borel set E
(3) the fuction y 7→ µy is unique for almost every y and
(4) µy(X − φ−1(y)) = 0 for almost every y.
This decomposition is called a disintegration of µ over the fibers of φ and is
denoted by µ =
∫
µydν.
The final theorem of this section is also due to G. W. Mackey. It gives the restric-
tion of an induced representation as a direct integral of induced representations.
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Theorem 1.13 (Mackey’s Subgroup Theorem). ([5], Theorem V.7) Suppose
H and K are closed subgroups of G, pi is unitary representations of H, H\G/K
is a standard Borel space, and µ is a quasi-invariant measure on H\G. Let p
be the natural projection of H\G onto H\G/K and let ν be a σ-finite measure
on H\G/K equivalent to p∗µ. If the disintegration of µ is
∫
H\G/K µydν(y), where
each µy is a K quasi-invariant σ-finite measure on p
−1(y), then indGH(pi) |K ∼=∫ ⊕
H\G/K ind
K
g−1Hg∩K(pi · g)dν(HgK) where pi · g is the representation on g−1Hg ∩K
defined by pi · g(x) = pi(gxg−1).
1.4 The Plancherel Theorem
Theorem 1.14 (The Plancherel Theorem). ([5], Theorem VII.23) Let G be a
second countable, unimodular, locally compact, Hausdorff, type I group with Haar
measure m. Then there is a unique σ-finite measure µ on Gˆ such that
∫
G
|f(x)|2dm(x) =
∫
Gˆ
Tr(pi(f)pi(f)∗)dµ(pi)
for f in L1(G)∩L2(G). Moreover, if R is the right regular representation of G on
L2(G) and [pi] 7→ pi is a Borel section of Gˆ then there is a unitary isomorphism U
of L2(G) onto
∫ ⊕
n(pi)Hpi dµ([pi]), where Hpi is the Hilbert space of pi and n(pi) is
its dimension, such that URU∗ =
∫ ⊕
n(pi)pi dµ([pi]).
Let G act on a measurable space X. A measure m on X is called relatively
invariant with respect to the action of G if for every g there is a positive number
∆(g) such that m(g · E) = ∆(g)m(E) for any measurable subset E of X. For
example, if G = GL(X) where X is a vector space then Lebesgue measure, m, is
relatively invariant. Indeed, m(A ·E) = |A|m(E) for all A in G and E measurable.
The map g 7→ ∆(g) is a homomorphism from G to R+ (see [6]). Thus ∆(K) = {1}
for any compact subgroup K of G. When G = GL(X), to determine ∆ it suffices to
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determine ∆ on diagonal matrices since G = UDU where U is the unitary matrices
(a compact subgroup) in G and D is the diagonal matrices in G.
For A an automorphism of G let A · pi(x) := pi(A−1x). Then, if dm(Ax) =
∆(A) dm(x), the Plancherel theorem implies that
∆(A)
∫
Tr(pi(f)pi(f)∗)dµ(pi) = ∆(A)
∫
|f(x)|2dm(x)
=
∫
|f(x)|2∆(A) dm(x)
=
∫
|f(x)|2dm(Ax)
=
∫
|f(A−1x)|2dm(x)
=
∫
|f · A−1(x)|2dm(x)
=
∫
Tr(pi(f · A−1)pi(f · A−1)∗)dµ(pi)
Since
pi(f · A−1)(x) =
∫
pi(x)f(A−1x)dm(x)
=
∫
A−1 · pi(x)f(x)dm(Ax)
= ∆(A)A−1 · pi(f)(x),
it follows that∫
Tr(pi(f)pi(f)∗)∆(A)dµ(pi) =
∫
Tr(∆(A)2A−1 · pi(f)A−1 · pi(f)∗) dµ(pi)
=
∫
Tr(pi(f)pi(f)∗)∆(A)2dµ(A · pi).
Thus ∆(A)dµ(pi) = ∆(A)2dµ(A·pi) or dµ(A·pi) = ∆(A)−1dµ(pi). Thus the following
result has been shown.
Proposition 1.15. If the Haar measure on G is relatively invariant with respect
to Aut(G) with relative invariance factor ∆, then Plancherel measure on Gˆ is
relatively invariant with respect to Aut(G) with relative invariance factor ∆−1.
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Let R and RN be the right regular representations of G and N , respectively, and
let µ and η be the Plancherel measures on Gˆ and Nˆ , respectively. Then Example
1.5, Induction in Stages, and the Plancherel theorem imply that
∫ ⊕
n(γ)γ dµ([γ]) ' R ' indGe (1) ' indGN(indNe (1))
' indGN(RN) ' indGN
∫ ⊕
m(pi)pi dη([pi])
where n(γ) and m(pi) are the dimensions of γ and pi, respectively. Thus restricting
to N yields ∫ ⊕
n(γ)γ dµ([γ])|N ' indGN
∫ ⊕
m(pi)pi dη([pi])|N
which, by Proposition 1.2, may be written as
∫ ⊕
n(γ)γ |N dµ([γ]) '
∫ ⊕
m(pi)indGNpi |N dη([pi]) (1.3)
Each side of (1.3) is a unitary representation of N and, as such, can be expressed
as a direct integral over Nˆ . Doing so will yield a useful relationship between µ and
η. The left side will be considered first.
Let φ be a Borel mapping from Gˆ to Nˆ/G which maps an equivalence class to
the unique orbit to which it corresponds via Theorem 1.11. Suppose ν is a σ-finite
measure on Nˆ/G that is equivalent to φ∗µ. Then µ disintegrates over Nˆ/G as∫
µO dν(O) and the left side of (1.3) can be written as∫ ⊕
Nˆ/G
∫ ⊕
φ−1(O)
n(γ)γ|NdµO(γ) dν(O). (1.4)
In a measurable way, choose for each orbit O ∈ Nˆ/G a representation piO ∈
O. Then Theorem 1.11 implies that for every γ ∈ φ−1(O) there is a multiplier
representation ργ of G
[piO]/N such that γ is equivalent to indG
G[piO ]
(p˜iO × ργ). Thus
γ|N ' indGG[piO ](p˜iO×ργ)|N which, by Mackey’s Subgroup Theorem, is equivalent to
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∫ ⊕
G[piO ]\G d(ργ)(piO · g)dξO(G[piO]g) where d(ργ) is the dimension of ργ, (piO · g)(x) =
piγ(gxg
−1), and ξO is a σ-finite quasi-invariant measure on G[piO]\G. Thus∫ ⊕
φ−1(O)
n(γ)γ|N dµO([γ]) '
∫ ⊕
φ−1(O)
n(γ)
∫ ⊕
G[piO ]\G
d(ργ)(piO · g) dξO(G[piO]g) dµO([γ]).
Since d(ργ) is constant on G
[piO]\G, Proposition 1.2 says this is equivalent to∫ ⊕
φ−1(O)
n(γ)d(ργ)
∫ ⊕
G[piO ]\G
(piO · g) dξO(G[piO]g) dµO([γ]).
Since
∫ ⊕
G[piO ]\G(piO · g) dξO(G[piO]g) is constant for a fixed orbit, Proposition 1.3 says
that there is an nO ∈ {∞, 1, 2, ...} such that∫ ⊕
φ−1(O)
n(γ)d(ργ)
∫ ⊕
G[piO ]\G
(piO · g)dξO(G[piO]g)dµO([γ]) ' nO
∫ ⊕
G[piO ]\G
(piO · g)dξO(G[piO]g).
Thus the left side of (1.3) is equivalent to∫ ⊕
Nˆ/G
nO
∫ ⊕
G[piO ]\G
(piO · g)dξO(G[piO]g)dν(O)
which, in turn, is equivalent to∫ ⊕
Nˆ/G
∫ ⊕
G[piO ]\G
nO(piO · g)dξO(G[piO]g)dν(O).
Since the orbit O is isomorphic to G[piO]\G,∫
Nˆ/G
∫
G[piO ]\G
nO(g · piO)dξO(G[piO]g)dν(O) '
∫
Nˆ/G
∫
O
nOpidξO(pi)dν(O)
'
∫
Nˆ
npipidχ(pi)
where npi = nG·[pi] and χ =
∫
Nˆ/G
ξOdν(O).
Now consider the right side of (1.3):
∫ ⊕
m(pi) indGN(pi)|Ndη([pi]). Let p be the
canonical projection from Nˆ onto Nˆ/G and ς be a σ-finite measure on Nˆ/G that
is equivalent to p∗η. Then η disintegrates over Nˆ/G as
∫
ηO dς(O) and the right
side of (1.3) can be written as
∫ ⊕
Nˆ/G
∫ ⊕
p−1(O)m(pi) ind
G
N(pi)|NdηO(pi) dς(O). Note:
p−1(O) = O. Mackey’s Subgroup Theorem says that indGNpi|N '
∫
N\G(pi ·g)dζ(Ng)
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where ζ is a σ-finite (left) Haar measure on N\G. If pi ∈ O then there is a coset
Ng′ such that piO · g′ = pi and m(pi) = m(piO). Thus for pi ∈ O,
m(pi)
∫ ⊕
N\G
(pi · g)dζ(Ng) ' m(piO)
∫ ⊕
N\G
(piO · g′g)dζ(Ng)
' m(piO)
∫ ⊕
N\G
(piO · g)dζ(N(g′)−1g)
' m(piO)
∫ ⊕
N\G
(piO · g)dζ(Ng).
Thus ∫ ⊕
O
m(pi) indGN(pi)|NdηO(pi) '
∫ ⊕
O
m(piO)
∫ ⊕
N\G
(piO · g)dζ(Ng)dηO(pi)
which, by Proposition 1.3, is equivalent to mO
∫
N\G(piO · g)dζ(Ng) for some mO ∈
{∞, 1, 2, ...}.
Let q be the canonical projection from N\G onto G[piO]\G. Since ζ is Haar
measure on N\G, q∗ζ is quasi-invariant on G[piO]\G. Since ζ is σ-finite there exists
a finite measure ζ˜ on N\G that is equivalent to ζ. This implies that q∗ζ˜ ∼ q∗ζ.
Thus q∗ζ˜ is quasi-invariant. Since ζ˜ is finite, q∗ζ˜ is finite and, therefore, σ-finite.
Since all σ-finite, quasi-invariant measures on G[piO]\G are equivalent, q∗ζ˜ ∼ ξO
and so q∗ζ ∼ ξO.
Thus ζ disintegrates over G[piO]\G as ∫ ζG[piO ]gdξO. Then∫ ⊕
N\G
(piO · g)dζ(Ng) '
∫ ⊕
G[piO ]\G
∫ ⊕
q−1(G[piO ]g)
(piO · g′)dζG[piO ]g(Ng′)dξO(G[piO]g).
Since Ng′ ∈ G[piO]g implies that pi · g′ ' pi · g,∫ ⊕
q−1(G[piO ]g)
(piO · g′)dζG[piO ]g(Ng′) '
∫ ⊕
q−1(G[piO ]g)
(piO · g)dζG[piO ]g(Ng′)
which, by Proposition 1.3, is equivalent to kG[piO ]g(pi·g) for some kG[piO ]g ∈ {∞, 1, 2, ...}.
Thus the right side of (1.3) is equivalent to∫ ⊕
Nˆ/G
mO
∫ ⊕
G[piO ]\G
kG[piO ]g(piO · g)dξO(G[piO]g)dς(O)
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which, in turn, is equivalent to∫ ⊕
Nˆ/G
∫ ⊕
G[piO ]\G
mOkG[piO ]g(piO · g)dξO(G[piO]g)dς(O).
Since the orbit O is isomorphic to G[piO]\G, this may be written as∫ ⊕
Nˆ/G
∫ ⊕
O
mOkpipidξO(pi)dς(O)
where pi = piO · g and kpi = kG[piO ]g. Taking mpi = m[pi]·Gkpi, and χ˜ =
∫
Nˆ/G
ξOdς(O),
this may be expressed as ∫ ⊕
Nˆ
mpipidχ˜(pi).
Thus (1.3) implies that∫ ⊕
Nˆ
npipidχ(pi) '
∫ ⊕
Nˆ
mpipidχ˜(pi).
By the uniqueness of the direct integral decomposition, this implies that npi = mpi
for almost every pi and χ ∼ χ˜. Thus χ(p−1(E)) = 0 is equivalent to χ˜(p−1(E)) = 0
for any Borel subset E of Nˆ/G. Since φ∗µ ∼ ν ∼ p∗χ and p∗χ˜ ∼ ς ∼ p∗η, the
following result has been shown.
Theorem 1.16. Suppose G is a locally compact, unimodular, type I group and
N is a normal subgroup. Let µ and η denote the Plancherel measures of Gˆ and
Nˆ , respectively. Let φ : Gˆ → Nˆ/G be defined by φ[ind(pi × ρ)] = [pi] · G and
let p : Nˆ → Nˆ/G be the canonical projection. Then φ∗µ and p∗η are equivalent
measures on the orbit space Nˆ/G.
Corollary 1.17. Suppose S is a G-invariant null subset of Nˆ . Then the set of
irreducible representations of G induced by the representations of N in S has
Plancherel measure zero, i.e., µ(φ−1(p(S))) = 0.
Proof. The G-invariance of S implies that S = p−1(p(S)). Thus 0 = η(S) =
η(p−1(p(S))) = p∗η(p(S)) implies 0 = φ∗µ(p(S)) = µ(φ−1(p(S))).
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Theorem 1.18. Let G be a type I, unimodular, locally compact group and A be
a subgroup of Aut(G). Suppose that Gˆ0 is a conull, A-invariant subset of Gˆ and
the orbit space Gˆ0/A is standard. Then the Plancherel measure µ decomposes over
the orbits as µ =
∫
µOdν(O) where µO is a relatively invariant measure on the
homogeneous space A/ApiO .
Proof. Since G is type I, Gˆ is a standard Borel space. Let φ : Gˆ → Gˆ/A be the
projection [pi] 7→ A · [pi]. Then φ|Gˆ0 is a Borel map between standard spaces Gˆ0
and Gˆ0/A. If µ˜ is any finite measure equivalent to µ then φ∗µ˜ is a σ-finite measure
on Gˆ0/A equivalent to φ∗µ. By Theorem 1.12, µ decomposes over the fibers of φ
as µ =
∫
µOdν(O) where ν = φ∗µ˜ and µO(Gˆ0 − φ−1(O)) = 0. Each orbit O is
isomorphic to the homogeneous space A/ApiO where piO is any representation on
O. Since µ is relatively invariant,
∫
µO(A · E)dν(O) = µ(A · E) = ∆−1(A)µ(E) =
∆−1(A)
∫
µO(E)dν(O) =
∫
∆−1(A)µO(E)dν(O) for A ∈ A and E Borel. Thus for
a.e. O ∈ Gˆ0/A, µO(A · E) = ∆−1µO(E) for A ∈ A and E Borel.
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Free Nilpotent Lie Groups
2.1 Definitions and Notation
Let V be an n dimensional real vector space and T (V) be the tensor algebra (i.e.,
the free associative algebra) over V. The tensor algebra may be turned into a Lie
algebra by defining a Lie bracket [X,Y ] = XY − Y X. The free Lie algebra over V
is then the Lie subalgebra of T (V) generated by V. It will be denoted fn. Define
V(1) = V and V(i+1) = [V,V(i)]. Then fn =
⊕
iV
(i). The free k-step nilpotent Lie
algebra on n generators is defined to be fn,k = fn/
⊕
i>k V
(i).
The free k-step nilpotent Lie group on n generators is then the simply connected
Lie group with Lie algebra g = fn,k. It will be denoted by G. Since the exponential
map is a diffeomorphism for simply connected nilpotents, the group elements may
be identified with their Lie algebra coordinates, i.e, the exponential map may be
taken to be the identity. Multiplication in G is then given by the Campbell-Baker-
Hausdorff formula (CBH):X∗Y = X+Y + 1
2
[X, Y ]+ 1
12
[X, [X,Y ]]− 1
12
[Y, [X, Y ]]+...
Let g = (v1, v2, ..., vk) where vi ∈ V(i). Then CBH shows that dm(g) = dv1 dv2...dvk
where dvi is a Lebesgue measure on V
(i) is a Haar measure on G.
2.2 The Automorphism Group
If φ is any homomorphism on G then there exists a linear map dφ on g such that
φ(exp(X)) = exp(dφ(X). Since the exponential map is taken to be the identity,
φ(X) = dφ(X). Thus if A is an automorphism of G, A = dA and, therefore, A is
linear. The criterion
A(gg′) = AgAg′ (2.5)
is equivalent to
A(tX ∗ tY ) = A(tX) ∗ A(tY )
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for all t > 0. Using CBH and the linearity of A, this equation may be written as
tA(X) + tA(Y ) + t2A[X, Y ] +O(t3) = tA(X) + tA(Y ) + t2[AX,AY ] +O(t3)
or A[X, Y ] = [AX,AY ] + O(t
3)
t2
. Taking the limit as t goes to zero implies
A[X, Y ] = [AX,AY ]. (2.6)
Clearly, (2.6), CBH, and linearity imply (2.5). Thus the following has been shown.
Lemma 2.19. A is an automorphism of G if and only if A is linear, invertible,
and satisfies A[X, Y ] = [AX,AY ] for all X,Y in g.
Lemma 2.20. Let l : V → g be linear. Then l extends uniquely to a Lie algebra
homomorphism L : g→ g.
Proof. By the Birkhoff Embedding Theorem ([2], Theorem 1.1.11), g can be imbed-
ded into gl(n) for n sufficiently large. Thus l can be considered to be a map from V
into gl(n). Since l is linear and gl(n) is an associative algebra, there exists a unique
algebra homomorphism l˜ : T (V) → gl(n) that extends l. Turn both algebras into
Lie algebras by associating to each the standard Lie bracket [X, Y ] = XY − Y X.
Then l˜ is a Lie algebra homomorphism. Since V maps into g, the Lie algebra
generated by V must map into g. That is, fn maps into g. Since l˜ is an algebra ho-
momorphism, tensors of degree i map to tensors of degree i. Thus tensors of degree
higher than k map to 0 in g. So l˜ factors to a unique Lie algebra homomorphism
L : g→ g.
Proposition 2.21. There is a one-to-one correspondence between the automor-
phisms of G and the k-tuples (l1, ..., lk) where l1 ∈ GL(V) and for i = 2, ..., k the
maps li : V→ V(i) are linear.
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Proof. Suppose A ∈ Aut(G). By Lemma 2.18, A is linear, invertible, and satisfies
(2.6). Write A = (A1, ..., Ak) where Ai : g → V(i). Set li = Ai|V. The linearity of
A implies that each Ai (and, therefore, each li) is linear. The criterion A[X, Y ] =
[AX,AY ] is equivalent to
Ai[X, Y ] = [AX,AY ]i =
∑
α+β=i
[AαX,AβY ] (2.7)
for i = 1, ..., k. Since any element in W =
⊕
i>1V
(i) can be expressed as a sum
of elements of the form [X,Y ], equation (2.7) implies that Ai|W is determined by
the maps A1, ..., Ai−1. Write Ai = Ai|V +Ai|W . Taking i = 1, equation (1.3) reads
A1[X, Y ] = [AX,AY ]1 = 0. This implies that A1|W = 0. Thus A1 is determined
by l1. Since A is surjective, A1 is surjective. Since A1|W = 0, l1 = A1|V must be
surjective. Since V is finite dimensional, l1 is invertible. Since l1 and l
−1
1 both map
V linearly into V ⊂ g, they each extend to Lie algebra homomorphisms (l˜1 and
l˜−11 , respectively). Since l˜1 · l˜−11 (v) = l1 · l−11 (v) = v for v ∈ V, l˜1 · l˜−11 is the identity
on V. Since V generates and l˜1 · l˜−11 is a homomorphism, l˜1 · l˜−11 is the identity on
g. Therefore l˜1 is invertible. This implies l˜1 is injective. Thus l˜1|V(i) is injective for
i = 1, ..., k.
Assume that for each i < n the map Ai is determined by l1, ..., li, Ai|V(i) =
l˜1|V(i) , and that Ai|V(i+1)⊕...⊕V (k) = 0. Then An = An|V + An|W implies that An is
determined by l1, ..., ln. Let [X, Y ] ∈ V(n). Then X ∈ V(i) and Y ∈ V(j) for some
i, j < n such that i + j = n. Thus A[X, Y ] = [AiX,AjY ] = [l˜1|V(i)X, l˜1|V(j)Y ] =
[l˜1X, l˜1Y ] = l˜1[X,Y ] = l˜1|V(n) [X, Y ]. Since any element of V(n) can be written as a
sum of such brackets and An is linear, An|V(n) = l˜1|V(n) . Let [X,Y ] ∈ V(n+1)⊕ ...⊕
V(k) and let xi and yj be the first non-zero components of X and Y , respectively.
Then i + j > n. By the inductive hypothesis, AαX = 0 if α < i and AβY = 0 if
β < j. Let α + β = n. Then α ≥ i implies β < (α − i) + β < j and β ≥ j implies
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α < α + (β − j) < i. Thus A[X, Y ] =∑α+β=n[AαX,AβY ] = 0. Since any element
of V(n+1) ⊕ ... ⊕ V(k) can be written as a sum of such brackets and An is linear,
An|V(n+1)⊕...⊕V(k) = 0. By induction, Ai is determined by l1,...,li, Ai|V(i) = l˜1|V(i) ,
and Ai|Vi+1⊕...⊕Vk = 0 for i = 1, ..., k. So A is determined by (l1, ..., lk).
Now suppose the k-tuple (l1, ..., lk) is as in the statement of the proposition.
Then l : v 7→ (l1v, ..., lkv) is linear from V into g. By Lemma 2.18, l extends to
a Lie algebra homomorphism A : g → g. Clearly A is linear and satisfies (2.7).
If A is invertible then, by Lemma 2.19, it is an automorphism. Since G is finite
dimensional, it suffices to show that A is injective.
Suppose AX = 0. Then 0 = A1X = l1(x1) = l˜1|VX. Since l1 is invertible, x1 = 0.
Assume that xi = 0 for i < n. Then 0 = AnX = An|V(n)X + An|V(n+1)⊕...⊕V(k)X =
l˜1|V(n)xn. Since l˜1|V(n) is injective, xn = 0. By induction, xi = 0 for i = 1, ..., k.
Thus X = 0 and A is injective.
Thus GL(V) may be considered as a subgroup of Aut(G). We now consider the
action of this subgroup on Gˆ.
Suppose A ∈ GL(V),N is a normal subgroup of G, pi ∈ Nˆ , and ρ is an irreducible
multiplier representation of Gpi/N . Suppose γp˜i×ρ = ind
G
Gpi(p˜i×ρ). Then γp˜i×ρ acts on
the Hilbert spaceHp˜i×ρ by right translation, i.e., γp˜i×ρ(g)h(g′) = h(g′g). If A·N ⊆ N
and A ·Gpi ⊆ Gpi (as is the case if A is diagonal), then (A · p˜i×ρ)(x) = p˜i×ρ(A−1 ·x)
is well-defined. Let h ∈ Hp˜i×ρ. Since
h ◦ A−1(ng) = h(A−1 · ng)
= h(A−1 · nA−1 · g)
= p˜i × ρ(A−1 · n)h(A−1 · g)
= (A · p˜i × ρ)(n)(h ◦ A−1)(g)
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and
∫ ||h ◦ A−1(g)||2dµ(Gpig) = ∫ ||h(g)||2dµ(GpiA · g) = ∫ ||h(g)||2∆(A)dµ(Gpig),
h ◦ A−1 ∈ HA·p˜i×ρ. Since
A · γp˜i×ρ(g)(h ◦ A−1)(g′) = γp˜i×ρ(A−1 · g)h(A−1 · g′)
= h(A−1 · g′A−1 · g)
= h(A−1 · g′g)
= h ◦ A−1(g′g)
= γA·p˜i×ρ(g)(h ◦ A−1)(g′),
we see that A · γp˜i×ρ = γA·p˜i×ρ.
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Free Two Step Nilpotent Lie Groups
3.1 Definitions and Notation
Let V be an n dimensional real vector space. The free 2-step nilpotent Lie group
G is the simply connected Lie group with Lie algebra g = fn,2. Multiplication in G
expressed in terms of exponential coordinates is (v, w) · (v′, w′) = (v+ v′, w+w′+
1
2
v∧ v′). Let N = exp(V∧V). Then N is a normal, central, abelian subgroup of G
of dimension k = n(n−1)
2
. Since N is abelian, Nˆ ∼= (V∧V)∗ ∼= Rk and Plancherel
measure is a multiple of Lebesgue measure. Since N is central, the action of G on
Nˆ is trivial. Thus the stabilizer Gλ is G for all λ in Nˆ and the orbit space Nˆ/G is
Nˆ .
We consider the action of GL(V) as elements of Aut(G) on G. We use the no-
tation A · (v, w) = (Av, A˜w) where A˜ is defined by A˜(v ∧ v′) = Av ∧ Av′ and
linearity. Then the Haar measure dm(g) = dv dw is relatively invariant with re-
spect to the action of GL(V) with factor ∆(A) = |A||A˜|. Since ∆ is a homomor-
phism, we may assume that A is diagonal. Let ai be the diagonal entries of A.
Then A˜(ei ∧ ej) = aiaj(ei ∧ ej), i.e., A˜ is diagonal. Thus |A˜| =
∏n
j=2
∏
i<j aiaj =
an−11 a
n−1
2 ...a
n−1
n = |A|n−1. So ∆(A) = |A|n. By Proposition 1.15, the Plancherel
measure on the dual is relatively invariant with factor ∆−1(A) = |A|−n.
3.2 Bilinear Skew-Symmetric Maps
Proposition 3.22. Let B : V×V→ R be bilinear and skew-symmetric. Then the
rank of B is even and there is a basis {x1, ..., xm, y1, ..., ym, z1, ...zl} of V such that
B(xi, yj) = δi,j, B(xi, xj) = 0 = B(yi, yj), and zi ∈ rad(B).
Proof. The proof is by a modified Gram-Schmidt process.
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Let {ei} be a basis of V. Check the values B(e1, ei) for i = 1, 2, ..., n. If all values
are zero then B(e1, v) = 0 for all v ∈ V. Thus e1 ∈ rad B. Set z1 = e1 and start
over with {e2, ..., en}. If for some i > 1, say i0, B(e1, ei0) 6= 0 then set x1 = e1
and y1 =
ei0
B(e1,ei0 )
. Then B(x1, y1) = 1. By reordering the basis it may be assumed
that i0 = 2. For i = 3, ..., n replace ei by e
′
i = ei − B(x1, ei)y1 + B(x1, ei)x1. The
set {x1, y1, e′3, ..., e′n} is a basis and B(x1, e′i) = 0 = B(y1, e′i). Thus B(x1, v) = 0 =
B(y1, v) for every v ∈ 〈e′3, ..., e′n〉. Start over with {e′3, ..., e′n}.
Each time, either a zi ∈ rad B or a pair xi, yi /∈ rad B is produced. This process
ends since n is finite. The result being a basis consisting of some number, say m, of
paired elements xi, yi and some number, say l, of elements zi in the radical. Thus
the rank of B is 2m and the radical has dimension l. Also B(xi, yj) = 0 when i 6= j
since either yj or xi is in the span of the e
′
i.
Corollary 3.23. Any two skew-symmetric forms are equivalent by a change of
basis if and only if their radicals are the same dimension.
Proof. Let B and B′ be two skew-symmetric forms with the same dimension
radicals. By Proposition 3.21, there are bases {x1, ..., xm, y1, ..., ym, z1, ..., zl} and
{x′1, ..., x′m, y′1, ..., y′m, z′1, ..., z′l} where the zi ∈ rad B and the z′i ∈ rad B′. Let A
be defined by Axi = x
′
i, Ayi = y
′
i, and Azi = z
′
i. Then A is a change of basis and
B(v1, v2) = B
′(Av1, Av2). Thus B and B′ are equivalent. It is clear that B and B′
cannot be equivalent without having radicals that are the same dimension.
If T is a change of basis from the standard basis S to the basis S ′ in the statement
of Proposition 3.21 then the matrix of the bilinear form with respect to the standard
basis is
[B] = [T ]t
 0 I
−I 0
 [T ].
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Both bases determine Lebesgue measures on V which differ by a positive constant.
The constant is the Jacobian of the transition map from the symplectic basis to
the standard basis. If B is symplectic then det[B] = (det[T ])2. So the constant
equals
√
det[B] =
√
det[B(ei, ej)].
Now assumeB has a one dimensional radical 〈z〉. LetW be the span of {xi, yi}mi=1.
Then the restriction B|W is symplectic and [B|W ] = At
 0 I
−I 0
A where A is the
transition matrix from {xi, yi} to {e1, ..., e2m}. Let U be a unitary transforma-
tion such that U(z) ∈ 〈en〉. Then the map with matrix
A 0
0 1
 · [U ] is a change
of basis from {xi, yi, z} to {ei}. So the constant equals detA · det[U ] = detA =√
det[B|W ] =
√
det[B(ei, ej)]i,j 6=n.
Let B be a symplectic form on V×V and let X = span{xi} and Y = span{yi}
where the xi and yi are as in Proposition 3.21. Then y 7→ B(·, y) is a isomorphism
between Y and X∗. Since X is a linear space, X∗ ' Xˆ. Thus Xˆ may be identified
with Y . Therefore the Fourier transform F : L1(X) → L1(Y ) may be defined by
(Ff)(y) =
∫
f(x)e−iB(x,y)dx where dx is the normalized Lebesgue onX determined
by the xi. The inversion formula is then (F
−1f)(x) =
∫
f(y)eiB(x,y)dy where dy
is the normalized Lebesgue measure on Y determined by the yi. This Fourier
transform extends to linear isometry from L2(X) to L2(Y ) just as the usual Fourier
transform does. Similarly, the isomorphism x 7→ B(x, ·) between X and Y ∗ allows
us to define the Fourier transform F : L1(Y ) → L1(X) which extends to a linear
isometry from L2(Y ) to L2(X).
3.3 The Dual
The dual of G can be determined using Mackey induction in the following manner.
Each λ in Nˆ extends to a multiplier representation piλ of G
λ = G defined by
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piλ(v, w) = e
iλ(w)I. Since
piλ((v, w) · (v′, w′)) = piλ(v + v′, w + w′ + 1
2
v ∧ v′)
= eiλ(w+w
′+ 1
2
v∧v′)I
= e
i
2
λ(v∧v′)eiλ(w)eiλ(w
′)I
= e
i
2
λ(v∧v′)piλ(v, w)piλ(v′, w′)
the multiplier for piλ is σλ(v, v
′) = e
−i
2
λ(v∧v′). Next all irreducible σλ-multiplier
representations of Gλ/N = G/N ∼= exp(V) must be determined. Once this is done,
any pi ∈ Gˆ is equivalent to piλ × ρ = indGG(piλ × ρ) for some λ ∈ Nˆ and some
irreducible σλ-multiplier representation ρ.
For λ in Nˆ let Bλ be the bilinear skew-symmetric map from V×V to R defined by
Bλ(v, v
′) = λ(v∧v′). Fix λ and let {x1, x2, ..., xi, y1, y2, ..., yi, z1, z2, ..., zl} be a basis
of V as in Proposition 3.21. Then V = X + Y + Z where X = span{x1, x2, ..., xi},
Y = span{y1, y2, ..., yi}, and Z = span{z1, ..., zl}. For ν ∈ Z∗, the formula
(piν,λ(x+ y + z)f)(x
′) = eiν(z)e
i
2
Bλ(x+2x
′,y)f(x′ + x)
defines a σλ-multiplier representation of V on L
2(X,C). Indeed,
(piν,λ(v)piν,λ(v
′)f)(x0) = (piν,λ(x+ y + z)piν,λ(x′ + y′ + z′)f)(x0)
= eiν(z)e
i
2
Bλ(x+2x0,y)(piν,λ(x
′ + y′ + z′)f)(x0 + x)
= eiν(z)eiν(z
′)e
i
2
Bλ(x+2x0,y)e
i
2
Bλ(x
′+2x0+2x,y′)f(x0 + x+ x
′)
= eiν(z+z
′)e
i
2
Bλ(x,y
′)e
−i
2
Bλ(x
′,y)e
i
2
Bλ(x+x
′+2x0,y+y′)f(x0 + x+ x
′)
= eiν(z+z
′)e
i
2
Bλ(x,y
′)e
i
2
Bλ(x+y+z,x
′+y′+z′)f(x0 + x+ x
′)
= σλ(x+ y + z, x
′ + y′ + z)[piν,λ(x+ x′ + y + y′ + z + z′)f ](x0)
= σλ(v, v
′)[piν,λ(v + v′)f ](x0).
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The piν,λ are also irreducible since [piν,λ(x)f ](x
′) = f(x′ + x), [piν,λ(y)f ](x′) =
eiBλ(x
′,y)f(x′), and there are no proper closed subspaces of L2(X) invariant un-
der all translation and multiplication operators. These are, as the next proposition
shows, the only σλ-multiplier representations up to unitary equivalence.
Proposition 3.24. There is a bijection (ν 7→ piν,λ) between the linear dual of
rad(Bλ) and the unitary equivalence classes of irreducible σλ-multiplier represen-
tations of V.
Proof. Let pi be any irreducible unitary σλ-multiplier representation of V. Since
σλ(z, ·) = 1 = σλ(·, z) for all z ∈ Z, pi|Z is a unitary representation and pi(z)
commutes with pi(v). Since pi is irreducible, pi(z) must be a multiple of the identity.
Thus pi(z) = eiν(z)I for a unique ν ∈ Z∗. Let pi0 = piν,λ.
Since σλ(y, y
′) = 1 ∀ y, y′ ∈ Y , pi|Y is a unitary representation of Y . Thus for
some finite measure µ and some c : Yˆ → {∞, 1, 2, ...} (which is a.e. unique),
pi|Y (y) '
∫ ⊕
Yˆ'X c(x)e
iλ(x,y)dµ(x). (This direct integral acts on
∫ ⊕
X
c(x)Cdµ(x).)
Since
pi|Y (y) ' pi(x′)pi|Y (y)pi(−x′)
= σλ(x
′, y)σλ(x′ + y,−x′)pi|Y (y)
= eiBλ(x
′,y)
∫ ⊕
X
c(x)eiBλ(x,y)dµ(x)
=
∫ ⊕
X
c(x)eiBλ(x+x
′,y)dµ(x)
=
∫ ⊕
X
c(x− x′)eiBλ(x,y)dµ(x− x′)
for any x′ ∈ X, the uniqueness of the direct integral decomposition implies c(x)
must be constant almost everywhere and µ ∼ m (Lebesgue measure on X). With-
out loss, c(x) may be redefined to be constant and dµ may be replaced by dm.
Thus pi|Y (y) ' c
∫ ⊕
X
eiBλ(x,y)dm(x) on L2(X,Cc). The action of the above direct
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integral representation on f ∈ L2(X,Cc) is eiBλ(x,y)f(x), i.e., the direct integral is
cpi0(y). In other words, pi|Y ' cpi0|Y .
Using a unitary equivalence, it may be assumed that pi acts on L2(X,Cc) and
pi|Y = cpi0|Y . Then pi(z) = eiν(z)I = cpi0(z) and
pi(x)(cpi0)
−1(x)(cpi0)(y) = σλ(−x, y)(σλ(y,−x))−1pi(x)(cpi0)(y)(cpi0)(−x)
= σλ(x, y)σλ(y, x)
−1σλ(−x, y)σλ(y,−x)−1(cpi0)(y)pi(x)(cpi0)(−x)
= (cpi0)(y)pi(x)(cpi0)
−1(x).
This implies that pi(x)(cpi0)
−1(x) commutes with the Von Neumann algebra of
cpiν,λ|Y . This is the algebra
∫ ⊕
X
Ddm where D is the algebra of diagonal c × c
matrices. Since all c×cmatrices commute with diagonals,D′ =M the algebra of c×
c matrices. By ([5], Theorem III.16), pi(x)(cpi0)
−1(x) ∈ (∫ ⊕
X
Ddm)′ =
∫ ⊕
X
D′ dm =∫ ⊕
X
M dm. Thus pi(x)(cpi0)
−1(x) =
∫ ⊕
X
M(x′, x)dm(x′) for some Borel field M :
X →M(X,U(Cc)). Alternatively,
pi(x) = [
∫ ⊕
X
M(x′, x)dm(x′)](cpi0)(x).
Thus for a.e. x′,
[pi(x)f ](x′) = [(
∫ ⊕
X
M(x′, x)dm(x′))(cpi0)(x)f ](x′)
=M(x′, x)[cpi0(x)f ](x′)
=M(x′, x)f(x′ + x)
Now
[pi(x1)pi(x2)f ](x
′) =M(x′, x1)[pi(x2)f ](x′ + x1)
=M(x′, x1)M(x′ + x1, x2)f(x′ + x1 + x2)
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and [pi(x1 + x2)f ](x
′) = M(x′, x1 + x2)f(x′ + x1 + x2). Since pi is a unitary repre-
sentation, pi(x1)pi(x2) = pi(x1 + x2). Thus for every x1 and x2, M must satisfy
M(x′, x1)M(x′ + x1, x2) =M(x′, x1 + x2)
for a.e. x′. By ([5], Corollary I.16), there is a Borel function M˜ : X ×X → U(Cc)
such that for a.e. x M˜(x′, x) =M(x′, x) for a.e. x′. Then M˜ must satisfy
M˜(x′, x1)M˜(x′ + x1, x2) = M˜(x′, x1 + x2)
for a.e. x′, x1, x2. By ([5], Theorem IV.9), there is a ψ equal to M˜ a.e. on X ×X
such that ψ(x′, x1)ψ(x′ + x1, x2) = ψ(x′, x1 + x2) for all x′,x1, and x2. Thus the
unitary representation x 7→ ∫ ⊕
X
ψ(x′, x)dm(x′)(cpi0)(x) defined by ψ (see [5], section
V.2) is a.e. equal to pi. Since measurable homomorphisms which agree a.e. are in
fact equal, pi(x) = [
∫ ⊕
X
ψ(x′, x)dm(x′)](cpi0)(x). Set Uf(x) = ψ(0, x)f(x). Then U
is unitary and
[U−1(cpi0)(x)Uf ](x′) = ψ(0, x′)−1Uf(x′ + x)
= ψ(0, x′)−1ψ(0, x′ + x)f(x′ + x) = [ψ(x′, x)(cpi0)(x)f ](x′)
= [pi(x)f ](x′).
Additionally,
U−1pi(z)Uf = U−1eiν(z)Uf = eiν(z)U−1Uf = eiν(z)f = pi(z)f
and
[U−1(cpi0)(y)Uf ](x′) = ψ(0, x′)−1eiBλ(x
′,y)ψ(0, x′)f(x′) = [(cpi0)(y)f ](x′).
Thus there is a unitary operator that intertwines cpi0|X and pi|X and leaves pi|Y
and pi|Z invariant. Thus pi ' cpi0. Since pi and pi0 are both irreducible, c = 1. Thus
pi ∼= piν,λ.
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The next theorem is a direct consequence of Proposition 3.23 and Induction.
Theorem 3.25. Let pi be an irreducible unitary representation of G. Then there
is a direct sum decomposition X + Y + Z of V, a unique λ in N∗, and a unique ν
in Z∗ such that pi can be taken to have the form
[pi(x, y, z, w)f ](x′) = eiλ(w)eiν(z)e
i
2
λ[x+2x′,y]f(x′ + x)
where f is in L2(X).
3.4 A Conull Orbit
Set Nˆd = {λ ∈ Nˆ | rad(Bλ) has dimension d}. Since any two skew-symmetric
forms are equivalent by a change of basis if and only if their radicals are the same
dimension, Nˆd is a single GL(V) orbit for each d. Let {e1, ...en} be a basis of V.
Set p(λ) =
∑
k,l(det[Bλ(ei, ej)]k,l)
2 where [Bλ(ei, ej)]k,l is the matrix obtained by
deleting the kth row and lth column from [Bλ(ei, ej)]. Then p is polynomial in the
entries of [Bλ] ∈ Rn2 . If {w1, w2, ..., wk} is the basis of N determined by {e1, ..., en}
then {w∗1, ..., w∗k} is a basis for Nˆ . Thus λ =
∑
λiw
∗
i for some λ1, λ2, ..., λk ∈ R and
λ may be identified with (λ1, ..., λk). Then Bλ(ei, ej) =
∑
w∗i (ei ∧ ej)λi. Thus p is
polynomial in λ.
Proposition 3.26. For n even, the orbit Nˆ0 is conull in Nˆ . For n odd, the orbit
Nˆ1 is conull in Nˆ .
Proof. The condition p(λ) 6= 0 is equivalent to det[Bλ(ei, ej)]k,l 6= 0 for some k, l.
This, in turn, is equivalent to rank of the matrix of Bλ equaling either n or n− 1.
The rank of any skew-symmetric form must be even. Thus when n is even p(λ) 6= 0
if and only if λ is in Nˆ0. And when n is odd p(λ) 6= 0 if and only if λ is in Nˆ1.
Since p is polynomial, {λ | p(λ) = 0} has measure zero. Thus when n is even Nˆ0 is
conull and when n is odd Nˆ1 is conull.
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Note that both Nˆ0 and Nˆ1 are G-invariant since they are G orbits. The orbit Nˆ0
can be identified with the space of symplectic forms on V × V and the orbit Nˆ1
can be identified with the space of alternating forms on V × V with nullity 1.
3.5 The Plancherel Theorem
Let n be even and λ be in Nˆ0. Choose a Bλ-symplectic basis {x1, ..., xm, y1, ..., ym}
(n = 2m) and write V = X+Y whereX = span{x1, ..., xm} and Y = span{y1, ..., ym}.
Let piλ be defined by
[piλ(x, y, w)h](x
′) = eiλ(w)e
i
2
Bλ(x+2x
′,y)h(x′ + x)
for h ∈ L2(X,C). By Theorem 3.24, piλ is an irreducible representation of G and
any irreducible representation of G whose restriction to V is a σλ-multiplier rep-
resentation must be equivalent to piλ. Furthermore, by Corollary 1.17, the set
{[piλ] : λ ∈ Nˆ0} is almost all of Gˆ. Let Tf,λ be defined for f ∈ L1(G)
⋂
L2(G)
by
[Tf,λh](x
′) =
∫ ∫ ∫
f(x, y, w)[piλ(x, y, w)h](x
′)dx dy dw
where dx and dy are the normalized Lebesgue measures on X and Y , respec-
tively, as determined by the above basis and dw is normalized Lebesgue measure
on N ∼= Rk. If F3 is the Fourier transform in w and Kf,λ(x′, x) =
∫
[F3f ](x −
x′, y, λ)eiBλ(
x+x′
2
,y)dy, then
[Tf,λ(f)h](x
′) =
∫ ∫ ∫
f(x, y, w)[piλ(x, y, w)h](x
′)dx dy dw
=
∫ ∫ ∫
f(x, y, w)eiλ(w)e
i
2
Bλ(x+2x
′,y)h(x′ + x)dx dy dw
=
∫ ∫
[F3f ](x, y, λ)e
i
2
Bλ(x+2x
′,y)h(x′ + x)dx dy
=
∫
(
∫
[F3f ](x− x′, y, λ)eiBλ(x+x
′
2
,y)dy)h(x)dx
=
∫
Kf,λ(x
′, x)h(x)dx.
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Let u = x − x′, v = x+x′
2
, and F2 : L
2(Y ) → L2(X) be the Fourier transform
discussed at the end of section 3.2. Then dx dx′ = du dv and
‖Kf,λ‖22 =
∫ ∫
|Kf,λ(x′, x)|2dx dx′
=
∫ ∫
|Kf,λ(u, v)|2du dv
=
∫ ∫
|
∫
[F3f ](u, y, λ)e
−iBλ(y,v)dy|2du dv
=
∫ ∫
|[F2F3f ](u, v, λ)|2du dv
=
∫ ∫
|[F3f ](u, y, λ)|2du dy.
Now fix a basis {e1, ..., en} of V and let m0 be the Lebesgue measure on V
determined by this basis. Define dmλ(x, y) = dx dy. Then the measures dmλ and
dm0 are related by dmλ = δ(λ)dm0 where δ(λ) =
√
det[Bλ(ei, ej)] (see section
3.2). Then
[Tf,λh](x
′) =
∫ ∫ ∫
f(x, y, w)[piλ(x, y, w)h](x
′)dmλ(x, y)dw
=
∫ ∫ ∫
f(x, y, w)[piλ(x, y, w)h](x
′)δ(λ)dm0(x, y)dw
= δ(λ)[piλ(f)h](x
′)
and so [piλ(f)h](x
′) = δ(λ)−1[Tf,λh](x′). This implies that
Tr(piλ(f)piλ(f)
∗) = Tr(δ(λ)−1Tf,λδ(λ)−1T ∗f,λ)
= ‖δ(λ)−1Kf,λ‖22
=
∫ ∫
|[F3f ](x, y, λ)|2δ(λ)−2dmλ(x, y)
=
∫ ∫
|[F3f ](x, y, λ)|2δ(λ)−1dm0(x, y).
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Thus, if dm0dw is chosen to be Haar measure and dλ is the dual measure to dw,∫
Tr(piλ(f)piλ(f)
∗)δ(λ)dλ =
∫ ∫ ∫
|[F3f ](x, y, λ)|2dm0(x, y)dλ
=
∫ ∫ ∫
|f(x, y, w)|2dm0(x, y)dw
= ‖f‖22.
That is, Plancherel measure is given by dµ(piλ) =
√
det[Bλ(ei, ej)]dλ.
Let A ∈ GL(V ). Since [BA·λ] = (A−1)t[Bλ]A−1, det[BA·λ] = |A|−2 det[Bλ].
Since dλ is dual to dw and d(A · w) = d(A˜w) = |A˜|dw = |A|n−1dw, d(A ·
λ) = |A|1−ndλ. Then dµ(A · piλ) = dµ(piA·λ) =
√
det[BA·λ(ei, ej)]d(A · λ) =
|A|−1√det[Bλ(ei, ej)]|A|1−ndλ = |A|−ndµ(piλ). Thus we see that µ has the expected
relative invariance factor ∆(A) = |A|−n.
Now let n be odd, λ be in Nˆ1, and χ be in the linear dual of rad(Bλ). Choose
a basis {x1, ..., xm, y1, ..., ym, z} (n = 2m + 1) as in Proposition 3.21 and write
V = X + Y + Z where X = span{x1, ..., xm}, Y = span{y1, ..., ym}, and Z =
span{z}. Let dx, dy, and dz be the normalized Lebesgue measures on X, Y , and
Z, respectively. Let piλ,χ be defined by
[piλ,χ(x, y, z, w)h](x
′) = eiχ(z)eiλ(w)e
i
2
Bλ(x+2x
′,y)h(x′ + x)
for h ∈ L2(X,C). Then piλ,χ is an irreducible representation of G and any irre-
ducible representation of G whose restriction to V is a σλ-multiplier representation
must be equivalent to piλ,χ for some χ. Furthermore, the set {[piλ,χ] : λ ∈ Nˆ0, χ ∈
rad(Bλ)
∗} is almost all of Gˆ. Let Tf,λ,χ be defined for f ∈ L1(G)
⋂
L2(G) by
[Tf,λ,χh](x
′) =
∫ ∫ ∫
f(x, y, z, w)[piλ,χ(x, y, z, w)h](x
′)dmλ(x, y, z)dw
where dmλ(x, y, z) := dx dy dz and dw is normalized Lebesgue measure on N . Let
F3 and F4 denote the Fourier transforms in z and w, respectively, andKf,λ,χ(x
′, x) =
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∫
[F3F4f ](x− x′, y, χ, λ)eiBλ(x+x
′
2
,y)dy. Then
[Tf,λ,χ(f)h](x
′) =
∫ ∫ ∫
f(x, y, z, w)[piλ,χ(x, y, z, w)h](x
′)dx dy dz dw
=
∫ ∫ ∫
f(x, y, z, w)eiχ(z)eiλ(w)e
i
2
Bλ(x+2x
′,y)h(x′ + x)dx dy dz dw
=
∫ ∫
[F3F4f ](x, y, χ, λ)e
i
2
Bλ(x+2x
′,y)h(x′ + x)dx dy
=
∫
(
∫
[F3F4f ](x− x′, y, χ, λ)eiBλ(x+x
′
2
,y)dy)h(x)dx
=
∫
Kf,λ,χ(x
′, x)h(x)dx.
Let u = x − x′, v = x+x′
2
, and F2 : L
2(Y ) → L2(X) be the Fourier transform as
discussed in section 3.2. Then dx dx′ = du dv and
‖Kf,λ,χ‖22 =
∫ ∫
|Kf,λ,χ(x′, x)|2dx dx′
=
∫ ∫
|Kf,λ,χ(u, v)|2du dv
=
∫ ∫
|
∫
[F3F4f ](u, y, χ, λ)e
−iBλ(y,v)dy|2du dv
=
∫ ∫
|[F2F3F4f ](u, v, χ, λ)|2du dv
=
∫ ∫
|[F3F4f ](u, y, χ, λ)|2du dy.
Now fix a basis {e1, ..., en} of V and let m0 be the Lebesgue measure determined
by this basis. Choose dm0dw to be Haar measure on G. The measures dmλ and
dm0 are related by dmλ = δ(λ)dm0 where δ(λ) =
√
det[Bλ(ei, ej)]i,j 6=n (see section
3.2). Thus
[Tf,λ,χh](x
′) =
∫ ∫ ∫
f(x, y, z, w)[piλ,χ(x, y, z, w)h](x
′)dmλ(x, y, z)dw
=
∫ ∫ ∫
f(x, y, z, w)[piλ,χ(x, y, z, w)h](x
′)δ(λ)dm0(x, y, z)dw
= δ(λ)[piλ,χ(f)h](x
′).
38
So [piλ,χ(f)h](x
′) = δ(λ)−1[Tf,λ,χh](x′). This implies that
Tr(piλ,χ(f)piλ,χ(f)
∗) = Tr(δ(λ)−1Tf,λ,χδ(λ)−1T ∗f,λ,χ)
= ‖δ(λ)−1Kf,λ,χ‖22
=
∫ ∫
|[F3F4f ](x, y, χ, λ)|2δ(λ)−2dmλ(x, y)
=
∫ ∫
|[F3F4f ](x, y, χ, λ)|2δ(λ)−1dm0(x, y).
So, if dλ is dual to dw and dχ is dual to dz,∫ ∫
Tr(piλ,χ(f)piλ,χ(f)
∗)δ(λ)dχ dλ =
∫ ∫ ∫ ∫
|[F3F4f ](x, y, χ, λ)|2dm0(x, y)dχ dλ
=
∫ ∫ ∫ ∫
|f(x, y, w)|2dm0(x, y)dz dw
= ‖f‖22
since F3 and F4 are unitary. That is, Plancherel measure is given by
dµ(piλ,χ) =
√
det[Bλ(ei, ej)]i,j 6=ndχ dλ.
We now demonstrate that µ has the expected relative invariance factor ∆(A) =
|A|−n. Since ∆ is a homomorphism it suffices to demonstrate this when A is di-
agonal. Let An be the matrix obtained by deleting the n-th row and column.
Then [BA·λ(ei, ej)]i,j 6=n = (A−1n )
t[Bλ(ei, ej)]i,j 6=nA−1n . Thus det[BA·λ(ei, ej)]i,j 6=n =
|An|−2 det[Bλ(ei, ej)]i,j 6=n. Also A · χ(z) = χ(a−1n z) = a−1n χ(z). Thus
dµ(A · piλ,χ) = dµ(piA·λ,A·χ)
=
√
det[BA·λ(ei, ej)]i,j 6=nd(A · χ) d(A · λ)
= |An|−1
√
det[Bλ(ei, ej)]i,j 6=na−1n dχ |A|1−ndλ
= |A|−ndµ(piλ,χ)
as expected.
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Free Three Step Nilpotent Lie Groups
4.1 Definitions and Notation
Let V be an n dimensional real vector space. The free 3-step nilpotent Lie group G
is the connected Lie group with Lie algebra g = fn, 3. Multiplication in G expressed
in terms of exponential coordinates is
(v, w, σ)·(v′, w′, σ′) = (v+v′, w+w′+1
2
[v, v′], σ+σ′+
1
2
([v, w′]−[v′, w])+ 1
12
[v−v′, [v, v′]].
Let N = exp(V(2)
⊕
V(3)). N is then a normal, abelian subgroup of G of dimension
k = n
2−n
2
+ n
3−n
3
. Since N is abelian, Nˆ ' (V(2)⊕V(3))∗ ' (V(2))∗⊕(V(3))∗ ' Rk.
Let (λ, φ) ∈ Nˆ , g = (v, w, σ), and n = (0, w′, σ′). Since
gng−1 = (v, w, σ)(0, w′, σ′)(−v−, w,−σ)
= (v, w′ + w, σ′ + σ + 1/2[v, w′])(−v,−w,−σ)
= (0, w′, σ′ + [v, w′]),
the action of G on Nˆ is given by g · (λ, φ)(n) = (λ, φ)(gng−1) = (λ, φ)(n+ [v, w]).
For any φ ∈ (V(3))∗ and v ∈ V, define cvφ ∈ (V(2))∗ by cvφ(w) = φ([v, w]). Then
the G-orbit of (λ, φ) is G · (λ, φ) = {(λ + cvφ, φ) | v ∈ V}. Thus the stabilizer of
(λ, φ) is G(λ,φ) = {(v, w, σ) | cvφ = 0}. The quotient G(λ,φ)/N ∼= {v ∈ V | cvφ = 0}
will be denoted by Vφ.
We consider the action of GL(V) as a subgroup of Aut(G) on G. We use the nota-
tion A·(v, w, σ) = (Av, A˜w, ˜˜Aσ) where A˜ is defined as in section 3.1 and ˜˜A is defined
by ˜˜A[v, v′ ∧ v′′] = [Av,Av′ ∧Av′′] and linearity. Then dm(g) = dv dw dσ where dv,
dw, and dσ are Lebesgue measures on V, V(2), and V(3), respectively, is relatively
invariant with respect to the action of GL(V) with factor ∆(A) = |A||A˜|| ˜˜A|. As
before, we may assume that A is diagonal. Then |A˜| = |A|n−1 and ˜˜A[ei, ej ∧ ek] =
40
aiajak[ei, ej ∧ ek]. So ˜˜A is diagonal and | ˜˜A| =
∏
i 6=j 6=k 6=i a
2
i a
2
ja
2
k
∏
i6=j a
2
i aj = |A|d
where d = 3(n− 1) + n(n−1)(n−2)
3
. Thus ∆(A) = |A|n+d.
4.2 The Dual
The dual of G is determined using Mackey induction in the following manner. Each
(λ, φ) in Nˆ can be extended to a multiplier representation pi(λ,φ) of G
(λ,φ) defined
by pi(λ,φ)(v, w, σ) = e
iλ(w)eiφ(σ)I. Since
pi(λ,φ)((v, w, σ) · (v′, w′, σ′)) = pi(λ,φ)(v + v′, w + w′ + 1
2
v ∧ v′, σ + σ′
+
1
2
([v, w′]− [v′, w]) + 1
12
[v − v′, v ∧ v′])
= eiλ(w+w
′+ 1
2
v∧v′)eiφ(σ+σ
′)I
= e
i
2
λ(v∧v′)eiλ(w)eiλ(w
′)eiφ(σ)eiφ(σ
′)I
= e
i
2
λ(v∧v′)pi(λ,φ)(v, w, σ)pi(λ,φ)(v′, w′, σ′),
the multiplier for pi(λ,φ)(v, w, σ) is mλ(v, v
′) = e
−i
2
λ(v∧v′). Next all mλ-multiplier
representations of Vφ must be determined. As before, Bλ(v, v
′) = eiλ(v∧v
′) defines a
skew-symmetric bilinear form on Vφ×Vφ. By Proposition 3.23, the irreducible mλ-
multiplier representations of Vφ are in one-to-one correspondence with rad(Bλ)
∗.
So for each χ ∈ rad(Bλ)∗ there exists a unique equivalence class χ of irreducible
mλ-multiplier representations of Vφ. Thus, by Theorem 1.10, the dual of G is
equivalent to the set {indGG(λ,φ)(pi(λ,φ) × χ) | (λ, φ) ∈ Nˆ andχ ∈ rad(Bλ)∗}.
4.3 A Conull Set
Set Nˆ0 = {(λ, φ) ∈ Nˆ | G · (λ, φ) is maximal}. Since Nˆ0 is a set of G orbits it is
G-invariant. Thus, by Corollary 1.17, the set of representations of G induced by the
representations in Nˆ0 is almost all of Gˆ. When n = 2 or 3, dim(V) ≥ dim((V(2))∗).
Thus maximal orbits are of the form
G · (λ, φ) = (V(2))∗ × {φ}. (4.8)
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For n = 2, equation (4.8) holds if there is any v ∈ V such that cvφ 6= 0, i.e., if
φ 6= 0. Thus Nˆ0 = {(λ, φ) ∈ Nˆ | φ 6= 0}, which is obviously conull in Nˆ .
For n = 3, equation (4.8) holds if and only if the map v 7→ cvφ is injective. Thus
Nˆ0 = {(λ, φ) ∈ Nˆ | v 7→ cvφ is injective}. This set is conull in Nˆ if and only if the
set Φ = {φ | v 7→ cvφ is injective} is conull in (V(3))∗.
To see that Φ is conull, fix a basis {e1, e2, e3} of V. Let w1 = e2∧e3, w2 = e3∧e1,
and w3 = e1∧e2. Then {wj} is a basis of V(2). Associate to each φ ∈ (V(3))∗ the 3×3
matrix [φ] = (φi,j) where φi,j = φ[ei, wj]. The Jacobi identity, [e1, w1] + [e2, w2] +
[e3, w3] = 0, and the linearity of φ imply that Tr[φ] = 0, i.e., [φ] ∈ sl(3). The map
φ 7→ [φ] is well-defined and bijective. So (V(3))∗ ∼= sl(3) and Φ corresponds to the
set Φ′ = {[φ] | det[φ] 6= 0}. Since det[φ] is polynomial in the components of φ, Φ′
is conull in sl(3). Thus Φ is conull in (V(3))∗.
When n ≥ 4, dim (V ) < dim (V (2))∗. Thus G · (λ, φ) = {(λ + cvφ, φ) | v ∈ V }
is maximal when the map v 7→ cvφ is injective. As in the n = 3 case, Nˆ0 is conull
if and only if Φ = {φ | v 7→ cvφ is injective} is conull in (V(3))∗. To see that Φ
is conull proceed as in the n = 3 example. Fix a basis {ei}i=1,...,n of V and from
it obtain a basis {ei ∧ ej}i<j of V(2). Then associate to each φ the n × k matrix
[φ] = (φ[ei, ep ∧ eq]). Then v 7→ φ is injective if and only if [φ] has maximum rank.
Let p(φ) :=
∑ |M |2 where the sum is over the n × n minors M of [φ] obtained
by deleting k − n columns. Then p(φ) 6= 0 is equivalent to rank [φ] = n. Thus
Φ = {φ | p(φ) 6= 0}. Since the measure of {φ | p(φ) = 0} is zero, the set Φ is conull.
Now consider the conull set Φ = {φ |φ 6= 0} when n = 2.
Proposition 4.27. The set Φ is a single SL(V)-orbit.
Proof. Let φ0 = [e
∗
1, e
∗
1 ∧ e∗2], φ1 = [e∗2, e∗1 ∧ e∗2], and φ = αφ0 + βφ1. We show that
SL(V) · φ0 = Φ. If φ ∈ Φ then α or β is nonzero.
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If α 6= 0, let A =
α β
1 1+β
α
. Then det(A) = 1 and
Ae1 ∧ Ae2 = (αe1 + e2) ∧ (βe1 + 1 + β
α
e2) = (α(
1 + β
α
)− β) e1 ∧ e2 = e1 ∧ e2.
So φ0[Ae1, Ae1∧Ae2] = φ0[αe1+ e2, e1∧ e2] = α and φ0[Ae2, Ae1∧Ae2] = φ0[βe1+
1+β
α
e2, e1 ∧ e2] = β. Thus A−1 · φ0 = φ.
If β 6= 0, let A =
 α β
α−1
β
1
. Then det(A) = 1 and
Ae1 ∧ Ae2 = (αe1 + α− 1
β
e2) ∧ (βe1 + e2) = (α− (α− 1
β
)β) e1 ∧ e2 = e1 ∧ e2.
So φ0[Ae1, Ae1 ∧ Ae2] = φ0[αe1 + α−1β e2, e1 ∧ e2] = α and φ0[Ae2, Ae1 ∧ Ae2] =
φ0[βe1 + e2, e1 ∧ e2] = β. Thus A−1 · φ0 = φ.
The remainder of this section is devoted to obtaining a better understanding of
the set Φ = {φ | v 7→ cvφ is injective} when n = 3.
Proposition 4.28. Suppose φ is in Φ and that in some basis [φ] =

0 0 1
1 0 x
0 1 0
 for
some x in R. Then GL(V) · φ is seven dimensional and GL(V)φo is abelian.
Proof. These facts will be established by calculating the Lie algebra of the stabi-
lizer. If A = etX stabilizes φ then φ[Aei, Aej ∧Aek] = φ[ei, ej ∧ ek]. Differentiating
this equality yields
φ[Xei, ej ∧ ek] + φ[ei, Xej ∧ ek] + φ[ei, ej ∧Xek] = 0.
If Xei = a
r
i er, this is equivalent to
ariφ[er, ej ∧ ek] + arjφ[ei, er ∧ ek] + arkφ[ei, ej ∧ er] = 0.
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Letting i, j, and k vary yields the following system:
a21 − a13 = 0 (4.9)
a31 − a23 = 0 (4.10)
xa21 + 2a
1
1 + a
2
2 = 0 (4.11)
2a22 + a
3
3 − xa13 = 0 (4.12)
a32 − xa23 − a21 = 0 (4.13)
a12 + 2xa
2
2 + xa
1
1 − a31 = 0 (4.14)
a23 − a12 = 0 (4.15)
2a33 + a
1
1 = 0 (4.16)
a13 + xa
2
3 − a32 = 0. (4.17)
Equations (4.10) and (4.15) imply a12 = a
3
1 = a
2
3. Any two of equations (4.9),
(4.13), and (4.17) imply a21 = a
1
3 = a
3
2 − xa23. Equations (4.11), (4.12), and (4.16)
are equivalent to
a22 = −2a11 − xa21
a33 = −2a22 + xa13
a11 = −2a33.
Thus a11 = 4a
2
2 − 2xa13 = −8a11 − 4xa21 − 2xa13. Since a21 = a13, a11 = −23 xa21. Then
a22 =
4
3
xa21 − xa21 = 13xa21 and a33 = −23 xa21 + xa13 = 13xa21. Equation (4.14) is trivial
when x = 0 and is equivalent to a11 = −2a22 when x 6= 0. This is consistent with
the preceding. Thus a23 and a
3
2 are free, the Lie algebra of the stabilizer is two
dimensional, and the orbit is seven dimensional. If α = a23 and β = a
3
2, elements of
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the Lie algebra are of the form
X =

2
3
(αx2 − βx) α β − αx
β − αx −1
3
(αx2 − βx) α
α β −1
3
(αx2 − βx)
 .
Thus the Lie algebra has generators

2x2
3
1 −x
−x −x2
3
1
1 0 −x
2
3
 and

−2x
3
0 1
1 x
3
0
0 1 x
3
 . Since

2x2
3
1 −x
−x −x2
3
1
1 0 −x
2
3


−2x
3
0 1
1 x
3
0
0 1 x
3
 =

−4x3
9
+ 1 −2x
3
x2
3
x2
3
1− x3
9
−2x
3
−2x
3
−x2
3
1− x3
9

and 
−2x
3
0 1
1 x
3
0
0 1 x
3


2x2
3
1 −x
−x −x2
3
1
1 0 −x
2
3
 =

−4x3
9
+ 1 −2x
3
x2
3
x2
3
1− x3
9
−2x
3
−2x
3
−x2
3
1− x3
9

all brackets in the Lie algebra are zero. Thus the connected component of the
stabilizer is abelian.
Every λ in (V(2))∗ induces a bilinear form (v, v′) 7→ λ(v ∧ v′) on V×V. Let rad
λ denote the radical of this bilinear form.
Lemma 4.29. If φ is in Φ then there is some nonzero v in V such that v is not
in rad cvφ.
Proof. Suppose otherwise. Then ei ∈ rad ceiφ for i = 1, 2, and 3. Thus
φ[e1, e1 ∧ e2] = 0 = φ[e1, e3 ∧ e1]
φ[e2, e1 ∧ e2] = 0 = φ[e2, e2 ∧ e3]
φ[e3, e2 ∧ e3] = 0 = φ[e3, e3 ∧ e1].
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So [φ] =

a 0 0
0 b 0
0 0 c
 where a, b, and c are each nonzero and a + b + c = 0. Letting
e1 7→ e1a and e2 7→ e2b , [φ] =

1 0 0
0 1 0
0 0 −2
. Let v = e1 + e3. Then cvφ(v ∧ e2) =
φ[v, v ∧ e2] = φ[e1 + e3, (e1 + e3) ∧ e2] = φ[e1, e1 ∧ e2] + φ[e1, e3 ∧ e2] + φ[e3, e1 ∧
e2] + φ[e3, e3 ∧ e2] = −3. A contradiction.
Lemma 4.30. Let φ be in Φ. For all non-zero v in V the dimension of rad cvφ is
one.
Proof. Any bilinear form on V must have either one dimensional or three dimen-
sional radical. Only the zero form has a three dimensional radical. Since cvφ 6= 0,
its radical must be one dimensional.
Lemma 4.31. If λ and λ′ (both non-zero) are in (V(2))∗ and have identical radicals
then they are linearly dependent.
Proof. Since λ and λ′ are both non-zero, they have one dimensional radicals. Let
v1 6= 0 be in rad λ and rad λ′. Extend to a basis {v1, v2, v3}. Then λ and λ′ can
be expressed as linear combinations of v∗2 ∧ v∗3, v∗3 ∧ v∗1, and v∗1 ∧ v∗2. Since v1 is in
both radicals, both λ and λ′ must be non-zero multiples of v∗2 ∧ v∗3.
46
Lemma 4.32. Suppose the matrix of φ in some basis is [φ] =

0 0 a
b 0 c
0 d 0
 where
a, b, and d are non-zero and c is arbitrary. Then the basis may be scaled so that
[φ] =

0 0 1
1 0 x
0 1 0
 for some x.
Proof. Let {e1, e2, e3} be a basis for which [φ] =

0 0 a
b 0 c
0 d 0
. Let α = (da4b2 ) 19 ,
β = ( bd
4
a2
)
1
9 , and γ = (ab
4
d2
)
1
9 . Since α2γ = (d
2a8
b4
ab4
d2
)
1
9 = a, γ2β = (a
2b8
d4
bd4
a2
)
1
9 = b, and
β2α = ( b
2d8
a4
da4
b2
)
1
9 = d, the matrix of φ with respect to the scaled basis { e1
α
, e2
β
, e3
γ
}
is

0 0 1
1 0 x
0 1 0
 where x = cβ2α .
Proposition 4.33. For almost every φ in Φ there is a change of basis A such that
[A · φ] =

0 0 1
1 0 x
0 1 0
 for some x in R.
Proof. Using Lemma 4.29, pick v1 such that v1 is not in rad cv1φ. By Lemma 4.30,
rad cv1φ is one dimensional. Pick v3 such that 〈v3〉 = rad cv1φ. Since v1 is not in
〈v3〉, v1 and v3 are linearly independent. Again by Lemma 4.30, rad cv3φ is one
dimensional. Pick v2 such that 〈v2〉 = rad cv3φ.
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Case 1:If v1, v2, and v3 form a basis then the matrix of φ relative to this basis is
[φ] =

0 0 a
b 0 c
0 d 0
 for some a, b, c, and d. By Lemma 4.32, the basis may be scaled
so that [φ] =

0 0 1
1 0 x
0 1 0
 for some x. Thus, in this case, the proposed change of
basis exists.
Case 2: If v1, v2, and v3 do not form a basis then v2 = av1 + bv3 for some a and
b (at least one nonzero). If a = 0 then 〈v2〉 = 〈v3〉 and so rad cv1φ = rad cv3φ.
This would imply that cv1φ and cv3φ are linearly dependent which contradicts the
requirement that det[φ] 6= 0. Thus a 6= 0 and without loss v2 = v1+ bv3. Note that
cvφ(v3 ∧ v2) = cvφ(v3 ∧ v1) for all v.
Claim: There is a v ∈ V such that cvφ(v3 ∧ v2) = cvφ(v3 ∧ v1) = 1.
If not then cvφ(v3 ∧ v2) = 0 for all v. Consider the Jacobi identity φ[v, v3 ∧
v2] + φ[v2, v ∧ v3] + φ[v3, v2 ∧ v] = 0. Since cvφ(v2 ∧ v3) = 0 and v2 ∈ rad cv3φ,
φ[v2, v ∧ v3] = 0. Since v3 ∈ rad cv1φ and v2 = v1 + bv3, 0 = φ[v2, v ∧ v3] =
φ[v1 + bv3, v ∧ v3] = bφ[v3, v ∧ v3] for all v. If b 6= 0 then φ[v3, v ∧ v3] = 0, i.e., rad
cv3φ = 〈v3〉 = rad cv1φ. This is a contradiction. Thus b = 0 and rad cv3φ =< v1 >.
Choose e2 so that {v1, e2, v3} is a basis and φ[v1, v1 ∧ e2] = 1. Then the Jacobi
identity φ[v1, e2∧v3]+φ[v3, v1∧e2]+φ[e2, v3∧v1] = 0 implies that φ[e2, v3∧v1] = 0.
Thus relative to this basis φ has the matrix [φ] =

0 0 1
A 0 B
C 0 0
 for some A,B, and
nonzero C. But this is a contradiction since this matrix has determinant zero. Thus
the claim holds.
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Extend {v1, v3} to a basis {v1, v′2, v3} and let v = αv1 + βv′2 + γv3 be as in the
claim. Then, since rad cv1φ = 〈v3〉 and rad cv3φ = 〈v1 + bv3〉, φ[βv′2, v3 ∧ v1] =
φ[βv′2, v3∧ (v1+bv3)] = φ[αv1+βv′2+γv3, v3∧ (v1+bv3)] = φ[v, v3∧ (v1+bv3)] = 1,
since v3 ∈ rad cv1φ and v1+bv3 = v2 ∈ rad cv3φ. Scale v′2 so that φ[v1, v1∧v′2] = 1 and
scale v3 so that φ[v
′
2, v3∧v1] = 1. Set e1 = v1, e3 = v3, and e2 = v′2−φ[v′2, v1∧v′2]v1.
The set {e1, e2, e3} is a basis. Since
φ[e1, e2 ∧ e3] = 0 = φ[e1, e3 ∧ e1],
φ[e1, e1 ∧ e2] = φ[v1, v1 ∧ v′2] = 1,
φ[e2, e3 ∧ e1] = φ[v′2, v3 ∧ v1] = 1,
φ[e3, e1 ∧ e2] = −φ[e2, e3 ∧ e1]− φ[e1, e2 ∧ e3] = −1,
φ[e3, e3 ∧ e1] = φ[v3, v3 ∧ (v1 + bv3)] = 0,
and
φ[e2, e1 ∧ e2] = φ[v′2 − φ[v′2, v1 ∧ v′2]v1, v1 ∧ (v′2 − φ[v′2, v1 ∧ v′2]v1)]
= φ[v′2 − φ[v′2, v1 ∧ v′2]v1, v1 ∧ v′2]
= φ[v′2, v1 ∧ v′2]− φ[v′2, v1 ∧ v′2]φ[v1, v1 ∧ v′2]
= φ[v′2, v1 ∧ v′2]− φ[v′2, v1 ∧ v′2]1
= 0,
the matrix of φ with respect to {e1, e2, e3} is [φ] =

0 0 1
A 1 0
B 0 −1
 where A =
φ[e2, e2 ∧ e3] and B = φ[e3, e2 ∧ e3] 6= 0. Case 2 now splits into three separate
subcases.
Subcase 2a (A 6= 0): The radical of ce2φ = A(e∗2 ∧ e∗3) + (e∗3 ∧ e∗1) is 〈Ae1 + e2〉
since [A(e∗2 ∧ e∗3) + (e∗3 ∧ e∗1)]((Ae1 + e2) ∧ ·) = [Ae∗3 − Ae∗3](·) = 0. The radical of
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cAe1+e2φ = A(e
∗
1∧ e∗2)+A(e∗2∧ e∗3)+ (e∗3∧ e∗1) is 〈Ae1+ e2+Ae3〉 since [A(e∗1∧ e∗2)+
A(e∗2∧e∗3)+(e∗3∧e∗1)](Ae1+e2+Ae3∧·) = [A2e∗2−Ae∗1+Ae∗3−A2e∗2−Ae∗3+Ae∗1](·) = 0.
Set e′1 = e2, e
′
2 = Ae1+ e2+Ae3, and e
′
3 = Ae1+ e2. Since
∣∣∣∣∣∣∣∣∣∣
0 A A
1 1 1
0 A 0
∣∣∣∣∣∣∣∣∣∣
= A2, the set
{e′1, e′2, e′3} forms a basis when A 6= 0 such that rad ce′1φ = 〈e′3〉 and rad ce′3φ = 〈e′2〉.
Thus this case reduces to Case 1 and so the proposed change of basis exists.
Subcase 2b (A = 0, B 6= 2): If A = 0 then the matrix of φ with respect to
{e1, e2, e3} is [φ] =

0 0 1
0 1 0
B 0 −1
 . The radical of ce1+e2φ = (e∗1 ∧ e∗2) + (e∗3 ∧ e∗1)
is < e2 + e3 > since [(e
∗
1 ∧ e∗2) + (e∗3 ∧ e∗1)](e2 + e3 ∧ ·) = [−e∗1 + e∗1](·) = 0. The
radical of ce2+e3φ = (e
∗
3 ∧ e∗1) + B(e∗2 ∧ e∗3)− (e∗1 ∧ e∗2) is < −Be1 − e2 + e3 > since
[(e∗3 ∧ e∗1) +B(e∗2 ∧ e∗3)− (e∗1 ∧ e∗2)](−Be1 − e2 + e3 ∧ ·) = [Be∗3 + e∗1 −Be∗3 −Be∗2 +
Be∗2 − e∗1](·) = 0. Set e′1 = e1 + e2, e′2 = −Be1 − e2 + e3, and e′3 = e2 + e3. Since∣∣∣∣∣∣∣∣∣∣
1 −B 0
1 −1 1
0 1 1
∣∣∣∣∣∣∣∣∣∣
= B − 2, the set {e′1, e′2, e′3} forms a basis when B 6= 2 such that rad
ce′1φ =< e
′
3 > and rad ce′3φ =< e
′
2 >. Thus this case reduces to Case 1 and so the
proposed change of basis exists.
Subcase 2c (A = 0, B = 2): If A = 0 and B = 2 then the matrix of φ with
respect to {e1, e2, e3} is [φ] =

0 0 1
0 1 0
2 0 −1
 . The proposed change of basis does not
exist for this case. The φ ∈ Φ for which this occurs is a set of measure zero. These
two facts will be established by calculating the Lie algebra of the stabilizer.
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If X = (ari ) is in the Lie algebra of the stabilizer then (as was shown in the proof
of Proposition 4.28) ariφ[er, ej ∧ ek] + arjφ[ei, er ∧ ek] + arkφ[ei, ej ∧ er] = 0. Letting
i, j, and k vary yields the following system:
2a31 − a13 = 0 (4.18)
a21 − a23 = 0 (4.19)
2a11 + a
2
2 − a31 = 0 (4.20)
2a32 − a12 = 0 (4.21)
4a33 + 2a
2
2 + a
1
3 = 0 (4.22)
a11 + a
2
2 + a
3
3 = 0 (4.23)
2a23 − 2a21 = 0 (4.24)
a12 − 2a32 = 0 (4.25)
a13 − 2a31 − a33 − a11 − a22 = 0. (4.26)
Clearly (4.26) is dependent on (4.18) and (4.23), (4.24) is the same as (4.19),
and (4.25) is the same as (4.21). Since (4.23) implies a33 = −a11 − a22 and (4.18)
implies a13 = 2a
3
1, (4.22) implies −4a11 − 4a22 + 2a22 + 2a31 = 0 which is equivalent to
2a11 + a
2
2 − a31 = 0, i.e., (4.20). Thus the system is equivalent to
a13 = 2a
3
1
a21 = a
2
3
a13 = −4a33 − 2a22
a12 = 2a
3
2
a11 = −a22 − a33.
Choosing a22, a
3
3, a
3
2, and a
2
3 determines all other a
i
j. Thus the stabilizer is four
dimensional and the orbit is five dimensional. By Lemma 4.28, the change of basis
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does not exist. Also since the orbit is five dimensional in an eight dimensional space
(namely, Φ), it has measure zero.
Proposition 4.34. Suppose φ is in Φ and A is in GL(V). Then [A−1 · φ] =
At[φ](At)−1|A|.
Proof. Let A˜ : V2 → V2 be defined by A˜(v ∧ v′) = Av ∧ Av′ and linearity. Let
cof(A) denote the cofactor matrix of A, i.e., cof(A) = [(−1)i+j|Ai,j|]. It is well-
known that cof(A) = (At)−1|A|. Recall that if e1, e2, and e3 form a basis of V then
w1 = e2 ∧ e3, w2 = e3 ∧ e1, and w3 = e1 ∧ e2 form a basis of V2. Write A = (arc),
A˜ = (a˜rc), and cof(A) = (A
r
c) where r denotes the row and c denotes the column.
Then Aei = a
r
i er and A˜wj = a˜
r
jwr where we sum over r. Also let ψ = A
−1 · φ.
Then ψi,j = ψ[ei, wj] = φ[Aei, A˜wj] = φ[a
r
i er, a˜
s
jws] = a
r
i a˜
s
jφr,s = a
r
iφr,sa˜
s
j . Let
wj = ep ∧ eq. Since A˜wj = Aep ∧ Aeq = arper ∧ asqes = (a1pa2q(e1 ∧ e2) + a1pa3q(e1 ∧
e3)+a
2
pa
1
q(e2∧e1)+a2pa3q(e2∧e3)+a3pa1q(e3∧e1)+a3pa2q(e3∧e2) = (a2pa3q−a3pa2q)w1+
(a3pa
1
q − a1pa3q)w2 + (a1pa2q − a2pa1q)w3 = |A1,j|w1 − |A2,j|w2 + |A3,j|w3 = Aijwi, the
entries of A˜ are a˜ij = A
i
j. So ψi,j = a
r
iφr,sA
s
j which is the (i, j)-th entry of the
product At[φ]cof(A) = At[φ](At)−1|A|.
For a fixed basis let φx denote the element of Φ that has matrix
[φx] =

0 0 1
1 0 x
0 1 0
 .
Proposition 4.35. Each seven dimensional orbit contains a unique φx.
Proof. Suppose [ψ] =

0 0 1
1 0 x
0 1 0
, [φ] =

0 0 1
1 0 y
0 1 0
, and ψ ∈ GL(V) · φ. Then
[ψ] = A[φ]A−1|A| for some A ∈ GL(V). Taking the determinant of this equation
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yields |A|3 = 1 since det[ψ] = 1 = det[φ] and |A−1| = |A|−1. Thus |A| = 1
and [ψ] = A[φ]A−1. This implies that [ψ] and [φ] have the same characteristic
polynomials. Since these polynomials are−λ3+xλ+1 and−λ3+yλ+1, respectively,
x = y.
Lemma 4.36. Lebesgue measure on sl(3) is invariant under the action of GL(V )
defined by A ·X = AXA−1.
Proof. Let dX denote Lebesgue measure on sl(3). Since∫
f(X)d(AXA−1) =
∫
f(A−1XA)dX
=
∫
f(A−1XA+ A−1Y A)dX
=
∫
f(A−1(X + Y )A)dX
=
∫
f(X + Y )d(AXA−1),
the uniqueness of translation invariant measures implies that there is a positive
constant c(A) such that d(A ·X) = c(A)dX ,i.e., dX is relatively invariant. Thus
A 7→ c(A) is a homomorphism, whence c(U) = 1 for any unitary U . Since A ∈
GL(V ) can be written as A = U1DU2 where U1 and U2 are unitary and D is
diagonal, it may be assumed that A is diagonal. Since all matrices commute with
diagonals, A · X = AXA−1 = XAA−1 = X. This implies that d(A · X) = dX.
Therefore dX is invariant under the action of GL(V ).
Proposition 4.37. Let dφ = d[φ] be the Lebesgue measure on Φ0 inherited from
Lebesgue measure on sl(3). Then d[A · φ] = |A|−8d[φ] for A ∈ GL(V ).
Proof. Since [A · φ] = (A−1)t[φ]At|A−1| and X 7→ AXA−1 is measure preserving,
d[A·φ] = d(|A−1|[φ]). Since sl(3) is eight dimensional, d(|A−1|[φ]) = |A−1|8d[φ].
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Thus
⋃
xGL(V)·φx is almost all of Φ. Let Φ0 = {φ : GL(V)·φ is seven dimensional}.
Then for each φ ∈ Φ0 there exist unique x ∈ R and A ∈ GL(V)/GL(V)φx such that
φ = A · φx (this is well-defined). This gives a one-to-one correspondence between
Φ0 and
⋃
x(GL(V)/GL(V)
φx , x).
4.4 The Plancherel Theorem
Since G · (λ, φ) = (V(2))∗ × {φ} for all (λ, φ) ∈ Nˆ0, (λ, φ) and (0, φ) induce to
equivalent representations of G. Note that pi(0,φ) is a representation of G
(0,φ) since
m0 ≡ 1. Thus the essential dual of G is equivalent to the set
{γφ,χ := indGG(0,φ)(pi(0,φ) × χ) | (0, φ) ∈ Nˆ0 and χ ∈ Vˆφ}.
The representation γφ,χ of G acts on Hφ,χ = {h : G → C |h(ξg) = (pi(0,φ) ×
χ)(ξ)h(g) ∀ ξ ∈ G(0,φ) and ∫
G(0,φ)\G ‖h‖2d(G(0,φ)g) <∞} by (γφ,χ(g)h)(g′) = h(g′g).
We first consider the case n = 2. Then Vφ ∼= R. Let Xφ be the linear space
orthogonal to Vφ. Then V = Xφ
⊕
Vφ. Let x and y denote the Xφ and Vφ com-
ponents of v. Since
g′ = (x′ + y′, w′, σ′)
= (y′, w′ − 1
2
[y′, x′], σ′ +
1
2
[x′, w′]− 1
12
[y′, [y′, x′]]− 1
6
[x′, [y′, x′]])(x′, 0, 0),
γφ,χ(g)h ∈ Hφ,χ, and cy′φ = 0,
(γφ,χ(g)h)(g
′) = (pi(0,φ) × χ)(y′, w′ − 1
2
[y′, x′], σ′ +
1
2
[x′, w′]
− 1
12
[y′, [y′, x′]]− 1
6
[x′, [y′, x′]])(γφ,χ(g)h)(x′, 0, 0)
= χ(y′)φ(σ′ +
1
2
[x′, w′]− 1
6
[x′, [y′, x′]])(γφ,χ(g)h)(x′, 0, 0).
Since ||χ(y′)φ(σ′+ 1
2
[x′, w′]− 1
6
[x′, [y′, x′]])|| = 1, it may be assumed without loss of
generality that γφ,χ(g) acts on H′φ = {h : Xφ → C |
∫
Xφ
‖h(x)‖2dx <∞} ∼= L2(R).
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Since
(x′, 0, 0)(x+ y, w, σ) = (x′ + x+ y, w +
1
2
[x′, y], σ +
1
2
[x′, w]
+
1
12
[x′ − x− y, [x′, y]])
= (y, w +
1
2
[x′, y]− 1
2
[y, x′ + x], σ +
1
2
[x′, w]
+
1
12
[x′ − x− y, [x′, y]]− [w, x′ + x]
+
1
4
[[y, x′ + x], x′ + x]− 1
4
[x′ + x, [y, x′]]
+
1
12
[x′ + x− y, [y, x′ + x]])(x′ + x, 0, 0),
h ∈ Hφ,χ, and cyφ = 0, the action of γφ,χ(g) on h ∈ H′φ is defined by
(γφ,χ(g)h)(x
′) = (γφ,χ(g)h)(x′, 0, 0)
= h((x′, 0, 0)(x+ y, w, σ))
= (pi(0,φ) × χ)(y, w + 1
2
[x′, y]− 1
2
[y, x′ + x], σ +
1
2
[x′, w]
+
1
12
[x′ − x− y, [x′, y]] + 1
2
[x′ + x,w +
1
2
[x′, y]]
− 1
6
[x′ + x, [y, x′ + x]] +
1
12
[y, [y, x′ + x]])h(x′ + x, 0, 0)
= χ(y)φ(σ +
1
2
[x′, w] +
1
12
[x′ − x, [x′, y]] + 1
2
[x′ + x,w]
− 1
6
[x′ + x, [y, x′ + x]]− 1
6
[x′ + x, [y, x′]])h(x′ + x, 0, 0)
= χ(y)φ(σ +
1
2
[x′, w] +
1
12
[x′ − x, [x′, y]] + 1
2
[x′ + x,w]
− 1
6
[x′ + x, [y, x′ + x]]− 1
6
[x′ + x, [y, x′]])h(x′ + x).
For notational convenience, let
ξ(x′, x, y) =
1
12
[x′ − x, [x′, y]]− 1
6
[x′ + x, [y, x′ + x]]− 1
6
[x′ + x, [y, x′]].
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Let F2,F3, and F4 be the Fourier transforms in y, w, and σ, respectively. Then
Kφ,χ,f (x
′, x) :=
∫∫∫
χ(y)φ(σ +
1
2
[x+ x′, w] + ξ)f(x− x′, y, w, σ)dy dw dσ
= F2F3F4f(x− x′, χ+ φ(ξ(x′, x− x′, ·), cx+x′
2
φ, φ)
and
γφ,χ(f)(h)(x
′) =
∫∫∫∫
f(x, y, w, σ)γφ,χ(x, y, w, σ)h(x
′)dx dy dw dσ
=
∫∫∫∫
f(x, y, w, σ)χ(y)φ(σ +
1
2
[2x′ + x,w]
+ ξ(x′, x, y))h(x′ + x)dx dy dw dσ
=
∫∫∫∫
f(x− x′, y, w, σ)χ(y)φ(σ + 1
2
[x′ + x,w]
+ ξ(x′, x− x′, y))h(x)dx dy dw dσ
=
∫
Kφ,χ,f (x
′, x)h(x)dx.
Thus γφ,χ(f) is a kernel operator and Tr(γφ,χ(f)γφ,χ(f)
∗) = ||Kφ,χ,f ||2. Let u = x′+x2
and u′ = x− x′. Then du du′ = dx dx′ and
||Kφ,χ,f ||2 =
∫∫
||F2F3F4f(x− x′, χ+ φ(ξ(x′, x− x′, ·), cx+x′
2
φ, φ)||2dx dx′
=
∫∫
||F2F3F4f(u′, χ+ φ(ξ(u, u′, ·), cuφ, φ)||2du du′.
If φ = A · φ0 then cuφ = cu(A · φ0) = A · (cA−1uφ0) = cαuφ0. Thus ||Kφ,χ,f ||2 =∫∫ ||F2F3F4f(u′, χ+φ(ξ(u, u′, ·), cαuφ0, φ)||2du du′. Let u go to uα . Then ||Kφ,χ,f ||2 =∫∫ ||F2F3F4f(u′, χ+φ(ξ(u, u′, ·), cuφ0, φ)||2 duα du′. Let λ = cuφ0. Since λ varies over
(V(2))∗ in a one-to-one way as u varies over Xφ0 , integration with respect to du is
equivalent to integration with respect to dλ (the dual measure to dw). Thus
Tr(γφ,χ(f)γφ,χ(f)
∗) = ||Kφ,χ,f ||2
=
∫∫
||F2F3F4f(u′, χ+ φ(ξ(u, u′, ·), λ, φ)||2α−1dλ du′
=
∫∫
||F2F4f(u′, χ+ φ(ξ(u, u′, ·), w, φ)||2α−1dw du′.
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Integrating both sides with respect to dχ where dχ is dual to dy yields
∫
Tr(γφ,χ(f)γφ,χ(f)
∗)dχ =
∫∫∫
||F2F4f(u′, χ+ φ · ξ, w, φ)||2α−1dw du′ dχ
=
∫∫∫
||F2F4f(u′, χ+ φ · ξ, w, φ)||2α−1dχ dw du′
=
∫∫∫
||F2F4f(u′, χ, w, φ)||2α−1d(χ− φ · ξ) dw du′
=
∫∫∫
||F2F4f(u′, χ, w, φ)||2α−1dχ dw du′.
Recall that the set Φ = {αφ0 + βφ1 |α, β ∈ R}. Integrating both sides with
respect to α dφ where dφ = dα dβ is dual to dσ yields
∫∫
Tr(γφ,χ(f)γφ,χ(f)
∗)α dχ dφ =
∫∫∫∫
||F2F4f(u′, χ, w, φ)||2α−1dw du′α dχ dφ
=
∫∫∫∫
||F2F4f(u′, χ, w, φ)||2dw du′ dχ dφ
=
∫∫
||F4f(u′, y, w, φ)||2dy dw du′ dφ
=
∫∫
||f(u′, y, w, σ)||2dy dw du′ dσ
= ||f ||22.
So Plancherel measure is dµ(γφ,χ) = αdχ dφ = αdχ dα dβ.
We show that µ has the correct relative invariance factor. Let φ = αφ0 + βφ2
and B =
b1 0
0 b2
 . Then, as was shown in section 2.2, B · γφ,χ = γB·φ,B·χ. Since
B · φ([e1, [e1, e2]]) = φ([B−1e1, [B−1e1, B−1e2]])
= φ([b−11 e1, [b
−1
1 e1, b
−1
2 e2]])
=
α
b1|B|
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and
B · φ([e2, [e1, e2]]) = φ([B−1e2, [B−1e1, B−1e2]])
= φ([b−12 e2, [b
−1
1 e1, b
−1
2 e2]])
=
β
b2|B| ,
we see that B ·φ = α
b1|B|φ0+
β
b2|B|φ1. Also B ·χ(y) = χ(B−1y) = χ(b−12 y) = b−12 χ(y).
Therefore
dµ(B · γφ,χ) = dµ(γB·φ,B·χ)
=
α
b1|B|
dχ
b2
dα
b1|B|
β
b2|B|
=
αdχ dα dβ
|B|5
= |B|−5dµ(γφ,χ).
Thus µ has the correct relative invariance factor.
When n = 3, Vφ = G
(λ,φ)/N is trivial for all φ ∈ Φ sinceG(λ,φ) = N . Thus χ ∈ Vˆφ
is trivial. So the induced representations γφ,χ all act on Hφ = {h : G→ C |h(ξg) =
pi(0,φ)(ξ)h(g)∀ ξ ∈ N and
∫
N\G ‖h‖2d(Ng) <∞}. The χ will now be dropped from
the notation. Since γφh ∈ Hφ and g = (v, w, σ) = (0, w, σ + 12 [v, w])(v, 0, 0) for all
g ∈ G,
(γφ(g)h)(g
′) = φ(σ′ +
1
2
[v′, w′])(γφ(g)h)(v′, 0, 0)
and
h(g′g) = h(v′ + v, w′ + w, σ′ + σ +
1
2
([v′, w]− [v, w′]) + 1
12
[v′ − v, v′ ∧ v])
= φ(σ′ + σ +
1
2
([v′, w]− [v, w′]) + 1
12
([v′ − v, v′ ∧ v]
+
1
2
[v′ + v, w′ + w])h(v′ + v, 0, 0)
= φ(σ′ +
1
2
[v′, w′])φ(σ + [v′, w] +
1
12
[v′ − v, v′ ∧ v] + 1
2
[v, w])h(v′ + v, 0, 0).
58
Thus (γφ(g)h)(v
′, 0, 0) = φ(σ + [v′, w] + 1
12
[v′ − v, v′ ∧ v] + 1
2
[v, w])h(v′ + v, 0, 0).
Since N\G ' V, the induced representation γφ can be modelled on L2(V).
Let Kφ,f (v
′, v) = φ( 1
12
[2v′ − v, v′ ∧ v])(F2F3f)(v − v′, c v′+v
2
φ, φ). Then
(γφ(f)h)(v
′) =
∫
f(g)(γφ(g)h)(v
′)dg
=
∫∫∫
f(v, w, σ)φ(σ + [v′, w] +
1
12
[v′ − v, v′ ∧ v]
+
1
2
[v, w])h(v′ + v)dv dw dσ
=
∫∫∫
f(v − v′, w, σ)φ(σ + [v′, w] + 1
12
[2v′ − v, v′ ∧ v]
+
1
2
[v − v′, w])h(v)dv dw dσ
=
∫∫∫
f(v − v′, w, σ)φ(σ + 1
2
[v′ + v, w]
+
1
12
[2v′ − v, v′ ∧ v])h(v)dv dw dσ
=
∫
φ(
1
12
[2v′ − v, v′ ∧ v])(F2F3f)(v − v′, c v′+v
2
φ, φ)h(v)dv
=
∫
Kφ,f (v
′, v)h(v)dv.
Thus γφ(f) is a kernel operator and its norm is
Tr(γφ(f)γφ(f)
∗) = ‖Kφ,f‖2
=
∫∫
‖φ( 1
12
[2v′ − v, v′ ∧ v])‖2‖(F2F3f)(v − v′, c v′+v
2
φ, φ)‖2dv dv′.
By noting that ‖φ( 1
12
[2v′−v, v′∧v])‖2 = 1 and changing to the variables u = v−v′
and u′ = v+v
′
2
, we obtain
Tr(γφ(f)γφ(f)
∗) =
∫∫
‖(F2F3f)(u, cu′φ, φ)‖2du du′. (4.27)
Suppose φ is in GL(V) · φx. Then φ = A · φx for some A. Thus cu′φ(v1 ∧ v2) =
cu′A ·φx(v1∧v2) = A ·φx[u′, v1∧v2] = φx[A−1u′, A−1v1∧A−1v2] = cA−1u′φx(A−1v1∧
A−1v2) = A˜ · cA−1u′φx(v1 ∧ v2). This implies that cu′φ = A˜ · cA−1u′φx. Thus (4.32)
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becomes
Tr(γφ(f)γφ(f)
∗) =
∫∫
‖(F2F3f)(u, A˜ · cA−1u′φx, φ)‖2du du′. (4.28)
Let u′ 7→ Au′. Then du′ 7→ |A|du′ and (4.28) becomes
Tr(γφ(f)γφ(f)
∗) =
∫∫
‖(F2F3f)(u, A˜ · cu′φx, φ)‖2|A|du du′. (4.29)
Let λx = cu′φx. Since the set of contractions {cu′φx |u′ ∈ V} = (V(2))∗ in a
one-to-one way, integrating u′ over V is equivalent to integrating λx over (V(2))∗.
Thus (4.29) becomes
Tr(γφ(f)γφ(f)
∗) =
∫∫
‖(F2F3f)(u, A˜ · λx, φ)‖2|A|du dλx. (4.30)
Let λx 7→ A˜−1λx. Then dλx 7→ |A˜−1|dλx and (4.30) becomes
Tr(γφ(f)γφ(f)
∗) =
∫∫
‖(F2F3f)(u, λx, φ)‖2|A||A˜−1|du dλx.
Since |A˜−1| = |A|2,
Tr(γφ(f)γφ(f)
∗) =
∫∫
‖(F2F3f)(u, λx, φ)‖2|A|3du dλx. (4.31)
Let λ = λ0. If w
∗
1, w
∗
2, and w
∗
3 form a basis for (V
(2))∗ then λx = cu′φx =
u′2w
∗
1 + u
′
3w
∗
2 + (u
′
1 + xu
′
2)w
∗
3. So the Jacobian of the transformation λ 7→ λx is
1 0 0
0 1 0
0 x 1
 which has determinate one. Thus dλx = dλ for all x and (4.31) becomes
Tr(γφ(f)γφ(f)
∗) =
∫∫
‖(F2F3f)(u, λ, φ)‖2|A|3du dλ. (4.32)
Since F2 is unitary,
Tr(γφ(f)γφ(f)
∗) =
∫∫
‖(F3f)(u,w, φ)‖2|A|3du dw. (4.33)
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Formal integration of both sides of (4.32) with respect to the measure dµ(γφ) =
|A|−3d[φ] (where d[φ] is normalized Lebesgue measure on sl(3) and φ = A · φx)
yields
∫
Tr(γφ(f)γφ(f)
∗)dµ(φ) =
∫∫∫
‖(F3f)(u,w, φ)‖2|A|3du dw |A|−3dφ
=
∫∫∫
‖f(u,w, σ)‖2du dw dσ
= ‖f‖22.
Thus dµ(γφ) = |A|−3d[φ] is the Plancherel measure. We will now show that µ
decomposes over the orbit space.
Let p : Φ0 → Φ0/GL(V) ∼= R map any φ to its orbit under GL(V). Let E ⊂
Φ0/GL(V), m be Lebesgue measure on (V
(3))∗, and Ox = GL(V) ·φx. Consider the
measure p∗m on the orbit space. Since p−1(E + y) = ∪x∈E+yOx = ∪x−y∈EOx =
∪w∈EOw−y = ∪w∈EOw − φy′ , we have that p∗m(E + y) = m(∪w∈EOw − φy′) =
m(∪w∈EOw) = p∗m(E), i.e., p∗m is translation invariant. If m˜ is a finite measure
on (V(3))∗ equivalent to m, then p∗m˜ ∼ p∗m. So p∗m˜(E) = 0 ⇐⇒ p∗m(E) =
0 ⇐⇒ p∗m(E + y) = 0 ⇐⇒ p∗m˜(E + y) = 0. Thus p∗m˜ is a σ-finite, quasi-
invariant measure on R and, therefore, is equivalent to Lebesgue measure on R.
Thus p∗m is equivalent to Lebesgue measure. By Theorem 1.12,m =
∫
mxdx where
mx is supported on p
−1(x) = GL(V)/GL(V)φx . Furthermore, the a.e. uniqueness
of the measures mx shows that mx inherits the relative invariance of m for a.e.
x. Thus d[φ] = dm(φ) = dmx(A)dx where φ corresponds to (A, x) and, therefore,
dµ(γφ) = |A|−3dmx(A)dx. This is well defined as all elements of any stabilizer
have determinant one. Thus Plancherel measure disintegrates over the fibers of p
as µ =
∫
µxdx where dµx(A) = |A|−3dµx(A).
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If B ∈ GL(V ) then B ·φ = BA ·φx. Thus dµ(B ·γφ) = dµ(γB·φ) = |BA|−3d[B ·φ].
By Proposition 4.37, dµ(B · γφ) = |BA|−3|B|−8d[φ] = |B|−11dµ(γφ). Thus we see
that µ has the expected relative invariance factor.
When n ≥ 4, the dimension of (V(2))∗ is greater than n. Thus cVφ is an n di-
mensional subspace of (V(2))∗ for any φ in Φ. Since (V(2))∗/cVφ ∼= Rn
2−3n
2 , there is
a invariant measure mφ on (V
(2))∗/cVφ such that f 7→
∫∫
f(λ+ cvφ)dv dmφ(λ) is a
Haar integral on (V(2))∗. Choose sφ : (V(2))∗/cVφ→ (V(2))∗ so that sφ(λ)+cVφ = λ.
Then Gˆ0 ∼= {(sφ(λ), φ) |λ ∈ (V(2))∗/cVφ, φ ∈ Φ}. The induced representation
γλ,φ := ind
G
N(sφ(λ), φ) acts on Hλ,φ := {h : G → C|h(ng) = (λ, φ)(n)h(g) ∀n ∈
N, g ∈ G and ∫
V
‖h‖2dv <∞} by [γλ,φ(g)h](g′) = h(g′g). As before, the represen-
tation γλ,φ may be modelled on L
2(V). The action is then
[γλ,φ(v, w, σ)h](v
′) = sφ(λ)(w)φ(σ + [v′, w] +
1
2
[v, w] +
1
12
[v′ − v, v′ ∧ v])h(v′ + v).
Thus
(γλ,φ(f)h)(v
′) =
∫
f(g)(γλ,φ(g)h)(v
′)dg
=
∫∫∫
f(v, w, σ)sφ(λ)(w)φ(σ + [v
′, w] +
1
12
[v′ − v, v′ ∧ v]
+
1
2
[v, w])h(v′ + v)dv dw dσ
=
∫∫∫
f(v − v′, w, σ)sφ(λ)(w)φ(σ + [v′, w] + 1
12
[2v′ − v, v′ ∧ v]
+
1
2
[v − v′, w])h(v)dv dw dσ
=
∫∫∫
f(v − v′, w, σ)sφ(λ)(w)φ(σ + 1
2
[v′ + v, w]
+
1
12
[2v′ − v, v′ ∧ v])h(v)dv dw dσ
=
∫
φ(
1
12
[2v′ − v, v′ ∧ v])(F2F3f)(v − v′, sφ(λ) + c v′+v
2
φ, φ)h(v)dv.
So (γλ,φ(f)h)(v
′) =
∫
V
Kλ,φ,f (v
′, v)h(v)dv where
Kλ,φ,f (v
′, v) := φ(
1
12
[2v′ − v, v′ ∧ v])(F2F3f)(v − v′, sφ(λ) + c v′+v
2
φ, φ).
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Thus γλ,φ(f) is a kernel operator and its norm is
Tr(γλ,φ(f)γλ,φ(f)
∗) = ‖Kλ,φ,f‖2
=
∫∫
‖(F2F3f)(v − v′, sφ(λ) + c v′+v
2
φ, φ)‖2dv dv′.
Note we used that ‖φ( 1
12
[2v′−v, v′∧v])‖2 = 1. Changing to the variables u = v−v′
and u′ = v+v
′
2
, we obtain
Tr(γλ,φ(f)γλ,φ(f)
∗) =
∫∫
‖(F2F3f)(u, sφ(λ) + cu′φ, φ)‖2du du′. (4.34)
For fixed φ, integrating both sides of (4.33) with respect to mφ yields∫
Tr(γλ,φ(f)γλ,φ(f)
∗)dmφ(λ) =
∫∫∫
‖(F2F3f)(u, sφ(λ) + cu′φ, φ)‖2du du′ dmφ(λ)
=
∫∫
‖(F2F3f)(u, λ, φ)‖2du dλ
=
∫∫
‖(F3f)(u,w, φ)‖2du dw.
Integration over Φ with respect to normalized Lebesgue measure then yields∫∫
Tr(γλ,φ(f)γλ,φ(f)
∗)dmφ(λ) dφ =
∫∫∫
‖(F3f)(u,w, φ)‖2du dw dφ
=
∫∫∫
‖f(u,w, σ)‖2du dw dσ
= ‖f‖2.
Thus, at least formally, Placherel measure is µ =
∫
mφdφ.
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