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Abstract 
One of the ma.in aims of this paper is to show that the nature of the communication mech-
anism of concurrent logic languages is essentially different from the classical paradigms of 
CCS and TCSP. We define indeed a compositional semantics based on linear sequences, whilst 
more complicated structures, like trees and failure sets, are needed to model compositionally 
CCS and TCSP. Moreover, we prove that this semantics is fully abstract, namely that the 
information encoded by these sequences is necessary. 
Our observation criterium consists of all the finite results, i.e. the computed constraint to-
gether with the termination mode (success, fai.lure, or deadlock). The operations we consider 
are the parallel composition of goals and the union of neatly intersecting programs. We define a 
compositional operational model delivering sequences of input-output constraints, and we ob-
tain a fully abstract denotational semantics by requiring additionally some closure conditions, 
that model the monotonic nature of communication in concurrent constraint languages. 
C.R. Categories: D .1.3, D.3.1, F .1.2, F.3.2, F.4.1. 
Key Words and Phrases: concurrent logic languages, constraints, operational semantics, 
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1 Introduction 
This paper addresses the problem of a compositional and fully abstract semantics for concurrent 
logic languages. Compositionality is considered one of the most desirable characteristics of a formal 
semantics, since it provides a basis for program verification and modular design. The difficulty 
in obtaining this property depends upon the operators of the language, the behaviour we want to 
describe ( observables), and the degree of abstraction we want to reach . A compositional model is 
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called fully abstract (with respect to some operators and observables) if it identifies programs that 
behave in the same way under all the possible contexts. A fully abstract model can be considered 
to be the semantics of a language since all the other compositional semantics can be reduced to 
it by abstracting from the redundant information. Full abstraction is important, for instance, to 
decide correctness of program transformation techniques . If a fully abstract model distinguishes 
the transformed program from the original one then the transformation is not correct (in the sense 
that it does not preserve the same behaviour under composition). 
The basic operators of a logic language are the conjunction of goals and the union of clauses. 
The observables usually consist of the termination mode (success or failure), and the computed 
answer substitution. For concurrent logic languages compositionality has been studied mainly with 
respect to the conjunction of goals, whilst union of clauses has been considered only in the simple 
case of neatly intersecting programs [9] . This is rather natural since in a concurrent framework the 
main operation is the parallel composition of processes. On the other hand, the class of observables 
has to be enriched by deadlock. 
The compositional description of deadlock is one of the main semantic problems of concurrent 
languages. For languages like CCS and TCSP it is well-known that (linear) sequences are not 
sufficient. On the other hand, trees encode redundant branching information. In order to abstract 
from it two main approaches have been proposed . One is based on equivalence relations on trees 
(for instance, bisimulation (16]), and the other on grouping the branching information in sets (for 
instance, failure sets [2]). In general, failure set semantics is more abstract than bisimulation and 
it is proved to be fully abstract for TCSP and CCS. 
With respect to compositionality, concurrent logic languages have been regarded just as a 
particular case of the classic paradigms. Therefore, the problem has been approached by the 
standard methods. De Bakker and Kok [3, 14] and De Boer et al. (4, 5] use tree-like structures 
labeled with functions on substitutions. More simple tree-like structures, labeled by constraints, are 
used by Gabbrielli and Levi (10] and by Sara.swat and Rinard [19], who also define an equivalence 
based on bisimulation. Gerth et al. (9] and Gaifman et al. (ll] approach the problem of full 
abstraction by refining the failure set semantics of TCSP. 
We think that concurrent logic languages require a different approach. In this paper we study 
the language defined in (ll], that can be considered as a special case of concurrent constraint 
programming (18, 19]. This paradigm represents a considerable improvement with respect to 
"classical" concurrent logic languages. The notion of constraint [13] allows on one side to increase 
the expressiveness, and, on the other side, to model in a logical manner the synchronization mech-
anism (15, 18]. As discussed in (18], the notion of store in constraint programming leads naturally 
to a new paradigm for concurrent programming. All processes share a common store, that repre-
sents the constraint established until that moment . Communication is modeled by adding (telling) 
consistently some constraint to the store. Synchronization is achieved by checking (asking) if the 
store entails (implies) a given constraint, if not, the process suspends. 
It is interesting to compare this logic paradigm with CCS . We can translate CCS by interpreting 
the action a as telling the constraint x = a, and the complementary action ii as asking if x = a 
is entaj\ed by the store. The main difference is that complementary actions do not synchronize 
anymore. Indeed, telling a constraint will never suspend. In other words, the communication 
mechanism of concurrent logic languages is intrinsically asynchronous. The following example 
shows that this leads to an essentially different deadlock behaviour. 
Example 1.1 Let P1 = iib + iic + iid and p2 = iib + ii(c + d) . In any compositional semantics for 
CCS these two processes must be distinguished. Indeed, they behave differently under the context 
p = a(b + c). The process Pl can deadlock, by choosing the third branch, whilst p2 cannot. In the 
formalism of /11}, this example can be translated as follows. 
{ P1(x,y) +- ask(x = a) I ask(y = b) . 
Pl (x,y) +- ask(x = a) I ask(y = c). 
Pi(x,y) +- ask(x = a) I ask(y = d). } 
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{ P2(x,y) +- ask(x = a) I ask(y = b). 
P2 ( x, y) +- ask ( x = a) I p3 ( y). 
p3(y) +- ask(y = c) I. 
p3(y) +- ask(y = d) I. } 
{ p(x, y) +- tell(x = a) I p1(y). 
p'(y) +- tell(y = b) I. 
p1(y) +- tell(y = c) I . } 
In this translation, both p 1 and p 2 have the same behaviour. The process P2 can deadlock by 
choosing the second clause, because p can independently decide to produce y = b {after x = a). 
Figure 1 illustrates this example. 
Pl P2 
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Figure 1: In logic programming Pt and P2 cannot be distinguished by p. 
Actually, in concurrent logic langua.ges we cannot express a context "strong" enough to distin-
guish between pi and p2 above. The reason is that, due to the asynchronous nature of tell, the 
choice guarded by tell is a local choice. This is shown by the following example . 
Example 1.2 In an asynchronous reading of CCS along the line of the translation given above, 
p 1 = a(b + c) is equivalent to P2 =ab+ ac under every context. After the production of a, Pt can 
proceed to produce either b or c in the same way as p2 does. 
This example may induce to believe that simple sequences of constraints are sufficient for 
obtaining compositionality. This is not the case, because the choice guarded by ask is a global 
choice. 
Example 1.3 Even in the asynchronous case, the process p1 = ii(b + c) is not equivalent to 
p2 = iib + iic. They are distinguished by the context p = ab {p2 can deadlock whilst p1 cannot} . 
However, the nature of the global choice in concurrent logic languages is essentially different 
from the one of CCS. Indeed, it only depends upon the result of the past behaviour of the system, 
i.e . upon the constraint contained in the store. 
This remark indicates a possible way to solve the problem of compositionality. Given a sequence 
of constraints representing the computation of a process with respect to an arbitrary environment, 
we add the information about who is the producer of each constraint, either the process or the 
environment . If the store determined by such a sequence does not provide the process with the 
necessary information to proceed then the process will deadlock, assuming that the environment 
does not produce any constraint anymore . The composition of different processes then simply 
amounts to verifying that the assumptions made by one process about its environment are indeed 
validated by the other processes. 
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We define the compositional semantics of a process by means of a transition system. The con-
figurations consist of a process and a store, represented as a sequence of constraints . A transition 
of the environment is modeled by adding an input constraint to the store. This kind of transition, 
that does not occur in the usual description of CCS, allows here to obtain a compositional op-
erational semantics based on (sets of) sequences ended by a termination mode . These sequences 
are essentially different from the scenarios of [17], where input substitutions correspond solely to 
assumptions about the environment which are necessary for the process to proceed. As a conse-
quence, compositionality is there obtained only for the success set. The input-output sequences 
we use have been introduced in (9) as one component of the domain of the denotational semantics, 
the other ingredient being the suspension set . Because of what is stated above, this suspension set 
could have been reduced to a simple termination mode. 
The language described in (9) contains non-monotonic test predicates in the guards. Non 
monotonic means that a predicate can be true on a certain store and false in a bigger store. For 
instance, the non monotonic predicate var(x) is true in the empty store and false in the store 
x = a . The language we consider is monotonic, in the sense that an ask being enabled depends 
monotonically upon the store. With respect to the problem of full abstraction, this feature causes 
the sequences to contain too much information 1 . Indeed, they encode the order and the granularity 
in which constraints have been produced, details that cannot be sensed by monotonic contexts. 
This is ma.inly due to the fact that monotonic contexts cannot be specified to ask (only) a specific 
constraint, they can always proceed when stronger constraints are provided. Therefore a process 
producing first x = a and then y = b cannot be distinguished from a process that is also able 
to produce x = a and y = b at the same time: all contexts that are enabled by the store x = a 
will also be enabled by the store x = a I\ y = b. More in general, the reaction of any context 
is invariant with respect to the logical equivalence of the conjunction of the constraints produced 
by the process. Therefore, the final step to achieve full abstraction will consist of some closure 
conditions that represent this equivalence . 
To our knowledge, the first proposal of a compositional semantics based on linear sequences 
for concurrent logic languages has been given in [7, 8) . Those papers, however, deal only with 
languages based on substitutions. Moreover, the model we present here is more elegant, since the 
hiding of local variables is formalized in terms of existential quantifiers. In this framework, the 
closure conditions are more easy to formulate and have a clear logical intuition . As a consequence, 
a transparent and structured proof of the correctness and the full abstraction of the denotational 
model can be given . As far as we know, this is the first time that the proof of a full abstraction 
result for concurrent logic languages is presented. 
This paper is organized as follows. In the next section we present the language. In section three 
we define a compositional operational semantics based on a transition system. In section four we 
introduce a more abstract denotational model, the correctness of which is proved in section five. In 
the last section we prove that this denotational model is fully abstract . In order not to interrupt 
the main flow of the paper we have delegated some delving into underworldly technicalities to the 
appendices . 
2 The language 
A constraint system is any system of partial information that supports the notions of consistency 
and entailment. For the sake of simplicity we consider here constraint systems based on first-order 
languages, however our results can be extended in a straightforward way to arbitrary constraint 
sytems which support existantia.l quantification. Let V be a set of variables with typical elements 
x, y, . . . , let F be a set of function symbols a, b, . .. , f, g , .. . , and let P be a set of predicate symbols. 
Furthermore, let E = (V,F, P). A constraint system r is a first-order theory in E . Given the 
formulas ¢, ¢1, and ¢2, we say that ¢ is consistent if r F 3¢, where 3¢ denotes the existantial 
closure of ¢, and that ¢1 entails ¢2 if r F ¢1 ⇒ ¢2. A simple constraint ,{) is a quantifier-free 
1 We believe that sequences are not fully abstract even in the non-monotonic ca.se . However this is out of the 
scope of this paper. 
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formula in E. The set Con of constraints, with typical element c, consists of formulas of the form 
:lX 19, where X is a set of variables. The constraints of the form :l{ x }19 and 3019 will be denoted 
by :lx19, 19, respectively. For any formula rp we define FV(rp) to be the set of the free variables of 
rp, and BV(rp) to be the set of the bound variables of¢. We assumer to be fixed, so we will omit 
references to r. 
We now describe the concurrent logic language based on r along the lines of the one introduced 
in [11]. Let Pred be a set of predicate symbols disjoint from P. The set of atoms Atom in V, F, 
Pred, with typical element A, B, is defined as usual. Tell and Ask are the sets of constructs of the 
form tell(19), ask(19), respectively. A program is a finite set of clauses of the form 
where p E Pred, xis a sequence of variables, 91 E Ask, 92 E Tell, Bis a multiset of atoms, and Y 
is the set of variables occurring in g1 , g2 , B and disjoint from x. The atom p(x) is the head of the 
clause, g1 and g2 together form the guard, and B is called the body 2 . The variables of Y are the 
local variables of the clause. We will omit the symbol ":" when either g1 or g2 is not present, and 
omit :lY when Y is 0. The set of programs will be denoted by Prag. 
A goal is an object of the form <- A, where A is a multiset of atoms. The set of goals will be 
denoted by Goal. The union of the multisets A and .B will be represented by A,B. An instantiation 
of a clause p( x) <- :lY g1 : g2 IE is a clause of the form p( t) <- :lZ g~ : g~ I B', where g~, g~ and .B' are 
obtained from g1 , g2 and B by simult.aneously replacing every occurrence of a variable of x by its 
corresponding term of the sequence t and every occurrence of a variable of Y by its corresponding 
variable of Z. The set of new local variables Z is assumed to be disjoint from the set of variables 
oft. Given a program W the set of all the instantiations of its clauses we denote by Inst(W) . 
Given a program W the operational semantics of a goal <- A can be described as follows. The 
basic computation step is defined with respect to the store, the accumulated simple constraint, and 
consists of checking if the store entails a certain constraint and then adding a constraint. More 
specifically, given a store s, a computation step consists of a selection of an atom A of<- A and a 
clause A <- :lX ask( 191) : tell( 192) 1.B of lnst(W), where X has no variables in common with s and 
A, such that 
l. s entails :lX 191 , 
2. s t\ 191 II 192 is consistent . 
Then A is replaced by B in the goal <- A and 191 II 192 is added to the store. 
An atom A fails if for every clause of Inst(W) with head A the second condition does not hold. 
If the second condition holds but the first fails and for no other clauses the two conditions are 
satisfied then the atom suspends. 
A goal fails if it contains an atom which fails and it deadlocks if all its atoms suspend. 
The result of a terminating computation consists of the final store where all the variables 
not occurring in the initial goal are existantially quantified, together with the termination mode: 
snccess, failure, or deadlock, if the final goal is empty, fails, or deadlocks, respectively. 
3 A compositional operational semantics 
In this section we enrich the informal model of the previous section to obtain a compositional 
semantics, namely, the definition of the meaning of a goal in terms of its subgoals. To this purpose 
we describe the behaviour of a (sub-)goal as a sequence of interactions with its environment (the 
other subgoals). Interactions are modeled as input/output constraints. An input constraint 1s 
provided by the environment, whereas an output constraint is produced by the goal itself. 
Definition 3.1 
2 Usually a body (as well as a goal) is defined as a sequence of atoms. For our purposes, however, it will be 
sufficient to represent it as a multiset . 
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• The set of input constraints is Conr = {c1 : c E Con}. 
• The set of output constraint is Cono = { c0 : c E Con}. 
• The set of input/output constraints, with typical element ct, is Conro = Conr U Cano. 
Given a program W, the operational semantics we define is based on a transition system 
T = (Con/, -w). We will omit the symbol W when no confusion is possible. The configurations 
Con/ are pairs consisting of a goal 
(for the sake of convenience we drop the symbol +-) and a finite sequence of input/output 
constraints s ( s E Con ;0 ). We will associate a store with such a sequence in the following way: 
Definition 3.2 We define 
Store(>..) 
Store( (3X 't?)l .s) 
true 
1? /\ Store( s) 
Here ).. denotes the empty sequence. 
Furthermore we will make extensively use of the following definition of the constraint we ob-
tain from a sequence when abstracting from the labels, interpreting the sequencing operator as 
conjunction and taking into account the scope of the quantifiers: 
Definition 3.3 We define 
Estore(>..) true 
Estore( (3X 't?)l .s) 3X(1? /\ Estore(s)) 
The representation of a store as a sequence of (existentially quantified) constraints, as well as 
definitions similar to those of Store and Estore, have also been used in (12) to model Andorra. 
It will turn out to be technically convenient to introduce the following notions: 
Definition 3.4 Given a sequence s we define 
• FV(s), the free variables of s (the global variables), 
• BV(s), the bound variables of s (the local variables), 
• BVl(s), l E {J, O}, the bound variables of s occurring in constraints labeled by l . So the 
local variables introduced by the process itself are given by B v0 ( s) and those introduced by 
the environment by B V 1 ( s), 
• var(s), the variables of s. 
We can now define the transition system. Table 1 describes the rules for T relative to the 
"successfoll" computation steps. We call them computation rules. The first rule models a transition 
by the process , whilst the second rule models a transition by the environment. The condition 
FV(c) n BV0 (s) = 0 formalizes the requirement that the local variables of a process are hidden 
from the environment. Note that we allow A to be the empty goal □ . This models the possibility 
that the process has terminated whilst the environment still continues to produce constraints. The 
last rule describes the behaviour of a goal as the interleaving of its subgoals. 
Table 2 and table 3 illustrate the rules for failure and suspension respectively. We need to 
introduce in our configurations the symbols fail and susp, with the obvious meaning. 
Note that if we drop from T the rule C2, we obtain a transition system that essentially for-
malizes the informal model of the previous section. 
The reason why we represent a store in T as a sequence of (existentially quantified) constraints 
is that this allows to express in an elegant way the appropriate closure conditions for full abstraction 
(see section 4). If we were only interested in compositionality, then sequences of simple constraints 
would have been sufficient. 
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Table 1: The Transition System T. Computation Rules 
Cl (A; s) ___. (B; s.(3X(-i9 1 A -!92)) 0 ) if 
3A +-- 3X ask(-!91) : tell(t?2)IB E lnst(W) such that X n var(s) = 0 and 
Al: F Store(s) ⇒ 3Xt?1 
A2: F 3(Store(s) I\ -!91 /\ t?2) 
C2 (A; s) ___. (A; s .c1 ) if 
F 3Store(s.c1), BV(c) n (var(A) U var(s)) = 0 and FV(c) n BV0 (s) = 0 
C3 
(A; s) ___. (A'; s.c0 ) 
(A,B;s) - (A',B;s .c6 ) 
if var(B) n BV(c) = 0 
Table 2: The Transition System T. Failure Rules 
Fl (A; s) ___. (fail; s) if 
there exists no clause with head A in lnst(W) such that A2 holds. 
F2 
(.A;s) ___. (fail;s) 
(A, B; s) ___. (fail; s) 
The operational semantics O based on this transition system T delivers sets of sequences s of 
input/output constraints, ended by a termination mode. We denote the set of these sequences 
as Seq= Conj0 .{ss,ff,dd,..L} . The set Conj0 denotes the sequences of constraints generated 
during the computation, whilst the symbols ss, ff, and dd represent the possible ways in wich a 
process can terminate: success, failure and deadlock, respectively. Sequences ending in ..L denote 
unfinished computations. Such sequences are introduced in order to obtain a non-empty semantics 
for non-terminating programs. This is necessary to describe failure compositionally. The symbol 
a will denote an element ranging over the set {ss, ff, dd, ..L}. 




Table 3: The Transition System T. Suspension Rules 
(A; s) ___. (susp; s) if 
for all clauses with head A in Jnst(W) either Al or A2 does not hold 
and there exists such a clause for which Al does not hold and A2 does 
(A; s) ___. (susp; s) (B; s) ___. (susp; s) 
(A, B; s) ___. (susp; s) 
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Definition 3.5 (The operational semantics) The operational semantics CJ : Prag x Goal ----+ 
P(Seq) is given by 
O[W;A] {s.ss: (A,..\)-+* (D;s)} 
U {s.ff: (A,..\)-+*(/ail;s)} 
U {s.dd: (A,..\)-+* (susp;s)} 
U {s . ..l: (A,..\)-+*(.B;s)} 
The transition relation -+ is assumed with respect to the program W. 
;,From this operational semantics we obtain our observation criterium as follows: 
Definition 3.6 (The observables) The observables Obs : Prag x Goal----+ P( Con x {ss, ff, dd}) 
are defined as 
Obs[W; A]= Result(O[W; A]);~ 
where Result(S) = {(Estore(s),a) : s.a ES contains only output constraints and a ,t:..l}, and, 
given a set C of constraints, C;~ denotes the closure of C under logical equivalence . 
Note that we select sequences containing only output constraints thus modeling a computation 
that the initial goal is able to carry out on its own. 
To show the compositionality of the operational semantics we define the parallel composition 
/1- This operator, first introduced in [9], allows to combine sequences of input/output constraints 
that are equal at each point, apart from the labels, so modeling the interaction of a process with 
its environment. 
Definition 3.7 (The parallel composition operator) The partial operator/I: SeqxSeq----+ Seq 
is defined by 
• S1 .0'.1 II S2 .0'.2 = S2 .0'.2 II S1 .O'.J 
• c' .s1.a1 II cl .s2.a2 = cl_(s1.a1 II s2.a2) 
• a II ss = a 
• a/lff=ff 
• dd II dd = dd 
• ..111..1=..l 
Sometimes we will use the parallel composition on sequences of input/output constraints, with-
out the termination mode (notation s1 II s2) - The extension of II to sets is defined in the obvious 
way. The following result shows the compositionality of our operational semantics with respect to 
goal conjunction . 
Theorem 3.8 (Compositionality of 0) 
O[W;ii,B] = O[W;.ii] II O[W;B] 
Proof {Sketch) The inclusion O[W; A, B] ~ O[W; A] II O[W; B] can be proved by showing 
that for every computation (A, B, .X) -+" (A', s) there exist computations (A, .X) -4* (Ai, s 1 ), 
(.B,..\) -+* (A;,s2), where A;,A; = A1 , and s1 II s2 = s . The proof proceeds by induction on the 
length of s. 
The other inclusion O[W; A] 11 O[W; B] ~ O[W; A, B] is proved by showing that computations 
(A,..\)-+* (ALs1), (B,..\) -+* (A;,s2), such that s1 II s2 is defined, can be composed into a 
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computation (A, B, ,\) --+* 
s1 II s2. 
(A~,ALso II s1)- The proof proceeds by induction on the length of 
D 
The compositionality result can be easi1y generalized to the union of neatly intersecting pro-
grams. Two programs W1 and W2 are neatly intersecting (9] iff every predicate p E Fred that 
occurs in both programs is defined in the same way. Namely, the clauses with head p are exactly 
the same both in W1 and W2 . 
More in general, two pairs W1;A1 and W2;.A2 are neatly intersecting iff 
• W1 and W2 are neatly intersecting, with shared predicates P1, ... Pk, 
• A1 does not share predicates with W2, apart from Pl, . . -Pk, and 
• A2 does not share predicates with W1, apart from Pl, .. -Pk· 
Corollary 3.9 Let W1; Ai and W2; A2 be neatly intersecting. Then 
Proof By theorem 3.8 we have 
By the restriction upon the predicates of A1 and A2 we have 
D 
In the following examples, we assume the constraint system to support the usual equality theory 
on the Herbrand universe. 
Example 3.10 Consider the following program 
W1 = {p(x) +- ask(x = a) I.} 
We have 
O[W1;p(x)] = { dd, (x = a)l_(x = a) 0 .ss, (x = b)l_ff, } 
Obs[W1 ;p(x)] = {(true, dd)}. 
Consider now the program 
W2 = {q(x) +- tell(x = a) I .} 
W e have 
O[W2; q(x)] = { (x = a.) 0 .ss, (x = a)0 .(x = a) 1.ss, (x = b}1.ff, } 
Obs[W2;q(x)] = {(x = a,ss)} 
We consider now the union of the two programs and the goal +- p( x), q( x). Since W1 ; p( x) and 
W2;q(x) are neatly intersecting, we get 
{ (x = a)0 .(x = a)°.ss, (x = b) 1.ff, } 
Obs[W1 U W2; p(x), q(x)] = { (x = a, ss) }. 
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The following example corresponds to example 1.3 in the introduction. 
Example 3.11 Consider the two programs 
W1 = { p1(x , y,z) <- ask(x = a) I qi(y,z). 
q1(Y, z) <- ask(y = b) I . 
qi(Y, z) <- ask(z = c) I . } 
W2 = { p2(x,y,z) <- ask(x = a) I q2(y). 
p2(x,y,z) <- ask(x = a) I r2(z) . 
q2(y) <- ask(y = b) I . 
r2(z) <- ask(z = c) I . } 
We have: 
O[W1; Pi (x, y , z)] = { (x = a)1.(x = a) 0 .(y = b)1.(y = b) 0 .ss, 
(x = a) 1.(x = a) 0 .(z = c)1.(z = c) 0 .ss, 
O[W2 ;p2 (x,y, z)] = { (x = a)1.(x = a) 0 .(y = b)1.(y = b) 0 .ss, 
(x = a)1.(x = a) 0 .(z = c)1.(z = c)0 .ss, 
(x = a) 1.(x = a) 0 .(y = b) 1.dd, 
(x = a)1.(x = a) 0 .(z = c) 1.dd, 
Consider now the program 
W = { p(x , y) <- tell(x = a) I tell(y = b). } 
we have 
O[W;p(x, y)] = { (x = a) 0 .(x = a)1.(y = b)0 .ss, 




Therefore, since W1 ; p1 (x, y , z) , W2 ;p2 (x , y , z) , and W; p(x, y) are neatly intersecting, we have 
whilst 
O[W U W1 ;p(x, y),P1 (x , y, z)] O[W;p(x,y)] II O[W1;p1(x,y,z)] 
{ (x = a)0 .(x = a) 0 .(y = b) 0 .(y = b) 0 .ss, . . . } 
Obs[WUW1;p(x,y),p1(x , y , z)]={(x=a /\ y=b,ss)} . 
O[W;p(x,y)] II O[W2;p2(x,y,z)] 
{ (x = a) 0 .(x = a) 0 .(y = b) 0 .(y = b) 0 .ss, 
(x = a)0 .(x = a) 0 .(y = b) 0 .dd, 
Obs[WUW1;p(x,y),p2(x,y , z)]={(x=a /\ y=b,ss),(x=a /\ y=b,dd)} . 
. . . } 
4 The fully abstract semantics V 
The operational semantics O defined in the previous section is not fully abstract. The reason is 
that the way in which sequences are generated reflects the synctactical structure of the program. 
Namely, the sequences encode the syntactical form, the order and the granularity in which con-
straints are produced. These informations cannot be sensed by any context. Indeed, after any 
(logically) equivalent sequence of constraints produced by the process, the reaction of the context 
will be the same. 
The fully abstract semantics is obtained by applying to the operational semantics some closure 
conditions that eliminate at the set level the distinctions due to these unobservable informations. 
For a concise description of the closure conditions, we modularize the sequences of 0. The 
notion of modular sequence has been introduced in [11]. Intuitively, a sequence is modular if 
Estore(s) is equivalent to the conjunction of the constraints in s: 
Definition 4.1 A sequence of constraints is called modular if and only if for arbitrary two distinct 
constraints c and c' occurring ins we have FV(c) n BV(c') = 0. 
Example 4.2 The sequence (:3y x = f(y))l _(y = a( is not modular, whilst (:3y x = f(y))i.(x = 
f(a))i' is. 
In order to transform non modular sequences into modular ones without changing the meaning 
and the struct11re, we define a notion of equivalence =· 
Definition 4.3 We define s1 ~ s2 iff 
- l I d - ,L I • si - s.c .s an s2 - s .c .s 
• F Estore(s .cl) <=} Estore(s.c'l) 
• F Estore(s1) <=} Estore(s2) 
Let = be the reflexive, transitive closure of~. 
It is easy to see that, for every sequences, there exists a modular sequences' such that s = s'. 
Example 4.4 Consider the following sequences 
s1 (:ly x = f(y))l.(:Jz y = g(z))l'.(y = g(a)(' 
s2 (:3y x = f(y))i.(:3{y, z }(:z: = f(y) t\ y = g(z)){ .(y = g(a))l" 
s3 (:3y x = J(y ))i .(:l{y, z }(x = J(y) I\ y = g(z)))l' .(x = J(g(a)))l'' 
s4 = (:ly x = J(y))i.(:3z x = f(g(z)))i' .(x = J(g(a)))l'' 
We have s1 ~ s2 ~ s3 ~ s4 { and therefore s1 = s4) . Note that s1 and s2 are not modular whilst s3 
and s4 are. 
In order to structure the presentation of the fully abstract semantics V, we first introduce an 
intermediate semantics O' obtained by modularizing the sequences of 0. 
Definition 4.5 (The operational semantics O') 
O'[W; A]= {s .a: s is modular and there exists s'.a E O[W; A] such thats= s'} 
Obviously we have 
Proposition 4.6 ( Correctness of O') 
Obs[W;A] = Result(O'[W;A]);~ 
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Note that O' is closed under the logical equivalence of the components of sequences. Therefore 
it already eliminates one of the unobservable distinctions: the syntactical form of constraints. 
The semantics O' is more abstract than 0, but still compositional: 
Proposition 4.7 (Compositionality of O') 
O'[W; A, B] = O'[W; A] 11 O'[W; B] 
Proof See appendix A. D 
The following corollary extends the previous result to neatly intersecting programs. It follows 
from proposition 4. 7 in the same way as corollary 3.9 follows from theorem 3.8. 
Corollary 4.8 Let W1 ; A 1 and W2; A2 be neatly intersecting. Then 
We define now the closure conditions that will induce some additional identifications necessary 
for full abstraction . 
Definition 4.9 Given a set S ~ Seq, we define Closure(S) to be the minimal set containing S 
and satisfying the conditions Pl and P2 of table 4- In this table we assume all sequences to be 
modular, and R to be an arbitrary set of modular sequences. 
Sometimes we will use the notation Closure(S) also for a set S of sequences of input/output 
constraints (without the termination mode), with the obvious meaning. 
Table 4: The closure conditions 
P2 s1 .s2 .o: ER=> s1 .c1.s2.a ER 
if I= Estore(s1 .s2) ¢:> Estore(s1 .c1 .s2) 
The condition Pl represents the abstraction with respect to order and granularity. Two se-
quences that only differ for some logically equivalent subsequences of constraints produced by the 
same agent (either the process or the environment) must be identified. The condition P2 com-
pletes this identification at the set level. The arbitrary input constraints (given automatically by 
the transition system in the original sequences of O') must also be added to the new sequences 
generated by Pl, in order to eliminate the remaining distinctions. 
Remark 4.10 The closure conditions preserve the meaning of a sequence. Namely, if s .a E 
Closure( { s' .a:}) ( abbrev. Closure(s' .a:)}, then p Estore(s) ¢:> Estore( s') holds. 
Remark 4.11 The closure operator is idempotent, namely 
Closure( Closure(S)) = Closure(S) 
We define the fully abstract semantics V in a denotational (i.e . compositional) style, and the 
basic cases (empty and unit goals) we obtain by applying the closure operator to O' . 
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Closure(V[W; A] II D[W; .B]) 
The semantics Vis strictly more abstract than O and O'. 
Example 4.13 Consider the two programs 
W1 = { P1(x) +-- :3y tell(x = f(y)) I q(y) . 
q(y) +-- tell(y = a) J. } 
W2 = { p2(x) +-- tell(x = f(a)) J . 
P2(x) +-- :ly tell(x = f(y)) I q(y) . 
q(y) +-- tell(y = a) I. } 
We have that W 1 ; p1 ( x) and W2 ; p2 ( x) behave in the same way under every context (i.e. they 
are observationally equivalent}, namely, for every W; A, neatly intersecting with W1 ;p1 (x) and 
W2;p2(x): 
Obs[W U W1; A,p1 (x)] = Obs[W U W2; A,p2(x)] 
This is because W 1 £:;; W2 and the behaviour of the first clause of W2 can be simulated by the two 
clauses of W1 . The operational semantics of these programs is however different (i.e. 0 is not 
fully abstract}. In fact 
(x = f(a)) 0 .ss E O[W2;p2(x)] 
whilst 
The .rnme applies to O'. On the other side, this difference in the operational semantics disappears 
in the denotational one. In fact, we have 
(:3y x = f(y)) 0 .(y = a)0 .ss E O[W1 ;p1 (x)], and 
(:3y x = f(y)) 0 .(x = f(a)) 0 .ss E O'[W1;p1(x)] 
therefore, by an application of Pl, we obtain 
This example shows the use of Pl to abstract from granularity of constraint production. In 
this case, Pl has been used to group a sequence of output constraints (to enlarge the granularity) . 
Examples in which Pl is needed to split an output constraint (to reduce the granularity) are a bit 
more complicated, but not difficult to imagine. 
Concerning P2, its use can be understood to complete the abstraction made by Pl. Indeed, 
when we split a constraint into a sequence, we have also to allow additional interleaving points 
within this sequence. This is modeled by inserting arbitrary (consistent) input constraints (P2). 
By definition, Dis compositional. As usual, compositionality can be extended to neatly inter-
secting programs: 
Proposition 4.14 Let W1; A1 and W2; .A2 be neatly intersecting. Then 
The next sections will show that D is correct with respect to the observables and that it is fully 
abstract. 
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5 The correctness of D 
In this section we prove the correctness of D with respect to the observables. The structure of the 
proof is the following: first we prove that D is the closure of O' for arbitrary goals (not only for 
the empty and unit ones), then we use the correctness of O'. 
Lemma 5.1 For arbitrary sets S1 and S2 of modular sequences which are closed under P2 and 
the following version of Pl 
I J I R ,1 ,I R Pl- s1 .c1 ... cn.s2.aE ⇒ s1.c 1 . .. c 111 .s2 .aE 
if ~ Es tore( s1 .c[ . . . c~) ¢:> Estore( s1 .c'i . .. c';,J 
we have 
Closure(Clo.mre(S1) II Closure(S2)) = Closure(S1 II S2) 
Proof See appendix B. D 
Proposition 5.2 D[W; A]= Closure(O'[W; A]) 
Proof Straightforward induction on the length of the goal, using lemma 5.1 (it is easy to verify 
that O' is closed under Pl-I and P2) and the compositionality of 0 1• □ 
We can now prove the correctness of D: 
Theorem 5.3 (Correctness of D) 
Proof 
Result(D[W; A]);~ 
Result ( Closure ( O' [W; A])) /~ 
Result(O'[W; A]) /<cc> 
Obs[W; A] 
Result(D[W; A]);~= Obs[W; A] 
(by proposition 5.2) 
(by remark 4.10) 
(by proposition 4.6) 
6 The full abstraction of D 
D 
In this section we prove the full abstraction of D with respect to our observation criterium. The 
basic lines of the proof are the following. Given two goals+- .A1 , +- ..42 with a different semantics D, 
we build a context that is able to "detect" this difference at the observational level. The definition 
of this context is uniform, in the following sense: given a modular sequence s .a we define a context 
C(s.a) as a pair program;goal which "recognizes" s.a . Next we prove that every other sequence 
s' .a recognized by C(s.a) that gives the same result must generate s.a by application of the 
closure operator. Then we reason by contradiction: given a sequences.a in the semantic difference 
(s .a E D[W; A.1] \ D[W; .ib]), if the context C(s.a) doesn't induce a difference in the observables, 
then there exists an other sequence s' .a ( s1 .a E D[W; .A.2]) recognized by the context that produces 
the same result. But, since D is closed, the presence of s1.a implies the presence of s.a, and this 
contradicts the assumption . 
Definition 6.1 Let s.a be a modular sequence, and x be the free variables of s. We define the 
context C(s.a) by indw:tion on the length n of s. We assume given a set of new predicate symbols 
{po, . . . Pn} disjoint from Pred . 
• C(ss) = C(ff) = C(dd) = {p 0 (x) +-I .};p0 (x), and C(..l) = {};p0 (x), 
• C((:3Yt9)1.s .a) = {Pn(x) +- :3Ytell(t9)1Pn-1(:i:).} U W;pn(x), where W;Pn-i(x) = C(s.a), 
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Note that the goal+- po(x) gives rise to failure in C(.l), since the predicate po is undefined. In the 
other cases, it succeeds. 
The following proposition states that a context C(s.o:) recognizes the sequence s.o:. Namely, 
C(s .o:) generates s .ii, wheres denotes the "mirror" of s, i.e. c1 .s = c0 .s and c0 .s = c1 .s, and 
_ { ss ifa E {ss,ff,dd} 
o: = ff otherwise. 
Proposition 6.2 For any modular sequence s.o: we have _;i_ii E V[C(s.o:)]. 
Proof Let s' be obtained by s by adding an output constraint c0 after any input constraint c1 . 
It is not difficult to see that s1.ii E c:J[C(s .o:)]. Furthermore, since sis modular, also sands' are 
modular. Hence 








(by proposition 5.2) 
D 
The next two lemmas together imply that the context C(s.o:) recognizes only s.a, in the sense 
that if C(s .a) interacts with a sequences' (i.e ., for some a' we haves' .a' E V[C(s.a)]), which gives 
the same result ass, i.e., F Estore(s) {::} Estore(s'), then scan be obtained from s' by applying 
the closure operator. 
The next lemma actually shows that s' is in the closure of s. The final step is then made by 
the mirroring lem~a (see page 18). 
Lemma 6.3 Given a modular sequences.a, for every s1 .a 1 E V[C(s.o:)] such that p Estore(s') ¢:} 
Estore(s) we haves' E Closure(s). 
Proof By proposition 5.2, V[C(s.a)] = Closure(O'[C(s.a)]) holds. Therefore, by remarks 4.10 
and 4.11, it is sufficient to prove that, for s'.o:' E c:J'[C(s.o:)] with F Estore(s') {::} Estore(s), we 
haves' E Closure(s). 
Let s'.a' E c:J'[C(s.o:)] such that F Estore(s') {::} Estore(s). Let n be the length of s. It is not 
so difficult to see that there exists a computation 
such that s~ = s' . 
Let s(i) denote the prefix of s' such that s(i) = sL and let sCil denote the suffix of s starting 
from its (i + l) th element. We prove that s{i)"s(i) E Closure(s) for O ::; i ::; n. We proceed by 
induction on i . · 
i = o) Obvious, since s(O) = ,\ and s<0) = s. 
i + 1) By the induction hypothesis we have 
s(i)·s<i) E Closure(.5). 
There are two cases 
(2) 
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Case 1: s(i) = c1 .s<i+l)) In this case Pn-i is defined in C(s.o:) as 
Pn- i(x) f- 3Yask(i?)IPn-i-1(x)., 
where c = 3Y t'}. So we have 
where 
with 
F Store(s~.c[. ... . cD:::} c. 
Since s 1 = s~, we have 
We note that 
F Estore(s') 
Estore(.s) 
Estore(s(i) _ _s(i)) 
from which we derive 
{:} (by hypothesis) 
{:} (by 2 and remark 4.10) 
(3) 
I- E ( 1 11 ,, I -(i+l)) E ( 1 ,1 ,1 -(i)) Et ( 1 -(i)) (4) r- store s(i) .c 1 .... c k·c .s {:} store s(i) ·c 1 .... c k·s {:} s ore s(i) .s 
Therefore, since s(i)•c'{ ... . c'fc1 .s(i+I) E Closure(s(i) .. s(i)) (by 4 and P2), and Closure(s(i) •sCi>) s;;; 
Clo.rnre(s) (by 2 and remark 4.11), we obtain 
1 ,I ,I I -(i+1) Cl (-) s(i) ·c 1 .. .. c k·c .s E osure s (5) 
Now we have to "transform" c1 into c10 . We do so by two applications of Pl. The first 
deletes c1 , the second adds c10. For the first application we need the following: 
I- E t ( I ,I 11) r- s ore s(i) .c 1 .. . ck 
Estore(s: .c[ .. . cl) 
Estore(s:.c[ ... cL.c1 ) 
Estore(s:.c[ ... cL) I\ c 
{:} (since s' = s~) 
{:} (by 3) 
{:} (since FV(c) s;;; FV(s), ass is modular) 
{:} (since s' = s~) 
Estore(s'(i) ·c'{ ... c'~) I\ c {:} (since FV(c) s;;; FV(s)) 
E t ( 1 ,I ,I 1) sore s(i)"c 1 ... c k·c . 
The last equation holds under the assumption BV(s') n FV(s) = 0. We can assume this 
without loss of generality, since I= Estore(s') {:} Estore(s) {:} Estore(s). 
Now we can apply Pl, thus obtaining 
, ,1 ,r -(i+1) Cl ( , ,r ,1 , -(i+I)) s(i) ·c 1 .... ck.s E osure s(i) ·c 1 . ... ck.c .s . 
For the second application we need 
1- E t ( , ,r ,r) r- sores(i)•c 1 ... ck 
Estore(s:.c[ ... c£) 
Estore(S: .c[ . .. c£.c0 ) 
E t ( , ,1 ,1 ,o) sore s(i).c 1 ... c k·c 
{:} (since s1 = s~) 
{:} (by 3) 
{:} (since s1 = s~) 
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(6) 
Then, we can apply Pl again, thus obtaining 







1 11 11 10 -(i+l) s(i).c 1 .... c k ·c .s 
Cl ( 1 11 1T -(i+l)) osure s(i).c 1 .... c k ·s 








Case 2: s<i) = c0 .. ~(i+l)) In this case Pn - i is defined in C(s.a) as 
Pn- i(x) +- 3Ytell('!9)JPn- i-1 (x)., 
where c = 3Y '!9. So we have 
where 
Since s1 = s~, we have 
Similarly to the previous case, we have 
(7) 
I= Et ( , ,I ,I o -(i+ l )) Et ( , ,1 ,I -(i)) Et ( 1 -(i)) (8) s ore s(i)·c 1 ... . c k·c .s ¢:} s ore s(i)·c 1 .... c k·s ¢:} s ore s(i) ·s 
therefore, since s(i)"c'i- ... c''-c0 .s(i+l) E Closure(s(i)"s(i)) (by 8 and P2), and Closure(s(i)"s(i)) ~ 
Closure(s) (by 2 and remark 4.11), we obtain 
, ,r ,1 o -(i+l) cl c-> s(i)·c 1 .. . • ck.c .s E osure s 
We have now to "transform" c0 into c10. We need the following 
I= Et ( 1 11 11 0) sores (i)·c 1 .. . c k·c 
E t ( 1 11 11) s ore s ( i) .c 1 . .. c k I\ c 
Estore(s~.c{ ... ck)/\ c 
Estore(s~.c{ ... c£.c0 ) 
E t ( 1 11 11 10) sores(i) -c 1 .•. ck.c . 
Thus an application of Pl yields 
¢:} (since FV(c) ~ FV(s)) 
¢:} (since s' = s~) 
¢:} (since FV(c) ~ FV(s)) 
¢:} (since s1 = s~) 
1 ,I ,I ,o -(i+l) Cl ( , ,I ,I O -(i+l)) s(i)•c 1 . .. . ck.c .s E osure s(i)•c 1 ...• ck.c .s . 









Lemma 6.4 (Mirroring lemma) Ifs' E Closure(s), thens E Closure(s') . (As usual, sands' 
denote the mirror of s, s1, respectively.) 
Proof It is sufficient to show that for any set of sequences S, if Closure ( S) = S, then S satisfies 
the following property: 
P3 s1 .c0 .s2.a E S ⇒ s1 .s2 .a E S 
if F Estore(sJ .s2 ) ¢:? Estore(s1 .c0 .s2 ). 
We then can proceed by induction on the number of applications of the closure conditions Pl and 
P2, making use of the fact that Pl mirrors itself, in the following sense: ifs' is derived from s by 
one application of Pl then s can be derived from s' using Pl again. In same sense an application 
of P2 can be mirrored by P3. 
We prove P3 by induction on the length of s2: 
s2 = >.) In this case we just apply Pl. 
s2 = c'l _s;) We consider the cases l = I and l = 0 separately. 
l = 0) By Pl we have 
Q 10 I s 10 Q I s s1 .c .c .s2.a E ⇒ s1 .c .c .s2.a E 
The induction hypothesis then gives us 
10 I s S1 .c .S2.0' E 
I = I) By P2 we have 
Q 11 I S 11 0 11 I S 
SJ .c .c .s2 .a E ⇒ SJ .c .c .c .s2 .a E 
An application of Pl then gives us 
11 Q I s 
SJ .c .c .s2 .a E 
By induction hypothesis we obtain 
tl I s S1 .c .S2.0 E . 
Now we are ready to prove the main theorem 
D 
Theorem 6.5 (Full abstraction of 'D) For arbitrary W1 ; A1, W2; A2 such that V[W1 ; Ai] -:/: 
'D[W2; rh] there exists W; A, neatly intersecting with W 1 ; A1 and W2; A2, such that Obs[W U 
W1 ; A, A1]-:/ Obs[W u W2 ; A, A2 ]. 
Proof Assumes.a E 'D[W1; ..41] \ 'D[W2; .42]. Let W; A= C(s.a), and let 
a:= { ss if a E {ss, ff, dd} 
ff otherwise. 
By proposition 6.2 we have s.o: E 'D[W; .A], therefore 
Assume now that 
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By the compositionality of V and remark 4.10 it follows that there exist s' .a' E V[W2; A2] and 
s'.a" E V[W; A] such that 
Result(s'.a' II s'.a") = Result(s.a II -~.a). (11) 
Thus we have 
p= Estore(.~') <=> Estore(s' II .5') <=> Estore(s II s) <=> Estore(s), 
so by lemma 6.3 we haves' E Closure(s) . An application of lemma 6.4 then yields s E Closure(s'). 
Therefore s.a E V[W2 ; ..42 ] holds . By definition of O and O', and proposition 5.2, it follows 
s . ..LE V[W2; A2]. Furthermore we observe that, by definition of a, of the context C(s.a), and by 
11, we have a' = a if a :;t:..l. So we conclude s.a E V[W2; A2], and this contradicts our initial 
assumption. D 
7 Conclusions and fu ture wo rk 
We have studied in this paper the asynchronous nature of the communication in concurrent logic 
languages. We have shown that the fully abstract semantics for these languages requires an ap-
proach quite different from the standard ones for languages like CCS. One of the main differences 
consists in the description of the deadlock behaviour. In CCS the deadlock of a process depends 
upon the current state of the system as described by the failure sets, whereas in concurrent logic 
languages the deadlock essentially depends upon the result of the past behaviour of the system. 
A future research topic is the investigation of the non-monotonic case, namely when non-
monotonic test predicates (like the var of Prolog) occur in the guards. 
An other promising subject is the extension of our approach to more general concurrent logic 
paradigms, like concurrent constraint programming (18], which include an explicit choice operator. 
An even more ambitious project is to show that the construction of the fully abstract model we 
have presented can be extended to asynchronous languages in general. This conjecture asks for the 
definition of a general paradigm which subsumes all possible asynchronous communication mecha-
nisms . For such a paradigm we think it is possible to define a compositional semantics based upon 
linear sequences with input assumptions, thus providing an uniform deadlock analysis for asyn-
chronous communication. The fully abstract model for a particular asynchronous language then 
will consist of the application of some appropriate closure conditions on the general compositional 
model. These closure conditions will model the specific features of the asynchronous communica-
tion of that particular language. Actually, part of this project is already under development in 
[6] . 
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Appendix 
A The compositionality of CJ' 
In this appendix we prove: 
Proposition 4. 7 
O'[W;A,B] = O'[W;A] II O'[W;B] 
Proof We prove O'[W; A] II O'[W; B] ~ O'[W; A, B], the other inclusion follows immediately 
from the compositionality of 0 . Let r1.01 II r2.02 E O'[W;A] II O'[W;B], say, r1 = ef' ... e~n, 
l' l' . 
and r2 = e/ ... enn. So there eXJst 
• s1 =cf' ... c~,_n, s1.01 E O[W;A] 
J,' L' -
• s2 = d/ ... d;,n, s2.02 E O[W; B], 
such that r1 = s1, and r2 = s2. 
We may assume without loss of generality that the sets BV(r1),BV(s1), and BV(s2) have no 
variables in common. Define s~ = Jin ... J!n and s; = g:; ... g!~, where, for 1 ~ i ~ n, 
{ 
C; if l; = 0 
f; = g; = d; if l~ = 0 
e; otherwise 
Note that s~ II s; is defined. 
It remains to be shown that s~ .01 E O[W; A], s;.02 E O[W; B], that is, s~ .01 II s;.02 E 
O[W; A, B], and s~ II s; = s1 II s2. For this purpose we introduce the following 
Lemma A.1 For l ~ i ~ n we have 
I= E t (f l, fl') E t ( l, l,) s ore 1 . . . ; ¢:> s ore c1 ... C; 
and 
Proof of lemma A.1 We prove the first equivalence by induction on i (the second is treated 
similarly): suppose the proposition holds for i. We consider the cases l;+l = I, l;+1 = 0 separately. 
Let l;+1 = 0, so f;+1 = Ci+l · Furthermore, let out(s) [in(s)] be the subsequence of s consisting 
of all the output [input] constraints. We have 
I= E t (f l, fl,+,) s ore I ... i+l ¢:> (since BV(s1) n BV(r1) 
BV(s1) n BV(s2) = 0) 
Estore(out(ff' ... Jf~i' )) /\ E.~tore(ff' .. . ff') ¢} 
Estore(out(cf' ... c;ti')) I\ Estore(cf' ... cf') ¢:> (since BV1(si) n BV0 (s1) = 0) 
E t ( l 1 l,+1) s ore c 1 . .. ci+l . 
Now let l;+1 = l~+l = I, so f;+ 1 = e;+1. We have 
I= E t (f l, fl,+1) s ore 1 . . . i+1 ¢} (since BV(ri) n BV(s1) 
BV(r1) n BV(s2) = 0) 
Estore(in(ef' ... e~n )) /\ Estore(Jf' ... J;') ¢:> 
Es tore( in(ef' ... e~n)) /\ Estore(cf' ... cf') ¢} (since r1 = s1) 
Estore(in(ef' . . . e~n)) /\ Estore(ef' .. . ef') ¢} (since BV1(ri) n BV0 (r1) = 0) 
E t ( l 1 l,+1) s ore e1 . . . ei+l ¢} (since r1 = s1) 
E t ( l 1 l,+1) s ore CI ... C;+1 
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Finally, let l.;+1 = I a.nd li+l = 0. We have 
l- E t (fl' fl,+,) , s ore 1 . .. i+l 
i,From lemma A.1 it follows that s~ II s; = r1 II r2. 
{::} (since BV(ri) n BV(s2) 
BV(si) n BV(s2) = 0) 
{::} 
{::} (since r1 = s1 and r2 = s2) 
{::} (since BV1 (s2 ) n BV0 (s2 ) = 0) 
{::} (since r2 = s2) 
D 
Furthermore, s~ .o:1 E O[W; A] can easily be seen to follow from the observation that if F 
Store(cf 1 •• • cf•)=> c, with FV(c) n BV1 (cf' ... cf•)= 0, then F Store(ff' ---l;) => c. In fact, 
given some first-order model, let a- be an assignment of values of that model to the variables. Then 
we have, by lemma A.l, that 
a- F Store(ff' . .. f;') 
implies 
l- E ( l, l;) a- , store c1 ... C; 
Since BV'(s1) n BV0 (s1 ) = 0, we have 
F Estore(cf' ... cf·){::} Estore(out(cf' . . . cf)) I\ Estore(in(cf' ... cf;)) 
Furthermore, by definition, 
t(fl, fl•) t( l 1 l,) OU 1 . . . i = OU Cl ... Ci , 
therefore we have 
a- F Store(out(cf' .. . cf•)) I\ Estore(in(cf' .. . cf•)) 
i,From which we conclude, by the validity of Store(cf' .. . cf•) => c and the restriction FV(c) n 
B V 1 ( cf 1 ••. cf') = 0, that a- F c. In a similar way it follows that s; .0:2 E O[W; .B]. D 
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B A property of the closure conditions 
In this appendix we prove: 
Lemma 5.1 For arbitrary sets S1 and S2 of modular sequences which are closed under P2 and 
the following version of Pl 
P I r T R ,T ,r R 1- s1.c1 ... cn .. ~2.aE =>s1.c 1 . .. cm .s2.aE 
if F Estore(s1 .c{ .. . c;) <=> Es tore( s1 .c'i ... c'~) 
WP. have 
Proof It suffices to prove that Closure(Si) 11 Closure(S2) ~ Closure(S1 II S2) . Let s1.a1 E S1 
and s2 .a2 E S2 . Furthermore let s~ .a 1 E Closure(s1.a1) and s~ .a2 E Closure(s2 .a2) such that 
s~ .a1 11 s; .a2 is defined. We prove by induction on the number of applications of Pl-0 , the 
closure condition Pl for I.= 0, that s~ .a1 II s~.a2 E Closure(S1 II S2) -
The case that the number of applications of Pl-0 equals zero follows immediately from the 
closedness of S1 and S2 under Pl-I and P2. 
For the sake of a smooth presentation let's introduce the notation s => s' for the derivability 
of s' from s by one application of an arbitrary closure condition . 
Now let 
where su .c'f ... c'~.s12 ⇒• s~ consists only of applications of Pl-I and P2. We have 
I I ,o d[ ,o dl ,o I 
S1 = S 11 .C 1 · 1 .C 2 · · · m -1 .C ,n .. ~ 12 
where the input constraints are introduced by P2, s11 ⇒• s~ 1 and s 12 => sb, both derivations using 
only Pl-I and P2 . (The slightly more general case that some of the d;'s introduced are actually 
sequences of input constraints can be treated in the same way, hut requires a more elaborate 
notation which might obscure the underlying idea.) 
So we have 
I _ I ,I dl' ,I dl-- 1 ,I I 
S2 - S 21C 1 · 1 .C 2 · · · m - 1 .C m · S 22 
such that s' 11 II s' 21 and s' 12 II s' 22 are defined . 
Define 
_ , 0 0 dl dl 1 
r1 - s 11.c1 ... en . 1 . . . m - l .s 12 
It is not difficult to see that s1 =>• r1, where the number of applications of Pl-0 is one less than 
t} t · ⇒• 1. ⇒• 0 0 • 1 0 0 1 • 1 0 0 d[ d[ 1 ia !TI s1 s1· s1 s11.c1 ... cn .. ~12 => s11.C1 ... cn.S12 => S11.C1 .. . cm. '1 ··· m-1 -S12· 
Furthermore let 
_ I [ J dl' dl= -1 I r2 - s 21.c1 ... en. 1 ... m - J .s 22 
Again it is not difficult to check that s2 ⇒• s'2 ⇒• r2 , with the same number of applications of 
Pl-0 as in the derivation s2 =>* s; . 
So we are now in a position which allows us to apply the induction hypothesis: r 1 .a1 II r 2 .a 2 E 
Clo.mre(S1 II S2) . 
Finally, we have r1 .a1 II r2 .a2 =>* s~ .a, 11 s; .0!2, which we leave the reader to verify. □ 
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