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Abstract
A ratio-dependent Leslie system with feedback controls is studied. By using a comparison theorem and constructing a suitable
Lyapunov function, some sufficient conditions for the existence of a unique almost periodic solution (periodic solution) and the
global attractivity of the solutions are obtained. Examples show that the obtained criteria are new, general, and easily verifiable.
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1. Introduction
Leslie [7] introduced the famous Leslie predator–prey system
⎧⎨
⎩
x′ = x(t)[a − bx(t)]− p(x)y(t),
y′ = y(t)
[
e − f y(t)
x(t)
]
,
(1.1)
where x(t), y(t) stand for the population (the density) of the prey and the predator at time t , respectively, and p(x) is
the so-called predator functional response to prey.
In biomathematics, we define p(x):
When p(x) = cx, the functional response p(x) is called type 1;
When p(x) = cx
d+x , the functional response p(x) is called type 2;
When p(x) = cx2
d+x2 , the functional response p(x) is called type 3.
✩ Supported by National Natural Science Foundation of China (No. 10461002).
* Corresponding author.
E-mail address: cfcxh607@126.com (F. Chen).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.09.075
1400 F. Chen, X. Cao / J. Math. Anal. Appl. 341 (2008) 1399–1412In (1.1), it has been assumed that the prey grows logistically with growth rate a and carries capacity a
b
in the absence
of predation. The predator consumes the prey according to the functional response p(x) and grows logistically with
growth rate e and carrying capacity x
f
proportional to the population size of the prey (or prey abundance). The
parameter f is a measure of the food quality that the prey provides and converted to predator birth. Leslie introduced
a predator–prey model where the carrying capacity of the predator’s environment is proportional to the number of prey,
and still stressed the fact that there are upper limits to the rates of increasing of both prey x and predator y, which are
not recognized in the Lotka–Volterra model. These upper limits can be approached under favorable conditions: for the
predators, when the number of prey per predator is large; for the prey, when the number of predators (and perhaps the
number of prey also) is small [3].
When the functional response p(x) is of type 1, i.e., p(x) = cx, then we have the following Leslie model⎧⎨
⎩
x′ = x(t)[a − bx(t)]− cx(t)y(t),
y′ = y(t)
[
e − f y(t)
x(t)
]
,
(1.2)
where the predation is assumed to be proportional to the population size of the prey.
When the functional response p(x) is of type 2, in particular, p(x) = cx
d+x , then we have the following Holling–
Tanner predator–prey model, which takes the form⎧⎪⎪⎨
⎪⎪⎩
x′ = x(t)[a − bx(t)]− cx(t)
d + x(t)y(t),
y′ = y(t)
[
e − f y(t)
x(t)
]
.
(1.3)
The saturating functional response cx
d+x is of Michaelis–Menten type in enzyme-substrate kinetics. The parameter c is
the maximum specific rate of product formation, x is the substrate concentration, and d (the half-saturation constant)
is the substrate concentration at which the rate of product formation is half maximal. The functional response cx
d+x
was also proposed by Holling for nonlearning predators, which is also called a functional response of the predator of
Holling type. The label nonlearning is a bit misleading because even predators capable of learning should exhibit this
type of response when given only one type of prey for which to search. In predator–prey interaction, c is the maximal
predator per capita consumption rate, i.e., the maximum number of prey that can be eaten by a predator in each time
unit, and d is the number of prey necessary to achieve one-half of the maximum rate c.
When the functional response p(x) is of type 3, in particular, p(x) = cx2
d+x2 , then we have⎧⎪⎪⎨
⎪⎪⎩
x′ = x(t)[a − bx(t)]− cx2(t)
d + x2(t)y(t),
y′ = y(t)
[
e − f y(t)
x(t)
]
.
(1.4)
The functional response p(x) of type 3 is sigmoid and it tends to an asymptotic value as the prey density increases. If
we consider the time a predator uses in handing the prey it has captured, we find the predator has a functional response
of type 3. The function p(x) = x2
d+x2 is also referred to as a functional response of Holling type.
However, recently more and more obvious evidences of biology and physiology show that in many conditions,
especially when the predators have to search for food (consequently, have to share or compete for food), a more
realistic and general predator–prey system should rely on the theory of ratio-dependence, this theory is confirmed by
lots of experimental results [2,3]. A ratio-dependent Leslie system with the functional response of Holling–Tanner
type is as follows:⎧⎪⎪⎨
⎪⎪⎩
x′ = x(t)[a − bx(t)]− p(x(t)
y(t)
)
y(t),
y′ = y(t)
[
e − f y(t)
x(t)
]
.
(1.5)
When p(x) = cx
d+x , the ratio-dependent Leslie predator–prey system with the functional response of Holling–
Tanner is as follows:
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⎪⎪⎩
x′ = x(t)[a − bx(t)]− cx(t)
dy(t) + x(t)y(t),
y′ = y(t)
[
e − f y(t)
x(t)
]
.
(1.6)
When the functional response p(x) = cx2
d+x2 , we have the following ratio-dependent Leslie predator–prey system of
Holling–Tanner type⎧⎪⎪⎨
⎪⎪⎩
x′ = x(t)[a − bx(t)]− cx2(t)
dy2(t) + x2(t)y(t),
y′ = y(t)
[
e − f y(t)
x(t)
]
.
(1.7)
In recent research on species dynamics, existence of positive periodic solutions of the ecosystem has important
significance, which is highly valued in academia. Many researchers have investigated it deeply [2–13]. But many
researches rest on the standard Lotka–Volterra system, while fewer researches rely on the Leslie system with changing
variables. Today, papers on the ratio-dependent Leslie system with functional response of Holling–Tanner type are
very rare. However, ecosystems in the real world are continuously disturbed by unpredictable forces which can result
in changes in the biological parameters such as survival rate. The question of practical interest in ecology is whether
an ecosystem can withstand those unpredictable disturbances which persist for a finite period of time. In the language
of control, we regard the disturbance functions as control variables. A more basic and important biological question
to be asked is whether all species in a multi-species community will be alive and well in the long run. Recently, by
using coincidence degree theory, some excellent results have been obtained concerned with the existence of periodic
solutions of the predator–prey system. In theoretical ecology, there are several papers [4–13] on permanence and
periodic solutions of the Lotka–Volterra system with feedback controls. However, no work has been done for the
Leslie predator–prey model with feedback controls. One objective of this paper is to give sufficient condition for the
permanence and global attractivity of a Leslie predator–prey model with feedback controls.
Consider a system⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
x′1 = x1(t)
[
b(t) − a(t)x1(t) − c(t)x1(t)x2(t)
h2x22(t) + x21(t)
− d(t)u1(t)
]
,
x′2 = x2(t)
[
e(t) − f (t)x2(t)
x1(t)
− p(t)u2(t)
]
,
u′i = αi(t) − βi(t)ui(t) + γi(t)xi(t) (i = 1,2),
(1.8)
where xi(t) (i = 1,2) denote the density of prey and predator at time t , respectively, ui(t) (i = 1,2) are control
variables, b, e ∈ C(R,R) are almost periodic functions of t ; a, c, d, f,p,α1, β1, α2, β2, γ1, γ2 in C(R,R+) are all
nonnegative almost periodic functions of t ; h2 is a positive constant, denoting the constant of capturing half-saturation.
Obviously, system (1.7) is a special case of system (1.8).
For convenience, throughout this paper, we shall use the following notations:
We always use i = 1,2 unless otherwise stated.
R denotes the real numbers.
R
+ denotes the positive real numbers.
R
4 denotes Euclidian space with four dimensions, R4+ = {(x1, x2, u1, u2) ∈R4 | x1 > 0, x2 > 0, u1 > 0, u2 > 0}.
For a bounded and continuous function g(t), gu = supt>0 g(t), gl = inft>0 g(t).
Moreover, we set
p1 = b
u
al
, p2 = b
ueu
alf l
,
q1 = α
u
1
βl
+ b
uγ u1
alβl
, q2 = α
u
2
βl
+ b
ueuγ u2
alf lβl
,1 1 2 2
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l
au
− c
u
2au|h| −
duαu1
auβl1
− b
uduγ u1
aualβl1
, δ2 = (e
l − puq2)δ1
f u
,
η1 = α
l
1
βu1
> 0, η2 = α
l
2
βu2
> 0.
We define the mean value
m
(
g(t)
)= lim
T→∞
1
T
T∫
0
g(t) dt.
If g(t) is a ω-periodic function, then
m
(
g(t)
)= 1
ω
ω∫
0
g(t) dt.
Throughout this paper, we suppose that the following conditions are satisfied:
(H1) b, e ∈ C(R,R) are all almost periodic functions with bl > 0, el > 0;
(H2) a, c, d, f,p,α1, β1, α2, β2, γ1, γ2 ∈ C(R,R+) are all nonnegative almost periodic functions of t .
This paper is organized as follows: In Section 2, some basic results on the Logistic equation and first order differ-
ential equations are obtained, the permanence of system (1.8) is obtained and two examples verify the results. In
Section 3, we shall give sufficient conditions for the existence of a unique almost periodic solution (periodic solution)
of system (1.8). In Section 4, we give a example to verify that our result is correct.
2. Existence of bounded solutions
Definition 2.1. The system (1.8) is called permanent, if there exist positive constants δ, Δ and T such that for t  T
δ  xi(t)Δ, δ  ui(t)Δ
for any positive solution X(t) = (x1(t), x2(t), u1(t), u2(t)) of (1.8).
In the following, we will state some lemmas which will be used in the proof of Theorem 2.1.
For any given initial condition of system (1.8),
xi0 = xi(0) > 0, ui0 = ui(0) > 0.
It is not difficult to see that the corresponding solution X(t) = {x1(t), x2(t), u1(t), u2(t)} exists for all t  0 and
satisfies
xi(t) > 0, ui(t) > 0 for all t  0.
First we consider the system
z′(t) = a(t) − b(t)z(t), (2.1)
where a(t) and b(t) are continuous almost periodic functions.
Lemma 2.1. If al > 0 and m(b(t)) > 0, then the system (2.1) has a unique globally attractive positive solution
z˜(t) with al
bu
 z˜(t)  au
bl
. Moreover, let z˜i (t) (i = 1,2) be the unique positive solution of (2.1) with b(t) = bi(t),
a(t) = ai(t) (i = 1,2), respectively. If b2(t) b1(t) and a2(t) > a1(t), then z˜2(t) > z˜1(t).
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follows
z˜(t) =
t∫
−∞
exp
[
−
t∫
s
b(u) du
]
a(s) ds, (2.2)
with 0 < al
bu
 z˜(t) au
bl
for t ∈R.
Let z˜(t) be given by (2.2) and z(t) = z(t,0, z0) (t0 = 0) be any other solution of system (2.1) with any given initial
value (0, z0), then
z(t) =
{
z0 +
t∫
0
a(s) exp
[ s∫
0
b(u)du
]
ds
}
exp
[
−
t∫
0
b(u)du
]
,
so that we have
∣∣z(t) − z˜(t)∣∣=
∣∣∣∣∣z0 −
0∫
−∞
a(s) exp
[ 0∫
s
b(u) du
]
ds
∣∣∣∣∣ exp
[
−
t∫
0
b(u)du
]
= ∣∣z0 − z˜(0)∣∣ exp
[
−
t∫
0
b(u)du
]
.
Since m(b(t)) > 0, we have
∫ t
0 b(u)du → +∞ as t → +∞. Therefore, z(t) − z˜(t) → 0 as t → +∞, i.e., z˜(t) is the
unique almost periodic solution of (2.1) which is globally attractive. From (2.2) the next part of Lemma 2.1 follows
and this completes the proof of Lemma 2.1. 
Now we consider the almost periodic logistic equation
x′(t) = x(t)[b(t) − a(t)x(t)], (2.3)
where b(t) and a(t) are continuous almost periodic functions with al > 0, and m(b(t)) > 0.
By the transformation of variable z(t) = 1
x(t)
, Eq. (2.3) becomes
z′(t) = a(t)− b(t)z(t).
With a similar proof as Lemma 2.1, we have Lemma 2.2.
Lemma 2.2. If al > 0 and m(b(t)) > 0, then the system (2.3) has a unique globally attractive positive solution x˜(t)
with x˜(t) bu
al
. Moreover, let x˜i (t) (i = 1,2) be the unique positive solution of (2.3) with b(t) = bi(t), a(t) = ai(t)
(i = 1,2), respectively. If b2(t) > b1(t) and a2(t) a1(t), then x˜2(t) > x˜1(t).
Theorem 2.1. If the assumptions (H1)–(H3) hold, then the system (1.8) is permanent (see Fig. 1).
We shall make some preparations before stating our Theorem 2.2.
Under the assumptions of (H1) and (H2), we see that
x′1(t) = x1(t)
[
b(t) − a(t)x1(t)
]
has a unique positive globally attractive almost periodic solution x∗1 (t) with 0 < x∗1 (t) p1.
Further,
x′2(t) = x2(t)
[
e(t) − f (t)x2(t)
p1
]
has a unique positive globally attractive almost periodic solution x∗(t) with 0 < x∗(t) p2.2 2
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Fig. 2. Extinction of the prey and predator for the Leslie system (where x3, x4 stand for u1, u2, respectively).
Also from (H1), (H2) and Lemma 2.1, we know that
u′i (t) = αi(t) + γi(t)x∗i (t) − βi(t)ui(t) (i = 1,2)
has a unique positive globally attractive almost periodic solution u∗i (t) with 0 < u∗i (t) qi .
Let (H1), (H2) be assumed and
(H3) m(b(t) − c(t)2|h| − d(t)u∗1(t)) > 0, m(e(t) − p(t)u∗2(t)) > 0.
Clearly, from Lemma 2.2, we know that
x′1(t) = x1(t)
[
b(t) − a(t)x1(t) − c(t)2|h| − d(t)u
∗
1(t)
]
has a unique positive globally attractive almost periodic solution x∗1(t) with x∗1(t) inft∈R x∗1(t) δ1. Also
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[
e(t) − f (t) x2(t)
x∗1(t)
− p(t)u∗2(t)
]
has a unique positive globally attractive almost periodic solution x∗2(t) with x∗2(t) inft∈R x∗2(t) δ2.
From (H1), (H2), and Lemma 2.1, we conclude that
u′i = αi(t) − βi(t)ui(t)
has a unique positive globally attractive almost periodic solution u∗i (t) with u∗i (t) inft∈R u∗i (t) ηi .
Let mi = inft∈R x∗i (t), ξi = inft∈R u∗i (t), Mi = supt∈R x∗i (t), ζi = supt∈R u∗i (t).
Clearly, mi > 0, ξi > 0, Mi > 0, ζi > 0.
Define
S = {(x1, x2, u1, u2): mi  xi Mi, ξi  ui  ζi (i = 1,2)}.
Lemma 2.3. (See Fink [1, Theorem 6.2].) Let x′ = f (t, x) has a solution ϕ which is bounded on [t0,∞). If f (t, x)
is almost periodic in t uniformly for x ∈ K = {ϕ(t): t  t0}, then there is a solution of the equation on all of R with
values in K.
Theorem 2.2. If the assumptions (H1)–(H3) hold, then the system (1.8) has at least one positive solution defined on R
with values in S.
Proof. From the first equation of system (1.8), one obtains
x′1(t) x1(t)
[
b(t) − a(t)x1(t)
]
. (2.4)
From (H1), (H2), using the comparison theorem on (2.4), we have
0 < x1(t) x∗1 (t) for t  0, (2.5)
where x1(t) is a solution of system (1.8) which satisfies 0 < x1(0) x∗1 (0).
From the second equation of system (1.8) and (2.4), there follows
x′2(t) x2(t)
[
e(t) − f (t) x2(t)
x∗1 (t)
]
. (2.6)
Using the comparison theorem on (2.6) again, there follows
0 < x2(t) x∗2 (t) for t  0, (2.7)
where x2(t) is a solution of system (1.8) which satisfies 0 < x2(0) x∗2 (0).
From the last equation of system (1.8), combining with (2.5) and (2.7),
u′i (t) αi(t) − βi(t)ui(t) + γi(t)x∗i (t). (2.8)
Using the comparison theorem on (2.8), we have
0 < ui(t) u∗i (t) for t  0, (2.9)
where ui(t) is a solution of system (1.8) which satisfies 0 < ui(0) u∗i (0).
From the first equation of system (1.8), and by (2.9), one obtains
x′1(t) x1(t)
[
b(t) − a(t)x1(t) − c(t)x1(t)
h2x22(t) + x21(t)
x2(t) − d(t)u∗1(t)
]
. (2.10)
Using the inequality and the comparison theorem on (2.10), we have
x1(t) x∗1(t) for t  0, (2.11)
where x1(t) is a solution of system (1.8) which satisfies x1(0) x∗1(0) > 0.
The second equation of system (1.8) implies that
x′2(t) x2(t)
[
e(t) − f (t) x2(t) − p(t)u∗2
]
. (2.12)x∗1(t)
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x2(t) x∗2(t) for t  0, (2.13)
where x2(t) is a solution of system (1.8), which satisfies x2(0) x∗2(0) > 0.
The last equation of system (1.8) implies
u′i (t) αi(t) − βi(t)ui(t). (2.14)
Using the comparison theorem on (2.14), we have
ui(t) u∗i (t) for t  0, (2.15)
where ui(t) is a solution of system (1.8), which satisfies ui(0) u∗i (0) > 0.
Since
bu
al
>
bl
au
− c
u
2au|h| −
duαu1
auβl1
− b
u duγ u1
aualβl1
> 0,
bueu
alf l
>
(el − puq2)δ1
f u
= e
lbl
auf u
− c
uel
2auf u|h| −
duelαu1
auf uβl1
− b
u duelγ u1
aualf uβl1
− p
uu∗2δ1
f u
> 0.
From (H1), (H2) and (H3) and Lemma 2.2, it follows that
0 < δi  xi(t) pi (i = 1,2).
Since
αu1
βl1
+ b
uγ u1
alβl1
>
αl1
βu1
,
αu2
βl2
+ b
ueuγ u2
alf lβl2
>
αl2
βu2
.
From (H1) and (H2) and Lemma 2.1, we conclude
0 < ηi  ui(t) qi (i = 1,2).
Therefore, system (1.8) has a bounded solution X(t) = (x1(t), x2(t), u1(t), u2(t)) ⊂ S for t  0. Since the coefficients
of system (1.8) are all almost periodic in t by Lemma 2.3, uniformly for X(t) = (x1(t), x2(t), u1(t), u2(t)) ⊂ S,
system (1.8) has at least one bounded solution Y(t) = (y1(t), y2(t), v1(t), v2(t)) ⊂ S for all t ∈R. This completes the
proof of Theorem 2.2. 
3. Existence of a unique almost periodic solution
Definition 3.1. A bounded positive solution X(t) = (x1(t), x2(t), u1(t), u2(t)) of system (1.8) with X(0) > 0 is said
to be globally attractive, if for any other solution Y(t) = (y1(t), y2(t), v1(t), v2(t)) of system (1.8) with Y(0) > 0, we
have
lim
t→+∞
∣∣xi(t) − yi(t)∣∣= 0, lim
t→+∞
∣∣ui(t) − vi(t)∣∣= 0 (i = 1,2).
A consequence of such a global attractivity of a bounded positive solution of system (1.8) on R is that there cannot
be another positive bounded solution of system (1.8) on R.
Lemma 3.1. (See Fink [1, Theorem 10.1].) Consider system x′ = f (t, x); suppose f (t, x) is almost periodic in t
uniformly for x in K (which is compact in En). If each equation x′ = g(t, x), g ∈ H(f ) (where H(f ) is the hull of f )
has a unique solution on R with value in K, then these solutions are almost periodic.
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(H4) there exist strictly positive constants si , ωi (i = 1,2), and ρ such that
s1a(t) + s1c(t)x∗2(t)
h2x∗22 (t) + x∗21 (t)
+ 2s1c(t)x
2∗1(t)x∗2(t)
(h2x∗22 (t) + x∗21 (t))2
− ω1γ1(t) − s2f (t)x
∗
2 (t)
x2∗1(t)
> 0,
s2f (t)
x∗1 (t)
− ω2γ2(t) − s1c(t)x
∗
1 (t)
h2x2∗2(t) + x2∗1(t)
− 2h
2s1c(t)x
∗
1 (t)x
∗2
2 (t)
(h2x2∗2(t) + x2∗1(t))2
> 0,
ω1β1(t) − s1 d(t) > 0, ω2β2(t) − s2p(t) > 0
hold, then system (1.8) has a unique positive bounded solution X(t) = (x1(t), x2(t), u1(t), u2(t)) ⊂ S on R, which is
globally attractive.
Proof. From Theorem 2.1, system (1.8) has at least one solution X(t) = (x1(t), x2(t), u1(t), u2(t)) for all t ∈R. Let
Y(t) = (y1(t), y2(t), v1(t), v2(t)) be any other solution of system (1.8) with Y(0) > 0, then from Theorem 2.1, for all
t > 0, we have
S = {(x1, x2, u1, u2): mi  xi Mi, ξi  ui  ζi (i = 1,2)}.
Consider the following Lyapunov function:
V (t) =
2∑
i=1
[
si
∣∣lnxi(t) − lnyi(t)∣∣+ ωi∣∣ui(t) − vi(t)∣∣], t ∈R.
Calculating the upper right derivative D+V (t) of V (t) along the solution of (1.8), by simplifying, we get
D+V (t) =
2∑
i=1
[
siD
+∣∣lnxi(t) − lnyi(t)∣∣+ ωiD+∣∣ui(t) − vi(t)∣∣]
= s1 sgn
{
x1(t) − y1(t)
}
×
[
−a(t)(x1(t) − y1(t))− c(t)
(
x1(t)x2(t)
h2x22(t) + x21(t)
− y1(t)y2(t)
h2y22(t) + y21(t)
)
− d(t)(u1(t) − v1(t))
]
+ s2 sgn
{
x2(t) − y2(t)
}[−f (t)(x2(t)
x1(t)
− y2(t)
y1(t)
)
− p(t)(u2(t) − v2(t))
]
+ ω1 sgn
{
u1(t) − v1(t)
}[−β1(t)(u1(t) − v1(t))+ γ1(t)(x1(t) − y1(t))]
− ω2 sgn
{
u2(t) − v2(t)
}[−β2(t)(u2(t) − v2(t))+ γ2(t)(x2(t) − y2(t))]
−(ω1β1(t) − s1 d(t))∣∣u1(t) − v1(t)∣∣− (ω2β2(t) − s2p(t))∣∣u2(t) − v2(t)∣∣
− (s1a(t) − ω1γ1(t))∣∣x1(t) − y1(t)∣∣+ ω2γ2(t)∣∣x2(t) − y2(t)∣∣
− s1c(t) sgn
{
x1(t) − y1(t)
}[x1(t)x2(t) − y1(t)y2(t)
h2x22(t) + x21(t)
+ y1(t)y2(t)
h2x22(t) + x21(t)
− y1(t)y2(t)
h2y22(t) + y21(t)
]
− s2f (t) sgn
{
x2(t) − y2(t)
}[x2(t)
x1(t)
− y2(t)
x1(t)
+ y2(t)
x1(t)
− y2(t)
y1(t)
]
−(ω1β1(t) − s1 d(t))∣∣u1(t) − v1(t)∣∣− (ω2β2(t) − s2p(t))∣∣u2(t) − v2(t)∣∣
−
(
s1a(t) − ω1γ1(t) − s2f (t)y2(t)
x1(t)y1(t)
)∣∣x1(t) − y1(t)∣∣+ ω2γ2(t)∣∣x2(t) − y2(t)∣∣
− s1c(t) sgn
{
x1(t) − y1(t)
}[x2(t)(x1(t) − y1(t))
h2x22(t) + x21(t)
+ y1(t)(x2(t) − y2(t))
h2x22(t) + x21(t)
+ y1(t)y2(t)(h
2y22(t) − h2x22(t) + y21(t) − x21(t))
(h2x2(t) + x2(t))(h2y2(t) + y2(t))
]
− s2f (t)
x (t)
∣∣x2(t) − y2(t)∣∣
2 1 2 1 1
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(
s1a(t) + s1c(t)x∗2(t)
h2x∗22 (t) + x∗21
(t) + 2s1c(t)x
2∗1(t)x∗2(t)
(h2x∗22 (t) + x∗21 (t))2
− ω1γ1(t) − s2f (t)x
∗
2 (t)
x2∗1(t)
)∣∣x1(t) − y1(t)∣∣
−
(
s2f (t)
x∗1 (t)
− ω2γ2(t) − s1c(t)x
∗
1 (t)
h2x2∗2(t) + x2∗1(t)
− 2h
2s1c(t)x
∗
1 (t)x
∗2
2 (t)
(h2x2∗2(t) + x2∗1(t))2
)∣∣x2(t) − y2(t)∣∣
− (ω1β1(t) − s1 d(t))∣∣u1(t) − v1(t)∣∣− (ω2β2(t) − s2p(t))∣∣u2(t) − v2(t)∣∣
−ρ
[ 2∑
i=1
(∣∣xi(t) − yi(t)∣∣+ ∣∣ui(t) − vi(t)∣∣)
]
,
where
ρ = min{ω1β1(t) − s1 d(t), ω2β2(t) − s2p(t), ζ, η},
ζ = s1a(t) + s1c(t)x∗2(t)
h2x∗22 (t) + x∗21 (t)
+ 2s1c(t)x
2∗1(t)x∗2(t)
(h2x∗22 (t) + x∗21 (t))2
− ω1γ1(t) − s2f (t)x
∗
2 (t)
x2∗1(t)
,
η = s2f (t)
x∗1 (t)
− ω2γ2(t) − s1c(t)x
∗
1 (t)
h2x2∗2(t) + x2∗1(t)
− 2h
2s1c(t)x
∗
1 (t)x
∗2
2 (t)
(h2x2∗2(t) + x2∗1(t))2
.
Integrating the above inequality, we have
V (t) + ρ
t∫
T
[ 2∑
i=1
[∣∣xi(s) − yi(s)∣∣+ ∣∣ui(s) − vi(s)∣∣]
]
ds < V (T ) < +∞.
Therefore,
lim
t→+∞ sup
t∫
T
[ 2∑
i=1
[∣∣xi(s) − yi(s)∣∣+ ∣∣ui(s) − vi(s)∣∣]
]
ds <
V (T )
ρ
< +∞.
Thus we have
lim
t→+∞
∣∣xi(t) − yi(t)∣∣= 0, lim
t→+∞
∣∣ui(t) − vi(t)∣∣= 0 (i = 1,2).
This shows that X(t) = (x1(t), x2(t), u1(t), u2(t)) is the unique positive bounded solution of system (1.8) contained
in S for all t ∈R, which is globally attractive. This completes the proof of Theorem 3.1. 
Now consider the system⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x′1 = x1(t)
[
b∗(t) − a∗(t)x1(t) − c
∗(t)x1(t)x2(t)
h2x22(t) + x21(t)
− d∗(t)u1(t)
]
,
x′2 = x2(t)
[
e∗(t) − f ∗(t)x2(t)
x1(t)
− p∗(t)u2(t)
]
,
u′i = α∗i (t) − β∗i (t)ui(t) + γ ∗i (t)xi(t) (i = 1,2),
xi(0) > 0, ui(0) > 0 (i = 1,2),
(3.1)
where, for some sequence {tk} with tk → ∞, as k → ∞,
b(t + tk) → bˆ(t), a(t + tk) → aˆ(t), c(t + tk) → cˆ(t),
d(t + tk) → dˆ(t), e(t + tk) → eˆ(t), f (t + tk) → fˆ (t),
p(t + tk) → pˆ(t), αi(t + tk) → αˆi(t), βi(t + tk) → βˆi (t),
γi(t + tk) → γˆi (t), xi(t + tk) = xˆ(t), x∗i (t + tk) → ϕ∗i (t), u∗i (t + tk) → ψ∗i (t),
x∗i (t + tk) → ϕ∗i (t),
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lim
k→+∞
{
b(t + tk) − c(t + tk)x1(t + tk)x2(t + tk)
h2x22(t + tk) + x21(t + tk)
− d(t + tk)u∗1(t + tk)
}
= bˆ(t) − cˆ(t)xˆ1(t)xˆ2(t)
h2xˆ2(t) + xˆ1(t) − dˆ(t)ψ
∗
1 (t), (3.2)
lim
k→+∞
{
e(t + tk) − p(t + tk)u∗2(t + tk)
}= eˆ(t) − pˆ(t)ψ∗2 (t), (3.3)
lim
k→+∞
{
αi(t + tk) + γi(t + tk)x∗i (t + tk)
}= αˆi (t) + γˆi (t)ϕ∗i (t),
lim
k→+∞
{
s1a(t + tk) + s1c(t + tk)x∗2(t + tk)
h2x∗22 (t + tk) + x∗21 (t + tk)
+ 2s1c(t + tk)x
2∗1(t + tk)x∗2(t + tk)
(h2x∗22 (t + tk) + x∗21 (t + tk))2
− ω1γ1(t + tk) − s2f (t + tk)x
∗
2 (t + tk)
x2∗1(t + tk)
}
= s1aˆ(t) + s1cˆ(t)ϕ∗2(t)(t)
h2ϕ∗22 (t) + ϕ∗21 (t)
+ 2s1cˆ(t)ϕ
2∗1(t)ϕ∗2(t)
(h2ϕ∗22 (t) + ϕ∗21 (t))2
− ω1γˆ1(t) − s2fˆ (t)ϕ
∗
2 (t)
ϕ∗21 (t)
, (3.4)
lim
k→+∞
{
s2f (t + tk)
x∗1 (t + tk)
− ω2γ2(t + tk) − s1c(t + tk)x
∗
1 (t + tk)
h2x2∗2(t + tk) + x2∗1(t + tk)
− 2h
2s1c(t + tk)x∗1 (t + tk)x∗22 (t + tk)
(h2x2∗2(t + tk) + x2∗1(t + tk))2
}
= s2fˆ (t)
ϕ∗1 (t)
− ω2γˆ2(t) − s1cˆ(t)ϕ
∗
1 (t)
h2ϕ2∗2(t) + ϕ2∗1(t)
− 2h
2s1cˆ(t)ϕ
∗
1 (t)ϕ
∗2
2 (t)
(h2ϕ2∗2(t) + ϕ2∗1(t))2
, (3.5)
lim
k→+∞
{
ω1β1(t + tk) − s1 d(t + tk)
}= ω1βˆ1(t) − s1dˆ(t),
lim
k→+∞
{
ω2β2(t + tk) − s2p(t + tk) = ω2βˆ2(t) − s2pˆ(t)
}
.
Note that bˆ(t), aˆ(t), cˆ(t), dˆ(t), eˆ(t), fˆ (t), pˆ(t), αˆi (t), βˆi (t), γˆi (t), ϕ∗i (t), φ∗i (t), ψ∗i (t) and αˆi(t) + γˆi (t)ϕ∗i (t),
bˆ(t) − cˆ(t)xˆ1(t)xˆ2(t)
h2xˆ22(t) + xˆ21(t)
− dˆ(t)ψ∗1 (t), eˆ(t) − pˆ(t)ψ∗2 (t)
are also almost periodic in t .
Lemma 3.2. Under the assumptions (H1)–(H4), the system (3.1) has a unique bounded solution ϕ(t) = (ϕ1(t), ϕ2(t),
ψ1(t),ψ2(t)) ∈ S on R, which is globally attractive.
Proof. By the definition of mean value and the assumptions (H1)–(H3), from (3.3), (3.4), it follows that m(b(t)) =
m(bˆ(t)), m(β(t)) = m(βˆ(t)),
m
(
bˆ(t) − cˆ(t)xˆ1(t)xˆ2(t)
h2xˆ22(t) + xˆ21(t)
− dˆ(t)ψ∗1 (t)
)
= m
(
b(t) − c(t)ϕ
∗
1 (t)xˆ2(t)
h2xˆ22(t) + xˆ21(t)
− d(t)ψ∗1 (t)
)
,
m
(
eˆ(t) − pˆ(t)ψ∗2 (t)
)= m(e(t) − p(t)ψ∗2 (t)).
(H4) and (3.4), (3.5) lead to
(Hˆ4) there exist positive constants si , ωi (i = 1,2), such that
s1aˆ(t) + s1cˆ(t)ϕ∗2(t)
h2ϕ∗22 (t) + ϕ∗21 (t)
+ 2s1cˆ(t)ϕ
2∗1(t)ϕ∗2(t)
(h2ϕ∗22 (t) + ϕ∗21 (t))2
− ω1γˆ1(t) − s2fˆ (t)ϕ
∗
2 (t)
ϕ∗21 (t)
> 0,
s2fˆ (t)
ϕ∗1 (t)
− ω2γˆ2(t) − s1cˆ(t)ϕ
∗
1 (t)
h2ϕ2∗2(t) + ϕ2∗1(t)
− 2h
2s1cˆ(t)ϕ
∗
1 (t)ϕ
∗2
2 (t)
(h2ϕ2∗2(t) + ϕ2∗1(t))2
> 0,
ω1βˆ1(t) − s1dˆ(t) > 0, ω2βˆ2(t) − s2pˆ(t) > 0.
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it is globally attractive.This completes the proof of Lemma 3.2.
By Lemma 3.2, it follows that for each h(t,X) ∈ H(f, t,X), the hull equation
x′ = h(t,X)
has a unique bounded solution on R with value in S. Hence, from Lemma 3.1, these unique solutions are all almost
periodic. Therefore, by the global attractivity, X(t) is the unique almost periodic solution of system (1.8) contained
in S. Thus our main results follows. 
Theorem 3.2. Under the assumptions (H1)–(H4), the system (1.8) has a unique positive almost periodic solution
X(t) = (x1(t), x2(t), u1(t), u2(t)) ∈ S on R, which is globally attractive.
Corollary 3.1. In addition to (H1), (H2), if system (1.8) satisfies
(H5) there exist positive constants si , ωi (i = 1,2), such that
s1a(t) + s1c(t)δ2
h2p22 + p21
+ 2s1c(t)δ
2
1δ2
(h2p22 + p21)2
− ω1γ1(t) − s2f (t)p2
δ21
> 0,
s2f (t)
p1
− ω2γ2(t) − s1c(t)p1
h2δ22 + δ21
− 2h
2s1c(t)p1p
2
2
(h2δ22 + δ21)2
> 0,
ω1β1(t) − s1d(t) > 0, ω2β2(t) − s2p(t) > 0,
then system (1.8) has a unique positive bounded solution X(t) = (x1(t), x2(t), u1(t), u2(t)) ∈ S on R, which is glob-
ally attractive.
Proof. From the discussion in Section 2, x∗i (t) pi , u∗i (t) qi , which implies
m
(
b(t) − c(t)xˆ1(t)xˆ2(t)
h2xˆ22(t) + xˆ21(t)
− d(t)u∗1(t)
)
m
(
b(t) − c(t)
2|h| − d(t)u
∗
1(t)
)
> 0.
By Theorem 3.2, Corollary 3.1 holds.
Now consider system (1.8) with periodic coefficients, i.e., a(t), b(t), c(t), e(t), d(t), f (t), p(t), α1(t), β1(t),
α2(t), β2(t), γ1(t), γ2(t) are all nonnegative ω-periodic functions defined on t ∈ [0,ω] with bl > 0, el > 0. 
Theorem 3.3. If system (1.8) satisfies
(H6)
ω∫
0
b(t) dt > 0,
ω∫
0
e(t) dt > 0,
ω∫
0
βi(t) dt > 0;
(H7)
ω∫
0
(
b(t) − c(t)|h| − d(t)u
∗
1(t)
)
dt > 0,
ω∫
0
(
e(t) − p(t)u∗2(t)
)
dt > 0;
(H8) s1a(t) + s1c(t)x∗2(t)
h2x∗22 (t) + x∗21 (t)
+ 2s1c(t)x
2∗1(t)x∗2(t)
(h2x∗22 (t) + x∗21 (t))2
− ω1γ1(t) − s2f (t)x
∗
2 (t)
x2∗1(t)
> 0,
s2f (t)
x∗1 (t)
− ω2γ2(t) − s1c(t)x
∗
1 (t)
h2x2∗2(t) + x2∗1(t)
− 2h
2s1c(t)x
∗
1 (t)x
∗2
2 (t)
(h2x2∗2(t) + x2∗1(t))2
> 0,
ω1β1(t) − s1d(t) > 0, ω2β2(t) − s2p(t) > 0,
then system (1.8) has a unique ω-periodic solution in S, which is globally attractive.
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γ2(t) are all ω-periodic, we can take
ζ = inf
t∈[0,ω]
{
s1a(t) + s1c(t)x∗2(t)
h2x∗22 (t) + x∗21 (t)
+ 2s1c(t)x
2∗1(t)x∗2(t)
(h2x∗22 (t) + x∗21 (t))2
− ω1γ1(t) − s2f (t)x
∗
2 (t)
x2∗1(t)
}
,
η = inf
t∈[0,ω]
{
s2f (t)
x∗1 (t)
− ω2γ2(t) − s1c(t)x
∗
1 (t)
h2x2∗2(t) + x2∗1(t)
− 2h
2s1c(t)x
∗
1 (t)x
∗2
2 (t)
(h2x2∗2(t) + x2∗1(t))2
}
,
ρ = min
{
inf
t∈[0,ω]
{
ω1β1(t) − s1d(t)
}
, inf
t∈[0,ω]
{
ω2β2(t) − s2p(t)
}
, ζ, η
}
.
Let X(t) be the unique positive almost periodic solution of system (1.8). However, in the periodic case, X(t + ω) is
also an almost periodic solution of system (1.8). By the uniqueness of the almost periodic solution, it follows that
X(t) = X(t + ω) for all t ∈R. This completes the proof of Theorem 3.3. 
4. Example
Consider the following system:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x′1 = x1(t)
[
9 + sin 2t − 4x1(t) −
1
2x1(t)x2(t)
x22(t) + x21(t)
− 1
8
(
1 + sin(√2 )t)u1(t)
]
,
x′2 = x2(t)
[
9 + cos 2t − 4x2(t)
x1(t)
− 1
8
(1 + cos√2t)u2(t)
]
,
u′1 = 3 + sin 2t −
1
5
u1(t) + 18 (1 + cos t)x1(t),
u′2 = 3 + cos 2t −
1
5
u2(t) + 18 (1 + sin 3t)x2(t).
(4.1)
Corresponding to system (4.1), we have
b(t) = 9 + sin 2t, d(t) = 1
8
(
1 + sin(√2 )t), e(t) = 9 + cos 2t,
p(t) = 1
8
(1 + cos√2t), α1(t) = 3 + sin 2t, α2(t) = 3 + cos 2t,
Fig. 3. Almost periodic solution and periodic solution of the Leslie system with feedback controls.
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1
8
(1 + sin 3t), c(t) = 1
2
, h = 1,
a(t) = f (t) = 4, β1(t) = β2(t) = 15 .
It is easy to verify that our result applies to the example (see Fig. 3), where x3, x4 stand for u1, u2, respectively.
5. Conclusion
In this paper, we have investigated a Leslie system with feedback controls in which some important factors such as
the effect of toxicity are considered. As we can see, by constructing a more general Lyapunov function, the conditions
ensuring the global attractivity of the solution and existence of a unique almost periodic solution (periodic solution)
of the Leslie system are obtained. As far as we know, this is the first time when the feedback controls be used in the
Leslie system.
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