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Abstract—. This paper describes an underwater mobile target 
localization and tracking by using an autonomous surface vehicle 
for which the successive ranges between the target and the 
reference are the only information. In a dynamic system, such as 
range-only single-beacon underwater target tracking, a state-
space model can be characterized, where the state vector may 
include position, and velocity of the mobile underwater target. 
Moreover, the range observations can come from a mobile 
autonomous vehicle, which is used as a moving landmark. Then, a 
nonlinear Bayesian filtering algorithm can be used to make 
extrapolations on the state vector from the observations, in order 
to obtain the target position at each instant of time. In this paper 
we consider the use of Particle Filter (PF) to perform such 
localization and tracking where its performance and 
characterization is studied under different scenarios. 
Keywords— range-only; single-beacon; particle filter; 
autonomous vehicle; AUV; underwater positioning; underwater 
tracking 
I. INTRODUCTION  
Since its appearance two decades ago, the Particle Filter (PF) 
[1] has become one of the main techniques for the nonlinear 
Bayesian filtering problem, and nowadays numerous successful 
applications can be observed in literature, which cover different 
areas, form imaging processing [9] or terrestrial radar tracking 
[10], to underwater positioning.  
Focusing on this last area, some papers, such as [2] and [3], 
have presented their work on target tracking, using both Time 
Difference Of Arrival (TDOA) and Time Of Arrival (TOA), and 
using a set of transponders as landmarks nodes. On the other 
hand, [4] and [5] have used PF for target tracking using 
Direction Of Arrival (DOA) or angle-only observations. Other 
authors, such as [6], have derived different methods to improve 
the PF performances, for example by introducing Gaussian 
Mixture Range-Only Filter (GMROF) algorithm. 
However, most of these works use fixed transponders, where 
the main application is for radar detection and tracking [10]. 
Only few papers related to moving sensors (on autonomous 
vehicles), and for underwater applications can be found. For 
example, in [7] the authors use four Gliders for maritime vehicle 
tracking, and in [8] a procedure for animal tracking with an 
Autonomous Underwater Vehicle (AUV) is proposed.  
In particular, this latter work has the same aim which is 
presented in this paper. However, while in [8] a method for 
animal tagged tracking and following is developed, by an array 
of two hydrophones attached on an AUV (and therefore they use 
the bearing measurements), we study the case where both the 
target and the vehicle are equipped with a very basic acoustic 
transponder providing only range information between target 
and vehicle. Moreover, we propose a complete study including 
performance characterization of the system and derivation of 
optimum values (such as speed ratio and range frequency).  
Paper is organized as follows: section 2 is devoted to the 
description of studied tracking algorithms for range-only 
underwater positioning including Extended Kalman Filter 
(EKF) and PF based approaches while section 3 provides 
simulation results comparison and analysis between these 2 
algorithms. Finally conclusions are drawn in section 4. 
II. TRACKING ALGORITHMS 
The EKF [13], and its derivations such as Unscented Kalman 
Filter (UKF) [19], is one of the most widely used methods to 
solve the target position when both range and bearing 
information are available, or for multiple sensor systems. 
However, these methods can be useless in other situations, such 
as in range-only and single-beacon techniques. 
The main problem of target tracking using a single sensor 
and using only ranges (or bearings) is the multimodal posterior 
probability distribution function of the system, which can be 
unobservable for a static sensor scenario. 
Different methods can be used to solve this problem. For 
example, to find the correct target position at each time-step, a 
methodology which relies on the knowledge of the accurate 
dynamic model of the target. If this dynamic model is not 
available, both range and bearing information are required.  
Other methods such as a group of filters running in parallel 
to track multiple hypothesis of the target’s state have been used 
to solve this problem. For example, in the Range-Parametrized 
Extended Kalman Filter (RP-EKF) [11], each filter tracks one 
state in a specific interval of range, and finally a cost function is 
derived to find the best track. 
On the other hand, the scientific community has paid 
attention to the Sequential Monte Carlo Methods (SMCM) such 
as PF for its capability of solving nonlinear estimation problems 
with multimodal pdf. Such as in [8]. 
Finally, in order to solve the unobservability problems, other 
authors have focused on observer maneuvers, for example, in 
[12] and the references therein. These studies examine the cases 
for which maneuvers of the observer are necessary and/or 
sufficient to obtain observability for target tracking. In general, 
the main concepts are non-collinear points and circumference 
paths shapes. 
In this paper we compare the EKF and PF in a range-only 
single-beacon system, with an observer’s maneuvers to ensure 
observability. 
A. Extended Kalman Filter (EKF) 
In this section we will use the standard notation to describe 
the main equations of an EKF. Our approach is to consider a 
single sensor (an autonomous vehicle) moving on the sea surface 
and estimating the state (position and velocity) of a moving 
target with a known depth, by processing the available range 
measurements. 
The state vector of the target at time-step 𝑘𝑘 is defined by 
 x𝑘𝑘 =  [𝑥𝑥𝑇𝑇𝑘𝑘  ?̇?𝑥𝑇𝑇𝑘𝑘   𝑦𝑦𝑇𝑇𝑘𝑘   ?̇?𝑦𝑇𝑇𝑘𝑘]𝑇𝑇 (1) 
 
where 𝑥𝑥𝑇𝑇𝑘𝑘  and 𝑦𝑦𝑇𝑇𝑘𝑘  are the target position in east-north 
coordinates, and ?̇?𝑥𝑇𝑇𝑘𝑘 and ?̇?𝑦𝑇𝑇𝑘𝑘 are their velocities. 
In general, most authors consider the case where the target 
moves randomly, but assuming a constant acceleration or 
constant velocity, with the motion model 
 x𝑘𝑘 =  F𝑘𝑘−1 x𝑘𝑘−1 +  Q𝑘𝑘−1  (2) 
 
where F is the state transition matrix, and Q  is the process noise 
with variance 𝜎𝜎𝑣𝑣2 related to time-step ∆𝑡𝑡, both described as 
 F =  �1 ∆𝑡𝑡0 1 0 00 00 00 0 1 ∆𝑡𝑡0 1 � (3) 
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On the other hand, the measurement model used in the range-
only technique at time-step 𝑘𝑘 can be described by 
 
ℎ(x𝑘𝑘) = ‖P𝑇𝑇𝑘𝑘 −  P𝑆𝑆𝑘𝑘‖ + 𝑤𝑤𝑘𝑘 = 
 =  �(𝑥𝑥𝑇𝑇𝑘𝑘 − 𝑥𝑥𝑆𝑆𝑘𝑘)2 +  (𝑦𝑦𝑇𝑇𝑘𝑘 − 𝑦𝑦𝑆𝑆𝑘𝑘)2 + 𝑤𝑤𝑘𝑘  (5) 
 
where P𝑇𝑇𝑘𝑘 and P𝑆𝑆𝑘𝑘 are respectively the target and source position 
whereas 𝑤𝑤𝑘𝑘~𝒩𝒩(0,𝜎𝜎𝑤𝑤𝑘𝑘2 )  is a zero-mean white Gaussian 
measurement noise with variance  𝜎𝜎𝑤𝑤𝑘𝑘2 , leading to a covariance 
matrix 𝐑𝐑 = diag[𝜎𝜎𝑤𝑤𝑘𝑘2 ] . The Jacobian matrix of ℎ(x𝑘𝑘)  is 
computed as: 
 
H = 𝜕𝜕ℎ(x𝑘𝑘)
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B. Particle Filter (PF) 
The main idea behind PF is the use of grids to represent the 
state space, and the posterior computation over this grid 
recursively. However, as a difference with Point Mass Filter 
(PMF) [14], the PF uses an adaptive stochastic grid which 
automatically selects the most relevant gird points in the state 
space, which are called particles, where each particle has its own 
state vector associated. This method reduces the computational 
complexity compared to PMF algorithms. 
The algorithm’s steps are described below, which follow the 
notation of [8] and [17] 
1. Initialization: initialize the state vector (1) for each 
particle and its weight associated. {x0𝑛𝑛}𝑛𝑛=1𝑁𝑁  ~ 𝑝𝑝(𝑥𝑥0) (7)  {𝑊𝑊0𝑛𝑛}𝑛𝑛=1𝑁𝑁 = 1/𝑁𝑁𝑝𝑝 (8) 
  For time-step 𝑘𝑘 do:  
2. Prediction: propagate particles according to motion 
model (2)  x�𝑘𝑘𝑛𝑛~𝑝𝑝(x𝑘𝑘|x𝑘𝑘−1𝑛𝑛 ),                  n= 1, … ,𝑁𝑁 (9) x�𝑘𝑘𝑛𝑛 =  F x�𝑘𝑘−1𝑛𝑛 + Q𝑘𝑘−1,           n= 1, … ,𝑁𝑁 (10) 
3. Update: importance weight update using the 
measurement model (5) 
𝑊𝑊𝑘𝑘
𝑛𝑛 = 𝑝𝑝(z𝑘𝑘|x�𝑘𝑘𝑛𝑛),                𝑛𝑛 = 1, … ,𝑁𝑁 (11) 
which are given by evaluating the likelihood function 
𝑊𝑊𝑘𝑘
𝑛𝑛 =  𝑝𝑝(z𝑘𝑘 − ℎ(x�𝑘𝑘𝑛𝑛)),      𝑛𝑛 = 1, … ,𝑁𝑁 (12) 
4. Normalize the importance weights. 
𝑊𝑊𝑘𝑘
𝑛𝑛 = 𝑊𝑊𝑘𝑘𝑛𝑛 ∑ 𝑊𝑊𝑘𝑘𝑗𝑗𝑁𝑁𝑗𝑗=1⁄  ,        𝑛𝑛 = 1, … ,𝑁𝑁 (13) 
5. Resampling: Generate a set of new particles from the 
previous set, according to the importance weights 
calculated in the previous step. 
6. Repeat steps 2 to 5 
where 𝑛𝑛 is the index of each particle in the PF, and 𝑊𝑊𝑛𝑛 is its 
importance weight associated. 
The resampling step in a PF is an important process which 
has to be taken into account. This phase can introduce an 
important source of error related to randomness. Moreover, it 
can increase significantly the computational costs. The stratified 
and systematic sampling techniques reduce the variance of the 
system while using an efficient implementation scheme. 
Therefore, these are the most implemented methods for 
resampling in particle filters, see [15] and [16], and the 
references therein for more information.  
III. SIMULATIONS 
Both EKF and PF methods have been evaluated under 
different scenarios to validate their potentiality as a range-only 
single-beacon target positioning, tracking and monitoring 
systems. In Fig. 1 the generic scenario is represented, where a 
surface vehicle (the red triangle) follows an underwater target 
(the dark blue triangle) using only the computed target 
prediction: by 𝐸𝐸𝐸𝐸𝐸𝐸������ (the big light blue triangle) and 𝑃𝑃𝐸𝐸���� (the big 
light pink triangle). The surface vehicle can be a Wave Glider 
(WG), which has a good qualities for this purpose including low 
power consumption, GPS-based localization, long deployment 
and good communication capabilities. The use of WG for static 
target localization has been experimented in [18] by conducting 
different missions in Monterey Bay and on the Californian coast.   
 
Fig. 1. Example of EKF and PF with range-only single-beacon target tracking 
and monitoring. The dark blue triangle is the underwater target, the red triangle 
is the autonomous surface vehicle, and the light blue and light pink are the 
estimated underwater target positions. 
All the simulations have been done with Python by using 
parameters summarized in Table I.  
TABLE I.  FILTER CHARACTERISTICS 
Parameter Value 
WG initial position [x,y,yaw] [300 m, 0 m, π/2 rad]  
Target initial position [x,y,yaw] [200 m, 100 m, π/2 rad] 
WG velocity 1 m/s 
Target velocity 0.2 m/s 
Range’s standard deviation (σ) 5 m 
Uncertainty covariance 1000 
Time between iterations  10 s 
Ranging interval time 10 s 
Parameter Value 
Number of paricles 3000 
 
A. Setting time 
A first simulation was done with the parameters of Table I 
to observe the Root Mean Square Error (RMSE) in localization 
forboth algorithms. One of the most interesting parameters to 
characterize the spatiotemporal status of the tracked object is the 
setting time 𝑇𝑇𝑠𝑠, or the time that the algorithm need to find the 
true target’s position. In this case, we have chosen an error of 15 
m as a lower bound. The result can be observed in Fig. 2, where 
we obtained a  𝑇𝑇𝑠𝑠 = 2 minutes  for the PF and a 𝑇𝑇𝑠𝑠 =13 minutes for the EKF algorithms. We can observe that the PF 
provides a much lower convergence time than EKF. 
Nevertheless, when the EKF has converged, the localization 
estimation is more accurate than the PF one. 
 
Fig. 2. Convergence time for both EKF and PF algorithms. Where the y-axis 
correspond to the Root-Mean-Square Error (RMSE) for x and y positions 
between the estimation and true target position. 
Finally, two different scenarios have been simulated to 
observe the performance of the system under different 
conditions, which are speed ratio and range measurement 
frequencies. 
B. Speed ratio  
In this section, we study the performance of both filters at 
different speed ratio between the underwater target and the 
Wave Glider defined as 
 
𝑟𝑟 =  𝑣𝑣𝑊𝑊𝑊𝑊
𝑣𝑣𝑇𝑇
 (14) 
 
where 𝑣𝑣𝑊𝑊𝑊𝑊  and 𝑣𝑣𝑇𝑇 are the velocity of the WG and the 
underwater target respectively. 
The results obtained are shown in Fig. 3. This test was 
conducted with the simulation parameters of Table I, excepted 
for the target velocity, which was related to the ratios  𝑟𝑟 =[ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10 ] . The 10 overlaid results are 
represented in the following plots. 
One can observe that the velocity ratio between WG and 
Target have an important implication in the system’s 
performance. If both velocities are similar, the algorithm cannot 
estimate correctly the target position. Therefore, this sets an 
important limitation as can be observed in Table II. For example, 
if we want a RMSE less than 10 meters, a speed ratio greater 
than 4 must be used (with the PF algorithm).  
TABLE II.  SPEED RATIO RESULTS 
Speed ratio (r) 
RMSEa 
PF EKF 
1 249. 07 m 1869.74 m 
2 37. 91 m 3.92 m 
3 14.20 m 3.51 m 
4 9.99 m 2.52 m 
5 9.03 m 2.02 m 
6 6.83 m 1.67 m 
7 5.69 m 1.43 m 
8 4.99 m 1.25 m 
9 4. 57 m 1.11 m 
10 4.02 m 1.00 m 
a. Last 10 minutes RMSE average 
 
 
Fig. 3. Speed ratio effect for PF and EKF algorithms. Where the y-axis 
correspond to the Root-Mean-Square Error (RMSE) for x and y positions 
between the estimation and true target position. 
In Table II, one can also observe that for a speed ratio equal 
to 1 neither the PF nor the EKF can converge to the true target 
position leading to very high an increasing RMSE.  
C. Ranging interval time 
The second parameter under study is the ranging interval 
time which represents the time between two successive range 
measurements. These intervals were set to 𝑡𝑡 = [10, 20, 30, 40, 50, 60, 70, 80, 90, 100] seconds. 
The result obtained is shown in Fig. 4. This test was also 
done with the simulation parameters of Table I, except for the 
Ranging interval time. Again, we can see all 10 results overlaid 
for both PF and EKF. 
Obviously, we can observe that performance of both 
algorithms increase as ranging interval time decreases. 
However, we can notice that both filters are less sensitive to this 
effect compared to the speed ratio explained above. 
 
Fig. 4. New range’s frequency effect for PF and EKF algorithms. Where the 
y-axis corresponds to the Root-Mean-Square Error (RMSE) for x and y 
positions between the estimation and true target position. 
IV. CONCLUSIONS 
The range-only single-beacon algorithms for underwater 
target positioning are interesting methods, which can be useful 
for many applications. 
In this paper we follow such approach to localize and track 
an underwater target from a manoeuver surface vehicle by using 
EKF and PF filtering algorithms.  Moreover, a study of different 
scenarios has been conducted, showing some bounds related to 
the speed ratio between observer and target and also the ranging 
interval time. The PF algorithms is demonstrated to achieve 
accurate localization estimation with fast convergence time. 
 Whereas the PF has a good setting time, the EKF is shown 
to provide a better estimation in a stationary state. Thus, in a 
future work, EKF and PF could be efficiently combined to 
provide both fast convergence and accurate localization. 
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