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A REMARK ON HYPERPLANE SECTIONS OF RATIONAL
NORMAL SCROLLS
ALDO CONCA AND DANIELE FAENZI
1. INTRODUCTION
The degree degX of an irreducible non-degenerate projective variety X ⊂
Pn over an algebraically closed field satisfies
degX ≥ 1+n−dimX
and the variety X is said to have minimal degree (or minimal multiplicity)
if degX = 1+n−dimX .
Projective varieties of minimal degree are completely classified by a fa-
mous result of Bertini and Del Pezzo, see the centennial account of Eisen-
bud and Harris [EH]. They are:
1) quadric hypersurfices,
2) the (quadratic) Veronese embedding of P2 → P5,
3) the rational normal scrolls,
or cones over them.
A rational normal scroll of dimension d is associated to a sequence of
positive integers a1, . . . ,ad as it is explained, for example in [EH] or [H].
We will denote by S(a1, . . . ,ad) the rational normal scroll associated with
a1, . . . ,ad.
Let a1, . . . ,ad be positive integers and let X = S(a1, . . . ,ad) be the asso-
ciated rational normal scroll with d > 1. Consider an hyperplane section Y
of X and assume Y is irreducible. Hence Y is an irreducible variety of min-
imal degree. One can easily exclude that Y is the Veronese surface in P5
and hence it must be a rational normal scroll of dimension d−1. Therefore
there exist integers b1, . . . ,bd−1 such that Y = S(b1, . . . ,bd−1). How are the
numbers a1, . . . ,ad and b1, . . . ,bd−1 related? This is the question we want
to address. Indeed we present algebraic and geometric arguments that give
a complete classification of the rational normal scrolls that are hyperplane
section of a given rational normal scrolls.
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2. ALGEBRAIC FORMULATION
Let us first formulate the question and discuss the solution in algebraic
terms. Consider the polynomial rings
A= K[x,y] =
⊕
i∈N
Ai
and
B= A[s1, . . . ,sd]
where K is a field and x,y,s1, . . . ,sd are indeterminates. The coordinate ring
of S(a1, . . . ,ad) is
R(a1, . . . ,ad) = K[Aa1s1, . . . ,Aad sd]⊂ B.
We introduce a Z2-graded structure in B by giving degree (1,−ai) to si
and degree (0,1) to x and y. In this way, R(a1, . . . ,ad) is identified with
⊕ j≥0B( j,0). An element of degree 1 in R(a1, . . . ,ad) is an element of B(1,0)
and hence has the form:
L= f1s1+ · · ·+ fdsd
where fi ∈ Aai for i= 1, . . . ,d. First we note:
Lemma 2.1. Let I = ( f1, . . . , fd) ⊂ A, L = f1s1 + · · ·+ fdsd and assume
L 6= 0. Then the ideal (L) ⊂ R(a1, . . . ,ad) is prime if and only if A/I is
Artinian i.e. the ideal I has codimension 2 in A.
Proof. Set E = R(a1, . . . ,ad). Note that E is a direct summand (as E-
module) of B and hence JB∩E = J for every ideal J of E. In particular
(L)E = (L)B∩E and therefore (L)E is prime in E if (L)B is prime in B.
Viceversa, if L factors in B the one can easily play with the factors and
show that (L)E is not prime. This show that (L)E is prime in E if and only
(L)B is prime in B if and only if L is irreducible in B. The only possible
factorizations of L are of type L= g( f ′1s1+ · · ·+ f
′
dsd) with g, f
′
1, . . . , f
′
s ∈ A
and the conclusion follows. 
Consider the graded homomorphism of A-modules
Φ : F =
d⊕
i=1
A(−ai)→ A(2.1)
with Φ(ei) = fi. If at least one of the fi’s is non-zero then the kernel of Φ is
free of rank d−1, say isomorphic to
G=
d−1⊕
i=1
A(−bi).
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Lemma 2.2. If I = ( f1, . . . , fd) has codimension 2 in A then
a1+ · · ·+ad = b1+ · · ·+bd−1.
Proof. Using the data of the (possibly non-minimal) resolution
0→ G→ F → A→ 0(2.2)
of A/I one gets the following expression for the Hilbert series of A/I:
HS(A/I,z) =
1−∑di=1 z
ai +∑d−1i=1 z
bi
(1− z)2
Since HS(A/I,z) is a polynomial, the first derivative of the numerator must
vanish at 1. This gives the desired result. 
With the notation above we have:
Theorem 2.3. With the notation above assuming that (L) is prime we have
R(a1, . . . ,ad)/(L)≃ R(b1, . . . ,bd−1)
as graded K-algebras.
Proof. Set I = ( f1, . . . , fd). Applying Hom(−,A) to (2.2) we have:
0→ A∗→ F∗→ G∗→ 0(2.3)
where A∗ = A and
F∗ = Hom(F,A) =
d⊕
i=1
A(ai)
and
G∗ = Hom(G,A) =
d−1⊕
i=1
A(bi).
Since I has codimension 2, the complex (2.3) has homology only in position
2 (at G∗) and it is, by definition, Ext2A(A/I,A).
Denoting by s1, . . . ,sd the basis elements of F
∗, then the symmetric alge-
bra SymA(F
∗) of F∗ (view as a A-module) can be identified with the algebra
B= A[s1, . . . ,sd]. It is naturally a Z
2-graded K-algebra with grading intro-
duced above, that is:
degx= (0,1), degy= (0,1)degs1 = (1,−a1), . . . ,degsd = (1,−ad),
where the first index identifies the corresponding symmetric power and the
second index is the internal degree. Similarly, denoting by t1, . . . , td−1 the
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basis elements of G∗ the symmetric algebra SymA(G
∗) of G∗ can be identi-
fied with the polynomial ring C = A[t1, . . . , td−1] that is Z
2-graded by
degx= (0,1), degy= (0,1)degt1 = (1,−b1), . . . ,deg td−1 = (1,−bd−1).
Moreover the image of the map A∗→ F∗ is generated by L= f1s1+ · · ·+
fdsd . The map F
∗→ G∗ induces a map of symmetric algebras:
B= SymA(F
∗)→C = SymA(G
∗)
and, since L is in the kernel of F∗ → G∗, we have an induced Z2-graded
K-algebra map:
B/(L)→C
(not surjective in general). Taking on both sides the subalgebra of the ele-
ments of degree (∗,0) we obtain a Z-graded K-algebra map:⊕
i∈N
[B/(L)](i,0) →
⊕
i∈N
C(i,0).(2.4)
Now ⊕
i∈N
[B/(L)](i,0) = [
⊕
i∈N
B(i,0)]/(L)
because L has degree (1,0). Observe that
⊕
i∈NB(i,0) is K[Aa1s1, . . . ,Aad sd],
that is, R(a1, . . . ,ad). Similarly
⊕
i∈NC(i,0) is K[Ab1t1, . . . ,Abd−1td−1], that is
R(b1, . . . ,bd−1). Therefore because of (2.4) we have a Z-graded K-algebra
map:
R(a1, . . . ,ad)/(L)→ R(b1, . . . ,bd−1).(2.5)
Both the rings involved in (2.5) are domains of Krull dimension d. Hence
to prove that (2.5) is an isomorphism, it is enough to prove that it is surjec-
tive. Being standard graded K-algebras, it is enough to prove that (2.5) is
surjective in degree 1 (i.e. degree (1,0)). Therefore it is enough to prove
that the original map F∗ → G∗ is surjective in degree 0, equivalently that
Ext2A(A/I,A)0 = 0. Let g,h be a regular sequence in I of degree u,v and set
J = (g,h). Then by the graded version of [BH, Lemma 1.2.4] the module
Ext2A(A/I,A) can be identified with (J : I/J)(−u− v). It follows that
Ext2A(A/I,A) j = 0 for j ≥−1.

Remark 2.4. Given positive integers a1, . . . ,ad and X = S(a1, . . . ,ad) we
have seen that the following conditions are equivalent:
1) S(b1, . . . ,bd−1) is an hyperplane section of X.
2) There exists f1 ∈ Aa1 , . . . , fd ∈ Aad such that the ideal ( f1, . . . , fd) has
codimension 2 and the kernel of (2.1) is generated by elements of degree
b1, . . . ,bd−1.
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We give now a numerical characterization of the sequences b1, . . . ,bd−1
satisfying the equivalent conditions of (2.4).
Proposition 2.5. Assume a1 ≤ a2 ≤ ·· · ≤ ad . Then a sequence b1 ≤ ·· · ≤
bd−1 of positive integers satisfies the equivalent conditions described in 2.4
if and only if:
(i) a1+ · · ·+ad = b1+ · · ·+bd−1,
(ii) a j ≤ b j for every j = 1, . . . ,d−1,
(iii) Let v=min{ j : a j < b j}. Then b j ≥ a j+1 for every j ≥ v.
Proof. First we prove that condition (2) of 2.4 implies (i)–(iii). Indeed (i) is
already established. If f1, . . . , fd are minimal generators (of the ideal they
generate) then a j+1 < b j for every j = 1, . . . ,d− 1 otherwise one of the
maximal minor of the syzygy matrix will be 0 contradicting the Hilbert-
Burch theorem. Hence in that case (ii) and (iii) hold. Any resolution is
obtained from a minimal one by adding copies of the trivial complex 0→
A(−c)→ A(−c)→ 0. Hence it is enough to prove that if conditions (i)–(iii)
hold for a = a1 ≤ a2 ≤ ·· · ≤ ad and b = b1 ≤ ·· · ≤ bd−1 then they still hold
also if we insert a given positive number c in both a and b. To do this we
denote by a′ and b′ the weakly increasing sequences the obtained from a
and b by inserting c. We distinguish two cases: .
Case (1) c < av. Consider the smallest u such that c < au. If u = 1 then
a′ = c,a and b′ = c,b that clearly satisfies the conditions (i)–(iii). If u > 1
then au−1 = bu−1 < c≤ au ≤ bu and hence
a′ = a1, . . . ,au−1,c,au, . . . ,ad−1,ad
b′ = b1, . . . ,bu−1,c,bu, . . . ,bd−1
that clearly satisfies the conditions (i)–(iii).
Case (2) c≥ av. If c≥ bd−1 then c≥ ad as well and a
′ = a,c and b′ = b,c
that clearly satisfies the conditions (i)–(iii). If c < bd−1 let u be smallest
such that c < bu. If u> v then we have bu−1 ≤ c < bu and au ≤ bu−1 ≤ c.
Let t be the largest index with at ≤ c (t might be d+1). We have that t ≥ u
and hence
a′ = . . . ,au−1, au, au+1, . . . , at , c, at+1, . . . ,ad,ad+1
b′ = . . . ,bu−1, c, bu, . . . , bt−1, bt , bt+1, . . . ,bd
that clearly satisfies the conditions (i)–(iii). One argues similarly in the
remaining case u≤ v.
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Now we show that if conditions (i)–(iii) hold then (2) of 2.4 holds. We
set
α j = b j−a j for j = 1, . . . ,d−1
and
β j = b j−a j+1 for j = v, . . . ,d−1
that, by assumption, are all non-negative integers. Consider the d× (d−1)
matrix Z = (zi j) whose entries are all 0 with the exception of
z j j = y
α j for j = 1, . . . ,d−1
and
z j+1, j = x
β j for j = v, . . . ,d−1.
Then by constructions the maximal minors of Z are either 0 or monomials
of degree a1, . . . ,ad and the columns of the Z generate their syzygy module.
Keeping track of the degrees one checks that the generators have exactly
degree b1, . . . ,bd−1. 
Example 2.6. For example, if d = 6 and a = 9,10,11,11,14,14 then b =
9,13,13,14,20 satisfies the conditions (i)–(iii) of 2.5 and v= 2.
a = 9 ≤ 10 ≤ 11 ≤ 11 ≤ 14 ≤ 14
||
b = 9 ≤ 13 ≤ 13 ≤ 14 ≤ 20
The matrix Z is
Z =


1 0 0 0 0
0 y3 0 0 0
0 x2 y2 0 0
0 0 x2 y3 0
0 0 0 x0 y6
0 0 0 0 x6


and the the polynomials are
f1 = 0, f2 = x
10, f3 = x
8y3, f4 = x
6y5, f5 = x
6y8, f6 = y
14.
3. A GEOMETRIC POINT OF VIEW
Let us reformulate the results in a geometric language. Given integers
0≤ a1 ≤ . . .≤ ad , define the vector bundle over P
1
V =
d⊕
i=1
OP1(ai).
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Over the projective bundle P= P(V ) we have a tautological relatively am-
ple line bundle which we denote by OP(ξ ). We identify:
(3.1) H0(P,OP(ξ ))≃
d⊕
i=1
H0(P1,OP1(ai)).
Let us callV the dual of the above vector space and pi the projection P→P1.
Let f be the morphism associated with the linear system |OP(ξ )|. In view
of (3.1), we write
f : P→ P(V ),
and the image of f is the variety X . The morphism f is birational onto its
image. It is actually a closed embedding if and only if a1 > 0. We assume
a1 > 0 in this section.
Given integers b1 ≤ ·· · ≤ bd−1, define
W ≃
d−1⊕
i=1
OP1(bi).
Set OP(W )(η) for the tautological relatively ample line bundle over P(W )
and g for the morphism associated to this line bundle. The counterpart of
Theorem 2.3 is:
Theorem 3.1. Given an irreducible hyperplane section Y of X, there are
integers b1 ≤ ·· · ≤ bd−1 satisfying the conditions of Proposition 2.5 such
that Y is the image of g.
Proof. The surjection V ⊗OP → V induces a closed embedding P(V ) ⊂
P1×P(V ) and the map f is just the composition of this embedding with the
projection to the second factor.
A hyperplane sectionY of X is determined by a non-zero global section s
of OP(ξ ), where we think the hyperplane H of P(V ) as P(V/〈s〉). By (3.1),
the section s corresponds to a map
OP1 → V .
Write W0 for the cokernel of this map. The section s gives a surjection
(V/〈s〉)⊗OP1 → W0 and therefore a morphism g : P(W0) → H which is
induced by f : P(V ) → P(V ) upon restriction with H. In other words,
Y = X ∩H is the image via g of P(W0) and g = f |P(W0) is associated with
the line bundle OP(W0)(η0), η0 being the relatively ample tautological line
bundle of P(W0).
Observe that, in order for P(W0) to be irreducible, W0 has to be tor-
sionfree (and hence locally free). Indeed, let T be the maximal torsion
subsheaf of W0 and put W1 = W0/T . Since W1 is locally free, we have
Ext1
P1
(W1,T ) = 0 so W0 = T ⊕W1. Then the projection W0 → W1 gives
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an embedding P(W1)⊂ P(W0) which shows that P(W1) is the main compo-
nent of P(W0). So we must have T = 0 for P(W0) to be irreducible.
We have thus proved that W0 ≃ W (and thus η = η0) for some integers
b1 ≤ ·· · ≤ bd−1. Then we look at the exact sequence
0→OP1
s
−→
d⊕
i=1
OP1(ai)
t
−→
d−1⊕
i=1
OP1(bi)→ 0
Condition (i) of Proposition 2.5 is verified by computing the total first
Chern class. Condition (ii) is clear, since otherwise the (lower triangular
matrix associated with the) map t could not be surjective. Also, if b j < a j+1
for some j, then the only summands of V mapping to ⊕ ji=1OP1(bi) add
up to ⊕
j
i=1OP1(ai). Since these two bundles have the same rank and the
restriction of t is a surjective map among them, we get that this map is an
isomorphism so ai = bi for all i≤ j. This proves condition (iii). 
4. GENERIC CASE AND EXAMPLES
4.1. Generic case. What is the general hyperplane section of
S(a1, . . . ,ad)? This question is answered in [B]. A different combi-
natorial description of the solution to the problem is obtained by using
Fro¨berg’s characterization of generic Hilbert functions in A= K[x,y].
Given a formal power series c(z) = ∑ j≥0 ciz
i ∈ Q[|z|] one sets
[c(z)]+ = ∑
j≥0
c′iz
i ∈ Q[|z|]
where c′i = ci if c j > 0 for all 0≤ j ≤ i and c
′
i = 0 otherwise. According to
Fro¨berg’s result [F], given numbers a1, . . . ,ad and the ideal I = ( f1, . . . , fd)
generated by general polynomials with deg fi = ai, the Hilbert series of A/I
is given by: [
∏di=1(1− z
ai)
(1− z)2
]
+
Hence the degrees b1, . . . ,bd−1 of the syzygies of f1, . . . , fd are obtained by
the following formula:
d−1
∑
i=1
zbi = (1− z)2
[
∏di=1(1− z
ai)
(1− z)2
]
+
+
d
∑
i=1
zai−1.(4.1)
4.2. Examples. Let us give some examples of the possible irreducible lin-
ear sections of a specific 4-fold of minimal degree.
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Example 4.1. For example, if d = 4 and (a1,a2,a3,a4) = (4,5,6,9) then
the Hilbert series of A/I where I is generated by general polynomials of
degrees 4,5,6,9 is
[
∏di=1(1− z
ai)
(1− z)2
]
+
=
[
1+2z+3z2+4z3+4z4+3z5+ z6− z7 . . .
]
+
=
1+2z+3z2+4z3+4z4+3z5+ z6
and applying (4.1) we obtain:
d−1
∑
i=1
zbi =
(1− z)2(1+2z+3z2+4z3+4z4+3z5+ z6)+ z4+ z5+ z6+ z9−1=
z7+ z8+ z9,
that is, the degrees of the syzygies are (7,8,9). In other words, the generic
hyperplane section of S(4,5,6,9) is S(7,8,9). According to 2.5 the rational
normal scroll S(4,5,6,9) has 15 other (non-generic) irreducible hyperplane
sections that correspond to the following sequences:
(4,5,15) (4,6,14) (4,7,13) (4,8,12) (4,9,11)
(4,10,10) (5,6,13) (5,7,12) (5,8,11) (5,9,10)
(6,6,12) (6,7,11) (6,8,10) (6,9,9) (7,7,10).
Example 4.2. Table of specializations for scrolls of codimension 5
where we denote in red/dashed the generic hyperplane sections and in
blue/continuos the non-generic hyperplane sections.
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(16)
(14,2)
(12,22)(13,3)
(23)(1,2,3)(12,4)
(32)(2,4)(1,5)
(6)
5. CONES AND REDUCIBLE SECTIONS
We have now a rather complete knowledge of the behavior of irreducible
hyperplane sections of smooth varieties of minimal degree. So what about
reducible ones? What about singular varieties? Here we answer to these
two questions.
5.1. Reducible hyperplane sections. Take again X = S(a1, . . . ,ad) ⊂ P
n
for some 1≤ a1 ≤ ·· · ≤ ad .
Theorem 5.1. Given a hyperplane section Y = X ∩H of X, there are 1 ≤
b1 ≤ . . .≤ bd−1 such that Y =Y0∪Y1∪· · ·∪Ys, where Y0 = S(b1, . . . ,bd−1),
Yi = H
mi
i is structure of multiplicity mi on Hi = P
d−1 ⊂ H, and:
(i) m1+ · · ·+ms ≤ ad and a1+ · · ·+ad = b1+ · · ·+bd−1+m1+ · · ·+ms,
(ii) a j ≤ b j for every j = 1, . . . ,d−1,
(iii) If a j < b j for some j ≤ d− 1 then let v = min{ j : a j < b j}. Then
b j ≥ a j+1 for every j ≥ v,
(iv) the restriction of pi to Yi is dominant if and only if i= 0.
Conversely, given 1≤ b1 ≤ . . . ≤ bd−1 and m1, . . . ,ms satisfying the above
conditions, there is a hyperplane section Y of X whose decomposition takes
the form Y = S(b1, . . . ,bd−1)∪H
m1
1 ∪· · ·∪H
ms
s .
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Proof. We start with the geometric view point. We use the notation of The-
orem 3.1 and of its proof, only this time we do not have W = V /OP1 tor-
sionfree. Its locally free part W1 is a direct sum of line bundles of the form
OP1(bi). Its torsion part T is a direct sum of structure sheaves of distinct
points p1, . . . , ps of P
1, taken with multiplicities m1, . . . ,ms. Indeed, we
have seen that W ≃W1⊕T , and dualizing
0→ OP1 → V →W → 0,
we obtain the long exact sequence:
0→
d−1⊕
i=1
OP1(−bi)→
d⊕
i=1
OP1(−ai)→ OP1 → E xt
1
P1
(T ,OP1)→ 0,
which show that T has rank 1 at ever point of its support. Therefore:
W ≃
d−1⊕
i=1
OP1(bi)⊕
s⊕
i=1
O
p
mi
i
.
Now, P(W ) consists of the union of P(W1) and of P(Opmii
). The tau-
tological linear system over P(W ) maps to Y ⊂ H and sends P(W1) to
Y0 = S(b1, . . . ,bd−1), and P(Opmii
) to a structure of multiplicity mi over the
image Hi of P(Opi). This gives the required decomposition of Y .
Computing the first Chern class gives condition (i). The conditions (ii)
and (iii) are proved exactly as we did in Theorem 3.1. Condition (iv) is clear
since pi sends the whole component Hi to pi.
For the algebraic point of view we use the notations introduced in the
proof of Theorem 2.3. In this case the form L = ∑di=1 fisi is non-zero
and factors as L = gL′ with g = GCD( f1, . . . , fd). Set c = degg. Then
L′ = ∑di=1 f
′
i si is irreducible and deg f
′
i = ai− c (by convention the poly-
nomial 0 as arbitrary degree). Then ( f1, . . . , fd) = g( f
′
1, . . . , f
′
d) and hence
the syzygy module of f1, . . . , fd is the syzygy module of f
′
1, . . . , f
′
d up to a
shift in degrees. Keeping track of the shifts we see that the syzygy module
is free generated in b1, . . . ,bd−1 and ∑
d−1
i=1 bi+ c = ∑
d
i=1ai. The map 2.5 is
still surjective but not injective. Indeed (L′)/(L) is the kernel of the map
SymA(F
∗)→ SymA(G
∗). Hence we have an induced surjective K-algebra
map R(a1 . . . ,ad)/(L)→ R(b1 . . . ,bd) with kernel (L
′)∩R(a1 . . . ,ad)/(L)
and this gives the irreducible component Y0. The polynomial g factors
g = ℓm11 · · ·ℓ
ms
s with ℓi distinct linear forms, so that c = ∑
s
i=1mi. Each fac-
tor ℓ
m j
j give a component Yj of Y corresponding to the quotient ring R j =
R(a1 . . . ,ad)/J j with J j = (ℓ
m j
j )∩R(a1 . . . ,ad). To analyze the structure of
R j we may assume ℓ j = x and set u= m j. One has J j = ∑
d
i=1(x
uAviai−us
vi
i )
where vi is the upper integral part of u/ai and its radical is ∑
d
i=1(xAai−usi).
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So R(a1 . . . ,ad)/
√
J j ≃ K[y
a1s1, . . . ,y
ad sd] and the latter is a polynomial
ring. So the reduced structure of Yj is a P
d−1. That the multiplicity of Yj is
u follows easily form the fact that K[x,y]/(xu) has multiplicity u.
Now we prove the converse. Assume that numbers a1, . . . ,ad,
b1, . . . ,bd−1 and m1, . . . ,ms satisfying the the three numerical conditions.
If b j > a j for some j we set Set c=m1+ · · ·+ms. We have ai = bi for i< v
and hence ∑di=vai = c+∑
d−1
i=v bi. It follows that
av = c+
d
∑
i=v+1
(bi−1−ai)≥ c.
Set a′ = a′v, . . . ,a
′
d and b
′ = b′v, . . . ,b
′
d−1 with a
′
i = ai− c and b
′
i = bi− c.
Then the sequences a′ and b′ satisfy the conditions of 2.5 with the only ex-
ception of the fact that a′v can be 0 while in 2.5 it is assumed to be pos-
itive. However one can check that the construction given in 2.5 works
also if some of the ai are 0. Therefore the construction given in 2.5 pro-
duce homogeneous polynomials f ′v, . . . , f
′
d such that GCD( f
′
v, . . . , f
′
d) = 1,
deg f ′i = a
′
i and the syzygy module of f
′
v, . . . , f
′
d is free with generators in
degree b′v, . . . ,b
′
d−1. Now we set f
′
i = 0 for i = 1, . . . ,v−1, L
′ = ∑di=1 f
′
i si,
g = ℓm11 · · ·ℓ
ms
s with ℓi distinct linear forms in A and finally L = gL
′. Then
keeping track of the shifts one has that the syzygy module of f1, . . . , fd is
freely generated by elements of degree b1, . . . ,bd−1. We have seen on the
first part of the proof how the factorization of L determines the decomposi-
tion of the hyperplane section Y of X with the hyperplane defined by L. So
we conclude that Y has the desired decomposition.
In the remaining case a j = b j for all j = 1, . . . ,d−1 one has ad = m1+
· · ·ms and we may take L = gsd with g = ℓ
m1
1 · · ·ℓ
ms
s with ℓi distinct linear
forms in A. 
We illustrate the construction in one example:
Example 5.2. Consider a= (2,5,7,10), b= (2,7,11), m1 = 1 and m2 = 3.
Then the numerical conditions of 5.1 are satisfied and hence there exists an
hyperplane sectionY = X ∩H of X = S(2,5,7,10) such thatY =Y0∩Y1∩Y2
with Y0 = S(2,7,11), Y1 = P
3 and Y2 a structure of degree 3 on a P
3. To
describe a linear form L that define H we proceed as described in the proof
of 5.1. Here v= 2 and c=m1+m2 = 4 so that a
′= (a2−c,a3−c,a4−c) =
(1,3,6) and b′ = (b2− c,b3− c) = (3,7). Then f
′
2, f
′
3, f
′
4 are defined, up to
sign, as the 2-minors of the matrix
 y2 01 y4
0 x


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i.e. f ′2, f
′
3, f
′
4 = x,xy
2,y6, and L′ = ∑4i=2 f
′
i si and g= ℓ1ℓ
3
2 with ℓ1, ℓ2 distinct
linear forms, for example we may take ℓ1 = x and ℓ2 = y. Then
L= gL′ = xy3(xs2+ xy
2s3+ y
6s4) = x
2y3s2+ x
2y5s3+ xy
9s4.
The hyperplane H is defined by L= 0.
Example 5.3. We have seen 4.1 there are 16 different 3-dimensional scrolls
that appear as irreducible hyperplane section of X = S(4,5,6,9). Obviously
they have all degree 24. According to 5.1 we may list all the 3-dimensional
scrolls that appear as irreducible components of reducible hyperplane sec-
tions of X . There are 71 such scrolls, they are described in the following
table where the first column denotes the degree and the second the number
of different scrolls of that degree.
23 13 [4,5,14], [4,6,13], [4,7,12], [4,8,11], [4,9,10], [5,6,12], [5,7,11],
[5,8,10], [5,9,9], [6,6,11], [6,7,10], [6,8,9], [7,7,9],
22 10 [4,5,13], [4,6,12], [4,7,11], [4,8,10], [4,9,9], [5,6,11], [5,7,10],
[5,8,9], [6,6,10], [6,7,9],
21 7 [4,5,12], [4,6,11], [4,7,10], [4,8,9], [5,6,10], [5,7,9], [6,6,9],
20 4 [4,5,11], [4,6,10], [4,7,9], [5,6,9],
19 2 [4,5,10], [4,6,9],
18 1 [4,5,9],
15 1 [4,5,6],
5.2. Cones. We mentioned in the introduction that a singular irreducible
variety X of minimal degree is cone over a non-singular one. What happens
to the hyperplane sections of X if X is indeed a cone? Geometrically, this
amounts to allow some of the ai to vanish. Let us call X
0 the base of the
cone, which is a smooth variety of minimal degree sitting in a linear sub-
space Pn0 ⊂ Pn, defined by the vanishing of n− n0 linear forms. We may
assume that these forms are xn0+1, . . . ,xn. Given a set of defining equations
of X0 in Pn0 in the variables x0, . . . ,xn0 , the variety X is defined in P
n by
the same set of equations, seen as equations in the variables x0, . . . ,xn. This
expresses the fact X is a cone over X0, the vertex being the subspaceM⊂ P
n
of codimension n0+1 defined by the vanishing of x0, . . . ,xn0 . We may re-
place Pn0 with any other linear subspace of dimension n0 disjoint from M
to obtain an equivalent description.
Remark 5.4. A hyperplane section Y of X is isomorphic to:
(i) X0 if M∩H = /0;
(ii) a cone over X0 with vertex M∩H if M∩H 6= /0 and M 6⊂ H;
(iii) a cone over X0∩H with vertex M if M ⊂ H.
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Proof. We have M ⊂ H if and only if the defining equation of M depends
on the variables x0, . . . ,xn0 only, in which case the ideal of Y is the ideal of
Y 0 = H ∩X0 in the variables x0, . . . ,xn0 , seen as an ideal of K[x0, . . . ,xn], i.
e. Y is a cone over Y 0 with vertex on M.
If M 6⊂ H, then H is spanned by H ∩M and a subspace of dimension
n0, disjoint from M. Choosing this space as our P
n0 , we get that Y is the
cone over X0 with vertexM∩H, which gives cases (ii) and (i), according to
whetherM is positive-dimensional or consists of a single point. 
This settles the situation for cones, as clearly one of the three cases must
occur, and, in case (iii), the isomorphism type of X0∩H is controlled by
Theorem 2.3.
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