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Resumen
Los usuarios de Entornos de Computación Científica (SCE, por sus siglas en inglés) siem-
pre requieren mayor potencia de cálculo para sus aplicaciones. Utilizando las herramientas 
propuestas, los usuarios de las conocidas plataformas Matlab® y Octave, en un cluster de 
computadores, pueden paralelizar sus aplicaciones interpretadas utilizando paso de mensajes, 
como el proporcionado por PVM (Parallel Virtual Machine) o MPI (Message Passing Inter-
face). Para muchas aplicaciones SCE es posible encontrar un esquema de paralelización con 
ganancia en velocidad casi lineal. Estas herramientas son interfaces prácticamente exhausti-
vas a las correspondientes librerías, soportan todos los tipos de datos compatibles en el SCE 
base y se han diseñado teniendo en cuenta el rendimiento y la facilidad de mantenimiento. En 
este artículo se resumen trabajos anteriores, su repercusión, y algunos resultados obtenidos 
por usuarios finales. Con base en la herramienta más reciente, la Toolbox MPI para Octave, 
se describen brevemente sus características principales, y se presenta un estudio de caso, el 
conjunto de Mandelbrot.
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Parallel Scientific Computing with message-passing toolboxes
AbstRACt
users of Scientific Computing Environments (SCE) always demand more computing power 
for their CPu-intensive SCE applications. using the proposed toolboxes, users of the well-
known Matlab® and Octave platforms in a computer cluster can parallelize their interpreted 
applications using the native multi-computer programming paradigm of message-passing, 
such as that provided by PVM (Parallel Virtual Machine) and MPI (Message Passing Inter-
face). For many SCE applications, a parallelization scheme can be found so that the resulting 
speedup is nearly linear on the number of computers used. The toolboxes are almost compre-
hensive interfaces to the corresponding libraries, they support all the compatible data types 
in the base SCE and they have been designed with performance and maintainability in mind. 
In this paper, we summarize our previous work, its repercussion, and some results obtained 
by end-users. Focusing on our most recent MPI Toolbox for Octave, we briefly describe its 
main features, and introduce a case study: the Mandelbrot set.
Keywords
Scientific computing, parallel programming, high performance computing, cluster comput-
ing, message-passing, parallel Matlab.
Revista INGE CUC,Volumen 8, Número 1, Octubre de 2012, pp. 51-84
53
IntRODuCCIÓn
Matlab® [1] es un “lenguaje de programa-
ción de alto nivel y un entorno interactivo 
de computación técnico-científica. Incluye 
funciones para el desarrollo de algoritmos, 
análisis de datos, cálculo numérico y vi-
sualización” [2]. Usando Matlab se pueden 
resolver problemas de computación técni-
ca más rápidamente que con lenguajes de 
programación tradicionales, como C, C++ 
o Fortran [3].
GNu Octave [4]-[7] es un “lenguaje inter-
pretado de alto nivel, destinado principal-
mente a cálculos numéricos. Proporciona 
recursos para la solución numérica de pro-
blemas lineales y no lineales, y para reali-
zar otros experimentos numéricos. También 
proporciona capacidades gráficas extensas 
para visualización y manipulación de da-
tos” [8].
Ambos entornos permiten la programación 
de scripts o funciones, redactados en el len-
guaje interpretado (los denominados “fiche-
ros-M”), así como de programas externos 
redactados en Fortran, C o C++, usando la 
interfaz externa Matlab o la librería Octave 
(los denominados “ficheros-MEX” o “fun-
ciones-dLd”, respectivamente).
Esta última opción (programas externos) es 
la que nos permite construir un interfaz a 
una librería, de paso de mensajes en nuestro 
caso, ya sea MPI (Message Passing Interfa-
ce) o PVM (Parallel Virtual Machine). La 
Fig. 1 muestra gráficamente cómo la apli-
cación del usuario se apoya en funciones de 
la plataforma SCE (Scientific Computing 
Environment) y de la herramienta de paso 
de mensajes (Octave y MPI ToolBox en el 
dibujo) pudiendo, por lo tanto, comunicarse 
con otras instancias del SCE, ejecutándose 












Fig. 1 Resumen gráfico del papel jugado por la herramien-
ta. Las funciones de la ToolBox invocan a rutinas de la 
plataforma SCE y de la librería de paso de mensajes para 
intercomunicar procesos SCE ejecutándose en distintos 
nodos de un cluster.
PVM (Parallel Virtual Machine) [9] es un 
software que “permite usar una colección 
heterogénea de computadores unix/Win-
dows interconectados por red como si fue-
ran un gran computador paralelo, permi-
tiendo a los usuarios explotar su hardware 
de computación ya existente para resolver 
problemas mucho mayores a un mínimo 
coste adicional” [10]. Naturalmente, PVM 
también puede usarse como mecanismo de 
paso de mensajes en un cluster dedicado.
MPI (Message Passing Interface) [11]-[13] 
es un estándar de paso de mensajes del cual 
existen diversas implementaciones de alta 
calidad, tanto propietarias como libres.
LAM/MPI (Local Area Multicomputer) 
[14], [15] “implementa completamente el 
estándar MPI-1.2 y gran parte del MPI-2.0. 
Además de altas prestaciones, LAM pro-
porciona una serie de características de usa-
bilidad claves para desarrollar aplicaciones 
MPI de gran escala” [16].
COMPuTACIóN CIENTíFICA PARALELA MEdIANTE uSO dE hERRAMIENTAS PARA PASO dE MENSAjES
54
Open-MPI [17] es una “implementación 
Open-source de MPI-2 desarrollada y man-
tenida por un consorcio de colaboradores 
de la academia, investigación e industria” 
[18]. Sigue en desarrollo activo, y parte del 
anterior equipo de LAM continúa trabajan-
do ahora en Open-MPI.
Las herramientas PVMTB (PVM Toolbox) 
y MPITB son interfaces a las librerías PVM 
y MPI para las plataformas Matlab y Octa-
ve, permitiendo así a los usuarios de dichas 
plataformas paralelizar sus propias apli-
caciones interpretadas por medio de paso 
de mensajes explícito. Se espera por tanto 
de los usuarios finales que modifiquen sus 
aplicaciones SCE (interpretadas, secuencia-
les, en forma de ficheros-M) para adaptarlas 
a la ejecución paralela, añadiéndoles rutinas 
de paso de mensajes (como MPI_Send y 
MPI_Recv, por ejemplo, para enviar y re-
cibir variables, respectivamente), las cuales 
se pueden invocar desde la plataforma gra-
cias al interfaz de nuestras herramientas, y 
que en último término invocarán a la libre-
ría de paso de mensajes correspondiente. 
hemos desarrollado también una serie de 
utilidades (ficheros-M) de más alto nivel, 
programadas sobre este interfaz directo a 
las rutinas de paso de mensajes, para faci-
litar al usuario la paralelización de su apli-
cación y reducir dichas modificaciones a un 
mínimo.
Se hace un resumen de trabajos previos 
nuestros y su repercusión, destacando algu-
nos resultados obtenidos por otros usuarios 
finales. A continuación se describen bre-
vemente las características principales de 
nuestra herramienta más reciente, MPITB 
para Octave (basada en Open-MPI). Se pre-
senta, entonces, un estudio de caso: el Con-
junto de Mandelbrot, para el cual es fácil 
obtener un esquema de paralelización con 
ganancia casi lineal, independientemente 
de que existan en la literatura reportes téc-
nicos con peor escalabilidad. Luego se dis-
cuten brevemente estos resultados. Y, por 
último, se presentan algunas conclusiones 
de este trabajo.
tRAbAjOs PRevIOs  
y APlICACIOnes De usuARIOs
Iniciamos el desarrollo de estas herramien-
tas en el año 1999 [19]-[23]. Incluso siendo 
[19] una referencia a un Congreso Matlab 
en castellano, ha sido la única forma de 
citar PVMTB durante un tiempo ([24]-
[28]), aparte de mencionar la página web. 
Conforme [20]-[21] fueron apareciendo, 
los usuarios han podido usarlos como citas 
([29]-[33]). Las referencias [22]-[23] han 
jugado un papel similar para la herramienta 
MPITB para Octave ([34]-[39]). Los usua-
rios de MPITB para Matlab, desarrollada 
entre medias, también han recurrido a [20]-
[21] y la web de MPITB (o sencillamente 
su nombre) para referenciarla ([40]-[43], 
[29]-[30]).
Otros investigadores trabajando en he-
rramientas paralelas para SCE han usado 
habitualmente [21] y la web MPITB para 
referirse a nuestro trabajo en sus artículos 
en revistas ([44]-[48]) y contribuciones a 
congresos ([49]-[55]). En algún caso desta-
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cable ([50],[53]), excelentes resultados en 
prestaciones fueron referenciados simple-
mente con el nombre de nuestra herramien-
ta (MPITB). Las páginas web de PVMTB 
y MPITB han sido citadas incluso en capí-
tulos de libros ([55],[56]). usar la web o el 
nombre de nuestras herramientas ha sido 
también la forma más habitual de referirse 
a nuestro trabajo en reportes técnicos ([57]-
[59]), de nuevo con excelentes resultados en 
prestaciones, particularmente [57]. Algunos 
paquetes software ([60]-[61]) y distribucio-
nes ([62]-[64]) funcionan con, o han inclui-
do, algunas de nuestras herramientas.
Las herramientas también han sido prove-
chosamente usadas para cursos y semina-
rios ([65]-[71]) y han sido mencionadas en 
diversas tesis ([72]-[76]), particularmente 
en [73], que incluye la revisión de Matlabs 
paralelos de Ron Choy [77]. La inclusión 
de PVMTB y MPITB en esta revisión, am-
pliamente difundida y reconocida desde su 
creación [78], ha aumentado seguramente 
la visibilidad de nuestro trabajo.
Evolución inicial de los SCE paralelos  
y el papel del paso de mensajes en ellos
El uso directo de primitivas de paso de men-
sajes en plataformas SCE ha sido frecuente-
mente cuestionado, siendo consideradas de 
muy bajo nivel para el alto nivel de progra-
mación de estas plataformas, pudiendo ser 
este el motivo de que no existiera ninguna 
herramienta llamada PVM o MPI ToolBox 
cuando iniciamos nuestros desarrollos. Las 
herramientas más visibles en aquel enton-
ces1 eran dP-TB [79]-[83], PT [84] y Mul-
tiMatlab [85], [86], esta última con apoyo 
activo por parte de The MathWorks (ver la 
sección de Reconocimientos en ambas re-
ferencias). dP-TB realizaba una interfaz a 
un subconjunto de rutinas de PVM en un 
paquete de bajo nivel llamado dP-LOW, 
que era entonces usado para construir otro 
de más alto nivel, dP-hIGh. PT introducía 
el concepto de daemon del motor PT (PT 
Engine daemon) como una capa intermedia 
para evitar exposición directa del usuario al 
mecanismo PVM subyacente. Por su parte, 
MultiMATLAB utilizaba MPI, e incluía co-
mandos para evitar en la medida de lo po-
sible el uso directo de primitivas de paso 
de mensajes o la programación coordinada 
entre maestro y esclavos, aunque algunas 
primitivas MPI básicas (Send, Recv, 
Barrier) tuvieron que ser incluidas para 
obtener la funcionalidad deseada. Multi-
MATLAB tuvo un sucesor (desarrollado 
también en Cornell, pero por distintos in-
vestigadores) llamado CMTM [87] con 
interfaz a muchas más rutinas MPI. Otros 
desarrollos como PPServer, MITMatlab, 
Matlab*P [88]-[92], evitaron primitivas de 
paso de mensajes mediante programación 
orientada a objetos, polimorfismo y sobre-
carga de operadores para obtener paralelis-
mo de datos, y fueron prontamente recono-
cidos por el propio Moler [93]. 
Adicionalmente, era posible descargar del 
sitio web de The MathWorks diversas herra-
mientas orientadas a otros objetivos pare-
1 Ver, por ejemplo, uRL: http://groups.google.es/group/comp.
soft-sys.matlab/browse_frm/thread/1e7bd3e3b9d412cf
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cidos: paralelización de bucles for, comu-
nicación TCP/IP, etc. Tanto la proliferación 
de este tipo de herramientas como la de 
preguntas de usuarios en los diversos foros 
de comunicación habituales (grupos de no-
ticias, listas de distribución de e-mail, etc.) 
reflejaban la creciente demanda por parte de 
los usuarios, conforme los clusters de com-
putadores se iban convirtiendo en equipo de 
uso habitual. Esta evolución recuerda a la 
de Matlab incorporando LAPACK cuando 
los tamaños de caché requeridos se volvie-
ron habituales [94].
El inicio de los trabajos de Pawletta y co-
legas sobre dP-TB puede retrotraerse do-
cumentadamente hasta un tempranísimo 
1992 ([79], p. 2), y evolucionó hacia el área 
de hLA (high Level Architecture) y simu-
lación basada en dEVS (discrete EVent 
systems Specification). El trabajo iniciado 
con PPServer en 1998 eventualmente evo-
lucionó con Choy, Edelman y colegas hacia 
Star-P [45], [46], [95]-[98], que fue el ga-
nador $1K en la categoría Software de la 
Competición de Emprendedores del MIT 
en 2003. Según el Resumen en la referencia 
[99], Star-P comercializaba no solo los pro-
yectos de investigación del MIT (MITMat-
lab, Matlab*P) sino también los de uCSB 
(MatlabMPI, y pMatlab, construido a partir 
del primero), desarrollados principalmente 
por Kepner, Bliss Travinin y colegas [44], 
[49], [100]-[106].
Durante este tiempo, The MathWorks de-
sarrolló la distributed Computing Toolbox 
(dCT, [107], ahora llamada Parallel CT), 
incluyendo funciones basadas en MPI desde 
la versión 2.0, y operaciones globales desde 
poco después [108], siguiendo por tanto una 
evolución parecida a la de las herramientas 
de Cornell (MultiMatlab-CMTM) en donde 
el paso de mensajes se incluye finalmente, 
bien como solución alternativa, o como úni-
co medio de proporcionar la funcionalidad 
deseada. Matlab*P también incorporaba un 
“modo MultiMatlab” denominado PPEngi-
ne ([45], Sect. VIII B).
Este subconjunto de Matlabs parale-
los (dCT, Star-P, MatlabMPI-pMatlab y 
MPITB) eran los más mencionados en esta 
época [46], y perseveraban en popularizarse 
([99], [104], [108]-[119]) coincidiendo con 
un auge del interés por computación cluster, 
probablemente debido a la amplia difusión 
de este tipo de plataforma paralela.
Aplicaciones de usuarios finales
La importancia que tienen la visibilidad, 
popularización, número de usuarios y so-
porte para este tipo de herramientas no 
puede ser más claramente resaltada que 
como se hizo en la referencia [120] del Li-
bro Blanco de la TFCC [121] (Task Force 
on Cluster Computing, unida al TCSA o 
Technical Committee on Supercomputing 
Applications en junio de 2000 para formar 
el TCSC on Scalable Computing). Chapin 
y Worringen [120] resaltaron allí, refirién-
dose a la computación cluster, que “muchos 
enfoques de computación superiores tanto 
técnica como intelectualmente fracasaron 
debido a la falta de soporte […] Este sopor-
te depende fundamentalmente del número 
de usuarios”. Atraer a nuevos usuarios era 
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por tanto fundamental para el éxito de la 
computación cluster en el contexto general 
de [120], y para el de este tipo de Entornos 
de Computación Científica paralelos en par-
ticular. La estrategia de PVMTB y MPITB 
para atraer a usuarios es proporcionar ga-
nancia en velocidad lineal para aplicaciones 
que presenten escalabilidad lineal, esto es, 
garantizar que la herramienta no cause una 
pérdida de prestaciones significativa.
En trabajos anteriores [23] ya destacamos 
los excelentes resultados obtenidos por 
Goasguen (entonces en Purdue, IN, EE.uu., 
[29], [30], ganancia 101 con 120 procesa-
dores, eficiencia 84%), dormido (uNEd, 
España, [31]-[33], ganancia 12 con 15 pro-
cesadores, eficiencia 80%) y Creel (uAB, 
España, [34]-[36], ganancias 9-11 con 12 
procesadores, eficiencia 75-92%). Es crédi-
to de Creel haber obtenido ese 75% de efi-
ciencia para un algoritmo MLE (Maximum 
Likelihood Estimation) usando un método 
de optimización quasi-Newtoniano BFGS 
(Broyden–Fletcher–Goldfarb–Shanno), 
que no es el tipo de aplicación de la que se 
espera que escale, ni linealmente ni de otra 
forma.
En esta ocasión, destacamos no solo resul-
tados de ganancia en trabajos de investiga-
ción, sino también usos académicos y traba-
jos de portabilidad a otras plataformas por 
parte de usuarios finales.
B. ó Nualláin (uvA, holanda) y colegas 
[37]-[39] han usado MPITB para Octave en 
Ciencias Geológicas e hidrometeorología. 
En la referencia [38] (Figs. 6 y 8) se pue-
den observar ganancias casi lineales para su 
algoritmo SCEM-uA (Shuffled Complex 
Evolution Metropolis) hasta un total de 25 
computadores. ó Nualláin es también In-
tegrador de Sistemas para MPITB y otras 
herramientas paralelas en su distribución 
VL-E (Virtual Lab for E-Science) [64]. 
Aportó un parche para MPITB que ahora 
figura con agradecimientos en el código 
fuente.
j. August y T. Kanade (Robotics Institute, 
CMu, EE.uu.) [40] usaron MPITB para 
Matlab en Tomografía Computarizada de 
rayos-X, obteniendo ganancias lineales 
para tamaños de imagen razonables hasta el 
total de 20 computadores usados. Tuvieron 
que reducir premeditadamente el tamaño 
de las imágenes procesadas hasta 64x64 y 
16x16 pixels para conseguir rebajar la ga-
nancia en velocidad hasta 17 y 12 (eficien-
cias 85-60%).
T. Varslot (ahora en ANu, Australia) y S. 
E. Måsøy (NTNu, Noruega) [41] también 
usaron MPITB para Matlab en generación 
de imágenes médicas por ultrasonidos. En 
sus conclusiones, destacaron que su modelo 
pseudo-diferencial para propagación de ul-
trasonidos resultó particularmente fácil de 
distribuir sobre un gran número de proce-
sadores. MPITB se utilizó para extender el 
código secuencial 2D a simulaciones para-
lelas 3d.
B. Skinner (uTS, Australia) [71] preparó 
una introducción a MPITB para los usua-
rios del cluster hPC en la Facultad de In-
geniería. MPITB fue preinstalado y confi-
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gurado en los nodos del cluster, quedando 
disponible para todos los usuarios.
W. LAM ha portado MPITB de nuestra 
plataforma que soporta Linux-LAM a Win-
dows-MPICh. La cantidad de ayuda que 
solicitó para ello fue mínima2.
CARACteRístICAs De lAs HeRRAmIentAs
Principios de diseño: Prestaciones  
y mantenibilidad
Como se detalló en [23], las elecciones de 
diseño se realizaron considerando las pres-
taciones y mantenibilidad. Detalles identi-
ficativos como por ejemplo la creación de 
una función-DLD para cada llamada con 
interfaz a Octave, la clasificación de llama-
das MPI según su signatura de parámetros, 
o siempre pasar tamaño y puntero a buffers 
(interfaz con 0-copias) en lugar del propio 
objeto buffer, son todos ellos características 
distintivas de MPITB. Aunque para este tra-
bajo nos centramos en MPITB para Octave, 
los mismos principios se cumplen para las 
otras herramientas. El diseño está orientado 
a ahorrar tiempo tanto al ejecutar el código 
de interfaz (prestaciones) como al actuali-
zar el código a nuevas versiones de la libre-
ría Octave (mantenibilidad).
Como consecuencia directa de estas elec-
ciones, las variables Octave usadas como 
buffers MPI deben aparecer en la parte de-
2. diálogo archivado en uRL: http://groups.goo-
g le . e s /g roup /comp.sof t - sys .ma t lab /b rowse_f rm/
thread/3d5bb656f09e8aea. uRL original de descarga: http://
www.wakun.com/download.htm. Enlace recuperable me-
diante http://web.archive.org/web/20070101144316/http://
www.wakun.com/download.htm
recha (RhS, Right hand Side) del signo 
igual en la definición de funciones MPITB, 
esto es, definimos [info,stat]=MPI_
Recv(buf,src,tag,comm) en lu-
gar de devolver una LhS Octa-
ve (Left hand Side) como sucede-
ría con [buf,info,stat]=MPI_
Recv(src,tag,com). Eso sería una elec-
ción de diseño de bajas prestaciones, ya que 
implica construir el objeto buf devuelto. 
Esa construcción podría ser una operación 
muy costosa, particularmente en el contexto 
de un test ping-pong o una aplicación con 
un patrón de comunicaciones intensivo. En 
lugar de eso, preferimos exigir que los bu-
ffers sean símbolos Octave (variables con 
nombre) pasados como parámetros de entra-
da, de manera que el valor de salida pueda 
retornarse en la propia variable de entrada. 
Esta característica ha sido frecuentemente 
criticada como de “bajo nivel”, porque im-
pide al usuario escribir código más compac-
to como a=b+MPI_Recv(…). Otra crítica 
que se le puede realizar es que se opone a la 
semántica normal de “paso-por-valor” del 
lenguaje interpretado, en donde los datos 
RhS siempre son copiados, nunca modifi-
cados. En nuestra experiencia [21], son es-
tas dos decisiones, 0-copia y retorno RhS, 
las que garantizan que las prestaciones se-
rán superiores a las de cualquier otra herra-
mienta que no las observe.
MPITB proporciona interfaz para prácti-
camente todo MPI-1.2 y algunas llamadas 
MPI-2.0, en total unos 160 comandos. Nin-
guna otra herramienta realiza una cobertu-
ra mínimamente comparable. Las llamadas 
que faltan del estándar MPI-1.2 son aquellas 
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que no tienen sentido bajo el entorno Oc-
tave, tales como la familia MPI_Type_*. 
Por ejemplo, con MPITB se pueden pro-
gramar funciones para copia/borrado de 
atributos o gestores de error arbitrarios en 
lenguaje Octave, y se pueden registrar con 
la librería MPI a través del correspondien-
te comando MPITB (MPI_Errhandler_
{create, set}, MPI_Keyval_crea-
te, MPI_Attr_put) de forma que sean 
invocados por la librería MPI cuando ésta 
detecte un error o necesite copiar o borrar 
un atributo (MPI_Attr_delete, MPI_
Comm_{dup, free}). O también se pue-
den publicar nombres de puertos en un ser-
vidor, de forma que puedan ser consultados 
por clientes para establecer comunicación 
(MPI_{Publish,Lookup}_name, MPI_
Comm_{accept, connect}).
MPITB soporta todos los tipos de datos Octa-
ve compatibles con MPI, incluyendo celdas 
(cells), rangos, booleanos, enteros con y sin 
signo desde int8 hasta uint64, estructuras, 
etc. En concreto, los tipos básicos no solo 
pueden enviarse y recibirse empaquetados, 
sino que también pueden funcionar como 
buffer MPI para envío y recepción directa 
sin empaquetamiento (incluso con primiti-
vas de intercambio como MP_Sendrecv_
replace) y para operaciones colectivas 
(MPI_{Scatter,Gather,Reduce,All
toallv}…). En concreto, se puede reducir 
con todos los operadores (MPI_{MAX,MIN,
SUM,PROD,REPLACE,LAND,LOR,LXOR}).
utilidades
Los usuarios finales son quienes mejor co-
nocen su aplicación, y por tanto los más 
apropiados para diseñar el esquema de paso 
de mensajes entre las distintas instancias 
de su SCE ejecutándose en paralelo en un 
cluster. Sin embargo, esto no es motivo para 
dejarles solos frente a la tarea de paralelizar 
su aplicación. Muchos usuarios pueden be-
neficiarse de ejemplos sencillos de esque-
mas paralelos, tanto para suavizar la curva 
de aprendizaje inicial como para ahorrar 
tiempo de desarrollo mediante la persona-
lización de código paralelo frecuentemente 
usado.
de esta reflexión surgieron los ficheros 
de arranque y las utilidades de protoco-
lo e instrumentación incluidas en nuestras 
herramientas. De nuevo, aunque aquí nos 
concentramos en la última MPITB para 
Octave, la misma discusión es aplicable a 
nuestras otras herramientas paralelas.
Ficheros de arranque
En las aplicaciones más sencillas, múltiples 
instancias de Octave se arrancan desde la lí-
nea de comandos mediante mpirun y ellas 
deben invocar MPI_Init y MPI_Fina-
lize, sin ningún tipo de soporte automati-
zado. Esta alternativa es la más parecida a 
la habitual aplicación paralela en lenguaje 
C o Fortran con MPI. El benchmark de de-
mostración NPB-EP (NAS Parallel Bench-
marks – Embarrassingly Parallel) incluido 
en MPITB y presentado en [23] y la aplica-
ción de estudio Mandelbrot presentada en 
este trabajo, funcionan de esta forma.
Por otro lado, cuando se inician instancias 
esclavas interactivamente desde un proce-
COMPuTACIóN CIENTíFICA PARALELA MEdIANTE uSO dE hERRAMIENTAS PARA PASO dE MENSAjES
60
so Octave maestro mediante el comando 
MPI_Comm_spawn, conviene reunir los 
comunicadores del maestro y los esclavos 
para facilitar el direccionamiento mediante 
rangos en un único comunicador. Los ejem-
plos del tutorial MPITB funcionan de esta 
forma. Para lograr este propósito, conviene 
modificar el fichero de arranque de Octave 
.octaverc para que no solamente añada 
el path de la herramienta, sino que también 
detecte si se trata de una instancia esclava y 
en dicho caso invoque MPI_Init y MPI_
Intercomm_merge, ahorrando al usuario 
interactivo teclearlo en todas las instancias 
esclavas. En la instancia maestra sí se debe 
teclear MPI_Intercomm_merge tras MPI_
Comm_spawn, para completar la colectiva 
iniciada por los esclavos.
Esta costumbre basada en la experiencia 
interactiva de la herramienta terminó con-
virtiéndose en una completa colección de 
ficheros de arranque y correspondientes 
protocolos de comunicación, cada uno per-
sonalizado a una situación particular, como 
se explica con mayor detalle en [23]. Ade-
más de los ficheros de arranque ya men-
cionados “ajuste de path” y “reunión de 
comunicadores”, están disponibles otros 
esquemas como “broadcast” (usado por las 
demos Pi, Ping-pong y Spawn) y “número 
de comandos” (usado por la demo Wave-
lets). Los usuarios finales pueden también 
redactar sus propios ficheros de arranque y 
utilidades de protocolo en lenguaje Octave.
Utilidades de protocolo
En aplicaciones más complejas, los usuarios 
pueden desear enviar a los SCE esclavos un 
número fijo o indeterminado de comandos, 
posiblemente junto con las variables sobre 
las cuales operar. O tal vez el mismo co-
mando es repetidamente ejecutado sobre 
datos diferentes. El esquema de arranque 
denominado “número de comandos” y los 
scripts de apoyo al proceso maestro propor-
cionados por MPITB bastan para afrontar 
todas estas situaciones de una forma siste-
mática.
El protocolo NumCmds funciona como se 
indica gráficamente en la Fig. 2. Los scripts 





















Fig. 2 Resumen simplificado del protocolo NumCmds, 
usando LAM/MPI en este caso. LAM_Init arranca n dae-
mons LAM. Octave_Spawn inicia n instancias de Octa-
ve en esos nodos. Estas instancias terminan ejecutando 
un bucle recv-unpack-eval programado en el script star-
tup_NumCmds. En este caso el bucle hará nc iteraciones 
según lo prescrito en el maestro mediante NumCmds_Init. 
En cada iteración el maestro Octave envía mediante 
NumCmds_Send un comando diferente (o vacío “” para 
repetir el anterior) y opcionalmente datos, a cada esclavo
El usuario se conectaría al nodo princi-
pal del cluster, arrancaría una sesión SCE 
maestra, y definiría la lista de nodos que 
desea usar como esclavos (en un cell-array 
de strings). Los n primeros son usados por 
las utilidades LAM_Init y Octave_Spawn 
para construir la sesión Octave paralela. Al 
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ejecutar el fichero de arranque .octaverc 
las instancias detectan que son esclavas y 
saltan al fichero de arranque NumCmds, que 
espera recibir del maestro un número inicial 
de comandos nc, significando 0 un número 
indeterminado de ellos (se seguiría iterando 
hasta que los esclavos recibieran el coman-
do “quit”). Los esclavos entran entonces en 
un bucle recv-unpack-eval, con lo cual se 
ejecuta en cada iteración el comando envia-
do como string por parte del maestro.
Utilidades de instrumentación
Prácticamente la totalidad de usuarios de es-
tas herramientas necesitarán conocer cómo 
se consume el tiempo en su aplicación SCE 
secuencial, para escoger las partes que más 
tiempo consuman como objetivo a paraleli-
zar. A este efecto, MPITB proporciona una 
serie de rutinas de fácil uso (time_stamp, 
look_stamp, etc.) para generar, manipular 
y mostrar gráficamente los datos de instru-
mentación. Mostrar estos datos en un for-
mato directamente comprensible puede ser 
de enorme ayuda para paralelizar correcta-
mente una aplicación. 
La Fig. 3 muestra el aspecto de la informa-
ción de instrumentación para una de las de-
mos Wavelet.
estuDIO De CAsO:  
COnjuntO De mAnDelbROt
la importancia de los Problemas juguete
La estrategia de PVMTB y MPITB para 
atraer a usuarios es proporcionar ganancia 
en velocidad lineal para aplicaciones con 
escalabilidad lineal. Muchas aplicaciones 
normalmente utilizadas por usuarios SCE 
presentan buena escalabilidad, y bastantes 
Fig. 3 Información de instrumentación para la demo WaveHalf. Si el usuario utiliza etiquetas time_stamp con prefijo 
común, look_stamp puede agruparlas, lo cual es muy conveniente para una visualización jerárquica. En este ejemplo, el 
usuario ha expandido la subrutina WHdwt2Mast (0.6s-1.8s aprox. de los 3.5s que tarda WaveHalf), y entonces WHdwt2Slav 
(0.15s-1.15s aprox. de los 1.2s de WHdwt2Mast).
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de ellas escalabilidad casi lineal, esto es, 
que con dos procesadores se ejecute el do-
ble de rápido, con tres casi el triple, y así 
sucesivamente. 
La escalabilidad es una propiedad del al-
goritmo implementado en la aplicación 
paralela, no de la herramienta en sí, y es 
abundante la literatura (p. ej. [122]) que es-
tudia abstractamente algoritmos paralelos 
por paso de mensajes sin indicar qué herra-
mienta concreta se ha de usar. En dichos es-
tudios las latencias, anchos de banda y otras 
características particulares de la herramien-
ta se dejan indicados como parámetros, y 
corresponde a la herramienta cumplir o no 
las expectativas (latencia suficientemente 
pequeña, ancho de banda suficientemente 
grande) requeridas para que el algoritmo 
escale bien.
Por eso son preferibles problemas con car-
ga computacional reducida (problemas ju-
guete, toy problems) para evaluar las pres-
taciones de herramientas distintas. De esta 
forma, menores diferencias en prestaciones 
tienen alguna posibilidad de alterar el tiem-
po de ejecución paralelo. No solo se trata 
de que el tiempo consumido por la transmi-
sión de datos debe ser mucho menor que el 
tiempo de computación de la aplicación (si 
es que se espera obtener ganancia en velo-
cidad), sino que nos interesa evaluar la di-
ferencia entre los costes de transmisión de 
las distintas herramientas; esas diferencias 
deberían ser una pequeña fracción del tiem-
po total de transmisión, y éste debería ser a 
su vez una pequeña fracción del tiempo de 
ejecución paralelo. Si esas diferencias han 
de manifestarse, será más fácil conseguirlo 
con problemas de juguete.
La Fig. 5 en la referencia [40] de August 
y Kanade es un excelente ejemplo de esta 
afirmación, ya que solo con tamaños tan pe-
queños que no eran realistas se consiguió 
que la ganancia en velocidad de nuestra he-
rramienta MPITB se separara de la lineali-
dad ideal.
Si se obtienen ganancias aceptables para 
el problema de tamaño juguete, sólo cabe 
esperar mejores resultados para problemas 
de tamaño real, donde la proporción entre 
costes de comunicación vs. computación 
usualmente disminuye o se mantiene cons-
tante, por difuminarse el efecto de las laten-
cias. Si la proporción aumentara, no tendría 
sentido desear manejar el tamaño entero 
sino procesarlo por bloques, a menos que 
la aplicación permitiera ocultar el coste de 
la comunicación solapándola con la compu-
tación, en cuyo caso la diferencia de pres-
taciones entre herramientas quedaría como 
asunto de menor importancia. De nuevo, 
esta posibilidad de solapar sería una propie-
dad de la aplicación, no de la herramienta.
el Conjunto de mandelbrot
Aunque el estudio matemático del conjunto 
de Mandelbrot es un tema complejo e im-
portante en dinámica holomorfa (Complex 
dynamics) y otros campos de estudio, ge-
nerarle una aproximación gráfica por com-
putador (Fig. 4) es un problema juguete, y 
además uno frecuentemente encontrado en 
la literatura ([122], [58], [50]).
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Fig. 4 Conjunto de Mandelbrot: aproximación gráfica 
entre los límites [-1.78-1.42i, 1.42+1.78i]. La circunfe-
rencia de radio 2 queda expuesta en tres de las esquinas. 
Se asignan colores más claros conforme más iteraciones 
requiere el pixel, reutilizando la paleta cada 10 colores. 
Si se alcanza el límite de iteraciones el pixel se deja sin 
colorear (negro). Para esta figura se usaron 64 iteraciones 
y 600x600 pixels. una zona similar escogieron los autores 
de [58]. Más adelante se indica una propiedad de esta zona 
respecto al reparto de carga
Se puede encontrar una buena explicación 
online en Wikipedia [123]. Para cada 




2+c. El Conjunto 
de Mandelbrot es el lugar geométrico de 
los puntos donde la secuencia no diverge.
Por motivos prácticos, se selecciona 
previamente la porción del plano 
complejo a visualizar (estando las 
características más interesantes en el 
rectángulo [(-2-i), (0.5+i)], o el disco 
cerrado de radio 2), el cálculo de la 
secuencia se restringe a las coordenadas 
correspondientes a los pixeles de la 
imagen resultado, y se fija un máximo de 
iteraciones por pixel permitidas.
La  condición  de   divergencia  se  da   por
satisfecha cuando el módulo |z| alcance 2 
(esto es, fuera del disco). Es costumbre 
colorear los pixeles según el número de ite-
raciones realizadas, lo cual revela también 
las Curvas de Mandelbrot, que convergen 
a la frontera del Conjunto de Mandelbrot.
versión secuencial
El código de esta demo en MPITB está vec-
torizado, esto es, opera en arrays comple-
tos en lugar de iterar sobre los elementos, 
prefiriendo velocidad a ahorro de espacio. 
Una versión iterativa, más lenta, haría un 
bucle anidado sobre las coordenadas (fila 
y columna), almacenando únicamente el 
contador final de iteraciones requerido para 
colorear el pixel. La solución vectorizada, 
más rápida, requiere arrays para almacenar 
las coordenadas c, la secuencia z, los con-
tadores de iteraciones mandel, y los índices 
que no divergen mset, como se muestra en 
la Fig. 5.
 [x,y]=meshgrid(r_min + scl_r*[0.5:1:x_siz],... 
 i_min + scl_i*[0.5:1:y_siz]); 
    c=      (x + i*y);  % plano complejo 
    z= zeros(size(c));  % secuencia z 
mandel= zeros(size(c));  % iteraciones 
  mset=1:prod(size(c));  % puntos no diverg 
for counter=1:max_it 
 mset(abs(z(mset))>=MOD)=[]; % eliminar diverg 
 z(mset)=z(mset).^2+c(mset); % iter z = z^2 + c 
 mandel(mset)=counter;       % colorear 
end 
Fig. 5 Código Octave vectorizado para calcular el Conjun-
to de Mandelbrot. Las coordenadas de los centros de pixel 
en el plano complejo se almacenan en c. La secuencia z 
se itera simultáneamente en todos los puntos que aún no 
hayan divergido (instrucción central del bucle), anotándo-
seles que llegaron a esta iteración. Antes de iterar se elimi-
nan de la lista de puntos aquellos que diverjan
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Para paralelizar este tipo de aplicaciones se 
suelen usar técnicas de división de dominio, 
ya sean estáticas o dinámicas. La carga de 
trabajo se divide conceptualmente en sec-
ciones que pueden ser calculadas indepen-
dientemente, y los resultados parciales son 
posteriormente incorporados en la solución 
final. una partición estática se realiza antes 
de iniciar los cálculos, según el número y 
prestaciones de los procesadores disponi-
bles, para que no haya procesadores ocio-
sos y todos los resultados se obtengan a su 
tiempo. 
Una partición dinámica se realiza durante 
la propia ejecución de la aplicación parale-
la, siendo la “bolsa de tareas” (task-bag, o 
work-pool) la técnica más común: la carga 
se divide en muchas tareas independientes 
pequeñas (muchas más que procesadores 
disponibles) y un proceso maestro reparte 
inicialmente una tarea a cada procesador; 
en cuanto hay disponible algún resultado, el 
maestro lo incorpora a la solución y vuelve 
a asignar otra tarea de la bolsa al procesador 
ocioso. Aunque esto implica más mensajes 
y mayor sobrecarga de comunicaciones, 
proporciona una cierta forma de equilibrio 
de carga automático: el reparto de carga no 
se realiza estáticamente a la hora de dise-
ñar la aplicación, con fórmulas cerradas 
(N subtareas de carga apropiada para los 
N procesadores disponibles), sino dinámi-
camente conforme se ejecuta la aplicación. 
Esto es ventajoso cuando la carga asociada 
a una subtarea no es fácilmente predecible 
en función de sus dimensiones.
versión paralela - división de dominio 
estática
Frecuentemente (sobre todo con procesa-
dores de idénticas prestaciones ejecutando 
el mismo código paralelo) se estima que la 
carga crece linealmente con el tamaño del 
subproblema, y se asume que a igual tama-
ño, igual carga. 
Eso no se cumple en la demo de Mandelbrot 
en general, y menos aún en los límites mos-
trados en la Fig. 4 en particular, ya que los 
pixeles del exterior divergen en muy pocas 
iteraciones (los externos al disco de radio 2 
ni siquiera llegan a cumplir una iteración), 
los pixeles centrales no divergen y consu-
men las 64 iteraciones, y la carga no puede 
predecirse según el tamaño del subdominio, 
y puede resultar muy desigualmente repar-
tida.
Con los límites de la Fig. 4, el típico reparto 
de dominio en franjas verticales (de igual 
anchura, tantas como procesadores disponi-
bles) produciría columnas casi sin carga en 
el tercio derecho del dominio, quedando in-
mediatamente ociosos los procesadores que 
les fueron asignados. 
Es obligado mencionar como ventaja de 
esta técnica que el código paralelo es inme-
diato de programar, mostrándose la parte 
relevante en la Fig. 6. Las ganancias que 
hemos obtenido (Fig. 7) corroboran nuestra 
reflexión anterior, discrepando hasta cierto 
punto con algún resultado en la literatura 
[58]. 
Se puede comprender que aquellos auto-
res no desearan mostrar las eficiencias para 
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3 y 5 procesadores, y se puede excusar 
que no se muestren las ganancias, siendo 
eficiencia=ganancia/nº procesadores, pero 
sin conocer los tiempos de ejecución no se 
puede valorar apropiadamente el significa-
do de que las eficiencias de una herramienta 
sean a veces superiores y a veces inferiores 
a los de otra.
En la Fig. 14 y en los Comentarios se trata 
con más detalle cómo un reparto entre un nº 
impar de procesadores causa que la franja 
central tenga un coste muy superior al resto.
El Conjunto de Mandelbrot es (al menos 
en estos límites) una de esas aplicaciones 
para las cuales conviene usar un esquema 
de paso de mensajes más complejo, aunque 
en principio pueda parecer más ineficiente 
por requerir un patrón de comunicaciones 
más intenso.
versión paralela – bolsa de tareas
El paradigma de bolsa de tareas es inmedia-
tamente adaptable a este problema juguete, 
dividiendo la carga total en columnas de 1 
pixel de anchura, en lugar de franjas verti-
cales. La sobrecarga causada por el gran nú-
mero de pequeños mensajes no es tan grave 
como resultó ser (en los límites escogidos) 
el desequilibrio de carga con 3 franjas (u 
otro número impar, en general) en la Fig. 7.
Además, la carga de cada columna crece y 
decrece gradualmente conforme se barre el 
eje real (ver Fig. 4), así que al acabarse la 
bolsa todos los procesadores han recibido 
una columna con muy poca carga, con lo 
cual el tiempo que pasan ociosos esperando 
al último es despreciable. 
Los resultados se muestran en la Fig. 8. 
Aunque la técnica es conceptualmente in-
mediata de aplicar, la lógica e indexado re-
queridos para implementarla son bastante 
elaborados, especialmente si se desea que 
el proceso que reparte la bolsa trabaje tam-
bién, como hemos elegido en esta variante.
Fig. 6 Código Octave paralelo para calcular el Conjunto de 
Mandelbrot por reparto de dominio estático. Conociendo 
el número de líneas a calcular (x_siz), el de procesadores 
disponibles (nprc) y su propio rango (rank), cada proceso 
puede determinar su línea de inicio y número de líneas 
a calcular, que son parámetros para la función CalcStrip. 
Los procesos esclavos devuelven el resultado al maestro, 
el cual incorpora las franjas verticales en la imagen final.
 info      =MPI_Init;            % Iniciar MPI
  WORLD=MPI_COMM_WORLD;
[info rank]=MPI_Comm_rank(WORLD); % reparto
[info nprc]=MPI_Comm_size(WORLD); % estático franja
lins	=			fix(x_siz/nprc);	 %	líneas	por	rank
rlns	=			rem(x_siz,nprc);	 %	repartir	resto
 nlns=lins +  (rank<rlns); % a primeros rank
	strl=lins*rank+min(rank,rlns);	 %	línea	de	inicio
if rank!=MAST % ** esclavos **
strip           =CalcStrip(strl,nlns); %calculo
	 info	=	MPI_Send(strip,MAST,RTAG,WORLD);%y	envío
else % ** maestro **
mandel=zeros(y_siz,x_siz);	 %	sitio	solución
mandel(:,1:nlns)=CalcStrip(strl,nlns); %calculo
    % y recibo resto
strip=zeros(y_siz, nlns); % sitio recibir
for slv=1:nprc-1 % cualquier orden
 [info stat]=MPI_Recv(strip,ANYS,RTAG,WORLD);
 task=stat.src; % cuál esclavo?
 nlns=lins+        (task<rlns); % localizar

























































Fig. 7 Tiempo de ejecución, ganancia en velocidad y efi-
ciencia para la versión paralela por división de dominio 
habitual (franjas verticales).
La otra variante de bolsa de tareas, en don-
de el nodo maestro ejecuta dos procesos, 
uno dedicado al reparto y otro trabajando 
como un esclavo normal, es más fácil de 
programar, y el S.O. suele realizar un buen 
trabajo conmutando entre ambos procesos, 
como se puede comprobar en los resultados 
de la Fig. 10, correspondientes al código 
que (ahora sí) se ha podido resumir en la 
Fig. 9. Es de destacar que la eficiencia no 
cae ahora inmediatamente por debajo de 0.9 
en cuanto se usan dos procesadores, como 





















































Fig. 8. Tiempo de ejecución, ganancia en velocidad y efi-
ciencia para la versión paralela por bolsa de trabajo, 1ª 
variante con proceso de reparto que también trabaja
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if rank==MAST            % reparto – no trabajo
		mandel=zeros(y_siz,	x_siz);	 %	sitio	para	imagen
    line=zeros(y_siz,     1); % sitio para colum
		for	slv=1:nprc-1								%	índice	col	a	esclavos
    info=MPI_Send(slv,slv,DTAG,WORLD);
  end                    % 1ª tarea, col==slv
		TaskCast	=	1:nprc-1;%	anotación	inicial	tareas
					flght	=			nprc-1;	%	nº	de	tareas	en	vuelo
       col =   nprc-1; % última col enviada
		while	flght>0						%	recibir	hasta	bolsa	vacía
   [info stat]=MPI_Recv(line,ANYS,RTAG,WORLD);
    slv=stat.src;  % cuál esclavo?
				slvcol=TaskCast(slv);			%	qué	linea	se	envió?
    mandel(:,slvcol)=line; % guardar result
				if	col<x_siz	 %	bolsa	vacía?	no
       col  =  col+1;     % en vuelo los mismos
       info =  MPI_Send(col, slv, DTAG,WORLD);
       TaskCast (slv) = col; % anotar sig tarea
    else
							flght=flght-1;			%	bolsa	vacía,	en	vuelo	-1





 [info stat]  =MPI_Recv(col ,MAST,ANYT,WORLD);
		while	stat.tag==DTAG		%	data	tag/terminate	tag
         line =CalcLine(col);
    info      =MPI_Send(line,MAST,RTAG,WORLD);
   [info stat]=MPI_Recv(col ,MAST,ANYT,WORLD);
  end                 % devolv.result, recv tarea
end     % rank==MAST
Fig. 9 Código Octave paralelo para calcular el Conjunto de 
Mandelbrot por bolsa de tareas. En esta segunda variante 
hay un proceso (rango 0) dedicado al reparto, recogiendo 
resultados y enviando nuevas tareas a los procesos que van 
quedando ociosos, o enviando un mensaje de terminación 
si la bolsa está vacía ya. La asignación de tareas se anota 
(en TaskCast) para facilitar la incorporación de resultados 
cuando se reciban. Los procesos esclavo calculan líneas 
(CalcLine) y devuelven resultados hasta que se reciba un 
mensaje de terminación. El nodo maestro ejecuta el proce-






















































Fig. 10 Tiempo de ejecución, ganancia en velocidad y 
eficiencia para la versión paralela por bolsa de trabajo, 
2ª variante con proceso separado para reparto de tareas
versión paralela - conocimiento del usuario
Ambas técnicas, franjas y bolsa de tareas, 
son adaptables a muchas aplicaciones SCE, 
y pueden ofrecerse a los usuarios finales en 
forma de rutinas de alto nivel o como cons-
trucciones paralelas (“esqueletos”). Alter-
nativamente los usuarios pueden reutilizar 
el código de demostración proporcionado, 
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adaptándolo a los datos de su aplicación. 
Pero el punto fuerte de los usuarios está en 
el conocimiento que poseen de su campo de 
estudio, y la paralelización de sus aplicacio-
nes puede beneficiarse enormemente de di-
cho conocimiento, como se va a comprobar 
con este ejemplo de juguete.
En los apartados anteriores se vio que la 
división por franjas (estática) causa menos 
comunicaciones, pero sufre desequilibrio 
de carga. La división por columnas (diná-
mica) funciona mejor gracias a la variación 
gradual de la carga a lo largo del eje real 
del plano complejo. Ese conocimiento del 
usuario final sobre el problema a paralelizar 
puede explotarse aún más efectivamente, 
reflexionando que una división por colum-
nas repartidas cíclicamente entre los N pro-
cesadores (de manera que el rango i procesa 
las columnas kN+i) también evita el dese-
quilibrio, impidiendo que las columnas 
de mayor carga (franjas centrales) recai-
gan sobre unos procesadores mientras que 
otros (franjas laterales) quedarán ociosos en 
cuanto terminen la escasa carga asignada. 
Este reparto se suele denominar “a saltos” 
(strided), y es también una división de do-
minio estática, calculada antes de empezar 
a trabajar los esclavos. Para el caso de pro-
cesadores de distintas prestaciones (pero 
conocidas de antemano), la fórmula puede 
alterarse de manera que un procesador que 
puede ir x veces más rápido reciba x veces 
más columnas.
En nuestro caso, todos los procesadores son 
idénticos, el código para realizar el reparto 
a saltos (Fig. 11) es incluso más sencillo que 
para el reparto por franjas, y los resultados 
de ganancia mostrados en la Fig. 12 pueden 
considerarse prácticamente lineales.
info      =MPI_Init; % Iniciar MPI
      WORLD=MPI_COMM_WORLD;
[info rank]=MPI_Comm_rank(WORLD); % reparto
[info nprc]=MPI_Comm_size(WORLD); % estático saltos
	 lins	=			fix(x_siz/nprc);		%	líneas	por	rank
	 rlns	=			rem(x_siz,nprc);	%	repartir	resto
   nlns=lins + (rank<rlns);   % a primeros rank
if rank!=MAST % ** esclavos **
   strip= CalcStrip(nlns,rank,nprc);
   info = MPI_Send(strip,MAST,RTAG,WORLD);
 else % ** maestro **
			mandel=zeros(y_siz,x_siz);	 %	sitio	solución
			mandel(:,1:nprc:x_siz)=...	 %	cálculo	local
       CalcStrip(nlns,rank,nprc); % ver stride
  % resto esclavos
   strip=zeros(y_siz, nlns); % sitio recibir
   for slv=1:nprc-1            % cualquier orden
    [info stat]=MPI_Recv(strip,ANYS,RTAG,WORLD);
      task=stat.src; % cuál esclavo?
      nlns=lins+        (task<rlns);% ver stride
				mandel(:,task+1:nprc:x_siz)=strip(:,1:nlns);
   end                         % adjuntar a sol.
end
Fig. 11 Código Octave paralelo con reparto de dominio es-
tático “a saltos”. No es necesario calcular la línea de inicio 
(strl), CalcStrip necesita conocer rank y nprc, y los resul-
tados se incorporan con indexación a saltos (inic:paso:fin). 
Al calcular columnas esparcidas por el eje real, la carga 
está más equilibrada, incluso para los límites mostrados en 
la Fig. 4, frecuentemente usados en la literatura
COmentARIOs
Para las mediciones se utilizó un cluster 
de 8 nodos biprocesador, como revelan las 
gráficas de escalabilidad y de eficiencia al 
pasar de 8 a 9 procesadores. Pueden eje-
cutarse hasta 8 procesos cada uno en su 
nodo, teniendo que compartir nodo (y por 
tanto acceso a memoria) el 9º con algún 
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de bolsa de trabajo, cuando éstos requieren 
paso de mensajes (2ª variante) o al menos 
operaciones adicionales. Aunque no resulte 
intuitivamente obvio, procesar el dominio 
columna a columna, o en bloques en gene-
ral, puede ser más eficiente que realizar la 
operación vectorizada de una vez sobre el 
dominio completo. El tamaño de bloque óp-
timo depende obviamente de la aplicación 
y datos concretos. En nuestro caso, queda 
claro que el dominio es lo suficientemente 
grande como para usar procesamiento por 
bloques, ya que incluso con bloques de una 
columna mejora el tiempo de ejecución. El 
tamaño de bloque óptimo podría ser una 
columna, varias, o el dominio entero, se-
gún las velocidades relativas del intérprete 
Octave y del sistema de memoria (para ese 
tamaño de bloque).
El código para procesamiento por bloques 
es ligeramente más complicado, y la granu-
laridad óptima depende del computador 
usado, siendo esas las principales razones 
para haber preferido usar el código de la 
Fig. 5. Por completar el estudio, al código 
secuencial se le añadió procesamiento por 
bloques, siendo el nº de bloques un paráme-
tro, y se ejecutó en tres computadores dis-
tintos: un nodo de nuestro cluster Athlon, 
otro nodo Xeon, y un computador de sobre-
mesa de prestaciones inferiores. El tamaño 
de bloque óptimo varió entre 8 y 4 colum-
nas (Fig. 13), requiriendo entre 75 y 150 
iteraciones (bloques) para procesar las 600 
columnas del dominio completo. En el clus-
ter Xeon no se hubiera notado esa mejora 
anti-intuitiva en los tiempos de los algorit-
















































Fig. 12 Tiempo de ejecución, ganancia en velocidad y 
eficiencia para la versión paralela con reparto estático a 
saltos.
otro proceso. Esa ligera pérdida de presta-
ciones es comprensible, habiéndose usado 
código vectorizado para iterar la secuencia 
zk+1=zk
2+c, esto es, prefiriendo velocidad a 
ahorro de espacio.
Comparando los tiempos de ejecución para 
un procesador en las cuatro versiones, pue-
de extrañar que tarden menos los algoritmos 
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ser más rápido procesar el dominio comple-




























Fig. 13 Tiempo de ejecución en un solo computador, usan-
do procesamiento por bloques. El dominio se divide en el 
nº de bloques indicado en la abscisa, desde 600 bloques de 
una columna a un solo bloque (el dominio completo). El 
tamaño óptimo depende de las velocidades relativas del 
intérprete Octave y de las prestaciones del sistema de me-
moria procesando vectorialmente bloques de dicho tama-
ño. Diferentes computadores muestran distintos óptimos. 
A 8B/double, un bloque de 8 columnas ocupa 38400B, sin 
relación inmediata con los (mayores) tamaños de caché de 
los procesadores.
Estrictamente hablando, la ganancia en ve-
locidad de un programa paralelo es la razón 
entre el tiempo del mejor programa secuen-
cial y el del programa paralelo. En nues-
tras gráficas hemos comparado los tiempos 
paralelos en un solo procesador con el de 
varios procesadores, como también es habi-
tual en la literatura. de seguir la definición 
literalmente, debería demostrarse que el al-
goritmo usado es el óptimo, al menos en la 
plataforma usada para el experimento.
Estudiando el código de la Fig. 5, también 
puede extrañar que se coloreen en cada ite-
ración todos los puntos que aún no diver-
gen. En otra optimización de menor im-
pacto, inicializamos la imagen mandel al 
nº máximo de iteraciones, coloreando en 
cada iteración solo los elementos divergen-
tes. Aunque esto ahorra la mayoría de las 
asignaciones de color, el ahorro de tiempo 
es aún menor que el previamente discutido 
con procesamiento por bloques, así que de 
nuevo preferimos la más sencilla y elegante 
versión de la Fig. 5.
El tipo base por defecto para los arrays en 
estos SCEs es el double de 8B, para el cual 
están definidas prácticamente la totalidad 
de operadores y rutinas, siendo por tanto el 
tipo más cómodo de usar. No se ha conside-
rado el uso de tipos enteros más pequeños 
para la imagen mandel. Se podría argu-
mentar que incluso unsigned byte serviría 
para almacenar hasta un máximo de 256 
iteraciones (más que las 64 aquí usadas), y 
eso sería ventajoso a la hora de recolectar 
imágenes parciales de los computadores es-
clavos (hasta 8 veces más rápido, según el 
tamaño transmitido). Sin embargo, operar 
con estos tipos de datos puede ser ineficien-
te, complicado, o estar sencillamente prohi-
bido (según el entorno SCE usado y la ver-
sión concreta), y pronto nos veríamos recu-
rriendo a costosos typecasts para obtener la 
Fig. 4, que necesita una operación mod().
unas sencillas trazas XMPI como las mos-
tradas en la Fig. 14 para 8 y 9 procesos de 
la versión por franjas pueden ilustrar las 
totalmente dispares escalas de tiempo para 
comunicación y computación en este estu-
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dio de caso. Esa disparidad es conveniente, 
volviendo a la reflexión de la Sección I.A, 
si se esperan buenas ganancias de la para-
lelización. También desalienta respecto al 
cambio de tipo de datos comentado, ya que 
el ahorro sería insignificante en compara-
ción con el desequilibrio de carga. No con-
viene complicar el código para reducir a 1/8 
un tiempo de comunicación que de por sí ya 
es reducido en comparación con el tiempo 
de computación, mientras que éste está cla-
ramente desequilibrado. Además, todos los 
tiempos de comunicación quedan solapados 
con computación salvo el último, ya que el 
proceso recolector no tiene ninguna otra ta-
rea que realizar salvo recibir esos mensajes.
El tiempo paralelo está principalmente de-
terminado por la carga de trabajo de la franja 
central, lo cual convierte a este (desequili-
brado) ejemplo de juguete en un pobre ben-
chmark para herramientas de programación 
paralela, volviendo a la reflexión de la Sec-
ción I.A. La variante a saltos sería mucho 
más apropiada a tal fin, ya que corrige el 
desequilibrio y deja de ocultar el tiempo de 
transmisión solapándolo con computación. 
La variante de bolsa de trabajo sería mejor 
aún, ya que ejercita mucho más el paso de 
mensajes, aunque no sea tan eficiente.
Este desequilibrio causa la bajada al 40% 
de eficiencia en la versión por franjas en la 
Fig. 7. Las iteraciones por columna en el 
área central son unas 2.5 veces superiores a 
la media, de ahí el límite de 0.4, alcanzado 
cuando la franja central cae enteramente en 
el área 2.5x (7…9 procesadores) y manteni-
do desde entonces. 
Fig. 14 Trazas XMPI para la ejecución con 8 (arriba) y 9 
(abajo) procesadores de la versión por franjas. El tiem-
po de transmisión es despreciable en comparación con la 
carga de trabajo, pese a estar usándose tipos de datos do-
uble. Casi todo el coste de transmisión está solapado con 
el coste computacional de la franja central, que determina 
mayormente el tiempo de ejecución total. Si se usara esta 
variante para comparar distintas herramientas de paso de 
mensajes, la única transmisión que no quedaría oculta se-
ría la última recolección de datos de la franja central, que 
es una fracción (1/8, 1/9) del total de comunicaciones, que 
a su vez es una pequeña fracción del tiempo paralelo total. 
Las diferencias se pueden disimular aún más incremen-
tando la carga computacional del ejemplo, ya sea aumen-
tando el tamaño de la imagen o el nº de iteraciones de la 
secuencia z
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Se podría prefijar un límite distinto cam-
biando el parámetro max_it de la Fig. 5 
(máximo nº de iteraciones para decidir di-
vergencia) y alterando así la densidad de 
trabajo en las franjas centrales, como se 

















































Fig. 15 Tiempos de ejecución y eficiencias de la variante 
por franjas para 3 valores del parámetro max_it = 16, 64, 
1024. Al incrementarlo, aumenta la carga dentro del con-
junto de Mandelbrot, pero la carga media no aumenta tan-
to porque el conjunto es apenas la cuarta parte del domi-
nio escogido, lo cual prefija un límite inferior de eficiencia 
aún menor que el 40% correspondiente a max_it	= 64. 
Los tiempos y eficiencias para 64 ya se habían dado en la 
Fig. 7. Para 1024, los tiempos llegan hasta 120s, fuera del 
gráfico, y el trazado tiene forma similar, aunque aún más 
pronunciada
Se espera haber clarificado con esta discu-
sión nuestro comentario de la Sección I.d, 
respecto a que sin conocer los tiempos de 
ejecución no se puede valorar apropiada-
mente el hecho de que las eficiencias de una 
herramienta sean a veces superiores y a ve-
ces inferiores a los de otra.
COnClusIÓn
Con la popularización de los clusters de 
computadores, una potencia de cálculo pre-
viamente no disponible quedó al alcance 
de usuarios normales. Pero muchos usua-
rios programan sus aplicaciones de cálculo 
intensivo en Entornos de Cálculo Científi-
co (Scientific Computing Environments, 
SCE). Las herramientas PVMTB y MPITB 
permiten a estos usuarios utilizar esta poten-
cia de cálculo, al precio de adaptar sus apli-
caciones secuenciales al paradigma de pro-
gramación de paso de mensajes explícito. 
En algunos casos esta adaptación es inme-
diata, y las herramientas proporcionan una 
serie de utilidades para facilitarla en casos 
más complicados. Para muchos ejemplos, 
como la demo Mandelbrot, es posible obte-
ner un esquema de escalabilidad lineal. In-
cluso para aplicaciones inherentemente ite-
rativas y secuenciales (como optimización 
MLE/BFGS), algunos usuarios finales han 
obtenido escalabilidades muy buenas.
El paso de mensajes ha sido considerado 
tradicionalmente como muy complejo y 
de demasiado bajo nivel para los usuarios 
SCE, pero las ganancias en prestaciones no 
pueden ser simplemente ignoradas. Ade-
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más, alternativas de más alto nivel tienden 
a incluir un creciente número de primitivas 
de bajo nivel como solución alternativa, o 
como único medio de proporcionar la fun-
cionalidad deseada.
una serie de usuarios finales han utilizado 
con éxito nuestras herramientas para inves-
tigación, educación y desarrollo de soft-
ware. A todos ellos les agradecemos su con-
tribución a popularizar la computación en 
paralelo (e indirectamente, el paso de men-
sajes) en sus campos respectivos. También 
les agradecemos su realimentación, que ha 
mejorado enormemente las versiones origi-
nales de las herramientas y guiado el desa-
rrollo de las utilidades de apoyo.
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