Abstract-Hybrid optimal control problems are studied for a general class of hybrid systems where autonomous and controlled state jumps are allowed at the switching instants and in addition to terminal and running costs switching between discrete states incurs costs. The statements of the Hybrid Minimum Principle and Hybrid Dynamic Programming are presented in this framework and it is shown that under certain assumptions the adjoint process in the Hybrid Minimum Principle and the gradient of the value function in Hybrid Dynamic Programming are governed by the same set of differential equations and have the same boundary conditions and hence are almost everywhere identical to each other along optimal trajectories. Analytic examples are provided to illustrate the results and, in particular, a Riccati formalism for linear quadratic hybrid tracking problems is presented.
I. INTRODUCTION
Pontryagin's Minimum Principle (MP) [1] and Bellman's Dynamic Programming (DP) [2] serve as the two key tools in optimal control theory. The Minimum Principle can be considered as a generalization of Hamilton's canonical system in Classical Mechanics as well as an extension of Weierstrass's necessary conditions in Calculus of Variations [3] , while Dynamic Programming theory, including the Hamilton-JacobiBellman (HJB) equation, may be considered as an extension of the Hamilton-Jacobi theory in Classical Mechanics and of Carathéodory's theorem in Calculus of Variations [4] . Both the MP and DP constitute necessary conditions for optimality which under certain assumptions become sufficient (see e.g. [4] - [8] ). However, Dynamic Programming is widely used as a set of sufficient conditions for optimality after the optimal control extension of Carathéodory's sufficient conditions in Calculus of Variations (see e.g. [4] - [6] ).
The relationship between the Minimum Principle and Dynamic Programming, which were developed independently in 1950s, was addressed as early as the formal announcement of the Pontryagin Minimum Principle [1] . In the classical optimal control framework, this relationship has been elaborated by many others since then (see e.g. [4] - [15] ). The result states that, under certain assumptions (see e.g. [5] , [7] ), the adjoint process in the MP and the gradient of the value function in DP are equal, a property which we shall sometimes refer to as the adjoint-gradient relationship. While this relationship has been proved in various forms, the majority of arguments are based on the following two key elements: (i) the assumption of the openness of the set of all points from which an optimal transition to the reference trajectory is possible [1, p. 70 (ii) the inference of the extremality of the reference optimal state for the corresponding optimal control [1, p. 72] . Then with the assumption of twice continuous differentiability of the value function, the method of characteristics (see e.g. [5] , [7] ) can be employed to obtain the aforementioned relationship which is analogous to the derivation of the equivalence of the Hamiltonian system and the Hamilton-Jacobi equation. For certain classes of optimal control problems, the assumption of twice differentiability is intrinsically satisfied since the total cost can become arbitrarily large and negative if the second partial derivative ceases to exist (see e.g. [15] ). But in general, even once differentiability of the value function is violated at certain points for numerous problems (see e.g. [5] , [6] , [14] - [17] ). Consequently, the adjoint-gradient relationship is usually expressed within the general framework of nonsmooth analysis that declares the inclusion of the adjoint process in the set of generalized gradients of the value function [9] - [14] . However, the general expression of the adjointgradient relationship in the framework of nonsmooth analysis is unnecessary for optimal control problems with appropriately smooth vector fields and costs, when the optimal feedback control possesses an admissible set of discontinuities [7] .
In contrast to classical optimal control theory, the relation between the Minimum Principle and Dynamic Programming in the hybrid systems framework has been the subject of limited number of studies (see e.g. [18] - [20] ). One of the main difficulties in the discussion of hybrid systems is that the term "hybrid" is not restrictive enough and, inevitably, the domains of definition of hybrid systems employed for the derivation of the results of hybrid optimal control theory (see e.g. [21] - [47] ) do not necessarily intersect in a general class of systems. This is especially due to the difference in approach and the assumptions required for the derivation of necessary and sufficient optimality conditions in the two key approaches. Hence, in order to establish the relationship between the Hybrid Minimum Principle (HMP) and Hybrid Dynamic Programming (HDP), there is the preliminary task of choosing an appropriately general class of hybrid systems within which the desired HMP and HDP results are valid. This is one of the tasks addressed in this paper before establishing the relation between the Minimum Principle and Dynamic Programming for classical and hybrid control systems.
The organisation of the paper is as follows: In Section II a definition of hybrid systems is presented that covers a general class of nonlinear systems on Euclidean spaces with autonomous and controlled switchings and jumps allowed at the switching states and times. Further generalizations such as the lying of the system's vector fields in Riemannian spaces [28] , [29] , nonsmooth assumptions [21] - [24] , [35] , [36] , and state-dependence of the control value sets [30] , as well as restrictions to certain subclasses such as those with regional dynamics [40] , [41] , specified families of jumps [35] - [38] and systems with locally controllable trajectories [27] which are required for the sufficiency of the results are avoided so that for the selected class of hybrid systems, the associated Hybrid Minimum Principle, Hybrid Dynamic Programming theory, together with their relationships, are derived in a unified general framework. Similarly, the selected class of hybrid optimal control problems in Section III covers a general class of hybrid optimal control problems with a large range of running, terminal and switching costs. With the exception of the infinite horizon problems considered in [34] - [38] , this framework is in accordance with the majority of the work on the Hybrid Minimum Principle (HMP) (see [18] - [20] , [23] - [30] , [48] , [49] ) and a number of publications on Hybrid Dynamic Programming (HDP) (see e.g. [39] - [42] ) defined on finite horizons.
The statement of the Hybrid Minimum Principle is presented in Section IV where necessary conditions are provided for the optimality of the trajectory and the controls of a hybrid system with fixed initial conditions and a sequence of autonomous or controlled switchings. These conditions are expressed in terms of the minimization of the distinct Hamiltonians indexed by the discrete state sequence of the hybrid trajectory. A feature of special interest is the set of boundary conditions on the adjoint processes and the Hamiltonian functions at autonomous and controlled switching times and states; these boundary conditions may be viewed as a generalization to the optimal control case of the Weierstrass-Erdmann conditions of the calculus of variations [50] .
In Section V, the Principle of Optimality is employed to introduce the cost to go and the value functions. It is proved that on a bounded set in the state space, the cost to go functions are Lipschitz with a common Lipschitz constant which is independent of the control and hence their infimum, i.e. the value function, is Lipschitz with the same Lipschitz constant. The necessary conditions of Hybrid Dynamic Programming are then established in the form of the Hamilton-Jacobi-Bellman (HJB) equation and the corresponding boundary conditions.
In Section VI, the main result is given describing the relationship of the HMP and HDP. The proof is different in approach from the classical arguments discussed earlier and in particular, the sequence of proof steps appear in a different order. To be specific, the optimality condition, i.e. the Hamiltonian minimization property (ii) discussed earlier, appears in the last step in order to emphasise the independence of the dynamics of the cost gradient process from the optimality of the control input. Consequently, assumption (i) is used differently here from the classical proof methods and in particular, the optimality of the transitions back to the reference trajectory is relaxed to the existence of (not necessarily optimal) neighbouring trajectories. After the derivation of the dynamics and boundary conditions for the cost gradient, or sensitivity, corresponding to an arbitrary control input, it is shown that an optimal control leads to the same dynamics and boundary conditions for the optimal cost gradient process as those for the adjoint process. Thus by the existence and uniqueness properties of the governing ODE solutions, it is concluded that the optimal cost gradient, i.e. the gradient of the value function generated by the HJB, is equal to the adjoint process in the corresponding HMP formulation.
Section VII provides illustrative examples and in Section VIII a Riccati formalism for optimal tracking problems associated with linear quadratic hybrid systems is presented.
II. HYBRID SYSTEMS Definition 1. A hybrid system (structure) H is a septuple
where the symbols in the expression and their governing assumptions are defined as below. A0: H := Q × M is called the (hybrid) state space of the hybrid system H, where Q = {1, 2, ..., |Q|} ≡ q 1 , q 2 , ..., q |Q| , |Q| < ∞, is a finite set of discrete states (components), and M = {R n q } q∈Q is a family of finite dimensional continuous valued state spaces, where n q ≤ n < ∞ for all q ∈ Q.
I := Σ ×U is the set of system input values, where Σ with |Σ| < ∞ is the set of discrete state transition and continuous state jump events extended with the identity element, and U = U∈Q is the set of admissible input control values,
, is defined to be the set of all measurable functions that are bounded up to a set of measure zero on [t 0 , T * ) , T * < ∞. The boundedness property necessarily holds since admissible input functions take values in the compact set U.
Γ : H × Σ → H is a time independent (partially defined) discrete state transition map.
Ξ : H × Σ → H is a time independent (partially defined) continuous state jump transition map. All ξ σ ∈ Ξ, ξ σ : R n q → R n p , p ∈ A (q, σ ) are assumed to be continuously differentiable in the continuous state x ∈ R n q .
A : Q × Σ → Q denotes both a deterministic finite automaton and the automaton's associated transition function on the state space Q and event set Σ, such that for a discrete state q ∈ Q only the discrete controlled and uncontrolled transitions into the q-dependent subset {A (q, σ ) , σ ∈ Σ} ⊂ Q occur under the projection of Γ on its Q components: Γ : Q × R n × Σ → H| Q . In other words, Γ can only make a discrete state transition in a hybrid state (q, x) if the automaton A can make the corresponding transition in q.
F is an indexed collection of vector fields f∈Q such
} denotes a collection of switching manifolds such that, for any ordered pair α ≡ (α 1 , α 2 ) = (p, q), m α is a smooth, i.e. C ∞ , codimension 1 sub-manifold of R n α 1 , described locally by m α = {x : m α (x) = 0}. It is assumed that m α ∩ m β = / 0, whenever
We note that the case where m α is identified with its reverse ordered version mᾱ giving m α = mᾱ is not ruled out by this definition, even in the non-trivial case m p,p where α 1 = α 2 = p. The former case corresponds to the common situation where the switching of vector fields at the passage of the continuous trajectory in one direction through a switching manifold is reversed if a reverse passage is performed by the continuous trajectory, while the latter case corresponds to the standard example of the bouncing ball.
Switching manifolds will function in such a way that whenever a trajectory governed by the controlled vector field meets the switching manifold transversally there is an autonomous switching to another controlled vector field or there is a jump transition in the continuous state component, or both. A transversal arrival on a switching manifold m q,r , at state x q ∈ m q,r = x ∈ R n q : m q,r (x) = 0 occurs whenever
for u q ∈ U q , and q, r ∈ Q. It is further assumed that:
is a finite hybrid sequence of switching events consisting of a strictly increasing sequence of times τ L := {t 0 ,t 1 ,t 2 , . . . ,t L } and a discrete event sequence σ with σ 0 = id and σ i ∈ Σ, i ∈ {1, 2, · · · , L}.
Definition 3.
A hybrid state process (or trajectory) is a triple (τ L , q, x) consisting of the sequence of switching times τ L = {t 0 ,t 1 , . . . ,t L }, L < ∞, the associated sequence of discrete states q = {q 0 , q 1 , . . . , q L }, and the sequence
Definition 4. The input-state trajectory for the hybrid system H satisfying A0 and A1 is a hybrid input I L = (S L , u) together with its corresponding hybrid state trajectory (τ L , q, x) defined over t 0 ,t f ,t f < ∞, such that it satisfies: (i) Continuous State Dynamics: The continuous state component
is a piecewise continuous function which is almost everywhere differentiable and on each time segment specified by τ L satisfies the dynamics equatioṅ
with the initial conditions
for
is a piecewise continuous function which is almost everywhere differentiable and is such that each x q i (·) satisfies
(ii) Autonomous Discrete Transition Dynamics: An autonomous (uncontrolled) discrete state transition from q i−1 to q i together with a continuous state jump ξ σ i occurs at the autonomous switching time t i if x q i−1 (t i −) := lim t↑t i x q i−1 (t) satisfies a switching manifold condition of the form
for q i ∈ Q, where m q i−1 q i (x) = 0 defines a (q i−1 , q i ) switching manifold and it is not the case that either (i)
is not a manifold termination instant (see [51] ). With the assumptions A0 and A1 in force, such a transition is well defined and labels the event σ q i−1 q i ∈ Σ, that corresponds to the hybrid state transition
(iii) Controlled Discrete Transition Dynamics: A controlled discrete state transition together with a controlled continuous state jump ξ σ occurs at the controlled discrete event time t i if t i is not an autonomous discrete event time and if there exists a controlled discrete input event σ q i−1 q i ∈ Σ for which
with t i , σ q i−1 q i ∈ S L and q i ∈ A (q i−1 ). Theorem 2.1. Existence and Uniqueness of Solution Trajectories for Hybrid Systems [51] : A hybrid system H with an initial hybrid state (q 0 , x 0 ) satisfying assumptions A0 and A1 possesses a unique hybrid input-state trajectory on [t 0 , T * * ), where T * * is the least of (i) T * ≤ ∞, where [t 0 , T * ) is the temporal domain of the definition of the hybrid system, (ii) a manifold termination instant T * of the tra-
We note that Zeno times, i.e. accumulation points of discrete transition times, are ruled out by Definitions 2, 3 and 4.
III. HYBRID OPTIMAL CONTROL PROBLEM
A2: Let l∈Q , l q ∈ C n l (R n q ×U q → R + ) , n l ≥ 1, be a family of cost functions with n l = 2 unless otherwise stated; c σ j σ j ∈Σ ∈ C n c R n q j−1 × Σ → R + , n c ≥ 1, be a family of switching cost functions; and g ∈ C n g R n q f → R + , n g ≥ 1, be a terminal cost function satisfying the following assumptions:
(ii) There exists K c < ∞ and 1
Consider the initial time t 0 , final time t f < ∞, and initial hybrid state h 0 = (q 0 , x 0 ). With the number of switchings L held fixed, the set of all hybrid input trajectories in Definition 2 with exactly L switchings is denoted by I I I L , and for all I L := (S L , u) ∈ I I I L the hybrid switching sequences take the form
Let I L be a hybrid input trajectory that by Theorem 2.1 results in a unique hybrid state process. Then hybrid performance functions for the corresponding hybrid input-state trajectory are defined as
Definition 5. The Bolza Hybrid Optimal Control Problem (BHOCP) is defined as the infimization of the hybrid cost (10) over the family of hybrid input trajectories I I I L , i.e.
Definition 6. The Mayer Hybrid Optimal Control Problem (MHOCP) is defined as a special case of the BHOCP where l q (x q , u q ) = 0 for all q ∈ Q and c σ j t j , x q j−1 (t j −) = 0 for all
Remark 3.1. The Relationship between Bolza and Mayer Hybrid Optimal Control Problems: In general, a BHCOP can be converted into an MHCOP with the introduction of the auxiliary state component z and the extension of the continuous valued state tô
With the definition of the augmented vector fields aṡ
subject to the initial condition
and with the switching boundary conditions governed by the extended jump function defined aŝ
the cost (10) of the BHOCP turns into the Mayer form with
IV. HYBRID MINIMUM PRINCIPLE Theorem 4.1.
[52] Consider the hybrid system H subject to assumptions A0-A2, and the HOCP (11) for the hybrid performance function (10) . Define the family of system Hamiltonians by
x q , λ q ∈ R n q , u q ∈ U q , q ∈ Q. Then for an optimal switching sequence q o and along the corresponding optimal trajectory x o , there exists an adjoint process λ o such thaṫ
almost everywhere t ∈ t 0 ,t f with
where p ∈ R when t j indicates the time of an autonomous switching, and p = 0 when t j indicates the time of a controlled switching. Moreover,
for all u ∈ U q o , that is to say the Hamiltonian is minimized with respect to the control input, and at a switching time t j the Hamiltonian satisfies
We note that the gradient of the state transition jump map
is not necessarily square due to the possibility of changes in the state dimension, but the boundary conditions (23) are well-defined for hybrid optimal control problems satisfying A0-A2. 
andλ
V. HYBRID DYNAMIC PROGRAMMING Definition 7. Consider the hybrid system (1) and the class of HOCP (11) with the hybrid cost (10) . At an arbitrary instant t ∈ t 0 ,t f , an initial hybrid state h = (q,x) ∈ Q×R n q , and a specified number of remaining switchings L − j + 1 corresponding to t ∈ t j−1 ,t j , the cost to go subject to the hybrid input process
The value function is defined as the optimal cost to go over the corresponding family of hybrid control inputs, i.e.
Theorem 5.1. With the assumptions A0-A2 in force, the value function (29) is Lipschitz in x uniformly in t for all t ∈ L i=0 (t i ,t i+1 ), i.e. for B r = {x ∈ R n : x < r} and for all t ∈ (t i ,t i+1 ), x ≡ x t ∈ B r there exist a neighbourhood N r x (x t ) and a constant 0 < K < ∞ such that
Proof: See Appendix A.
n q i for which the i'th derivatives of V exist and are continuous.
e. the value function is at most discontinuous at the switching instants with non-zero switching costs and non-identity jump maps.
Corollary 5.2. From Theorem 5.1 and Rademacher's theorem (see e.g. [7] , [53] , [54] ), the Lipschitz property of the value function implies the differentiability almost everywhere, and hence the set
Theorem 5.3.
[52] Consider the hybrid system H and the HOCP (11) together with the assumptions A0-A2 as above. Then for all (t, x q i ) ∈ M (1) , q i ∈ Q, the Hamilton-JacobiBellman (HJB) equation holds, i.e.
and at the switching times t j ∈ τ L = {t 1 , · · · ,t L } subject to the boundary conditions
and
where if (t j , x) ∈ R × R n q j−1 belong to a controlled switching set then Σ j = Σ subject to the automaton constraint that Γ (q, σ j ) is defined; and in the case of an autonomous switching, the set Σ j is reduced to a subset of discrete inputs which are consistent with the switching manifold condition m q,Γ(q,σ j ) (x q ) = 0. In the above equation, the notation u o (t, x) indicates the optimal [continuous valued] input corresponding to x at the instant t.
, τ ∈ t,t f is said to have an admissible set of discontinuities, if for each q ∈ Q, the discontinuities of the continuous valued feedback control u q (t, x) and the discrete valued feedback input σ (t, q, x) are located on lower dimensional manifolds in the time and state space R × R n q .
We note that by A0 an autonomous discrete valued control input σ necessarily satisfies the lower dimensional manifold switching set condition of Definition 9 where the sets constitute C ∞ submanifolds. Remark 5.4. For classical (i.e. non-hybrid) systems, a more detailed definition of a feedback control law with an admissible set of discontinuities can be found in [7, pp. 90-97] . The necessary conditions for the Lipschitz continuity of the optimal feedback control are discussed in [55] , [56] , and sufficient conditions for continuity with respect to initial conditions are given in [57] .
VI. THE RELATIONSHIP BETWEEN THE HYBRID MINIMUM
PRINCIPLE AND HYBRID DYNAMIC PROGRAMMING Theorem 6.1. Evolution of the Cost Sensitivity along a General Trajectory: Consider the hybrid system H together with the assumptions A0-A2 and the hybrid cost to go (28) .
Then for a given hybrid feedback control I
[t,tf ] L− j+1 (t, q, x) with an admissible set of discontinuities, the sensitivity function
subject to the terminal conditions:
and the boundary conditions:
with p = 0 when (t j , x) ∈ R × R n q j−1 belong to a controlled switching set, and
when (t j , x) ∈ R × R n q j−1 belong to an autonomous switching set, and where in the above equation f
and l
Proof: We first prove that (35) holds for t ∈ (t L ,t L+1 ] ≡ t L ,t f with the terminal condition (36) . Then by assuming that (35) holds for t ∈ t j ,t j+1 , j ≤ L we show that it also holds for t ∈ t j−1 ,t j with the boundary condition (37), with p = 0 when t j indicates the time of a controlled switching, and with p given by (38) when t j ∈ τ L indicates the time of an autonomous switching. Hence, by mathematical induction, the relation is proved for all t ∈ t 0 ,t f .
(i) No Switching Ahead: First, consider a Lebesgue time t ∈ [t L ,t L+1 ] ≡ t L ,t f and the hybrid trajectory passing through (q L , x), and consider the cost to go (28) for I 0 which is
Since by Definition 9 the discontinuities in x of I [t,tf ] 0 ≡ u [t,tf ] lie on lower dimensional sets which are closed in the induced topology of the space, the partial derivative of J with respect to x exists in an open neighbourhood of (t, x), and is derived as
which is equivalent to
(41) Taking t = t f the terminal condition for ∂ J ∂ x is seen to be determined by
because x f = x when t = t f . Hence, (36) is proved. With the notation x s = φ q L (s,t, x) and with the smoothness provided by the assumptions A0-A2 for the given control input with an admissible set of discontinuities, we have d ds
from which we obtain d ds
with
with Φ q L t,t = I n q L ×n q L . By the uniqueness of the solutions to (44) and (45) :
for all x ∈ R n q L . Also by the semi-group property:
and hence by taking the derivative with respect to x we have
which by (46) is equivalent to
For all r, s,t ∈ t L ,t f it is the case that
where for (51) 
Hence, from the uniqueness of the solution to the ODEs (50) and (51) we obtain Φ
and hence dΦ
Differentiating (41) with respect to t along a trajectory
where the zero terms arise from
which gives
(ii) A Controlled Switching Ahead: Now assume that (35) holds for θ ∈ t j ,t j+1 , j ≤ L when t j ∈ τ L indicates a time of a controlled switching. Then for t j−1 < t ≤ t j < θ ≤ t j+1
where
This gives
from which we obtain
(65) In particular, for x = x t as t ↑ t j and for x θ as θ ↓ t j equation (63) becomes
and also (65) turns into
Hence,
and therefore, (37) is shown to hold with p = 0 for the controlled switching case. Writing
and following a similar procedure as in part (i) of the proof, equation (35) is derived for t ∈ t j−1 ,t j .
(iii) An Autonomous Switching Ahead: Now assume that (35) holds for all θ ∈ t j ,t j+1 , j ≤ L when t j ∈ τ L indicates a time of an autonomous switching. Then taking the derivative of both sides of the equality (60) with respect to x at t ∈ t j−1 ,t j , with t j−1 < t ≤ t j < θ ≤ t j+1 , yields
with the derivative of (61) derived as
Note that in the above equations, the partial derivative
is not necessarily zero because for δ x t ∈ R n the perturbed trajectory x s + δ x s arrives on the switching manifold m at a different time t j − = (t j + δt j ) −, δt j ∈ R. Consider a locally modified control I L− j+1 of the form
if δt ≥ 0 and
if δt < 0. Since I L− j+1 = I L− j+1 holds everywhere except only on [t j ,t j + δt) (or [t j + δt,t j ) if δt < 0), the measure of the set of modified controls is of the order |δt|. Evidently the perturbed trajectory arrives on the switching manifold when m x t j +δt j − + δ x t j +δt j − = 0.
For δt ≥ 0 we may write
which results in
Similarly, for δt < 0 the same result is achieved. In particular, as t ↑ t j and θ ↓ t j equation (73) becomes
or
and (75) turns into
But in the limit as δ x t j − ∈ R n becomes sufficiently small, (82) gives
and hence,
This proves (37) with
which is the same equation for p as in (38) . Taking account of (71), and following a similar procedure as in part (i) of the proof, equation (35) is derived for t ∈ t j−1 ,t j , and as shown above, it is subject to the terminal and boundary conditions (36) and (37) respectively. This completes the proof. Theorem 6.2. Consider the hybrid system H together with the assumptions A0-A2 and the HOCP (11) for the hybrid cost (10) . If there exists an optimal control input with admissible set of discontinuities, then along each optimal trajectory, the adjoint process λ in the HMP and the gradient of the value function ∇V in the corresponding HDP satisfy the same family of differential equations, almost everywhere, i.e.
and satisfy the same terminal and boundary conditions, i.e.
for the gradient of the value function, and
for the adjoint process. Hence, the adjoint process and the gradient of the value function are equal almost everywhere, i.e.
Proof: Equations (91), (94) and (95) are direct results of the Hybrid Minimum Principle in Theorem 4.1, and equations (90), (92) and (93) hold for the optimal feedback control having an admissible set of discontinuities because equations (35) , (36) and (37) hold for all feedback controls with admissible sets of discontinuities, including u o corresponding to x o . Hence, from Theorem 2.1 and the resulting uniqueness of the solutions of (90) and (91) that are identical almost everywhere on t ∈ t 0 ,t f , it is concluded that (96) holds almost everywhere in the Lebesgue sense on
VII. EXAMPLES Example 1
Consider a hybrid system with the indexed vector fields:
and the hybrid optimal control problem
subject to the initial condition h 0 = (q (t 0 ) , x (t 0 )) = (q 1 , x 0 ) provided at the initial time t 0 = 0. At the controlled switching instant t s , the boundary condition for the continuous state is provided by the jump map x (t s ) = ξ (x (t s −)) = −x (t s −).
The HMP Formulation and Results: Writing down the Hybrid Minimum Principle results for the above HOCP, the Hamiltonians are formed as
from which the minimizing control input for both Hamiltonian functions is determined as
Therefore, the adjoint process dynamics, determined from (19) and with the replacement of the optimal control input from (102), is written aṡ
which are subject to the terminal and boundary conditions
The replacement of the optimal control input (102) in the continuous state dynamics (18) giveṡ
which are subject to the initial and boundary conditions
The Hamiltonian continuity condition (25) states that
which can be written, using (110), as
(112) The solution to the set of ODEs (103), (104), (107), (108) together with the initial condition (109) expressed at t 0 , the terminal condition (105) determined at t f and the boundary conditions (110) and (106) provided at t s which is not a priori fixed but determined by the Hamiltonian continuity condition (112), determine the optimal control input and its corresponding optimal trajectory that minimize the cost J t 0 ,t f , h 0 , 1; I 1 over I I I 1 , the family of hybrid inputs with one switching. Interested readers are referred to [18] in which further steps are taken in order to reduce the above boundary value ODE problem into a set of algebraic equations using the special forms of the differential equations under study.
The HDP Formulation and Results: Theorem 5.3 states that the value function satisfies the HJB equation (31) almost everywhere. In particular,
and similarly,
with the boundary conditions
for V (t, q 2 , x, 0), together with
which determine V (t, q 1 , x, 1) and t s .
The HMP -HDP Relationship: In order to illustrate the results of Theorem 6.2, we first take the partial derivatives of (113) with respect to x to write
It can easily be verified that the set of states with twice differentiability of
which is open dense in R × R and therefore,
But from the definition of the total derivative, we have
Therefore, from (120) and (121), the governing equation for
which is the same as the dynamics (104) for λ (t), t ∈ t s ,t f . Similarly, the differentiation of (114) results in d dt
which is the same as the dynamics (103) for λ (t), t ∈ (t 0 ,t s ).
The equality of the terminal conditions for ∇V t f , q 2 , x, 0 and λ t f becomes obvious by taking the gradient of (115)
which is equivalent to (105). Moreover, the equality of the boundary conditions for ∇V t f , q 2 , x, 0 and λ t f can be illustrated by taking the gradient of (116) and writing
which is the same boundary condition as the boundary condition (106) for λ . Therefore, by the uniqueness of the results of the set of differential equations (122) and (123) for ∇V (or equivalently (104) and (103) for λ ) with the terminal and boundary conditions (124) and (126) for ∇V (or equivalently (105) and (106) for λ ), the gradient of the value function evaluated along every optimal trajectory is equal to the adjoint process corresponding to the same trajectory. Interested readers are referred to [18] for further discussion on this example.
Example 2
Consider the hybrid system with the indexed vector fields:
where autonomous switchings occur on the switching manifold described by
with the continuity of the trajectories at the switching instant. Consider the hybrid optimal control problem defined as the minimization of the total cost functional
The HMP Formulation and Results: Employing the HMP, the corresponding Hamiltonians are defined as
The Hamiltonian minimization with respect to u (Eq. (24)) gives
for both q = 1 and q = 2. Therefore the state dynamics (18) and the adjoint process dynamics (19) becomė
for q = 1, andẋ
for q = 2. At the initial time t = t 0 , the continuous valued states are specified by the initial conditions
At the switching instant t = t s , the boundary conditions for the states and adjoint processes are determined as
And at the terminal time t = t f , the adjoint processes are determined by (22) as
Note that unlike t 0 and t f which are a priori determined, t s is not fixed and needs to be determined by the Hamiltonian continuity condition (25) as
i.e.
that with the insertion of (147), it becomes
(152) The set of ODEs (134) to (141), together with the initial conditions (142) and (143) expressed at t 0 , the boundary conditions (144), (145), (146) and (147) provided at t s , and the terminal conditions (148) and (149) determined at t f , with the two unknowns t s and p determined by the Hamiltonian continuity condition (152) and the switching manifold condition (129), form an ODE boundary value problem whose solution results in the determination of the optimal control input and its corresponding optimal trajectory that minimize the cost J t 0 ,t f , h 0 , 1; I 1 over I I I 1 , the family of hybrid inputs with one switching on the switching manifold (129). Interested readers are referred to [20] for further steps taken in order to reduce the above boundary value ODE problem into a set of algebraic equations using the special forms of the differential equations under study.
The HDP Formulation and Results: For the linear differential equations (127) and (128), the Hamiltonians for the HJB equation are formed as
which have a minimizing control input
and therefore, the HJB equations are expressed as
The terminal condition at t = t f is specified as
for V (t, q 2 , x, 0), and the boundary condition for V (t, q 1 , x, 1) and the switching instant t = t s are determined by
and −1 2
subject to the switching manifold condition (129).
The HMP -HDP Relationship: Similar to Example 1, in order to illustrate the result in Theorem 6.2, we shall take partial derivatives of (156) and (157) with respect to x. We note that by the definition of the total derivative, d dt
which is equivalent to d dt
for ∇V (t, q 2 , x, 0), and
for ∇V (t s , q 1 , x, 1). Taking the partial derivative of (156) with respect to x and making a substitution using the resulting equation in (162) yields d dt
d dt
which are equivalent to the differential equations (140) and (141) for λ (t), t ∈ t s ,t f . Similarly, taking the partial derivative with respect to x of (157) and making a substitution in (163) gives d dt
which are equivalent to the differential equations (136) and (137) for λ (t), t ∈ (t 0 ,t s ]. Moreover, it can easily be verified that the optimal sensitivity process ∇V satisfies the terminal condition
and the boundary condition
subject to x 2 (t s −) = 0. Therefore, by the uniqueness of the results of the set of governing differential equations for ∇V and λ which are subject to the same terminal and boundary conditions, along any optimal trajectory, the gradient of the value function is equal to the adjoint process corresponding to the same optimal trajectory. Interested readers are referred to [20] for further discussion on this example.
VIII. RICCATI FORMALISM FOR LINEAR QUADRATIC TRACKING PROBLEMS Consider a hybrid system possessing linear vector fields in the form oḟ
together with a given initial condition (q, x) (t 0 ) = (q 0 , x 0 ) and linear jump maps
provided at the switching instances t j , 1 ≤ j ≤ L which are not a priori fixed. If t j corresponds to an autonomous switching from q j−1 to q j , the switching manifold constraint m q j−1 q j x (t j −) + n q j−1 q j = 0 is satisfied. A controlled switching instant t j , in contrast, is a direct consequence of the discrete control input switching command. Consider the HOCP
For the ease of notation and unless otherwise states, the time varying, continuously differentiable matrices A q (t), B q (t), F q (t), L q (t) ans R q (t) are simply denoted by A q , B q , F q , L q and R q .
Employing the HMP, and making use of the equivalent HMP-HDP relationship as necessary, the Hamiltonians are formed as
From Theorem 4.1, the Hamiltonian minimization gives
and hencė
which have a matrix representation
for t ∈ [t i ,t i+1 ), subject to the boundary conditions x o q 0
Denoting the state transition matrix for the system in (177) by ϕ, the solution of (177) can be written as
and also as
Partitioning ϕ in the form of
and denoting
Replacing λ o q L t f from the above equation in (187) and
From the nonsingularity of the coefficients (see e.g. [58] ) we may write
With the definition of K q L (t) and s q L (t) such that
the optimal control law is therefore given by
Differentiation of (192) giveṡ
Replacingλ o q L andẋ o q L from (177) and using (192) we get
Since the equation (195) holds for all x o q L ∈ R n q L and r q L (t) ∈ R n q L , the Riccati equationṡ
must hold. The terminal conditions can be determined by the evaluation of (192) at t f and the use of (188) to get
At the switching instant t L the adjoint process boundary condition from the HMP is given as
Since (202) holds for all points on the switching surface, i.e. all x (t L −) ∈ x ∈ R n q L−1 : m q L−1 ,q L x + n q L−1 ,q L = 0 , the following equalities must hold 
(206) Using a backward induction and following a similar approach as above, optimal controls are derived as t ∈ [t i ,t i+1 ), 0 ≤ i ≤ L, and are subject to the terminal conditions (198) and (199), and the boundary conditions (213) Interested readers are referred to [59] for further discussion and an analytic example on the HMP-HDP relationship.
IX. CONCLUDING REMARKS
In this paper it is proved in the context of deterministic hybrid optimal control theory that the adjoint process in the Hybrid Minimum Principle (HMP) and the gradient of the value function in Hybrid Dynamic Programming (HDP) are identical to each other almost everywhere along optimal trajectories; this is because they both satisfy the same Hamiltonian equations with the same boundary conditions. So due to the fact that the same adjoint process -gradient process relationship holds for continuous parameter (i.e. nonhybrid) stochastic optimal control problems via the so-called Feynman-Kac formula (see e.g. [5] ), it is natural to expect the adjoint process in the Stochastic HMP [60] and the gradient of the value function in Stochastic HDP to be identical almost everywhere. Indeed, the formulation of Stochastic Hybrid Dynamic Programming and the investigation of its relationship to the Stochastic Hybrid Minimum Principle is the subject of another study to be presented in a consecutive paper.
