ABSTRACT Multifault detection of rotating machinery at the incipient fault stage presents a challenging issue due to its interaction feature, complexity, and coupling characteristics. Aiming at the concern of identifying the multiple faults pattern of rotating machinery, a novel multiple faults detection approach based on Bi-component sparse low-rank matrix separation is proposed in this paper. The core idea of the proposed method is that the measured vibration signal typically shows as the sum of transient component and oscillatory component, meanwhile, the multi-fault identification problem with regularization terms can be transformed into a sparse optimization formulation that could be solved by the alternating direction method of multipliers algorithm. The proposed approach is applied by simulated synthetic signal, experimental data including rolling bearing and gearbox with weak multiple faults, and its effectiveness and superiority are verified by comparing to some state-of-the-art methods such as L1-norm fused lasso optimization, maximum correlated kurtosis deconvolution, and ensemble empirical mode decomposition.
I. INTRODUCTION
The real-time condition monitoring and health management (CMHM) of rotating machines are of great significance to prevent machinery breakdown and ensure optimum system availability in modern industrial applications [1] - [3] . Since the vibration signals collected from rotating machinery contain abundant information about machine health conditions, thus vibration signal analysis is a preferred technique to diagnose the localized defects of rotating machines. Generally, a localized defect occurs on rotating machinery such as rolling bearing or gear, the periodical transient impulses (PTIs) will be generated due to the impact between the different inter-contact components [4] , [5] . However, those weak PTIs characteristics are always submerged in severe background noise in practical applications. Therefore, accurately extracting the weak PTIs information from the measured/noisy signal becomes a hotspot issue in mechanical fault diagnosis areas.
In recent years, a variety of state-of-the-art methodologies including spectral kurtosis [6] , wavelet/wavelet-packet transform [7] , [8] , minimum entropy/energy operators [9] , [10] , maximum correlation of kurtosis convolution [11] , [12] , etc., have been proposed for incipient fault detection on rotating machinery under strong noise interference. Despite their favorable outcomes, however, literatures review indicates that most existing studies mainly focus on the single fault detection, and very limited works were reported for multi-fault decoupling detection of the rotating machinery. In practical, several failures may appear simultaneously in one component or one fault leads to the following faults, which make the multiple faults separation and detection problem very challenging, especially at the early stage of failures development.
The key of multi-fault detection of the rotating machinery lies in separating and identifying the fault characteristics from the observed signals. Towards this topic, the decoupling technologies were developed for multi-fault diagnosis, such as adaptive wavelet decomposition [13] , [14] , and adaptive signal decomposition including ensemble empirical mode decomposition (EEMD) [15] , [16] , local mean decomposition (LMD) [17] , local feature scale decomposition (LCD) [18] , variational mode decomposition (VMD) [19] , the blind source separation [20] , [21] , maximum correlated kurtosis deconvolution (MCKD) [22] , minimum entropy deconvolution (MED) [23] , multiscale noise tuning of stochastic resonance (MNT-SR) [24] , adaptive spectral kurtosis (ASK) [25] and so on. The core idea of adaptive decomposition is that the sub-signals can be separated with different center frequencies and center frequency bands, in an order from high to low. Unfortunately, the fault features caused by multi-fault may have similar center frequency and overlapping center frequency bands in the frequency-domain, leading to model mixing or overestimation problems.
Aiming at designing adaptive decoupling technologies, the sparse representation (SR) method has aroused extensive interests in signal processing and image processing filed [26] - [28] . In recent years, a few studies based on SR have been introduced in the community of mechanical multi-fault diagnosis. As a newly developed method, the basic idea of SR is to exploit a designed redundant over-complete dictionary (ROCD) to sparsely represent a finite-duration vibration signals. Due to the key of SR is the selection algorithm of sparse dictionary, thus many researchers focus their research on how to reconstruct a redundant over-complete dictionary and by what means the fault characteristic information can be estimated. For example, Cui et al. introduced an adaptive impulse dictionary associated with matching pursuit algorithm to composite fault signals of the bearing at the early-stage fault stage [29] . Feng and Liang [30] developed a novel dictionary called shift invariant K-means singular value decomposition (SI-K-SVD) dictionary learning approach, the planetary gearbox distributed faults were detected successfully compared with K-SVD method. Zhang et al. [31] and [32] respectively presented adaptive tight frame dictionary and matching tunable Q-factor wavelet transform (TQWT) dictionary based on weighted sparse model for multi-fault diagnosis of rolling bearings. Du et al. proposed a hybrid method by an integration of union of redundant dictionary and sparse feature identification method to recognize wind turbine gearbox multiple faults [33] , just mentioned a few.
Despite achieving many satisfying results on multiple faults detection, these SR-based combined with redundant dictionary methods still unable to reveal the underlying physical mechanism of multi-fault characteristics, that is because:
(a) most dictionaries atom cannot guarantee that the construction of sparse-basis can match the natural waveform structure of vibration signal well; (b) a single dictionary atom cannot represent multiple faults characteristic which may lead to arbitrary results. Generally speaking, if the rotating machinery has multiple faults such as gear tooth broken and bearing inner race crack, ideally, two fault impulse patterns are contained in the measured signal, the dictionary atom matching the bearing crack (for example, a step-impulse dictionary atom including two collisions, see ref. [24] ) does not match the gear tooth broken (the dictionary atom has one collision, for example wavelet dictionary atom), because fault excitation mode of the bearing and gear is different. Thus, if the single dictionary atom is implemented for the multiple faults, which may result in inaccurate diagnosis results.
(c) essentially, the traditional SR approaches treat all signal amplitude equally and thus ignore a fact that vibration peaks may contain more fault characteristic information of transient impulses and should be endowed with a larger weight in sparse coefficients. Commonly, if the traditional sparse regularization equation (SRE) without regularization parameters or weighting efficient, such as simple minimization L1-norm, and all the raw signals will be processed iteratively and equally in the SRE, which could result in that the sparse characteristics of fault impulses may not be induced and illustrated, while those sparse impulses are the most important information for the feature extraction. Thus, the regularization parameters or weighting efficient should be integrated in the traditional SRE so that the transient impulses can be preserved.
From the perspective of low-rank matrix (LRM), although the observed signal is modeled with multi-fault components, the observed signals are assumed to be one-dimensional lowrank matrix (or vector) whereas the fault impulses could be considered as piecewise constants with a zero baseline, and the fault impulses can be obtained by solving the inverse problem of the sparse regularization. In order to decouple compound faults in the rotating machinery, a new feature extraction technique based on Bi-component sparse lowrank matrix separation (BSLMS) is proposed in this paper. In contrast to SR-based combined with redundant dictionary, the proposed method neither relies on any prior knowledge of the multi-fault signals, nor requires a wealth of sample signals to form a training dictionary before feature extraction, i.e., the sparse feature extraction can be accomplished in the signal domain, the issues of dictionary design and dictionary matching could be avoided, thus the drawback (a) and drawback (b) could be overcomed. For the drawback (c), in contrast to the traditional sparse regularization equation (SRE), the regularization parameters and diagonal matrix are introduced to indure the sparsity of the estimated transient fault impulses. In this research, the measured vibration signal can be adaptively decomposed into a transient component and oscillation component, and the intrinsic physical characteristics of each single fault could be revealed by different modes, then the decoupling detection of multiple faults can be achieved accordingly. Moreover, we show how to set the regularization parameters and Lagrangian stepsize parameter to ensure that the proposed BSLMS model is strictly convergent function. Meanwhile, the ADMM-based algorithm is introduced to solve the compound components in proposed model. The proposed technique is implemented to the weak multi-fault detection of rotating machinery including rolling bearing and gearbox, which achieves a higher diagnostic accuracy compared with nonconvex penalty regularization method (e.g., LFLO), maximum correlated kurtosis deconvolution (MCKD) method and conventional adaptive decomposition method (e.g., EEMD).
The main contributions of this paper are summarized as follows:
(1) A novel multiple feature recognition framework which incorporates the Bi-component sparse low-rank matrix separation (BSLMS) with the alternating direction method of multipliers (ADMM) algorithm, is proposed.
(2) The fidelity term, two sparse induced terms are designed in the objective optimization function to automatically discriminate the underlying fault characteristics for different fault sources.
(3) The fault components from different fault sources can be separated accurately compared to decoupling frames, which means that the fault frequency will not be interfered with each other.
(4) The two-fault feature extraction issue of the rotating machinery is solved by the proposed Bi-component sparse low-rank matrix separation algorithm, and it is not suitable to those faults more three types, the misdiagnosis phenomenon or frequency loss problem is profoundly addressed.
The layout of this work is organized as follows. Section 2 describes the proposed algorithm and theoretical derivation of the Bi-component sparse low-rank matrix separation (BSLMS) algorithm. Simulation evaluation of the proposed method is presented in Section 3. In section 4, the experimental results and discussion for rolling bearing and gear-box using the proposed approach with other methods previously are presented. Conclusions are drawn in Section 5.
II. BI-COMPONENT SPARSE LOW-RANK MATRIX SEPARATION APPROACH
In this section, the whole algorithms are presented progressively. Firstly, the sparse representation with its illposed nature is reviewed briefly. Meanwhile, the ill-posed problem is addressed by some traditional non-convex regularization methods, then the multi-component separation strategy based on Bi-component sparse low-rank matrix separation (BSLMS) is formulated. After that, the solution of the proposed algorithm is elaborately derived by the ADMM approach.
A. REVIEW OF SPARSE REPRESENTATION
In particular, for single-fault analysis, the core work addresses the problem of estimating fault component x from a noisy observation y can be expressed as follows,
where
, and w is the additive noise. Noted that Eq.(1) belongs to a highly underdetermined equation, i.e., ill-posed or non-deterministic polynomial-time hard (N-P hard) problem [34] , there are infinite set of solutions. Generally, convex optimization approaches (COAs) are commonly used to estimate transient components from the noisy signal, for example, the above optimization problem can be solved by minimization L1-norm approach, i.e.,
where λ is regularization term parameter, D is matrix defined as
which controls the sparsity of the approximating value of signal x. If x is a sparse signal, i.e., most of the amplitude values in x tend to zero, the problem in Eq. (1) can also be solved by L1-norm fused lasso optimization (LFLO) algorithm, i.e.,
where λ 0 and λ 1 are regularization parameters. The solution of LFLO algorithm can be given by a soft-threshold function [35] , we have,
where function tvd(·, ·) is the total variation de-noising (TVD) algorithm [36] - [38] and the soft-threshold function is defined as follows,
B. THE BSLMS MODEL AND ITS SOLUTION
As an extension of the LFLO algorithm, the proposed Bi-component sparse low-rank matrix separation (BSLMS) algorithm is presented to estimate fault component x 1 and fault component x 2 from an observation signal y, i.e.,
Here we assume that x represents a sparse signal, s represents an oscillatory component (or low-pass signal) and w is additive noise. Assume that one of components is estimated, e.g., signalx, thus other component could be obtained with a lowpass filter L, i.e.,
Since,
where H is high-pass filter, i.e., H = I − L, the inverse problem can be formulated by the fidelity term y −x −ŝ 2 2 , thus we have,
Such high-pass filter H described in [38] of the form,
where A and B are Toeplitz matrices. To estimate the sparse signal and oscillatory component based on the proposed model Eq.(6) and fidelity term Eq. (9), we utilize a sparse optimization to solve the above inverse problem, and the objective function is as follows,
let's assume the observed signal y and estimated signal x to be one-dimensional low-rank vector, where
The p * is nuclear norm of p, i.e.,
where σ i (p) represents the i-th singular value of p. Using the solution p * in Eq. (11), the oscillatory component s can be then estimated by operator T = H, i.e., s = T (p). For the solution of Eq.(11), the ADMM approach is introduced [39] - [41] . Applying variable splitting, the Eq. (11) could be rewritten as, arg min
Using the scaled augmented Lagrangian, we minimize the Eq.(12) by the following iterative procedures, the following are the three iterative sub-problems, i.e.,
where µ > 0 is the Lagrangian parameter, d 1 ∈ R N and d 2 ∈ R N are Lagrangian multipliers, i.e.,
(1) First, the sub-problem in Eq. (13) can be solved exactly using a suitable substitution using the least squares method. To compute the solution to Eq. (13), we have the following substitutions,
where u, d,x ∈ R 2N , thus the objective function can be rewritten as follows,
Hy − HMu
The solution to Eq. (13) can also be written as,
According to Matrix inverse lemma in [42] and [43] , the front part of Eq.(18) can be expressed as, (19) where the operator
and (18) and Eq. (16), we get the following steps for obtaining the solution u 1 and u 2 to the objective function in Eq. (13),
(2) Second, the sub-problem in Eq. (14) can be written as follows,
where u i , x i and d (1,i) are the i-th value of u 1 , x and d 1 , respectively. Furthermore, for each x i , the Eq.(24) can be also written as follows,
+λ 0 x i 1 + λ 1 Dx i 1 (25) where x * = [x * 1 , x * 2 , . . . , x * k ] and x * i ∈ R N . Moreover, for each x i , it can be calculated by applying the fused-lasso method, i.e.,
where soft(·) represents the soft-thresholding function.
(3) Finally, the sub-problem in Eq. (15) can be computed as follows,
where u 2,i , p i and d (2,i) are the i-th value of u 2 , p, d 2 , respectively. For each p i , Eq.(27) can be also written as follows,
Further, the solution in Eq. (28) can be obtained using the singular value thresholding (SVT) algorithm, i.e.,
where svd(·) represents the singular value decomposition. The SVT algorithm computes the singular values of the input matrix and thresholds them using the soft-threshold function. The iterative algorithm for objective function Eq. (11) is summarized in Table 1 .
III. SIMULATION VERIFICATION
A simulation signal was utilized to investigate the effectiveness of the proposed BSLMS approach for multi-faults diagnosis, which consists of two periodical impulses as the fault components of bearing inner race and outer race. Consider the periodical impulse features with multiple localized faults in rolling bearing, the simulated multi-fault signal can be constructed as,
where A 0 = 1 is signal amplitude, the sampling frequency f s = 20 K Hz and sampling points N = 10 K , a = 0.1 is damping coefficient. The time interval is t =1/f s :1/f s :0.5, the rotating frequency is f r = 130Hz, and the frequency f n = 2000 represents the natural frequency of excited structure. In addition, the additive Gaussian noise x 3 (t) was added to acquire the simulated synthetic signal with sigma=0.5. Therefore, it can be calculated that the outer race fault frequency and inner race fault frequency are 100 Hz and 83.33 Hz, respectively. Fig. 1a and 1b depict the obtained periodical impulse components of the outer race and inner race faults, the simulated synthetic signal obtained from Eq. (31) is shown in Fig. 1c . From Fig. 1c , it can be seen that the periodic impulses are completely buried in heavy background noise. The Hilbert envelope spectrum of the simulated synthetic signal is illustrated in Fig. 1d , in which the fault frequencies are difficult to identify from the envelope spectrum.
A. PARAMETERS SETTING
Before showcase of the simulated example, the parameters setting for the proposed method should be first described. The proposed BSLMS algorithm requires three regularization parameters λ i ≥ 0, i = 0, 1, 2 and one scaled augmented Lagrangian parameter µ > 0. Generally, the regularization parameters λ 0 and λ 1 control the sparsity of the component x and its derivative term Dx, respectively. The parameter λ 2 controls the rank value of the oscillatory component s. For example, as compared with parameter λ 1 and λ 2 , a high value of λ 0 may promote a much sparser component x, likewise, a high value of λ 2 , relative to λ 0 and λ 1 , enforces the oscillatory component to be of reduced-rank. The Lagrangian parameter µ affects the convergence rate of the objective function. Since we need to ensure the sparsity of the components and the detected components should match the duration of the periodical impulses, the parameters λ 0 , λ 1 and λ 2 were preset empirically in the range of [0.01-0.5]. As a consequence, we fix λ i = 0.2, i = 0, 1, 2, several values of µ, i.e, µ = 0.1, 0.5, 1, 3, 5, 8, were used to compare the convergence speed of objective function, the result is shown in Fig. 2 . It can be seen from Fig. 2 that value µ = 0.5 gives a reasonable convergence rate of objective function at the 10 th iteration. In addition, arbitrarily higher and lower values may affect the convergence of the proposed algorithm. Therefore, through numerical experiments, the Lagrangian parameter µ will set to 0.5 in both simulated example and experimental cases.
B. MULTI-FAULT DECTION BASED ON BSLMS
The proposed BSLMS method is employed to process the simulated synthetic signal in the case of heavy noise and to separate different fault components from the synthetic signal, here, we set and the regularization parameters λ 1 = 0.012, λ 2 = 0.06, λ 3 = 0.4, Lagrangian parameter µ = 0.5, the number of iterations is 80. The separation results generated by proposed BSLMS method are shown in Fig. 3a and 3c , respectively. Further, to extract the fault feature frequencies, these two separated components are demodulated by Hilbert envelope method. It is obvious noted that the outer fault characteristic frequency (100 Hz) and its harmonics can be seen clearly in Fig. 3b , and the inner fault characteristic frequency (83.33 Hz) and its harmonics can be identified in Fig. 3d . These results demonstrate that the weaker multiple faults could be effectively separated and detected by the proposed BSLMS method even in the presence of heavy noise. The practical applications of the proposed BSLMS technique VOLUME 6, 2018 for weak multiple faults diagnosis of the rotating machines will be investigated in the following section.
IV. EXPERIMENTAL EVALUATION
A real rolling bearing having multi-fault (outer-race fault and inner-race fault) and a gearbox having multi-fault (helical gear broken fault and inner-race fault in bearing) were tested to collect vibration data and to further illustrate the effectiveness of the proposed method.
A. CASE-1. A ROLLING BEARING WITH INNER RACE AND OUTER RACE FAULTS
The bearing vibration signals were collected by the Curtin University in Australia [44] . The experimental setup (Machinery fault simulator, MFS) is shown in Fig. 4 . In this study, the inner race and the outer race of a rolling bearing-I were selected in the test rig to generate multiple faults. Specifically, the rotational speed of the driving end is 1740 rpm (i.e., 29 Hz), the sampling frequency is 51200Hz and the length of record is 10 seconds. The bearing information and the fault frequencies of rolling bearing are summaries in Table 2 . The theoretical inner and outer race fault frequencies can be calculated by: f i = Before proceeding, in order to get a real weaker failure, a Gaussian white noise with standard deviation sigma=40 (a high amplitude noise was added for highlight the effect of proposed method) was added to the original signals. The observed time-domain waveform of the inner race fault and outer race fault of bearing-I with a duration of 1 s and its corresponding amplitude spectrum are illustrated in Fig.5a and 5b, respectively. However, the time-domain waveform presented in Fig.5a does not unravel periodic cyclic characteristics due to the severe background noise and irrelevant interferences. Fig.5c displays the Hilbert envelop spectrum, it can be seen from Fig. 5c that the peak value 156.3 Hz (close to f o = 157.41 Hz) is obvious, which indicates that there is damage on the bearing outer race. However, the inner race fault frequency is difficult to distinguish in the envelop spectrum. Hence, it could not be determined whether there is any fault in the inner race, in other words, the traditional envelop spectrum method cannot effectively separate and identify the compound faults simultaneously.
In order to accurately extract fault transient impulses and fault frequency, the proposed BSLMS method is utilized to analyze the raw vibration signal. Here, we set and the regularization parameters λ 1 = 0.02, λ 2 = 0.25, λ 3 = 0.4, Lagrangian parameter µ = 0.5, the number of iterations is also 80. The decomposed result of outer race detection is illustrated in Fig. 6a , from this figure, we can see that there are clear successive periodic impulses in the time-domain signal. The envelope spectrum of the extracted periodic impulses is presented in Fig. 6b , wherein it is obviously indicated that the rotating frequency (28.91 Hz is close to 29 Hz), the outer fault frequency and its harmonic are detected, shows that the rolling bearing certainly has a defect on the outer race. The similar results are also found in the inner race fault detection. Fig. 6c shows the sub-signal decomposed for inner race detection, it can be noticed that the clearly time intervals which 20248 VOLUME 6, 2018 are proportional to the inner race fault frequency. As for the envelope spectrum shown in Fig. 6d , prominent peaks related to the inner race are clearly identified. Therefore, the test results show that the multiple faults caused in rolling bearing can be confirmed.
Many relevant research studies have been documented in the literature on application of L1-norm fused lasso optimization (LFLO) algorithm in machinery multiple faults diagnosis [45] , [46] . For the purpose of comparison, the same raw vibration signal is processed based on LFLO algorithm. We run the LFLO algorithm twice with two group structures, for the purpose of separating the different fault components from the raw vibration signal. The periodic impulses reconstructed by LFLO technique and the finally results are given in Fig.7 . Fig. 7a and 7b respectively show the time-domain signal and its envelope spectrum of the reconstructed outer race fault. Similarly, Fig. 7c and 7d respectively show the time-domain signal and its envelope spectrum of the reconstructed inner race fault. It can be seen from Fig 7b and 7d that the inner fault feature frequency (98.44 Hz in accordance with the f i ) and the outer fault feature frequency (156.3 Hz in accordance with the f o ) can be observed in one figure simultaneously. These results demonstrate that the LFLO method is failed to separate/decompose the multi-fault features from the raw vibration signal. In conclusion, the proposed BSLMS algorithm is able to separate the compound localized faults in the inner race and the outer race and then realize the corresponding fault diagnosis.
B. CASE-2. HELICAL GEAR TOOTH WITH BROKEN AND ROLLING BEARING WITH INNER RACE FAULT
The experimental vibration data was acquired from a twoclass standard cylinder spur gear reducer [47], [48] . The gearbox consists of an input shaft, idler shaft and output shaft. There are 16 and 40 teeth of helical gear in the input and output shafts, respectively. The two gears on the idler shaft have 48 teeth and 24 teeth. The first and second-stage reduction gear ratios are 1.5 and 1.667, respectively. To obtain the compound faults including the helical gear and rolling bearing, one tooth of helical gear (i.e., 24 teeth in idler shaft) was cut off to simulate a broken gear tooth, and another failure is bearing inner race fault (i.e., output side in idler shaft). The physical experimental setup and schematic diagram of the gearbox are displayed in Fig.8 and Fig.9 , respectively.
In this experiment, two accelerometers were mounted to the housing with magnetic bases near to the idler shaft (see Fig.9 ). The vibration data were collected using input shaft speeds of 50 Hz with low load. The sampling frequency was 66.667 kHz, and the sampling time was set to 4 s. The bearing type of focused bearing is ER-10K, the geometrical parameters of rolling bearing, the potential defect frequencies of the helical gear and bearing are listed in Table 3 . More details about the experimental description and experiment parameters can be found at the following website: https://www.phmsociety.org/events/conference/phm/09.
The raw signal (here 66667 sampling points were selected, i.e., 1 second), the amplitude spectrum and its corresponding envelope spectrum of the multiple faults are displayed in From Fig.10a , the cyclic periodicity characteristic of time domain waveform relevant to shaft rotting can be discovered. As shown in Fig.10c , although the spectrum peak at 247.2Hz which consists with the inner-race fault frequency can be found, however, the spectrum peak is masked by heavy irrelevant noise. Moreover, the gear broken meshing frequency cannot be observed in current envelop spectrum. As for the reason, this may caused by the fact that the helical gear broken fault in this case is quite weak, which means the generated periodical impulses are weaker than the bearing. Another reason is that the transfer path of the bearing inner race is shorter than helical gear, the transient features behavior of bearing fault is much more prominent than that of the helical gear broken fault.
In order to validate and highlight the superiority of the proposed BSLMS algorithm, in this example, we set and the regularization parameters λ 1 = 0.02, λ 2 = 0.25, λ 3 = 0.35, Lagrangian parameter µ = 0.5, the number of iterations is also 80. Fig. 11a shows the sub-signal generated using the proposed method, where a repetitive transient sequence of undetermined fault is obtained. Meanwhile, the Hilbert envelope spectrum of the estimated signal is illustrated in Fig. 11b . It can be seen from Fig. 11b that the gear broken fault frequency f b (proportional to transient period, and 16.28 Hz is close to 16.67 Hz) and its harmonics are clearly distinguished (see the enlarged sub-figure in Fig. 11b) . Similarly, another sub-signal separated by the proposed method is shown in Fig. 11c , wherein the amplitude modulation pattern is very distinct. To further reveal the fault feature, the Hilbert envelope spectrum of the separated signal is shown in Fig. 11d . Apparently, the characteristic frequencies of inner race 247.2 Hz, the rotating frequency (49.34 Hz is close to 50 Hz) and its harmonic can be clearly observed, meanwhile, the gear broken fault frequency f b cannot be observed in this figure (see the enlarged subfigure in Fig. 11d) . Thus, the proposed approach successfully detects the multiple faults of the gearbox.
As a state-of-the-art and adaptive signal decomposition technique, the ensemble empirical mode decomposition (EEMD) is widely used to decompose the vibration signal of multiple faults into several sub-signals/subcomponents with their own fault features, named intrinsic mode function (IMF) [15] , [16] . To further demonstrate the superiority of the proposed approach compared to existing method, the EEMD technique here was used on the raw vibration signal and the results are presented in Fig. 12 . The first five IMFs and their Hilbert envelop spectrum are VOLUME 6, 2018 listed in Fig. 12a and 12b , respectively. Generally, the main fault information is usually concentrated in first IMF model, however, due to the influence of interference components, no obvious fault features related to f b and f i in Fig. 12b-IMF-1 are extracted, which indicates that the EEMD decomposition method cannot extract the weaker multi-fault feature in this case. Besides, it also can be seen from Fig 12b that the envelope spectrum of IMF3 and IMF4 that the fault frequencies of the gear and bearing are not effectively separated, which shows that the unsolved problem of modal aliasing appears in the envelope spectrum of IMF3 and IMF4. These results also demonstrate that the EEMD method cannot effectively separate the multiple faults features from the measured signal.
The maximum correlated kurtosis deconvolution (MCKD) method was developed from minimum entropy deconvolution (MED) [22] , [23] , which has been proven as an efficient tool for extracting the periodic transient impulses from raw vibration signal. Therefore, the effectiveness of the proposed method is further compared with MCKD method in this case, and the same tested vibration signal is processed. According to the principle of parameters selection in [22] , the optimal order of shift M = 7, the length of the finite impulse filter is 1000 and the maximum count of iteration is 30. The application of the MCKD technique to the raw vibration signal generates to the filtered result, is plotted in Fig. 13(a) , where the heavy noise is removed significantly but the useful periodic transient impulses are also suppressed simultaneously, which means that MCKD fails to extract the periodic transient impulses. The corresponding envelope spectrum of the filtered signal is shown in Fig. 13(b) , it can be seen from Fig. 13(b) that the spectral peaks at 241.6 Hz (close to 247.385 Hz), 483.7 Hz (close to 2×247.385 Hz), and the frequency 49.34 Hz (close to 3×16.66 Hz, or close to rotating frequency 50 Hz) can be clearly identified. However, the fundamental frequency of gear failure is lost in the background noise. This is because the frequency bands of compound-fault are intertwined with each other, and it is rather difficult for MCKD to separate the two fault resonant frequencies. Moreover, the choice of the modeling parameters limits the applications of MCKD in multi-fault diagnosis, only the accuracy selection of the parameters is guaranteed, can the effectiveness of MCKD be highlighted. The experimental results indicate that the proposed technique is more superiority for multi-fault diagnosis compared with MCKD method.
Finally, in order to avoid misdiagnose and also demonstrate a low false alarm rate (FAR) of the proposed method, the BSLMS approach is utilized to process the healthy gearbox data. An acquired healthy data and its spectrum analysis under the same testing environment are displayed in Fig. 14 . Fig. 15a and 15b show the diagnostic results based on identical algorithm parameters for detecting the potential faults of helical gear and bearing, respectively. It should be noted from the separated results that both the extracted sub-components are almost purely zero. The diagnostic results clearly illustrate the healthy running status of the tested gearbox.
V. CONCLUSION
This paper proposes a novel multiple faults detection approach for rotating machinery combining alternating direction method of multipliers (ADMM) and Bi-component sparse low-rank matrix separation (BSLMS) algorithm. The traditional sparse representation algorithms are widely utilized for mechanical fault diagnosis, but the diagnosis results are always rely on redundant over-complete dictionary and reconstruction algorithm, which may suffer from computational complexity and dictionary matching problems, etc. In this work, the observed noisy signal is modeled as the sum of sparse component and oscillatory component. The ill-posed problem of the sparse representation and multiple features coupling problem are profoundly investigated.
The proposed method avoids the design of redundant overcomplete dictionary and reconstruction algorithm, which treat the transient component as a constant signal with a baseline of zero whereas the oscillatory component is assumed to be low-rank matrix. We derive an efficient algorithm using the ADMM technique to solve the proposed convex objective function. Finally, the effectiveness of the proposed BSLMS method is demonstrated by the simulation signal, practical rolling bearing and gearbox multiple faults data, especially for the measured signal with severe background noises, and also the misdiagnosis can be prevented effectively. Moreover, the results from two practical cases indicate that the LFLO, MCKD and EEMD methods cannot effectively separate the multi-fault features from the measured signal.
However, it should be noted that the proposed methodology is applicable for the two-fault under constant operating conditions, future work will focus on formulating a new optimization for multi-fault (larger than or equal to three failures), under variable speed and variable harsh running environments.
