We present results from high-resolution three-dimensional simulations of turbulent interstellar gas that self-consistently follow its coupled thermal, chemical and dynamical evolution, with a particular focus on the formation and destruction of H 2 and CO. We quantify the formation timescales for H 2 and CO in physical conditions corresponding to those found in nearby giant molecular clouds, and show that both species form rapidly, with chemical timescales that are comparable to the dynamical timescale of the gas.
INTRODUCTION
As essentially all star formation within the Milky Way occurs within cold, dense clouds of molecular gas (Lada & Lada 2003) , understanding how these clouds form, and how and why they then form stars, is crucial if we are to develop any real understanding of the process of star formation (Mac Low & Klessen 2004; Ballesteros-Paredes et al. 2007; McKee & Ostriker 2007) . Observations of molecular emission lines provide us with a great deal of information on the internal structure and dynamics of molecular clouds, and may also hold important clues to their past dynamical history (Ferriere 2001) .
Traditionally, molecular clouds have been viewed as quasi-static objects that form stars slowly over a long lifetime (Zuckerman & Evans 1974; Shu, Adams & Lizano 1987; Krumholz, Matzner & McKee 2006) . In this picture, the dynamical evolution of a cloud and the chemical evolution of the gas within it are only loosely coupled, and can be modelled separately.
In the past few years, however, this traditional picture has begun to give way to a new picture of clouds as inherently dynamical entities, whose formation and evolution are dominated by the effects of turbulence ( ). The dynamical evolution of the cloud is rapid, with a timescale comparable to those of key chemical processes such as the conversion of atomic to molecular hydrogen (H2) or the freeze-out of molecules onto the surfaces of interstellar dust grains in dark cores. If this picture is correct, then the dynamics and chemistry of the gas are strongly coupled, with one directly influencing the evolution of the other, and to model them correctly we must model them together.
An additional impetus towards the development of coupled models of molecular cloud dynamics and chemistry comes from the realization that if the internal motions of the clouds are dominated by supersonic turbulence, then it is far more difficult than is often appreciated to infer details of their three-dimensional structure from emission or absorption line observations. Because we see clouds in projection, we have no direct information about the line-of-sight positions of emission or absorption features, only about their radial velocities. In a supersonically turbulent cloud, random velocity variations along the line of sight can create coherent features in position-position-velocity (PPV) space that actually correspond to multiple, physically-separated regions in real space, or, conversely, can break up a real physical feature into multiple distinct features in PPV space (Ballesteros-Paredes & Mac Low 2002 ; see also Klessen, Heitsch & Mac Low 2000 , Heitsch, Mac Low, & Klessen 2001 ). To properly interpret these observations, we need to be able to compare them with simulated observations produced from numerical cloud models that capture the full dynamical and chemical complexity of the clouds and the dense cores within them.
Previous attempts to model cloud formation have not properly addressed the coupling between the cloud dynamics and the cloud chemistry. Most attempts have focussed either on a detailed treatment of cloud chemistry within the framework of a highly simplified dynamical model (e.g. Hennebelle & Pérault 1999 Koyama & Inutsuka 2000 , 2002 Bergin et al. 2004) or on a detailed treatment of the dynamics, but without any treatment of the chemistry (e.g. Balsara et al. 2004; Kritsuk & Norman 2004; Slyz et al. 2005; Hennebelle & Audit 2007; Hennebelle et al. 2008; Banerjee et al. 2009) . Recently, some studies have begun to treat the formation of molecular hydrogen (H2) in high-resolution, three-dimensional simulations of cloud formation (Dobbs, Bonnell, & Pringle 2006; Dobbs & Bonnell 2007; Glover & Mac Low 2007a,b; Dobbs et al. 2008 ). This is a useful step forward, but although H2 makes up most of the mass of a giant molecular cloud (GMC), it is very difficult to observe, owing to the weakness of its rotational lines and their large energy separations. Much of what we know about molecular clouds comes instead from observations of carbon monoxide (CO), but until now there has been no attempt to model the far more complex chemistry of CO in a high-resolution three-dimensional simulation.
In this paper, we present a lightweight treatment of gas-phase chemistry and radiative cooling that we have developed to tackle this problem. Our treatment is outlined in Section 2 and includes a simplified model for CO formation and destruction that tracks the abundances of thirty-two distinct chemical species ( §2.1), an approximate treatment of H2 self-shielding and dust extinction that uses the "six-ray" approximation of Glover & Mac Low (2007a,b) ( §2.2) and a detailed cooling function ( §2.3). We show the results of some tests of the model in Section 3, and discuss the initial conditions used for our simulations in Section 4. In Sections 5-7, we present a few preliminary results of these simulations, concerning the time evolution of the mean chemical abundances ( §5), the density and temperature probability distribution functions ( §6), and the spatial distribution of molecular hydrogen and CO ( §7). We conclude with a brief summary in Section 8.
METHOD

Basic framework
We solve the equations of fluid flow for a magnetised interstellar gas using a modified version of the ZEUS-MP hydrodynamical code (Norman 2000; Hayes et al. 2006 ). An earlier version of this modified code was presented in Glover & Mac Low (2007a) . In the present version, we have updated and extended the cooling function, as described in §2.3 below. We have also improved and significantly extended our treatment of gas phase chemistry. We now track the abundances of thirty-two species. Thirteen of these species -H − , H To model the chemistry of the gas, we use a chemical network consisting of 218 reactions between 32 species. Details of the reactions included in the network, along with the rate coefficients adopted in each case, are given in Tables B1-B3 in Appendix B. Note that in our present study, we include no grain surface reactions other than the formation of H2 (reaction 165). The chemical effects of grain surface recombination and the freeze-out of CO, H2O, etc., in dense gas will be treated in future work.
Photochemistry
To model the photochemistry of optically thin gas, we assume an incident radiation field corresponding to the standard interstellar radiation field, as determined by Draine (1978) . This field has a strength G0 = 1.7 in Habing (1968) units, corresponding to an integrated flux of 2.7 × 10 −3 erg cm −2 s −1 . Photodissociation and photoionization rates appropriate for this field strength are listed in Table B2 .
In optically thick gas, it is necessary to account for absorption by dust, by the Lyman-Werner lines of H2 (important for H2 self-shielding and CO shielding), and by the ultraviolet absorption lines of CO (important for CO self-shielding). To treat these processes with full accuracy in a three-dimensional hydrodynamic simulation is beyond our current capabilities. The problem is one of computational cost: in a hydrodynamical simulation with N fluid elements, the cost of resolving a monochromatic radiation field with the same spatial resolution, and with a comparable angular resolution, is of order O(N 5/3 ), as we require O(N 2/3 ) rays to fully sample the angular distribution of the radiation field for each of the N fluid elements. To model line absorption, the radiation field must also be discretised in frequency-space, increasing the cost to O(Nν × N 5/3 ), where Nν is the number of frequency bins required. In comparison, the cost of modelling the hydrodynamics is only of order O(N ). Thus, the cost of properly treating the radiation field in an optically thick 128 3 zone hydrodynamical simulation is 128 2 Nν times greater than the cost of solving for the hydrodynamical evolution, which is far out of the reach of our current computational resources.
To overcome this problem, we are forced to approximate. The approach that we have chosen to adopt is the "sixray" method used in Glover & Mac Low (2007a,b) , which is based on an original idea by Nelson & Langer (1997) . In this approximation, we compute photochemical rates in each zone in our simulation volume by averaging over a small number of lines of sight. Specifically, we compute the column densities of H2, CO, and H nuclei in all forms (i.e. NH,tot ≃ NH+2NH 2 +N H + , where NH, NH 2 and N H + are the column densities of atomic H, molecular H2, and protons, respectively) in both the positive and negative directions along each of the three coordinate axes of the simulation. For each zone we therefore know the column densities in six different directions (or, alternatively, along six rays).
The rates of most of the reactions listed in Table B2 are sensitive only to the amount of dust extinction, and for a plane-parallel slab geometry, the rates in optically thick gas are related to those in optically thin gas by the expression
where R thin is the optically thin rate, f dust ≡ exp(−γAV) is the dust shielding factor, AV is the visual extinction in magnitudes, and where the appropriate value of γ for each reaction is listed in Table B2 . Using the relationship
between AV and NH,tot, as is appropriate for gas in the diffuse ISM (Draine & Bertoldi 1996) , we can associate a value of AV with each of our six rays for any given zone in our simulation volume. We can then calculate the total rate in that zone, R thick,i , as
where AV,j is the visual extinction along ray j.
To treat the photodissociation of H2O + and H3O + (reactions 188-195), we use a very similar approach. However, for these reactions the optically thick and optically thin rates are related by the more complicated expression (Sternberg & Dalgarno 1995) ,
for AV 15, and by Equation 1 with γ = 2.8 for AV > 15. Hence, the total rate in zone i is given in this case by
where fA = 1 for AV,j 15, and fA = 0 for AV,j > 15, and where AV,j is computed in the same manner as before.
To treat H2 photodissociation accurately, one must take into account not only absorption by dust, but also the effects of H2 self-shielding. If we assume that the effects of dust absorption and self-shielding can be treated separately, then for a plane-parallel geometry the effects of dust absorption can be modeled by a dust shielding factor given by Equation 1, with γ = 3.74 (Draine & Bertoldi 1996) . Similarly, the effects of H2 self-shielding can be modeled by a factor (Draine & Bertoldi 1996) f shield = 0.965
where x = NH 2 /(5 × 10 14 cm −2 ), and b5 = b/(10 5 cm s −1 ), where b is the Doppler broadening parameter. The fully shielded H2 photodissociation rate then follows as
Using our six-ray approximation, we can compute f dust and f shield for each ray, and hence can compute the total rate as
Finally, to treat CO photodissociation, it is necessary to take account of three separate contributions to the shielding: CO self-shielding, shielding of CO by the H2 Lyman-Werner lines, and dust shielding. For a plane-parallel geometry, the shielded CO photodissociation rate is related to the optically thin rate by
where fCO and fH 2 are functions of the CO and H2 column densities, respectively, and have been tabulated by Lee et al. (1996) , and where f dust is given by Equation 1, using the value of γ from Table B2 . Using our six-ray approximation, we can compute values of fCO, fH 2 and AV for each ray, from which the partial contribution from that ray to the total rate follows as
Thermal model
We model the radiative and chemical heating and cooling of the gas with a cooling function that contains contributions from 18 different processes, listed in Table 1 . Our treatment of most of these processes largely follows that in Glover & Mac Low (2007a) , to which we refer readers desiring further details; the few exceptions are noted below.
Fine structure cooling
The extremely simplified model of ISM chemistry presented in Glover & Mac Low (2007a) assumed that all of the carbon in the gas would be kept in singly ionized form by the interstellar radiation field, and so in that paper there was no need to treat cooling from the fine structure lines of neutral carbon. However, the significantly improved treatment of ISM chemistry presented in this paper removes this assumption and so it is necessary to include them in our thermal model. To do this, we largely follow the same prescription as in Glover & Jappsen (2007) . The one exception is in the rates for the collisional excitation of the fine structure lines of atomic carbon by collisions with atomic hydrogen. Glover & Jappsen (2007) use rates for this process that were taken from Hollenbach & McKee (1989) , but in this work we use instead the more accurate rates recently calculated by Abrahamsson, Krems & Dalgarno (2007) . We also adopt their new rates for the excitation of atomic oxygen by atomic hydrogen in place of the rates used in our previous work.
CO and H2O cooling
To treat rotational cooling from CO and H2O, we use the tabulated cooling functions of Neufeld & Kaufman (1993) and Neufeld, Lepp & Melnick (1995) . They use a large velocity gradient (LVG) approach to compute the cooling rates from CO and H2O as a function of temperature, density and effective optical depth. Based on the results of their calculations, they present fits to the CO and H2O rotational cooling functions of the form
where Lm is a cooling rate coefficient defined such that the cooling rate per unit volume from species m (where m = CO or H2O) is given by Λm = LmnmnH 2 , and where L0 is the cooling rate coefficient in the low density limit, LLTE is the cooling rate per molecule when the rotational level populations are in local thermodynamic equilibrium (LTE), and n 1/2 is the H2 number density at which Lm = 0.5L0. L0 is purely a function of temperature, but the other three fit parameters (LLTE, n 1/2 and α) depend on both the temperature and the effective optical depth of the gas. Neufeld, Lepp & Melnick (1995) parameterise the latter in terms of an effective column density per unit velocity,Ñ (m), for each coolant m. For a flow without any special symmetry in which the LVG approximation applies, Neufeld & Kaufman (1993) give this parameter as
For CO rotational cooling, Neufeld & Kaufman (1993) and Neufeld, Lepp & Melnick (1995) tabulate values of the fitting parameters for temperatures in the range 10 K < T < 2000 K and effective column densities in the range 14.5 < logÑ (CO) < 19.0, whereÑ (CO) has units of cm −2 per km s −1 . For H2O rotational cooling, they tabulate values for temperatures 10 K < T < 4000 K and optical depth parameters 10.0 < logÑ (H2O) < 19.0. At low temperatures, Neufeld, Lepp & Melnick (1995) list values of the cooling rate for both the ortho and the para variants of H2O. To compute the total water cooling rate, we assume that the ortho:para ratio is fixed at 3:1.
To properly treat gas below 10K, we would not only have to extend the Neufeld, Lepp & Melnick (1995) cooling functions to lower temperatures, but would also have to take into account several other physical processes that are not included in our current model, such as the freeze-out of CO and water onto dust grains, or the fact that the dust temperature in the cloud will decrease as the extinction increases (Goldsmith 2001) . To avoid this, in the simulations presented here we have introduced an artificial temperature floor at 10 K and switch off radiative cooling in gas colder than this.
To account for cooling from CO and water at very high temperatures (T > 2000 K for CO, T > 4000 K for H2O), we adopt cooling rates that are the same as the rates at the largest tabulated temperature. As we expect CO and H2O to be rapidly destroyed by collisional dissociation and chemical reactions with atomic hydrogen at these high temperatures, any uncertainty in the cooling rates per CO or H2O molecule in this regime will not have a large effect on the total cooling rate, owing to the small molecular abundances. This approximation should therefore be reasonable for most uses. Nevertheless, a treatment of CO and H2O cooling along the same lines as Neufeld & Kaufman (1993) and Neufeld, Lepp & Melnick (1995) , but which extended to higher temperatures, would clearly be desirable.
To treat gas withÑ below the tabulated range, we simply adopt the same fitting parameters as are given for the smallest value ofÑ that is tabulated. As the latter generally corresponds to gas that is already very close to the optically thin limit, this assumption should give accurate results. To handle the case whereÑ in the simulation exceeds the largest tabulated value, we again use rates corresponding to the largest value that is tabulated. Consequently, we will overestimate the cooling rate in very dense, highly shielded gas, particularly when the velocity divergence of this gas is small. However, as this gas is unlikely to be well-resolved in our simulations in any case, this simplification is again unlikely to introduce large uncertainties into our results.
The Neufeld & Kaufman (1993) and Neufeld, Lepp & Melnick (1995) treatments assume that only collisions with H2 are important in determining the CO or H2O rotational cooling rates, as is appropriate in a fully molecular gas. However, at early times or at low gas densities, the H2 abundance is small, and collisions with atomic hydrogen or with electrons may also become important. We therefore follow Yan (1997) and Meijerink & Spaans (2005) and replace nH 2 in Equation 11 with an effective number density n eff . For CO rotational cooling, n eff is given by
where σH = 2.3 × 10 −15 cm −2 , σH 2 = 3.3 × 10 −16 (T /1000 K) −1/4 cm −2 , and ve = 1.03 × 10 4 (T /1 K) 1/2 cm s −1 . For H2O rotational cooling, n eff is given by
where kH 2 = 7.4 × 10 −12 T 1/2 cm 3 s −1 , and ke is given by
These formulae for n eff are adapted from those in Meijerink & Spaans (2005) , with one exception: the expression for ke is taken from Faure, Gorfinkiel & Tennyson (2004) , because the expression given by Meijerink & Spaans (2005) for ke blows up at low temperatures.
To treat CO and H2O vibrational cooling, we again use the results of Neufeld & Kaufman (1993) . They present fitting functions of the form 1
for both CO and H2O, and give analytical fits to L0(T ) for both coolants, as well as numerical values for LLTE for temperatures 100K < T < 4000K and effective column densities 13.0 < logÑ < 20.0. Our treatment of cooling at temperatures and effective column densities that lie outside these bounds is the same as that used for CO and H2O rotational cooling, as described above. As before, we account for CO and H2O cooling in gas that is not fully molecular by replacing nH 2 in Equation 16 with an effective number density n eff , taken from Meijerink & Spaans (2005) . For CO vibrational cooling, this is given by n eff,CO,vib = nH 2 + 50 nH + LCO,e LCO,0 ne,
where LCO,e = 1.03 × 10 −10 T 300
LCO,0 = 1.14 × 10 −14 exp −68.0
while for H2O vibrational cooling we have
where LH 2 O,e = 2.6 × 10
and where in all of these expressions, T is the gas temperature in K. Finally, we note that whenÑ is large, isotopic variants of CO and H2O can contribute significantly to the total cooling rate, as they will have much smaller effective column densities and so will be less affected by self-absorption. 
OH cooling
To model cooling from OH, we use a rate taken from Pavlovski et al. (2002) , based on Hollenbach & McKee (1979) . This rate assumes that the OH molecules are not in LTE, which is a reasonable assumption provided that the gas density n < 10 10 cm −3 (Hollenbach & McKee 1979) .
CODE TESTS
In testing our modified version of ZEUS-MP, our main focus was on verifying the additional physics that we have added to the code, as the unmodified code has already undergone significant testing (see e.g. Stone & Norman 1992a,b; Hayes et al. 2006) . To verify that our simplified model of CO formation and destruction performs as expected, we have used our chemical network and cooling function to model the chemical and thermal evolution of static gas for a range of different number densities and obscuring average column densities (or visual extinctions). We then compared the results of these single zone models with the results of similar simulations performed using a detailed chemical network derived from the UMIST99 compilation of reaction rates (Le Teuff, Millar & Markwick 2000) , and using the same cooling function. By modelling the thermal as well as the chemical evolution of the gas, we are able to quantify the effect of errors in the chemical abundances of the major coolants on the thermal state of the gas. In all of these tests, we use the same incident radiation field, cosmic ray ionization rate, elemental abundance of carbon and oxygen, etc. as in our three-dimensional simulations described below. We ran each of our test models for a total time of 3.1 × 10 14 s, or about 10 million years.
Our initial comparisons showed significant discrepancies between the results obtained using our simplified chemical model and the UMIST99-derived model. The abundances of the dominant carbon and oxygen carrying species were generally reproduced accurately in both models, but we found large differences in the abundances of some of the trace species. However, further investigation showed that these discrepancies were caused primarily by differences in the reaction rate coefficients adopted for several key reactions in our model compared to those used in the UMIST model. Specifically, we found that to get good agreement between the models, it was necessary to ensure that the same values were used for the rates of the following . In a couple of cases, the differences in rate coefficients are a result of the use of a different low temperature extrapolation from the same experimental data, but in most cases, the differences are due to our use of recent experimental or theoretical values that post-date the construction of the UMIST99 model. We therefore expect the values used in our model (and listed in Table B1 ) to be the more accurate ones. We also note that we are not the first group to remark on the sensitivity of astrochemical reaction networks to the large uncertainties that exist in some reaction rate coefficients (see e.g. Vasyunin et al. 2004; Wakelam et al. 2005) , and that uncertainties of this kind in the input physics are an important, but currently unavoidable, limitation on the accuracy of simulations of molecular cloud chemistry.
Having made these adjustments, so that we are comparing like with like, we find good agreement between the results produced using our simplified chemical network and the results produced using the full UMIST network. This is illustrated in Figures 1-3 . In Figure 1a , we show how the C + , C and CO abundances vary as a function of AV at the end of our test runs for an initial density of n0 = 100 cm −3 . The results from our simplified model are plotted as dotted lines, while those from the UMIST model are plotted as solid lines. Figure 1b gives a similar comparison of the OH, H2O and O2 abundances, while in Figure 1c we plot the ratio of the gas temperature in the simplified model to that in the full model. We find very good agreement for all of the plotted abundances at all AV, and only very small differences in the temperature.
In Figure 2 , we give a similar comparison for the case of gas with n0 = 1000 cm −3 . Again we find good agreement for most species, although in this case the simplified model predicts too large an abundance of neutral carbon at AV > 6. However, this disagreement is possibly a little misleading. As Figure 3 demonstrates, the evolution of the C abundance with time at high AV is very similar in both the simplified and the full models, but the final conversion of the residual C and C + to CO occurs slightly later in the simplified model. It should also be noted that we expect our neglect of the effects of freeze-out to have a larger impact on the gas-phase chemistry of high AV gas than the small discrepancy noted here. Finally, regarding the cooling function, we note that most of its features are already well-tested, as described in Glover & Mac Low (a), but showing the ratio of gas temperature produced by the simplified model to that produced by the full UMIST model. Note that we plot the ratio rather than the individual temperatures because the difference between the models is very small, of the order of 0.05%.
(2007a). The main addition that requires testing is our implementation of CO and H2O cooling. We have verified that this is implemented correctly by ensuring that we can reproduce all of the tabulated values for the CO and H2O cooling rates given in Neufeld & Kaufman (1993) and Neufeld, Lepp & Melnick (1995) , and by ensuring that the rates vary smoothly in between the tabulated values.
INITIAL CONDITIONS
In this paper, we present the results of a small set of simulations of supersonic turbulence designed to address the issue of numerical convergence, and to highlight the capabilities of the code. We performed three simulations with numerical resolutions of 64 3 , 128 3 and 256 3 zones, respectively, that we will hereafter denote as runs R1, R2, and R3. All three simulations shared the same set of initial conditions: a periodic box of side length L = 20 pc, filled with initially uniform atomic gas with a density n0 = 300 cm −3 and a temperature T0 = 60 K, permeated by a magnetic field with an initial field strength B0 = 2 µG oriented parallel to the z-axis of the box. The initial turbulent velocity field had an RMS velocity of vrms = 5 km s −1 and was constructed in the same fashion as in Glover & Mac Low (2007b) . The turbulence was driven as outlined in Mac Low et al. (1998) and Mac Low (1999) We ran each simulation until a time t end = 1.8 × 10 14 s ≃ 5.7 Myr. This corresponds to almost three turbulent crossing times, tcross = L/(2vrms) ≃ 2 Myr. As we shall see later, this is long enough to allow most of the fluid quantities to reach a state of statistical equilibrium. It should be noted that our simulations are somewhat inconsistent in that they adopt periodic boundary conditions for the gas, but do not do the same for the radiation. This is an unfortunate but necessary compromise. Our simulations do not have sufficient dynamical range to follow both the process of cloud assembly and the evolution of gas within the cloud, and so we use periodic boundary conditions for the gas in order to be able to focus on a small volume of already assembled material, while continuing to use a more physically appropriate boundary condition for the radiation that has it simply penetrating inwards from the edges of the box.
TIME EVOLUTION OF MEAN CHEMICAL ABUNDANCES
We begin our discussion of the results of our simulations by examining the time evolution of the spatially-averaged massweighted mean abundances of several key chemical species in our three simulations. We define the mass-weighted mean abundance of a species m as
where xm(i, j, k) is the fractional abundance of species m, ρ(i, j, k) is the mass density in zone (i, j, k), ∆V (i, j, k) is the volume of zone (i, j, k), Mtot is the total mass of gas present in the simulation, and where we sum over all grid zones. In all but one case, we define the fractional abundance xm of species m as the abundance by number of the species relative to the abundance of hydrogen nuclei, i.e.
where nm is the number density of species m and n is the number density of hydrogen nuclei. The exceptional case is that of H2, for which this convention would give a value of xH 2 = 0.5 for gas in which the hydrogen is fully molecular. This has the potential to be confusing for readers who are unfamiliar with this convention, and so for clarity we define the fractional abundance of H2 to be
so that xH 2 = 1 for fully molecular hydrogen. Note also that this is the same convention as is used in Glover & Mac Low (2007a,b) , and so the values of xH 2 and xH 2 M discussed here can be directly compared to those in our previous papers.
Molecular hydrogen
In Figure 4 , we show how the mass-weighted mean abundance of H2, xH 2 M, evolves in runs R1, R2, and R3. At early times, we see some dependence on the numerical resolution of the simulation. This is probably a consequence of the fact that denser structures are formed as we increase the numerical resolution, on account of the better resolution of turbulent compression (see e.g. , Figure 5 ). As the H2 formation rate depends on the density, the formation rate thus also increases. Similar results were found previously by Glover & Mac Low (2007b) . At late times, most of the resolution dependence disappears. The value of xH 2 M in the 64 3 zone run remains slightly smaller than that in the higher resolution runs, but there is almost no difference between the results of the 128 3 and 256 3 zone runs, suggesting that in this case, a numerical resolution of 128 3 zones is enough to reproduce the final H2 abundance accurately.
Regarding the time evolution of the H2 fraction, we first note that we see the same rapid growth in the H2 abundance as we found in Glover & Mac Low (2007b) . Within only 1 Myr, the hydrogen has already become 50% molecular. Nevertheless, it is also clear that xH 2 M has yet to settle into a steady state by the end of the simulations at t = 5.7 Myr. Although the H2 chemistry in the denser gas has largely reached a steady state by this point, there remain some low-density regions in which the H2 formation timescale is longer than the time elapsed in the simulation (despite the acceleration of H2 formation caused by the turbulence).
Carbon chemistry: C
+ , C and CO
In Figure 5 , we examine the time evolution of the mass-weighted mean abundances of C + , C, and CO. The first point to note here is the very rapid change in x C + M and xC M at the beginning of the simulation. This is a consequence of our choice of initial conditions. We began with all of our carbon in the form of C + , which has a short recombination timescale t rec,C + < 0.1 Myr for our initial temperature of 60 K and initial density of 300 cm −3 . In the interior of the simulation volume, the value of x C + in photoionisation equilibrium is typically much smaller than this starting value. Thus, there is a rapid conversion of C + to C, resulting in the rapid changes in x C + M and xC M visible in the Figure. Once we are past this initial transient, the subsequent evolution of x C + M and xC M occurs on a much slower timescale. It is driven by a combination of two main factors: the changes that are occuring in the density structure of the gas, in response to the turbulence, and the conversion of C + and C into CO.
The CO abundance evolves rapidly within the first few million years of the simulations. During the first 0.5 Myr, there is almost no CO present, but by t = 1 Myr, 12% of the total carbon has been incorporated into CO. This fraction increases to 32% by t = 2 Myr, and reaches a steady-state value of around 50% at t > 4 Myr. Atomic carbon dominates for t < 3 Myr, while CO dominates at t > 3 Myr. The steady-state value of the C/CO ratio is approximately 55%. This is consistent with the values computed by Papadopoulos, Thi & Viti (2004) for gas with a density of order 10 3 cm −3 and a visual extinction AV ∼ 1-10 that is illuminated by the standard interstellar radiation field, and is compatible with the ratio observed in a number of nearby molecular clouds (see e.g. Plume, Jaffe & Keene 1994) .
At early times, the C and CO abundances clearly depend on the numerical resolution of the simulation: in higher resolution simulations, we find more CO and less C than in lower resolution simulations. However, the difference between the runs lessens with time and with increasing resolution. For times t > 4 Myr, there is very little difference between the results of the 128 3 and 256 3 zone runs. The C + abundance shows very little sensitivity to the numerical resolution throughout the simulation, as it is located primarily in large, low-density regions that are well resolved in all of our simulations.
Oxygen chemistry: O, OH, H2O and O2
In Figure 6 , we examine the time evolution of the mass-weighted mean abundances of O, OH, H2O, and O2. It is clear from the Figure that most of the oxygen remains in atomic form at the end of the simulation, with roughly 23% having been incorporated into CO (not plotted here), and less than 1% into other molecules (primarily H2O at early times and O2 at late times). Our values for the O and OH abundances appear to be numerically well converged during most of the period simulated, with the exception of a short period around t = 2 Myr; note that this corresponds to a turbulent crossing time, and hence to the time at which the first major shock-shock interactions are occurring. This is also the time at which most of the CO is forming. Our values for the H2O and O2 abundances are less well converged, although there is some indication that the results of the 128 3 and 256 3 runs have converged by the end of the simulation. The O and OH abundances appear to have reached a steady state by t = t end , but there is no indication that the H2O and O2 abundances have done so.
If we compare the mean mass-weighted abundances of H2O and O2 that we find in these simulations with the values (or upper limits) measured in local star-forming regions, then it becomes immediately apparent that there is a significant discrepancy. In our simulations, we find that at times t > 2 Myr (corresponding to roughly a single turbulent crossing time), xH 2 O M ∼ 3-5 × 10 −7 and xO 2 M ∼ 1-10 × 10 −7 . However, observations of a number of local star-forming regions with the Submillimeter Wave Astronomy Satellite (SWAS) and the Odin satellite find H2O and O2 abundances that are more than a factor of ten smaller (see e.g. Bergin et al. 2000; Goldsmith et al. 2000; Pagani et al. 2003; Larsson et al. 2007 ). This discrepancy is probably due to the neglect of freeze-out processes in our current study. Static gas-phase chemical models of molecular clouds overproduce H2O and O2 in a similar fashion to our dynamical models (Bergin et al. 2000; Goldsmith et al. 2000) and the inclusion of grain-surface processes in these models is widely seen as the most promising way to restore agreement with the observations. A few studies have considered the effects of turbulent mixing, using an approach based in mixing-length theory, and have suggested that this could also suppress the gas-phase H2O and O2 abundances (Chièze & Pineau des Forêts 1989; Xie, Allen & Langer 1995). However, our current results would appear to rule this out as a solution to the 'water problem'. Another possibility is that there is some as-yet unidentified problem with the reaction rate coefficients used for the oxygen gas-phase chemistry, but this is not an issue that our dynamical models can address.
Since our results for the H2O and O2 abundances are unrealistic compared to those measured in real molecular clouds, for one or more of the reasons noted above, will not discuss these molecules any further in this paper, and will focus our attention in the following sections on H2 and CO.
6 DENSITY AND TEMPERATURE PROBABILITY DISTRIBUTION FUNCTIONS 6.1 Probability density functions (PDFs) at t = t end
In Figure 7 , we plot the mass-weighted and volume-weighted probability density functions of the total gas number density ntot at the end of simulations R1, R2 and R3, i.e. at t end = 5.7 Myr. We note first that both PDFs have a log-normal shape around their peak, although they deviate from this shape in the far wings of the distribution. This form for the density distribution is not unexpected. Previous studies of the density PDF produced by fully-developed supersonic turbulence in isothermal gas find that it has a log-normal form (e.g. Padoan et al. 1997; Passot & Vázquez-Semadeni 1998; Nordlund & Padoan 1999; Klessen 2000; Ostriker, Stone & Gammie 2001; Li et al. 2004; Lemaster & Stone 2008; :
where s = ln(ρ/ ρ ), ρ is the mean density of the gas, and where the mean s is related to the dispersion σs by s = −σ 2 s /2 due to the constraint of mass conservation. However, the tails of the PDFs may significantly deviate from this log-normal distribution due to intermittent fluctuations (Kritsuk et al. 2007; Schmidt et al. 2009; ). Padoan et al. (1997) argue that the logarithmic density dispersion σs is related to the RMS Mach number of the flow, M, by
where b ≈ 0.5. More recently, have shown that the proportionality parameter b depends on the relative strength of solenoidal compared to compressive modes in the forcing field used to initialize and drive the turbulence. For purely solenoidal forcing, they find that b ≃ 1/3, while for purely compressive forcing, b ≃ 1. We have measured the proportionality constant b using equation (27) in the regime of fully developed turbulence (3.8 Myr < t < t end ) and find a mean value of b = 0.32. However, b decreases systematically in time from b = 0.36 at t = 3.8 Myr to b = 0.27 at t = t end .
Instead of using the total number density to estimate b, we additionally used the PDF of CO number density to compute b. Since the PDF of CO number density significantly departs from a log-normal distribution, we make use of the expression for the linear density dispersion (Padoan et al. 1997; Passot & Vázquez-Semadeni 1998; 
This equation for the dispersion does not assume a log-normal distribution . Again, we find a systematic decrease of b in time with b = 0.39 at t = 3.8 Myr and b = 0.33 at t = t end . The mean value in the regime of fully developed turbulence is b = 0.35, slightly larger than our estimate using the total number density. This is most likely due to the broad plateau of small CO number density seen in its PDF (see Fig. 9 ). Although the gas in our simulations is non-isothermal, the deviations from isothermality do not appear to cause major changes in the density PDF compared to the isothermal case. This is consistent with the previous findings of Glover & Mac Low (2007b) for gas at a slightly lower mean density (n0 = 100 cm −3 in the majority of their runs, compared with n0 = 300 cm −3
here). However, simulations such as that of Hennebelle & Audit (2007) that consider much lower mean densities and so probe the regime in which the gas is thermally unstable produce a broad, bimodal PDF that is not log-normal.
Regarding the numerical convergence of the density PDF, we note that we find good convergence over much of the density range probed by our simulations, but that there is not yet convergence in the wings of the distribution (see also Hennebelle & Audit 2007; ). In particular, there appears to be a systematic shift to higher densities with increasing numerical resolution that is particularly apparent in the mass-weighted version of the plot, and that causes a slight shift in the position of the peak. This behaviour is to be expected, since we are unable to fully resolve the shocks in our simulations, even at our highest numerical resolution. As Glover & Mac Low (2007a) demonstrate, the characteristic cooling length of shock-heated gas, L cool , at our mean density is of the order of 0.01 pc, and so to resolve these cooling lengths with four grid cells in our 20 pc box, we would need to use a numerical resolution of 8000 3 , far larger than is currently possible (although Hennebelle & Audit 2007 have successfully resolved the post-shock cooling regions in two-dimensional simulations of interstellar turbulence). To properly resolve shocks occuring in gas denser than the mean, where the cooling length is smaller, we would require an even higher numerical resolution. Since our shocks are under-resolved, the effect of increasing the numerical resolution is to decrease the size of the cooling regions behind the shocks (which cannot be smaller than the grid spacing ∆x, even if L cool ≪ ∆x), which also allows for greater compression of the cold, post-shock gas. Fortunately, the effect of this on the density PDF appears to be relatively small, and hence we should be able to trust the results of our simulations, provided that the quantities of interest are not dominated by the behaviour in the wings of the density PDF. We also note that quantities that are dependent on the behaviour of the wings of the PDF are in any case difficult to characterise based on a single simulation, since the wings are strongly affected by turbulent intermittency (Kritsuk et al. 2007; ), and so vary from realisation to realisation of the same turbulence simulation, even if the overall shape of the PDF remains the same when averaged over long enough times.
In Figure 8 , we plot the mass-weighted and volume-weighted PDFs of the H2 number density nH 2 at t = t end . Comparing these with the PDFs of the total number density shown in the previous Figure, we see that there is very good agreement. This is to be expected: given that only a few percent of the gas remains in atomic form at this point in the simulations, it is unsurprising that the PDF of the H2 number density closely follows the PDF of total number density.
In Figure 9 , we plot the mass-weighted and volume-weighted PDFs of the CO number density nCO at t = t end . Unlike the PDFs of total number density and H2 number density, this is not lognormal. The mass-weighted PDF has a clear peak at nCO ∼ 10 −1 cm −3 , and falls off sharply at higher CO number densities in a fashion similar to a lognormal, but at lower CO number densities there is a clear feature in the distribution function, which decreases only slightly from nCO ∼ 10 −2 cm −3
down to nCO ∼ 10 −8 cm −3 . The volume-weighted PDF also shows a peak at nCO ∼ 10 −1 cm −3 , but is actually bimodal, with a second peak at nCO ∼ 10 −7 cm −3 , although it is also clear that a large number of zones have CO number densities in between these two values. The curious shape of the CO number density PDFs can be better understood once we realise that we are dealing with a PDF made up of two separate contributions, one coming from grid zones with xCO ≃ xC,tot and a second from grid zones with xCO ≪ xC,tot, and that the dependence of nCO on ntot is very different in these two sets of zones.
If xCO ≃ xC,tot, or in other words if almost all of the carbon in a zone has been converted to CO, then clearly nCO is directly proportional to ntot. The contribution that these zones make to the PDF therefore simply mirrors the lognormal shape of the underlying mass density PDF. A significant fraction of the carbon in our simulation is located in such fully molecular zones, and it is the contribution of the gas in these regions that gives us our high density peak in the CO number density PDF.
On the other hand, if xCO ≪ xC,tot and, crucially, if the CO fraction is not tightly correlated with the total gas density, then we would expect to find only a weak correlation between nCO and ntot. In other words, if the scatter in the values of xCO in gas with a given ntot is large, then this scatter will wash out the effects of any correlation between nCO and ntot. As we will see later, in Section 7, a considerable fraction of the gas in our simulations behaves in this fashion, and it is this that is responsible for the extended low-density plateau that we see in the CO number density PDF. We will return to this point in Section 7.
As far as the numerical convergence of the PDFs is concerned, we see very good agreement between the results of our three runs over a very wide range of CO number densities. Differences between the three runs are only apparent in the tails of the distribution. Increasing the resolution increases the mass fraction in regions with very high CO number density, which simply reflects the fact that we better resolve the dense, post-shock gas in the highest resolution simulation, as already noted above. We also find fewer regions with very low CO number density in our higher resolution simulations, which again seems to be a consequence of the resolution-dependence of the wings of the underlying mass-density PDF.
Finally, in Figure 10 , we plot the mass-weighted and volume-weighted PDFs of the gas temperature T at t = t end . Several features of these plots stand out. First, as the temperature approaches 10 K, the PDF falls steeply, and there is almost no gas in the simulation with T < 10 K. This feature of the plot is artificial, and is a consequence of our adoption of a temperature floor at T = T dust = 10 K in our treatment of the radiative cooling (see §2.3.2 above). Thus, the only fluid elements that have T < 10 K are those that had temperatures close to 10 K and then underwent a strong rarefaction, leading to significant adiabatic cooling. Moreover, this must have happened within the last 0.1 Myr, or else cosmic ray heating would have warmed the gas up above 10 K again. As is apparent from the PDFs, very few of the fluid elements in our simulations find themselves in this situation at any given time.
The second obvious feature of the temperature PDFs is the clear power-law tail between 30 K and 120 K in both the mass and the volume-weighted PDFs. This tail is composed of gas with a low A V,eff that is heated primarily by photoelectric emission from dust grains and is cooled primarily by C + fine structure emission. The equilibrium temperature of this gas varies approximately as a power-law function of density, Teq ∝ n 0.7 (Larson 2005; Glover & Mac Low 2007b) .
Regarding numerical convergence, we again find good convergence for the majority of the PDF, with significant differences visible only around the low temperature peak in the distribution. Increasing the numerical resolution shifts the peak to slightly lower gas temperatures, reflecting the fact that the coldest gas is also, typically, the densest, and that this dense material is better resolved in the higher resolution simulations.
Time evolution of the PDFs
In Figure 11a , we show how the mass-weighted PDF of the total number density evolves with time in the 256 3 run R3. The first output time for which data is plotted, t = 0.6 Myr, corresponds to less than half of a turbulent crossing time, and at this point in the simulation, the imprint of the initial conditions is still quite apparent. The density PDF at this time is clearly not lognormal. Instead, it is bimodal, with one peak close to the starting density n0 = 300 cm −3 , corresponding to gas which
has not yet been significantly affected by the turbulence, and a second peak at n ∼ 3000 cm −3 , corresponding to gas that has already been compressed by the strong, large-scale shocks present in the initial turbulent velocity field.
By the time of the second output dump at t = 1.9 Myr, corresponding to roughly one turbulent crossing time, the picture is quite different. The characteristic lognormal density PDF has now been established, although a few fluctuations in the low density tail of the PDF are still apparent. These have vanished by the time of our third output dump, at t = 3.2 Myr, and from this point on we see very little evidence for any change in the PDF, suggesting that the density distribution has reached a statistical steady state.
In Figure 11b , we plot the mass-weighted PDF of the H2 number density in run R3 at various output times. As in Figure 11a , the PDF at the earliest output time is clearly not lognormal, but after one turbulent crossing time, it has become lognormal over much of the range of densities plotted. This is easily understood when one considers that by t = 1.9Myr, roughly 80% of the hydrogen in the simulation has already become molecular (see Figure 4 ) and that we expect there to be a clear correlation between gas density and molecular fraction (see Glover & Mac Low 2007b, or §7 below) . At gas densities where the hydrogen is almost fully molecular, we expect that the H2 number density PDF will simply track the underlying density PDF. Comparison of Figures 11a and 11b shows that this is the case for H2 number densities greater than nH 2 ∼ 10 cm −3 at t = 1.9 Myr. Lower H2 number densities correspond to regions of low density gas where a significant fraction of atomic hydrogen remains, and in these regions there is no simple mapping between gas density and H2 number density, since here the H2 fraction is sensitive not only to the current density and the degree of shielding, but also to the previous dynamical history of the gas (Glover & Mac Low 2007b; . It is therefore not surprising that at these low densities the PDF is not lognormal.
At later output times, we see little change in the PDF at densities nH 2 > 10 cm −3 , which simply reflects the fact that there is very little change in the underlying density PDF. At lower densities, the PDF continues to evolve with time. The mass fraction of gas with extremely low H2 number densities, nH 2 < 0.3 cm −3 , significantly decreases. This gas physically corresponds to gas with a low total number density and low H2 fraction. As time passes, the H2 fraction in this gas increases, and so the H2 number densities increase, even though the statistical distribution of the total number densities is unchanged. At the latest output time, t = 5.7 Myr, the shape of the full H2 number density PDF is almost identical to that of the full density PDF, since by this point, almost all of the hydrogen has become molecular.
In Figure 11c , we show how the mass-weighted PDF of the CO number density evolves with time in run R3. Just as with ntot and nH 2 , the shape of the PDF at our earliest output time bears little resemblance to its later shape, while by the time of the second output dump, the shape of the final PDF has become far better established. Unlike ntot and nH 2 , however, we continue to see evolution in both the low and the high density portions of the PDF, and it is only after 3.2 Myr, corresponding to 1.6 turbulent crossing times, that the CO number density PDF reaches a statistical steady state. This longer evolutionary timescale is a consequence of the longer time required to form CO, compared to H2. Between t = 1.9 Myr and t = 3.2 Myr, the total mass of H2 in the simulation increases by about 15%, while the total mass of CO increases by about 50%.
Finally, in Figure 11d , we show how the mass-weighted temperature PDF varies with time. At the earliest output time, this has a two-peaked structure: a high temperature peak, centered on T ∼ 65 K, corresponding to unshocked gas that still has a density and temperature close to its initial value, and a low temperature peak, centered on T ∼ 30 K, corresponding to shocked, higher-density gas (compare with the density PDF at t = 0.6 Myr in Figure 11a ). By t = 1.9 Myr, this double-peaked structure has disappeared, but as with the CO number density PDF, it is not until t = 3.2 Myr that large portions of the PDF settle into their final form. By this point, the power-law high temperature tail has become fully established, and the PDF at temperatures T > 30 K shows very little evolution at later times. On the other hand, the portion of the PDF around the low temperature peak continues to evolve. The PDF peaks at T ≃ 16 K at t = 3.2 Myr, but by t = 4.4 Myr the peak has shifted to T ≃ 13 K, while by t = 5.7 Myr, it has shifted further, to T ≃ 12 K. We therefore see a systematic increase with time of the amount of cold gas present in the simulation. This increase has not yet come to an end by the end of our simulation, although it has significantly slowed: there is far more evolution in the temperature PDF between t = 3.2 Myr and t = 4.4 Myr than there is between t = 4.4 Myr and t = 5.7 Myr. This increase in the mass of cold gas is simply driven by radiative cooling of dense, fully-molecular gas. At temperatures T ≫ 10 K, the cooling time of the gas is very short, but for temperatures close to our temperature floor of 10 K, it becomes comparable to the dynamical time (see e.g. Figure 2a in Neufeld, Lepp & Melnick 1995) .
SPATIAL DISTRIBUTION OF H2 AND CO
In Figure 12a , we plot the column density of hydrogen nuclei, NH,tot, projected along the z-axis of the simulation (i.e. along the axis parallel to the direction of the initial magnetic field) in run R3 and at time t = t end . In Figures 12b and 12c , we show similar plots of the H2 and CO column densities. The basic morphology of the gas is the same in all three plots. The gas has a filamentary distribution, and large spatial variations in the column densities are apparent, including, coincidentally, a rather prominent under-density visible toward the bottom-left of the figures. The plots of NH,tot and NH 2 are very difficult to distinguish, which is unsurprising since most of the hydrogen gas in the simulation is molecular by this point. On the other hand, the plot of CO column density is clearly different from the other two plots: the underdense regions are larger, and also more numerous, particularly towards the edges of the box. Similar results are found if we consider projections along lines of sight perpendicular to the initial magnetic field. The difference between the spatial distributions of NCO and NH 2 can be more clearly highlighted by plotting the ratio NH 2 /NCO, as we do in Figure 12d . Along lines of sight corresponding to the highest column densities, this ratio is around 10 3.5 , as we would expect for gas in which all of the hydrogen is in the form of H2 and all of the carbon is in the form of CO. However, if we look along lines of sight that pass through regions of lower total column density, then we find values for this ratio that are up to a factor of thirty larger. Along these lines of sight, much of the carbon remains in the form of C or C + . It is clear from Figure 12d that the regions with low CO column densities are found preferentially towards the edges of the simulation volume. This is only to be expected, given our treatment of the external ultraviolet radiation. Gas close to an edge of the simulation volume will tend to have a low column density of dust between itself and the edge, and so will be more readily affected by UV photons propagating inwards in that direction, even if in other directions, that same gas is well-shielded. However, it should be stressed that this is not simply an edge effect: when the column density is low, UV photons can penetrate in to the volume to considerable depths, and are not confined to a narrow region at the surface of the box. Similarly, the two large regions with high H2:CO column density ratios that are close to the center of the projections are well-shielded by dust along the x and y axes of the simulation, but have a low column density of material shielding them in the z direction, and so are strongly affected by UV photons propagating inwards in that direction.
Clearly, if we were to solve for the UV radiation field using much higher angular resolution, we would expect to obtain slightly different results for the spatial distributions of the CO column density and the H2:CO column density ratio. Nevertheless, the picture we obtain here is qualitatively correct. The clumpiness created by the turbulence opens up channels in the gas distribution, allowing UV photons to propagate far deeper into the cloud than would be possible if it were a single homogeneous mass of gas (see also Boisse 1990; Padoan et al. 2004; Bethell, Zweibel & Li 2007 ).
CO to H2 ratio
The results shown in Figure 12 indicate that the amount of CO in the gas depends in part upon the column density of the material shielding the gas, but being two-dimensional projections, they do not easily allow us to quantify this dependence, or to separate the effects of increased shielding from the effects of increased gas number density. To do this, we need to make use of the full three-dimensional spatial information contained in the datacube.
In Figure 13a , we show how the fractional abundance of CO, xCO, depends on the number density ntot by plotting the mass-weighted two-dimensional PDF of these two quantities. In Figure 13b , we show a similar plot of xCO versus the effective visual extinction A V,eff . For a grid cell at position x, we define the effective visual extinction A V,eff as
where AV(xp+) is the visual extinction of material between the cell and the edge of the volume in the positive direction along the xp axis, and AV(xp−) is the same in the negative direction. The choice of the factor of 2.5 occurs because the CO photodissociation rate scales with the visual extinction AV as exp(−2.5AV). The value of A V,eff corresponds to the visual extinction used in our code, in the context of our six-ray approximation, for computing the CO photodissociation rate (see Section 2.2). Figure 13a demonstrates that there is only a weak correlation between the CO abundance and the number density. At densities ntot < 10 cm −3 , most of the gas has a very low CO abundance, xCO < 10 −8 . On the other hand, at densities ntot > 10 4 cm −3 , almost all of the carbon in the gas is found in the form of CO. At densities between these two extremes, however, there is a very wide spread in xCO at any given ntot. For instance, at ntot = 100 cm −3 , values of xCO between 10 −9 and 1.4 × 10 −4 are almost equally probable. This large scatter in xCO is unexpected and demands an explanation.
A large part of the puzzle is explained by Figure 13b , which shows that there is a correlation between xCO and the effective visual extinction, A V,eff , that is stronger than the correlation between CO fraction and gas number density. This is in line with our expectations based on our discussion of the H2:CO column density ratio above, and is also readily explained by considering the microphysics of CO formation and destruction. Consider the following simplified model for the CO abundance. CO is formed from gas phase C or C + by a variety of reactions, but the most important ones involve either a hydrocarbon radical (e.g. CH) or its ion (e.g. CH + ), or the OH radical or its ion, OH + . In cold gas, the formation of one of these intermediate species is the rate-limiting step in forming CO, as the various routes by which these species can be formed typically involve either a radiative association reaction with H2, or the cosmic ray ionization of H2, both of which are slow processes. Let us Figure 12 . (a) Column density of hydrogen nuclei, N H,tot , in run R3 at time t = t end , viewed along a line of sight parallel to the z-axis of the simulation volume. This direction is also parallel to the initial orientation of the magnetic field. (b) As (a), but for the H 2 column density. (c) As (a), but for the CO column density. (d) Ratio of H 2 column density to CO column density along the same line of sight through run R3 at time t = t end .
suppose, for simplicity, that reactions involving hydrocarbon radicals and ions dominate. 1 In that case, we can write the CO formation rate as R form nC,totnH 2 , where nC,tot = nC + n C + , and where R form is the formation rate of our intermediate species, multiplied by a factor that accounts for the fact that some of the intermediate radicals and ions will be photodissociated, rather than reacting to form CO (or a further intermediate, such as CO + , that reacts rapidly to form CO). If CO is primarily destroyed by photodissociation, at a rate R pd nCO, then in chemical equilibrium, the CO fractional abundance is given by
The photodissociation rate R pd can be written in terms of A V,eff as R pd = 2 × 10 −10 f sh exp(−2.5A V,eff ), where f sh = fCOfH 2 is the product of the shielding factors due to CO self-shielding (fCO) and due to the shielding of CO by H2 (fH 2 ) that we introduced in §2.2. We can therefore rewrite Equation 30 as
Consideration of the different processes involving C or C + that lead to the formation of CH or CH + suggests that R form should have a value of roughly 10 −17 cm 3 s −1 , give or take an order of magnitude. If we assume, again for simplicity, that in fact R form = 2 × 10 −17 cm 3 s −1 , then Equation 31 becomes
If we further simplify matters by assuming that the H2 fraction is of order one, and that most of the carbon in the gas is still in the form of C or C + , so that xC,tot ∼ 10 −4 , then we obtain the following expression for xCO
Given the large number of assumptions and simplifications that we have made above, this expression should clearly be treated only as a rough order-of-magnitude estimate of the CO abundance. Nevertheless, this simplified model does highlight some of the behaviour that we see for the actual CO abundance in our simulations. Our simplified model predicts that the abundance of CO should vary only linearly with the gas number density, and with f −1 sh (which itself is a complicated function of NH 2 and NCO), but should vary exponentially with A V,eff . Thus, small changes in A V,eff will produce a much larger change in xCO than even relatively large changes in n, and so we would expect to find a much stronger correlation between xCO and A V,eff than between xCO and ntot, as indeed is the case in our simulations (see Figure 13) .
If the behaviour of xCO is determined primarily by the amount of shielding by dust and molecules, rather than by the density, then we would expect to obtain a much tighter correlation if, instead of plotting xCO against ntot, we plot xCO against ntot exp(2.5A V,eff ) or, even better, against
This we have done in Figures 13c and 13d . These Figures show that when the CO fraction is small, then we obtain a much tighter correlation between xCO and ξ than between xCO and ntot, while accounting for the effects of shielding from CO and H2 improves the correlation even further. This confirms that most of the scatter we see in the xCO-ntot plot at low xCO is due to the fact that the CO fraction is far more sensitive to changes in the amount of shielding than to changes in the density, and that the amount of shielding is not well correlated with the gas density. This point is further emphasised in Figure 14 , which shows that there is indeed a large scatter in the effective visual extinction at most densities. If the CO abundance is large, then the relationship between xCO and the amount of shielding becomes quite different, and the clear correlation found at low xCO rapidly vanishes. Our simplified model for xCO again can give us insight into why this happens. Consider that in order to produce a CO abundance xCO ∼ 10 −5 , our model predicts that we must have ξ ∼ 10 6 . For a gas density n ∼ 300 cm −3 , this means that the CO photodissociation rate is reduced by a factor of roughly 3000 compared to the optically thin value, i.e. R pd ∼ 10 −13 s −1 . The corresponding photodissociation timescale is then 0.3 Myr, which is not negligible in comparison to the dynamical timescale of the gas, and so it is probably no longer safe to assume either that the gas is in chemical equilibrium or that photodissociation dominates the destruction of CO. As our model was based on both of these assumptions, it is unsurprising that it breaks down at high xCO.
To summarise, what these results are showing us is that in low extinction gas, the CO abundance is determined by a combination of the extinction and the density, with the extinction playing the primary role, while at high extinction, other physics, such as the dynamical history of the gas, or the impact of other destruction mechanisms, such as charge transfer with He + , becomes far more important.
The relationship between A V,eff and ntot, shown in Figure 14 , is also worth discussing. As noted above, there is no strong correlation between these two quantities. However, they are not completely uncorrelated either. There is a clear deficit of zones with high A V,eff at low densities, and there is also a deficit of zones with low A V,eff at high densities. The latter is a consequence of the finite resolution of our simulation, since the value of A V,eff in a given zone has a lower bound
where ∆x is the size of a grid zone, corresponding to absorption within the zone itself. However, this does not explain the deficit of points with high extinction and low density. Instead, this is due to the fact that there are only very few voids in the density distribution that are entirely surrounded by high extinction material. In addition, little of the mass in the simulation volume is to be found at these very low densities. Also of interest is the fact that the smallest values of A V,eff found in our simulation are roughly 0.1-0.3, rather than zero. The reason for this is quite simple. The regions in the simulation with the lowest values of A V,eff are those at the edges and corners. These regions are highly exposed to radiation propagating inwards from the nearest edges of the box. However, at the same time, they are very well shielded from radiation propagating inwards from the opposite edges of the box, since they are protected by the full width of gas in the simulation. Therefore, these zones see a mean intensity that is smaller than the mean intensity that they would see if the opacity in every direction were zero, and hence they have a non-zero A V,eff , even though the visual extinction between them and the closest edge of the box may be very close to zero. It is also clear that our "six-ray" approximation tends to overestimate the degree to which the zones at the edges of the box are shielded. For instance, consider a zone located at the edge of the box, in the center of one of the six faces. In one direction it has a very low AV; however, in the other five directions, it may have a very high AV. Therefore, using our approximation we would predict that it would see a mean intensity of radiation that was roughly one-sixth of the value in the absence of shielding, while in reality it should see a mean intensity that is only one-half of the optically thin value. Fortunately, this is only really a problem for zones right at the edge of our simulation, and most of the gas should not be significantly affected. To test this, we verified that the removal of 32 zones of material from each of the edges of our 256 3 simulation did not significantly affect the PDFs reported in this paper.
Comparison to photodissociation region models
To conclude this section, it is interesting to compare our results for the CO distribution with what we would expect based on classical models of uniform density photodissociation regions (see e.g. Hollenbach & Tielens 1999, and references therein) . These predict that we should find an outer shell of C + surrounding a shell of neutral carbon, that in turn surrounds a central region dominated by CO. If we examine how the C and CO abundances vary with visual extinction (Figures 13b and 15 ), then they are to some degree consistent with this picture. We see a peak in the typical atomic carbon abundance at A V,eff ∼ 1, followed by a decline at higher A V,eff , as CO begins to dominate. However, what is apparent in both figures is the large degree of scatter around this underlying trend. There are many regions of high extinction in which the C abundance is very small, as the PDR models would predict, but at the same time there are also regions in which xC remains large at high AV. Similarly, although most regions with AV > 2 are CO dominated, there is also a significant amount of mass with high extinction that still has a very low CO abundance. Some of this scatter is surely due to the highly inhomogeneous nature of the density field. As we have already seen, the density of gas with a given A V,eff can vary over several orders of magnitude. In addition, it is likely that turbulent mixing of material between high extinction and low extinction sightlines also plays an important role in determining the spatial distribution of C + , C and CO (see also Glover & Mac Low 2007b; . To properly disentangle these effects lies beyond the scope of this introductory paper, but is something we plan to revisit in future work.
SUMMARY
In this paper, we have outlined the methods that we have developed to model the coupled thermal, chemical and dynamical evolution of the turbulent gas making up giant molecular clouds. We have shown that it is now possible to perform highresolution simulations in three dimensions that track the thermal and chemical evolution of the gas in a realistic fashion. The chemical network that we use in our simulations is significantly simplified compared to the most detailed models available, but nevertheless performs with acceptable accuracy for our purposes, and the largest errors in our models come not from our simplified chemistry, but from our approximate treatment of the effects of the external radiation field.
We have performed simulations with numerical resolutions of 64 3 , 128 3 and 256 3 , and have demonstrated that most of our results are well-converged in our 256 3 run. The main exception is the high density tail of the density PDF, which is not fully converged at a resolution of 256 3 zones (although the peak of the density PDF is well converged). This results from the improvement of our ability to resolve dense post-shock gas with increasing numerical resolution, and is also responsible for the small dependence on resolution that remains in our determination of the O2 and H2O abundances, and in the gas temperature distribution at the lowest temperatures. We have also quantified the timescales on which various quantities of interest reach a statistical steady state. The density PDF, which has the same log-normal form as found in many previous simulations of interstellar turbulence, reaches a steady state after roughly one and a half turbulent crossing times, as does the H2 number density distribution in all but the lowest density gas. On the other hand, the CO number density distribution takes closer to two crossing times to settle into a steady state, and the temperature distribution still has not reached a final steady state after three crossing times.
We find that CO formation occurs rapidly in the dense, turbulent gas studied here. Most of the CO is produced within the first 2-3 Myr of the simulation, i.e. within 1-2 turbulent crossing times. For comparison, most of the H2 produced in the simulation forms within a single crossing time. These short chemical timescales suggest that the limiting timescale in the formation of a molecular cloud is not the time required to convert the hydrogen to H2 and the carbon to CO, but rather the time required to assemble the cloud material from the low density ISM. Once large enough spatial and column densities are reached, conversion of the gas to molecular form should follow very quickly.
Our simulations also demonstrate that the gas in molecular clouds is not isothermal. Most of the molecular gas has a low temperature, in the range of 10-20 K, but there is also a clear power-law tail in the temperature PDF at higher temperatures, made up of low extinction gas heated by photoelectric emission from dust grains.
We have found that the CO abundances produced in our simulations are not well correlated with the gas density. This means that the use of a density cut to identify molecular regions in turbulence simulations that do not self-consistently follow the chemical evolution of the gas is dangerous, and may give misleading results. Similarly, the assumption that all observed CO is at roughly the same gas density may be similarly misleading, as is the assumption that all of the CO in a molecular cloud is located at densities that are high enough for its rotational lines to be thermalized.
The poor correlation that we find between CO abundance and gas density is explained by the sensitivity of the CO to the amount of UV shielding provided by the dust, H2 and CO. Variations in the amount of shielding produce a far greater variation in the CO abundance than do variations in the gas density. In addition, the amount of shielding provided by the gas is not well correlated with the density, owing to the highly inhomogeneous nature of the density field. The important role that density inhomogeneities play in determining the chemical structure of molecular clouds has long been recognized (see e.g. Stutzki & Guesten 1990; Gierens, Stutzki & Winnewisser 1992; Williams, Blitz & Stark 1995) , but the most sophisticated current PDR models continue to rely on a somewhat artificial picture of their structure, visualising them as an ensemble of clumps with well-defined densities surrounded by a much lower density interclump medium (e.g. Sun et al. 2008; Kramer et al. 2008) . The picture suggested by our simulations is rather different. We find a continuous density distribution, with no clear separation between 'clump' and 'interclump' material, and with continual turbulent mixing of gas between low-density and high-density regions. We look forward to exploring the observational consequences of this picture in greater detail in future work.
In order to ensure stability, fluxes are often computed from the distribution of the flow variables upstream of the interface ("upwinding") using some interpolation scheme. For instance, in ZEUS-MP, which uses van Leer (1977) advection, the upwinded interpolated value q * i of a zone-centered scalar q at the negative interface of zone i is given by (Stone & Norman 1992a) q * i = qi−1 + (∆xi−1 − v i−1/2 ∆t)(dqi−1/2) v i−1/2 > 0 qi + (∆xi + v i−1/2 ∆t)(dqi/2) v i−1/2 < 0
where qi is the zone-centered value of q in zone i, ∆xi is the size of zone i, and dqi is the monotonized van Leer slope, given by dqi = 2(∆q i−1/2 ∆q i+1/2 ) ∆q i−1/2 +∆q i+1/2 ∆q i+1/2 ∆q i−1/2 > 0 0 ∆q i+1/2 ∆q i−1/2 0 (A6)
where ∆q i+1/2 = (qi+1 − qi)/∆xi. (Note that in Equation A5, we have neglected any motion of the underlying coordinate grid, for simplicity). Given q * i , the flux then follows from F i−1/2 = q * i v i−1/2 . Also in common usage is the Piecewise Parabolic Method (PPM) of Colella & Woodward (1984) , which uses higher-order interpolation, and so produces a better quality solution (at the cost of increased computational effort).
Unfortunately, as several authors have noted (Fryxell, Müller & Arnett 1989; Larrouturou 1991; Plewa & Müller 1999) , the fact that the interpolation profiles in these schemes are constructed independently for each chemical species means that there is no guarantee that the resulting fluxes actually satisfy Eq. A4. In general, they do not do so. Moreover, this violation occurs even when the underlying advection scheme is conservative. Thus, even if our initial chemical abundances satisfy the constraints represented by Equation A2, as soon as we begin advecting them with a standard higher-order scheme, these constraints will be violated.
This problem is often dealt with by a renormalization of species abundances following the advection step to ensure that Eq. A2 is satisfied. However, as Plewa & Müller (1999) note, this procedure lacks any formal justification and can lead to large systematic errors in the abundances of the least abundant species. It can also destroy the conservative nature of the scheme. Plewa & Müller (1999) suggest an improved way of dealing with this problem, which they term the Consistent Multi-fluid Advection (CMA) method. They consider the case in which one has only a single constraint equation 
where we have chosen to set Xn = 1 for simplicity. The example they consider is a fluid consisting of many different elements (but no composite molecules), whose mass fractions must sum to unity. An alternative example, more in keeping with our discussion here, is a gas consisting of only one element (e.g. hydrogen) that can form several different stable chemical species 
In other words, instead of ensuring that the constraint equation is satisfied by normalizing the abundances after the advection step, we ensure that it is satisfied by normalizing the fluxes during the advection step. When dealing with the PPM code, additional modifications are necessary to avoid problems related to PPM's contact discontinuity detection algorithm, as discussed in Section 2.3 of Plewa & Müller (1999) . However, these problems do not occur with the simpler van Leer advection scheme used in ZEUS-MP, and so we do not discuss them further here.
A2 Extending the CMA algorithm
Although Plewa & Müller's CMA algorithm is simple to implement and is highly effective in practice, its applicability to chemically reacting flow is limited. The problem comes from the assumption that the chemical abundances must satisfy only a single constraint equation. In a flow containing compounds of multiple elements, such as CO, this is not the case. In such a flow, our modified interface abundances for carbon and oxygen must satisfy both 
then we will find, in general, that for species containing both carbon and oxygen, χ ′ i±1/2,m = χ i±1/2,m . We therefore cannot use the simple CMA prescription to rescale the interface abundances (and the fluxes) in this kind of flow.
To avoid this problem, we propose an extension of the CMA algorithm, which we term modified CMA (or MCMA, for short). The basic idea behind this algorithm is the same as that motivating the CMA algorithm: we aim to modify the chemical abundances used to construct the species fluxes, such that the fluxes satisfy the appropriate chemical abundance constraint equations, while the advection scheme itself remains conservative. We accomplish this by writing the rescaled abundances as
where N k,m is the number of nuclei of element k in species m, Ntot,m is the total number of nuclei in species m, and the η k are correction factors chosen so that the set of constraint equations
are simultaneously satisfied. The required correction factors η k can be found by solving the matrix equation
where η = (η1, ..., η k ), X = (X1, ..., X k ), and where the elements of the matrix M are given by
where we sum over all species m. In a flow with a mix of species containing only a single element, N1,m/Ntot,m = 1 for all m, and this prescription reduces to Plewa & Müller's CMA scheme. The main drawback of this scheme compared to the original Plewa & Müller (1999) scheme is that we must now perform a matrix inversion for every flux on every advection step. However, the rank of this matrix scales only as the number of elements, not the number of species, and so this additional cost will generally be dwarfed by the cost of solving the chemical rate equations themselves. 
APPENDIX B: LIST OF CHEMICAL REACTIONS
