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A well-known theorem of ErdGs and Fuchs states that we cannot have too 
good an asymptotic formula for the number of representations of a number 
as the sum of two members of a sequence of nonnegative integers. In this paper 
we extend the result to k summands. 
1. INTRODUCTION 
Let (ai} denote a sequence of nonnegative integers and R&z) denote 
the number of representations of n in the form 
n = ai1 + ai, + ... + ai,. 
Erdiis and Fuchs [l] have shown that the relation 
(1.1) 
as N ---f co, is impossible for c > 0. They also proved that either i2/ai + 0 
as i-+ co or 
pm N-l 5 (R,(n) - c)” > 0. 
V&=0 
Cl.3 
Bateman, Kohlbecker and Tull [2] have shown that expressions of the 
type (1.1) cannot hold when the term cN is replaced by other suitable 
functions of N. 
The object of this paper is to prove results like (1.1) and (1.2) but with 
R,(n) replaced by R&z). We first of all require some notation. 
* Research supported by the United States Army, contract number DAJA37-69-C- 
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2. NOTATION 
Throughout this paper, {ai} denotes a sequence of nonnegative integers, 
a- is a large positive number, r = 1 - l/x, z is a complex number satisfying 
I z I < 1, k is an integer greater than 1, pi (i = I,..., s) are nonnegative 
real numbers satisfying fll > j32 > ... > flS and c1 ,...$ c, are real numbers 
with c1 > 0. A, , A2 ,... are suitable positive numbers which depend at 
most on /I1 ,..., pS , cl ,..., c, . 
3. THE MAIN THEOREMS 
THEOREM 1. Suppose that $ < & < k, 
A a 
’ = ?? - 4 min(8 , k/2) 
and 
1 
w/31 (A < k/2), 
5= 81-t G& = k/2), 
(k - 2M + 1)Pk (k/2 < A < 4. 
Then the relation 
g R,(n) = i ciN4j + o(N” log-E N), 
n=o j=l 
as N + 00, is impossible. 
THEOREM 2. Suppose that 0 < /31 < k - 1. Then 
Em N-1-61 5 (R,(n) - f; cjn6j2 > 0. 
72=0 j=l 
COROLLARY. When 0 < PI < k - 1, the relation 
R,(n) = i cjnaJ + o(n61’2), 
j=l 
as n + co, is impossible. 
4. PRELIMINARY LEMMAS 
LEMMA 4.1. Let cy > 0. Then for every s we have 
(-1)” (,“> = G 1 1 + f: bk(a) rP 
k=l 
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as n -+ co, where the coeficients bk(a) are real numbers which depend at 
most on k and 01. 
Proof. It is well known that 
T(cx)(-1)” (,“) = “*,I n, . 
By (12) of (2.11) of Luke [3] we have 
where BP’(y) is the generalized Bernoulli polynomial; 
The lemma follows at once. 
LEMMA 4.2. Suppose that c#@) = C,“=, d,z”, where the d, are non- 
negative integers and the series convergesfor ( z / < 1. Then, for 0 < 8 < n, 
j”, / $(reia)12 da: > 0 jV I $(reiu)j2 dol. 
-7T 
This is due to Erd6s and Fuchs [l]. 
LEMMA 4.3. Suppose that 6 > 0, e > 0, 
and 
c(n) - 0 as n-co 
Then 
1 v(n)1 < c(n) ns I& n (n > AI). 
and 
1 go u(n) zn 1 Q (1 - I z I>-‘-” 
2 
v(n) rneiorn dol < T2x1f2”(log x)-~C 
where 7 is any number which satisJies 
ri > maxtny~,,4n), x+9 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
(4.5) 
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Proof. By (4.1) and (4.2), 
(4.3) now follows from Lemma 4.1. 
It remains to prove (4.4). Clearly 
v(n) rneien 1’ da = f j u(n)l” rzpz. (4.6) 
Also it is easy to see that 
I 4O)l” + n~l,e I v(n)/” r2n 
<1+ c nqcl’” ,^ n26 < (xly+2s < qx1+2”(log x)-2E 
and, by (4.2), Lemma 4.1, and (4.9, 
< q2(log x)-2c f (- 1)” (- ’ n 2s) r2n 
?l=O 
= v2(10g x)-2P (1 - r2)-lm2% 
Q 7j2(log x)-2E x1+28, 
whence (4.4) follows from (4.6). 
LEMMA 4.4. When y < 1, 
I 
K II- reia I--y da Q log x 
--?r 
and when y > 1, 
s 
m /l- reia I--Y dcu < xv-l. 
-77 
Proof. I 1 - reia I2 = (1 - r)2 + 4r sin2& > max(x-2, a”) (1 01 1 < 7r). 
Hence 
s 
n 
-97 
1 1 - rein I--Y dcx < jz 
(0 d Y < 1)s 
--a 
max(x$ , o1 ,‘) < :og x (Y = l), 
, 
t xv-1 (y > 1). 
When y < 0 the result is trivial. 
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LEMMA 4.5. If -2 < y < 1 and l/x < l3 < rr, then 
s 
e II- reia I--Y da < F-Y. 
-e 
Proof. 1 1 - reia I2 = (1 - r)2 + 4r sin2 $f3 X max(x-2, a2) (I (Y 1 < 37). 
Hence, when 0 < y < 1, 
and when -2 < y < 0, 
f 
e 
reia I--Y dol < 
s 
max(P, 
-e 
I a I-‘) dol < &--y. 
LEMMA 4.6. Let y > 2, 4(z) satisfy the hypothesis of Lemma 4.2 and 
0 < 9 < VT. Then 
s 
Be 1 $(reia)lY dor > 0+(r2)v12. 
Proof. By Halder’s inequality and Lemma 4.2, 
f?$(r2) < le 1 #(reia)12 dor < (1” I +(reia)lY du)2’Y (28)1-2/v. 
-e -8 
The lemma follows immediately. 
5. RESTATEMENTS OF THEOREMS I AND 2 
We will show that to prove Theorems 1 and 2 it suffices to prove the 
following theorems. 
THEOREM 1’. Suppose that 0 < PI < k, 
a 
8=T- 
a 
4 minCB, , k/2) 
and 
@I < k/2), 
6% = k/2), 
(42 -=c A < k). 
(5.0 
(5.2) 
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Then the relation 
+io R,(n) = $cj(- ljN (- ’ i “) + OW’ log-’ N), (5.3) 
as N ---f q is impossible. 
THEOREM 2’. Suppose that 0 < PI < k - 1. Then 
Ng N--l+ i (Rx(n) - i q-1)” (-’ ; “))” > 0. (5.4) 
n=0 j=l 
Suppose that /3 3 0 and /3 < t < /3 + 1. Then, by Lemma 4.1, we may 
write 
N4 = jih(-l)N (-” -N2 + ‘) + W+l, 
where theh depend at most on p and t, and f, > 0. 
This enables us to remark that if 
go &(n) = gl cjN4 + o(N” We N), 
then, since we can always find s’, PI’ > pz’ > .a * > /!I:, , cl’ > 0, c; ,..., c:, , 
with PI’ = PI , so that 
i ciNsj = 2 ~~‘(-1)~ (-1 ; ‘I’) + o(l), 
j=l 
we can obtain a contradiction from Theorem 1’. 
Also if Theorem 2 is false, so that 
then 
N-1-81’ go (R,(n) - i cj’(- 1)” (- ’ ; “‘))” 
= N-le81 2 (R,(n) - i cjnOj + o(l))l 
?I=0 j=l 
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Hence, by (5.5), 
2% N-1-81 go (&(n) - g1 q’(-1)” (-1 ; “‘)y z 0, 
which contradicts Theorem 2’. 
6. PROOF OF THEOREM 1' 
We suppose that the relation (5.3) holds and obtain a contradiction. 
Let 
g(z) = f 
T&=1 
zan = j. h,z”, (6.1) 
where h, counts the number of times n appears in the sequence {ad). (5.3) 
implies that g converges for 1 z 1 < 1, since h, < R,((k - 1) a, + n) Q $1, 
and hence we deduce that 
where 
(1 - z>-‘g(z)” = j$ Cj(1 - z>-I-@ + f u(n) zn, (6.2) 
TZ=O 
Let 
u(n) = o(n8 log-6 n) as n-t 03. (6.3) 
Then 
h = min(k/2, /I,) - 1. (6.4) 
(1 - z)^ g(z)” = i Cj(1 - z)I\-aj + (1 - z)l+h f v(n) zn, 
j=l n=O 
which implies that 
I 1 - z IA I g(z)lk < $ 1 cj 1 1 1 - z IA+ + / 1 - z [l+A 1 f u(n) zn I. 
j=l T&=0 
(6.5) 
By Lemma 4.6 with y = 2 and Holder’s inequality, 
@(r2) < (j” I dre”“)lk I 1 - 
2,s -- 
reia IA da 
2/k B 
> (f 1 1 - reiu I k-2 da -9 -9 !  
1--2/k 
(k > 2, 0 < ~9 < T). (6.6) 
Choose l (n> so that, by (6.3), 
e(n) + 0 as n-tco (6.7) 
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and 
/ u(n)] < e(n) n8 log-c IZ (n > A,). 
Choose 77 = v(x) so that 
rl > max(;;~,844, x-~?, 
7) > log-l x 
and 
Y--t0 as x-+ 03. 
Then, by Lemma 4.3, 
27 m 
I /c I 
2 
v(n) rneian da ‘g 7)2x1+28 (log x)-=. 
-57 9l=O 
By (6.2), (6.8) and Lemma 4.3, 
Hence 
g(r”)” = j$l Cj(1 - P)“j + O((1 - r”)-8) 
> x61 + O(xy + 0(x8) > xs1. 
g(r2y2 > x81i2. 
(i) Suppose that 
+ < PI < k/2. 
Then, by (6.4), 
k-2 
-l<A=&-l<T, 
whence, by Lemma 4.5, 
(6.8) 
(6.9) 
(6. IO) 
(6.11) 
(6.12) 
(6.13) 
(6.14) 
(6.15) 
Hence, by (6.6), for k > 2, 
fP+Ag(r2)“12 < I’ 1 g(reiE)j” j 1 - reio’ jA da (-$ < 0 < T). (6.16) 
-8 
When k = 2, (6.15) implies that h < 0. Now 
j 1 - rei” I2 = (1 - r)2 + 4r sin2 )a < P 
( 0 
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Hence 1 1 - redo’ Ia > 13” (0 < CL < 0, l/x < 0 < ?T), whence, when k = 2, 
(6.16) follows from Lemma 4.6. 
By (6.16) and (6.5), 
e1+ag(rz)k’2 < i j’ 1 1 - re*” IA-‘j da 
j=l --n 
+ I”, / 1 - reiU I’+’ 1 i. o(n) rneian 1 da f$ <e<n. 1 
(6.17) 
By (6.15) and Lemma 4.4, 
(6.18) 
By Schwarz’s inequality, (6.15) and (6.12), 
s 88 1 1 - reia ll+A 1 i. u(n) rneiun 1 da 
Q (1 - r + 8)l+” 01’2y)xf+8(log x)-~ 
-g 6~~+1’27$+~(log x)-E 
( 
+ < e < 77). 
Hence, by(6.17), (6.18), (6.15),and(6.13), 
e6b?l’2 < log x + e~~+l’%pf+ylog x)-’ 
( + < e < 7T). 
(6.19) 
Let 
(6.20) 
Then, by (6.10) and (6.11), l/x < 8 < rr (x > A&. Therefore, by (5.1), 
(5.2), (6.14), (6.19), and (6.20), 
261 -- 
?1 1+24 < 1, 
which contradicts (6.11). 
(ii) Suppose that 
fll = k/2. (6.21) 
Then, by (6.4), 
h = k/2 - 1 = p1 - 1 (6.22) 
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and hence, by Lemma 4.4, 
s “, [ 1 - r&a / --- k’z dol Q log x (k > 2, 0 < e < Tr). 
Therefore, by (6.6), (6.22) and (6.5) when k > 2, 
@lg(r2)k’2 < (log x)01-1 i j” 1 1 - reia ISI-aj-1 da 
1 j-1 -n 
+ j”, j 1 - reia ID1 / fO u(n) rneian / da1 
(0 < e < 7T). (6.23) 
In the case k = 2, /3r = 1, and (6.23) follows at once from Lemma 4.6 
and (6.5). 
By Lemma 4.4, 
(6.24) 
By Schwarz’s inequality and (6.12), 
s ’ -8 / 1 - reia lel / !O v(n) rneian 1 da 
< (1 - r + QB1 01’2~xf+s(log x)-’ 
-g e~~+l/29x*+~(iog X)-E 
( 
+ < 8 < r). 
Hence, by (6.23), (6.24), and (6.13), 
@1xh/2 ,g (log x)@~ + (log ,)6-l-f @l+1/277xt+8 
( &e-0. ) (6.25) 
Let 8 = etx) = 7)- 2/(1+201)~-1/2 log x. Then, by (6.10) and (6.1 l), l/x < 0 < 7~ 
(x > Ad) and hence, by (5.1), (5.2), (6.21), and (6.25), 
24 -- 
71 1+24 < 1, 
which contradicts (6.11). 
(iii) Now suppose that 
k/2 < /31 c k. (6.26) 
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Then, by (6.4), 
O~h=k/2-l<pB,-l<k-l. (6.27) 
By (6.27) and Lemma 4.4, 
I e /l- 
-- 
reio’ / k’z da Q log x 
4 
Hence, by (6.6), (6.27), and (6.5), when k > 2, 
9k/2g(r2)k/2 < (log x) 2 1 1 - rein IAe6j da 
+ f, / 1 - reio’ l1+A / f0 v(n) rneimn 1 da/ 
(0 < 0 < T). (6.28) 
(k > 2, 0 < 6’ < n). 
In the case k = 2, h = 0, and (6.28) follows at once from Lemma 4.6 
and (6.5). 
By (6.27) and Lemma 4.4, 
(6.29) 
By Schwarz’s inequality, (6.27) and (6.12), 
s be / 1 - reia /l+A / f0 u(n) rneian 1 da 
< (1 - r + 13)~” P2vp?+s(log x)-~ 
k+l 
< OTyx*+s(log x)-F 
( 
;<e<n. 
1 
Hence, by (6.28), (6.29), and (6.13), 
k-2 k+l 
ek'2X61'2 < (log x)2 {X61-k'2 + e~~Xf+e(log x)-q 
(6.30) 
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Let 0 = xhlk-lq-2/(k+l) (log x) - l z’k. Then, by (6.26), (6.10) and (6.11), 
l/x < 6’ < T (x > AJ and hence, by (5.1), (5.2), (6.30) and (6.26), 
which contradicts (6.11). 
This completes the proof of Theorem 1’. 
7. PROOF OF THEOREM 2' 
We suppose that 
gz A-+ f. (R,(n) - j$ cj(-l)la (-1 ; “))” = 0 
and obtain a contradiction. 
Since 
( i. (WI - g1 cd- 1)” (-l ; “))I2 
we have 
i. R,(n) = f i cj(-l)” (-1 ; flj) + o(Nl+fll’2). 
n=O jzl 
As in the proof of Theorem 1’ let 
m = f 
T&=1 
za* = ;. /znzn, 
(7.1) 
(7.2) 
(7.3) 
where h, counts the number of times n appears in the sequence {at}. 
Clearly, (7.2) implies that g converges for I z I < 1. 
By (7.2) and (7.3), 
where 
g(z)k = ,$ ~(1 - 2)-l+ + (1 - 2) jJ v(n) zn, (7.4) 
n-0 
u(n) = o(n1+B1’2). (7.5) 
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Choose E&Z) so that 
1 u(n)] < q(n) n1+61’2 (n > 4 
and 
44 - 0 as n -+ co. 
Let 
rl(x) = max (sop., WY +). 
Then, by (7.7), 
rlw --+ 0 as X-+00 
and, by (7.6) and Lemma 4.1, 
(7.6) 
(7.7) 
(7.8) 
(7.9) 
i.e., 
< x1+fl1’4 + 7](x) x2+fy 
1 fJo v(n) r2R 1 < v(x) LX~+‘~‘~. (7.10) 
By (7.4) and (7.10), 
g(rTk = 2 cj(l - r”)-lTBi + (1 - r2) f u(n) r2% 
j=l ?l=O 
Thus 
= c,(l - r2)-‘+ + CJ(X~+~~) + o(rl(x) x1+01/2)a 
Let 
(7.11) 
A= yfqj- (1 - 4 
1 
where ~00) is chosen so that 
2k k 
1 + a 
>h>---- 
1 + A 
(7.13) 
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and 
2k 2 h > 2. 
This is clearly possible, since 2k > 2k/(l + PI) > 2. 
BY (7.31, 
(7.14) 
1 ?i =- 
I I 2n --iT 
g+p)” - f: q(l - re~~)--l-4 ” dcx. 
j=l 
Hence, by (7.14) and Hiilder’s inequality, 
> j” / g(reiyk _ i ci(l - yei=)-- 1”’ da. 
-97 j=l 
(7.15) 
If z1 and z2 are any complex numbers and 01’ > 0, it is trivial that 
I z1 la’ < (I z1 - z2 I + I z2 l)a’ < (2 max(l z1 - ~2 IA z2 IV 
< 2m’ max(l z1 - z2 Ia‘, I z2 loI’) < P’(l z1 - z2 lm’ + I z2 la’>. 
Hence 
1 g(reia)k I”* < 2”‘k 1 g(rf$‘)” - 3$ ~$1 - yeiE)-l--Bj Ih’k 
+ 2”lk / i cj(l _ yei~)--l--8i lhjX 
j=l 
< 2A/k g(rei”)k - i ~~(1 - reia)--l-BJ 1”’ 
j=l 
Therefore, 
n s I --?r g(rei”)” - i q(l _ reia)--l-Pj 1”’ da I=1 
> 2-“/L jr 1 g(rei”)l” da + 0 
--n i 
i j” 1 1 - reia I-(l+s~)n’K da), (7.16) 
j=l -77 
where the implied constant depends at most on A, k, s and c, ,..,, c, . 
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By Lemma 4.4, (7.12), and (7.13), 
(7.17) 
By Lemma 4.6, (7.14), (7.12) and (7.1 l), 
i 
r j g(rei”)lA da > g(r’)“” > x1*. 
--n 
Hence, by (7.15), (7.16), and (7.17), 
I i f rzn R,(n) a=0 - 5g Ci(-l)n (-1 ; “,)‘I”“” > P. 
Therefore, by (7.12), 
go r2n (k(n) - i q(- 1)” (-1 n “))’ > x1+. (7.18) 
Let 
w(N) = ni (R,(n) - j$l d-1)” (-’ ; “,)“. (7.19) 
Then, by (7.18), 
f raNw(N) $9 x’+‘l. 
N=O 
(7.20) 
By (7.1) and (7.19), w(N) = o(W+~~). Hence, we may choose E,(N) so that 
and 
E,(N) -+ 0 as N+CO (7.21) 
w(N) < c,(N) N1+‘l 0’ > A,)- (7.22) 
Let 
4-4 = maxCN;cI)lr ~2W), x-9. 
Then, by (7.21), 
v(x) + 0 as x-co (7.23) 
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and, by (7.22) and Lemma 4.1, 
f r2Nw(N) < ,<G ,z N1+‘l + c e,(N) N’+81r2N 
iv=0 .I N>cG’/2 
< (X1’Q)2+81 + 4.4 Nto (-IIN (-‘i ‘l) r2N 
Q v(x) x2+81. 
Hence, by (7.20) and (7.23) we have a contradiction. 
This completes the proof of Theorem 2’. 
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