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Abstract
We study difference equations of the type un+2 + un = ψ(un+1) in R, with invariant curves given by
x2y2 + dxy(x + y)+ c(x2 + y2)+ bxy + a(x + y)−K = 0. This completes the results about “multiplica-
tive” difference equations of the type un+2un = ψ(un+1) obtained in the previous paper. We reduce first
these “additive” difference equations to un+2 +un = α+βun+11+u2n+1 . We study specially the case α = 0, |β| 2.
Using the parametrization of the above elliptic quartics by Weierstrass’ elliptic functions, we show that the
solutions behave somewhat as in the multiplicative case: if β = 0, there is divergence if the starting point
(u1, u0) is not the locally stable fixed point (0,0), and density of periodic initial points and of initial points
with dense orbit in the quartic, with “invariant pointwise chaotic behavior.” We show that the period can be
every number n 3, depending on β and on the starting point.
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We recall the point of view presented in [3], with some modifications in order to pass from
the multiplicative case to the additive one.
Let C be a smooth curve in R2, symmetric with respect to the diagonal x = y, such that for
every point M0 = (x, y) ∈ C the vertical line passing through M0 intersects again C at exactly
one other point M ′0 = (x, z), with M ′0 = M0 if the vertical line through M0 is tangent to C at M0
(in fact we are in C2, the curve is algebraic, and we suppose that each vertical line cuts C at
two complex points, distinct or not). Let M1 be the symmetric point of M ′0 with respect to the
diagonal.
Now we work with a family of curves CK depending on a parameter K . We suppose that for
every point M0 ∈ R2 there is exactly one curve CK passing through M0. Thus there is a mapping
F :R2 → R2 defined by M0 → M1, where M1 is constructed on the curve CK passing through
M0 by the previous method. Obviously, F preserves each curve CK and has a reciprocal mapping.
The curve CK will have equation PK(x, y) = 0, where PK is a symmetric polynomial in
R[X,Y ] which can always be written as
PK(x, y) = y2R2(x)+ yR1(x)+R0(x)
with deg(Ri) 2 and R2 = 0. If M0 = (x, y) ∈ CK , then M ′0 = (x, z), where z is the second root
of the equation Y 2R2(x) + YR1(x) + R0(x) = 0 with y as first root. In [3], we start from the
relation yz = R0(x)
R2(x)
. Here we use the relation y + z = −R1(x)
R2(x)
, and z is given by
z = −R1(x)
R2(x)
− y = ψ(x)− y,
where ψ is a quotient of quadratic polynomials. But we wish to have a simple form for F , and
in particular we want that its expression F(x, y) does not depend explicitly on the parameter K
(depending on the values of x and y). So we choose a polynomial PK where the number K
appears only in R0. The mapping F is then given by F(x, y) = (ψ(x)− y, x). If M0 = (u1, u0),
the points Mn+1 = F(Mn) are associated to the difference equation
un+2 + un = ψ(un+1), (1)
and Mn = (un+1, un) moves on the curve PK(x, y) = 0 passing through M0.
It follows from our conditions that PK may be written:
PK(x, y) = ex2y2 + dxy(x + y)+ c
(
x2 + y2)+ bxy + a(x + y)−K,
and that the mapping F is of the form
F(x, y) =
(
−a + bx + dx
2
c + dx + ex2 − y, x
)
, with F−1(u, v) =
(
v,−a + bv + dv
2
c + dv + ev2 − u
)
.
Now the difference equation is
un+2 + un = −
a + bun+1 + du2n+1
c + dun+1 + eu2n+1
.
In fine, the quantity
G(x,y) = ex2y2 + dxy(x + y)+ c(x2 + y2)+ bxy + a(x + y)
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CK = {(x, y) | G(x,y) = K}.
Now we look at some different cases:
(1) If e = d = 0, we can suppose c = 1, and the difference equation is a standard linear one:
un+2 + un = −(a + bun+1), and we eliminate this case.
(2) If e = 0, we suppose d = 1, and the difference equation is un+2 + un = − a+bun+1+u
2
n+1
c+un+1 . But
neither this sequence is definite in all R, nor the associated map F is in all the plane. So we
will not study this case.
(3) Hence we suppose e = 1, and the difference equation is
un+2 + un = −
a + bun+1 + du2n+1
c + dun+1 + u2n+1
, (2)
which is defined for every starting point (u1, u0) iff we have the condition
d2 < 4c (3)
that we suppose from now on.
Now our goal is to show that the invariant function G(x,y) = x2y2 + dxy(x + y) +
c(x2 + y2) + bxy + a(x + y) tends to +∞ when (x, y) tends to the point at infinity of R2,
in order to use Proposition 2.1 of [4].
In fact we have the following result, easy to prove:
Lemma 1. We put X = x + d2 and Y = y + d2 . Then
G(x,y) = H(X,Y ) = 4c − d
2
4
(
X2 + Y 2)+ (XY + p)2 + q(X + Y)+ r,
where p,q, r depend on a, b, c, d . Hence G(x,y) → +∞ when (x, y) → ∞ iff d2 < 4c.
Now it is easy to see that, setting X =√(4c − d2)/4x, Y =√(4c − d2)/4y (new variables x
and y), the quantity x2y2 + x2 + y2 − βxy − α(x + y) is also invariant (α and β depend on the
previous parameters). In this transformation the new unknown sequence is ( 2un+d√
4c−d2 )n instead
of (un)n.
Finally, we work on the difference equation in R
un+2 + un = α + βun+11 + u2n+1
(4)
with invariant
Gα,β(x, y) = x2y2 + x2 + y2 − βxy − α(x + y) (5)
and invariant quartic curves Qα,β(K) with equations
x2y2 + x2 + y2 − βxy − α(x + y)−K = 0. (6)
The associated dynamical system in R2 is
Fα,β(x, y) =
(
α + βx
2 − y, x
)
. (7)1 + x
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α = 0. The case α = 0 was studied by Mira and Gumovski for β > 2 (see [9,10]).
In Section 2 we give elementary properties of the solutions of (4) in the case where Fα,β has
only one fixed point, and Gα,β has only one critical point.
Subsequently, we study only the case where α = 0 and |β| 2, and suppress index α.
In Section 3 we transform by a birational map the quartic Qβ(K) into an elliptic cubic, and
translate Eq. (4) in the iteration of addition of a fixed point for the group law on it.
In Section 4 we use elliptic Weierstrass’ function to see that Fβ is conjugated to a rotation on
the circle.
In Section 5 we study the global behavior of the solutions of (4), prove the IPCB (see Sec-
tion 5.1 and [4]), and study possible minimal periods for starting points (u1, u0), some results
being proved in Section 6.
In Appendix A, we explain a method of E.C. Zeeman, given in the non-published paper [13],
and which we use in Section 6 (as an alternative to the asymptotic developments of [2–4]). This
method will allow us to solve an open problem of [4].
2. First properties of solutions of difference equation (4)
We study first fixed points of Fα,β , minimum and critical points of function Gα,β .
One can remark that it is possible to choose α  0, by changing un in vn = −un.
Lemma 2. If the following condition
2
27
(β − 2)3 < α2  8(β + 2) or {α = 0 and β = 2} (8)
holds, then Fα,β has a unique fixed point, which is the minimum of Gα,β , and this function has
no other critical point.
Proof. First, a fixed point of Fα,β is of the form L = (, ), with 23 + (2 − β) − α = 0. So
it is unique iff the condition 227 (β − 2)3 < α2 holds, or if α = 0 and β = 2. Then Gα,β has
a minimum in R2, and a critical point (x, y) of Gα,β satisfies 2xy2 + 2x − βy − α = 0 and
2yx2 + 2y − βx − α = 0. Subtracting these equations we get (y − x)(2xy − β − 2) = 0. If
x = y, then this common value satisfies the equation of , and the only critical point of Gα,β on
the diagonal x = y is the fixed point L.
If x = y, then 2xy = β + 2. We substitute in the first equation of a critical point and obtain
x + y = α2 . So (x, y) is a critical point with x = y iff x and y are the two different real solutions
of equation X2 − α2 X + β+22 = 0. So there is no critical point of Gα,β outside the diagonal iff
α2  8(β + 2). So the lemma is proved. 
Now we are in the position to use Proposition 2.1 of [4]. This gives first elementary results on
the behavior of the solutions of Eq. (4) under hypothesis of Lemma 2.
Proposition 1. With hypothesis (8): 227 (β − 2)3 < α2  8(β + 2) or {α = 0 and β = 2}, the
difference equation (4): un+2 + un = α+βun+11+u2n+1 has only one constant solution , where  is the
unique solution of 2X3 + (2 − β)X − α = 0. The point L = (, ) is locally stable for Fα,β . If
(u1, u0) = (, ), then the solution (un) diverges, is bounded, and the point Mn = (un+1, un)
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passes through the point M0, and this curve is bounded.
3. Birational transformation of the quartic in the case α = 0 and |β| 2
From now on we suppose
α = 0 and |β| 2. (9)
Before using a birational transformation, we study the algebraic nature of the quartic curve,
denoted Qβ(K) from now on. If K = 0 then Qβ(K) reduces to {0}.
3.1. The elliptic nature of the quartic when K > 0
First, it is obvious that the minimum of the function Gβ is 0, so we have K > 0 if the starting
point (u1, u0) is not the fixed point (0,0).
Lemma 3. If |β| 2 and K > 0, then the quartic Qβ(K) with equation
x2y2 + x2 + y2 − βxy −K = 0 (10)
is irreducible and has exactly two singular points, which are at infinity: (0,1,0) and (1,0,0);
these singular points are ordinary. Thus the quartic is an elliptic curve.
Proof. We work in projective coordinates (x, y, t). The equations of singular points are 2xy2 +
2xt2 −βxt2 = 0, 2yx2 + 2yt2 −βyt2 = 0 and 2t (x2 + y2)− 2βxyt − 4Kt3 = 0. The difference
of the first two equations gives the relation (y − x)(2xy − (β + 2)t2) = 0.
• If t = 0, we have x = 0 or y = 0, and we obtain two singular points at infinity, with distinct
tangent lines, x = ±i at (0,1,0), and y = ±i at (1,0,0).
• Now we suppose t = 1 and x = y. This relation gives, with the first equation, 2x3 +
(2 − β)x = 0. But (0,0) /∈ Qβ(K), so x = 0, and x2 = β−22 . If β = 2, then x = 0, which
is false, so we suppose −2 β < 2. Then we have x = y = ±i√(2 − β)/2. We substitute in
the third equation, and obtain 4K = −(2 − β)2 < 0, which is impossible. In fine, there is no
singular points on the diagonal x = y.
• At last we suppose t = 1 and x = y. Then we have 2xy = 2 + β , and with the first equation
we obtain x + y = 0. This gives the possible singular points: (i√(2 + β)/2,−i√(2 + β)/2)
and its conjugate. We put these values in the third equation, obtain 4K = −(2 + β)2  0,
and this is impossible.
Hence we have only two ordinary singular points, on the line at infinity.
• It is now enough to see that Qβ(K) is irreducible: if it is right, then the genus of Qβ(K) is
given by g = (4−1)(4−2)2 − 2 2(2−1)2 = 1, and hence the curve is elliptic (see [8]).
But if Qβ(K) would split, it would be a union of a straight line and an irreducible cubic, or
of two irreducible conics, or of two straight lines and an irreducible conic, or of four straight
lines. It is easy to see that each of these cases does not agree with the previous result on the
nature of the singular points of Qβ(K) and with its equation (10). 
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First, we study the points of Qβ(K) on the diagonal x = y. The following result is obvious.
Lemma 4. The diagonal x = y cuts the quartic Qβ(K), when K > 0, in two opposite points
A = (λ,λ) and −A = (−λ,−λ), where the number λ > 0 is given by
λ4 + (2 − β)λ2 −K = 0 or 2λ2 =
√
(2 − β)2 + 4K − (2 − β). (11)
Moreover, the curve Qβ(K) is symmetric with respect to the two diagonal lines x = y and
x = −y, and cuts the axes at the four points with coordinates ±√K .
We give in Fig. 1 some examples of the form of curve Qβ(K).
Fig. 1.
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XY = λ2, x = 0, y = 0 and 1 + λ(x + y) = 0 we put (as in [4])
X = 1 + λx
y
, Y = 1 + λy
x
or x = X + λ
XY − λ2 , y =
Y + λ
XY − λ2 . (12)
If we define D := 1 + λ(x + y), we obtain in new coordinates (x, y) the equation
D
[
D3 − 2λD2(x + y)+ (1 + λ2)D(x2 + y2)+ (4λ2 − β)Dxy
+ (βλ− 2λ(1 + λ2))xy(x + y)]= 0.
So we have the straight line Δλ with equation 1 + λ(x + y) = 0 and the cubic Γβ(K) with
equation
λ(x + y)(x − y)2 + (x + y)2 + (2λ2 − β − 2)xy + λ(x + y)+ 1 = 0. (13)
Figure 2 shows the cubic Γ1(2) (for these values of parameters, λ = 1).
It is easy to see that the cubic Γβ(K), which is symmetric with respect to the diagonal, has
two parabolic branches in direction x = y, and an asymptote of inflection with equation x + y =
2λ2−β−2
4λ .
Each point of Δλ, except if x = 0 or y = 0, gives, by the first two formulas (12) the point
−A = (−λ,−λ).
Now, let Γβ(K) be the real compact projective curve obtained by adding to Γβ(K) its two
points at infinity, B in direction x + y = 0 and C in direction x = y. We define the points on
Γβ(K):
Pλ =
(
−1
λ
,0
)
and P ′λ =
(
0,−1
λ
)
, (14)
and the points on Qβ(K):
E =
(
−λ,λ− βλ
1 + λ2
)
and E′ =
(
λ− βλ
1 + λ2 ,−λ
)
. (15)
Fig. 2.
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We have the following result:
Lemma 5. Formulas (12) define a homeomorphism φβ(K) of Qβ(K) onto Γβ(K), which sends
points A,−A,E and E′ onto points B,C,Pλ and P ′λ, and φβ(K) and φβ(K)−1 commute with
reflections with respect to the first diagonal.
Figure 3 shows this homeomorphism.
Proof. First, it is easy to see that XY  λ2 on Qβ(K), with equality only at the points A and −A.
So the map φβ(K) is defined and continuous on Qβ(K) \ {A,−A}. It is also easy to see that
φβ(K)(M) → B when M → A and φβ(K)(M) → C when M → −A. But φβ(K)−1 is defined
on Γβ(K) \ {B,C,Pλ,P ′λ}, and easy calculations show that when N tends to one of these four
exceptional points, then φβ(K)−1(N) tends to A, −A, E or E′, and that φβ(K)(E) = Pλ and
φβ(K)(E
′) = P ′λ. 
3.3. The map Fβ and the group law on the cubic, first results on periods for K > 0
We can identify the conjugate by φβ(K) of map Fβ restricted to Qβ(K), on the cubic Γβ(K).
Lemma 6. The conjugate by φβ(K) of the map Fβ restricted to Qβ(K) is the map F˜β on Γβ(K)
defined by the following geometric construction: if m ∈ Γβ(K), the point F˜β(m) is the symmetric
with respect to the diagonal x = y of the third intersection of Γβ(K) with the straight line passing
through m and the point Pλ (see Fig. 3).
Proof. This follows easily from Lemma 5 and from the following observation: the family of
vertical lines X = α becomes, by formulas (12), the pencil of lines 1 + λx − αy = 0, which all
pass through the point Pλ = (− 1 ,0). λ
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un+2 + un = βun+11 + u2n+1
(16)
is the following.
Theorem 1.
(a) The restriction of the map Fβ to Qβ(K) is conjugated, by φβ(K), to the addition of the point
Pλ on the compact curve Γβ(K), for its abelian group law whose unit element is the point at
infinity B .
(b) If some point M0 = (u1, u0) is k-periodic for iteration of Fβ , then every point on the quartic
Qβ(K) passing through M0 has the same period. If M0 has no period, the same fact holds
for every point of the quartic through M0.
Proof. On the cubic Γβ(K) there is a classical abelian group law whose unit element is the
inflection point B at infinity (see [8]): p+q is symmetric with respect to the diagonal of the third
point of the intersection of line (p, q) with Γβ(K). So, if Mn+1 = Fβ(Mn) on Qβ(K), and if
mn = φβ(K)(Mn), then mn+1 = mn +Pλ, by Lemma 6 (see Fig. 3). So we have mn = m0 +nPλ.
Hence m0 is k-periodic iff kPλ = 0 in the group law on Γβ(K), and this condition does not
depend on the choice of initial point M0 ∈ Qβ(K). 
We will give two examples of possible periods of solutions (un)n of Eq. (16).
Proposition 2. If β = 0, then every non-constant solution of (16) has minimal period 4. Con-
versely, if there is a non-constant solution of (16) which is 4-periodic, then β = 0. Moreover, no
non-constant solution of (16) is 2-periodic.
Proof. First we show that a 2-periodic solution of (16) is constant (and then zero). We will use
a relation satisfied by every solution of (16):
un+2un =
u2n+1 −K
1 + u2n+1
(17)
(recall that K > 0 for non-constant solutions and K = 0 for the equilibrium 0); this relation
comes from the quadratic equation in Y : (1 + x2)Y 2 − βxY + x2 − K = 0 whose solutions are
un and un+2 if x = un+1. Now we put u0 = y and u1 = x. The relations u2 = u0 and u−1 = u1
give the equations y2 = x2−K1+x2 and x2 = y
2−K
1+y2 , and hence x
2 = y2, and −K = x4. This is possible
only for K = 0 and x = y = 0: the equilibrium.
It is obvious that if β = 0 then all the solutions are 4-periodic, and then 4 is the minimal period
of every non-constant solution.
Now, if (un)n is some non-constant 4-periodic solution, we have un + un−2 = un+2 + un,
that is βun−11+u2n−1
= βun+11+u2n+1 , or β(un+1 − un−1)(1 − un+1un−1) = 0. The relation 1 − un+1un−1 = 0
would give 1 = u2n−K1+u2n , and this relation implies K = −1, which is impossible. The sequence
(un) may not be 2-periodic because it is not constant, so there is an integer n such that
un+1 − un−1 = 0. Hence we have β = 0. 
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Proposition 3. The points of quartic Qβ(K), for K > 0, are 3-periodic if and only if
K = −β − 1. (18)
Proof. (a) Put pn := unun+1un+2 and sn := un + un+1 + un+2. It is easy to see that sn − pn =
(1+β+K)un+1
1+u2n+1
. So if 1 + β + K = 0, then ∀n sn = pn; we write this equality for n and for n + 1,
and we make the difference; we obtain (un − un+3)(1 − un+1un+2) = 0. But if un+1un+2 = 1,
the relation sn+1 = pn+1 gives un+1 + un+2 = 0, which is impossible. So ∀n un = un+3: (un) is
3-periodic.
(b) Now suppose that a solution (un) is non-constant and 3-periodic. We have sn−1 = sn, and
so
βun
1 + u2n
+ un = βun+11 + u2n+1
+ un+1,
which gives
un − un+1 = β(un+1 − un)(1 − unun+1)
(1 + u2n)(1 + u2n+1)
.
But we have from Eq. (10) the relation (1 + u2n)(1 + u2n+1) = βunun+1 + K + 1, so we ob-
tain (un − un+1)(K + 1 + β) = 0. If the sequence (un) is non-constant, we have then K +
1 + β = 0. 
Remark 1.
(a) One can see that there is a 3-periodic solution iff (√K,−√K) ∈ Qβ(K), by writing the
3-periodicity of the initial point (
√
K,0) (use Theorem 1(b)), with easy geometrical inter-
pretation (see Fig. 4). It is also easy to see that for a non-constant 3-periodic solution of (16),
it is equivalent to say that un assumes value 0, value
√
K or value −√K .
(b) One can also remark that if K = r2 with r ∈ Q∩]0,1] and β = −1− r2, then for the solution
with u0 = 0 and u1 = r the values un are rational and 3-periodic: (0, r,−r,0, r,−r, . . .). We
Fig. 4.
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and the shifts of these two solutions: this gives the solutions whose starting point is one of
the intersections of Qβ(K) with the axis and x = −y.
(c) It is possible with Theorem 1 to see that: 5 is minimal period iff (K + 1)β(β + K + 1) =
(K + 1)3 −Kβ3; 6 is minimal period iff β = K + 1; 8 is minimal period iff β2 = 2(K+1)21−K .
3.4. Subsequent birational transformations
First we make on cubic Γβ(K) with Eq. (13) an affine transformation. We put
4p := β + 2 − 2λ2 < 4 and q := 1 − p > 0 (19)
and use the affine transformation γλ defined by
U = −λ(x + y)− 1, V = λ(x − y). (20)
We obtain a new cubic curve Γ˜β(K) with equation
V 2(U + q) = qU2 + (2q − λ)U + q. (21)
It is easy to see that Γ˜β(K) has a vertical asymptote of inflection with equation U = −q . We
will send this asymptote on the line at infinity by the projective transformation δq defined by
u = U
U + q , v =
V
U + q or U =
qu
1 − u, V =
qv
1 − u. (22)
We obtain a new cubic C˜β(K) whose equation is given, after easy calculations, by
q2v2 = (1 − u)[((q − 1)2 + λ2)u2 + (2q − λ2 − 2)u+ 1]. (23)
It is also useful to write this equation under the form
q2v2 = (1 − u)[q2u2 + (2q − λ2)u(1 − u)+ (1 − u)2]. (24)
This form shows that the intersection of C˜β(K) with the u-axis has only one real point, whose
coordinate is e˜2 = 1, and two complex conjugated points with coordinates e˜1 and e˜3 = e˜1. This
comes from the fact that the quadratic form in the two variables u and 1 − u, in (24), is definite
positive, because (2q − λ2)2 − 4q2 = −λ2(λ2 + 2 − β) = −K < 0.
In fine, we transform C˜β(K) by an affine map η in order to obtain a cubic Cβ(K) in canonical
form (see [1,8])
y2 = 4x3 − g2x − g3. (25)
First we write Eq. (23) in the form
q2v2 = −[(q − 1)2 + λ2]u3 + (q2 − 4q + 3 + 2λ2)u2 + (2q − λ2 − 3)u+ 1. (26)
Then, we define η by
x = σ
3
− u and y = 2q√
(q − 1)2 + λ2 v, (27)
where
σ = 1 + e˜1 + e˜3 = 1 + λ
2 − 2q + 2
2 2 = 1 +
λ2 + 2p
2 2 = 1 +
8(β + 2)
2 . (28)(q − 1) + λ λ + p 4K + (β + 2)
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So we obtain a cubic Cβ(K) with Eq. (25). In this cubic curve, the unique point on the x-axis
is E2 with coordinate
e2 = σ3 − 1, (29)
and the point Pλ on the cubic Γβ(K) becomes the point
R =
(
σ
3
,− 2√
(q − 1)2 + λ2
)
. (30)
Proposition 4. The map ψβ(K) = η ◦ δq ◦γλ ◦φβ(K) is a homeomorphism of Qβ(K) on Cβ(K),
the compact curve union of Cβ(K) and its point S at infinity in vertical direction, which sends
points A and −A onto point S and point E2.
The map Fβ restricted to the initial quartic Qβ(K) is now conjugated by ψβ(K) to the addi-
tion of the point R to the points of Cβ(K), for its standard group law whose unit element is the
inflection point S (see Fig. 5).
4. The use of Weierstrass’ elliptic function and the conjugation to a rotation
We can now parametrize the cubic Cβ(K) by a Weierstrass function ℘ and obtain a group
isomorphism of Cβ(K)C (its real and complex points) with the torus T × T.
There exist two complex conjugated numbers denoted by 2ω1 and 2ω3 (with e(ω3) > 0),
which depend on β and K , with the following properties (see Fig. 6): If Λ is the lattice in C
defined by Λ = {2nω1 + 2mω3 | (n,m) ∈ Z2}, then the Weierstrass’ elliptic function
℘(z) = 1
z2
+
∑
λ∈Λ\{0}
[
1
(z− λ)2 −
1
λ2
]
(31)
is doubly-periodic (its periods are the points of the lattice Λ), and gives the following parame-
trization of the entire cubic Cβ(K)C (its real and complex points)
x = ℘(z) and y = ℘′(z). (32)
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The main properties of this parametrization are the following facts (see [1,8]):
(1) it transforms the addition on C into the addition on Cβ(K)C for its group law;
(2) it passes to quotient into a homeomorphism of topological groups from T2 ≈ C/Λ onto
Cβ(K)C which sends the quotient of segment [0,2ω2] (where ω2 = ω1 +ω3 is real) onto the
real compact cubic Cβ(K);
(3) one has the relations: ℘(ω2) = e2, the coordinate of point E2, (℘ (0),℘′(0)) = (℘ (2ω2),
℘′(2ω2)) = S, ℘′ < 0 on ]0,ω2[ and ℘′ > 0 on ]ω2,2ω2[.
So, if we identify C/Λ to the set of points (e2iπu, e2iπv) of T2 ≈ (R/Z)2, the cubic Cβ(K)
is group-homeomorphic to the “diagonal” Δ = {(e2iπt , e2iπt ) | 0 t  1} of T2. The parameters
of E2 and S are t = 12 and 0 or 1. But the point R of Cβ(K) has then a well-defined para-
meter θβ(K) ∈ ]0, 12 [, and the addition of R to points of Cβ(K) is traduced in Δ by the map
(e2iπt , e2iπt ) → (e2iπ(t+θβ (K)), e2iπ(t+θβ (K))). So we have proved the following result.
Theorem 2. There exists a well-defined number θβ(K) ∈ ]0, 12 [ such that the restriction of map F
to the quartic Qβ(K) is conjugated to the rotation of angle 2πθβ(K) ∈ ]0,π[ onto the unit circle.
So the behavior of a solution (un)n of the difference equation un+2 + un = βun+11+u2n+1 on the
quartic Qβ(K) which passes through M0 = (u1, u0) depends on the property of number θβ(K):
irrational, and then the orbit of M0 is dense in the quartic; rational, and then the orbit of M0 is
periodic; and the period will be q if θβ(K) = pq is irreducible. The possible periods will depend
on the values that the number θβ(K) may assume. So it is essential to study the behavior of the
function K → θβ(K).
5. The global behavior of the solutions of difference equation (16)
5.1. The invariant pointwise chaotic behavior (IPCB)
The key for studying the global behavior of sequences (un)n is the regularity of the func-
tion θβ . More precisely, we will show that this function is analytical.
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2θβ(K) =
∫ +∞
σ
3
dt√
4t3−g2t−g3∫ +∞
e2
dt√
4t3−g2t−g3
. (33)
Proof. We use the classical formula giving the inversion of function ℘ for real values of the
variable and the function (see [1]):
u =
+∞∫
℘(u)
dt√
4t3 − g2t − g3
.
With the relations ℘(ω2) = e2 and ℘(2ω2 × θβ(K)) = σ3 , coordinate of point E2, the result of
the lemma is obvious. 
We will now make changes of variable in the two above integrals in order to see that they are
analytical functions of K . We put t = e2 + u2, and obtain
ω2 =
+∞∫
0
du√
(u2 + a)(u2 + a) and 2ω2 × θβ(K) =
+∞∫
1
du√
(u2 + a)(u2 + a) , (34)
where a = e2 − e3 = e˜3 − 1. The complex number a + 1 is the root with positive imaginary part
of the quadratic equation in the right hand of (23): (λ2 + p2)u2 − (λ2 + 2p)u+ 1 = 0. With the
aid of formula (11) which gives λ2, it is easy to see that a and a are analytical functions of the
real variable K ∈ ]0,+∞[, which have holomorphic extensions to a neighborhood of ]0,+∞[
in C. So we have proved the corollary:
Lemma 8. The function K → θβ(K) is analytical on ]0,+∞[.
Remark 2. It is easy to see that if β = 0 we have a = 1−K1+K + i 2
√
K
1+K , and so |a| = 1; from this
fact, it is obvious that formulas (34) give θ0(K) = 14 for every K > 0, result which is already in
Proposition 2. In this case, the analytical function θ0 is constant. For β = 0, the function θβ is
not constant. We assert this important result here, but postpone its proof to Section 6, because
the method is to prove that the limit of θβ(K) at 0 and +∞ are different.
Proposition 5. For β = 0, we have
lim
K→0 θβ(K) =
1
2π
cos−1 β
2
and lim
K→+∞ θβ(K) =
1
4
, (35)
and these numbers are not the same.
We will prove this result in Section 6.
Recall that we have denoted in [4] the “invariant pointwise chaotic behavior,” or IPCB. The
dynamic system (R2,Fβ) with invariant Gβ and fixed point 0 has IPCB if we have the following
three properties:
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of “curves” Qβ(K), and then invariant under Fβ : A is the set of initial periodic points M0,
B is the set of initial points M0 whose orbit is dense in the curve Qβ(K) which passes
through M0, that is Qβ(Gβ(M0)).
(b) Every point M0 ∈ R2 \ {0} has sensitivity to initial conditions, that is: there exists δ(M0) > 0
(this dependence on M0 explains the term “pointwise”) such that every neighborhood of
M0 contains a point M ′0 whose iterates M ′n satisfy d(Mn,M ′n) δ(M0) for infinitely many
integers n.
(c) There exists an integer Nβ such that every integer n  Nβ is the minimal period of some
periodic orbit of Fβ .
Our aim is to show that the dynamical system (R2,Fβ(x, y) = βx1+x2 − y) has IPCB if β = 0.
But the situation is more complicated than that in [4], because the functions ℘ and ℘′ are infinite
at 0 and 2ω2.
Theorem 3. For β = 0 and |β| 2 the dynamical system (R2,Fβ(x, y) = βx1+x2 − y) has IPCB,
with the invariant function Gβ(x, y) = x2y2 + x2 + y2 − βxy and the equilibrium (0,0).
Proof. It is essentially the same as in [2,4]. Only a point is to be modified: for proving that a
point M0 ∈ B (whose orbit is not periodic) has sensitivity to initial conditions, we cannot use (as
in [2]) the uniform convergence for t ∈ [0,1] of ℘K ′(2ω2(K ′)t) to ℘K(2ω2(K)t) when K ′ → K
(we underline the dependence on K), because these functions are infinite for t = 0 and t = 1 (the
same difficulty holds for ℘′).
But K → ω2(K) is continuous (see the proof of Lemma 8), and K → ω3(K) is also continu-
ous, because ω3(K) is given by the formulas (36) where the integral is analogous to the first of
formula (34) (see [1]), and thus K → ω1(K) is also continuous. In fact, we have
e(ω3) = 12ω2 and m(ω3) =
1
2
+∞∫
0
du√
(u2 − a)(u2 − a) , (36)
where a is the same as in (34).
So calculations show that when K ′ → K then ℘K ′(z) → ℘K(z) uniformly on every compact
disjoint from Λ(K) (and the same is true for ℘′(z)). But if K ′ is near from K so are ω3(K ′)
and ω1(K ′) from ω3(K) and ω1(K), and then 2ω2(K ′) is in a real neighborhood of 2ω2(K) (see
Fig. 7). So on a compact interval [ε,1 − ε],(
℘K ′
(
2ω2(K ′).t
)
,℘′K ′
(
2ω2(K ′).t
))→ (℘K(2ω2(K).t),℘′K(2ω2(K).t))
uniformly when K ′ → K .
Moreover, easy calculations show that the homeomorphism from [0,1]/Z onto Qβ(K), that
is ψβ(K)−1, is given by formulas
XK(t) = λ(q + 1)(℘ (2ω2t)− e2)+ q(γ℘
′(2ω2t)− 1)
(1 − q)(℘ (2ω2t)− e2)− q(γ℘′(2ω2t)+ 1) ,
YK(t) = λ(3 − q)(℘ (2ω2t)− e2)− q(γ℘
′(2ω2t)+ 1)
′ ,(q − 1)(℘ (2ω2t)− e2)+ q(γ℘ (2ω2t)− 1)
G. Bastien, M. Rogalski / J. Math. Anal. Appl. 326 (2007) 822–844 837Fig. 7.
where γ =
√
(q−1)2+λ2
2q . So the uniform convergence on an interval [ε,1 − ε] when K ′ → K
holds also for these two functions XK and YK .
With this remark, one can see that the proof given in [2] of sensitivity to initial conditions
of a non-periodic point M0 works if M0 is not the point −A = (−λ,−λ) of the curve Qβ(K)
which passes to it (that is if t = 0 (mod 1)). So, all the point of a non-periodic curve Qβ(K),
except −A, have sensitivity to initial conditions. But if a point M0 has sensitivity, −M0 has also
sensitivity, because (−un) is a solution of difference equation (16) if (un) is. So, all the points of
Qβ(K) have sensitivity to initial conditions, since A = (λ,λ) has this sensitivity.
The end of the proof is on the same line as in [2,4]. 
Remark 3. For β = 0, put Ωβ = 12π cos−1 β2 , and Jβ = ]Ωβ, 14 [ (if β > 0) or Jβ = ] 14 ,Ωβ [ (if
β < 0). We have of course ˚Im θβ ⊃ Jβ . It follows from Propositions 2 and 5 that the intervals
Im θβ and Jβ have the open extremity 14 in common.
Definition 1. We will say that a minimal period r = 4 of some point for Fβ is β-regular if there
exists some integer s such that s
r
is an irreducible fraction which belongs to Jβ . We will say that
a number β ∈ [−2,2] \ {0} is regular if all the minimal periods of points for Fβ are β-regular.
So we have some open problems.
Problem 1. Is every β ∈ [−2,2] \ {0} regular? (Or even does it exist some regular β?)
Problem 2. Is it true that ∀β ∈ [−2,2] \ {0} one has Jβ = Im θβ?
Problem 3. For β = 0 is the map K → θβ(K) : ]0,+∞[ → ]0, 12 [ injective? For the case of
Lyness’ difference equation un+2un = un+1 + b, this property for b = 1 is proved in [5]; it is
false in the case of a general cubic for the difference equation un+2un = ψ(n+ 1), see [3].
Problem 4. Is θβ an increasing function if β > 0 and a decreasing function if β < 0? See [5] for
Lyness’ case.
Of course, affirmative solution to problem i implies affirmative solution to problem i − 1. We
will find again these problems in the study of minimal periods.
5.2. Possible minimal periods of solutions of difference equation (16)
We start with the principal result.
838 G. Bastien, M. Rogalski / J. Math. Anal. Appl. 326 (2007) 822–844Theorem 4. Every n 3 is, for some β ∈ [−2,2], the minimal period of the orbit by Fβ of some
point M0 = 0.
Proof. One has the relations ]0, 12 [ =
⋃
−2β2 Jβ ⊂
⋃
−2β2 Im θβ (note that we can put
J0 = { 14 }), and so the union of all the intervals Im θβ is ]0, 12 [. Hence every rational number
represented by an irreducible fraction in ]0, 12 [ gives a minimal period for some β and some
K > 0, that is for some points in Qβ(K). But of course if n 3, the fraction 1n is in ]0, 12 [, and
so n is a minimal period. 
For β-regular minimal periods r , there is some relation between r and some period for −β .
Proposition 6. Let be r  3 a β-regular minimal period of Fβ , for β = 0.
(1) If r is odd, then 2r is minimal period of F−β .
(2) If r = 2(2m+ 1), then 2m+ 1 = r2 is minimal period of F−β .(3) If r = 4m, then r is also minimal period of F−β .
Proof. It is easy by using the relation
1
2
− Jβ = J−β, (37)
and by looking at the fraction r−2s2r if
s
r
∈ Jβ is irreducible. 
Definition 2. For an integer r  3, r = 4, we put
Ar =
{
β ∈ [−2,2] | r is a minimal period for Fβ
}
. (38)
Proposition 7. Suppose that r = 4 and Ar = ∅. Let be s1r < s2r < · · · < skr the ordered set of
irreducible fractions with denominator r which belong to ]0, 12 [. The following condition (C) on
a number β ∈ [−2,2] \ {0} is sufficient for β to be in Ar (and for r to be β-regular):
(C) if sk
r
< 14 , one has β > 2 cos
2πsk
r
;
if s1
r
> 14 , one has β < 2 cos
2πs1
r
;
if sq
r
< 14 <
sq+1
r
, on has β > 2 cos 2πsq
r
or β < 2 cos 2πsq+1
r
.
If Problem 1 has affirmative answer, the condition (C) is also necessary in order that β belongs
to the set Ar .
Proof. It is easy, because condition (C) expresses that at least one of the irreducible fractions s
r
in Im θβ belongs to Jβ . The reciprocal implication is obvious if every β is regular. 
Examples. We take r = 3. So 13 is the only irreducible fraction with denominator 3 in ]0, 12 [.
So in order that 3 be a minimal period for Fβ it is sufficient that β < 2 cos 2π3 = −1, and this
condition is exactly in agreement with Proposition 3.
If we take r = 16, we have 116 < 316 < 14 < 516 < 716 in ]0, 12 [, so in order that 16 be a minimal
period for Fβ it is sufficient that β > 2 cos 3π8 ≈ 0.765 or that β < 2 cos 5π8 ≈ −0.765.
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6.1. Proof that the limit of θβ at +∞ is 14
First we give a result about a general integral.
Lemma 9. Let be a ∈ C \ [−1,0], and put
J (a) =
1∫
0
du
|u2 + a| . (39)
If a → −1 (a /∈ [−1,0]), then one has
J (a) = 1 + o(1)
2
ln
1
−(e(a)+ 1)+ |a + 1|(1 + o(1)) . (40)
Determination of the limit of θβ(K) at +∞ with the lemma.
We have from (34)
2θβ(K) =
∫ +∞
1
du
|u2+a|∫ +∞
0
du
|u2+a|
.
We decompose the integral of the denominator in two integrals, and put u = 1
v
in one of them,
and obtain easily
2θβ(K) = 1
1 + |a| J (a)
J ( 1
a
)
. (41)
But we have a = −1 + e˜3 = −1 + e˜1+e˜32 + im(e˜3). With the aid of (28) and (11), easy calcula-
tions give
a = −1 + 4(β + 2)
4K + (β + 2)2 + i
8
√
K
4K + (β + 2)2 . (42)
So we obtain easily the values of |a + 1| and e(a)+ 1. Then we put ε = 14K+(β+2)2 → 0 when
K → +∞, and substitute in formula (40). We get
J (a) = O(1)+ 1 + o(1)
2
ln
1
−4(β + 2)ε + 4√ε(1 + o(1)) ∼K→+∞
1
4
ln
1
ε
. (43)
So we make the same calculations with 1
a
in place of a, and obtain also
J
(
1
a
)
∼
K→+∞
1
4
ln
1
ε
. (44)
It follows from (41), (43) and (44) that θβ(K) → 14 when K → +∞. 
Proof of Lemma 9. We start from the value
J (a) =
1∫ du√
(u2 + a)(u2 + a) ,
0
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with ε and ν → 0, ρ → 1, k → 2. We can write (u2 + a)(u2 + a) = (u2 − ku+ρ)(u2 + ku+ρ).
So we put in the integral u =
√
ρ
v
, and k√
ρ
:= 2 − η, with η → 0. The number η is a function of
ε and ν. So we obtain
J (a) = J (ε, ν) := 1√
ρ
+∞∫
√
ρ
dv√
(v + 1)2 − ηv√(v − 1)2 + ηv . (45)
From the values ρ = √1 − 2ε + ε2 + ν2 and μ = −1 + ε, easy calculations give
η = ν
2
4
+ o(ε2 + ν2). (46)
Now we put
I (ε, ν) :=
+∞∫
√
ρ
dv
(v + 1)√(v − 1)2 + ηv , (47)
and obtain easily the inequalities
1√
ρ
I (ε, ν) J (ε, ν) 1√
ρ
√
1 − η2
I (ε, ν). (48)
So it is enough to evaluate I (ε, ν).
We put of course 1
v+1 = t and then t = 12 − s. We get
I (ε, ν) = 1√
4 − η
1
2∫
1
2 − 11+√ρ
ds√
s2 + η4(4−η)
= 1√
4 − η
[
sinh−1 2s
√
4 − η√
η
] 1
2
1
2 − 11+√ρ
.
Easy calculations give
I (ε, ν) = O(1)+ ln 1−ε +√4η + ε2 + o(ε2 + ν2) .
With the value of ρ and formula (46) and (48) we obtain the final result. 
6.2. Determination of the limit of θβ(K) when K → 0
We will give two different proofs. The first proof is natural, by passing to the limit in integrals
of (34), and it is easy here, but in the general case, it can be very difficult, as in [4]. The second
one is very simple, and uses a geometrical result of the unpublished paper [13] of E.C. Zeeman,
which can be generalized. But its using is very powerful and permits to solve open problems
of [4], for example.
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when K → 0. So it is easy with formula (34) to see that the ratio of the two integrals which gives
2θβ(K) tends to
π
2 − tan−1
√
2+β
2−β
π
2
= 2
π
tan−1
√
2 − β
2 + β ,
and so we obtain that θβ(K) → 12π cos−1 β2 when K → 0.
If β = 2, then a → 0, and
+∞∫
1
du
|u2 + a| →
+∞∫
1
du
u2
= 1.
And
+∞∫
0
du
|u2 + a| 
+∞∫
0
du
u2 + |a| =
π
2
√|a| → +∞.
So formula (34) shows that θ2(K) → 0 when K → 0.
If β = −2, we have a = −1 + 2i√
K
, and |a| → +∞ when K → 0. We put ε = K4 → 0 when
K → 0. We have |u2 + a|2 = (u2 − 1)2 + 1
ε
. So we have
2θ−2(K) =
∫ +∞
1
du√
ε(u2−1)2+1∫ +∞
1
du√
ε(u2−1)2+1 +
∫ 1
0
du√
ε(u2−1)2+1
.
The second integral in the denominator tends to 1 when ε → 0. And we have, with increasing
limits,
+∞∫
1
du√
ε(u2 − 1)2 + 1 → limε→0 limA→+∞
A∫
1
du√
ε(u2 − 1)2 + 1
 lim
A→+∞ limε→0
A− 1√
ε(A2 − 1)2 + 1 = limA→+∞(A− 1) = +∞.
So we obtain that θ−2(K) → 12 when K → 0. Note that these two limits at K = 0 of θ2(K) and
θ−2(K) are exactly the values of 12π cos
−1 β
2 for β = 2 and β = −2. 
Zeeman’s geometrical proof. It is founded on the following result that Zeeman proved in [13]
in the case of Lyness’ difference equation.
Proposition 8 (Zeeman’s differential method [13]). Let U be an open set of R2, and a C1 map
F :U → U . We suppose that F has a unique fixed point L in U , and that
det
[
dF(L)
]= 1 and ∣∣tr(dF(L))∣∣< 2. (49)
We suppose also that there exists a family of Jordan’s curves (CK)K>K0 such that
(1) CK is the boundary of an open set DK containing the point L;
(2) if K ′ >K then DK ′ ⊃ DK and ⋂K>K DK = {L};0
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one point;
(4) each curve CK is globally invariant by F , and F |CK is conjugated to a rotation of angle
2πθ(K) on the unit circle, with 0 < θ(K) < 1.
Then, we have
lim
K→K0
θ(K) = 1
2π
cos−1
(
tr(dF(L))
2
)
. (50)
We postpone the proof of this result in Appendix A of the paper.
The determination of limK→0 θβ(K) from Proposition 8 is easy. Our map F(x, y) =
(
βx
1+x2 − y, x) satisfies the hypothesis, with L = (0,0), K0 = 0, CK = Qβ(K). The matrix of
dF(L) is(
β −1
1 0
)
, (51)
with spectral values eiα and e−iα , where 2 cosα = β . Only the point (3) is to prove, and this is
easy by solving the inequality Gβ(ρ cosφ,ρ sinφ)  K for a given direction φ. So we obtain
easily that limK→0 θβ(K) = 12π cos−1 β2 , and this proof works also for β = ±2. 
In fine we note that other discrete difference equations can be studied with the aid of elliptic
curves. In addition to [2–4], one can find such studies, with other points of view and motivations
(sometimes from physics), in [7,11,12].
Appendix A. The proof and some applications of Zeeman’s differential method
We have learned only recently about the reference [13], which is difficult to find. So we give
in this appendix the proof of Proposition 8, and we use it for some other applications.
A.1. Proof of Proposition 8
We can suppose that L = (0,0) and K0 = 0. The map dF(0) has for singular values the roots
of the equation
λ2 − tr(dF(0))λ+ det(dF(0))= 0.
With the hypothesis (49), these singular values are eiα and e−iα , where 2 cosα = tr(dF(0)), so
dF(0) is linearly conjugated to a matrix of rotation Rα .
We denote by S the set of half-lines from 0, isomorphic to the unit circle S1. We put, for s ∈ S,
g(s) = dF(0)(s), and look at g as a map from S1 into S1. So the rotation number ρ(g) of g is
equal to α2π . Now, let φ(s,K) be the half-line generated by the point F(s ∩ CK), and F(s) the
image of s by F (see Fig. 8).
When K → 0, we see with hypotheses (2) and (3) of the proposition that φ(s,K) converges
in S1 to the tangent-line of the curve F(s) at 0, that is to dF(0)(s) = g(s). Because F is C1, it is
easy to see that the convergence is uniform with respect to s ∈ S1. So, the rotation numbers con-
verge (see [6]): ρ(φ(s,K)) → ρ(g). But φ(s,K), from hypothesis (3), is obviously conjugated
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to F |CK , which is conjugated by hypothesis to the rotation with angle 2πθ(K). Hence we obtain
the convergence of θ(K) to
α
2π
= 1
2π
cos−1
(
tr(dF(L))
2
)
,
and this is the conclusion of Proposition 8.
A.2. Applications of Proposition 8
We have studied in [4] the difference equation
un+2un =
1 + bun+1 + cu2n+1
c + dun+1 + u2n+1
with b, c, d  0, b + c + d > 0 and u0, u1 > 0. The associated map F is
F(x, y) =
(
1 + bx + cx2
y(c + dx + x2) , x
)
and the invariant is the function
G(x,y) = xy + dxy(x + y)+ c(x2 + y2)+ b( 1
x
+ 1
y
)
+ 1
xy
,
with minimum Km. The restriction of F to the curve CK := {G = K} is conjugated to a rotation
on the unit circle with angle 2πθ(K), 0 < θ(K) < 12 . The function G assumes its minimum at
the fixed point L = (, ) of F , and we ask about the number limK→Km θ(K). For the general
case the method in [4] with asymptotic developments was too complicated and did not give the
result: we obtained for this limit 1
π
tan−1
√
H(b, c, d) for a function H difficult to calculate. With
Zeeman’s method it is easy: if ψ(x) = 1+bx+cx2
c+dx+x2 , we have
lim
K→Km
θ(K) = 1
2π
cos−1 ψ
′()

,
so we obtain easily the relation
H(b, c, d) = 4c
3 + 3(b + cd)2 + (4 + 2bd)+ 3d − bc
3 2 2 .4c + (5cd + b) + (4c + 2bd)+ bc + d
844 G. Bastien, M. Rogalski / J. Math. Anal. Appl. 326 (2007) 822–844This result answers to an open problem in [4] (and gives again the partial results of [4]).
More generally, all the difference equations studied in [2,3] have the same form un+2un =
ψ(un+1), and the hypotheses of Proposition 8 are satisfied. So we could have applied this propo-
sition in all these cases.
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