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RE´SUME´ : Dans ce travail, nous proposons une me´thode de gestion de production et de conception de
commande pour un syste`me logistique basique, permettant de garantir la stabilite´ du stock face a` une demande
incertaine mais borne´e. Dans cette e´tude, on tient compte du de´lai pre´sent dans la dynamique du syste`me
qui peut eˆtre sujet a` des incertitudes. Nous montrons ainsi la robustesse de la loi de commande vis-a`-vis de
ces incertitudes. L’approche est base´e sur des me´thodes issues de la the´orie du controˆle : une structure de
commande sature´e et contrainte, de type feedback pre´dicteur, est mise en place afin de prendre en compte
les contraintes du syste`me, de capacite´ et de positivite´, tout en compensant l’effet du retard graˆce a` la partie
pre´dicteur. On obtient ainsi des conditions de stabilisation du stock, et le respect des contraintes du syste`me.
Ces re´sultats the´oriques sont appuye´s par des re´sultats de simulation.
MOTS-CLE´S : Gestion de production et des stocks, syste`mes a` retards, the´orie du controˆle, contraintes de
positivite´ et de saturation, robustesse.
1 INTRODUCTION
La conception des syste`mes logistiques est une phase
critique et de´terminante. Il s’agit essentiellement de
dimensionner les diffe´rentes ressources telles que les
unite´s de production et de stockage, ainsi que les uni-
te´s de distribution, de fac¸on a` pouvoir garantir un
fonctionnement dit robuste pour le syste`me. L’enjeu
e´tant de pouvoir satisfaire les diffe´rentes demandes
clients en y re´pondant dans les de´lais impartis, tout
en optimisant l’utilisation des ressources disponibles
et en faisant face a` d’e´ventuels ale´as.
Depuis les travaux pionniers de Simon (Simon, 52)
portant sur l’e´tude de la dynamique de ces syste`mes
logistiques et la compre´hension de leurs me´canismes,
diffe´rents travaux tels que (Forrester, 1961), (Towill,
1982), (Edghill et Towill, 1989), (Sterman, 1989),
(Riddalls et al., 2000) ont souligne´ la ne´cessite´
d’apporter une analyse formelle aux re´sultats empi-
riques de Simon, en mettant en œuvre des approches
d’e´tudes issues de la the´orie de la commande, donnant
lieu a` des mode`les tels que l’Automatic Pipeline In-
ventory Ordered Base Production Control System,
APIOBPCS, et ses variantes (John et al., 1994).
Ces mode`les ont permis de mettre en e´vidence la
connexion entre les diffe´rents e´le´ments du syste`me
manufacturier, a` savoir les ordres de production, les
demandes des consommateurs et les variations des ni-
veaux des stocks, a` travers des fonctions de transfert
et des parame`tres de commande. Un des parame`tres
les plus critiques re´ve´le´ est le retard. En effet, que
ce soit les de´lais de production, les temps de prise
de de´cision ou les e´che´ances de livraison, le retard est
pre´sent et commun a` tous les syste`mes manufacturiers
et e´conomiques, ou` l’interaction entre les diffe´rentes
entite´s ne´cessite un temps de re´alisation. Bien que
l’importance du retard ait e´te´ e´tablie depuis les tous
premiers travaux de Simon et Forrester, en mettant
a` jour en particulier son roˆle dans le de´clenchement
du bullwhip effect, ce phe´nome`ne d’amplification de
la variation de la demande en amont du syste`me
logistique est un re´el proble`me majeur. La prise en
compte du retard, sans approximation, comme e´le´-
ment essentiel dans l’e´tude de la dynamique des sys-
te`mes logistiques est pourtant relativement re´cente.
Cela est duˆ au fait que les syste`mes a` retards sont
des syste`mes a` dimension infinie, en termes auto-
matiques, qui posse`dent un nombre infini de poˆles,
et dont l’e´tude de la stabilite´ n’est pas chose aise´e.
C’est avec l’avance´e des recherches sur la stabilisation
des syste`mes a` retards, et la compre´hension des effets
que ces retards engendrent sur la dynamique des sys-
te`mes, que des travaux tels que (Sipahi et al., 2010),
(Warburton, 2004), ont amene´ des solutions exactes
aux e´quations diffe´rentielles gouvernant la dynamique
des syste`mes de production, comple´tant les e´tudes et
les travaux susmentionne´s.
Cela e´tant e´tabli, certains aspects des syste`mes
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logistiques ne sont pas pris en compte dans ces tra-
vaux, a` savoir les limitations physiques et technolo-
giques des ressources entrant dans les processus de
production, de transport et de stockage. En effet,
dans un syste`me logistique, les stocks sont des re-
ssources a` capacite´s finies, les machines de production
sont, quant a` elles, conditionne´es par leurs caracte´-
ristiques technologiques, et restent ne´anmoins limi-
te´es. La meˆme contrainte s’applique pour les ressour-
ces de transport. D’autres contraintes apparaissent
venant du fait qu’un niveau de stock ne peut avoir
de valeurs ne´gatives, pas plus qu’un ordre de pro-
duction. Peu d’auteurs se sont inte´resse´s a` cette pro-
ble´matique, tels que (Wang et al., 2012), (Wang et
al., 2013) qui ont traite´ la contrainte de positivite´
des ordres de production uniquement, et n’ont pas
conside´re´ les contraintes de saturation et de limite de
stockage. Cela est duˆ au fait que la prise en compte
de ces contraintes, implique l’utilisation de mode`les
non line´aires, dont l’analyse n’est pas aise´e.
Une parfaite connaissance du comportement du sys-
te`me a` concevoir ou a` ge´rer est essentielle : le dim-
ensionnement des stocks et le choix des machines de
production doivent eˆtre guide´s par une e´tude pre´a-
lable des interactions entre les diffe´rents e´le´ments du
syste`me et les demandes du marche´ auquel il est des-
tine´, prenant en compte les contraintes re´elles du sys-
te`me et les retards qui y sont pre´sents. Un autre
aspect peu pre´sent dans la litte´rature, est la concep-
tion de commande robuste vis-a`-vis des retards. En
effet, dans un syste`me logistique l’estimation des dif-
fe´rents de´lais est souvent entache´e d’erreurs et d’in-
certitudes, qu’il est souvent difficile de quantifier et
de pre´voir a` l’avance. On peut alors rapidement se
trouver en situation de pe´nurie si les calculs re´alise´s a`
l’avance ne donnent pas lieu a` des marges de se´curite´
suffisantes, ou au contraire, si les marges pre´vues sont
trop importantes, l’entreprise se retrouve en situation
de surplus qui peut induire des pertes conside´rables.
Dans cet article, nous conside´rons un syste`me logi-
stique basique, constitue´ d’une unite´ de production,
d’un stock de produits finis. L’unite´ de production
est caracte´rise´e par un de´lai qui peut eˆtre connu avec
pre´cision, mais qui peut tout aussi pre´senter des in-
certitudes. Le but de notre e´tude est de controˆler le
syste`me logistique, de fac¸on a` ce que les contraintes
sur le niveau de stock et sur les taux de production
soient respecte´es, tout en re´pondant aux commandes
des consommateurs, et malgre´ la pre´sence d’incerti-
tude sur l’estimation du de´lai. La demande client est
suppose´e inconnue mais borne´e par une valeur maxi-
male donne´e.
Dans la section 2, nous pre´sentons le mode`le dyna-
mique d’un syste`me logistique basique, et nous for-
malisons les contraintes et spe´cifications de fonctio-
nnement. On y pre´sente e´galement la structure de
commande feedback pre´dicteur sature´e et contrainte,
et nous justifierons du choix de cette commande. En
section 3 et 4, nous pre´sentons notre me´thodologie de
travail, ainsi que l’essentiel de nos re´sultats, d’abord
pour le cas d’un syste`me sans incertitudes sur le
de´lai, puis en conside´rant les incertitudes sur le re-
tard. Cette e´tude est comple´te´e par une discussion de
la base d’un mode`le de simulation que nous pre´sen-
tons en section 5. Enfin, une conclusion ge´ne´rale et
quelques perspectives futures termineront ce travail.
2 MODE`LE DYNAMIQUE D’UN SYS-
TE`ME LOGISTIQUE
Un syste`me logistique basique est constitue´ d’une
unite´ de production ou de transformation, et d’une
unite´ de stockage. L’unite´ de production est carac-
te´rise´e par une cadence (taux de production), et le
de´lai ne´cessaire a` l’accomplissement de ses taˆches.
La cadence est conditionne´e par les capacite´s phy-
siques des actionneurs et des machines de produc-
tion, qui peuvent atteindre des seuils de saturation,
correspondant a` leurs capacite´s maximales de produc-
tivite´. L’unite´ de stockage, ou simplement le stock,
est, quant a` elle, caracte´rise´e par le flux entrant
de matie`res (produits), issu de la production, et le
flux sortant des matie`res correspondant aux ventes
effectue´es, et donc a` la demande client. Tout comme
l’unite´ de production, l’unite´ de stockage est une re-
ssource dont la capacite´ est limite´e. Dans cette sec-
tion, nous proposons un mode`le dynamique ge´ne´rique
pour un tel syste`me logistique, qui prend en compte
les diffe´rents e´le´ments susmentionne´s : a` savoir la dy-
namique du stock, les contraintes physiques du sys-
te`me et ses retards.
2.1 Dynamique du stock
L’e´volution du niveau du stock de´pend essentielle-
ment des flux entrants issus de la production et des
flux sortants issus de la demande client. La dyna-
mique de ce niveau de stock est alors re´gie par l’e´qua-
tion diffe´rentielle retarde´e suivante
y˙(t) =
{
u(t−θ)−d(t) pour t ≥ θ
φ(t)−d(t) pour 0≤ t < θ , (1)
ou` y(t) est le niveau du stock instantane´, u(t) est le
flux entrant, correspondant au flux de production, θ
est le de´lai ne´cessaire a` l’accomplissement des taˆches
de production, et d(t) est la demande client qui cor-
respond au flux sortant. φ(t) est la fonction des condi-
tions initiales qui de´crit l’e´tat du syste`me de produc-
tion pour t ≤ θ .
2.2 Contraintes du syste`me logistique
Les contraintes auxquelles est soumis le syste`me logi-
stique sont lie´es a` ses limites physiques. D’une part, le
niveau de stock ne peut prendre que des valeurs posi-
tives, car il quantifie une quantite´ de matie`re, (qu’elle
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soit mesure´e en nombre de pie`ces ou de lots, ou en
unite´s de masse ou de volume). D’autre part, il ne
peut pas exce´der la capacite´ maximale de stockage.
Celle-ci est note´ Ymax. On a ainsi
y(t) ∈ [0,Ymax] , pour t ≥ 0 , (2)
De meˆme, le flux de production u(t) est un flux
physique de matie`re qui est lie´e a` la capacite´ des
actionneurs et des machines mis en œuvre. De ce fait
il ne peut prendre de valeurs ne´gatives, et ne peut
exce´der la capacite´ maximale, qu’on note Umax, du
mate´riel utilise´. Cette seconde contrainte est expri-
me´e sous la forme suivante.
u(t) ∈ [0,Umax] , pour t ≥ 0 . (3)
Une dernie`re spe´cificite´ a` pre´senter concerne la de-
mande client d(t). A l’instar du flux physique de ma-
tie`re, le flux de demande aussi ne peut prendre de
valeurs ne´gatives. Comme nous l’avons pre´sente´ dans
l’introduction, nous conside´rons dans ce travail que la
demande client est inconnue d’avance, et qu’elle est
borne´e. Elle varie arbitrairement entre un minimum
et un maximum tels que
d(t) ∈ [0,dmax] , pour t ≥ 0 . (4)
2.3 Commande du taux de production
La commande de notre syste`me est la variable u(t),
qui est la consigne instantane´e de niveau de produc-
tion. Ge´rer la production revient alors a` maˆıtriser
ces flux de produits de fac¸on a` atteindre les objec-
tifs globaux fixe´s par la strate´gie ge´ne´rale du syste`me
logistique. Cette strate´gie vise a` garantir un taux de
service de cent pour cent, pour toute demande de la
forme (4), avec la maˆıtrise des variations des niveaux
de stock, et le respect des contraintes de positivite´ et
de saturation (2 et (3). D’un point de vue syste`me, il
s’agit de mettre au point une commande u(t) qui per-
met de stabiliser le syste`me tout en prenant compte
les diffe´rentes contraintes et spe´cifications du syste`me
logistique, ainsi que le retard θ pre´sent dans sa dy-
namique. Pour ce faire, nous introduisons une loi de
commande du type feedback pre´dicteur sature´ qui se
pre´sente sous la forme suivante
u(t) = sat
[0,Umax]
[K(yc− z(t))] ,pour t ≥ 0 , (5)
ou` yc est le niveau de re´fe´rence du stock, K est le gain
du syste`me qui de´finit la cadence de production, et
z(t) est la pre´diction de l’e´tat futur du stock que nous
pre´sentons en de´tail dans la suite.
Les commandes sature´es sont souvent employe´es dans
des syste`mes ou` les actionneurs pre´sentent des carac-
te´ristiques de saturation dues a` leurs limitations phy-
siques, permettant alors la prise en compte de ces
limitations de capacite´. Des travaux tels que (Tar-
bouriech et al., 2011), (Hu, 2001), ont montre´ l’effi-
cacite´ supe´rieure de ces commandes sature´es face a`
de simples commandes contraintes. L’utilisation de
ce type de commande introduit ne´anmoins des non-
line´arite´s dans le syste`me controˆle´, la fonction sat
e´tant de´finie par
sat
[a,b]
[ f (t)] =

b si f (t) > b ,
f (t) si a≤ f (t)≤ b ,
a si f (t) < a .
Pour ce type de syste`mes non-line´aires, les conditions
de stabilite´ et de stabilisation peuvent eˆtre obtenues
en caracte´risant des ensembles dits invariants et dans
lesquels les contraintes du syste`mes sont satisfaites.
La de´finition de l’invariance est donne´e dans la sec-
tion 3.1.
La structure de commande du type feedback pre´-
dicteur est bien connue pour ses proprie´te´s stabi-
lisantes, permettant de faire du placement de poˆle
fini pour des syste`mes a` retard (Manitius et Olbrot,
1979), (Mirkin et Raskin, 2003). Aussi connue sous
le nom de re´duction d’Artstein (Artstein, 1982), elle
est base´e sur le principe de compensation du retard,
donnant lieu a` un syste`me re´duit sans retard, graˆce
a` la mise en place d’une pre´diction de l’e´tat futur du
syste`me de la forme
z(t) =
{
y(t)+
∫ t
t−θ0 u(τ)dτ pour t ≥ θ0 ,
y(t)+
∫ θ
t φ(τ)dτ +
∫ t
0 u(τ)dτ pour t < θ0 ,
(6)
ou` θ0 est l’estimation du retard re´el θ . Cette struc-
ture de commande permet une entie`re compensation
et anticipation des effets du retard sur la dynamique
du syste`me, a` condition que ce retard soit estime´
avec pre´cision, c’est a` dire θ = θ0. On parle alors de
mode`le nominal. Or, l’estimation en ligne du de´lai
dans un syste`me logistique peut eˆtre entache´e d’incer-
titudes diverses et d’ale´as (pannes, retards de livrai-
son, gre`ves...), et de ce fait, la pre´diction (6) base´e
sur l’estimation θ0 n’est plus tout a` fait juste. Nous
proposons alors d’e´tudier le controˆle du syste`me logi-
stique dans les deux situations suivantes :
– Cas nominal : l’estimation du de´lai est conforme au
de´lai re´el, c’est a` dire θ = θ0,
– Cas avec incertitude : le de´lai re´el est de´fini dans un
intervalle d’incertitude tel que : θ ∈ [θ1 ,θ2], θ1 et
θ2 e´tant connus, et θ0 pouvant appartenir ou non
a` cet intervalle.
Dans ces deux situations, nous e´tudierons l’e´volution
du syste`me sous l’action de la commande, afin de pou-
voir parame´trer correctement le controˆleur, dans le
but de garantir le respect des contraintes e´nonce´es
pre´ce´demment. Ceci est l’objet des sections suivantes.
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3 E´TUDE ET CONTROˆLE DE LA DYNA-
MIQUE DU SYSTE`ME LOGISTIQUE :
CAS NOMINAL
Dans cette section, nous e´tudions la dynamique
du syste`me controˆle´ (1-5) dans le cas ou` le re-
tard est estime´ avec pre´cision. Tout au long de ces
de´veloppements, nous utiliserons alors une unique no-
tation pour le retard qui est θ .
3.1 Dynamique du syste`me controˆle´
Comme nous l’expliquons dans la section 2.3, pour
le cas nominal, l’utilisation d’une structure feedback
predicteur permet d’aboutir a` un syste`me re´duit sans
retard, car en effet, en utilisant les formules donne´es
par (1) et (6), on peut remarquer que z(t) se re´e´crit
sous la forme
z(t) = y(t +θ)+
∫ t+θ
t
d(τ)dτ , pour t ≥ 0 . (7)
Par de´rivation temporelle de cette dernie`re expres-
sion, on aboutit au syste`me suivant
z˙(t) = u(t)−d(t) ,pour t ≥ 0 , (8)
ou plus explicitement
z˙(t) = sat
[0,Umax]
[K(yc− z(t)]−d(t) , pour t ≥ 0 . (9)
Le syste`me (8) effectivement, est sans retard. Ce
syste`me est la re´duction du syste`me (1)-(5). Il est
alors de´montre´ dans (Artstein, 1982), qu’une loi de
commande u(t) est admissible pour le syste`me en
boucle ferme´e (1)-(5), si et seulement si cette meˆme
commande est admissible pour le syste`me (9). Par
ailleurs, il est e´tabli que ces deux syste`mes ont les
meˆmes proprie´te´s dynamiques. Nous utilisons alors ce
re´sultat pour e´tudier les comportements dynamiques
de notre syste`me logistique (1)-(5). En effet, notre
de´marche consiste a` utiliser le syste`me re´duit (8)-(5)
pour concevoir les parame`tres de notre controˆleur qui
re´pondent aux contraintes (2) et (3), en utilisant le
principe de D-invariance de´fini comme suit.
De´finition 1 (Blanchini, 1999)- Soit un syste`me dy-
namique donne´ avec Ω un sous ensemble de son
espace d’entre´e, et une perturbation d(t) appartenant
a` un ensemble D . L’ensemble Ω est dit D-invariant
pour ce syste`me si, pour toute condition initiale de Ω,
les trajectoires ge´ne´re´es par ce syste`mes sont toutes
incluses dans Ω, pour tout t et toute perturbation d(t)
de D .
L’existence d’un tel ensemble pour le syste`me non-
line´aire (8)-(5) permet d’apporter des conclusions
concernant la stabilite´ du syste`me, en particulier en
terme de BIBO (Bounded Input, Bounded Output)-
stabilite´. La premie`re partie de notre travail consiste
a` identifier cet ensemble, comme nous le montrons
dans ce qui suit.
A partir de l’e´quation (7), nous pouvons constater
que, y(t +θ) s’exprimant sous la forme
y(t +θ) = z(t)−
∫ t+θ
t
d(τ)dτ , pourt ≥ 0 (10)
la contrainte (2) est ve´rifie´e si z(t) et le terme∫ t+θ
t d(τ)dτ sont tous les deux borne´s, de fac¸on a`
ce que y(t + θ) ∈ [0, Ymax]. Sous l’hypothe`se que la
spe´cification (4) est bien satisfaite, on constate que∫ t+θ
t d(τ)dτ ∈ [0,θ dmax] ,∀t ≥ 0 . De ce fait, z(t) doit
eˆtre aussi limite´e par des bornes zmin et zmax ve´rifiant
le relation (10) tel que
0≤ zmin−θdmax pour y(t +θ) = 0 ,
et
zmax ≤ Ymax pour y(t +θ) = Ymax .
On peut dire que le syste`me (1)-(5) ve´rifie la
contrainte (2) si et seulement si la condition
z(t) ∈ [θdmax,Ymax] , (11)
avec θdmax <Ymax , est ve´rifie´e pour le syste`me re´duit
(8)-(5). Le proble`me de controˆle consiste a` trouver les
parame`tres du controˆleur de fac¸on a` ce que l’intervalle
[θdmax,Ymax] soit D-invariant pour le syste`me (9), sous
l’action de la demande d(t), l’ensemble D e´tant alors
de´fini par l’ensemble de variation de d(t) de´crit par
(4).
Conditions initiales admissibles
Le syste`me (1) est un syste`me a` retard sur entre´e,
l’ensemble des conditions initiales est de´fini pour 0≤
t ≤ θ , et a` cause de la pre´sence du retard, la loi de co-
mmande ne peut agir sur ce profil initial qu’a` partir de
t = θ . En effet, comme le montre l’e´quation (1) pour
t ∈ [0,θ ], le dynamique du stock de´pend uniquement
de la fonction φ(t) et de la demande d(t). S’assurer
que les contraintes sont bien respecte´es dans cet in-
tervalle de temps, me`ne a` de´crire ce qu’on appelle
l’ensemble des conditions initiales admissibles, qui ga-
rantissent le respect de ces contraintes. Cet ensemble
est caracte´rise´ comme suit. En utilisant l’e´quation (1),
pour 0≤ t < θ , le niveau du stock est donne´ par
y(t) = y0 +
∫ t
0
φ(τ)dτ−
∫ t
0
d(τ)dτ ,
avec y0 est le niveau du stock a` t = 0, et la somme∫ θ
0 φ(τ)dτ repre´sente l’encours initial qu’on de´note
wip0. E´tant donne´ que
∫ t
0 d(τ)dτ appartient a` l’inter-
valle [0, θdmax], alors y(t) ve´rifie y(t) ∈ [0,Ymax] pour
t ∈ [0,θ [ si et seulement si les conditions initiales sont
telles que
θ dmax ≤ y0 +wip0 ≤ Ymax.
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Dans le cas ou` les conditions initiales ne sont pas ad-
missibles, le syste`me subit cette configuration initiale,
et traverse une phase transitoire qui peut eˆtre plus ou
moins longue.
3.2 Parame´trisation du controˆleur
La conception du controˆleur et sa parame´trisation
consistent a` choisir le gain K et le niveau de re´fe´-
rence yc de fac¸on a` ce que le syste`me controˆle´ respecte
bien les contraintes et les spe´cifications de fonction-
nement. Cette conception passe par deux phases es-
sentielles. Premie`rement, e´tant donne´ les parame`tres
du syste`me physique, a` savoir Umax et Ymax, et connai-
ssant dmax, existe-t-il un jeu de parame`tres re´alisable
qui permet au controˆleur d’atteindre les performances
vise´es. Si la re´ponse a` cette premie`re phase est posi-
tive, alors en second lieu, se pose la question du choix
de ce jeu de parame`tre.
Dans cette section, nous apportons les re´ponses a` ces
deux questionnements sous forme du the´ore`me sui-
vant. Ces re´sultats sont base´s sur la formulation de
conditions ne´cessaires et suffisantes garantissant la D-
invariance de l’intervalle (11) ainsi que le respect des
contraintes du syste`me, comme nous le verrons dans
la de´monstration du the´ore`me suivant.
The´ore`me 1 E´tant donne´ un syste`me de la forme
(1), il existe une commande de la forme (5), pour
laquelle le syste`me est BIBO-stable et les contraintes
(2) et (3) sont satisfaites, pour tout d(t) ∈ [0,dmax] si
et seulement si les conditions suivantes sont ve´rifie´es.
θdmax < Ymax , (12)
et
dmax ≤Umax . (13)
De plus, si les conditions (12) et (13) sont ve´rifie´es,
alors les contraintes (2) et (3) sont satisfaites par le
controˆleur (5) si et seulement si les parame`tres de ce
dernier sont tels que
θdmax +
dmax
K
≤ yc ≤ Ymax. (14)
Preuve Comme nous l’indiquons dans l’introduc-
tion de cette section, le controˆle du syste`me (9) doit
eˆtre conc¸u de fac¸on a` ce que la contrainte (11) soit
respecte´e. L’existence d’un controˆleur admissible est
lie´e a` l’existence de l’intervalle [θ dmax,Ymax] non vide,
ce qui est ve´rifie´ quand θ dmax <Ymax. Cela e´tablit bien
la ne´cessite´ de la condition (12), sa suffisance e´tant
claire.
Les conditions (13) et (14) sont issues de l’analyse de
la dynamique de z(t). En effet, le but e´tant de de´mon-
trer que l’intervalle donne´ en (11) est bienD-invariant
pour le syste`me. Cette proprie´te´ d’invariance est vraie
si et seulement si les implications suivantes sont ve´ri-
fie´es. Pour tout t ≥ 0
z(t) = zmin ⇒ z˙(t)≥ 0 , et z(t) = zmax ⇒ z˙(t)≤ 0 .
Se basant sur l’expression ( 9) de z˙(t), et connaissant
la variation de d(t) on aboutit aux ine´galite´s suivantes
sat
[0,Umax]
[K(yc− zmin)]≥ dmax , (15)
et
sat
[0,Umax]
[K(yc− zmax)]≤ 0 . (16)
En utilisant la de´finition de la fonction sat don-
ne´e en section 2.3, on constate que l’ine´galite´ (15)
accepte une solution non vide si et seulement si
Umax ≥ dmax, ceci e´tablit la suffisance ainsi que la ne´-
cessite´ de la condition (13). Dans ce cas yc est tel que
zmin + dmax/K ≤ yc , qui, sous l’hypothe`se de la ve´rifi-
cation de (12), et sachant que zmin = θdmax , e´tablit
la suffisance de la partie gauche de la condition (14)
du the´ore`me. La ne´cessite vient du fait que pour tout
yc < zmin +dmax/K, l’ine´galite´ (15) n’a pas de solution.
La meˆme analyse est applique´e a` l’e´tude de la condi-
tion (16). On observe alors que celle-ci n’a de solution
que lorsque
yc ≤ zmax , (17)
sachant que zmax =Ymax on montre alors que yc ≤Ymax .
Ceci e´tablit le membre de droite de la condition (14)
du the´ore`me et ache`ve ainsi sa de´monstration. 
L’analyse approfondie des re´sultats donne´s par ce
the´ore`me nous me`ne a` formuler le corollaire suivant
qui donne les bornes atteintes par les diffe´rentes va-
riables du syste`me, sous l’effet d’une loi de commande
re´pondant aux conditions donne´es par le the´ore`me 1.
Corollaire 1 E´tant donne´ un syste`me de la forme
(1) avec des conditions initiales admissibles, et une loi
de commande de la forme (5), ve´rifiant les conditions
(12), (13) et (14). L’intervalle de variation final de
y(t) et de u(t) est donne´ respectivement par
y(t) ∈
[
yc− dmaxK −θ dmax ,yc
]
, (18)
et
u(t) ∈ [0 ,dmax] , (19)
pour tout t ≥ 0 et d(t) ∈ [0 ,dmax].
Preuve A partir de l’e´quation (9), on voit que sous
les hypothe`ses du the´ore`me 1 les implications sui-
vantes sont vraies pour tout t ≥ 0,
z(t)≥ yc⇒ z˙(t)≤ 0 et z(t)≤ yc− dmaxK ⇒ z˙(t)≥ 0 .
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Ceci montre que l’intervalle effectif de variation de
z(t) est
z(t) ∈
[
yc− dmaxK ,yc
]
, (20)
qui n’est autre que le plus petit intervalle invariant
pour le syste`me (9). En effet, sous ces meˆmes hy-
pothe`ses, on constate que l’intervalle (20) est inclus
dans l’intervalle (11). De ce fait, en re´utilisant les
expressions (10) et (5), on peut reformuler les inter-
valles de variations de y(t) et de u(t) qui sont donne´s
par (18) et (19) respectivement. 
4 E´TUDE ET CONTROˆLE DE LA DYNA-
MIQUE DU SYSTE`ME LOGISTIQUE :
CAS AVEC INCERTITUDES
Dans cette section, nous e´tudions la dynamique du
syste`me controˆle´ (1-5) dans le cas ou` le retard re´el
est dans un intervalle d’incertitude de´fini par [θ1 ,θ2],
θ1 et θ2 e´tant connus. Notre but est de construire
un controˆleur qui puisse garantir les meˆmes perfor-
mances obtenues dans le cas nominal, et ce malgre´ la
pre´sence de l’incertitude sur le retard. On parle alors
de commande robuste.
4.1 Dynamique du syste`me controˆle´ avec in-
certitudes
L’introduction de l’incertitude sur le retard ne modi-
fie en rien les expressions de la dynamique de y(t) et la
forme de u(t), donne´es par les relations (1) et (5) res-
pectivement. La modification porte sur l’expression
de z(t) qui est base´e sur l’estimation θ0 du retard re´el
θ , et qui est donne´e sous la forme
z(t) = y(t)+
∫ t
t−θ0
u(τ)dτ . (21)
En inte´grant l’e´quation (21), entre t et t + θ , et en
utilisant l’expression de z(t), on peut de´duire que
y(t+θ) = z(t)−
∫ t+θ
t
d(τ)dτ +
∫ t−θ0
t−θ
u(τ)dτ , (22)
Le terme
∫ t−θ0
t−θ u(τ)dτ, correspond a` l’erreur induite
par l’incertitude du retard. En effet, en notant z¯(t) la
pre´diction exacte connaissant le retard re´el θ , et dont
la forme est donne´e par :
z¯(t) = y(t)+
∫ t
t−θ
u(τ)dτ ,
ou de fac¸on e´quivalente
z¯(t) = y(t +θ)+
∫ t+θ
t
d(τ)dτ . (23)
Cette dernie`re peut se re´e´crire en fonction de la pre´-
diction z(t) de la fac¸on suivante :
z¯(t) = z(t)+
∫ t−θ0
t−θ
u(τ)dτ . (24)
On constate que la pre´sence de ce terme d’erreur∫ t−θ0
t−θ u(τ)dτ , ne permet pas de borner z(t) de fa-
c¸on sans e´quivoque, du fait que le retard θ n’est pas
connu en temps re´el, contrairement a` ce que l’on ob-
tient dans le cas nominal. Ceci dit, il est toujours po-
ssible de borner ce terme d’erreur tel que, pour tout
θ ∈ [θ1 ,θ2] et pour tout θ0 ≥ 0,
∫ t−θ0
t−θ u(τ)dτ appar-
tient a` l’intervalle
[min(0,(θ1−θ0) ·Umax) ,max(0,(θ2−θ0) ·Umax)] . (25)
L’e´tude a` mener dans ce cas est similaire a` celle mene´e
dans le cas nominal, en effet, notre but est d’utiliser
la dynamique du syste`me re´duit, afin de de´finir un
ensemble D-invariant, dans lequel les contraintes du
syste`me sont respecte´es, et les incertitudes sur les re-
tards assimile´s. C’est l’objet de la section suivante.
4.2 Parame`tres de la commande robuste
Pour e´tudier la robustesse de la commande, il faut
s’assurer que la sortie du syste`me reste effectivement
borne´e, de fac¸on a` conserver la proprie´te´ de BIBO-
stabilite´, et que les contraintes sur y(t) sont bien
respecte´es. De la meˆme fac¸on que pour le cas nominal,
nous utilisons l’e´quation (23) qui montre que y(t+θ)
est borne´, si et seulement si z¯(t) est borne´, et est tel
que pour tout θ ∈ [θ1 ,θ2] :
z¯(t) ∈ [θ2 dmax ,Ymax] avec θ2 dmax ≤ Ymax . (26)
Au meˆme titre que l’intervalle (11) pour le cas no-
minal, nous montrons ici que l’intervalle (26) est D-
invariant pour le syste`me re´duit dont la dynamique
est donne´e par :
˙¯z(t) = u(t)−d(t) , (27)
ou, plus explicitement, en utilisant la relation (24)
˙¯z(t) = sat
[0,Umax]
[K(yc− z¯(t)+
∫ t−θ0
t−θ
u(τ)dτ)]−d(t) . (28)
L’intervalle (26) est D-invariant, si pour tout t ≥ 0
z¯(t) = z¯min ⇒ ˙¯z(t)≥ 0 , et z¯(t) = z¯max ⇒ ˙¯z(t)≤ 0 .
Ce qui me`ne aux expressions suivantes
sat
[0,Umax]
[
K(yc−θ2dmax +
∫ t−θ0
t−θ
u(τ)dτ)
]
≥ dmax , (29)
et
sat
[0,Umax]
[
K(yc−Ymax +
∫ t−θ0
t−θ
u(τ)dτ)
]
≤ 0 . (30)
E´tant donne´ l’intervalle d’e´volution de
∫ t−θ0
t−θ u(τ)dτ
exprime´ par (25), on de´duit de (29) l’ine´galite´
yc ≥ θ2dmax + dmaxK −min(0,(θ1−θ0) ·Umax) , (31)
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avec
Umax ≥ dmax .
De la meˆme fac¸on, on de´duit de (30) l’ine´galite´
yc ≤ Ymax−max(0,(θ2−θ0) ·Umax) . (32)
On peut alors re´sumer les re´sultats ainsi obtenus sous
la forme du the´ore`me suivant.
The´ore`me 2 E´tant donne´ un syste`me de la forme
(1), avec une incertitude sur le retard re´el θ ∈ [θ1 ,θ2],
θ1 et θ2 e´tant connus, et soumis a` une demande de la
forme (4), il existe une commande de la forme (5)-
(21), θ0 e´tant le retard estime´, pour laquelle le sys-
te`me est BIBO-stable et les contraintes (2) et (3) sont
satisfaites, pour tout d(t) ∈ [0,dmax] si et seulement si
les conditions suivantes sont ve´rifie´es.
θ2dmax < Ymax , (33)
et
dmax ≤Umax . (34)
De plus, si les conditions (33) et (34) sont ve´rifie´es,
alors les contraintes (2) et (3) sont satisfaites par le
controˆleur (5)-(21) si les parame`tres de ce dernier
sont tels que
dmax
K
+θ2dmax +α ·Umax ≤ Ymax , (35)
avec
θ2dmax +
dmax
K
−min(0,(θ1−θ0)) ·Umax ≤ yc , (36)
et
yc ≤ Ymax−max(0,(θ2−θ0)) ·Umax . (37)
α e´tant de´fini par
α = max((θ2−θ0),(θ2−θ1),(θ0−θ1)).
Preuve - Ce the´ore`me 2 est la simple formulation des
re´sultats de l’analyse pre´ce´dente, sa preuve en de´coule
alors directement.
Ainsi, le controˆle du syste`me (28) doit eˆtre conc¸u de
fac¸on a` ce que la contrainte sur la pre´diction (27) soit
respecte´e. L’existence d’un controˆleur admissible est
lie´ a` l’existence de l’intervalle [θ2 dmax,Ymax] non vide,
ce qui est ve´rifie´ quand θ2 dmax < Ymax. Cela e´tablit
bien la ne´cessite´ de la condition (33), sa suffisance
e´tant claire.
Les conditions (33) et (34) sont issues de l’analyse
de la dynamique de z¯(t). En effet, comme dans le cas
du retard nominal, le but est de de´montrer que l’in-
tervalle donne´ en (26) est bien D-invariant pour le
syste`me. Cette proprie´te´ d’invariance est vraie si et
seulement si les implications suivantes sont ve´rifie´es.
Pour tout t ≥ 0
z¯(t) = z¯min ⇒ ˙¯z(t)≥ 0 , et z¯(t) = z¯max ⇒ ˙¯z(t)≤ 0 .
Se basant sur l’expression ( 28) de ˙¯z(t), et connais-
sant la variation de d(t), on aboutit aux ine´galite´s
suivantes
sat
[0,Umax]
[
K(yc− zmin +
∫ t−θ0
t−θ
u(τ)dτ)
]
≥ dmax , (38)
et
sat
[0,Umax]
[
K(yc− zmax +
∫ t−θ0
t−θ
u(τ)dτ))
]
≤ 0 . (39)
En utilisant a` nouveau la de´finition de la fonction
sat donne´e en section 2.3, on constate que l’ine´galite´
(38) accepte une solution non vide si et seulement
si Umax ≥ dmax, ceci e´tablit la suffisance ainsi que la
ne´cessite´ de la condition (34). Dans ce cas yc est tel
que zmin +dmax/K−min(0,(θ1−θ0) ·Umax)≤ yc ,, et sa-
chant que zmin = θ2dmax , e´tablit la suffisance de(36)
du the´ore`me. La ne´cessite vient du fait que pour tout
yc < zmin +dmax/K−min(0,(θ1−θ0) ·Umax), l’ine´galite´
(38) n’a pas de solution.
La meˆme analyse est applique´e a` l’e´tude de la condi-
tion (39). On observe alors que celle-ci n’a de solution
que lorsque
yc ≤ zmax−max(0,(θ2−θ0) ·Umax) , (40)
sachant que zmax = Ymax, on montre alors que yc ≤
Ymax−max(0,(θ2− θ0) ·Umax) . Ceci e´tablit l’ine´galite´
(36) du the´ore`me.
Aussi, et comme cela a e´te´ pre´cise´ auparavant, le de´lai
re´el θ est de´fini dans un intervalle d’incertitude tel
que : θ ∈ [θ1 ,θ2], θ1 et θ2 e´tant connus, alors que le
retard θ0 est bien estime´, pouvant appartenir ou non a`
cet intervalle. Ce qui implique 3 cas possibles : θ0 < θ1,
θ0 ∈ [θ1 ,θ2] et θ0 > θ2. En de´veloppant chaque cas,
et en tenant compte des re´sultats obtenus en (38) et
(39), on de´duit que dmaxK +θ2dmax+α ·Umax ≤Ymax avec
α = max((θ2−θ0),(θ2−θ1),(θ0−θ1)). Ce qui ache`ve
la de´monstration de ce the´ore`me. 
Par ailleurs, comme pour le cas nominal, sous les hy-
pothe`ses du the´ore`me 2, il est possible de pousser
l’analyse concernant les bornes atteintes par les va-
riables du syste`me, ce que nous formulons dans le
corollaire suivant.
Corollaire 2 - E´tant donne´ un syste`me de la forme
(1) avec des conditions initiales admissibles, et une
loi de commande de la forme (5)-(21), ve´rifiant les
conditions de (33) a` (37), l’intervalle de variation fi-
nal de u(t) et de y(t) est donne´ respectivement par
u(t) ∈ [0 ,dmax] , (41)
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et y(t) ∈
[
yc− dmaxK −θ2dmax + min(0,(θ1−θ0) ·Umax) ,yc + max(0,(θ2−θ0) ·Umax)
]
,
(42)
pour tout t ≥ 0, d(t) ∈ [0 ,dmax] et θ ∈ [θ1 ,θ2].
Preuve - Pour de´montrer le re´sultat de ce corollaire,
supposons que d(t) est constante et est e´gale a` dmax, et
que u(t) = dmax pendant au moins θ unite´s de temps.
Dans ce cas, la dynamique du stock montre que le
syste`me est stable car y˙(t) = 0. Sous les hypothe`ses du
the´ore`me 2, en particulier, dmax≤Umax pour tout t ≥ 0,
on peut remarquer que le syste`me e´tant stabilise´, le
plus petit intervalle de variation de u(t) est en fait
l’intervalle [0 ,dmax]. Aussi, nous pouvons constater,
que ˙¯z(t) = 0 et donc z¯(t) prend une valeur constante,
atteinte quand le syste`me est stabilise´, et qu’on note
Z. D’autre part, en utilisant les expressions de u(t)
et de z(t) , (5) et (24) respectivement, on remarque
que : u(t) = k(yc− Z +
∫ t−θ0
t−θ u(τ)dτ) . ce qui me`ne a`
l’expression suivante de Z.
Z = yc− u(t)K +
∫ t−θ0
t−θ
u(τ)dτ
u(t) variant dans l’intervalle [0 ,dmax], on peut borner
Z dans l’intervalle suivant[
yc− dmaxK + min(0,(θ1−θ0)) ·Umax ,y+ max(0,(θ2−θ0)) ·Umax
]
.
Finalement, on utilise ces nouvelles bornes de Z avec
la relation (23) pour exprimer les bornes de y(t), qui
e´volue bien dans l’intervalle (42). 
Les re´sultats obtenus a` l’issue de cette section
montrent qu’il est possible de concevoir un compen-
sateur robuste pour le syste`me logistique soumis a` des
incertitudes sur le de´lai, et les demandes client, et de
garantir - sous les hypothe`ses du the´ore`me - le res-
pect des contraintes de saturation et de capacite´. Il
est aussi important de noter que les re´sultats du cas
incertain, co¨ıncident exactement avec ceux obtenus
dans le cas nominal, si θ , θ1, θ2, et θ0 sont e´gaux.
5 EXEMPLE DE SIMULATION
Dans cette section, nous illustrons les diffe´rents re´-
sultats obtenus dans cet article pour un syste`me logi-
stique basique. Pour cela, nous utilisons un mode`le de
simulation Matlab et Simulink, avec les parame`tres
suivants du syste`me.
La demande client est mode´lise´e par un signal rectan-
gulaire intervenant entre 15 et 140 unite´s de temps,
avec une amplitude maximale dmax = 240. Les capa-
cite´s maximum de stockage et de production sont
Ymax = 2920 et Umax = 300 respectivement. Les pa-
rame`tres du controˆleur K et yc sont de´termine´s en
fonction des the´ore`mes 1 et 2. En effet, commenc¸ons
nos simulations avec un cas nominal pour lequel le
retard θ = 6. On choisit K = 0,6 et conforme´ment a`
la condition (14), nous prenons yc = 1840. Aussi, les
conditions initiales sont choisies de fac¸on a` e´viter les
comportements transitoires du syste`me, notre inte´reˆt
e´tant porte´ sur le re´gime e´tabli. Les re´sultats de cette
premie`re simulation sont pre´sente´s sur la figure 1.
Figure 1: Re´sultats obtenus : yc = 1840 - cas nomi-
nal.
A l’issue de ces re´sultats de simulation, on peut voir
que les bornes donne´es dans le corollaire 1 sont bien
atteintes. Effectivement, pour ces valeurs des para-
me`tres, on voit bien que y(t) ∈ [0 ,1840] et u(t) ∈
[0 ,240]. On peut aussi constater que la compensa-
tion du retard est optimale dans le sens ou` les varia-
tions du niveau de stock sont entie`rement maˆıtrise´es,
e´liminant ainsi le bullwhip effect. La demande est to-
talement satisfaite et les contraintes de positivite´, de
capacite´ ainsi que de saturation sont respecte´es.
La seconde partie des simulations porte sur le cas
incertain. Cette fois-ci, les parame`tres du controˆ-
leur sont choisis en fonction des conditions du the´o-
re`me 2. Le retard incertain θ appartient a` l’intervalle
[θ1 ,θ2] = [6 ,8], et le retard estime´ est fixe´ θ0 = 7. On
ve´rifie e´videmment que les valeurs de Ymax et Umax pre´-
ce´dentes sont bien admissibles par les conditions du
the´ore`me 2, ce qui est bien le cas. Il suffit alors de
choisir K et yc conforme´ment aux conditions (35) a`
(37). On garde K = 0,6 et yc = 2620.
Les re´sultats de simulation suivants sont donne´s pour
diffe´rentes valeurs de θ , le but e´tant d’une part, de
voir que les bornes de´crites par le corollaire 2 sont
bien atteintes, et d’autre part, l’effet de l’incertitude
lie´e au retard sur la dynamique du stock. Pour ce faire
nous pre´sentons les trois configurations suivantes.
– Pour θ = 7, C’est a` dire que le retard a bien e´te´
estime´. On se retrouve alors de nouveau dans le cas
nominal, et on constate sur la figure 2 que y(t) ∈
[540 ,2620] correspond au re´sultat obtenu dans le
cas nominal.
– Pour θ = 6, le graphique 3 montre que y(t) ∈
[540 ,2620], la borne minimum atteinte, correspond
bien a` la borne minimum donne´e par la relation
MOSIM’14 - 5 au 7 novembre 2014 - Nancy - France
Figure 2: Re´sultats obtenus : yc = 2620 et θ = 7.
(42). On remarque aussi l’apparition de bre`ves fluc-
tuations sur le niveau du stock. Ces fluctuations fi-
nissent par disparaitre une fois le re´gime e´tabli sans
de´passement notable.
Figure 3: Re´sultats obtenus : yc = 2620 et θ = 6.
– Pour θ = 8, on observe que y(t) ∈ [540 ,2860], cette
fois-ci c’est la borne maximum donne´e en (42) qui
est atteinte comme nous le montre la figure 4. Ici
encore on peut constater l’apparition de fluctua-
tions sur le niveau du stock avant de se stabiliser,
il est important d’observer que les fluctuations in-
duites sur le niveau de production u(t) ne sont pas
croissantes (contrairement au cas du bullwhip ef-
fect, ou` les fluctuations sont grandissantes), l’am-
plitude maximale de ces fluctuations repre´sente une
augmentation de pre`s de 21% par rapport a` d(t).
Figure 4: Re´sultats obtenus : yc = 2620 et θ = 8.
Ces re´sultats de simulation permettent d’affirmer, une
fois encore, l’importance de la prise en compte du re-
tard, et de sa bonne estimation. En effet, dans un
cas nominal, la compensation du retard est optimale,
aucune fluctuation ou de´passement ne sont consta-
te´s. Une telle structure de commande permet effecti-
vement de venir a` bout du bullwhip effect. Dans le
cas avec retard incertain, nous avons pu tester la ro-
bustesse de la loi de commande propose´e. Nous avons
pu observer l’apparition de fluctuations sur le niveau
du stock, ainsi que sur les ordres de production, l’ap-
parition de ces fluctuations est corre´le´e avec l’impor-
tance que peut prendre l’e´cart entre le retard re´el et
son estimation. Ce qui est important a` remarquer,
c’est que la loi de commande que nous avons appli-
que´e, permet de re´sorber ces fluctuations, et empeˆche
donc leur amplification e´vitant ainsi l’apparition du
bullwhip effect, et ce malgre´ une marge d’incertitude
sur le de´lai. D’autre part, ces re´sultats de simulation
permettent de ve´rifier la validite´ des bornes obtenues
dans les corollaires 1 et 2, et montrent que ce sont
effectivement des bornes atteintes par les diffe´rentes
variables du syste`me.
6 CONCLUSION ET PERSPECTIVES
Les re´sultats pre´sente´s dans cet article concernent
l’e´tude et la commande robuste de syste`me logistique,
en pre´sence d’incertitudes sur les de´lais, et une de-
mande client borne´e mais inconnue d’avance. La me´-
thode de´veloppe´e est base´e sur l’utilisation de me´-
thodes bien connues dans le domaine de l’automa-
tique et de la re´gulation des syste`mes a` retards. Leur
application cependant reste ine´dite pour la re´solu-
tion de proble`mes non line´aires contraints de ce type,
et pour une application aux syste`mes logistiques en
particulier. Nous avons pu de´montrer qu’une connai-
ssance exacte du retard, me`ne a` une compensation
comple`te des effets du retard, et de ce fait, a` l’e´limi-
nation totale de l’effet bullwhip.
En pre´sence d’incertitudes sur le retard, la loi de co-
mmande propose´e se re´ve`le eˆtre robuste vis-a`-vis de
ces incertitudes. En effet, nous avons vu a` travers
les re´sultats de simulation, que les erreurs d’estima-
tion du retard engendrent effectivement l’apparition
de fluctuations sur les niveaux de stock et de produc-
tion. Cela dit, contrairement au bullwhip effect, ces
fluctuations ne sont pas d’amplitude croissante, graˆce
a` la loi de commande mise en œuvre, ces fluctuations
sont neutralise´es, et tendent a` disparaitre apre`s un
certain laps de temps.
L’e´tude pre´sente´e dans cet article concerne un sys-
te`me logistique basique. Parmi les extensions de ce
travail, vient la commande robuste de syste`mes lo-
gistiques plus complexes, a` savoir des chaˆınes lo-
gistiques en cascade ou en re´seau avec des incerti-
tudes sur les retards. En effet, des premiers re´sultats
concluants ont e´te´ pre´sente´s pour des chaˆınes logis-
tiques en cascade (Moussaoui et al., 2014), en consi-
de´rant des retards connus sans incertitudes, avec une
e´limination totale de l’effet bullwhip le long de la
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chaˆıne. Notre objectif est d’e´tendre ces re´sultats en
prenant en compte des incertitudes sur les retards
des diffe´rents niveaux de la chaˆıne, afin d’e´tudier les
performances du syste`me dans cette configuration,
notamment concernant l’effet bullwhip.
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