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INTRODUCTION 
If T is a bounded operator with closed range, and the nullities of T and 
its adjoint are both finite, then the difference between these nullities is called 
the index of T. This concept in general, and particularly in connection 
with singular integral operators, has been investigated up to now primarily 
in the Russian literature. This paper presents a general treatment of the 
index of systems of singular integral operators on Euclidean space which 
includes most of the known results on this topic, with several which appear 
to be new. The results are presented for Euclidean space to simplify the 
exposition, but they are equally valid on a compact manifold. If the results of 
[I] are replaced by those of [2], all the theorems except 26 and 27 carry over 
to manifolds with little or no change. There is even some simplification 
in the proof of Theorem 25 and the analog of Theorem 26; Theorem 27 for 
manifolds has been established in [3]. 
These results seem to be interesting for two reasons. First, there is the 
close connection between elliptic singular integral equations and elliptic 
partial differential equations, whereby results in one field carry over to the 
other. An example of this correlation is worked out in [4]. Second, the index 
for systems of singular integral operators gives a homomorphism of a certain 
group I’ into the additive group of integers (Theorems 20 and 21). Speci- 
fically, r is the multiplicative group of homotopy classes of maps of a space X 
into the unitary matrices; and X is the product Sk x S,-, of two spheres in 
the Euclidean case, or the co-sphere bundle over M in the case of a compact 
manifold M. Thus aside from the fact that this index is defined in terms of 
the null spaces of certain operators on Lp, it is an object in the realm of al- 
gebraic topology. This is one of the main results of Section III. Others are 
that the index does not depend on which LP space the operators act on; and 
* This article was written while the author was supported by a NATO grant at the 
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the calculation of the index in the two cases where a formula is kno\vn or 
implied by old results, i.e., for II >( n systems on the line or 1 x 1 systems 
in k-space. Recently Volpert [5] h as equated the index of a system of opera- 
tors on the two-sphere to the degree of a certain map into the three-sphere. 
This interesting result is not reproduced here.] 
Section IV is not primarily concerned with the index, but uses some 
of the results of Sections I and II to obtain an extension of results announced 
by Gohberg in [6]. The operators treated in Section III form an algebra ~2; 
Section IV considers the closure 2 of this algebra in L” operator norm. 
2 is a noncommutative Banach algebra; on dividing by the ideal generated 
by all operators of the form AB - BA, a new algebra is obtained which is 
isomorphic to the algebra of all continuous functions on S, x Skel. 
Considering S, as the one-point compactification of Euclidean space L$, 
we find in particular that to each continuous function F on S, x Sk-, 
there is an operator A in 2 whose symbol (in the terminology of Mihlin) 
is F. The ideal generated by AB - BA is precisely the set of compact 
operators on L2. 
Section I gives a summary of the relevant facts about the index of bounded 
operators on a reflexive Banach space. They were worked out originally 
for Frechet spaces on the basis of the article [7] of Gohberg, but some of 
the proofs have been modified after reading parts of [8] and [9]. Most of 
these results are apparently due to Atkinson [8], but since they are available 
only in Russian we have included proofs of those needed for the present paper. 
Section II gives the notation and background of singular integral operators 
used in the rest of the paper. It is primarily a summary of parts of [l] with 
additions suggested by [6]. 
Many of these results will look familiar to readers of the work of Mihlin 
and other writers. For instance Mihlin states in [ll] that the Lz norm of a 
singular integral operator is bounded by the maximum modulus of its 
symbol; this would make our section IV almost trivial, and in fact rather 
useless. In [12], however, the statement is modified, and the derivatives of 
the symbol play a role in the bound of the norm. It seems as if a theorem 
similar to Mihlin’s initial assertion may be true, but for lack of proof we 
content ourselves for the time being with the present less concrete results 
involving the algebra 3. 
It might be valuable to make a careful study of the literature on this 
subject in order to separate the proved from the unproved assertions. This 
is a large task, however, and we would like only to point out that some 
caution is required. 
1 More recently, a general formula for systems on compact manifolds has appeared 
in [5a]. However, this does not apply to the Euclidean case considered in the present 
article. 
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It will be clear that the author is indebted to the work of Mihlin, which 
introduces many of the concepts and questions considered here; to the work 
of Gohberg for some ideas that play an important role; and to the work of 
Calderon and Zygmund, which provides a rigorous basis for the considera- 
tion of singular operators on L 1). Less obvious, but no less significant, is the 
contribution of past discussions with Professor Calderon. 
I. F-OPERATORS 
Although all the results of this section (except 6) are valid for bounded 
operators from one Frechet space to another, we shall present them only for 
operators on a reflexive Banach space X, in order to avoid minor complica- 
tions which are irrelevant to the applications in Section III. Denote the dual 
of X by X*, and the value of x* in X* at the point x in X by (x, x*). 
If x1, ‘..) x, are linearly independent elements of X, then there are x:, 
. . . , x,* in X* such that (xi, XT) = &. If L is a subset of X, then Lo is its 
annihilator, Lo = {x* in X*; (x, x*) = 0 for all x inL}. (LO)O is the smallest 
closed linear space containing L. 
The letters S, T, A, B will generally denote bounded operators on X, 
and S*, etc., their adjoints. N(S) and R(S) denote respectively the null space 
and range of S; and v(S) is the dimension of N(S), the nullity of S. It is 
well known that the following four conditions are equivalent: 
(i) R(S) is closed. 
(ii) R(S*) is closed. 
(iii) R(S) = N(S*)O. 
(iv) li(S*) = N(S)O. 
Proofs can be found in [13], pp. 487-488. This situation is described in 
Russian literature by saying that S is normally solvable. If in addition v(S) 
and v(S*) are finite, S is called an F-operator, or generalized Fredholm 
operator, in view of the Fredholm alternative; it is not assumed, however, 
that v(S) = v(S*). 
1. DEFINITION. A bounded operator S is an F-operator if and only if 
the range of S is closed and the nullities of S and S* are finite. 
The index x(S) f o an F-operator S is v(S) - v(S*), the difference 
between the nullities of S and S*. Thus 
XV”) = -x(S). 
Theorem 2 is given in [7]. 
2. THEOREM. Let T be an F-operator. 
(i) If x(T) = 0, then T = S + F, where S is invertible and R(F) is finite 
dimensional 
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(ii) I f  x(T) > 0, then T = S + F, where R(S) = X, V(S) = x(T), and 
R(F) is jinite dimensional 
(iii) I f  x(T) < 0, then T = 5’ + F where S is an F-operator, V(S) = 0, 
u(S*) = - x(T), and R(F) is Jinite dimensional. 
In case (ii) S has a bounded right inverse, and in case (iii) S has a bounded 
left inverse; these one-sided inverses are themselves F-operators. 
PROOF: Let x1, ..., ,zn be a basis of N(T), and y:, ...,yz a basis of 
N(T*). Let (XL, ~7) = (yi, yT) = S,j, L = (U XT)“, and L’ = (U yi)‘. 
Then we have the direct sum representations X = N(T) @ L and 
X* = N(T*) @L’. Now consider the three cases. 
(i) Here n = m. Let F(x,) = yr, and F map L onto zero. Then T -F 
is one-one onto X, hence invertible. 
(ii) Let F(+) = yk fork < m, F(x,) = 0 for m < k < n, and F(L) = 0. 
(iii) Apply (ii) to T*. 
The existence of one-sided inverses follows easily from the given decom- 
positions of X and X*. 
REMARK. The construction at the beginning of the above proof shows 
that v(T*) = dim (X/R(T)). 
The following theorem is given in [8]. The proof below is from [lo]. 
3. THEOREM. If Tl and T, are F-operators, so is TITz and x(T,T,) = 
XV,) + x(TJ. 
PROOF: Let Xl = R( T,) n N( T,), R( T2) = X0 @ Xl, N( Tl) = Xl 0 X2, 
and X = R(T,) @ X2 @ X3; these constructions are all possible because 
of the finite dimension of the appropriate subspaces and factor spaces. Then 
Tl is an isomorphism of X0 @ Xs with R(T,), so that R(T,T,) = Tl(Xo) is 
closed in R(T,), hence closed in X. From R(T,) = R(T,T,) @ Tl(X,) we 
get V( T,*T,*) = V( TF) + dim (Xa). 
Writing di for dim (XJ we have further v(T,T,) = v(T,) $- d,, dl + d2 = 
V( T,), d, + ds = Y(T~), which leads to u(T,T,) - v(T,*TF) = v(T,) - v(T:) 
+ +“A - 4’2% 
The next result, also given in [S], relates to the process of regularizing 
a singular integral equation, i.e., of reducing it to a more or less equivalent 
Fredholm equation of the form f + Kf =g, with K compact. This turns 
out to be possible if and only if the singular integral operator is an F-operator. 
4. THEOREM. (i) If T is an F-operator, then there is a bounded F-operator 
T’ such that T’T = I + F1 and T T’ = I + F,, where F1 and F2 have $nite 
dimensional range; x(T’) = - x(T). 
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(ii) If there are bounded operators T’ and T” such that T’T = I + KI 
and T T” = I + K,, where Kl and K, are compact, then T is an F-operator. 
PROOF: (i) Write T = S + F as in Theorem 2. Then S has a right or 
left inverse, which is easily seen to have the properties required of T’. 
(ii) First, v(T) < v(T’T) < 00, and v(T*) < v(T”*T*) < 03, by the Fred- 
holm alternative [13 p. 6091. To show R(T) is closed, write the topological 
direct sum X = N(T) @L, as in Theorem 2, and let B be the algebraic 
inverse of T:L -+ R(T). Then R(T) is closed if (and only if) B is bounded. 
If B is not bounded, there is a sequence x, in L such that 11 x, I/ = 1, 
T x, + 0, and K,x, -+ - x, where T’T = I + Kl . Since T’Tx, = 
x, + K,x, -+ 0, it follows that x, + x in L, 1 j x 11 = 1, and TX z= 0, which 
is a contradiction. 
5. THEOREM. Let T be an F-operator and K compact. Then T + K is 
an F-operator and x( T + K) = x(T). 
PROOF: Let T’ be the operator occurring in Theorem 4(i). Then 
T’(T+K)=I+K,and(T+K)T’=I+Ka,sobyTheorem4 T+K 
is an F-operator. According to the Fredholm alternative, I + Kl is an 
F-operator and x(1 + Kl) = 0. Thus, from Theorem 3, x(T + K) = 
- XV’) = x(T). 
6. THEOREM. If T is an F-operator, then there is an E > 0 such that 
if (I T - S (1 < E, then S is an F operator and x(S) = x(T). 
PROOF: Let T’ be as in part (i) of Theorem 4, and E - (( T’ (1-l. 
Then T’S = I + T’(S - T) + F,, with 11 T’(S - T) /I < 1. Let 
A = (I + T’(S - T))-‘, and S’ = AT’; then S’S = I + AF,, with AF, 
compact. In the same way we find an S”, so that part (ii) of Theorem 4 
shows S is an F-operator. From Theorems 5 and 3 and the invertibility of 
I + T’(S - T) we get x(T’) + x(S) = 0, or x(S) = x(T). 
II. THE ALGEBRA d 
Here we establish the notation and results basic to the later sections. 
For ease of reading, the longer proofs have been collected at the end. 
E, denotes k-dimensional Euclidean space and E its one-point compacti- 
fication, the added point being called 00. A point in E is denoted by x, y, etc. 
If ~0 = (x1, ..*, xk) is in E,, then I x I = (~.$)r’a, while 100 1 = 03. The 
unit sphere in E, is called Sk-i, whose points are denoted by w = (wi, ..., w&. 
294 SEELEY 
Y,,, denotes a real spherical harmonic of degree n, and {Yn,) is assumed 
to be a complete orthonormal basis for L’(S,_,). 
The operator T,, is defined for n > 1 by 
or in terms of the Fourier transform by 
with 
v?mf) (^Y) = rnY?m(Y/l Y l)f(Y), 
yn = i%N2r(n/2)/qn/2 + k/2), n > 1. 
This is extended by letting TO, be the identity operator and y,, = 1. It is 
shown in [l] that T,, is a bounded operator on LP(E,), 1 < p < 03, and 
that there is a constant C,,k independent of n and m such that I] T,, 1 ID <CD,,. 
A functionF(x, W) on E x Sk-, is said to be in Cc if and only if all deri- 
vatives of F(x, y/l y I) with respect to the coordinates of y are continuous on 
E x {IY I b 1). 
The functions in CF are characterized by their expansion F(x, w) = 
~%n(x) Ym( ) f 11 w as o ows: F is in CF if and only if for eachr > 0 a&x)nr 
is continuous on E and ) a,,(x)n’ I < C,, independent of X, n, and m (see 
[L p. 9131). 
To each F = X a,, y% Y,, in CF corresponds a unique operator o-l(F) = 
C a,, T,,; because of the rapid decay of the a,, and the bound for I I T,, I jB, 
the series for a-l(F) converges in the norm of operators on LP for each p, 
1 < p < a. The class of operators obtained in this way is called the class 
of CF operators, Thus each Ct operator H has the expansion H = s a,, T,,, 
and U(H) is by definition ca,,(x)r,Y,,(w). 
The following lemma summarizes parts of Theorems 3 and 5 in [l] which 
are needed here. For an operator T, T* denotes its adjoint; for a function 
F, F* denotes its complex conjugate. 
7. LEMMA. To each F = z aSmyfiYnm in Cc corresponds an operator 
o-l(F) = Ca,,T.,, where E I arm I I I Tm, I Ip converges for eachp, 1 < p < 03. 
There is a constant A, such that 11 o-l(F) ( /13 < A,M , where M is the maximum 
for IY 121 ofF(x,yl IY I) an i s d t d erivatives of order 2k with respect to the 
components of y. Further a-l(F*) = z a,,* Trim* = c (-l)“a,,* T,,; and if 
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G = z b,,y,Y,, is also in C:, then a-l(F G) = xz anmbijT,,Tij. I f  F(x, w) 
is independent of x, then [u-‘(F)f]^(y) = F(QJ, y/l y  I)fE(y). 
The role of the existence of limits at m is shown in the following lemma, 
which is stated in [14] for p = 2. A proof is given at the end of this section. 
Mihlin assumes in [14] merely that a(x) is continuous on E,, but this is not 
sufficient; continuity on E suffices. 
8. LEMMA. Let u(x) be continuous on E, Y be a spherical harmonic, and 
T the associatedoperator T f(x) = lim s Y((x - y)/]x - yl) 1 x - y Idkf(y)dy. 
Then aT - Ta is compact on LP for 1 < p < 03. 
Lemma 7 states that if F(x, W) is independent of X, then o-l(F) is the opera- 
tor such that (u-l(F)f)^(y) = F(x, y/l y I)j(y). The following result, whose 
proof is given at the end of this section, gives a somewhat related result in 
the case of an F dependent on x. It is suggested by a lemma given in [6]. 
9. THEOREM. Let (x,,, w,,) in E x Sk-, and p, 1 < p < 05, be given. Let 
u,, n = 1, ... be given neigborhoods of x0. Then there is a sequence z,& of C” 
functions such that the support of t+& is compact and contained in U,n E,, 
II +e IL = 1, afidf or each CF operator H and each compact operator K dejned 
on Lp, I I W + KhL - 4H) CT,, ~3~n 112, - 0. 
10. COROLLARY. If H is a Cc operator and K is compact on LP, then 
I u(H) I G II H + K IID’ 
11. COROLLARY. If the Co” operator H is compact, then H = 0. 
12. COROLLARY. If H is a C’z operator, K is compact on LP, and X is in the 
range of u(H), then h is in the spectrum of H + K, i.e., H + K - AI is not 
invertible on LP. 
It turns out that in some cases the range of u(H) is actually characterized 
in the way suggested by Corollary 12, i.e., it consists of those points in the 
spectrum of H which cannot be removed by adding a compact operator 
to H. 
Now we are in a position to define the algebra & occurring in the title of 
this section, and the associated algebra JP of n x n systems of operators in 
J&‘. & is the direct sum of the Cz operators and the class of all operators K 
which are defined and compact on all LP, 1 < p < 03. According to Corollary 
11 the symbol u can be uniquely defined on JX? by setting u(K) = 0 for 
each compact K. Similarly JZP is the set of n x n matrices of operators in 
&, and for each (&) in J+, u( (Aij) ) is the matrix function (u(Aij) ). 
L@ is conceived of as an algebra of operators acting on 1 x n column vectors 
(fJ of functions in LP in the natural way, with I/ (fJ 11 ) = xy=1 I ) fi 1 ID. The 
9 
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vector space of such column vectors is denoted by (LP)“. Thus .d” is a class 
of bounded operators on (LP)“. That this class is closed under operator 
multiplication and the taking of adjoints is part of the following theorem. 
13. THEOREM. &tin is a *-algebra, and u is a *-homomorphism whose 
kernel is the class of operators compact on (Lx’)‘I for all p, 1 < p < 03. The 
homomorphism u maps J@ onto the set of n x n matrices of functions in Cr 
on E x Sk-,. 
PROOF: We give the proof for &, from which the result for &n follows 
easily. That 0 is a vector space homomorphism is clear. For products, let 
A = x a,, T,, + Kr and B = c b,, T,, + Ka. Then 
where K is compact. According to Lemma 8 and the convergence in norm 
of the sums, the second double sum is a compact operator. According to 
Lemma 7, the first double sum is the CF operator whose symbol is 
ET2 a,, ‘yn bi3 yi Y,, Yij = o(A) o(B). The adjoint is handled similarly. 
The final theorem of this section might reasonably begin the next section, 
but it plays an important role in Section IV on the closure of d in L2, which 
is independent of Section III. Part (i) is quite standard. Part (ii) has been 
proved in some cases by Gohberg ([15] and [6]), using normed rings. 
14. THEOREM. Let A be in J@. 
(i) If U(A) (x, W) is non-singular for each (x, w) in E x SkWI, then A is an 
F-operator on (LP)” for 1 < p < m. 
(ii) I f  A is an F-operator on (Lp)n for some p, 1 < p < 03, then o(A) (x, w) 
is non-singular for each (x, w). 
PROOF: In case (i), a(A)-l is an n x n matrix of Cp functions on E x S,-,, 
so there is an operator A’ in (&sl)n with o(A’) = a(A)-‘. Then u(A’A) = I = 
a(AA’), so A’A = I + Kl and AA’ = I + K2 with KI and K, compact. 
The result follows from Theorem 4. 
In case (ii) we can suppose x(A) < 0 by taking adjoints if necessary. 
Then by theorem 2 A = S + F, where F is an operator on the given (L*)%, 
with finite range, and S has a bounded left inverse. It follows that there is a 
constant c such that 11 f  11 < c / 1 Sf 11 for each f  in (D)“. Suppose now 
u(A) (x0, wO) is singular, and let a = (vi) be a constant column vector such 
that x: 1 coi 1 = 1 and U(A) (x,,, w,,)w is the zero column vector. Let &be the 
sequence of Theorem 9, and define a sequence in (L*)” by fm = &,,v. Then 
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Ij fm 11 = ~~=I I I zli I,G~ II = 1, while by Theorem 9 limm+m (A -F)fm = 0. 
This contradicts 1 = llfm 11 <c 11 Sfm II = c /I (A -F)fm 11. 
We turn now to the deferred proofs of Lemma 8 and Theorem 9. 
PROOF OF LEMMA 8: The function a(x) can be approximated uniformly 
by a function b(x) which is constant for / x 1 > R, and has bounded first 
partial derivatives. Thus UT - Tu is approximated in norm by bT - Tb, 
and it suffices to show this is compact. Let K(x, y) = (b(x) -b(y))Y((x: - y)/ 
I x - y 1) / x - y 1-k be the kernel of bT - Tb, and for A > R let K/,(x, y) = 0 
if I x 1 > A or I y I > A. Then the operator KA can be approximated in 
norm by operators with a continuous kernel, so it is compact, and it suffices 
to show KA + K in norm. Let v(t) be the characteristic function of t > A, 
so that M4 - K&4 = haA K(x, r)f(r) dy + d x I) SK@, Y)~(Y) 4. 
Since b(x) = b(m) for / x j > R, K(x, y) = 0 if I x I > R and 1 y I > R. 
This leads to the estimates 
11 j,V,>AK(~~y)f(y)dy 11 = [j,,,,, 1 j,V,>lK(x>Y)f(Y)dy rdx]liy 
< CRklp sup 
IX/ CR 1111 >A 
IKI”‘~Y)~‘~’ Ilfll, 
(from Holder’s inequality), and 
IIP(l x I> jK(x,Y)f(Y)dY I/ = [j,z,>A I j,U,<RK(%Y)f(Y)dY lPdx]l’p 
’ ’ ’ jl~l,R (SZI~A 
I K Ip dx)l’* I f(y) I dr < C(h, R, P) 
x sup 
IYI~R (1 
,z,~A IKkY) IPQqp Ilf 119 
(by [KP. 67N.S ince 1 K(x, y) / < C( 1 x 1 - R)-” for I x I > R and ( y I < R, 
and <c(ly I -R)-” for Iy 1 > R and 1 x) <R, it is easy to check that 
SUP lvl$R .iIziaA 1 Kb, Y> Ip & and SUP r;$R .,IyIaA I K(x~Y) Ip’ dy tend to 
zero as A + ~0, from which follows the convergence of K, to K, and hence 
the lemma. 
The proof of Theorem 9 depends on the following lemma, which also 
leads to an easy demonstration of the fact that a priori estimates for differen- 
tial operators imply ellipticity. 
15. LEMMA: Let E > 0, p > 0, 6 > 0, 1 < p < 00, R in E,, jj in E,, and 
w in Sk-, be given. Then there is a function v  in C”, in Lq for all 1 < q < 00, 
with II v II9 = 1, J&>,, I d4 la dx < l ‘, and with the support of its Fourier 
transform $(y) contained in the cone I 1 - (y - 7, w)/ly - jj II < 6. 
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PROOF: Consider first the case k = 1, x = 3 -= 0, w -= i-1, and 6 -.: 1; 
then G(y) must vanish for y -,: 0. Let H be the Hilbert transform Elj(~) -= 
lim (l/d &,i x,f(~)i’(x ~-~ Y) 4. (Hf)^(y) == san(r)f(y), so f -I (Hf)  ^
vanishes for y < 0. Let cp&~) = (2a))llr’ if / .I” / < a and F~(x) : 0 if 
1 x / 3 a. Then Hs)Jx) = (2u)-‘l”(7ri)-r in (I x + a l/l x - a I), and for 
a < p, f,z,>P / pa + Hya II’ dx = up1 T-~ [; / log (1 x -+ a i/l x ~ a I) 10 dx. 
Since for x > a, log (1 x + a //I x - a I) < 24(x --- a), we have J,T,aP / va + 
Hcpa Iv dx < (2/7r)” uy-l (p - u)‘-pj(p - l), which tends to zero as a + 0. 
Since ya is real and Hvo imaginary, 1 Iva + Hya I lp 3 /I yU / jP = 1. Thus 
all the conditions except differentiability are satisfied by (ya + Hq~,)/ll qa + 
Hva I I. To achieve the differentiability, let z+Ga be the convolution of va with 
a nonnegative C” function whose support lies in a sufficiently small neighbor- 
hood of the origin, and let y = (& + H&)/Ii t+ha + HI& 11. 
For the case of general k, &y, and w, note that a translation of ~ZJ does not 
affect the conditions on I$, nor does a translation of 4 affect those on (p; 
thus it is sufficient to consider f = y = 0. The construction is completed 
by introducing new coordinates y’ = Ay such that n (y’j > 0} lies in the 
desired cone, and taking the tensor product of R solutions of the one-dimen- 
sional problem. Thus let A be a nonsingular linear transformation such that 
if y’ = Ay, then the cone I 1 - (y/l y I, W) / < 6 contains the “positive 
quadrant” nT=, {y’? > O}. Let At be the transpose of A, and set x = At x’ 
and p)(x) = I’, so that I A I $^(y’) = $(y), with I A I = det (A). Let 
11 A-1 II be the norm of A-l as an operator on the normed space E,. Let 
+(t) be a C” function of one real variable satisfying jzm I # lr = 1 and 
S,t,ci, I # Ip > 17, where 7pk = 1 - EF and j = p II A-l / j k-1/z; and let 
&y) vanish for y < 0. The previous paragraph has shown that this is all 
possible. Then if we set p(x) = I’ = I A l-l/p #(x’~) ... #(x’J, I”’ 
has support in n {Y’~ > 0}, and G(y) h as support in the desired cone. Clearly 
SI v Ifi = 1, and 
j,z,>pl~li’w j,z,,>p,,I,, I~‘(“‘)l~d~‘~lAIj”(2,.>P~~pl’~“dx’ 3 
l - I A ’ S”{,. <p} / c$ 1~ dx’ < 1 - ?l”k = EP, 1 
which completes the lemma. 
PROOFOFTHEOREM~. Ifx,#~,let~~=x,,n=1,2;~~;ifx,=~ 
choose %n in U, n E, so that *n + M. Choose pn so that { I & - x / < fn} C U,. 
Let cn = 6, = l/n, % = nw,, and let p”n be the corresponding function con- 
structed in Lemma 15. Letf, be a C” function with support in U, such that 
0 <fn < 1 andf, = 1 in{jx, - x I < d. Then if (Gn =fns)n/lI fnvn lIp7 
an lieh,-““-t” d it suffices to show that I I (H + K)vn - u(H) (x0, too) qua j 1 
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Let H,, = 2 ajm(xo) T,,, so that v&vn)A(Y) = 44 (x0, Y/l Y I%(Y)* 
If S, is the support of $J,, then as n -+ 00, max, in s, ( a(H) (x0, y/I y I) - 
o(H) (x0, q,)\ tends to zero, which shows that (1 H,,T~ - a(H) (x0, w,,) yn 1 Ia, -+O 
for p = 2. For 1 < p < 03, note that the derivatives of order j of u(H,) are 
O(( y I-j), so that their maxima over S, also tend to zero. Thus by appropri- 
ately altering o(H) (x0, y/l y 1) off of S, so as to keep it and its derivatives 
small, and applying Mihlin’s theorem [12], we have (1 Haq~~ - u(H) 
c%, 4% I I - 0. 
It remains to show that Kv, + 0, and (H - H,,)cJJ~ -+ 0. First, it is easy 
to see that ‘pn converges weakly to zero, so that K~J~ + 0. Next, let 
H = & z:, ajm Tj, and H’ = zx Tjm aj,. Then by Lemma 8 H - H’ is 
compact, so (H - H’) yn + 0. To show (H’ - H,,) rpm -+ 0, note that 
aj, is continuous and the support of p”1 concentrates at xc,, so that 
II hn - %&o))Tn II + 0 as n + 03 and, because of the rapid decrease of 
the aim, xi,, I\ Tjm(aj, - aj,(x,))vn ]I -+ 0, which completes the proof. 
III. THE INDEX FOR ELLIPTIC SYSTEMS 
16. DEFINITION. The system A in SP is elliptic if and only if u(A) (x, CO) is 
nonsinguZar fw each (x, W) in E x S,-,. Thus Theorem 14 says that A is 
elliptic if and only if A is an F-operator, and we restrict our attention in this 
section to elliptic systems. Since the kernel of u is the compact operators, 
it is clear that the index of an elliptic operator depends only on its symbol; 
we will show that it actually depends only on the homotopy class of the map 
u(A):E x Sk-,--t GL(n), the nonsingular n x n matrices. Since each A in 
~2~ acts on (~9’)” for various p it is conceivable that the nullity and index 
depend on p, so we shall write v,(A) and xs(A). With slight additional 
assumptions u,(A) turns out to be independent of p, and with no extra 
assumptions xP(A) is independent of p. 
In the following lemma, for an rr x 71 matrix M, I/ M /I denotes the norm 
of M as a linear transformation on n-dimensional Hilbert space. 
17. LEMMA. If I I u(A) - I I I < 1, then for each p there is an A’ in ZP 
with is invertible on (P)o, and with u(A’) = u(A). 
PROOF: Let u(A) = I + E, and u(A)l’” = I + E/m + “‘; the series is 
absolutely convergent since each entry in Ej is < (max,,, 11 E(x, CO) Il)i. 
Further, as m - 03, u(A)l'm converges uniformly to I, and all its derivatives 
converge uniformly to zero. Thus by Lemma 7, if p is given and m chosen 
sufficiently large, then u(A) llrn - I is the symbol of an operator B in &9n 
with ]I B IID < 1. H ence A’ = (1 + B)m is invertible, and has the same sym- 
bol as A. 
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IfF, and F, are two maps of E x A’,+, into the nonsingular n x n matrices 
GL(n), e.g., symbols of elliptic systems in (-“/>“, then F, AJF, indicates the 
existence of a homotopy F(t) mapping E x S,-, x [0, l] into G:L(n) with 
F(0) = F, and F(1) = Fl. If F, and F, are homotopic C; maps, then it is 
clear that the homotopy may be smoothed out so that for each t, F(t) is a 
CF map of E x Sk-, into GL(n). 
18. LEMMA. I f  a(A,,) N a(A) and A,, is invertible on (Lp)% for some p, 
then there is an A’ in (&y, invertibze on (LP)” with a(A’) = o(A). 
PROOF: Let F(t), 0 < t < 1, be a homotopy of o(A,) to u(A), and choose 
t,,j=O, ..., Nso that ts=O, t,= 1, and iiF(F(t,-J // < min, I/F(t)-’ 11-i. 
Then by Lemma 17 there are elliptic operators ,4,, invertible on (P)“, with 
u(Aj) = F(t,-I)-’ F(t,), j = 1, ..., N. Setting A’ = A,, ... A,, we have A’ 
invertible on (D’)n and a(A’) = o(A). 
19. THEOREM. Zf a(A,) and o(A,) are homotopic maps of E x Sk-, 
into GL(n), then &A,) = xs(A,) for each p, 1 < p < a. 
PROOF: Since a(A,)u(A,)-l --I, there is an A invertible on (0)n with 
44) = +%)44-1, or u(A Al) = u(A,). Thus A,, - AA, is compact, so 
by Corollary 4 x9(A,,) = xe(AA1). But xB(AA1) = v,(AA,) - v,(A,*A*) 
= 4%) - d4) = x&%). 
Because &A) depends only on u(A), we can sensibly write x9(F) for a Cr 
map F:E x Sk-,--f GL(n). In fact, in view of Theorem 19 and the fact 
that every continuous map F:E x Sk-, + GL(n) is homotopic to a Cr map 
(obtained by integrating F with a C” “approximate identity” on Sk-,), 
x5 can be uniquely defined for each homotopy class of continuous maps of 
E x Sk-, + GL(n). This gives a meaning to the statement of the following 
result. 
20. THEOREM. The index xB is a homomorphism of the group of homotopy 
classes of continuous maps of E x Sk-, -+ GL(n), into the additive group of 
integers. 
PROOF: The group structure of the homotopy classes is obtained as follows: 
if y1 and y.a are two homotopy classes and Fi is a map in yi, then yiya is the 
homotopy class of the map defined by FlF2(x, w) = Fl(x, w)Fz(x, w). TO 
prove the theorem, suppose y1 and ys are given homotopy classes, Fi is a Cz 
map in yi, and Hi is in JP with u(Hi) = FE. Then by definition x&ys) = 
xe(FlF2) = xB(HlH2), and by Theorem 5 xP(HIHs) = x#%) + xJ%), which 
equals in turn XJYJ + x~(Y~ 
The next result allows one to consider maps into the n x n unitary matrices 
U(n), instead of GL(n). 
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21. THEOREM: If F is a continuous map of E x Skel into GL(n), and 
F = PU is its polar decomposition into the product of a positive and a unitary 
matrix, then x,(F) = x,(U). 
PROOF: We must first show that P and U are continuous on E x Slcel; 
this follows from their representation as contour integrals. Let r be a closed 
curve in the complex half plane Re(h) > 0, and containing the closed interval 
from min,,, 11 (FF*(x, w))-l /I-l to max,,, j] FF*(x, w) 11. Then r contains 
all the eigenvalues ofFF*(x, w) for all (x, w), and we can write P = (FF*)1/2 = 
(1/2ni) j, W2(h - FF*)-l dh. S ince the taking of inverses (where they 
exist) and integration preserve continuity, it follows that P is a continuous 
map of E x S,-, into the positive definite matrices. Moreover P is homo- 
topic to the identity, the homotopy being exhibited by 
Pt = (1/2ti) s, htj2 (X - FF*)-l dh for 0 < t < 1. 
Since U = P-l F is also continuous, we can write, by Theorem 20, 
xm = x,(P) + x,(U) = x,(U)* 
This is as far as we go in reducing the topological aspects of the problem 
without restriction on the dimension k or the order n. The next main result 
is that x9(A) is independent of p. The proof involves the CT operators of 
Calderon and Zygmund [l] for 0 < /I < 1. These are the operators of the 
form H = x G,, T,, where snz is not required to be continuous at 00, but 
uniformly Holder continuous with exponent /3 on E,. Specifically, H is a CT 
operator if and only if all derivatives D, of arbitrary orderj of a(H) (x, y/l y  I) 
with respect to components of y are bounded in 1 y I 3 1 and satisfy there a 
uniform Holder condition 
I DPW>(X,Y/I Y I) - &JW)(%Y/I Y I> I G C(i, 4 I x - 3 Is. 
As shown in [l], this holds if and only if for each 01 > 0 there is a constant 
C(,, K, H) with 
1 aj,Jx) - ajm(a) I < C(a, k, H)j-a I x - R I@, 2 I ujm(x) 1 < C(OI, k, H)jwa. 
(1) 
Lemma 8 concerning aT - Ta now takes a new form. Let 11 A ]]8,7 be the 
norm of A as an operator from Lp to L’. Then we have 
22. LEMMA. If 0 < /3 < 1, I a(x) - a(~) I < c1 I x - R Is, and 2 I a(x) I < cl, 
then I\ aTj, - Ti,,a ll9,7 < cl C(/3, k, ~,p)j--l+~l~ for l/p > l/r > l/p - 
min (l/P, BP); C@, k r, P) is independent of a and T*,. 
PROOF: Since I Yi,(w) 1 < C(k)j- 1+k/2 [l, p. 9031, the kernel K(x, y) of 
aT*, - Tjma satisfies 1 K(x, y) I < cr C(k)j-1+k/2 inf (I x - y Is--k, 
302 SEELEY 
1 x -y I-“). Since inf (I x I/?-“‘, / x I-“‘) is in Lq(E,) for 1 >. l/q :- 1 ~ ,8/k, 
the result follows from Young’s theorem [16, p. 711. 
Combining this with the estimate (1) and Lemma 7 (where the existence 
of a,,(m) plays no role), it is a routine matter to obtain Lemma 23. 
23. LEMMA. If 0 < /3 < 1, and H,, H, and H, are n x n systems of 
Cp operators with a(H,)o(H,) = u(HJ, then H,H, - H3 and H,*HT - Hz 
are bounded from (P)n to (Lr)n for 1 /p > 11~ > 1 /p - min (1 /p, /3/k). 
Lemma 24 is quite close to proving that xp(A) is independent of p. 
24. LEMMA. If H is a CF elliptic system in .sP, where ,f3 > 0, then the null 
spaces N,(H) and N,(H*) are the same for all p. 
PROOF: Let H1 be the CF system with a(H,) u(H) = I; then H,H = I - K, 
where K is compact and bounded from (LP)~ to (L+)” for l/p > l/y > 
l/p - min (l/P, P/k). If f  is in (LP)” and Hf = 0, then f  = Kf, so f  is in 
(L’)” for the Y given above; a repeated application of this shows that f  is in 
(L’)” for all p < r < 03. Thus N,(H) is monotone nondecreasing with p, 
and v,(H) is a nondecreasing function. By Lemma 23, the same argument 
applies to H*, so vnf(H*) is nondecreasing with p’. Setting l/p + l/p’ = 1, 
we find that v,(H) - vPj(H*) is a nondecreasing function of p. The same 
holds for the operator H1 introduced above. Since, by Theorem 3, 
0 = xJH,H) = xD(H,) + xD(H), it follows that the nondecreasing func- 
tions xP(H,) and x9(H) are actually constant. Since the constant x9(H) = 
V,(H) - v,,(H*) is itself the sum of two nondecreasing functions of p, 
V,(H) and vDf(H*) are themselves constant. This, with the inclusion relation 
N,(H) C N,(H) for p < q, shows that N,(H) = N,(H) for p < q; and 
similarly N,(H*) is independent of p. 
25. THEOREM. The index of an elliptic system A in .J@ is independent of p. 
PROOF: o(A) is homotopic to a CF function F on E, x Skmlr which is 
continuous on E x Slcdl; F is obtained by convoluting u(A) with a Cl 
approximate identity on E,. Let H be the C’r system with u(H) = F. Then 
Theorem 19 and Lemma 24 yield xJA) = xJH) = xg(H) = x*(A). 
Sometimes the index for elliptic systems of singular integral operators is 
investigated in the context of Holder continuity. We remark that this is 
the same question as the one discussed here in view of the three facts: 
(i) every continuous function F on E x Skpl is homotopic to a function F 
on E x S,-, which is in C” on EI, x Sk-r, all derivatives being bounded 
on E, x Skel, and which can be chosen so that ] F -F’ 1 is arbitrarily small; 
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(ii) if H is a Cz operator with o(H) a non-singular n x n matrix of C” 
functions on E, x SK-i, and Hf = 0, then all derivatives of J’ are in LP 
for allp, 1 <p <a; and 
(iii) if all derivatives off are in L2, then f is C”. Statement (i) is clear, 
statement (ii) follows from [l] by using the regularization method of Lemma 
24 above, and (iii) is a familiar type of result which can be proved directly 
or by regularity theorems like Theorem 6 in [17]. 
We close Section III with a derivation of a formula (already known) for 
the index in the two cases K = 1 and n = 1. For k = 1 the symbols are 
functions on E x S,, where E = E, U 03 is homeomorphic to the unit 
circle. Thus E x S, is the union of two disjoint copies of E, which we write 
as E = E+u E-. There are only two linearly independent spherical har- 
monics, 1 and sgn (w), corresponding respectively to the identity operator and 
the Hilbert transform Hf(y) = sgn(y)f(y). Thus any operator A in d” 
has the form A = A, + A,H + K, where A, and A, are 71 x n matrices 
of continuous functions on E, and K is compact; the symbol of A is then 
A, + A, on E,, and A, - A, on E-. We obtain the following result, which 
is given by Mihlin [14] for the Holder continuous setting, and by Gohberg 
[18] for a 1 x 1 system in the L2 setting. 
26. THEOREM. Let k = 1, and A = A,, + A,H + K, where A, and A, 
are n x n matrices of continuous functions on E v 00, H is the Hilbert 
transform, K is compact on Lp, and 1 det(A, + A,) (A, - A,) 1 > 0. Then 
XPW = u/24 s-“, Wdet @o - 4wo + 4). 
PROOF: According to Theorems 5 and 25, we may drop the operator K 
and the subscript p; and by Theorems 20 and 21, the question is really one 
of homotopy classes of maps E x S, --f U(n). 
Consider then a map F : E,u E- + U(n), and let F* be the restriction 
of F to E+ We can write U(n) = S, x SU(n) where SU(n) is the intersection 
of the unitary and unimodular groups: the correspondence is given by 
U ++ (det( U), U’) where U’ is obtained from U by dividing the first column 
by det(U). This gives F+ as the Cartesian product of two maps 
F, = (det(F+), Fl), where Fi is a map of E, ---f SU(n), or essentially a map 
of S, -+ “U(n). Since SU(n) is simply connected [19, p. 2681 Fi is homotopic 
to the constant map onto the identity I. In this way F = (det(F), F’) is homo- 
topic to (det(F),1), i.e., a map into the diagonal matrices such that the 
first entry is det(F), and all other diagonal entries are + 1. In this way it is 
clear that x(F) = X(det(F)), and the problem is reduced to maps into the 
unit circle. 
The group of homotopy classes of maps of E, v E- into S, has two 
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generators y+ and y-, where yr is of degree one on E* and degree zero on 
E,. Representatives of these two generators are 
G+ = +$, 1) and G- .=_ ( , , l + ix ’ -3 1 - ix 
which are the symbols of 
H+ = (1 - ix)-’ + Z:x( 1 - ix)-’ H and 
H- = (1 - ix)-’ - ix(1 - ix)-’ H 
respectively. We show in the following paragraph, by direct calculation, 
that x(H+) = - 1 and x(H-) = + 1. A ssuming this, consider the operator A 
of the theorem. According to Theorem 21 we can write U(A) = PF, where 
P is a map into the positive definite and F into the unitary matrices, and 
x(A) =x(F). According to the previous paragraph, x(F) = x(det(F)). But 
det(F) = (det o(A))// det o(A) 1 so d* = (l/274 jya log det(A, f A,) is the 
degree of det(F) on E *. Thus det(F) is homotopic to (G+)“+(G-)6-, and 
x(A) = x(det F) = d+x(G+) + d-x(G-) (by Theorem 20) or x(A) = 
- d+ + d- = (l/234 J” log det {(A,, - AJ/(& + A,)}. 
Turning now to the-Special operators H+ and H-, suppose H+p, = 0 
for q in L2. By the regularity result (ii) mentioned after Theorem 25, it 
follows that all the derivatives of q are in L2, and in fact q is C”. 
Let v+ = 3 (a + Hv) and q~ = q+ + v-. Then v+ is the boundary value 
of an analytic function of x = x + iy in y > 0, and q- the boundary value 
of an analytic function in y < 0; and v* are C”, and bounded in their 
respective half planes of definition. Since H+p, = 0, (1 - ix)-$+ = 
- (1 + ix)-$-, Thus these two combine to give a bounded entire analytic 
function vanishing at the ends of the real axis, so p+ = q~- = 0; and 
v(H+) = 0. 
Suppose now H,*v = 0, and let # = (1 + ix)-$. Then, taking 
Fourier transforms, we see that $ and its derivative $’ are in L2, and 
.4(s) = - sgn(s) d’(s). It follows that $ = c e-1~1, and v = ~‘(1 + zk)/( 1 + x2). 
Thus v(H+*) = 1, and x(H+) = - 1. 
The proof that x(K) = + 1 is quite similar. 
The next result complements Theorem 26 in case n = 1. 
THEOREM 27. Let n = 1 and k > 2, and A be an elliptic operator in s.2. 
Then x(A) = 0. 
PROOF: This follows from part of Theorem 6 in [l], but we can give 
a trivial proof for k > 2. Then the index is a function on the homotopy 
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classes of E x Skel into S,; but for K > 2, E x S,-, is simply connected, 
so all maps of E x Sk-, -+ S, are trivial, and all indices are the same, namely 0. 
For k = 2 we give essentially the proof in [l]. Let a C;p function 
F : E x S, -+ S, be given, and set G(x, W) = F(x, w)F(O, w,)/F(x, co,,) F(0, w). 
Then G has a continuous logarithm, so that Gt exists for 0 < t < 1, 
exhibiting a homotopy of G to the constant map onto 1. We have 
x(F) = x(F(0, a~,,-~) + x(F(., co,,)) + x(F(0, .)) + x(G). Since G is homo- 
topic to the symbol of the identity operator, x(G) = 0; and it is clear that 
F(0, w&l, F(., ~a), and F(0, .) are the symbols of invertible operators on L2. 
IV. THE CLOSURE OF d 
The results of this section extend those announced in [6], which are 
closely related to part of [8]. The part of Gohberg’s outline that depends 
on normed rings is replaced by an argument based on the fact that the norm 
of a self-adjoint operator equals its spectral norm; this approach seems to be 
more elementary, and leads to more complete results. 
d is given the L2 operator norm, i.e., for each A in -c4, (( A (1 = the norm 
of A as an operator on L2(Ek). Then 2 denotes the closure of ~4 in this 
norm. The set Y of all compact operators on L2(E,) is a closed ideal in 2. 
The estimate of Corollary 10 
I4w4l~+~Il (2) 
for operators A in .& shows that u extends to a continuous homomorphism 
of 3, whose kernel contains the ideal X; clearly (2) continues to hold for 
A in 2. It turns out that u is a homomorphism of 2 onto the continuous 
functions on E x Skml, whose kernel is precisely X. All the results announced 
in [6] follow easily from this, except those concerning the index. It is far 
from clear, however, that the index can be evaluated by the methods men- 
tioned in [6]; it would be interesting to see the actual proof. 
Consider now g/X, with the norm I/ A + X /I = inf, (/ A + K I), 
where A + Z denotes the coset containing A, and K runs through X. 
s/X is a commutative algebra, for if A,, and B, are sequences in & con- 
verging to A and B respectively, then AB - BA is the limit of the sequence 
of compact operators A,Bn - B,,A,, hence compact. Since u(,X) = 0, o 
is defined on a/.X, and by (2), I u(A + X) 1 < I] A + Y I I. At this point 
we deviate from Gohberg’s outline to show that, conversely (see Lemma 32), 
II A + ST- II < 2 n-=x,,, I u(A + Z) (x, W) 1. This leads immediately to the 
following results. 
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28. THEOREM. The symbol u is a topological isomorphism of z/.X’ with 
C(E x Sk-,), th e co?&uous functions on I? x S,._, taken in sup norm; specz$- 
tally // o(A +.X’) /I < 11 A -+ .r // < 2 IIu(A -L- .V) 11. 
29. COROLLARY. The symbol u is a continuous homomorphism of .d onto 
C(E x S,-,), whose kernel is the set .iy‘ of compact operators. Given F in 
C(E x S,_,) and E > 0, there is an operator A in 32 with u(A) = F and 
/(Al) <2maxjlF1 +E. 
Further, Theorem 9 carries over to 2, so that the proof of Theorem 14, 
to the effect that a system of operators in .ti forms an F-operator in .dn 
if it is elliptic, is valid without change for 2. Moreover, the various topolog- 
ical reductions of Section III are easily transferred to 2 by applying Theorem 
6 to show that the index of an operator A in 2 is the same as the index of 
the homotopy class of its symbol as defined for Theorem 20. This is all quite 
easy to check, so we give only the proof of Theorem 28. 
30. LEMMA. Let e > 0, and F be a given real CF function on E x Sk-,. 
Then there is a self-adjoint operator A in ~2, and a K compact on L2, such that 
o(A)=Fand IIA+KII<~~xIFI+E. 
PROOF: We observe first that a self-adjoint F-operator A is invertible if 
and only if u(A) = 0; and if A is a self-adjoint F-operator and P the ortho- 
gonal projection on its null space, then A - P is invertible. 
Now let H be the CF operator with a(H) = F, and set 2A = H + H*; 
then o(A) = F and A is self-adjoint. We will show that each point h, in 
the spectrum of A with / h, / > max 1 u(A) / is an isolated point of finite 
multiplicity, which leads to an easy construction of K. 
Let h, be such a point in the spectrum of A. Then u(A - &I) never van- 
ishes, so by Theorem 14 A - h,,l is an F-operator. Let E(X,) be its (finite- 
dimensional) null space, and P(h,) be the orthogonal projection on E&J. 
Then A - P(h,) - h,,l is invertible, hence there is an 7 such that 0 < 7 < 
I Al I - max I 44 1) and A - P&J - h1 is invertible for I X - X, I < /^I. It 
follows that A - h1 is invertible for 0 < ) h - h, / < 7; for if (A - XI)+ = 0, 
then # is orthogonal to E(X,) and (A - P(h,) - h1)# = 0 also, implying that 
z/ = 0. Thus the part of the spectrum in I h / > max / u(A) / contains only 
isolated points of finite multiplicity. 
Now let S be the intersection of the spectrum of A with the set 
{h:IJAll>/hj>~+max(u(A)I].Th en S is a compact set of isolated 
points, so S is finite. If h,, ..., X, are the members of S, set K = - xTAjP(hj), 
where P(h,) is the orthogonal projection on the null space of A - &I. Then 
K is clearly compact, and the lemma will follow if we show A + K is a self- 
adjoint operator whose spectrum lies in {I h I < E + max / o(A) I}. This 
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bound for the spectrum follows from an analysis of the spectral resolution 
of A, but we can give a simple direct proof not relying on this resolution. 
Clearly A + K is self-adjoint. To check the spectrum, let h be real and 
jXI~e+max(u(A)); th en A + K - AI is a self-adjoint F-operator, 
hence invertible if its null space is trivial. Suppose Af - xhj P(hj)f = Xf, 
and write f  = f’ + E P(hj)f. We have now 
Af - z h,P(X,) f  = Af’ = hf’ + X 2 P(X,)J (3) 
Since f’ is orthogonal to zP(h,)f, Af ’ is also; and since h # 0 it follows 
from (3) that XP(Qf = 0, f  = f’, and Af’ = Af ‘. If f’ = 0 the lemma is 
proved. If not, h is one of the hj, and f’ is in the range of P(X,); since f’ is 
orthogonal to this range, f  = f’ is again zero. 
31. LEMMA. If F is a Cr function on E x She1 and E > 0 is given, then 
there is an operator A in &’ and a K compact on L2 with U(A) = F and 
I(A+K(I d2maxIF( +E. 
PROOF: Write F = Fl + iF2 with Fj real. Choose Aj and Ki so a(Aj) = Fj 
andIIAj+Kj/I <maxIFiI ++, and let A = A, + iA,, K =: Kl + iK,. 
32. LEMMA. Let A be in 2 and E > 0 be given. Then there is a compact K 
with (IAfKII <2maxIo(A)I+E. 
PROOF: Choose an A’ in .JZJ with (I A - A’ I I < ~14, and a compact K 
with /IA’+Kl( <2 max / a(A’) I + e/4. Then, since the estimate (2) 
holds for 2, we have 
max I u(A’) I < max I a(A) I + c/4, so II A + K /I < II A - A’ 11 
+ j I A’ + K /I < max 1 u(A) I + e. 
PROOF OF THEOREM 28. From the estimate (2) and Lemma 32, 
ju(A+~)I~(IA+~II~2max,,, I a(A + .X) I. Since 2/X is closed, 
it follows that the corresponding algebra of symbols is closed in the uniform 
norm. Since the C’z functions are dense in C(E x S,-,), the theorem follows. 
Theorem 28 shows that every continuous homomorphism of z/X into 
the complex plane is obtained by evaluating symbols at a fixed point in 
E x S,-,. In conclusion, we point out that all continuous homomorphisms 
of 2 itself are obtained in the same way. Clearly each homomorphism of 2 
into the complex plane annihilates the ideal generated by operators of the 
form AB - BA. The following lemma shows that this ideal is precisely z%?, 
so that each such homomorphism of 2 is a homomorphism of g/A’“, hence 
obtained by evaluating symbols at a fixed point. 
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33. LEMMA. Let .X be the algebra of compact operators on a separable 
Hilbert space of dimension greater than one. Then ~2”‘ is the closed algebra 
generated by operators of the form k-K’ - K’K, where K and A” are compact. 
PROOF: X is the closure of the set of operators with finite dimensional 
range, so it is generated by operators of the form F, where F maps a given 
element f onto g, and the orthogonal complement off onto zero. Thus it 
suffices to consider F on a two-dimensional space L containing f  and g; the 
representation of F obtained there can be extended by letting all the opera- 
tors involved map the orthogonal complement of I, onto zero. 
But it is easy to see that every 2 x 2 matrix is the sum of products of 
commutators. In fact if 
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