This paper gives an overview of some basic results on Hermitian Clifford analysis. It discusses, among other results, the Fischer decomposition, the Cauchy-Kowalewskaya extension problem, the axiomatic radial algebra and also some algebraic analysis of the system associated to Hermitian monogenic functions.
treated in Section 3. Section 4 discusses the Fischer decomposition, while Section 5 deals with some integral formulae, among which the Cauchy integral formula. Section 6 contains the axiomatic definition of the hermitian radial algebra and the survey ends by presenting, in Section 7, the algebraic analysis of the module associated to h -hermitian functions.
The Clifford algebra setting
Consider the real orthogonal space R 2n = span R (e 1 , · · · , e 2n ) endowed with the symmetric realbilinear form B R (·, ·) of signature (0, 2n) , for which B R (e i , e j ) = −δ ij . At the same time, one also considers the complex vector space C 2n and its associated Clifford algebra C 2n , generated by e i e j + e j e i = −2δ ij . A basis for C 2n can be constructed by considering, for any set of indices A = {j 1 , . . . , j h } ⊂ {1, . . . , 2n} = M , ordered by 1 ≤ j 1 < j 2 < . . . < j h ≤ 2n , the element e A = e j 1 . . . e j h where e ∅ = 1 , the identity element. Any Clifford number λ ∈ C 2n may thus be written as λ =
A⊂M
λ A e A , λ A ∈ C.
One can also write λ = Denoting by C k 2n the subspace of all k -vectors in C 2n , then C can be identified with the subspace of complex scalars C 0 2n , while R 2n can be identified with the subspace of real Clifford vectors R 1 0,2n = {v = 2n j=1 v j e j , v j ∈ R} ⊂ C 1 2n . It is also important to note that all real Clifford algebras R p,q with signature (p, q) ( p + q = 2n ) are contained in C 2n as special subalgebras.
In C 2n there automorphisms which leave the multivector structure invariant:
1. the main involution λµ = λ µ ; µ A e A = µ A e A ; e j = −e j (j = 1, . . . , 2n)
2. the reversion
For the real subalgebras R p,q , p = 0 , the situation is different since for j = 1, . . . , p it is ε † j = (ie j ) † = ie j = ε j . Since C 2n may be regarded as the complexification of the real Clifford algebra R 0,2n , namely C 2n = C ⊗ R 0,2n = R 0,2n ⊕ i R 0,2n
any element λ ∈ C 2n can be written as λ = a + ib , a ∈ R 0,2n , b ∈ R 0,2n . Moreover
Using the h -conjugation one can define an Hermitian inner product, called h -inner product, whose associated h -norm on C 2n is
Note that for complex Clifford vectors α = A main tool in Hermitian Clifford analysis, namely the Witt basis, is defined below.
Definition 1. Let us consider in C 2n the elements
These elements form the so-called Witt basis of C 2n ; they satisfy the Grassmann and duality identities
Remark 1. From these relations one obtains:
Note also that f † j is the h -conjugate of f j , j = 1, . . . , n . The above relations may be refined in a series of properties for their dot and wedge products, and their h -inner product, see [25] .
The above construction can be done in an alternative way, see [9] , [8] . Consider the real orthogonal space R 2n = span R (e 1 , · · · , e 2n ) equipped with the symmetric real-bilinear form B R (·, ·) of signature (0, 2n) , for which B R (e i , e j ) = −δ ij . Then consider the complex vector space C 2n and its associated Clifford algebra C 2n , generated by e i e j + e j e i = −2δ ij . It is immediate that, as a vector space, C 2n is isomorphic to a Grassmann algebra and hence inherits a Z -grading into subspaces C (k) 2n of k -vectors. On the other hand, C 2n is Z 2 -graded with respect to the main involution, acting on arbitrary Clifford numbers as (ab) = a b . As a consequence one can decompose C 2n = C + 2n ⊕ C − 2n into a direct sum of even and odd elements. Within C + 2n , one can define the (real or complex) spin group Spin(2n) which yields a double cover for the (real or complex) group SO(2n) . The real spin group Spin(2n, R) can be realized within the Clifford algebra as
where S 2n−1 ⊂ R 2n denotes the unit sphere containing unit vectors ω j for which ω 2 j = −1 . The double cover between both Lie groups is then defined by the mapping h : Spin(2n, R) → SO(2n, R) for which h(s) [X] = sXs where the main conjugation acts on arbitrary Clifford numbers by ab =bā .
Definition 2.
A complex structure J on R 2n can be defined as an automorphism J ∈ SO(2n, R) satisfying
Remark 2. In terms of the basis (e 1 , · · · , e 2n ) one may put J[e j ] = −e j+n and J[e j+n ] = +e j . By means of the complex structure J , one can decompose C 2n , endowed with the complexbilinear form B C , into a direct sum of two maximally isotropic subspaces W + and W − . Put
and define W ± = π ± (R 2n ) . The spaces W ± are isotropic, in the sense that the restrictions of B C to W + × W + and W − × W − are identically zero, and that W ± are eigenspaces for the complex-linear map J C ∈ SO(2n) with eigenvalues ∓i . The Witt basis for C 2n is then defined by
Using the Witt basis elements (f 1 , . . . , f n ) and (f † 1 , . . . , f † n ) of C 2n , one can introduce the complex Grassmann algebras CΛ n and CΛ + n defined by:
n . Let us now introduce, for all j = 1, . . . , n , the elements
The I j 's are mutually commuting idempotents, i.e. I 2 j = I j and
Then I † = I and
One also has 
and its homogeneous parts are
Finally, note that by the isomorphisms established above, for any a ∈ C 2n (or R n,n ), there exists a unique element a ∈ C n (or R 0,n ) such that aI = aI , and thus also
The spin group
Definition 4. Let us define the complex spin group in the Clifford algebra C 2n as
where
As it is well known that any element s of Spin(2n, R) may be written as
It is of interest the subgroup U(n) , given by
which is a representation of the unitary group U(n) . It is important to note that for any s ∈ Spin(2n) it is ss = ss = 1 , and since s † = s = s −1 , one deduces the relation Is = exp(iθ)I for s ∈ U(n) (this relation is the h -conjugate of the one contained in (2.1)). Since Spin(2n, R) is a double covering of SO(2n, R) , denote by s J the element in Spin(2n, R) corresponding to the complex structure J and define
Then the following result holds (see [9] ): Proposition 2. The groups Spin J (2n, R) and U(n) coincide. (e j x j + e n+j y j ).
In terms of the Witt basis it can be written as
where z j = x j + iy j are complex variables and their complex conjugates are z c j = x j − iy j , j = 1, . . . , n . The Hermitian vector variable, also called h -vector variables, are defined as
Thus the Clifford vector X can be written as
Another Clifford vector (which is called the twist of X ) is defined as
note that X and X| are orthogonal:
Remark 3. Observe that the equalities z 2 = (z † ) 2 = 0 hold. For other relations on the h -vector variables, see [25] .
Let us now introduce suitable differential operators. The Dirac operator associated to X is:
and the Cauchy-Riemann operators (and their conjugates) in the complex variables z j , ( j = 1, . . . , n ) are:
Then the Dirac operator can be written as
Definition 5. The Hermitian (or h -)Dirac operator, also called h -Dirac operator and its h -conjugate are defined by
Remark 4. Note that ∂ † z = ∂ z † and both the notations are used in the literature.
To the Clifford vector variable X| one can associate the following operator
Remark 5. With the notation introduced in Remark 2 one has
In order to give the definition of Hermitian monogenic functions, recall that the functions g defined on R 2n , may be written as
and taking values in the complex Clifford algebra C 2n .
Definition 6. Let Ω be an open region in R 2n and let f : Ω → C 2n be a continuously differentiable function. We say that g is Hermitian monogenic, or h -monogenic for short, if and only if
∂ X g = 0 = ∂ X| g or, equivalently, ∂ z g = 0 = ∂ † z g.
Example 1. Any function of the form
g j = f † j F j (z j ) , j = 1, . . . , n , with F j holomorphic in the open region Ω j of the complex z j plane, is h -monogenic in Ω = R 2 ×. . .×R 2 ×Ω j ×R 2 ×. . .×R 2 . In fact ∂ z g j = f † j f † j ∂ z j F j (z j ) = 0 since (f † j ) 2 = 0 , while ∂ † z g j = f j f † j ∂ z c j F j (z j ) = 0.
Any function of the form
Remark 6. If a function g has values in C n , the above system may be written, equivalently, by considering the spinor valued function gI which has values in C n I ∼ = C 2n I = CS n :
Since
This gives an alternative formulation of the condition of h -monogenicity for the subclass of functions having values in C n :
monogenic if and only if
Conversely: 
In order to recall that the h -representation of a spin group leads to associated operator actions on functions, one defines
As it is proved in [25] , if s ∈ U(n) then the h -Dirac operators ∂ z and ∂ † z commute with the operators L(s) and H(s) , thus they are invariant under the unitary group action. Since the action of H(s) on a C n -valued function g may be converted into the action of L(s) on gI , it is enough to study L(s) .
where [·, ·] denotes the commutator of the two involved operators.
The Cauchy-Kowalewskaya extension and the h -submonogenic system
To study the Cauchy-Kowalewskaya problem for the h -monogenic system, it is most convenient to consider the system in C n+1 with variables (z 0 , z 1 , . . . , z n ) = (z 0 , z) , i.e.:
f j are the h -Dirac operators in C n . The CauchyKowalewskaya extension problem (in short CK-extension problem) arises naturally when looking to solutions in the form of a double power series
and the solution is fully determined by its restriction to the boundary k = 0 , = 0 . But the Cauchy data have to satisfy extra constraints in order to admit a CK-extension, and even the initial term f 00 has to. To obtain more clarity on the CK-extension problem first studied in [16, 35] , in the paper [36] the authors considered a subsystem of the h -monogenic system that imposes no constraints on the initial term f 00 . It is easily obtained as follows. Since one has
Since these constraints may be restricted to k = 0 , = 0 they are also satisfied by the Cauchy data (in fact by every term f k in the series of f ) and for the initial term f 00 these constraints are necessary and sufficient for the hmonogenic extension to exist. To study the h -submonogenic system one has to write the solution into the form
where A, B, C, D take values in the Clifford subalgebra with generators
The h -submonogenic system may be written in the form
where the elements f 0 , f † 0 are being eliminated. To solve this system one again writes the solutions A, B, C, D into the form of a double series solution f = +∞ k, =0 z k o (z c 0 ) f k and the CK-extension problem may be solved by plugging these series into the system. The CK-extension problem discussed in [36] is quite involved but the initial term A 00 has no constraints. So A 00 may be any real analytic function and the CK-extension for the h -submonogenic system will be h -monogenic if and only if the initial conditions, and in particular the initial term A 00 satisfy the constraints f 0 f †
For the initial term A 00 these constraints are equivalent to the h -monogenic system ∂ z A 00 = ∂ z † A 00 in one dimension less. In other words, the CK-extension problem as discussed in [16] is part of the CK-extension problem of the more general h -submonogenic system. In [36] several new special solutions of the h -submonogenic system were constructed, involving Bessel functions, hypergeometric functions and Laguerre polynomials; these were obtained by choosing the initial term A 00 in a special way and the obtained special solutions are h -submonogenic but not h -monogenic.
Hermitian spherical monogenics and Fischer decomposition
Note that in the above definition, it is in fact superfluous to take the restriction to z = 0 at the right hand side, since the action of the differential operator corresponding to R † k,l on the polynomial S k,l is a constant. However, this inner product may be extended to polynomials showing different degrees of homogeneity, where taking the restriction to z = 0 becomes necessary. The differential operator appearing in this definition originates from the given polynomial R k,l by Fischer duality. This Fischer duality is induced by the substitutions
One may easily prove Lemma 2. The Fischer inner product is a positive definite and Hermitian inner product on the space P k,l (C 2n ) of C 2n valued homogeneous polynomials of degree (k, l) .
A first result is then obtained concerning the decomposition of an arbitrary homogeneous polynomial into a Hermitian spherical monogenic part and remaining terms.
Theorem 2 (Little Fischer decomposition). The space P k,l of homogeneous polynomials of degree (k, l) admits the orthogonal decomposition
, there exists a unique h -spherical monogenic P k,l of degree (k, l) and homogeneous polynomials R
Note that, in the orthogonal decomposition above, the spherical monogenic P k,l is unique, since so is
k,l−1 , however, the polynomials R (1) k−1,l and R (2) k,l−1 are not uniquely determined, since zR
Invoking the little Fischer decomposition, together with the above lemmata, one eventually arrives at the following important result.
Theorem 3 (Orthogonal Fischer decomposition).
(i) For each homogeneous polynomial of degree (k, l) R k,l , there exist a unique spherical monogenic P k,l , unique homogeneous polynomials z P k−1,l and z † P k,l−1 , and, for p = 1, 2, . . . , unique homogeneous polynomials
where (ii) One has the following orthogonal decomposition of the space P k,l of homogeneous polynomials of degree (k, l) :
In [38] the author observes that, as in the classical case, the Fischer decomposition is completely determined by the Fischer decomposition of the reproducing kernel
in term of which any homogeneous polynomial R k,l can be written via the Fischer inner product. All the building blocks for R k,l can all be expressed in terms of the spin Euler polynomials P k (β) and P k (n − β) with explicit formulae, see [38] .
Some integral formulae
The material in this section is mainly taken from [13] to which the reader is referred for more information. In that paper the authors obtain the Cauchy and the Bochner-Martinelli formulae for h -monogenic functions using a matrix approach. First of all, let us introduce some useful differential forms:
and
where denotes that the element underneath is omitted, and the volume form
The following result holds:
Theorem 4 (Hermitian Clifford-Stokes theorems). Let Ω be an open set in R 2n . Let f, g be functions in C 1 (Ω, C 2n ) and let Γ be a 2n -dimensional differentiable, compact and oriented manifold with smooth boundary ∂Γ . Then
Theorem 5 (Hermitian Cauchy theorems). Let Ω be an open set in R 2n . Let g be a hmonogenic function in Ω and let Γ be a 2n -dimensional differentiable, compact and oriented manifold with smooth boundary ∂Γ . Then
To prove the analogue of the Cauchy formula it is better to reformulate the notion of Hermitian monogenic functions by using suitable matrices (see [45] ). To this end, one defines the set of the so-called circulant matrices of dimension 2 × 2 , i.e. the set
To each pair of continuously differentiable functions g 1 , g 2 it is possible to associate the matrix
while to the pair of operators ∂ z , ∂ z † , one associates the matrix (see also [45] ):
In particular, the following matrices will play a crucial role:
and a 2n is the area of the unit sphere in R 2n . Note that E, E † are not the fundamental solutions for the operator ∂ z or ∂ z † .
Definition 9. We say that the matrix of functions G defined on Ω is left Hermitian monogenic, or H -monogenic for short, on Ω if and only if
where O denote the zero 2 × 2 matrix.
Remark 8. It is easy to verify that matrices of the form
are H -monogenic if and only if g is h -monogenic. Thus any H -monogenic matrix of the above form can be identified with its element g , and conversely any h -monogenic function g can be identified with a H -monogenic matrix of the above form.
To state the analogue of the Cauchy formula some more notations are needed: let Y be a vector in R 2n and let Y | be its twist; denote by v, v † the corresponding h -variables C 2n ) and let G be the corresponding matrix as in (5.3) . Let Γ ⊂ Ω be a 2n -dimensional compact, differentiable, oriented manifold with smooth boundary ∂Γ and let Y in the interior of
Remark 9. The theorem holds in particular when G is of the form (5.4). Let us now restrict the attention to functions taking values in the complex spinor space CS = C 2n I ∼ = C n I . Let us set CS j = (CΛ † n ) (j) I for j = 1, . . . , n so that CS decomposes as CS = ⊕ n j=1 CS j and let g be a CS n -valued function. Since CS n is generated by f 1 . . . f n I , a CS n -valued function has the form g(z 1 , . . . , z n ) = g n (z 1 , . . . , z n )f 1 . . . f n I where g n is a smooth function. The fact that g is h -monogenic translates into the fact that g n is holomorphic in z 1 , . . . , z n , see proposition 5. The Cauchy integral formula gives precisely the well known Bochner -Martinelli formula.
Hermitian Radial Algebra
To define the so-called Hermitian radial algebra one starts from a basic set S of abstract complex vector variables Z, U, . . . , which are merely symbols. As multiplication rules, we assume that
and we hence know that the associative algebra Alg(S) generated by S over the field of complex numbers is a generalized Grassmann algebra (a usual Grassmann algebra in case S is finite). Then, consider another set S † of symbols, disjoint from S , which is in one-to-one correspondence with S , i.e. there exists a bijective map This axiom together with (A 1 ), (A 2 ) determines the associative algebra R(S, †, n, B) generated over the field of rational functions in n by the set S ∪ S † ∪ B . Moreover one can verify that for any vectorial object v in the algebra, vB − Bv is still a vector. One extends (D2) by requiring
From the Clifford setting it also follows that
but this is no axiom; it can be derived from the abstract setting as well. Hence to define the Hermitian radial algebra one needs 
Complexes of Hermitian Dirac operators
This section describes the algebraic analysis of the h -hermitian system. It is interesting to note that the various notions of hyperholomorphy, in one variable, are described by systems that are associated, in the sense that will be made precise below, to square matrices and in this sense they are not interesting. The system arising from the condition of h -monogenicity is not square and gives rise to an interesting analysis. In order to keep this note self-contained, some basic notions in algebraic analysis are repeated here but the reader is referred to [28] for more information. . The transpose matrix P t of P is an R -homomorphism R q → R r whose cokernel is R r /P t R q = R r / P t is denoted by M . Note that P t is the submodule of R r generated by the columns of P t . The Hilbert syzygy theorem guarantees the existence of a finite free resolution of the form
that together with its transpose
are key tools for the algebraic analysis of the given system. The matrix P t a i (D) gives the compatibility conditions for the system whose symbol is the polynomial matrix P t a i−1 . In particular,
gives the compatibility conditions that a datum g of a inhomogeneous system P (D) f = g must satisfy to have solutions f . The cohomology groups of (7.6), denoted by Ext j (M, R) are uniquely determined by M (even though (7.6) is not uniquely defined) and carry analytic information on the nullsolutions to the system associated to P (D) . For example, the vanishing of Ext 1 (M, R) is related to the removability of compact singularities. Our first goal is now to write the matrix associated to the h -hermitian system. To this end, one needs the following result:
Theorem 8. For all 1 ≤ j ≤ n − 1 , the spaces CS j are sl(n) -irreducibles with highest weight (1 n−j , 0 j−1 ) , under the multiplicative sl(n) -action. Both CS 0 and CS n yield a copy of the trivial representation.
Note that, whereas X and ∂ X define endomorphisms of CS under the embedding C 2n → C (1) 2n , the complex vector variables (z, z † ) and Hermitian Dirac operators (∂ z , ∂ † z ) map spaces CS j into CS j±1 , where CS −1 = CS n+1 = 0 . This fact allows to write the matrices associated to the operators ∂ z , ∂ † z in a special form. With an abuse, the matrices are denoted with the same symbol as the operators. where the i, j -th block is a Next result describes more precisely the resolution of the module associated to the Hermitian Dirac system and the maps associated to the first syzygies. Remark 11. It is interesting to note that, unlike what happens for the Cauchy-Riemann or the Cauchy-Fueter system, the compatibility conditions do not contain relations involving both a and b at a time.
The proof of the previous theorem gives an explicit description of the whole resolution for the module M . This fact i s, in general, non trivial (see [28] ). In this case, the particular form of the matrix associated to the Hermitian system allows to write the maps in the sequence. The case of functions h -hermitian in several variables has been treated in [32] .
