We define and study a family of partitions of the wonderful compactification G of a semi-simple algebraic group G of adjoint type. The partitions are obtained from subgroups of G × G associated to triples (A 1 , A 2 , a), where A 1 and A 2 are subgraphs of the Dynkin graph Γ of G and a : A 1 → A 2 is an isomorphism. The partitions of G of Springer and Lusztig correspond respectively to the triples (∅, ∅, id) and (Γ, Γ, id).
Our motivation for studying the R A -stable pieces in G for an arbitrary triple (A 1 , A 2 , a) comes from Poisson geometry. In [13] , we study a class of Poisson structures on G induced by Belavin-Drinfeld r-matrices [1] . The triples (A 1 , A 2 , a) needed there are precisely the Belavin-Drinfeld triples for the r-matrices. The R A -stable pieces in G as well as their closures are Poisson subvarieties of G for the corresponding Poisson structures. To understand these Poisson structures, one needs to first understand the geometry of the R A -stable pieces.
In §2 - §5, we in fact assume that G 1 and G 2 are any two reductive algebraic groups over an algebraically closed field, and that R A and R C are subgroups of G 1 × G 2 associated to two triples (A 1 , A 2 , a) and (C 1 , C 2 , c) for G 1 × G 2 . The precise definitions of the subgroups R A and R C are given in §2.1. Each pair (R A , R C ) of such subgroups gives rise to a decomposition of G 1 × G 2 into (R A , R C )-stable subsets of the form [v 1 , v 2 ] A,C , where (v 1 , v 2 ) runs over a subset of the Weyl group for G 1 × G 2 (see (2.4) for detail). In §4, we give a description of the set [v 1 , v 2 ] A,C as iterated fiber bundles. The closures of the sets [v 1 , v 2 ] A,C in G 1 × G 2 are described in §5. In §6 and §7, the results in §5 are used to prove our main theorems on the R A -stable pieces in G for a semi-simple algebraic group G of adjoint type. Precise statements of our results are summarized in §2. In the appendix we collect a few facts on the Bruhat order on Weyl groups that we use in the paper.
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Notation and statements of results
2.1. Admissible quadruples. For i = 1, 2, let G i be a connected reductive algebraic group over an algebraically closed field k. Let B i and B − i be a fixed pair of opposite Borel subgroups of G i . Set T i = B i ∩ B − i , and let Γ i be the set of simple roots determined by (B i , T i ). For α ∈ Γ i , denote by U α i the one-parameter unipotent subgroup of G i defined by α. For a subset A i of Γ i , let P Ai and P − Ai be the standard parabolic subgroups of G i containing respectively B i and B − i . Let M Ai = P Ai ∩ P − Ai be the common Levi factor of P ± Ai , and let Z Ai be the center of M Ai . The unipotent radicals of P Ai and P − Ai will be denoted by U Ai and U − Ai respectively. Let W i be the Weyl group of Γ i and W Ai the subgroup of W i generated by reflections defined by simple roots in A i . Let W Ai i and Ai W i be the sets of minimal length representatives of cosets from W i /W Ai and W Ai \W i respectively. For each w i ∈ W i , we also fix a choiceẇ i of a representative of w i in the normalizer of T i in G i . The length function on W i will be denoted by l. If a group G acts on a set X, g · x denote the action of g ∈ G on x ∈ X. For an element g ∈ G, the map G → G : h → ghg −1 will be denoted by Ad g . The identity element of a group will be denoted by e or 1.
For subsets A i of the Dynkin graphs Γ i , i = 1, 2, we call a bijective map a : A 1 → A 2 an isomorphism, if it preserves the type of each arrow. Definition 2.1. An admissible quadruple for G 1 × G 2 is a quadruple A = (A 1 , A 2 , a, K) consisting of subsets A 1 of Γ 1 and A 2 of Γ 2 , an isomorphism a : A 1 → A 2 , and a closed subgroup K of M A1 × M A2 of the form
where, for i = 1, 2, Z i is a closed subgroup of Z Ai and θ a : M A1 /Z 1 → M A2 /Z 2 is an isomorphism mapping T 1 /Z 1 to T 2 /Z 2 and U α 1 to U a(α) 2 for each α ∈ A 1 . Here we identify U α 1 and U a(α) 2 with their images in M A1 /Z 1 and M A2 /Z 2 respectively. Given an admissible quadruple A = (A 1 , A 2 , a, K) of G 1 × G 2 , define
Note that when G 1 = G 2 = G, the diagonal subgroup G diag and B × B for a Borel subgroup B are examples of the groups R A . If further G is of adjoint type, all stabilizer subgroups of G × G in the De Concini-Procesi [5] compactification G of G are conjugate to groups of the type R − A (see §2.3).
2.2.
An (R A , R C )-stable partition of G 1 × G 2 . In [12] we obtained a classification of (R A , R C )-double cosets of G 1 ×G 2 for two arbitrary admissible quadruples A = (A 1 , A 2 , a, K) and C = (C 1 , C 2 , c, L) for
n β is defined and is in C 2 for n = 1, 2, . . .}. In other words, C 2 (v 1 , v 2 ) is the largest subset of C 2 that is stable under v −1 2 av 1 c −1 . We proved [12] 
Then by the above result from [12] , we have the decomposition
Here and below stands for disjoint union. Note that (2.5) is constructed in such a way that the (R A , R C )-double cosets of G 1 × G 2 corresponding to the same discrete parameters v 1 ∈ W C1 1 and v 2 ∈ A2 W 2 but possibly different continuous parameters m 2 ∈ M C2(v1,v2) are put together in a single stratum. Alternatively we have the decomposition
The main objects of study in this paper are the sets
We describe their geometry, as well as their closure relations. The results are then applied to the wonderful group compactifications.
The following theorem summarizes our results for the decompositions (2.5) and (2.6), see Corollary 4.9, Proposition 4.10, Proposition 4.11, and Theorem 5.2.
Theorem 2.2. Given any two admissible quadruples A and C for G 1 × G 2 , the following hold for every v 1 ∈ W C1
(ii) Alternatively the set [v 1 , v 2 ] A,C is given by
and w 2 ∈ A2 W 2 for which there exist x 1 ∈ W A1 and y 1 ∈ W C1 such that
(iv) If A = (A 1 , A 2 , a, L ) and C = (C 1 , C 2 , c, L ) are two other admissible quadruples containing the same triples (A 1 , A 2 , a) and (C 1 , C 2 , c), then there exist t 2 , s 2 ∈ T 2 such that
Thus (2.5) reduces to the Bruhat decomposition
Part (iii) of Theorem 2.2 in this case is the well-known statement for the closures of Bruhat cells.
2.3.
Partitions of the wonderful group compactification. Now we specialize to the case when G 1 and G 2 are both isomorphic to a connected semisimple algebraic group G of adjoint type. All data for G will be denoted as in §2.1, omitting the index i. In particular, B and B − will be two fixed opposite Borel subgroups of G, T = B ∩ B − , and Γ will be the set of simple roots determined by (B, T ). For J ⊂ Γ, let π J : M J → M J /Z J be the natural projection. By abuse of notation, we will denote by J the quadruple (J, J, id, L J ), where
Recall that the wonderful compactification G of G is a smooth irreducible projective (G × G)-variety containing G as an open (G × G)-orbit. It was defined and studied (in the more general framework of symmetric spaces) by De Concini and Procesi [5] in the complex case and by De Concini and Springer [6] for the general case of an algebraically closed field k. The (G × G)-orbits on G are parameterized by the subsets J of Γ. A base point h J of the (G × G)-orbit corresponding to J ⊂ Γ has stabilizer subgroup R − J . The partitions (2.5) induce partitions of G as follows. Given an arbitrary admissible quadruple A = (A 1 , A 2 , a, K) for G × G, by setting
we obtain the following partition of the wonderful compactification 
On the other hand, let A be the quadruple Γ diag := (Γ, Γ, id, G diag ) where G diag is the diagonal subgroup of G × G. By [8] , we recover Lusztig's partition [14, 15] of G :
For a general admissible quadruple A for G × G, our partition (2.10) is a discrete interpolation between Springer's partition (2.11) and Lusztig's partition (2.12) of G.
The closure relations of the strata in (2.10) can be derived directly from part (iii) in Theorem 2.2. This is stated in Proposition 7.3. However, we give a more elegant description of the closures using the unique closed (G × G)-orbit on the boundary of G, namely the orbit
The following is a summary of Theorem 7.4 and Theorem 7.6.
This description of the (B × B)-orbit closures in G, which is simpler than what is given in [18] , was independently obtained in [11] . When A = Γ diag as in Example 2.4, Theorem 2.5 implies that for any I, In this section, we first recall some results from [12] .
3.1. Classification of (R A , R C )-double cosets in G 1 × G 2 . Fix two arbitrary admissible quadruples A = (A 1 , A 2 , a, K) and C = (C 1 , C 2 , c, L) for G 1 × G 2 . In [12] we obtained a classification of the (R A , R C )-double cosets of G 1 × G 2 .
For
such that (n, m) ∈ K (v1,v2) and (n, m ) ∈ L (v1,v2) }, and let Q (v1,v2) act on M C2(v1,v2) from the left by
Theorem 3.1. [12] Let A = (A 1 , A 2 , a, K) and C = (C 1 , C 2 , c, L) be two admissible quadruples for In [12] we dealt with a slightly more general class of the groups R A for which the projections K → M Ai , for i = 1, 2, do not have to be surjective.
Recall from (2.4) that given any two admissible quadruples A and C for G 1 × G 2 , we have
and v 2 ∈ A2 W 2 . Theorem 3.1 immediately implies:
For any two admissible quadruples A and C for G 1 × G 2 ,
Proof. It is easy to see that σ (v1,v2) = Ad −1 v2 θ a Adv 1 θ −1 c defines an automorphism of G C2(v1,v2) . The action of Q (v1,v2) on M C2(v1,v2) descends to an action on G C2(v1,v2) . The orbits of the latter are exactly the σ (v1,v2) -twisted conjugacy classes of G C2(v1,v2) . (Here and below for a group F and σ ∈ Aut(F ), by a σ-twisted conjugacy class of F we mean an orbit of the action g.x = gx(σ(g)) −1 of F on itself.) Lemma 3.3 now follows from the following results in [16] and [20, Lemma 7.3] : If G is a connected reductive algebraic group, σ ∈ Aut(G), and B is a σ-stable Borel subgroup G, then (1) all σ-twisted conjugacy classes of G meet B;
(2) for every maximal torus T of G inside B the union of all σ-twisted conjugacy classes that meet T is a Zariski open subset of G.
Stabilizer subgroups. For
An explicit description of the subgroups Stab A,C (g 1 , g 2 ) was given in [12] . We only recall some facts about these groups that will be used in this paper (see the proof of Proposition 4.8).
An inductive description and the geometry of the sets
In this section, we modify the inductive arguments in [12] to give an inductive description of the sets [v 1 , v 2 ] A,C . Consequently, we will be able to describe the sets [v 1 , v 2 ] A,C as iterated bundles. Our arguments generalize those of Lusztig's in [14, 15] for the special case when
Lemma 4.1. In the above setting the following hold:
Proof. Part (i) follows directly from the definition of admissible quadruples. To prove (ii),
Then by [12, (4.11) in Lemma 4.2],
It follows from [12, (3) in Lemma 3.4] that g 2 ∈ P c(D1) = P D2 = P C (E 1 ,y 1 )
2
, and
The first step of the induction. Fix two admissible quadruples
1 and v 2 ∈ A2 W 2 , we will use Lemma 4.1 to construct a sequence of admissible quadruples for G 1 ×G 2 which will be used to give an inductive description of
In this subsection, we present the first step of the inductive description.
Consider the projection
By [12, Proposition 8.1 and Proposition 4.1], every R
Let Ω 0 be the set that consists of all pairs (x 1 , x 2 ) satisfying (4.4). For (x 1 , x 2 ) ∈ Ω 0 , let
Then clearly,
By letting E 1 = a −1 (A 2 ∩ x 2 (C 2 )) and y 1 = x 1 in Lemma 4.1, we get the admissible quadruple
and the corresponding subgroup
, which, together with (4.10) and [12, (3) 
To see that f 0 is a morphism, note that since the fiber of ρ 0 over the point (
Consider the morphism
Then the well-definedness of f 0 implies that
is a morphism of varieties.
and v 2 ∈ A2 W 2 . By [3, Proposition 2.7.5] (see Lemma 8.2 in the Appendix), v 2 can be uniquely written as
Given the decomposition v 2 = x 2 u 2 , write v 1 as
given in (4.6). Here and below, for i = 1, 2 and
It is easy to see that
An argument similar to that in the proof of [12, Lemma 5.3] shows that C
The following Proposition 4.3 now follows directly from Theorem 3.1.
and v 2 ∈ A2 W 2 have the decompositions (4.12) and (4.11).
.
Inductive description of the sets
and v 2 ∈ A2 W 2 , by repeating the construction in §4.2, we get a sequence
of admissible quadruples for G 1 × G 2 and a sequence u
, i = 0, 1, 2, . . . which gives rise to the sequence of double cosets
Here
Then decompose u (i) 1 as the unique product u
The admissible quadruple C (i+1) is constructed as in §4.1 by taking C to be C (i) , E 1 to be
2 )) and y 1 to be x (i) 1 . For i ≥ 0, let ρ i be the natural projection
. Then X (i) is a locally closed subset of (G 1 × G 2 )/R C (i) . By Lemma 4.2 and Proposition 4.3, we have a well-defined R A -equivariant morphism f i :
2 . It is then easy to see that v2) ) and u (i) 1 = e, ∀i ≥ i 0 + 1, where L (v1,v2) is given by (3.4) . Set Z (∞) = Z (i0+1) and X (∞) = X (i0+1) . It follows from (4.15) that
Proof. By the inductive description of the sets
). Then we have the projection ρ ∞ : Z (∞) → O (∞) . Note that the stabilizer subgroup of R A at the point v2) ).
Then we have the projection ρ ∞ : O (∞) → R A /R (v1,v2) induced by the inclusion map in (4.16). Thus we have the sequence of R A -equivariant morphisms (4.18)
Proof. Consider the group homomorphism
Since p is surjective, the action of R A on M A1 /(M A1 ∩P A1(v1,v2) ) through the homomorphism p is transitive. The stabilizer subgroup of R A at the point e · (M A1 ∩ P A1(v1,v2) ) is R (v1,v2) by [12, (3.7) in Lemma 3.4] . Thus R A /R (v1,v2) is isomorphic to M A1 /(M A1 ∩ P A1(v1,v2) ). It is easy to see that the fibers of ρ ∞ are isomorphic to M C2(v1,v2) /Y 2 and the fibers of ρ ∞ are isomorphic to U 2 ∩ v 2 (U − 2 ).
The set
[v 1 , v 2 ] A,C /R C as an iterated fiber bundle. Assume the setting from §4.3. We will show in this subsection that each morphism f i : Z (i) → Z (i+1) in (4.18) has fibers isomorphic to an affine space. 
m . It suffices to prove (4.19) for i = 0, and we only need to show that F
Recall that C (1) = C (x1,x2) as in (4.5), and u (1) = u 1 as in the v 1 = u 1 x 1 decomposition in (4.12). To show that F
By applying Theorem 3.1 to the quadruples (A, C (x1,x2) ), noting that the largest subset of
we obtain that there exist m 1 ∈ M A1(v1,v2) and n, n ∈ M C2(v1,v2) with (m 1 , n) ∈ K (v1,v2) and (m 1 , n ) ∈ L (v1,v2) such that m = nm(n ) −1 , where K (v1,v2) and L (v1,v2) are respectively given by (3.3) and (3.4). Thus (r 1v1 , r 2v2 m ) · R C = (r 1v1 , r 2v2 nm(n ) −1 ) · R C = (r 1 m 1v1 , r 2v2 nm) · R C = (r 1 , r 2 )(m 1 , Adv 2 (n))(v 1 ,v 2 m) · R C = (r 1 , r 2 )z (0) m , where (r 1 , r 2 ) = (r 1 , r 2 )(m 1 , Adv 2 (n)) ∈ R A . On the other hand, since (r 1v1 , r 2v2 m ) 
Proof. Let i ≥ 0 and m ∈ M C2(v2,v2) . By Proposition 3.4, we have the semi-direct product decompositions S v2) ). It also follows from Proposition 3.4 that S For v 1 ∈ W C1 1 and v 2 ∈ A2 W 2 , set and v 2 ∈ A2 W 2 , (i) X (v1,v2) is a smooth locally closed subset of (G 1 × G 2 )/R C isomorphic to the product of M C2(v1,v2) /Y 2 and the affine space
A,C is a smooth irreducible locally closed subset of G 1 × G 2 which establishes the first part (i) of Theorem 2.2.
Proof. Consider the composition
It is easy to see that X (v1,v2) is precisely the fiber of p 0 over the point e · R (v1,v2) ∈ R A /R (v1,v2) . Since p 0 is R A -equivariant, by [17, Lemma 4] , the action map of
Since p 0 is a fibration, X (v1,v2) is a smooth locally closed subset of (G 1 × G 2 )/R C . The rest of the claim in 1) follows from Lemma 4.5 and Proposition 4.8.
Another description of the strata
Proof. By Lemma 3.3, we have
It remains to show that R
Write v 2 = x 2 u 2 and v 1 = u 1 x 1 as in (4.11) and (4.12) and let f 0 :
Consider the sequence of fibrations in (4.18). Since
holds for all i ≥ 0. Proposition 4.11. Given two admissible triples A = (A 1 , A 2 , a, K) and C = (C 1 , C 2 , c, L), suppose that A = (A 1 , A 2 , a, K ) and C = (C 1 , C 2 , c, L ) are two other admissible quadruples containing the same triples (A 1 , A 2 , a) and (C 1 , C 2 , c). Then there exist t 2 , s 2 ∈ T 2 such that
Proof. Let K be given as in (2.1), and assume that
where, for i = 1, 2, Z 1 is a closed subgroup of Z Ai , and θ 1 : M A1 /Z 1 → M A2 /Z 2 is an isomorphism having the same properties as θ a . The isomorphisms from M A1 /Z A1 to M A2 /Z A2 induced by θ a and θ a will still be denoted by the same symbols. Then our assumptions imply that the automorphism θ : 
Then it is easy to see that
for all v in the Weyl group of (G, T ). A 2 , a, K) and C = (C 1 , C 2 , c, L) be two arbitrary admissible quadruples for G 1 × G 2 . Extending (4.21), let
Closures of the sets
Thus when v 1 ∈ W C1 1 and v 2 ∈ A2 W 2 , the set [v 1 , v 2 ] A,C in (5.1) is the same as what we defined before. Our main result in this section is the following Theorem 5.2 which describes the closure of [v 1 , v 2 ] A,C in G 1 × G 2 for any v 1 ∈ W 1 , v 2 ∈ W 2 . The proof of Theorem 5.2, which uses a series of lemmas proved in §5.2, will be given in §5. 3 . In this section, if X is a subset of G 1 × G 2 , X always denotes the closure of X in G 1 × G 2 .
Remark 5.3. A special case of (2.6) says that for any admissible quadruple C, the (B 1 ×B 2 )orbits in (G 1 × G 2 )/R C are precisely of the form (
and v 2 ∈ W 2 . Combining Lemma 5.1 and Theorem 5.2, we see that for any (
and v 2 ∈ A2 W 2 .
The closures of
In this section, we will describe the (B 1 × B 2 , R C )-double cosets in the set
The following Lemma 5.4 on W 1 (x 1 , z 1 ) can be either proved by induction on the length of z 1 or can be seen as a direct consequence of the explicit description of W 1 (y 1 , z 1 ) in [2, Remark 3.19 ].
Lemma 5.4. Let y 1 , z 1 ∈ W 1 be arbitrary. Then every x 1 ∈ W 1 (y 1 , z 1 ) is of the form
By Lemma 5.4, every x 1 ∈ W 1 (y 1 , c −1 (z −1 2 )) is of the form x 1 = y 1 u 1 for some
This completes the proof the Lemma.
Lemma 5.6. For any v 1 ∈ W 1 and v 2 ∈ W 2 , one has
Proof. The Lemma follows from [19, Lemma 2, P. 68] (see Lemma 8.1 in the Appendix) by noting that R C /((B 1 × B 2 ) ∩ R C ) is isomorphic to the full flag variety of M C1 (see Lemma 4.5) and is hence complete.
Lemma 5.7. For any v 1 ∈ W 1 and v 2 ∈ W 2 , one has
Proof. By Lemma 5.6 and the Bruhat decomposition,
Thus the right hand side of (5.4) is contained in
Proposition 5.8. For any v 1 ∈ W 1 and v 2 ∈ W 2 , one has the disjoint union
Proof. Proposition 5.8 follows from Lemma 5.7 by decomposing the element w 1 ∈ W 1 in the right hand side of (5.4) according to the decomposition W 1 = W C1 1 W C1 and by the fact that (T 1 × T 2 )(u 1 , c(u 1 ))R C = (T 1 × T 2 )R C for any u 1 ∈ W C1 , where T 1 and T 2 are respectively the maximal tori of G 1 and G 2 as fixed in §2.1.
Corollary 5.9. For any v 1 ∈ W C1 1 , v 2 ∈ W 2 , one has the disjoint union
Remark 5.10. By Lemma 8.3 in the Appendix, Corollary 5.9 is equivalent to the following description of closures of (B 1 × B 2 , R − C )-double cosets in G 1 × G 2 as given in [18, Lemma
Then there exist x 1 ∈ W A1 and y 1 ∈ W C1 such that
Proof. One sees from (5.5) that (w 1 ,
where in the last step we used the fact that l(a(x 1 )v 2 ) = l(a(x 1 )) + l(v 2 ). Thus there exists
By Lemma 8.4 in the Appendix, w 1 ≥ x 1 v 1 y 1 and w 2 ≥ a(x 1 )v 2 c(y 1 ).
Proof of Theorem 5.2. Fix
We will first show that
Indeed, by Lemma 8.1 in the Appendix,
Thus by Lemma 5.7,
Thus (v 1 , v 2 ) is in the set of the right hand side of (5.6). Conversely, suppose that
. This completes the Theorem 5.2.
For any (v 1 , v 2 ) ∈ J (v 1 , v 2 ), it follows from (5.7) that
This completes the proof of Theorem 5.2.
Let again A and C be two admissible quadruples for G 1 × G 2 . Let w 0,Γ1 and w 0,C1 be the longest element in W 1 and W C1 respectively.
Associated to C, we have the admissible quadruple C * def = (C * 1 , C * 2 , c * , L * ), where (6.8)
It is easy to see that R C * = Ad (ẇ0,Γ 1ẇ 0,C 1 , e) R − C . Moreover, 
1 . All the statements in Proposition 6.1 follow from the fact that
Closures of the sets
Theorem 6.2. For any v 1 ∈ W 1 and v 2 ∈ W 2 , with [v 1 , v 2 ] − A,C given in (6.10), one has
7. The R A -stable pieces in G and their closures
We retain the notation in §2.3. In particular, G is a semi-simple algebraic group of adjoint type, and G denotes the De Concini-Procesi compactification of G. In this section, unless otherwise stated, if X is a subset of G, X always denotes the closure of X in G.
For each J ⊂ G, recall that h J is a point in G such that the stabilizer subgroup of G × G at h J is R − J given in (2.8) . Let A = (A 1 , A 2 , a, K) be any admissible quadruple for G × G. Then we have the decomposition of G into R A -stable pieces 
When R A = G diag , the Proposition 7.1 coincides with the description of the geometry of Lusztig's G diag -stable pieces given in [8] .
In this section, we study the closures of the subsets [J, v 1 , v 2 ] A in G.
The following Lemma 7.2 follows immediately from Lemma 8.1 in the Appendix.
Proposition 7.3. Let A be an admissible quadruple for G × G. Then for any J ⊂ Γ and
Proof. It is well-known [5] that for I 1 , I 2 ⊂ Γ,
The decomposition in (7.1) now follows from Theorem 6.2.
In the following §7.2 and §7.3, we will simplify the descriptions of the the closure relations in Proposition 7.3.
The second description. Recall that (G
Theorem 7.4. Let A be an admissible quadruple for G×G. Let I, J ⊂ Γ, v 1 ∈ W J , v 1 ∈ W I , and v 2 , v 2 ∈ A2 W . Then the following are equivalent:
A , one sees that (ii) implies (iii). It remains to show that (iii) implies (i). Assume (iii). By Proposition 7.3, there exist x ∈ W A1 and z ∈ W J with l(v 2 z) = l(v 2 ) + l(z) such that xv 1 ≥ v 1 z and a(x)v 2 ≤ v 2 z. Write z = uy with u ∈ W I J and y ∈ W I . Then the set
is non-empty. Let (x 0 , y 0 ) ∈ W A1 × W I be a minimal element in S. We claim that 
It remains to prove (7.2). We first show that a(x 0 )v 2 y −1 0 ≤ v 2 u. Indeed, since a(x 0 )v 2 ≤ v 2 uy 0 , it follows from Lemma 8.7 in the Appendix that there exists y 1 ≤ y 0 such that
Thus (x 0 , y 2 ) ∈ S. Since (x 0 , y 2 ) ≤ (x 0 , y 0 ) and since (x 0 , y 0 ) is minimal in S, we must have y 2 = y 0 . Hence y 1 = y 0 , and a(x 0 )v 2 y −1 0 ≤ v 2 u by (7.3). We now show that l(x 0 v 1 ) = l(x 0 ) + l(v 1 ). Indeed, if l(x 0 v 1 ) < l(x 0 ) + l(v 1 ), then by Lemma 8.6 in the Appendix, there exists
Since (x 1 , y 0 ) < (x 0 , y 0 ), this is a contradiction to the minimality of (x 0 , y 0 ) in S. Hence l(x 0 v 1 ) = l(x 0 ) + l(v 1 ).
By Lemma 8.7 in the Appendix, there exists y 1 ≤ (x 1 v 1 ) I such that
Hence (x 2 , y 0 ) ∈ S. By the minimality of (x 0 , y 0 ) in S, we have x 2 = x 0 , so y 1 = (x 1 v 1 ) I , and (x 0 v 1 ) I ≥ v 1 uy 0 (x 1 v 1 ) −1 I . This proves (7.2). As a corollary of (iii) in Theorem 7.4 and Proposition 7.3, we get the following second description of the closure relations on the R A -stable pieces in G. 7.3. The third description. In this section, we show that the condition l(v 2 z) = l(v 2 )+l(z) in (7.4) can be dropped. Namely, we have Theorem 7.6. Let A be an admissible quadruple for G × G. Then for any J ⊂ Γ and (v 1 , v 2 ) ∈ W J × A2 W ,
Proof. Fix J ⊂ Γ and (v 1 , v 2 ) ∈ W J × A2 W . It is enough to show that the right hand side of (7.5) is contained in the right hand side of (7.4). To this end, let I ⊂ J and let (v 1 , v 2 ) ∈ W I × A2 W be such that there exist x ∈ W A1 and z ∈ W J with xv 1 ≥ v 1 z and a(x)v 2 ≤ v 2 z. Choose such an x ∈ W A1 and let Z = {z ∈ W J | xv 1 ≥ v 1 z , a(x)v 2 ≤ v 2 z }.
Then Z = ∅. Let z 0 ∈ Z be a minimal element. We claim that l(v 2 z 0 ) = l(v 2 ) + l(z 0 ). Indeed, if l(v 2 z 0 ) < l(v 2 ) + l(z 0 ), then by Lemma 8.6 in the Appendix, there exists z 1 < z 0 such that v 2 z 1 > v 2 z 0 . Thus v 2 z 1 > a(x)v 2 . Since v 1 ∈ W J and z 1 , z 0 ∈ W J , we also have v 1 z 1 ≤ v 1 z 0 ≤ xv 1 . Thus z 1 ∈ Z, which contradicts to the fact the z 0 is a minimal element in Z. This shows that l(v 2 z 0 ) = l(v 2 ) + l(z 0 ), and thus [I, v 1 , v 2 ] A is contained in the right hand side of (7.4).
Remark 7.7. Note that in the proofs of Proposition 7.3, Corollary 7.5, and Theorem 7.6, we did not use the fact that v 2 ∈ A2 W . In fact, the decomposition formulas (7.1), (7.4) , and (7.5) hold for any v 1 ∈ W J and v 2 ∈ W 2 . Thus the closure of R A O in G for any (B ×B)-orbit O in G is a union of the sets of the form [I, v 1 , v 2 ] A for I ⊂ Γ, v 1 ∈ W I , and v 2 ∈ A2 W . Proposition 7.3, Corollary 7.5, and Theorem 7.6 give three equivalent descriptions of the decomposition. See also Remark 5.3. [19] . The following is [19, Lemma 2, P. 68]. We state it here for the convenience of the reader. Lemma 8.1. Let G be an algebraic group acting on a variety V . Let H be a closed subgroup of G and let U ⊂ V be a closet subset of V , invariant under the action of H. Assume that G/H is complete. Then G · U is closed.
Appendix

A lemma from
8.2.
A few facts on the Weyl group. Let G be a any connected reductive algebraic group over an algebraically closed field. Let T be a maximal torus of G, let B a Borel subgroup of G containing T , and let Γ be the set of simple roots for (B, T ). Let W be the Weyl group of Γ. For the convenience of the reader, we collect in this section a few facts on W that are used in this paper. Recall that for two subsets A and C of Γ we denote A W C = A W ∩ W C . Proof. If xu −1 ≤ w, then xw 0,C = xu −1 uw 0,C ≤ wuw 0,C . Conversely, assume that xw 0,C ≤ wuw 0,C . Then there exist w 1 ≤ w and y ≤ uw 0,C such that xw 0,C = w 1 y. It follows from y ≤ uw 0,C that yw 0,C ≥ u, so u −1 ≤ w 0,C y −1 . Thus xu −1 ≤ xw 0,C y −1 = w 1 ≤ w. 
