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né válida para toda função u ∈ H1,p(M) om p > 1, r = p(n+p)
n
e 1 ≤ τ ≤ min{2, p}. No asoem que 1 ≤ τ < min{2, p}, oorre a existênia de funções extremais.Em seguida, mostramos a validade da desigualdade de p-entropia Riemanniana ótima.Preisamente, estabeleemos que para toda função u ∈ H1,p(M) om ||u||Lp(M) = 1, veria-se
∫
M


















p−1 ) em que (x, t) ∈M × (0,+∞),
u(·, 0) = fpara algum dado iniial f ∈ L1(M), f ≥ 0 é hiperontrativo.Por m, mostramos a validade da desigualdade de r-entropia Riemanniana ótima, istoé, para toda função u ∈ H1,p(M) om ||u||Lr(M) = 1, tem-se
∫
M
|u|r log(|u|r) dvg ≤
nr











]om 1 < r ≤ p ≤ 2. Se 1 < r ≤ p < 2, então existe função extremal.Palavras-have: onstantes ótimas, desigualdades ótimas, desigualdade de Moser, desigual-dades de entropia.



























nfor all funtion u ∈ H1,p(M) where p > 1, r = p(n+p)
n
and 1 ≤ τ ≤ min{2, p}. We prove theexistene of an extremal funtion for the optimal inequality above when 1 ≤ τ < min{2, p}.Next, we establish the validity of the general optimal Lp-entropy:
∫
M














for all funtion u ∈ H1,p(M) with ||u||Lp(M) = 1 where p > 1 and 1 ≤ τ min{2, p}. When




p−1 ) em que (x, t) ∈M × (0,+∞),
u(·, 0) = ffor some f ∈ L1(M), f ≥ 0 is hyperontrative.Finally, we show the validity of the optimal Lr-entropy:
∫
M
|u|r log(|u|r) dvg ≤
nr











]for all funtions u ∈ H1,p(M) with ||u||Lr = 1 where 1 < r ≤ p ≤ 2. If 1 < r ≤ p < 2 we showthere exists an extremal funtion.Keywords: Best onstants. Optimal inequalities. Moser inequality. Entropy inequalities.
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INTRODUÇO













nválida para toda função u ∈ C∞c (Rn) e alguma onstante c > 0. Esta desigualdade é umaso partiular (p = 2) da desigualdade de Moser Eulidiana geral que arma que existe umaonstante A > 0 tal que
∫
Rn








n (ME(A))é válida para toda função u ∈ W 1,p(Rn) om p ≥ 1, n ≥ 2 e r = p(n+p)
n
. Quando denimos





Lp(Rn); ||u||Lr(Rn) = 1},a desigualdade (ME(A(p, n))) é hamada de desigualdade de Moser Eulidiana ótima e a ons-tante A(p, n) é a onstante ótima desta desigualdade. Mais detalhes sobre esta onstante foramestudados por Bekner, em [6℄.Nosso primeiro interesse, nesta tese, é estudar esta desigualdade do ponto de vista ótimoem variedades Riemannianas. Signiativos avanços têm sido obtidos neste sentido, para umaexposição geral e outras referênias sobre este assunto, itamos [15℄, [20℄ e [23℄. Seguindo


















,onde p ≥ 1, n ≥ 2 e r = p(n+p)
n

























n (MR(A,B))válida para toda função u ∈ H1,p(M) e para p, n e r desritos anteriormente. Como observadoem [31℄ ou [32℄, a desigualdade (MR(A,B)) implia A ≥ A(p, n) τp .Nosso foo de estudo onsistiu em onsiderar a desigualdade (MR(A,B)) em seu sentidoótimo. Como existem duas onstantes em (MR(A,B)), a otimalidade pode ser denida de duasmaneiras diferentes. Seguiremos aquela de maior interesse do ponto de vista de EDP (onformeapítulos 4 e 5 do livro [38℄). Denimos a primeira onstante ótima de Moser Riemannianapor



























né válida para toda função u ∈ H1,p(M). Assim,
Aopt = A(p, n)
τ
p .
11Uma vez que (MR(A(p, n) τp + ε, Cε)) é satisfeita, faz sentido onsiderarmos
Bε = inf{B ∈ R; (MR(A(p, n)
τ




























.Veriamos que (Bε) é monótona não resente. Seja
B = lim
ε→0
Bε.Em ontraste om o aso Eulidiano (Bε = 0), a validade da primeira desigualdade de MoserRiemanniana ótima é mais deliada, pois se fazemos ε → 0, então (Bε) pode, em priní-pio, explodir. De fato, quando τ = p > 2, existem asos em que a desigualdade ótima deGagliardo-Nirenberg ou a desigualdade ótima de Sobolev não são válidas, dependendo da geo-metria da variedade (M, g) (vide [19℄ ou [29℄, respetivamente). Em vista disto, onsideramos
τ ≤ min{2, p}, isto é, enfraqueemos a desigualdade de Moser. Esta ideia já tinha sido apli-ada em [23℄ no estudo de uma família de desigualdades de Gagliardo-Nirenberg para τ = 2 e
2 < p < n. Como será visto, os argumentos usados em nossa prova já foram apresentados em[23℄, ujo ponto have onsistiu em utilizar ténias de explosão. Porém, em nosso trabalho,introduzimos um modo novo de estudar esta explosão, onsiderando-o mais apropriado para onosso problema.Como primeiro resultado, provamos que se 1 ≤ τ ≤ min{2, p}, então B < +∞ e
(MR(A(p, n)
τ
p ,B)) é válida para toda função u ∈ H1,p(M). A relevânia deste fato é que omesmo estende outros três resultados: de Brouttelande [15℄ quando p = q = τ = 2, Ceon eMontenegro [20℄ no aso 1 < p = q ≤ 2 e τ = p e Chen e Sun [23℄ na situação 2 < p = q < n e
τ = 2. A validade de (MR(A(p, n) τp ,B)) permite onsiderarmos a segunda onstante ótima deMoser :
Bopt = inf{B; (MR(A(p, n)
τ
p , B)) é válida}.Observamos que (MR(A(p, n) τp , Bopt)) é válida para toda função u ∈ H1,p(M). Com base nisso,hamamos de função extremal a qualquer função não nula em H1,p(M) que realiza a igualdadeem (MR(A(p, n) τp , Bopt)). Diferentemente do aso Eulidiano, a existênia de funções extre-mais não segue imediatamente da apliação de ténias variaionais. Todavia, omo segundoresultado, uniamos a demonstração da validade da desigualdade ótima om a existênia defunções extremais. Preisamente, provamos que se 1 ≤ τ < min{2, p}, a segunda desigualdadede Moser Riemanniana ótima (MR(A(p, n) τp , Bopt)) admite função extremal e Bopt = B.Estes resultados referentes a validade da desigualdade de Moser Riemanniana ótima e a
12existênia de função extremal renderam o artigo [2℄.A desigualdade de Moser está intimamente relaionada om a desigualdade de entropia.Basiamente, esta relação oorre através da apliação da desigualdade de Jensen. No enárioRiemanniano, a desigualdade de entropia foi reentemente estudada no aso 1 < p ≤ 2 em[21℄ (para p > 2, está onjeturado que a desigualdade algumas vezes falha). Motivados omesta onexão, obtivemos resultados envolvendo a validade de uma família de desigualdades deentropia.Tais desigualdades tornaram-se uma ferramenta poderosa em algumas áreas da mate-mátia, omo Análise Real, Análise Complexa, Análise Geométria, Geometria Convexa, Pro-babilidade, entre outras. O trabalho pioneiro [37℄, devido a Gross, apresentou a equivalêniaentre uma lasse de desigualdades de entropia e a hiperontratividade do semigrupo do alor.Partiularmente, estas desigualdades om respeito a medida Gaussiana desempenham um papelrelevante na teoria do uxo de Rii (omo em [44℄), na teoria do transporte ótimo (onforme[47℄), na teoria da probabilidade (por exemplo, [40℄), entre outras apliações.Reentes desenvolvimentos apontaram uma estreita relação entre uma lasse de desi-gualdades logarítmias de Sobolev (também onheidas omo desigualdades de entropia) e apropriedade de hiperontratividade para algumas equações de evolução não lineares. Para umavisão geral, itamos os trabalhos [26℄, [34℄ e [35℄ para referênias no enário Eulidiano e [10℄,[11℄ e [34℄ para referênias em variedades Riemannianas.Nesta direção, nosso próximo objetivo onsistiu em estudar onstantes e desigualdades deentropia ótimas em variedades Riemannianas. Contudo, antes de prosseguirmos e desrevermosos problemas do nosso interesse, resumidamente apresentamos a desigualdade de p-entropia em
R
n, juntamente om as ontribuições que foram dadas.A desigualdade de p-entropia Eulidiana estabelee que para toda função u ∈ W 1,p(Rn)om ∫
Rn
|u|p dx = 1, tem-se
∫
Rn















.Para p = 1, Ledoux [41℄ provou a desigualdade (1) e Bekner [7℄ lassiou suas funçõesextremais omo funções araterístias normalizadas em bolas. Neste mesmo trabalho, Bekner



















































.É oportuno menionar a ideia have introduzida por Bakry, Coulhon, Ledoux e Salof-Costeem [5℄: eles desobriram que para 1 < p < n, a desigualdade de p-entropia Eulidiana podeser deduzida omo um aso limite de ertas desigualdades de Gagliardo-Nirenberg Eulidiana.Mais tarde, este ponto de vista foi explorado por Del Pino e Dolbeault [26℄ para estabeleer adesigualdade (1) no aso 1 < p < n.Desrevemos agora o enário Riemanniano: seja (M, g) uma variedade Riemannianasuave, ompata, sem bordo e de dimensão n ≥ 2. Consideramos p > 1 e um parâmetro τ ∈ Rsatisfazendo 1 ≤ τ ≤ p. Nossa primeira meta baseou-se em mostrar que existem onstantes Ae B positivas tais que a desigualdade de p-entropia
∫
M









































,em que θk = n(p−qk)qkp−qkn+np , qk = p− 1k , k ∈ N, N(p, qk) τp é a primeira onstante ótima desta desi-gualdade e B(p, qk) é a segunda onstante ótima. Naturalmente estas onstantes dependem dadimensão n e B(p, qk) pode depender da métria g. Como estas informações não são relevantespara o nosso estudo, iremos omiti-las.









































dvg;(b) a sequênia (N(p, qk)) onverge para A0(p) quando k → +∞;() lim
k→+∞
B(p, qk) = B(p) < +∞.A armação no item (a) deorre, essenialmente, da apliação do teorema do valor médioem dois momentos. Para o item (b), usamos que (N(p, qk)) é monótona (não deresente) edevido a desigualdade de Jensen, garantimos sua limitação. O ponto deliado foi estabeleer(). Considerando a hipótese 1 ≤ τ ≤ min{2, p}, o resultado em () é então obtido, a grossomodo, levando em onta a existênia de uma sequênia (uk) que satisfaz uma equação de Euler-Lagrange assoiada a desigualdade de Nash Riemanniana ótima e da estimativa om que estasequênia onverge para zero pontualmente. As prinipais ferramentas usadas nesta etapa foramo método blow-up, a iteração de Moser para EDP's elíptias (aso 1 < p ≤ n), a desigualdadede Morrey (aso p > n) e a teoria de regularidade de Tolksdorf.Em vista da veraidade das armações em (a), (b) e (), apliamos o limite em k → +∞para onluirmos que
∫
M















] (2)para toda função u ∈ H1,p(M) om ||u||Lp(M) = 1. De modo natural (assim omo oorreu nadesigualdade de Moser), surgem as denições de primeira onstante ótima de p-entropia
A(p, τ) = inf{A ∈ R; existe B ∈ R om (L(A,B)) válida}e da primeira desigualdade de p-entropia Riemanniana ótima que arma que existe B ∈ R talque para toda u ∈ H1,p(M) om ||u||Lp(M) = 1, tem-se
∫
M














.No aso da primeira desigualdade de p-entropia Riemanniana ótima ser verdadeira, onsidera-
15mos a segunda onstante ótima de p-entropia
B(p, τ) = inf{B ∈ R : (L(A(p, τ), B)) é válida}e a segunda desigualdade de p-entropia Riemmaniana ótima que estabelee que
∫
M














é válida para toda função u ∈ H1,p(M) om ||u||Lp(M) = 1. A denição de A(p, τ) apliada em(2) garante que A(p, τ) ≤ A0(p) τp . Por outro lado, ombinamos a desigualdade de Jensen oma desigualdade de p-entropia para determinarmos uma desigualdade de Nash. Isto provará que
A(p, τ) = A0(p)
τ
pDe modo semelhante ao que vimos na desigualdade de Moser, dizemos que u0 ∈ H1,p(M) om





















.Apoiados na prova da limitação de (B(p, qk)), demonstramos a existênia de função extremalquando 1 ≤ τ < min{2, p} ou τ = p < 2. Além disso,




p−1 ) em que (x, t) ∈M × (0,+∞),
u(·, 0) = fpara algum dado iniial f ∈ L1(M), f ≥ 0. Nesta estimativa, ará explíito o uso dasonstantes ótimas de p-entropia.Os resultados referentes a validade da desigualdade de p-entropia Riemanniana ótima, aexistênia de função extremal para (L(A0(p) τp ,B(p)) e a apliação desrita brevemente aimaforam organizados num preprint a ser submetido em 2016.Por m, investigamos a desigualdade de r-entropia Riemanniana ótima. Consideramos
(M, g) uma variedade Riemanniana suave, ompata, sem bordo e de dimensão n ≥ 2 e osparâmetros p, r ∈ R om 1 < r ≤ p ≤ 2. Nosso propósito iniial foi garantir que existem




































qkθké válida para toda u ∈ H1,p(M) om 1 ≤ qk < r ≤ p ≤ 2, qk = r − 1k , k ∈ N, θk = np(r−qk)r(qk(p−n)+np)um parâmetro interpolador que satisfaz θk ∈ (0, 1) para todo k ∈ N, A(p, qk, r) é a primeiraonstante ótima desta desigualdade e B(p, qk, r) é a segunda onstante ótima.Com argumentos semelhantes aos adotados para a obtenção da desigualdade de p-entropia, mostramos que (Ent(A,B)) é obtida a partir da desigualdade de Gagliardo-NirenbergRiemanniana ótima via passagem do limite em A(p, qk, r) e em B(p, qk, r) quando k → +∞.Num primeiro estágio, veriamos que
lim
k→+∞
A(p, qk, r) = A0(p, r) < +∞.Novamente, o argumento mais deliado onsistiu no estudo do omportamento de B(p, qk, r)quando fazemos k → +∞. Entretanto, através da obtenção de uma sequênia (uk) que satisfazuma equação de Euler-Lagrange assoiada a desigualdade de Gagliardo-Nirenberg Riemannianaótima e da estimativa da veloidade om que esta sequênia onverge para zero pontualmente,mostramos que
lim
k→+∞
B(p, qk, r) = B0(p, r) < +∞.Com os dois limites anteriores, obtemos a desigualdade de r-entropia:
∫
M
|u|r log(|u|r) dvg ≤
nr











]válida para toda função u ∈ H1,p(M) om ||u||Lr(M) = 1.Proedendo da mesma forma realizada na disussão da desigualdade de p-entropia, po-demos denir a primeira onstante ótima Riemanniana de r-entropia, a qual denotamos por
Aent, e primeira desigualdade de r-entropia Riemanniana ótima que arma que existe B ∈ Rtal que para toda u ∈ H1,p(M) om ||u||Lr(M) = 1, tem-se
∫
M
|u|r log(|u|r) dvg ≤
nr













Aent = A0(p, r).Denimos também a segunda onstante ótima de r-entropia - Bent - e a segunda desigualdadede r-entropia Riemmaniana ótima que estabelee que
∫
M
|u|r log(|u|r) dvg ≤
nr











)é satisfeita para toda função u ∈ H1,p(M) om ||u||Lr(M) = 1.Como onlusão do estudo da desigualdade de r-entropia, provamos a existênia defunções extremais para (Ent(Aent,Bent)) (se 1 < r ≤ p < 2) e Bent = B0(p, r).Os resultados referentes a validade da desigualdade de r-entropia Riemanniana ótima ea existênia de função extremal para esta desigualdade estão organizados num artigo na formade preprint om submissão prevista para iníio de 2016.Para enerrar, preparamos esta tese em três apítulos, de aordo om as três ontribui-ções em análise geométria que foram obtidas.O Capítulo 1 ontém a validade da desigualdade de Moser Riemanniana ótima. Alémdisso, aresentamos uma prova da desigualdade de Moser Eulidiana e desrevemos a maneiraomo é obtida a desigualdade de Moser Riemanniana.No Capítulo 2, tratamos a validade da desigualdade de p-entropia Riemanniana ótima.O Capítulo 3 apresenta nossa tereira ontribuição, em que obtemos a validade dadesigualdade de r-entropia Riemanniana ótima.
Capítulo 1
DESIGUALDADE DE MOSERRIEMANNIANA ÓTIMA
Este apítulo está organizado em três seções. Na seção 1.1, apresentamos a desigual-dade de Moser em Rn. Na seção seguinte, estabeleemos esta desigualdade numa variedadeRiemanniana suave e ompata via argumentos padrões da geometria em variedades. O apí-tulo enerra-se om o estudo da desigualdade de Moser Riemanniana num ontexto ótimo.A partir deste momento, onvenionaremos que || · ||s denota a norma em Ls(Rn) ou
Ls(M) (o ontexto ará laro), onde 1 ≤ s ≤ +∞.1.1 Desigualdade de Moser EulidianaNo espaço Eulidiano, a versão Lp da desigualdade de Moser garante que existe umaonstante A > 0 tal que
∫
Rn










































19Como θ = 1
n+1

































, (1.2)a qual orresponde a desigualdade de Moser para p = 1.Suponhamos p > 1. Denimos
v(x) = |u(x)|γ = [u(x)2]
γ
2om γ > 1 a ser esolhido e u ∈ C1c (Rn). Como γ > 1, teremos v ∈ C1c (Rn). Com isso,









































= r, isto é, γ = p (n+p
n+1
)
> 1. Para este γ, (1.3)transforma-se em
∫
Rn













︸ ︷︷ ︸(1.4.1) (∫Rn |u|γ dx) 1n︸ ︷︷ ︸(1.4.2) . (1.4)Iremos estimar (1.4.1) e (1.4.2). Usaremos a desigualdade de interpolação em (1.4.2) naseguinte onguração: p ≤ γ ≤ p(n+p)
n


























. (1.5)Apliando agora a desigualdade de interpolação em (1.4.1) om





























. (1.6)Substituindo (1.5) e (1.6) em (1.4), temos
∫
Rn





















































.Portanto, obtemos a desigualdade de Moser
∫
Rn








npara p > 1 e u ∈ C1c (Rn).Graças a um argumento de densidade, obtemos a desigualdade de Moser Eulidiana geralque estabelee o seguinte: existe uma onstante A > 0 tal que
∫
Rn








n (ME(A))é válida para toda função u ∈ W 1,p(Rn) om p ≥ 1, n ≥ 2 e r = p(n+p)
n
. Consideramos





p ; ||u||r = 1} . (1.7)Assim, temos aDenição 1.1 A desigualdade (ME(A(p, n))) é hamada desigualdade de Moser Eulidi-ana ótima e a onstante A(p, n) é a onstante de Moser ótima desta desigualdade.Mais detalhes sobre A(p, n) foram estudados por Bekner, em [6℄.1.2 Desigualdade de Moser RiemannianaNosso objetivo, durante esta seção, será estabeleer uma versão Riemanniana da desi-gualdade (ME(A)). Os resultados apresentados aqui usam argumentos já onheidos desde osanos 70 (vide, por exemplo, [31℄ ou [38℄).
21Proposição 1.1 Seja (M, g) uma variedade Riemanniana ompata de dimensão n ≥ 2. Dado


















,em que p ≥ 1 e r = p(n+p)
n
.Demonstração: Fixamos x0 ∈ M . Dado ε > 0, onsideramos δ = δ(x0, ε) > 0 e uma artaexponenial (Ω, ϕ) entrada em x0 om ϕ(Ω) = B(0; δ) ⊂ Rn satisfazendo





2 ≤ (1 + ε)
n
2 e (1 + ε)− 12 |∇u| ≤ |∇gu| ≤ (1 + ε) 12 |∇u|. (1.9)Seja u ∈ C1c (B(x0; δ)). Em virtude de (1.9), enumeramos três fatos:(a) ∫
M
|∇gu|





|∇(u ◦ ϕ−1)|p dx;(b) (1 + ε)−n2 ∫
Rn
|u ◦ ϕ−1|p dx ≤
∫
M





|u ◦ ϕ−1|p dx;() (1 + ε)−n2 ∫
Rn
|u ◦ ϕ−1|r dx ≤
∫
M





|u ◦ ϕ−1|r dx.Logo, juntamos os itens (a), (b) e () aima om a desigualdade de Moser Eulidianapara obter
∫
M











.Em resumo, podemos esolher ε > 0 pequeno de modo que
∫
M









n (1.10)qualquer que seja u ∈ C1c (B(x0; δ)).




B(xi; δ).Consideramos {αi}i=1,...,K uma partição da unidade subordinada à obertura aberta


































































































,sendo que nas desigualdades aima utilizamos a desigualdade de Minkowski (p
r





























































. (1.11)Estimaremos (1.1.1). Para isso, reorremos a desigualdade:







































































κap + c(κ)bp, κ > 0 e c(κ) = 1
pκp−1


















































































































24apliada em (1.16) fornee
∫
M





















. (1.17)Portanto, dado ε > 0, esolhemos max
1≤i≤K
{εi} > 0, ν > 0 e κ > 0 suientemente pequenosde modo que

























,omo queríamos.Observações 1.1 (a) A onstante Bε que surge é natural, uma vez que as funções onstantespertenem ao espaço C1(M);(b) Vemos de (1.17) que Bε → +∞ quando ε→ 0.Por densidade, o resultado obtido na Proposição 1.1 permanee válido no espaço




















, (1.18)em que p ≥ 1, n ≥ 2 e r = p(n+p)
n
.A próxima proposição justiará que A(p, n) é uma ota inferior para as onstantes Aque validam (1.18).Proposição 1.2 Seja (M, g) uma variedade Riemanniana ompata om dimensão n ≥ 2 eonsidere 1 ≤ p < +∞. Então, A ≥ A(p, n) em (1.18), onde A(p, n) é denida em (1.7).Demonstração: Fixamos um ponto x0 ∈ M . Dado ε > 0, existem uma arta exponenial
(Ω, ϕ) em x0 e δ = δ(x0, ε) > 0 tais que ϕ(Ω) = B(0; δ) ⊂ Rn satisfazendo (1.8). Usando asdesigualdades em (1.9), armamos o seguinte:Armação 1.1 Existe uma onstante c(ε, δ) (a ser denida mais tarde) tal que
∫
Rn









25para toda função ũ ∈ C1c (B(0; δ)).De fato, seja ũ ∈ C1c (B(0; δ)). Denimos a função u :M → R, pondo
u =
{
ũ ◦ ϕ em Ω,
0 em M\Ω.Observamos que ∫
Rn





|u|r dvg. (1.20)Para a função u, temos
∫
M




















≤ (1 + ε)
n

























· Vol(B(0; δ)) pn .Logo, invoando (1.20), (1.21) e as estimativas de (1.21.1) e de (1.21.2), obtemos
∫
Rn
|ũ|r dx ≤ A
[
(1 + ε)n+p
1− (1 + ε)
2n+p




1− (1 + ε)
2n+p
2 .B.Vol(B(0, δ)) pn ] .Disto,
∫
Rn








né válida para toda função ũ ∈ C1c (B(0; δ)), onluindo a prova da Armação 1.1.Passamos agora para o argumento nal. Fixada u ∈ C1c (Rn) e para λ > 0, onsideramos
uλ(x) = u(λx).















, (1.22)em deorrênia da Armação 1.1. Graças ao teorema da mudança de variáveis em integrais,teremos as seguintes igualdades:(i) ∫
B(0;δ)
|uλ|




















n .Reunindo (i), (ii), (iii) e (1.22), amos om
∫
Rn









.Como A(p, n) é a onstante ótima da desigualdade de Moser Eulidiana, devemos ter
A(p, n) ≤ c(ε, δ)A.Fazendo ε→ 0 e δ → 0, veriamos que c(ε, δ) → 1 e, portanto, A ≥ A(p, n).1.3 Desigualdade de Moser Riemanniana ÓtimaGraças a Proposição 1.1, existem ontantes positivas C e D tais que para toda função


















, (1.23)em que p ≥ 1, n ≥ 2 e r = p(n+p)
n

























n (MR(A,B))é válida para toda função u ∈ H1,p(M).
27Observações 1.2 (a) Quando τ = p em (MR(A,B)), reobtemos (1.23).(b) Argumentando omo na Proposição 1.2, onstatamos que A ≥ A(p, n) τp .Passamos agora para o estudo da desigualdade ótima.Denição 1.2 A primeira onstante ótima de Moser Riemanniana, denotada por Aopt,é denida por



























né válida. Disto, A(p, n) τp +ε ≥ Aopt para todo ε > 0. Fazendo ε→ 0, obtemos A(p, n) τp ≥ Aopt.Portanto,
Aopt = A(p, n)
τ
p .Notamos que a onstante ótima de Moser Eulidiana oinide om a primeira onstante deMoser Riemanniana no aso τ = p.Com a validade de (MR(A(p, n) τp + ε, Cε)), denimos
Bε = inf{B ∈ R; (MR(A(p, n)
τ
p + ε, B)) é válida}.Como as funções onstantes não nulas pertenem a H1,p(M), podemos substitui-las em
(MR(A(p, n)
τ
p + ε, Cε)) e iremos obter
Bε ≥ |M |
− τ
n , (1.24)onde |M | denota o volume de (M, g).Usando a limitação dada em (1.24), faz sentindo onsiderarmos a desigualdade
(MR(A(p, n)
τ



























né válida para toda função u ∈ H1,p(M).Observamos agora que (Bε) é monótona não resente. De fato, suponhamos ε1 < ε2.













































































< 0,donde Bε1 > Bε2 − λ para todo λ > 0. Isto mostra que (Bε) é monótona não resente.Denimos
B = lim
ε→0
Bε.Nosso prinipal objetivo desta seção é mostrar que B é nito. Este é o onteúdo do nossoTeorema 1.1 Seja (M, g) uma variedade Riemanniana ompata, sem fronteira e om dimen-são n ≥ 2. Consideramos p > 1 e r = p(n+p)
n
. Se 1 ≤ τ ≤ min{p, 2}, então B < ∞ e
(MR(A(p, n)
τ
p ,B)) é válida para toda função u ∈ H1,p(M).O Teorema 1.1 permite onsiderarmos a segunda onstante ótima de Moser Rieman-niana:
Bopt = inf{B; (MR(A(p, n)
τ
p , B)) é válida}.Notamos que (MR(A(p, n) τp , Bopt)) é válida para toda função u ∈ H1,p(M). Chamare-mos função extremal a qualquer função não nula em H1,p(M) que satisfaz a igualdade em
(MR(A(p, n)
τ
p , Bopt)).Como onsequênia do Teorema 1.1, teremos oTeorema 1.2 Seja (M, g) uma variedade Riemanniana ompata, sem fronteira e om dimen-são n ≥ 2. Consideramos p > 1 e r = p(n+p)
n
. Se 1 ≤ τ < min{2, p}, então (MR(A(p, n) τp , Bopt))admite função extremal e Bopt = B.Para failitar a ompreensão da demonstração do Teorema 1.1, dividiremos o argu-mento em quatro etapas:- na subseção 1.3.1, obtemos uma sequênia (uε) que satisfaz uma equação de Euler-Lagrange assoiada a desigualdade de Moser Riemanniana;- na subseção 1.3.2, usando ténia de explosão, mostraremos que a sequênia (uε)onentra-se em torno do seu ponto de máximo;
29- na subseção 1.3.3, estimamos a veloidade om esta sequênia onverge para zero pontu-almente;- na subseção 1.3.4, mostramos nalmente que (Bε) é limitada.Demonstração do Teorema 1.1:1.3.1 Equação de Euler-LagrangeVimos que Bε ≥ |M |− τn para todo ε > 0. Assim, duas possibilidades podem oorrer:(C.1) B = |M |− τn ou(C.2) B > |M |− τnSe (C.1) oorrer, então B < +∞ e o Teorema 1.1 estará provado fazendo ε → 0 em
(MR(A(p, n)
τ
p + ε, Bε)).Suponhamos (C.2). Então, existe uma sequênia (γε) de números reais positivos satis-fazendo Bε > |M |− τn + γε om γε → 0 quando ε → 0.Assoiaremos uma equação de Euler-Lagrange a desigualdade (MR(A(p, n) τp + ε, Bε)).Para isto, denimos o espaço
H = {u ∈ H1,p(M);
∫
M























.Pela denição de Bε, existe uma função u0 ∈ H tal que
Jε(u0) < 1 .Seja cε = inf
u∈H







≤ Jε(u). (1.25)Consideramos (uk) uma sequênia om uk ∈ H para todo k ∈ N e tal que Jε(uk) → cεquando k → +∞. Seja σ > 1 satisfazendo cε < σcε < 1. Disto e omo Jε(uk) → cε, temos
Jε(uk) < σcε para k suientemente grande.





















. (1.26)Para λ suientemente pequeno, temos A(p, n) τp − σcε(A(p, n) τp + λ) > 0. Além disso, sendo
p < r, segue que ||uk||p ≤ c para todo k ∈ N. Assim, em (1.26), veriamos que ||∇guk||p ≤ cpara todo k ∈ N, donde (uk) é limitada em H1,p(M).O espaço H1,p(M) é reexivo, o que garante que existe ũε ∈ H1,p(M) satisfazendo
uk ⇀ ũε, a menos de subsequênia. Por imersão ompata, obtemos
uk → ũε em Lp(M) ∩ Lr(M).Como 1 = ||uk||r → ||ũε||r, segue que ũε ∈ H. Logo, Jε(ũε) ≥ cε. Mostramos a desigualdadeontrária. Com efeito,




Jε(uk) = cε.Portanto, Jε(ũε) = cε.Notando que ∇g|ũε| = ±∇gũε em quase todo ponto, podemos assumir ũε ≥ 0. Arma-mos que ∫
M
|∇gũε|
pdvg 6= 0.De fato, suponhamos, por absurdo, que ũε é onstante. Como ũε ∈ H, temos ũε = |M |− 1r .Visto que

























































































.Por (1.25), temos Gε(u) ≤ A(p,n) τpcε no espaço




pdvg = 1}.Como Gε é de lasse C1, vε ∈ D, cε < 1 e Gε(vε) = A(p,n) τpcε , garantimos que
νε = sup
u∈D
Gε(u) = Gε(vε) > A(p, n)
τ



























































n e λε = ν−1ε ||uε|| p(p−τ)np ||vε||τ−pr .Com as notações anteriores, (1.29) torna-se

















ur−1ε em M. (1.30)Mostraremos que
λ−1ε ≥ A(p, n). (1.31)



































ε ≤ A(p, n)
−1,o que prova (1.31).Como p < r, via desigualdade de Hölder, existe uma onstante c > 0 tal que
0 ≤ Aε ≤ cpara todo ε > 0. Disto, analisaremos duas situações possíveis:(A) lim
ε→0
Aε > 0 (a menos de subsequênia);(B) lim
ε→0
Aε = 0 (a menos de subsequênia).Suponhamos que (A) oorra. Esolhemos uε omo função teste em (1.30) para obter



















ε .Segue que (dε) é limitada. Como Bε = cε (Bε−γεcε )+ γε = cεdε+ γε para todo ε > 0 om γε → 0quando ε→ 0 e cε < 1, garantimos que (Bε) é limitada. Assim,
lim
ε→0








































































ppara todo ε > 0. Uma vez que lim
ε→0





pdvg ≥ c (1.33)para todo ε > 0. Devido a (1.32) e (1.33) segue que




p−2∇guε · ∇gϕ dvg ≤ c
∫
M
ur−1ε ϕ dvg (1.35)para toda função ϕ ∈ H1,p(M), ϕ ≥ 0 e para alguma onstante c > 0.Apliando o método iterativo de Moser para o aso p ≤ n (vide [45℄) ou a desigualdadede Morrey para o aso p > n, garantimos que uε ∈ L∞(M) para todo ε > 0. Com isso, podemosapliar a teoria de regularidade de Tolksdorf [48℄ para onluir que uε ∈ C1(M) para todo ε > 0.Sendo M ompata, existe xε ∈M que realiza o ponto de máximo de uε, isto é,










urε dvg = 1. (1.37)Como estamos supondo (B), temos An+pp2ε → 0 quando ε→ 0.Iniiamos a prova daArmação 1.2 om um reesalonamento da função uε e da métria
34















(1.38)Com esta mudança, (1.30) torna-se
























































ε ≤ c (1.41)para todo ε > 0. Também por (1.40) e (1.41), temos
∫
B(0,σ)
ϕrε dhε ≥ c > 0 (1.42)para todo ε > 0.Via expansão de Cartan, podemos esrever
∫
B(0;σ)
ϕpε dx ≤ c
∫
B(0;σ)



























p dvg ≤ c,uma vez que λ−1ε Aε||∇guε||pp ≤ 1 (por (1.32)) e λ−1ε ≥ A(p, n) (onforme (1.31)). Com as duasobservações anteriores e um proesso diagonal de Cantor, garantimos que existe ϕ ∈ W 1,p(Rn)tal que ϕε ⇀ ϕ em W 1,ploc (Rn) para alguma subsequênia de (ϕε). Assim, para ada σ > 0, por
35imersão ompata e a onvergênia dhε → dx (em medida), temos
∫
B(0;σ)











urε dvg ≤ 1.Em partiular,


















































pdvg ≤ λε ≤ A(p, n)























































































,donde a estabeleido (1.45), já que pr − nr + np > 0.

































































































































































nom Bκ independente de ε > 0. Graças a denição de Aε, o uso da desigualdade de Young eo uso da desigualdade:















































































































ε,σdvg.Observamos que X ≤ 1, pois vimos que Aε||∇guε||pp ≤ A(p, n)−1. Também, laramente, temos












(1.48)Por (1.42), veriamos que Z > 0. Como Z ≤ XY pn e X, Y ≤ 1, garantimos também que










n(n+p) .Como 0 < X, Y ≤ 1, obtemos X = 1 e Y = 1. Portanto, retornando a (1.48) onluímos que






εpara todo x ∈M e ε > 0 suientemente pequeno.Demonstração: Suponha, por absurdo, que exista yε ∈ M tal que fε(yε) → +∞ quando
ε→ 0, sendo
















∞ ≤ dg(xε, yε)||uε||
p(n+p)
n2




∞ → +∞ quando ε→ 0. (1.49)Dados σ > 0 e ε ∈ (0, 1), mostraremos que




L∞(M) ) = ∅ (1.50)para ε > 0 suientemente pequeno.Este fato seguirá de
dg(xε, yε) ≥ σ||uε||
− p(n+p)
n2
∞ + εdg(xε, yε)para ε > 0 suientemente pequeno e σ > 0 xado. De fato, notamos que










≥ σ.Como dg(xε, yε)||uε|| p(n+p)n2∞ → +∞ quando ε → 0, a última desigualdade aima é laramentesatisfeita e, portanto, (1.50) está provado.Armamos agora que existe uma onstante c > 0 tal que
uε(x) ≤ cuε(yε) (1.51)para todo x ∈ B(yε; εdg(xε, yε)) e ε > 0 suientemente pequeno. De fato, notamos que paraada x ∈ B(yε; εdg(xε, yε)), temos























uε(yε).Tomando ε > 0 suientemente pequeno, garantimos (1.51).























(1.52)para todo x ∈ B(0; 2).A mudança em (1.52) permite-nos esrever (1.30) omo segue















ψr−1ε em B(0; 2). (1.53)Em partiular, ∫
B(0;2)
|∇hεψε|
p−2∇hεψε · ∇hεφ dhε ≤ c
∫
B(0;2)















































urε dvg,onde apliamos o método iterativo de Moser se p ≤ n ou a desigualdade de Morrey aso p > n etambém (1.41). Logo, hegamos a















urε dvg, (1.54)em que mε = ||uε||∞
uε(yε)




















































urεdvg,donde obtemos (1.55) fazendo ε→ 0, σ → +∞ e usando a Armação 1.2. Logo, por (1.54), temos
lim
ε→0



























n )n ≤ c, (1.56)em que Dε = B(yε;A 1pε uε(yε)− pn ).Introduzimos uma função de orte η ∈ C1c (R) que satisfaz η = 1 em [0, 12 ], η = 0 em [1,+∞) e






























































































































































































































































































































































































urε dvg → 0quando ε→ 0, o que ontradiz (1.54). Isto prova o Lema 1.1.1.3.4 O argumento nalNesta subseção, mostraremos que (Bε) é limitada. Realizaremos várias estimativasusando a estimativa pontual da sequênia (uε). Dada a invariânia esalar do problema, assu-miremos que o raio de injetividade de M é maior do que 1.
42Seja η ∈ C1c (R) uma função de orte omo denida nas duas últimas subseções. Denimos




















.Expandindo a métria g em oordenadas normais em torno de xε, loalmente temos
(1− cdg(x, xε)




p(1 + cdg(x, xε)































































































43Vamos estimar Fε eGε. Começaremos por Gε. Utilizando a denição de ηε e apliando as desigualdadesde Hölder e Young, enontramos












≤ κ Fε + c(κ)Aε
∫
B(xε;1)





























≤ κFε + c(κ)Aε
∫
B(xε,1)




























































































































































































































2 dvg + c
∫
M\B(xε;1)

























































































.Finalmente, se 1 < p ≤ 2, então
|M |−
τ
n < Bε − γε <
Bε − γε
cε








, (1.72)onde usamos a denição de (γε) e substituímos (1.69) e (iii) em (1.71). Agora, quando p > 2, apliamos(1.70) e (iv) em (1.71) para armos om
|M |−
τ








. (1.73)Vamos analisar (1.72) e (1.73). Observamos que se τ < min{2, p}, teremos uma ontradiçãoquando ε→ 0. Então, a hipótese (B) não oorre, o que implia que (A) é veriada e, omo já vimosnesta situação, B < +∞. Quando τ = min{2, p}, então a limitação de (dε) segue de (1.72) ou (1.73)e, portanto, (Bε) é limitada. Disto, B < +∞, enerrando a demonstração do Teorema 1.1.1.3.5 Existênia de função extremalNesta subseção, provaremos o Teorema 1.2, isto é, om as mesmas hipóteses sobre a variedadeRiemanniana (M,g) do Teorema 1.1 e onsiderando 1 < τ < min{2, p}, então (MR(A(p, n) τp , Bopt))admite função extremal e Bopt = B.Lembramos da demonstração do Teorema 1.1 que B ≥ |M |− τn . Primeiramente, se tivermos
B = |M |−
τ
n , então, por um álulo direto, veriamos que as funções onstantes são extremais para
(MR(A(p, n)
τ
p ,B)). Suponhamos B > |M |− τn . Desse modo, a ondição (C.2) (vide página 29) ésatisfeita. Usando o mesmo raioínio introduzido na subseção 1.3.1, obtemos uma sequênia (uε) quesatisfaz (1.72) ou (1.73). Como por hipótese τ < min{2, p}, garantimos que a ondição (A) oorre, ouseja,
lim
ε→0










≤ cpara todo ε > 0. Disto, (uε) é limitada em H1,p(M). Logo, existe u0 ∈ H1,p(M) tal que, a menos desubsequênia, uε ⇀ u0 em H1,p(M). Como ||uε||r = 1 para todo ε > 0 e por imersão ompata, temos




p−2∇guε∇gh dvg ≤ c
∫
M
ur−1ε h dvgpara toda função teste h ≥ 0. Então, segue do método iterativo de Moser (se p ≤ n) ou da desigualdade
46de Morrey (aso p > n) que
sup
x∈M










































































,demonstrando que u0 é uma função extremal para (MR(A(p, n) τp ,B)) e B = Bopt.
Capítulo 2
DESIGUALDADE DE p-ENTROPIARIEMANNIANA ÓTIMA
Seja (M,g) uma variedade Riemanniana suave, ompata, sem bordo e de dimensão n ≥ 2.Consideramos p > 1 e um parâmetro τ ∈ R satisfazendo 1 ≤ τ ≤ p. Nosso primeiro objetivo duranteeste apítulo será mostrar que existem onstantes A e B positivas tais que a desigualdade de p-entropia:
∫
M








































qkθk(2.1)é válida, em que θk = n(p−qk)qkp−qkn+np , qk = p − 1k , k ∈ N, N(p, qk) τp é a primeira onstante ótima destadesigualdade e B(p, qk) é a segunda onstante ótima.Veremos que (L(A,B)) será obtida a partir da desigualdade de Nash Riemanniana ótima. Oponto have onsistirá em estudar o omportamento das onstantes ótimas N(p, qk) e B(p, qk) quandofazemos k → +∞. Na subseção 2.1, veriaremos que
lim
k→+∞
N(p, qk) = A0(p),onde A0(p) é a onstante ótima Eulidiana da desigualdade de entropia:
∫
Rn









)válida para toda função u ∈W 1,p(Rn) om ||u||p = 1.O argumento deliado abrangerá o estudo do omportamento de B(p, qk) quando k → +∞.
48Mais preisamente, iremos mostrar que, a menos de subsequênia, teremos
B(p) := lim
k→+∞
B(p, qk) < +∞,isto é, provaremos oTeorema 2.1 Seja (M,g) uma variedade Riemanniana suave, ompata, sem bordo e om dimensão
n ≥ 2. Consideremos 1 ≤ τ ≤ min{2, p} e B(p, qk) omo em (2.1). Para qualquer p > 1, B(p) < +∞.A partir deste teorema, obtemos oCorolário 2.1 A desigualdade de p-entropia Riemanniana
∫
M















]é válida para toda função u ∈ H1,p(M) que satisfaz ||u||p = 1.Graças ao Corolário 2.1, podemos denirDenição 2.1 A primeira onstante ótima Riemanniana de p-entropia é
A(p, τ) = inf{A ∈ R; existe B ∈ R om (L(A,B)) válida}.Denição 2.2 A primeira desigualdade de p-entropia Riemanniana ótima arma que existe
B ∈ R tal que para toda u ∈ H1,p(M) om ||u||p = 1:
∫
M













]é válida.Observações 2.1 (a) A(p, τ) ≤ A0(p) τp ;(b) Em prinípio, pode não existir B.Em aso da desigualdade aima ser verdadeira, faz sentido onsiderarmos aDenição 2.3 A segunda onstante ótima Riemanniana de p-entropia é
B(p, τ) = inf{B ∈ R : (L(A(p, τ), B)) é válida}.Denição 2.4 A segunda desigualdade de p-entropia Riemanniana ótima estabelee que
∫
M













]é válida para toda função u ∈ H1,p(M) om ||u||p = 1.A validade da segunda desigualdade de p-entropia Riemanniana é obtida no
49Teorema 2.2 Seja (M,g) uma variedade Riemanniana suave, ompata, sem bordo e om dimensão





















.Na seção 2.4, mostraremos a existênia de função extremal para a desigualdade de p-entropiaRiemanniana ótima, isto é, provaremos oTeorema 2.3 Seja (M,g) uma variedade Riemanniana suave, ompata, sem bordo e om dimen-são n ≥ 2. Consideremos p > 1 e 1 ≤ τ < min{2, p} ou τ = p < 2. Então a desigualdade
(L(A0(p)
τ




p−1 ) em que (x, t) ∈M × (0,+∞),














θkqké válida para toda função u ∈ C∞c (Rn) om θk = n(p−qk)qkp−qkn+np , qk = p − 1k > 1, k ∈ N e N(p, qk) é aonstante ótima desta desigualdade.Por outro lado, omo já menionamos, A0(p) é a onstante ótima Eulidiana da desigualdadede entropia:
∫
Rn









)válida para toda função u ∈W 1,p(Rn) om ||u||p = 1.Estas onstantes estão intimamente relaionadas pela seguinte
50Proposição 2.1 Para p > 1 e qk ≥ 1, vale
lim
k→+∞
N(p, qk) = A0(p).Demonstração: Primeiro, mostramos que (N(p, qk)) é monótona não deresente em k ∈ N para ada





































































θk1 (2.4)para toda função u ∈ C∞c (Rn).Da denição de N(p, qk1) apliada em (2.4), enontramos
N(p, qk1) ≤ N(p, qk2),omo queríamos.Agora, vamos provar que N(p, qk) ≤ A0(p) para todo k ∈ N. Fixamos u ∈ C∞c (Rn) tal que





















51Unindo (2.5) om a desigualdade
∫
Rn



































. (2.6)Por um argumento de homogeneidade, provamos que a desigualdade (2.6) oorre para toda função
u ∈ C∞c (R
n). Segue da denição de N(p, qk) que
N(p, qk) ≤ A0(p) para todo k ∈ N. (2.7)Uma vez que (N(p, qk)) é monótona limitada, denotamos
lim
k→+∞
















































































































































) (2.9)para toda função u ∈ C∞c (Rn). Por densidade, a desigualdade em (2.9) é válida para toda função
u ∈W 1,p(Rn). Em partiular, para toda função u ∈W 1,p(Rn) om ||u||p = 1, temos
∫
Rn










.Deorre da denição de A0(p) que A(p) ≥ A0(p), onluindo que
lim
k→+∞
N(p, qk) = A0(p).
2.2 Limitação da segunda onstante ótima de NashNesta seção, provaremos o Teorema 2.1 garantindo que B(p) < +∞. Para failitar a ompre-ensão da demonstração, iremos dividi-la nas quatro subseções desritas abaixo:- na subseção 2.2.1, obtemos uma sequênia (uk) que satisfaz uma equação de Euler-Lagrangeassoiada a desigualdade de Nash Riemanniana ótima;- na subseção 2.2.2, estudamos um fenmeno de explosão que oorre para (uk);- na subseção 2.2.3, estimamos a veloidade om esta sequênia onverge para zero pontualmente;- na subseção 2.2.4, apresentamos o argumento nal para a limitação de (B(p, qk)).Demonstração do Teorema 2.1:2.2.1 Equação de Euler-Lagrange assoiada a desigualdade de NashótimaSabemos que as funções onstantes não nulas pertenem ao espaço H1,p(M). Assim, podemossubstitui-las em (2.1) e iremos obter
B(p, qk) ≥ |M |
− τ
n . (2.10)
53Com isso, duas possibilidades podem oorrer:(C.1) B(p) = |M |− τn ou(C.2) B(p) > |M |− τn .Se (C.1) oorrer, então B(p) < +∞ e o Teorema 2.1 está provado.Suponhamos (C.2). Então, existe uma sequênia (γk) de números reais positivos satisfazendo
B(p, qk)− γk > |M |
− τ
n om γk → 0 quando k → +∞.Seja H = {u ∈ H1,p(M); ∫
M
|u|p dvg = 1


















.Pela denição de B(p, qk), existe u0 ∈ H tal que Ik(u0) < 1. Considere
ik = inf
u∈H
Ik(u) < 1.Seja (um) ⊂ H tal que Ik(um) → ik quando m → +∞. Esolhemos σ > 1 satisfazendo ik < σik < 1.Assim, para m suientemente grande, temos Ik(um) < σik. Este fato ombinado om a desigualdadede Nash Riemanniana ótima apliada a função um ∈ H resulta em
(N(p, qk)
τ









≤ γk.Como N(p, qk) τp − σikN(p, qk) τp > 0, temos (um) limitada em H1,p(M). Logo, existe ũk ∈ H1,p(M)tal que um ⇀ ũk, a menos de subsequênia. Da imersão ompata, temos
um → ũk em Lp(M) ∩ Lqk(M)quando m → +∞. Em partiular, 1 = ||um||p → ||ũk||p. Disto, ũk ∈ H. Das propriedades do limiteinferior, obtemos




Ik(um) = ik,ou seja, Ik(ũk) ≤ ik. Já sabíamos que ik ≤ Ik(ũk). Portanto,
ik = Ik(ũk).Notando que ∇g|ũk| = ±∇gũk em quase todo ponto, podemos assumir ũk ≥ 0. Provaremosagora que ∫
M
|∇gũk|
p dvg 6= 0.
54Suponhamos, por absurdo, que ũk é onstante. Sendo ||ũk||p = 1, então ũk = |M |− 1p . Lembrando que
1 > ik, teremos
1 > (B(p, qk)− γk)|M |
τ












































































,em que Ck = B(p, qk)− γk
ik
.Como ik ≤ Ik(u) para toda função u ∈ H, segue que Jk(u) ≤ N(p, qk) τp
ik
para toda função





Jk(u) = Jk(vk) > N(p, qk)
τ



































55Reesrevemos (2.12) em termos de uk omo segue





















qkθk e λk = ν−1k ||uk|| (p−τ)(1−θk)θkqk ||vk||τ−pp .Uma onsequênia importante da equação de Euler-Lagrange é





































k < N(p, qk)
−1,o que prova (2.14).Como qk < p, via desigualdade de Hölder, existe C > 0 tal que
0 ≤ Ak ≤ C para todo k ∈ N.Assim, a menos de subsequênia, duas situações são possíveis:(A) lim
k→+∞
Ak > 0 ou(B) lim
k→+∞






k = 1 =⇒ CkA
τ
p
k ≤ 1para todo k ∈ N. Logo, (Ck) é limitada. Já que podemos esrever
B(p, qk) = ikCk + γk,garantimos que (B(p, qk)) é também limitada. Portanto,
lim
k→+∞
B(p, qk) = B(p) < +∞.Dediamos as próximas três subseções para provar a limitação de (B(p, qk)) assumindo que(B) oorre. Antes disso, graças ao método iterativo de Moser [45℄ aso p ≤ n ou a desigualdade de
56Morrey se p > n, teremos uk ∈ L∞(M). Com isso e da teoria de regularidade de Tolksdorf [48℄, temos
uk ∈ C


























,o que demonstra (2.15).2.2.2 Conentração LpNesta subseção, mostraremos que a sequênia (uk) onentra-se em torno do seu ponto demáximo. Vimos que uk ∈ C1(M). Consideramos xk ∈M o ponto que realiza o máximo de uk, isto é,





































ϕp−1k em B(0;σ). (2.17)Usando o teorema do valor médio e a denição de θk, temos






pqk − nqk + np
n
ϕρkk log(ϕk) + ϕ
qk−1
k em B(0;σ), (2.18)em que ρk ∈ (qk − 1, p − 1).Considere ε > 0. Como ϕρkk log(ϕεk) ≤ ϕp−1+εk , segue de (2.18) que










k em B(0;σ), (2.19)no sentido frao e para funções testes não negativas. Usando que ϕqk−1k ≤ ϕp−1+εk + 1 juntamente



















upk dvg ≤ cσ ,em que cσ não depende de k ∈ N. Com esta estimativa e (2.15), obtemos
1 ≤ ||ϕk||L∞(B(0;σ)) ≤ c
1
p






k = C ≥ 0.Também, a menos de subsequênia, deorre de (2.14) e da Proposição 2.1 que
lim
k→+∞
λk = λ0 =⇒ λ
−1
0 ≥ A0(p).Graças a (2.20), a teoria de regularidade de Tolksdorf apliada em (2.18) e o teorema de Arzela-Asoli,garantimos que ϕk → ϕ em C1loc(Rn). Além disso, devido a (2.20), temos ϕ ≥ 0 não nula.Fazendo k → +∞ em (2.18), obtemos
A0(p)∆p,ξϕ+ Cϕ
p−1 ≤ ϕp−1 +
p
n
ϕp−1 log(ϕp) em Rn, (2.21)onde ∆p,ξ denota o operador p-Laplaiano Eulidiano.Para ada σ > 0, temos
∫
B(0;σ)











upk dvg ≤ 1, (2.22)e omo Ak||∇guk||pp ≤ λk, segue que
∫
B(0;σ)















p dvg ≤ A0(p)




































ϕp−1ϕ̃k dx.Agora, ao fazermos k → +∞ e apliando o teorema da onvergênia dominada e o lema de Fatou (este
58foi apliado somente na parela: ∫
[ϕ≤1]



































ψp log(ψp) dx+ log(||ϕ||pp) +
n
p


















|∇ψ|p dx > 0,obtemos de (2.25) que log(||ϕ||pp) ≥ 0, ou ainda, ||ϕ||p ≥ 1. Por outro lado, devido a (2.22), temos





















kpara todo x ∈M e k suientemente grande, em que dg denota a distânia om respeito a métria g.Demonstração: Vamos proeder por ontradição. Suponhamos que o lema é falso. Então, existem
λ0 > 0 e yk ∈M tais que fk,λ0(yk) → +∞ quando k → +∞, sendo






























k → +∞ quando k → +∞. (2.26)Dados σ > 0 e ε ∈ (0, 1), armamos que
B(yk; εdg(xk, yk)) ∩B(xk;σA
1
p
k ) = ∅ (2.27)para k suientemente grande. De fato, esta armação seguirá de
d(xk, yk) ≥ σA
1
p




k ≥ σ.Entretanto, por (2.26) e omo 1 − ε > 0, a desigualdade anterior é automatiamente satisfeita para ksuientemente grande, o que prova (2.27).Armamos agora que existe uma onstante c > 0, independente de k ∈ N, tal que
uk(x) ≤ cuk(yk) (2.28)para todo x ∈ B(yk; εdg(xk, yk)). Com efeito, sabemos que





























uk(yk)para todo x ∈ B(yk; εdg(xk, yk)), omo queríamos.















(2.29)om x ∈ B(0; 3). Esta mudança (2.29) apliada em (2.13) nos dá











ϕ̂p−1k em B(0; 3). (2.30)Segue do teorema do valor médio e da denição de θk que






pqk − nqk + np
n
ϕ̂ρkk log(ϕ̂k) + ϕ̂
qk−1
k em B(0; 3), (2.31)onde ρk ∈ (qk − 1, p − 1).Considere ε > 0. Usando que log(ϕ̂εk)ϕ̂ρkk ≤ ϕ̂p−1+εk e graças ao método iterativo de Moser para


































k ≥ lim infk
(1− θk)
p










































k ) ⊂ B(yk; εdg(xk, yk))para k suientemente grande. Usando este fato, o Lema 2.1, (2.27) e (2.32), hegamos na seguinteontradição
0 < e−
n








upk dvg ≤ c limk→+∞
∫
B(yk ;εdg(xk ,yk))













(2.34)om x ∈ B(0; 3). Substituímos (2.34) em (2.13) para obter













ψp−1k em B(0; 3), (2.35)em que µk é omo (2.33). Reesrevemos a equação (2.35) omo




















) em B(0; 3)e usando o teorema do valor médio, hegamos a


















k em B(0; 3) (2.36)om ρk ∈ (qk − 1, p − 1).Graças a (2.15) e (2.28), temos
∫
B(0;3)







































︸ ︷︷ ︸(2.38.1) +λ−1k ∫B(0;3) |∇ĥkψk|p−1|∇ĥkhp|ψk dĥk︸ ︷︷ ︸(2.38.2) . (2.38)
62Estimaremos (2.38.1) e (2.38.2). Começamos por (2.38.1). Observamos que pqk−nqk+npn → p2n quando


















































php dĥk + com 0 < ξ < 1.Com as duas estimativas anteriores apliadas em (2.38), enontramos














p dĥk ≤ c. (2.39)Esolhendo ξ > 0 pequeno de modo que 1−c̄ ξ > 0, usando (2.14), aProposição 2.1 e que 1−θkµk −1 > 0,garantimos que ∫
B(0;3)
|∇ĥkψk|
























= γ ≥ 0 (2.41)e, então, lim
k→+∞





























































p .Novamente extraímos uma ontradição:
0 < e−(1+γ)
p








upk dvg ≤ c limk→+∞
∫
B(yk ;εdg(xk,yk))
upk dvg = 0,em que reorremos ao Lema 2.1, (2.27) e (2.32).Portanto, o Lema 2.2 está demonstrado.2.2.4 O argumento nalApresentaremos aqui o argumento nal para a prova do Teorema 2.1. Lembramos que nossoobjetivo é mostrar que (Ck) é limitada assumindo que lim
k→+∞
Ak = 0. Esta etapa onsiste de váriasestimativas em torno de xk ∈M , onde uk atinge seu máximo. Veremos que o Lema 2.2 desempenharáum papel entral em algumas destas estimativas.Sem perda de generalidade, assumiremos que o raio de injetividade de M é maior do que 2.Seja η ∈ C1c (R) uma função de orte tal que η = 1 em [0, 1), η = 0 em [2,+∞) e 0 ≤ η ≤ 1. Denimos





















,em que simpliamos a notação ao esrevermos simplesmente ukηk em vez de uk(expxk(x))η(expxk(x)).Expandimos a métria g em oordenadas normais em torno de xk (expansão de Cartan) para loalmenteobtermos
(1− cdg(x, xk)
2)dvg ≤ dx ≤ (1 + cdg(x, xk)

















































































































































































































λqk dvg ≤ cλA
λqk−n
p




































k (2.44)para k suientemente grande.




upk dvg ≤ cA
2
p



















































































































































︸ ︷︷ ︸(2.48.1) + ∫{x∈B(0;2A−1\pk ): ϕk(x)≥1}| log(ϕk)|ϕρkk |x|2 dhk︸ ︷︷ ︸(2.48.2) (2.48)Apliaremos o Lema 2.1 nas parelas (2.48.1) e (2.48.2). Para isso, reesrevemos este lema em termosda função ϕk omo segue: para qualquer λ > 0, existe uma onstante cλ > 0, independente de k ∈ N,tal que































































































































+ cYk + cA
2
p






















2 dhk ≤ cA
2
p

























1 + Zk − cA
τ
p















qkθkpara k suientemente grande. Agora, apliamos a função logarítmia em ambos os membros da





























































































































































































2 dhk ≤ cA
2
p























































































































































kpara k suientemente grande. Logo a garantido (2.57).





















































































































2) dvg = Zk +O(A
2
p
























≥ Zk − cA
2
p




k ≤ log(1 + Zk − cA
τ
p


























∣para k suientemente grande.Finalmente, usando a expansão de Cartan da métria g em oordenadas normais em torno de

















































k ≤ log(1 + Zk − cA
τ
p
k Ck + cA
2
p
k ) + cA
2
p




k ≤ Zk − cA
τ
p






n < Ck ≤ cA
2−τ
p
k (2.59)para k suientemente grande.Observamos que se τ < min{2, p} ou τ = p < 2, teremos uma ontradição quando k → +∞.Então, a hipótese (B) não oorre, o que mostra que (A) deve oorrer e, omo já vimos neste aso,
B(p) < +∞. Quando τ = 2 < p, segue de (2.59) que (Ck) é limitada. Portanto (B(p, qk)) é limitada,
69onluindo a prova do Teorema 2.1.2.3 Demonstração do Corolário 2.1 e do Teorema 2.2Demonstraremos nesta seção o Corolário 2.1 e o Teorema 2.2. Iniiamos om o Corolário2.1, isto é, devemos garantir que
∫
M





































































































)para toda função u ∈ H1,p(M) ou, equivalentemente,
∫
M















]para toda função u ∈ H1,p(M) om ||u||p = 1. Isto demonstra o Corolário 2.1.Demonstramos agora o Teorema 2.2. Nosso interesse é mostrar que a desigualdade de p-entropia Riemanniana ótima é válida e A(p, τ) = A0(p) τp . Como onsequênia do Corolário 2.1 e dadenição de A(p, τ), já garantimos que
A(p, τ) ≤ A0(p)
τ
p .




















|u|p log(|u|p) dvg. (2.61)Da denição de A(p, τ), dado ε > 0, existe Bε > 0 tal que
∫
M



















































qkθksatisfeita para toda função u ∈ H1,p(M). Assim, temos da denição da primeira onstante ótima deNash que
N(p, qk)
τ
p ≤ A(p, τ) + εpara todo ε > 0 e para todo k ∈ N. Fazendo k → +∞, temos
A0(p)
τ
p ≤ A(p, τ) + ε para todo ε > 0.Logo, ao fazermos ε→ 0, obtemos A0(p) τp ≤ A(p, τ), donde a estabeleido que
A(p, τ) = A0(p)
τ
p .Em partiular, a desigualdade enontrada no Corolário 2.1 é ótima.Como onlusão, segue diretamente da denição de B(p, τ) que a desigualdade
∫
M















] (2.63)é válida para toda função u ∈ H1,p(M) om ||u||p = 1, ulminando na demonstração do Teorema 2.2.
712.4 Existênia de função extremalNesta seção, provamos o Teorema 2.3. Vimos que B(p, qk) ≥ |M |− τn . Então, B(p) ≥ |M |− τn .Se B(p) = |M |− τn , segue do Corolário 2.1 que a função onstante u = |M |− 1p é extremal. Suponhamos
B(p) > |M |−
τ
n . Repetindo a demonstração do Teorema 2.1 e usando a hipótese τ < min{2, p} ou
τ = p < 2, veremos que lim
k→+∞




p dvg ≤ cpara todo k ∈ N. Logo, a menos de subsequênia, uk ⇀ u0 em H1,p(M). Por imersão ompata,temos 1 = ||uk||p → ||u0||p, donde ||u0||p = 1. Graças ao método iterativo de Moser para p ≤ n ou adesigualdade de Morrey aso p > n, hegamos a
sup
x∈M




























p + (B(p, qk)− γk)
||uk||τqk





















.Portanto, u0 é uma função extremal para (L(A0(p) τp ,B(p, τ))) e vale B(p, τ) = B(p).2.5 ApliaçãoFaremos nesta seção uma apliação da desigualdade de p-entropia Riemanniana ótima estabe-leida no Teorema 2.2. Inspirados em [27℄, iremos mostrar uma estimativa a priori para a soluçãode uma equação de difusão não linear.Seja (M,g) uma variedade Riemanniana suave, ompata, sem fronteira om dimensão n ≥ 2.




p−1 ) em que (x, t) ∈M × (0,+∞),
u(·, 0) = f
(2.64)para algum dado iniial f ∈ L1(M), f ≥ 0.A equação ut = ∆p(u 1p−1 ) para p > 1 é uma generalização não linear da equação do alor (asoem que p = 2) que é homogênea de grau 1. No teorema que segue, veriaremos que o semigrupo
(Pt)t≥0 assoiado a esta equação é hiperontrativo, isto é, existe uma função t 7→ q(t) resente quesatisfaz








p + B(p, τ)









(2.65)Então, para todo t ∈ [0, t0], temos
||u||q(t) ≤ e


















q(0) > 1.Com isso, segue da teoria das equações difereniais ordinárias que existe uma solução q = q(t) doproblema (2.65) que é positiva e estritamente resente no intervalo [0, t0] (vide, por exemplo, [46℄).Seja F (t) = ||u(·, t)||q(t) om u solução não negativa do problema (2.64). Calulando a derivadade F , enontramos


































































































































































































































. (2.69)Consideramos φ(t) = nτ log (A(p, τ)t τp + B(p, τ)). Notamos que φ é nava, e então dados α,
β > 0, temos

















































































































dy,enerrando a prova do Teorema 2.4.
Capítulo 3
DESIGUALDADE DE r-ENTROPIARIEMANNIANA ÓTIMA







































qkθk (3.1)é válida para toda função u ∈ H1,p(M) om 1 ≤ qk < r ≤ p ≤ 2, qk = r− 1k , k ∈ N, θk = np(r−qk)r(qk(p−n)+np)um parâmetro interpolador que satisfaz θk ∈ (0, 1) para todo k ∈ N, A(p, qk, r) é a primeira onstanteótima desta desigualdade e B(p, qk, r) é a segunda onstante ótima.Seguindo argumentos semelhantes aos estudados no Capítulo 2, veriaremos que (Ent(A,B))será obtida a partir da desigualdade de Gagliardo-Nirenberg Riemanniana ótima via passagem de limiteem A(p, qk, r) e em B(p, qk, r) quando k → +∞. Na seção 3.1, mostraremos que
lim
k→+∞
A(p, qk, r) = A0(p, r) < +∞.O argumento mais deliado onsiste no estudo do omportamento de B(p, qk, r) quando fazemos
76
k → +∞. Provaremos na seção 3.2 que, a menos de subsequênia,
lim
k→+∞
B(p, qk, r) = B0(p, r) < +∞,isto é, mostraremos oTeorema 3.1 Seja (M,g) uma variedade Riemanniana suave, ompata, sem bordo e om dimensão
n ≥ 2. Consideremos B(p, qk, r) omo em (3.1). Então, dados p, r ∈ R om 1 < r ≤ p ≤ 2, temos
B0(p, r) < +∞.Devido a uma passagem de limite e o Teorema 3.1, obtemos a desigualdade (Ent(A,B)).Corolário 3.1 A desigualdade de r-entropia Riemanniana
∫
M
|u|r log(|u|r) dvg ≤
nr











]é válida para toda função u ∈ H1,p(M) om ||u||r = 1.Deste orolário, podemos denirDenição 3.1 A primeira onstante ótima Riemanniana de r-entropia é
Aent = inf{A ∈ R; existe B ∈ R om (Ent(A,B)) válida}.Denição 3.2 A primeira desigualdade de r-entropia Riemanniana ótima arma que existe
B ∈ R tal que para toda u ∈ H1,p(M) om ||u||r = 1:
∫
M
|u|r log(|u|r) dvg ≤
nr











)é válida.Em aso da desigualdade aima ser verdadeira, faz sentido onsiderarmos aDenição 3.3 A segunda onstante ótima Riemanniana de r-entropia é
Bent = inf{B ∈ R : (Ent(Aent, B)) é válida}.Denição 3.4 A segunda desigualdade de r-entropia Riemanniana ótima estabelee que
∫
M
|u|r log(|u|r) dvg ≤
nr











)é satisfeita para toda função u ∈ H1,p(M) om ||u||r = 1.A validade da segunda desigualdade de r-entropia Riemanniana ótima é estabeleida noTeorema 3.2 Seja (M,g) uma variedade Riemanniana suave, ompata, sem bordo e om dimensão
n ≥ 2. Consideremos 1 < r ≤ p ≤ 2. Então, a segunda desigualdade de r-entropia Riemanniana ótimaé válida. Além disso, Aent = A0(p, r).




















.Finalizamos este apítulo mostrando a existênia de função extremal para a desigualdade de
r-entropia Riemanniana ótima.Teorema 3.3 Seja (M,g) uma variedade Riemanniana suave, ompata, sem bordo e om dimensão
n ≥ 2. Consideremos 1 < r ≤ p < 2. Então, a desigualdade (Ent(Aent,Bent)) admite função extremale Bent = B0(p, r).3.1 A limitação da primeira onstante ótima de Gagliardo-Nirenberg RiemannianaNesta seção, mostraremos a seguinteProposição 3.1 Dados 1 ≤ qk < r ≤ p ≤ 2, existe A0(p, r) ∈ R tal que
lim
k→+∞
A(p, qk, r) = A0(p, r).Demonstração: Vamos mostrar que a sequênia (A(p, qk, r)) é monótona limitada. Consideramos















































































































.Segue da denição de A(p, qk1 , r) que






















































qkθkpara toda função u ∈ H1,p(M) e alguma onstante B > 0. Segue da denição de A(p, qk, r) que
A(p, qk, r) ≤ K(n, p)
ppara todo k ∈ N, o que garante que (A(p, qk, r)) é limitada.Portanto, existe A0(p, r) ∈ R tal que
lim
k→+∞
A(p, qk, r) = A0(p, r).
793.2 Limitação da segunda onstante ótima de Gagliardo-NirenbergIremos provar nesta seção o Teorema 3.1, isto é, iremos garantir que
lim
k→+∞










B(p, qk, r) ≥ |M |
− p
n . (3.6)Assim, duas situações podem oorrer:(C.1) B0(p, r) = |M |− pn ou(C.2) B0(p, r) > |M |− pn .Se (C.1) oorrer, então B0(p, r) < +∞ e o Teorema 3.1 está provado.Suponhamos (C.2). Então existe uma sequênia (γk) de números reais positivos tais que
B(p, qk, r)− γk > |M |
− p
n (3.7)om γk → 0 quando k → +∞.
80Seja H = {u ∈ H1,p(M); ∫
M
|u|p dvg = 1


















.Da denição de B(p, qk, r), existe u0 ∈ H tal que Ik(u0) < 1. Denotamos por
ik = inf
u∈H
Ik(u) < 1. (3.8)Seja (um) ⊂ H uma sequênia minimizante para o funional Ik, isto é, Ik(um) → ik quando m→ +∞.Considere σ > 1 tal que ik < σik < 1. Para m suientemente grande, temos Ik(um) < σik. Juntandoeste fato om a desigualdade de Gagliardo-Nirenberg ótima apliada a função um ∈ H resulta em




p dvg ≤ γk.Como A(p, qk, r) − σikA(p, qk, r) > 0, garantimos que (um) é limitada em H1,p(M). Então, existe
ũk ∈ H
1,p(M) tal que um ⇀ ũk, a menos de subsequênia. Via imersão ompata, temos
um → ũk em Lqk(M) ∩ Lr(M) ∩ Lp(M)quando m → +∞. Em partiular, 1 = ||um||p → ||ũk||p, donde ũk ∈ H. Além disso,




Ik(um) = ik,o que mostra que ik = Ik(ũk).Notando que ∇g|ũk| = ±∇gũk em quase todo ponto, podemos assumir ũk ≥ 0. Veriaremosque ∫
M
|∇gũk|
p dvg 6= 0. (3.9)Suponhamos, por absurdo, que ũk é onstante. Como ||ũk||p = 1, então ũk = |M |− 1p . Lembrando que
1 > ik = Ik(ũk), obtemos
1 > (B(p, qk, r)− γk)|M |
p




≥ 0.Sabendo que ik = Ik(ũk) e que ||ũk||p = 1 para todo k ∈ N, temos
ik =
[









































p dvg.Baseados na igualdade anterior, denimos o espaço E = {u ∈ H1,p(M); ||∇gu||p = 1} e o funional
Jk : H
















|u|p dvg,em que Ck = B(p, qk, r)− γk
ik
.Como ik ≤ Ik(u) para toda função u ∈ H, segue que Jk(u) ≤ A(p,qk,r)ik para toda u ∈ E . Alémdisso, Jk ∈ C1, vk ∈ E e Jk(vk) = A(p,qk,r)ik . Logo,
νk = sup
u∈E
































≥ 0.Reesrevemos (3.11) em termos de uk omo segue


















qkθk e λk = ν−1k .A denição de λk e (3.10) garantem que
λ−1k > A(p, qk, r). (3.13)Como qk < r, pela desigualdade de Hölder, existe C > 0 tal que
0 ≤ Ak ≤ C para todo k ∈ N.Assim, a menos de subsequênia, duas situações são possíveis:(A) lim
k→+∞
Ak > 0 ou
82(B) lim
k→+∞





p = 1 =⇒ CkAk||uk||
p
p ≤ 1para todo k ∈ N. Usando a hipótese (A) e o fato de r < p, garantimos que (Ck) é limitada. Já quepodemos esrever


























,o que demonstra (3.14).3.2.2 Conentração LrVimos que uk ∈ C1(M). Seja xk ∈M tal que
















83Observamos que o reesalonamento (3.15) está bem denido, uma vez que tk → 0 quando k → +∞.Apliando esta mudança em (3.12), loalmente enontramos










ϕr−1k em B(0;σ). (3.16)Em (3.16), apliando o teorema do valor médio e usando a denição de θk, obtemos





r(n(p− qk) + pqk)
np
ϕρkk log(ϕk) + ϕ
qk−1
k em B(0;σ), (3.17)om ρk ∈ (qk − 1, r − 1).Seja ε > 0 tal que r + ε < p∗. Como ϕρkk log(ϕεk) ≤ ϕr−1+εk , segue de (3.17) que






















ϕrk dhk = cσ
∫
B(xk ;2σtk)
urk dvg ≤ cσ,em que cσ não depende de k ∈ N. Em resumo, amos om
1 ≤ ||ϕk||L∞(B(0;σ)) ≤ c
1
r
σ . (3.19)Agora, usando (3.19) e a teoria de regularidade de Tolksdorf apliada em (3.17), garantimosque ϕk → ϕ em C1loc(Rn). Além disso, devido a (3.19), temos ϕ ≥ 0 não nula.Seja η ∈ C1c (Rn) uma função de orte que satisfaz η = 1 em [0, 12 ], η = 0 em [1,+∞) e

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































.Estudaremos agora o membro direito da desigualdade (3.29). Devido a desigualdade

























































k,σ dvg. (3.33)Segue da denição de B(p, qk, r) e por (3.7) que
(B(p, qk, r)− γk)Ak
∫
M
upk dvg ≤ 1 =⇒ Ak
∫
M
upk dvg ≤ c.Com isso e (3.33), garantimos (3.32).Finalmente, fazendo σ, k → +∞ em (3.29) e usando (3.30), (3.31) e (3.32), obtemos




















































































































X − Y =
n(p− r) + pr)
np
Z,
n(p− r) + pr
nr
Z ≤ Y logX +
(







(3.35)Vamos onsiderar agora o omportamento de uk no omplementar da bola B(xk;σtk). Seja










































































































































































X̃ − Ỹ =
n(p− r) + pr
np
Z̃,
n(p− r) + pr
nr
Z̃ ≤ Ỹ log X̃ +
(






Ỹ log Ỹ .
(3.36)Estas variáveis estão relaionadas da seguinte forma:









































































































































































































































































k,σ) dvg. (3.40)Usando uk omo função teste em (3.12), obtemos


































.Com isso, (3.39) e (3.40), garantimos que
1 = X + X̃.




Z ≥ 0 e Z̃ ≤ 0 ou
Z ≤ 0 e Z̃ ≥ 0.Suponha Z̃ ≥ 0. Como r ≤ p, resulta de (3.36) que
0 ≤ Ỹ − X̃ + Ỹ log X̃ +
(






Ỹ log Ỹ .Denimos a função f(x, y) = y−x+y log x+(n(p−r)+prn − pr) y log y om domínio (0, 1]×(0, 1]. Fixado
y ∈ (0, 1], não é difíil de veriar que os pontos da forma x = y realizam valores máximos de f(·, y).Assim,
Ỹ −Ỹ +Ỹ log Ỹ +
(






Ỹ log Ỹ ≥ Ỹ −X̃+Ỹ log X̃+
(






Ỹ log Ỹ ≥ 0.Logo, (
1 +






Ỹ log Ỹ ≥ 0. (3.41)Armamos que
1 +





> 0.De fato, onsidere a função g : [1, p] → R denida por g(r) = 1 + n(p−r)+prn − pr . Veriamos que g(1),
g(p) > 0 e g é nava em [1, p]. Assim, g(r) > 0, o que demonstra nossa armação. Com isso e (3.41),segue que
















kpara todo x ∈M e k suientemente grande, em que dg denota a distânia om respeito a métria g.
91Demonstração: Suponhamos, por absurdo, que existam λ0 > 0 e yk ∈ M tais que fk,λ0(yk) → +∞quando k → +∞, onde


























k → +∞ quando k → +∞. (3.42)Dados σ > 0 e ε ∈ (0, 1), temos
B(yk; εdg(xk, yk)) ∩B(xk;σtk) = ∅ (3.43)para k suientemente grande. De fato, esta armação segue de
d(xk, yk) ≥ σtk + εdg(xk, yk)ou, equivalentemente,
(1− ε)dg(xk, yk)t
−1
k ≥ σ.Entretanto, por (3.42) e omo 1 − ε > 0, a desigualdade anterior é satisfeita para k suientementegrande, provando (3.43).Armamos também que existe uma onstante c > 0, independente de k ∈ N, tal que
uk(x) ≤ cuk(yk) (3.44)para todo x ∈ B(yk; εdg(xk, yk)). Com efeito, sabemos que




















uk(yk)para todo x ∈ B(yk; εdg(xk, yk)), omo queríamos.









(3.45)om x ∈ B(0; 3). Esta mudança (3.45) apliada em (3.12) fornee
















r(qk(p− n) + np)
np
ϕ̂ρkk log(ϕ̂k) + ϕ̂
qk−1
















ϕ̂rk dĥk = c
∫
B(yk ;2tk)







































= e.Por outro lado, (3.42) fornee
B(yk; tk) ⊂ B(yk; εdg(xk, yk))
93para k suientemente grande. Com este fato, o Lema 3.1, (3.43) e (3.48), hegamos na seguinteontradição
0 < e
− np















































ψr−1k em B(0; 3), (3.51)ou ainda,
















) em B(0; 3),em que µk foi denido em (3.49). Da apliação do teorema do valor médio, enontramos














k (3.52)em B(0; 3) om ρk ∈ (qk − 1, r − 1).Graças a (3.44), obtemos
∫
B(0;3)

































p dĥk ≤ c. (3.54)Assim, graças a (3.53), (3.54) e a hipótese (II), onluímos que (ψk) é limitada emW 1,p(B(0; 2)). Logo,existe ψ ∈W 1,p(B(0; 2)) tal que ψk ⇀ ψ em W 1,p(B(0, 2)). Via método iterativo de Moser, segue que
ψ não é nula, pois


























= γ ≥ 0 (3.55)e, então, lim
k→+∞






















































n(p−r)+pr .Novamente, obtemos uma ontradição:
0 < e
−(1+γ) np








urk dvg = 0,em que reorremos ao Lema 3.1, (3.43) e (3.48).Portanto, o Lema 3.2 está demonstrado.
3.2.4 O argumento nalO objetivo desta subseção é mostrar que (Ck) é limitada assumindo que lim
k→+∞
Ak = 0. Comoveremos, o Lema 3.2 desempenhará um papel entral na obtenção de várias estimativas em torno de























,em que simpliamos a notação ao esrevermos simplesmente ukηk em vez de uk(expxk(x))η(expxk(x)).
95A onstante Ae(p, qk, r) é a onstante ótima desta desigualdade. Conforme [18℄, temos






















qkθkExpandimos a métria g em oordenadas normais em torno de xk (expansão de Cartan) eloalmente enontramos
(1− cdg(x, xk)
2)dvg ≤ dx ≤ (1 + cdg(x, xk)













































































































































































































upk dvg + Zk + ct
2























































































































































































p dhk ≤ ct
n(r−p)+pr
r




























+ cYk + ct
2


















2 dhk ≤ ct
2




















































































qkθkAgora apliamos a função logarítmia em ambos os membros da desigualdade anterior e usando



























































































































































































2 dhk ≤ ct
2













































































































































≤ ct2kpara k suientemente grande. Logo, a garantido (3.72).











































































































































































































































1 + Zk − CkAk
∫
B(xk ;1)









k ≤ Zk − CkAk
∫
B(xk ;1)














ϕpk dhk ≥ ct
n(r−p)
r












100para k suientemente grande.Vamos agora estudar o omportamento de Zk. Denimos ξk = 1 − ηk om ηk introduzidaanteriormente. Notamos que





























































































































ρk | log(ϕkη̃k)| dhk ≤ ct
2
kpara k suientemente grande e ρk ∈ (qk, r). Com estas estimativas, deduzimos que
|Rk| ≤ ct
2
k (3.76)para k suientemente grande.Armamos agora que
Sk ≤ 0 para k suientemente grande. (3.77)De fato, omo estamos assumindo lim
k→+∞
Ak = 0, temos ∫
M

































uρkk log(uk)ξk dvg,via teorema do valor médio om ρk ∈ (qk, r). Agora, deorre do Lema 3.2 que uk(x) ≤ 1 para todo
x ∈M\B(xk; 1) e k suientemente grande. Com isso e a estimativa anterior para Sk, a demonstrado(3.77). Substituindo (3.76) e (3.77) em (3.75), enontramos
Zk = −Rk − Sk ≥ −Rk ≥ −ct
2
kpara k suientemente grande. Com isso e (3.74), garantimos que
|M |−
p
n < Ck ≤ ct
2−p
k (3.78)para k suientemente grande.Notamos que se p < 2, então teremos uma ontradição quando k → +∞. Então, a hipótese(B) não oorre, o que mostra que (A) deve oorrer e, omo já vimos neste aso, B0(p, r) < +∞.Quando p = 2, segue de (3.78) que (Ck) é limitada. Portanto (B(p, qk, r)) é limitada, onluindo ademonstração do Teorema 3.1.3.3 Demonstração do Corolário 3.1 e do Teorema 3.2Demonstraremos nesta seção o Corolário 3.1 e o Teorema 3.2. Iniiamos om o Corolário3.1, isto é, vamos garantir que
∫
M
|u|r log(|u|r) dvg ≤
nr



























)para toda função u ∈ H1,p(M). Usando a Proposição 3.1 e o Teorema 3.1, esrevemos








































































,onde apliamos o teorema do valor médio om σqk entre ||u||rr e ||u||qkqk . Usando o fato que a função

























|u|µqk log(|u|) dvg(r − qk)





















































)para toda função u ∈ H1,p(M), ou equivalentemente,
∫
M
|u|r log(|u|r) dvg ≤
nr











]para toda função u ∈ H1,p(M) om ||u||r = 1. Isto demonstra o Corolário 3.1.Passamos agora para a demonstração do Teorema 3.2. Nosso interesse será mostrar a validadeda desigualdade de r-entropia Riemanniana ótima e que Aent = A0(p, r). Como onsequênia doCorolário 3.1 e da denição de Aent, já garantimos que




















|u|r log(|u|r) dvg. (3.80)Deorre da denição de Aent que dado ε > 0 existe Bε > 0 tal que
∫
M
|u|r log(|u|r) dvg ≤
nr











] (3.81)é válida para toda função u ∈ H1,p(M) satisfazendo ||u||r = 1.

































qkθksatisfeita para toda função u ∈ H1,p(M). Assim,
A(p, qk, r) ≤ Aent + εpara todo ε > 0 e para todo k ∈ N. Fazendo k → +∞, temos
A0(p, r) ≤ Aent + ε para todo ε > 0.Logo, ao fazermos ε→ 0, obtemos A0(p, r) ≤ Aent, donde a estabeleido que
Aent = A0(p, r).Em partiular, a desigualdade enontrada no Corolário 3.1 é ótima. Como onlusão, seguediretamente da denição de Bent que a desigualdade
∫
M
|u|r log(|u|r) dvg ≤
nr











]é válida para toda função u ∈ H1,p(M) om ||u||r = 1, enerrando a prova do Teorema 3.2.3.4 Existênia de função extremalProvamos aqui o Teorema 3.3. Vimos que B(p, qk, r) ≥ |M |− pn . Então, B0(p, r) ≥ |M |− pn . Se
B0(p, r) = |M |
− p
n , segue doCorolário 3.1 que a função onstante u = |M |− 1r é extremal. Suponhamos
B0(p, r) > |M |
− p
n . Repetindo a demonstração do Teorema 3.1 e usando a hipótese p < 2, veremosque lim
k→+∞





































































.Portanto, u0 é uma função extremal para (Ent(A0(p, r),Bent)) e vale que Bent = B0(p, r).
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