Mass cytometry technology enables the simultaneous measurement of over 40 proteins on single cells. This has helped immunologists to increase their understanding of heterogeneity, complexity, and lineage relationships of white blood cells. Current statistical methods often collapse the rich single-cell data into summary statistics before proceeding with downstream analysis, discarding the information in these multivariate datasets. In this article, our aim is to exhibit the use of statistical analyses on the raw, uncompressed data thus improving replicability, and exposing multivariate patterns and their associated uncertainty profiles. We show that multivariate generative models are a valid alternative to univariate hypothesis testing. We propose two models: a multivariate Poisson log-normal mixed model and a logistic linear mixed model. We show that these models are complementary and that either model can account for different confounders. We use Hamiltonian Monte Carlo to provide Bayesian uncertainty quantification. Our models applied to a recent pregnancy study successfully reproduce key findings while quantifying increased overall protein-to-protein correlations between first and third trimester.
Introduction
High dimensional flow and mass cytometry enable the simultaneous detection of surface and intracellular proteins at the single cell level. Flow cytometry uses antibodies tagged with fluorochromes and can measure more than 20 proteins on thousands of cells per second (Saeys et al., 2016) . Mass cytometry uses heavy metal isotopes and provides measurements for more than 40 proteins on hundreds of cells per second . Immunologists use this new technology to discover new cell types and to study how cells covary across experimental conditions.
There are two main statistical tasks involved in analyzing cytometry data. First, cell types are assembled into latent clusters in a multivariate marker space spanned by Cluster of Differentiation (CD) markers (Chan et al., 1988) ; these clusters are labeled according to known cell types. Standard practice is to separate cells sequentially in a hierarchical dichotomy given by positive or negative values along one of the CDs; this is referred to as gating. The sequential approach is helpful in overcoming the curse of dimensionality-the phenomenon where in dimension four or higher the data becomes very sparse and is concentrated at the boundary of the space (Orlova et al., 2018; Holmes and Huber, 2019) . Gating also facilitates biological interpretability. Sequential manual gating is challenging when markers are correlated or higher order interactions of more than three markers are necessary to define a cell type. In such cases, simultaneous clustering for mass cytometry methods (Nowicka et al., 2017) have gained popularity. Many clustering methods are readily available (Lo et al., 2009; Finak et al., 2009; Qian et al., 2010; Zare et al., 2010; Aghaeepour et al., 2011; Qiu et al., 2011; Ge and Sealfon, 2012; Shekhar et al., 2014; Becher et al., 2014; Naim et al., 2014; Meehan et al., 2014; Van Gassen et al., 2015; Sörensen et al., 2015; Levine et al., 2015; Chen et al., 2016; Samusik et al., 2016) . Weber and Robinson (2016) provide a benchmark study comparing many of these approaches. To improve interpretability, most researchers use a semisupervised approach and post-process their clustering results by mapping them to known cell types; e.g. (Spitzer et al., 2015) .
The second statistical task is the differential expression analysis between experimental conditions and across cell types. Nowicka et al. (2017) propose summarizing protein expressions by taking the median for each cell type. They then use linear models with random effect terms associated both to the donors and the samples and compare the median expression along the different experimental conditions. The statistical power of this approach depends on the number of cell types and samples. There have been efforts to combine both the clustering and differential analysis tasks into one framework. Weber et al. (2018) extend Nowicka et al. (2017) to a larger number of clusters using empirical Bayes moderated tests adapted from transcriptomics. Bruggner et al. (2014) couple hierarchical clustering and penalized regression to simultaneously find cell types and identify clusters that differentiate between cell types. Their approach divides markers into two types; those that define cell types, and those whose expression levels change in response to stimuli. Arvaniti and Claassen (2017) abandon the division in cell phenotype and functional markers and use convolutional neural networks to both detect cell types and predict experimental condition, although interpreting the learned network remains a challenge. Finally, Lun et al. (2017) select differentially abundant clusters between conditions following the spatial false discovery rates literature.
Currently, none of the aforementioned approaches explicitly models marker correlations. Including correlations in the model can have positive effects: it makes the statistical procedure more efficient, it exposes additional structure with which to interpret results, and it provides information as to eventual confounders that need to be attended to.
In this article, we model marker correlations with two mixed models designed specifically for mass cytometry data. We present two complementary approaches. First, a multivariate Poisson log-normal model (Aitchison and Ho, 1989; Chib and Winkelmann, 2001 ) that can handle complicated experimental designs, and guards against colliding confounders. Second, a logistic mixed effect model that guards against pipe confounders. Rather than recommending one model, we provide evidence that best results are obtained when we use both models. In Section 2, we describe the publicly available pregnancy data we use throughout this paper. In Section 3, we define the two statistical models and introduce the colliding and pipe confounders. In Section 4, we show the results of applying our models to the pregnancy data using our two new R packages CytoGLMM and cytoeffect. In Section 5, we relate our results to previously reported findings, and comment on possible drawbacks and future challenges.
Data: Pregnancy Study
We reanalyze a recently published dataset studying the maternal immune system during pregnancy (Aghaeepour et al., 2017) . The study provides a rich mass cytometry dataset analyzed at four time points during pregnancy in two cohorts. The authors isolated cells from blood samples and stimulated them with several activation factors. The goal was to explain how immune cells react to these stimuli, and how these reactions change throughout pregnancy. Findings from such experiments might identify immunological deviations implicated in pregnancy-related pathologies.
The authors collected data at early, mid, late pregnancy, and six weeks postpartum. They kept one sample per donor as an unstimulated control, and stimulated the other samples with a panel of receptor-specific ligands: interferon-α2A (IFNα), lipopolysaccharide, and a cocktail of interleukins. They processed the samples on a CyTOF 2.0 mass cytometer instrument, and bead normalized the data to account for signal variation over time from changes in instrument performance (Finck et al., 2013) . In our analysis, we focus on comparing early (first trimester) with late (third trimester) pregnancy samples stimulated with IFNα in the first cohort of 18 women. We gate cells into cell types and organize them in a data frame (Figure 1 ). We implement this step in our CytoGLMM workflow in the supplementary material.
Models

Two Models, Two Interpretations
In many mass cytometry studies the goal is to explore protein modulation under different stimuli. The underlying mechanisms are often unknown. Models can account for possible confounders and help to guard against spurious correlations. Here we present two regression models: a Poisson Log-normal Mixed Model (PLMM) and a Logistic Linear Mixed Model (LLMM). The PLMM explains marker expressions from experimental conditions. The LLMM does the reverse and "predicts" experimental conditions from marker expressions.
We use insights from causal inference (Spirtes et al., 2000; Rothman et al., 2008; Pearl, 2009; Imbens and Rubin, 2015; Peters et al., 2017; Hernán and Robins, 2019) to simultaneously interpret results from both models. We distinguish between a pipe and collider confounder. An intuitive way to visualize these concepts is through Directed Acyclic Graphs (DAGs). Assume that X encodes whether a women is in her first or third trimester, and that Y1 and Y2 are two marker expressions. A possible relationship between X and (Y1, Y2) can be a correlation due to a common dependence of expression on the trimester (Figure 2 : No Confounders). In such a case both models report similar results. Another possible structure is that trimester causes a change in protein Y2, and Y2 causes a change in Y1 (Figure 2 : Pipe). This is sometimes referred to as the pipe confounder, and can be accounted for through a multiple regression model such as our LLMM. In contrast, our PLMM cannot uncover such a relationship and finds that both Y1 and Y2 are correlated with X. In our third construction, we combine both of the previous DAGs. This means that both Y2 and X cause a change in Y1, and X causes a change in Y2 (Figure 2: Collider) . This is sometimes referred to as the collider confounder. The danger of colliders is that by conditioning on Y1, as in our LLMM, it can induce spurious negative correlations between X and Y2. In such cases it is more meaningful to use our PLMM (McElreath, 2019) .
In our supplementary material we provide simulation results using simplified versions of LLMM and PLMM that demonstrate these effects. Of course, the problem with real data is that we usually have no information about the DAG. In the absence of a known biological mechanism, we therefore recommend fitting both models and giving a combined interpretation of them. In the next two subsection, we present the full models.
Poisson Log-Normal Mixed Model
We now extend the Poisson log-normal mixed model introduced by Chib and Winkelmann (2001) . We begin by assuming that the marker counts y ij in the ith cell and jth protein marker are distributed according to a Poisson distribution with rate µ ij . Each cell and protein marker has its own rate parameter following a linear model on the log scale. The first term β cond This approach can account for correlations between count variables and for cell-to-cell variability. We use the index notation to define multiple cell-level random effects; one per experimental condition. The third term u donor[i]j models a donor-level random effect. Formally,
Random effect terms b cond[i]i , and u i are vectors of length equal to the number of proteins J; in our reanalysis of the pregnancy study J = 10. In other studies with less gating markers and more functional markers, these vectors can be J = 30 to J = 40 dimensional. We have a separate cell-level random effect b cond[i]i for first b 1i and third b 2i trimester. We model all three random effects using independent multivariate normal distributions. Formally,
We choose a weakly informative prior on regression coefficients β to rule out highly unlikely cell counts. Within one standard deviation, our prior expects to see a count between exp(−7) = 10 −4 and exp(7) = 1096. We might be able to make much stronger assumptions for specific experiments. In most cases, the high number of cells will overwhelm this prior. Formally,
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Figure 3 displays the PLMM schematically.
To summarize, we extended the Poisson log-normal mixed model by adding separate random effect terms for each experimental condition capturing differences in correlation structure between conditions. We also add a donor random effect term to handle the large donor-specific variability usually encountered in mass cytometry data from human subjects. The random effect terms induce marker correlations in the posterior distribution. The LKJ prior is an unrestricted prior and thus induces an unrestricted posterior distribution over correlation matrices. Additionally, the standard deviations can account for overdispersion similar to the negative binomial distribution in the univariate case. 
Posterior Inference
The parameters of interest are
and we need to sample from the posterior distribution p(θ|y) = p(y|θ)p(θ)/p(y) given the data y. The posterior distribution is not analytically tractable. We therefore resort to Markov chain Monte Carlo simulations. We code the model in Stan (Carpenter et al., 2017) and run Hamiltonian Monte Carlo (Neal et al., 2011) with 8 chains in parallel. We assess convergence using traceplots; see R markdown reports in the supplementary material for details. To speed up convergence, we initialize the HMC sampler with maximum likelihood estimates from independent Poisson regressions for the fixed effects, and sample standard deviations and correlation matrices for hyperparameters of the random effects.
Goodness of Fit
We evaluate the fit of our model using four test statistics that measure model adequacy. For the first test statistic, we calculate the overall median marker expression for pSTAT1, pSTAT3, and pSTAT5. We use the median to define dim (less than the median) and bright (greater than median) cells. We calculate the percentage of bright pSTAT1, pSTAT3, and pSTAT5 cells. For the second test statistic, we calculate the percentage of pSTAT1 bright, pSTAT3 dim, and pSTAT5 dim cells. For the third and fourth test, we calculate the percentage of non-expressed and expressed pERK1/2 and bright pMAPKAPK2 cells, respectively. Figure 4 shows the comparison of the posterior predictive distribution of this test statistic overlayed with the actual observed test statistic as dashed lines. Observed test statistics in the bulk of the distribution indicate a good model fit.
Posterior Summary
We compare pairwise marker correlations and assess if they increase from first to third trimester. We define the posterior probability p ij of larger correlation between marker i and j from K posterior samples as (I(·) is an indicator function)
).
Logistic Linear Mixed Model
Now, we change our perspective and predict the experimental condition from protein marker expressions. We use experimental conditions as response variables (transformed; see Section 3.3.2) and marker expression as explanatory variables. The response variable y i is a binary variable encoding experimental condition as zero or one. In our reanalysis, y i = 0 and y i = 1 are first and third trimester, respectively. We model the response variable as a Bernoulli random variable with probability π i for each cell. Then we use the logit link to relate the linear model to binary responses. The linear model predicts the logarithm of the odds of the ith cell being from the third instead of the first trimester. The linear model has one coefficient per protein marker β i1 , . . . , β iJ (in our reanalysis J = 10 proteins markers) and an intercept. If π i is 0.5 then the cell could have come from either first or third trimesters with equal probability. What we observe are the protein marker expressions x i . For each cell we measure J protein markers. If π i is either very close to zero or one, then the cell is strongly representative of a cell observed under the first or third trimester, respectively. The π i values are not observed directly, only y i and x i are observed. So, π i has to be estimated from the data. We add flexibility by allowing a mixed effect term in the standard logistic regression model. The covariates x i are the same as in the fixed effect term, the regression coefficients u donor Each cell i maps to a donor indexed by donor [i] . Formally,
We model coefficients using a multivariate normal distribution with covariance matrix decomposed into standard deviations σ donor and correlation matrix Ω donor . Formally,
The mixed effect model is a compromise between two extremes. First, we could estimate separate regression coefficients for each donor. This corresponds to random effects modeled as a multivariate normal distribution with infinite standard deviations as there is no constrain on how coefficients are related to each other. Second, we could pool all donors into one group and forget about the donor information. This corresponds to random effects modeled as a multivariate normal distribution with zero standard deviations as there is no additional variability besides the fixed effect term. We note that modeling the additional variability is important, as we noticed that donor-to-donor variability is higher than celltype-to-celltype variability in a wide range of mass cytometry experiments. We use the same priors as for PLMM. The interpretation of the priors on the regression coefficient β are less intuitive than in PLMM. Since the prior is weak, the data will overwhelm the prior. Simulation experiments show little impact of varying the prior on β. Formally,
Figure 3 displays the LLMM schematically.
Posterior Inference
The parameters of interest are θ = {β, σ donor , Ω donor }, and we sample from the posterior distribution p(θ|y) given the data y using Hamiltonian Monte Carlo as in PLMM.
We also provide a fast approximation in our CytoGLMM package using the method of moments (Perry, 2017) . This corresponds to approximate improper flat priors on all parameters. We have successfully used this approach in two recent immunology studies (Kronstad et al., 2018; Le Gars et al., 2018) .
Marker Expression Transformation
We assume that marker expressions have been transformed using variance stabilizing transformations to account for heteroskedasticity. We recommend the use of the hyperbolic sine transformation. This transformation assumes a two-component model for the measurement error (Rocke and Lorenzato, 1995; Huber et al., 2003) where small counts are less noisy than large counts. Intuitively, this corresponds to a noise model with additive and multiplicative noise depending on the magnitude of the marker expression; see Holmes and Huber (2019) for details.
Results
We follow the gating scheme detailed in Aghaeepour et al. (2017) and define 12 cell types using the R package openCyto (Finak et al., 2014) Out of the 32 protein markers measured on each cell, the authors defined 22 markers as gating markers, and 10 as functional markers. The functional markers are pSTAT1, pSTAT3, pSTAT5, pNFκB, total IκB, pMAPKAPK2, pP38, prpS6, pERK1/2, and pCREB (in plots Greek symbols are replaced by Latin symbols). More details on the gating template is available in the CytoGLMM workflow in the supplementary material.
In the interest of expositional clarity, we focus our analysis on NK cells by filtering the data frame (Figure 1) . The same analysis carries over to other cell types.
We run eight parallel Markov chains for 325 iterations and remove the first 200 iterations during the warm up. This gives a total of 1000 draws from the posterior distribution. More details on convergence diagnostics and traceplots are available in our PLMM and LLMM workflows in the supplementary material.
Poisson Log-Normal Mixed Model for NK Cells
We evaluate the fit of our model using four test statistics calculating percentages of four cell subset; see Section 3.2.2 for details. Goodness of fit plots (Figure 4) show the posterior distributions of these test statistics with dashed lines indicating the observed statistic. The cell subsets A and B are located in the bulk of the distribution indicating an adequate fit. For the cell subset C and D, our model underestimates and overestimates, respectively.
We plot the marginal posterior median and 95% credible intervals for fixed effects β ( Figure 6A ). In addition to the parameter estimates for the first and third trimesters, we also compute the difference between third and first trimesters. Protein pSTAT1 shows the largest difference between trimesters; an increase of exp(0.36) = 1.4 counts (posterior median). During the first trimester pSTAT1 is expressed between exp(2.15) = 8.6 and exp(2.48) = 11.9 times, and during the third trimester it increases to between exp(2.51) = 12.3 and exp(2.84) = 17 (95% credible interval). These results account for donor variability. The posterior marker standard deviations σ are larger for first and third trimesters than across donors ( Figure 6B ). Due to the small number of donors (18) relative to the number of cells per donor (≈10,000), the credible intervals are wider in the donor standard deviations. For the posterior marker correlation matrices Ω, we visualize the median marginal posterior correlation (Figure 6C-D) . Both during first and third trimester all markers are positively correlated. In particular, pSTAT1, pSTAT3, and pSTAT5 show a strong correlation. Figure 7 shows the multivariate marginal joint posterior distribution of pSTAT1, pSTAT3, and pSTAT5.
The condition specific correlations are robust because of the large number of cells. We assess correlation changes from first to third trimester on the global and local scale. On the global scale, we compute the probability of larger pairwise correlations over all J(J − 1)/2 possible correlations. The histogram ( Figure 6E ) of these probabilities shows that all pairwise correlations are higher in the third trimester, with a peak around 75-80%. On the local scale, we compare each pairwise correlation. Figure 6F shows pairwise probabilities of an increase in correlations.
Logistic Linear Mixed Model for NK Cells
We plot the marginal posterior median and 95% credible intervals for the fixed effects β ( Figure 8A ). The estimates are on the log-odds scale. We see that pSTAT1 is a strong predictor of the third trimester. This means that a unit increase in the transformed marker expression makes it between exp(0.92) = 2.5 to exp(1.52) = 4.6 (95% credible interval) more likely to be a cell from the third trimester, while holding the other markers constant. This result coincides with the PLMM result. In contrast, pSTAT3 and pSTAT5 have negative coefficients. This means pSTAT3 and pSTAT5 predict the first trimester, while holding the other markers constant. This result contradicts with the PLMM result. One way to resolve this contradiction is by assuming a collider confounding. The potential collider pSTAT1 would depend on trimester, pSTAT3, and pSTAT5. To test this, we refit the regression model after removing the potential collider pSTAT1. Indeed, the negative coefficients for pSTAT3 and pSTAT5 disappear without pSTAT1 in the model ( Figure 8B ).
Discussion
In this article, we propose two regression models explaining the relationship between experimental conditions and protein marker expressions. We accounted for donor-todonor and cell-to-cell variability. We showed that additional modeling of this variability increases the amount of information we can extract from a recent pregnancy study (Aghaeepour et al., 2017) . In analyzing NK cell populations in different subjects during pregnancy, we were able to corroborate an increase of pSTAT1 during the third trimester when samples were stimulated with IFNα, as previously reported (Aghaeepour et al., 2017) . We also presented a new way of quantifying changes in overall and pairwise protein-to-protein correlations during pregnancy, and visualized their multivariate uncertainty. We found that PLMMs and LLMMs can give different results. They agreed on pSTAT1, but reported contradictory results for pSTAT3 and pSTAT5. We resolved these contradictions by assuming a collider confounding. In general, we advocate for using multiple complementary models instead of model selection. Our two new R packages CytoGLMM and cytoeffect are applicable to a wide range of cytometry studies. Besides comparisons on paired samples, where samples are available for the same subject under different stimuli or time points, our PLMM is applicable to unpaired samples, where samples are collected on two separate groups of individuals; e.g. vaccine studies (Sasaki et al., 2014) . It is further possible to apply PLMM to more complicated experimental designs by adding more random effect terms; e.g. twin studies (Brodin et al., 2015) . In contrast, our LLMM is limited to paired samples and simple experimental designs. Our models provide key advantages over existing approaches. Nowicka et al. (2017) ; Weber et al. (2018) ; Aghaeepour et al. (2017) compress the data by summarizing by median expression per donor and condition. Such compression hurts the statistical power of the analysis and makes obtaining reliable estimates of marker correlations more difficult. Our models work on the uncompressed full data and models marker correlations explicitly, addressing both aforementioned concerns. Bruggner et al. (2014) ; Arvaniti and Claassen (2017) may overfit to the data because they pool donors prior to the analysis. Our models are more robust to donor-to-donor variability because we explicitly model this variability with random effects. Finally, the PLMM model can incorporate complicated experimental designs, which may be hard for an analysis using hypothesis testing (Lun et al., 2017) . In summary, our reanalysis proves that this family of models avoids loss of information through data compression. In other words, adapting Don Knuth's famous quote about premature optimization in programming: "premature summarization is the root of all evil (or at least most of it) in statistics."
The main disadvantages of our complex modeling approach is computation cost. The fact that HMC is inherently a sequential procedure makes it challenging to obtain a speed up without sacrificing accuracy. Our PLMM takes about six days to fit 180,000 cells and 16 donors using eight CPU cores. Future work aims to incorporate recent developments in scaling up HMC (Srivastava et al., 2018) into our workflow. Another approach is to trade-off the theoretical guarantees of MCMC samplers for time efficiency by using variational inference, as recently introduced by Chiquet et al. (2018a,b) for multivariate Poisson log-normal models. As a check, we conducted the same analysis on a subsample of 1000 cells per donor. We observed that this subsampling step has minimal influence on fixed effects, marker correlation, and standard deviations, but a larger influence on the marker correlations comparison. We therefore recommend running fast exploratory analysis on smaller subsets of the data as the major source of biological variability is between subjects. For more accurate correlation comparisons, we recommend running the analysis on the full dataset.
Our second limitation is the requirement for gated cell types. To reduce the person-to-person bias of manual gating, we employed the R package openCyto (Finak et al., 2014) . It is challenging to scale this approach to high dimensional gating schemes. In the future, it will be important to extend our models with a cell type clustering step (Silva et al., 2017) and propagate gating uncertainty to the regression model. This could be accomplished by using infinite mixtures from Bayesian nonparametrics to cluster cells and donors into groups of similar immunological profiles. In the univariate setting, Antonelli et al. (2016) showed that more flexible random effect distributions mitigate bias at no or only small prize in efficiency. Our posterior model checks for PLMM indicated an adequate model fit for most markers except pERK1/2. In the cell subset C, where the pERK1/2's are not expressed, the model predicted a smaller number of cells than in the observed data. The opposite effect occurred in the cell subset D, where the pERK1/2 are nonzero, and the model predicted a larger than observed cell count. In future work, we plan to provide an option to allow for zero-inflated marker counts in the Poisson distribution using mixtures.
We use transformed marker expression as predictors in our LLMM. To propagate uncertainty from this transformation step to the regression step, we plan to add a measurement error model to LLMM.
Donor specific random effects in the pregnancy study are noisy due to the small number of donors. We therefore avoid to interpret the marginal donor specific random effects directly. Instead we consider them nuisance parameters and average over them. We aim to apply our models to studies with larger donor samples size. This will allow us to quantify more precisely the donor-to-donor posterior correlation matrix.
Supplementary Material: Reproducibility
Data analysis and results can be completely reproduced following the vignettes on our R package websites (including installation instructions and source R markdown files):
• https://christofseiler.github.io/CytoGLMM
• https://christofseiler.github.io/cytoeffect
The data is publicly available and automatically downloaded during the vignettes. 
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