Introduction
A production possibility surface is the frontier surface determined by the available resources in an economy and the technology applied for production. An efficient utilization of resources is presumed. The surface is in the non-negative orthant, meaning thereby that neither the resources nor the quantity produced may take on a negative value. Mathematically, the shape of the surface is ellipsoidal. In a linear programming formulation of determining the efficient resource allocation for optimal production, this surface is approximated by a polyhedron in the non-negative orthant.
It is interesting to fit a production possibility surface to empirical data on two accounts : first, it is an example of a nonlinear surface fitting that cannot appreciably be approximated by a simple linearization method, and second, that it is an example of the surface that cannot ordinarily be fitted by most of the conventional non-linear regression algorithms. These algorithms fail mostly because they approach the best fitting surface from both sides, interior and exterior of the surface, and thereby land themselves into the problem of finding square root of a negative quantity.
The nature of the surface
The production possibility surface is a segment of an ellipsoid with nonnegative values, all lying in the nonnegative orthant. Algebraically, it may be expressed as where n (n > m) is the number of observations in the sample. Based on the information in the sample, it is required to fit the ellipsoidal function as in (1) above that amounts to estimation of ( 1, 2,..., )
, such that the distance between the observed points and the estimated points is minimized. The distance to be minimized may be suitably defined. Usually, one of the variables is chosen as dependent variable and the others are considered as explanatory variables. Then the vertical distance between the observed and the expected values of the dependent variable is minimized. However, one may choose to minimize the horizontal distance or the distance defined on any chosen angle to the normal of the ellipsoid at any point (see Kmenta, 1971 pp. 317-319 and Fröberg, 1965 pp. 280-281) . Depending on certain considerations such as the existence of outliers in the sample, one may choose absolute distance to be minimized (Dasgupta and Mishra, 2004) . To minimize the absolute distance one may use the iterative estimation procedure suggested by Abdelmalek (1974) , Schlossmacher (1973 ) or Tylor (1974 .
Unfortunately, the usual procedure in which one chooses a metric (e.g. L=1 for absolute and L= 2 for least squares or Euclidean) and defines the loss function such as
which is minimized with respect to i a fails to operate. It is required, therefore, that estimation of the parameters of an ellipsoid is attempted differently.
In a simple bivariate case (ellipse), given n points ( , ); 1, 2,..., ( , ) 0 f p a a x a xy a y a x a y a = +++ + + = , one may attempt to obtain a solution vector â such that it minimizes the distance between the observed and the estimated points.
A brief account of previous works
Statistical fitting of ellipse (or ellipsoid) to empirical data remained unattractive for a long time. However, in the last two decades or so, it attracted many researchers especially to solve the pattern recognition problems. Bookstein (1979) introduced a very general conic fitting method and showed that under a quadratic constraint on the parameters, the least squares method can be formulated as a problem of solving the rank-deficient generalized eigenvalue system. Based on Bookstein's method, Sampson (1982) developed an iterative method yielding better approximation. Taubin (1991) attempted to improve upon Bookstein's and Sampson's methods by formulating the least squares fitting method as the generalized eigensystem problem. Rosin (1993) and Gander et al. (1994) used conic fitting methods under linear constraints to fit an ellipse. Kanatani (1994) showed how conic fitting methods yield estimates that are statistically biased. Pilu (1996) proposed a direct least squares fitting method specific to ellipses. He showed that the method works fast, fits an ellipse quite accurately and is also extremely robust to noise. Halir and Flusser (1998) present a numerically stable non-iterative algorithm for fitting an ellipse to a set of data points. The approach is based on a least squares method and it guarantees an ellipse-specific solution for scattered or noisy data. The optimal solution is computed directly. This leads to a simple, stable and robust fitting method, which can be easily implemented with a great efficiency. Matei and Meer (2000) proposed an improved maximum likelihood estimator for ellipse fitting based on the heteroscedastic errors-invariables regression algorithm. The technique significantly reduces the bias of the parameter estimates present in the direct least squares method, while it is numerically more robust than renormalization, and requires less computations than minimizing the geometric distance with the Levenberg-Marquardt optimization procedure.
Estimation of parametric equations of the ellipsoid
In this paper we propose a new, simple iterative method for our limited purpose at hand. We have tried to estimate i a of the ellipsoid by fitting the parametric equations to the empirical data. The parametric equations of the ellipsoid (m=2) are given as At each iteration, with R shrinking closer to the major of the ellipse, K , 1 a and 2 a improve such as to minimize the sum of the squared (or absolute) error.
A similar procedure may be adopted in case of an ellipsoid in three or more dimensions. For example, the equation of an ellipsoid in three dimensions is given as in (1) above for m=3. The parametric equations are given by 1 1 2 2 3 3 cos( ) sin( ); sin( )sin( ); cos( )
Here also, using the method of LS or LA, the parameters may be estimated as As an additional illustration to ellipse fitting, 100 pairs of ( , ) x y were generated and random errors were added to x as described in the BASIC program given below. With randomization seed = 7711 data were generated and the ellipse was estimated. The simulated and estimated values are plotted on the graph below.
Some experimental results of LS and LA fitting of ellipse to simulated data are presented in tables 2 and 3. The results indicate that the fits are effective and consistent.
Concluding remarks
Statistical fitting of certain surfaces, if tried directly with the algebraic expression thereof, may be problematic. Equations of asteroid, cycloid, hyperbola, spirals (see Mishra, 2004) , etc. are the typical examples that would be difficult to fit to empirical data directly. Although one may always fit an approximating polynomial of a desired order in any kind of data, but the interpretation of the fitted polynomial may not be easy or at times, possible. Therefore, such curves (surfaces) may be fitted more conveniently if they are transformed into their respective parametric equations. The parameters , , θ φ etc. may be much more conveniently interpreted as they relate to simple ratios of the variables. 
