Coordinate Ascent (SDCA). SDCA enjoys a linear convergence rate and a strong empirical performance for independent classification problems. However, it has never been used to train CRF. Yet it benefits from an exact line search with a single marginalization oracle call, unlike previous approaches. In this paper, we adapt SDCA to train CRF and we enhance it with an adaptive non-uniform sampling strategy. Our preliminary experiments suggest that this method matches state-of-the-art CRF optimization techniques.
Conditional Random Fields
Primal problem. CRFs model the conditional probability of a structured output y ∈ Y given an input x ∈ X with an exponential family of sufficient statistic F (x, y) ∈ R d and parameters w ∈ R d : p(y|x; w) ∝ exp(w F (x, y)). The feature vector F decomposes as a sum over cliques c ∈ C of y's graphical model
The parameter is learned by minimizing the l 2 -regularized negative log-likelihood. We write it to fit into the description of SDCA for multi-class classification from Shalev-Shwartz and Zhang [13] . Denote A i the d × | Y i | matrix whose columns are the corrected features {ψ i (y) := F (x i , y i ) − F (x i , y)} y∈Y i . Denote also φ i (z) = log y∈Y i exp(z y ) the log-partition function. The negative log-likelihood can be written − log(p(y i |x i ; w) = φ i (−A i w). The problem at stakes is:
The dual problem is
where H(α i ) := − y∈Y i α i (y) log(α i (y)) is the entropy of the probability distribution α i . If we define the conjugate weight functionŵ as follows:
then it is known thatŵ(α ) = w where w and α are respectively the optimal primal parameters and the optimal dual parameters. And if we define the conjugate probabilitiesα i as follows:
then we get another optimality conditionα(w ) = α . Hence the optimization problem (1) can be seen as a fixed point problem for the functionŵ •α. Optimization algorithms can often be interpreted as a back and forth between the conjugate variables w andŵ(α(w)) (SAG) or α andα(ŵ(α)) (SDCA).
Duality gaps. Note that we always have that P(w) ≥ D(α), with equality at the optimum. The duality gap is defined by g(w, α) = P(w) − D(α). One can verify that:
The duality gap (5) is typically used to monitor the optimization, but we argue that it also provides additional information which can accelerate SDCA's convergence. Therefore, we propose a non-uniform sampling scheme based on the duality gap in the following sections.
Proximal Stochastic Dual Coordinate Ascent
Prox-SDCA, option II [13] is a primal-dual method to solve (1) . At each step, we update a random block α i to maximize the dual objective D(α):
where δ i =α i (ŵ(α)) − α i is a guaranteed ascent direction for D(α), and γ ∈ [0, 1] is a step-size which is either fixed or found via line search.
In the CRF setting, the dual variable α i is exponentially large in the input size x i . It might not even fit in memory. Instead, the standard approach used in OEG and SAG is to consider the marginal probabilities (µ c ) c∈C on the cliques of the graphical model. Similarly, we replace α by µ = (µ 1 , · · · µ n ), where µ i ∈ c ∆ |c| is the concatenation of all the clique marginal vectors for the sample i. The associated weight vector can be expressed as function of µ thanks to the separability of the features (see (7) below). Now, assume that the graph has a junction tree structure T = (C, S), where C are the maximal cliques and S their separations. We can then run message passing on the junction tree to infer new marginals given weights w:μ i (w) = p(y c = .|x i ; w). We can also now recover the joint probability α i (y) as a function of its marginals µ i,c :
Equation (8) in turn allows us to compute the entropy and the divergences of the joints, using only the marginals. Both of these are key quantities for the Algorithm 1.
Initialization. Schmidt et al. [11] improves the starting point of OEG by setting µ i to the result of marginalizing a CRF with cliques' potentials set to a large value (such as 10) on the correct labels, and zeros for the others clique assignments. This initialization is beneficial for dual methods.
Line Search. The ill-definition of the entropy next to the border of the simplex leads to numerical instability. The implementation of quadratic methods such as Newton-Raphson is tricky. Most values should be treated in the log-space. On average, the line search can be done with 2 iterations to reach precision 10 −2 . Each iteration has a cost proportional to the size of the marginals : c | Y c |. This is not really free, although it can be parallelized.
Non-Uniform
Sampling. An adaptive non-uniform sampling scheme for SDCA has been proposed by Csiba et al. [2] to train a binary classifier. Their idea is to sample almost proportionally to the norm of the dual ascent direction. Yet as the norm is not separable over cliques, this scheme cannot be applied to CRFs. Inspired by the approach followed by Osokin et al. [9] to improve the Block-Coordinate Frank-Wolfe algorithm [6] , we propose to bias sampling towards examples whose duality gaps are large. Thanks to (10) , the duality gaps are efficiently computable from the marginals and thus we can apply this scheme to CRFs. In terms of performance, our experiments on non-structured logistic regression revealed that both methods lead to similar improvements of the convergence rate. On the OCR task, non-uniform sampling improves substantially the convergence of SDCA. Without this improvement, SDCA is on par with OEG. All adaptive NUS schemes keep track of outdated values (local Lipschitz constant, ascent norm or individual gap) to estimate the current one. These estimates become stale as we perform more iterations. In fact, there is no convergence-guarantee for BCFW or SAG-NUS when one samples proportionally to past estimates. To fight this trend, SAG-NUS uses a mixed scheme: it samples uniformly half the time and non-uniformly the other half. BCFW-NUS opts for a full batch update of the gaps every 10 epochs or so, providing a convergence certificate at the same time. Surprisingly, our experiments on OCR seem to indicate that the staleness of individual gaps estimates does not affect the convergence. Interestingly enough, mixed scheme and fully non-uniform scheme, with or without full batch updates, all have the same convergence behavior, as soon as we sample non-uniformly often enough.
Experiments
Comparison with OEG and SAG. We implemented SDCA to train a classifier on the optical character recognition (OCR) dataset [14] . We compare our method with SAG and OEG implemented by Schmidt et al. [11] , with the same experimental setup (λ = 1/n). We plot the sub-optimality as a function of the number of marginalization oracle calls in Figure 1 (left) . It is a standard implementation-independent way to assess the convergence of different structured prediction algorithms, given the substantial cost of the oracle. In these terms, SDCA-NUS is quite competitive with SAG-NUS* (improved version of SAG with a line-search skipping scheme). SAG, OEG and SDCA share the same memory requirements. This comparison is not completely fair to SAG-NUS though. Each step of the line search that we use has actually a cost proportional to the size of the marginals. The complexity of the marginalization oracle (sumproduct on the junction tree) has actually the same scaling, with a comparable constant factor. However, each step of our line search can be computed in parallel while the sum-product is purely sequential. As an alternative perspective which is more fair to SAG, we thus also plot the sub-optimality as a function of the number of parameter updates. Then SAG beats SDCA by a margin, except in the high precision regime.
Influence of the line search precision. One of the hyper-parameters of SDCA is the precision we want on the optimum of the line search. In fact, setting a high precision does not improve the convergence rate at all. Yet it makes the algorithm slower as asking for a precision 10 −8 takes 4 steps of Newton versus 2 for a precision 10 −2 . This is expected since the accuracy of the optimization comes from the iterates α and α(ŵ(α)) getting closer from each other.
Discussion
In this work, we explore using SDCA for training CRFs for the first time. We highlight technical details to make a practical implementation. Our non-uniform sampling strategy improves experimental performance. We wish to investigate the theoretical properties of this strategy. Our preliminary experiments on OCR indicate that SDCA is similar to SAG in terms of oracle calls, though other sequential datasets will be tested. As SDCA only requires a marginalization oracle per line-search, the implementation could become advantageous over SAG when the marginalization oracle becomes much more expensive than evaluating the entropy function from the marginals. Examples for this scenario are: when a parallel implementation is used for the entropy computation; or when the marginalization oracle uses an iterative approximate inference algorithms such as TRW BP whereas an approximation of the entropy is direct from the marginals [5] .
