It is well known that many interesting arithmetical problems about elliptic curves can be translated, at least conjecturally, into analytic problems about the associated L-functions. In particular, due to the Birch and Swinnerton-Dyer conjecture and to Kolyvagin's theorem, the order of vanishing of L(s, E) at s = 1, called the analytic rank of E and denoted by rank(E), and the non-vanishing of L (s, E d ) at s = 1 have attracted much attention in recent years. In this context, the techniques from analytic number theory have been proved to be particularly effective when dealing with averaging problems over suitable families of elliptic curves. In this paper we consider two such problems.
Let in [8] . The second result is Theorem 2.
Throughout the paper * means that the summation is over fundamental discriminants with (d, N ) = 1. Theorem 2 is only slightly better than the trivial bound
Stronger results can be obtained under the assumption of the Riemann Hypothesis for the functions L(s, E d ) (see, e.g., Goldfeld [5] , Mestre [10] , Brumer [1] , Fouvry-Pomykała [4] , Duke [2] , Murty [13] , Michel [11] and Fermigier [3] for related results). These results should be compared with the remark after Theorem 5 in Section 2.
Our results are based on the recent large sieve type estimates over fundamental discriminants obtained by Heath-Brown [6] . The quality of such estimates determines the quality of our results above. In particular, if the factor D ε appearing in Theorems 3 and 4 below, which comes from the application of Heath-Brown's estimates, could be replaced by some power of log D, then we would get a corresponding improvement of the type
as will be clear from the arguments in Section 2.
Outline of the proofs.
In this section we outline the basic ingredients of the proofs. The main tool is Theorem 3. Let ε > 0 and τ = |t| + 1. Then
The proof of Theorem 3, which follows the proof of Theorem 2 of [6] , will be sketched in Section 3.
Assume, more generally, that
with a non-decreasing function G(D) log 2 D. By a slight variant of the arguments in Jutila [9] and Murty-Murty [14] we can get
with a certain constant C = 0. Hence from (1), (2) and the Cauchy-Schwarz inequality we deduce that
and hence Theorem 1 follows at once from the first estimate of Theorem 3. The proof of Theorem 2 is based on the use of Weil's explicit formula and of a suitable average density estimate for the zeros of the functions L(s, E d ). Writing
The proof of Theorem 4, which is based on Theorem 3 and on HeathBrown's estimates, follows the lines of Montgomery's zero-detecting method and will be sketched in Section 4.
In Section 5 we will use the method of Weil's explicit formula together with Theorem 4 to prove Theorem 2. In fact, we will prove the following general result:
Theorem 5 appears to be the limit of our method, and Theorem 2 follows at once from Theorems 4 and 5, since we can choose
We recall here some basic facts about the functions L(s, E d ) which will be needed later on (see, e.g., [8] 
, where τ is the divisor function. Moreover, the functions L(s, E d ) are entire, of finite order on every right half-plane and satisfy the functional equation
We finally remark that all the constants may depend on the data of the fixed elliptic curve E.
Proof of Theorem 3.
We first state the basic tool of our paper, i.e., Corollary 3 of Heath-Brown [6] . Denoting by S(Q) the set of all real primitive characters of modulus at most Q, we state Corollary 3 of [6] as
As we have already remarked, we follow the proof of Theorem 2 of [6] , due to the similarity between
, where L(s, χ) denotes the Dirichlet L-series formed with the character χ. Write
and denote by ν(σ) the infimum of the ν ∈ R for which
Using the Mellin transform and the properties of the Γ -function as on p. 268 of [6] , we see that for 1/2 ≤ α < σ and X > 1,
From the functional equation of the functions L(s, E d ) and (3) we get
and hence
S(D, s)
Due to the decay of e −n/X and the bound for the coefficients a(n), we see that the contribution of the terms with n > X log 2 Dτ in the inner sum on the right hand side of (4) is negligible. We split the remaining part of that sum into sub-sums where n runs over intervals of the type M < n ≤ 2M , and applying Proposition 1 to each sub-sum we see that
. Then 1/2 ≤ α < σ, and from (4) and (5) we get
, and choosing δ = √ ε we see that this implies that ν(σ) ≤ δ + 3ε in this case.
Since ε is arbitrarily small and δ = √ ε, the second assertion of Theorem 3
follows. Moreover, using in addition the functional equation of the functions L(s, E d ), we see that
. Hence the first assertion of Theorem 3 follows from (6), using Cauchy's integral formula and choosing the circle |s − 1| = (log D) −1 as path of integration.
Proof of Theorem 4.
Here we follow the zero-detecting method of Chapter 12 of Montgomery [12] , as presented in the proof of Theorem 3 of [6] .
with 1 ≤ σ ≤ 3/2 and |t| ≤ T , and let
Following the procedure in Chapter 12 of [12] , two cases arise:
(i) there are R values of d as above, with corresponding zeros = β + iγ in the square (7), for which
where c 1 > 0 is a suitable constant, and
values of d as above, with corresponding zeros = β + iγ in the square (7), for which
In the first case we have
Summing over d and applying twice the Cauchy-Schwarz inequality we get
The second factor in (8) can be dealt with by means of Proposition 1. Splitting the interval [1, X] into ranges of the form V < n ≤ 2V we get (9)
From Theorem 3 we get (10)
and hence from (8)- (10) we obtain
in the first case. Consider now the second case. Assume that Y ≤ (DT ) c 2 for some constant c 2 and write s = σ + it. Since is in the square (7), by partial summation and the Cauchy-Schwarz inequality we get
τ 4 (n), summing over d and using Proposition 1 we obtain
, and hence
in the second case. A comparison of (11) and (12) together with the choice
shows that the conditions on X and Y are satisfied and
uniformly for 1 ≤ σ ≤ 3/2 and |t| ≤ T . Since the exponent in (13) is a decreasing function of σ and the number of zeros of each function L(s, E d ) in the square (7) is uniformly log DT , Theorem 4 follows at once by summation over squares of the type (7).
Proof of Theorem 5.
Let us first establish some notation. Given an integrable function f : R → C with compact support, define
to be its Laplace transform. For a function f of real or complex variable and for λ > 1 we define f λ (z) = f (z/λ). Moreover,
In our application of Weil's explicit formula, we will need to use a test function φ λ (s) satisfying (14)- (16) below. These requirements prevent us from using the classical test functions (see, e.g., Mestre [10] and Fermigier [3] ). We summarize the properties of our test function in the following Proposition 2, which will be proved at the end of the paper. For λ > 1 we consider the test function φ λ (s) = F λ (s − 1), where F λ is the Laplace transform of f λ and f is as in Proposition 2, which satisfies
Weil's explicit formula. We follow the approach by Mestre [10] , based on Weil [16] . Let R(α, T ) denote the rectangle with vertices α − iT, α + iT, 2 − α − iT and 2 − α + iT . Choose α ∈ (3/2, 7/4) and, for each fundamental discriminant d with (d, N ) 
and (16), the contribution to (18) of the vertical sides of
From (14), (16) and (17) we see that the contribution to (18) of the horizontal sides is λ log 2 (dT ) exp 
with suitable constants c 5 , c 6 > 0. Hence (18) becomes
We evaluate the integral in (19) following Mestre [10] . We get
where
Observe that the integral I(λ) is uniformly bounded for λ > 1, since
Summing over d, from (19) and (20) we get
Estimation of * d≤D S(λ, d).
From the bound for the coefficients e d (n) we immediately get
In order to deal with the remaining part of S(λ, d) we recall that
otherwise, where e(p) = e 1 (p) and d p is the Legendre symbol. Hence
We treat the inner sum on right hand side of (23) by means of the Pólya-Vinogradov inequality. Since the summation is not over consecutive integers, we use the arithmetic structure of fundamental discriminants to transform it in a suitable way. Writing d = ed with
and d square-free, from the characterization of the fundamental discriminants we see that
where [a (24) we get
Hence from (22)- (25) we obtain
Application of the density estimate. From (15), (16), (21) and (26), taking real parts we deduce that
From now on we assume that 2 < λ ≤ c 7 log D with a suitably small constant c 7 > 0, and choose, e.g., T = log 3 D. Hence
We split the region (14), (16) and the assumption of Theorem 5 we get, for suitable constants c i > 0 with i = 8, 9, 10, 11,
We choose
and the result follows at once from (27)-(29).
Proof of Proposition 2. Here we give a sketch of the proof of Proposition 2. Let ω ∈ (1, 2] and
Note that the Fourier transform ϕ of ϕ is non-negative on the real axis. For any integer n ≥ 1 we define g n (x) = a n ϕ(xa n ) with a n = n(log
we consider the convolution ψ n = g 1 * g 2 * . . . * g n and let ψ(x) = lim n→∞ ψ n (x). An argument similar to the one used in the proof of Theorem 1.3.5 of Hörmander [7] shows that ψ is the uniform limit of the ψ n , ψ ∈ C n . It is easy to see that ψ is even, non-negative, ψ is positive on the real axis and ψ(0) = 0. By an obvious normalization we may assume that ψ(0) = 1. Taking the Fourier transform, from the properties of the convolution we see that ψ(0) = 1.
For any integer k > 1 we have, taking the kth derivative,
In fact, for n > k we see that and, finally, write f (x) = ψ(x)h(x). Hence f is even, non-negative, f (0) = 1, f ∈ C ∞ (R) and its support is contained in [−B, B] . It remains to prove (14) and (15) . By Cauchy's integral formula we see that Hence, since ψ is positive on the real axis, (15) follows from (33), and Proposition 2 is proved.
