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LIOUVILLE THEOREMS FOR THE STATIONARY NAVIER STOKES
EQUATION ON A HYPERBOLIC SPACE.
CHI HIN CHAN AND MAGDALENA CZUBAK
Abstract. The problem for the stationary Navier-Stokes equation in 3D under finite
Dirichlet norm is open. In this paper we answer the analogous question on the 3D hyper-
bolic space. We also address other dimensions and more general manifolds.
1. Introduction
Consider the following stationary Navier-Stokes equation on Rn, n ≥ 2
−∆u+ u · ∇u+∇p = 0, (1.1)
∇ · u = 0, (1.2)
together with the conditions that
lim
|x|→∞
u(x) = 0 and
∫
Rn
|∇v|2 <∞, (1.3)
where
u : Rn → Rn and p : Rn → R.
The zero solution is a solution, but is it the only solution? In all dimensions n 6= 3, the
answer is known, and it is yes, zero solution is the only solution (see for example [4]). In
three dimensions, Galdi [4] has shown that if one imposes in addition that u ∈ L
9
2 (R3) that
the answer is also yes. However, the full problem in three dimensions remains open.
In this paper, under the assumptions of finite H˙1 norm only, without any additional
assumptions on the integrability, we give a positive answer on a hyperbolic space in three
dimensions (as well as four dimensions). The main result is
Theorem 1.1. Let u be a divergence free, smooth 1-form on HN (−a2), and p ∈ C∞(HN (−a2)),
with N ≥ 2. If (u, p) satisfy the following stationary Navier-Stokes equation on HN (−a2)
2Def∗Def u+∇uu+ dp = 0,
d∗u = 0,
(1.4)
and if ∫
HN (−a2)
∣∣∇u∣∣2VolHN (−a2) <∞, (1.5)
then u = 0 on HN(−a2) if N = 3, 4. If N = 2 and we know in addition that u ∈
L∞(H2(−a2)), then u = dF ∈ L2(H2(−a2)), where F is a harmonic function. If N ≥ 5,
and in addition u ∈ L∞(HN (−a2)), then u = 0 on HN (−a2).
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Remark 1.2. In the Euclidean setting it is known (see for example [6, Ch 3, Proposition
2.7]) that solutions to the stationary Navier-Stokes problem are smooth. Hence the smooth-
ness assumption in Theorem 1.1 is quite natural. Moreover, if we consider the assumption
lim|x|→∞ u(x) = 0 for solutions on a Euclidean space, then this combined with smoothness,
leads to L∞ bound on the solution. Hence the L∞ assumption for dimensions N = 2 and
N ≥ 5 is not surprising either.
For convenience, we work with 1-forms instead of vector fields. Using the metric, one
can easily move between one and the other. Here ∇ denotes the covariant derivative, and
Def is the deformation tensor, which is the symmetrization of the covariant derivative. If
one likes, the operator Def∗Def can be replaced by the Hodge Laplacian, dd∗+d∗d, or the
Bochner Laplacian ∇∗∇. They are related by the following formula
2Def∗Def = ∇∗∇+ dd∗ − Ric = dd∗ + d∗d + dd∗ − 2Ric . (1.6)
It will be clear from the proof of Theorem 1.1 that the statement of the result holds for
these operators as well. Hence we have
Corollary 1.3. Theorem 1.1 remains valid if the operator 2Def∗Def u in (1.4) is replaced
by L = ∇∗∇ or by L = dd∗ + d∗d.
The statement of Theorem 1.1 and Corollary 1.3 can be extended to more general mani-
folds. We do this in section 4. The next section, Section 2, gathers all the necessary tools,
and in Section 3, we bring everything together to establish Theorem 1.1 and Corollary 1.3.
2. Preliminaries
We use the following spaces. Let M be a complete Riemannian manifold of dimension
N . Then
• Λk(M) denotes the space of smooth k-forms on M ;
• Λkc (M) denotes the space of smooth k-forms with compact support on M ;
• Λ1c,σ(M) is the space of all smooth, d
∗-closed (co-closed), compactly supported 1-
forms on M ;
2.1. Key Lemmas. We begin with the following simple observation.
Lemma 2.1 (From H˙1 to L2). Let N ≥ 2, and consider a smooth 1-form u ∈ Λ1(HN (−a2))
which satisfies ∫
HN (−a2)
∣∣∇u∣∣2VolHN (−a2) <∞. (2.1)
Then u also satisfies
• du ∈ L2(HN (−a2)),
• u ∈ L2(HN (−a2)),
• d∗u ∈ L2(HN (−a2)).
Moreover, we have the following a priori estimate∫
HN (−a2)
∣∣u∣∣2VolHN (−a2) ≤ 2(N − 1)a2
∫
HN (−a2)
∣∣∇u∣∣2VolHN (−a2) . (2.2)
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Proof. Consider a smooth 1-form u ∈ Λ1(HN (−a2)) which satisfies (2.1). Recall the follow-
ing expressions of du and d∗u in terms of ∇u
du = ηα ∧ ∇eαu,
d∗u = ιeα∇eαu,
(2.3)
where {eα : 1 ≤ α ≤ N} is a local orthonormal frame of TH
N (−a2), and {ηα : 1 ≤ α ≤ N}
is the associated dual local frame of T ∗HN (−a2). Equivalently, we can write in coordinates
du =
1
2
(∂iuj − ∂jui)dx
i ∧ dxj =
1
2
(∇iuj −∇jui)dx
i ∧ dxj since Γlij = Γ
l
ji,
d∗u = −∇juj,
(2.4)
where we sum over repeated indices. Then (2.3) or (2.4) immediately leads to the following
two estimates ∥∥du∥∥
L2(HN (−a2))
≤ 2
1
2
∥∥∇u∥∥
L2(HN (−a2))
,∥∥d∗u∥∥
L2(HN (−a2))
≤ N
∥∥∇u∥∥
L2(HN (−a2))
.
(2.5)
Next, we proceed to prove that u ∈ L2(HN (−a2)). Since Ricw = −(N−1)a2w on HN (−a2),
by the Weitzenbo¨ck formula
∇∗∇u = dd∗u+ d∗du− Ric u, (2.6)
we have
∇∗∇u = dd∗u+ d∗du+ (N − 1)a2u. (2.7)
Next, take a preferred point of reference O ∈ HN (−a2). For any R > 1, consider a bump
function φR ∈ C
∞
c (H
N (−a2)) which satisfies
χBO(R) ≤ φR ≤ χBO(2R),∣∣∇φR∣∣ = ∣∣dφR∣∣ ≤ 2
R
.
(2.8)
Now integrate (2.7) against φ2Ru to obtain (we drop the notation for VolHN (−a2))∫
HN (−a2)
g(∇∗∇u, φ2Ru) =
∫
HN (−a2)
g(dd∗u, φ2Ru) +
∫
HN (−a2)
g(d∗du, φ2Ru)
+ (N − 1)a2
∫
HN (−a2)
φ2R|u|
2.
(2.9)
Since φ2Ru has compact support in H
N (−a2), we can integrate the left hand side of (2.9)
by parts. Hence∫
HN (−a2)
g(∇∗∇u, φ2Ru) =
∫
HN (−a2)
g(∇u, 2φRdφR ⊗ u) +
∫
HN (−a2)
φ2R
∣∣∇u∣∣2. (2.10)
Similarly, from the right hand side of (2.9) we get (using d∗(fu) = −g(df, u) + fd∗u, for a
function f)∫
HN (−a2)
g(dd∗u, φ2Ru) =
∫
HN (−a2)
−2φR · d
∗u · g(dφR, u) +
∫
HN (−a2)
φ2R|d
∗u|2, (2.11)
and also that∫
HN (−a2)
g(d∗du, φ2Ru) =
∫
HN (−a2)
g(du, 2φRdφR ∧ u) +
∫
HN (−a2)
φ2R
∣∣du∣∣2. (2.12)
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By combining (2.9), (2.10), (2.11), and (2.12), we yield∫
HN (−a2)
g(∇u, 2φRdφR ⊗ u) +
∫
HN (−a2)
φ2R |∇u|
2
=
∫
HN (−a2)
φ2R(|d
∗u|2 +
∣∣du∣∣2)−
∫
HN (−a2)
2φR · d
∗u · g(dφR, u)
+
∫
HN (−a2)
2φR · g(du,dφR ∧ u) + (N − 1)a
2
∫
HN (−a2)
φ2R|u|
2.
(2.13)
Rearranging and using
∫
HN (−a2) φ
2
R(|d
∗u|2 +
∣∣du∣∣2) ≥ 0, we have
(N − 1)a2
∫
HN (−a2)
φ2R|u|
2
≤
∫
HN (−a2)
φ2R |∇u|
2 +
∫
HN (−a2)
g(∇u, 2φRdφR ⊗ u)
+
∫
HN (−a2)
2φR · d
∗u · g(dφR, u)−
∫
HN (−a2)
2φR · g(du,dφR ∧ u).
(2.14)
We now estimate the last three terms on the right hand side of (2.14) by the means of the
Cauchy’s inequality with ǫ. We get∣∣∣∣
∫
HN (−a2)
2φR · g(∇u,dφR ⊗ u)
∣∣∣∣ ≤ ǫ
∫
HN (−a2)
φ2R
∣∣u∣∣2 + 1
ǫ
∫
HN (−a2)
4
R2
∣∣∇u∣∣2, (2.15)
∣∣∣∣
∫
HN (−a2)
2φR · d
∗u · g(dφR, u)
∣∣∣∣ ≤ ǫ
∫
HN (−a2)
φ2R
∣∣u∣∣2 + 1
ǫ
∫
HN (−a2)
4
R2
∣∣d∗u∣∣2, (2.16)
∣∣∣∣
∫
HN (−a2)
2φR · g(du,dφR ∧ u)
∣∣∣∣ ≤ ǫ
∫
HN (−a2)
φ2R
∣∣u∣∣2 + 1
ǫ
∫
HN (−a2)
4
R2
∣∣du∣∣2. (2.17)
It follows
(N − 1)a2
∫
HN (−a2)
φ2R
∣∣u∣∣2
≤
∫
HN (−a2)
φ2R
∣∣∇u∣∣2 + 3ǫ
∫
HN (−a2)
φ2R
∣∣u∣∣2 + 4
ǫR2
∫
HN (−a2)
(∣∣∇u∣∣2 + ∣∣du∣∣2 + ∣∣d∗u∣∣2
)
≤
∫
HN (−a2)
φ2R
∣∣∇u∣∣2 + 3ǫ
∫
HN (−a2)
φ2R
∣∣u∣∣2 + 4(N2 + 3)
ǫR2
∫
HN (−a2)
∣∣∇u∣∣2.
(2.18)
Now, if ǫ = (N−1)a
2
6 , we obtain for all R > 0
(N − 1)a2
2
∫
HN (−a2)
φ2R
∣∣u∣∣2 ≤
(
1 +
4(N2 + 3)
R2
6
(N − 1)a2
)∫
HN (−a2)
∣∣∇u∣∣2. (2.19)
So, by taking the limit on both sides of the above estimate, it follows from the dominated
convergence theorem that the following estimate holds
(N − 1)a2
2
∫
HN (−a2)
∣∣u∣∣2 ≤
∫
HN (−a2)
∣∣∇u∣∣2. (2.20)

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Lemma 2.2. Consider a smooth 1-form u on HN (−a2), which satisfies the following finite
Dirichlet norm property ∫
HN (−a2)
∣∣∇u∣∣2VolHN (−a2) <∞. (2.21)
Then it follows that the following identity holds
∥∥Def u∥∥2
L2(HN (−a2))
=
∥∥d∗u∥∥2
L2(HN (−a2))
+
1
2
‖du‖2L2(HN (−a2))
+ (N − 1)a2
∥∥u∥∥2
L2(HN (−a2))
.
(2.22)
Proof. Let u be a smooth vector field on HN (−a2) which satisfies condition (2.21). By
Lemma 2.1, we have u ∈ L2(HN (−a2)). Next, as in the proof of Lemma 2.1, we consider for
each R > 0 a bump function φR ∈ C
∞(HN (−a2)), which satisfies the conditions in (2.8).
Then, it is easy to verify that we have the following property
lim
R→+∞
∥∥φRu− u∥∥H1(HN (−a2)) = 0, (2.23)
which simply tells us that u ∈ H10 (H
N (−a2)). As a result, we can now find a sequence
{wk}
∞
k=1 in Λ
1
c(H
N (−a2)) such that
lim
k→+∞
(∥∥wk − u∥∥2L2(HN (−a2)) +
∥∥∇(wk − u)∥∥2L2(HN (−a2))
)
= 0. (2.24)
From (1.6), which holds for any smooth 1-form w, we have
2Def∗Def w = 2dd∗w + d∗dw + 2(N − 1)a2w. (2.25)
By applying the above identity to each wk and performing integration by parts, we deduce
2
∥∥Def wk∥∥2L2(HN (−a2)) = 2
∥∥d∗wk∥∥2L2(HN (−a2)) +
∥∥dwk∥∥2L2(HN (−a2))
+ 2(N − 1)a2
∥∥wk∥∥2L2(HN (−a2)).
(2.26)
Due to the pointwise estimate
∣∣Def w∣∣ ≤ ∣∣∇w∣∣, which holds on HN (−a2) for any smooth
1-form w, it follows that we have∣∣∣∥∥Def wk∥∥L2(HN (−a2)) −
∥∥Def u∥∥
L2(HN (−a2))
∣∣∣ ≤ ∥∥Def(wk − u)∥∥L2(HN (−a2))
≤
∥∥∇(wk − u)∥∥L2(HN (−a2)).
(2.27)
In light of property (2.24), we can pass to the limit in the above inequality and deduce
lim
k→+∞
∥∥Def wk∥∥L2(HN (−a2)) =
∥∥Def u∥∥
L2(HN (−a2))
. (2.28)
By essentially the same kind of reasoning, we also get the following limiting properties
lim
k→+∞
∥∥d∗wk∥∥L2(HN (−a2)) =
∥∥d∗u∥∥
L2(HN (−a2))
,
lim
k→+∞
∥∥dwk∥∥L2(HN (−a2)) =
∥∥du∥∥
L2(HN (−a2))
.
(2.29)
Then by (2.28) and (2.29), we can now take k → ∞ in (2.26) and deduce that identity
(2.22) must hold for u. This completes the proof of Lemma 2.2. 
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Lemma 2.3 (Interpolation Estimates). Let u ∈ Λ1(HN (−a2)) be smooth and satisfy∫
HN (−a2)
∣∣∇u∣∣2VolHN (−a2) <∞ (2.30)
for N ≥ 2. If N ≥ 5, in addition assume u ∈ L∞. Then u ∈ Lp(HN (−a2)) for p = 3, 4.
More precisely, we have
‖u‖L3(HN (−a2)) . ‖u‖H1(HN (−a2)) , 2 ≤ N ≤ 6,
‖u‖L3(HN (−a2)) . ‖u‖
2
3
H1(HN (−a2))
‖u‖
1
3
L∞(HN (−a2))
, N ≥ 7.
(2.31)
And
‖u‖L4(HN (−a2)) . ‖u‖H1(HN (−a2)) , N = 2, 3, 4,
‖u‖L4(HN (−a2)) . ‖u‖
1
2
H1(HN (−a2))
‖u‖
1
2
L∞(HN (−a2))
, N ≥ 5.
(2.32)
Proof. The L4 estimate for N = 2 follows from the Ladyzhenskaya inequality on HN (−a2)
(see [1, Lemma 2.11]). For N = 3, interpolate between L2 and L6 and use the Sobolev
embedding H1 →֒ L6. For N = 4 this is just the Sobolev embedding H1 →֒ L4 and for
N ≥ 5 it follows by interpolation between L2 and L∞. Similarly, L3 estimates follow by
interpolation between L2 and L
2N
N−2 for 2 ≤ N ≤ 5 and Sobolev embedding H1 →֒ L
2N
N−2 .
For N = 6 this is just the Sobolev embedding H1 →֒ L3. For N ≥ 7, the L3 estimates
follow by interpolation between L2 and L∞. 
2.2. Currents. We briefly recall some basic language about currents from [2]. Let M
be an N−dimensional manifold, and Λkc (M) denote the space of smooth k-forms that are
compactly supported in M . Then a current T is a linear functional on Λkc (M), with the
action denoted by T [φ] for φ ∈ Λkc (M) [2, p.34]. For example, if α is a locally integrable
(N − k)-form, then
Tα[φ] =
∫
M
α ∧ φ. (2.33)
The scalar product on forms is defined by
(w, v) =
∫
M
g(w, v)VolM =
∫
M
w ∧ ∗vVolM . (2.34)
Note that
(w, v) = Tw[∗v].
Then a scalar product of a current T with a form v [2, p.102] is
(T, v) = T [∗v]. (2.35)
If v is compactly supported, then we have [2, p.105]
(dT, v) = (T,d∗v), (d∗T, v) = (T,dv). (2.36)
Next we recall a lemma from [1], which rephrases [2, Thm 17’].
Lemma 2.4. Let T be a current of degree 1. Then (T, v) = 0 for all v ∈ Λ1c,σ(M) if and
only if T = dP for some 0 degree current P .
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2.3. Functional analysis framework. Now consider the linear space V defined by
V = Λ1c,σ(H
N (−a2))
H1
, (2.37)
where Λ1c,σ(H
N (−a2)) is the space of all smooth, d∗-closed, compactly supported 1-forms
on HN (−a2). So V is the completion of Λ1c,σ(H
N (−a2)) in the H1 norm. We now state and
prove the following result, which was obtained in [1] in 2D.
Theorem 2.5. Let N = 2. Then{
v ∈ H10 (H
2(−a2)) : d∗v = 0
}
= V⊕ F, (2.38)
where
F = {α ∈ L2(H2(−a2)) : α = dF, F is a harmonic function on H2(−a2)}.
If N ≥ 3, then we have {
v ∈ H10 (H
N (−a2)) : d∗v = 0
}
= V. (2.39)
Remark 2.6. The main idea of the proof is the same as in 2D. For completeness, we
reproduce the main details. The first difference in the proof comes towards the middle,
where we cannot use the Hodge ∗ operator to identify a 2−form with a function. Finally,
the main difference for N ≥ 3 is in the end, where by [3] we know that F ≡ {0}, and hence
we obtain (2.39) instead of (2.38).
Proof.
{
v ∈ H10 (H
N (−a2)) : d∗v = 0
}
is a Hilbert space, when equipped with the following
standard inner product
[u, v] =
∫
HN (−a2)
g(u, v)VolHN (−a2)+
∫
HN (−a2)
g(∇u,∇v)VolHN (−a2) . (2.40)
Clearly V is a closed subspace of
{
v ∈ H1(HN (−a2)) : d∗v = 0
}
. We have the orthogonal
decomposition {
v ∈ H10 (H
N (−a2)) : d∗v = 0
}
= V⊕V⊥, (2.41)
where V⊥ is the orthogonal complement of V in
{
v ∈ H10 (H
N (−a2)) : d∗v = 0
}
. We show
V⊥ ⊂ F, and because by [3], F ≡ {0} for N ≥ 3, we get (2.39). For N = 2, we get V⊥ = F.
Let v ∈ V⊥. By definition, d∗v = 0, and
[v, θ] = 0, (2.42)
for θ ∈ V and in particular, for any test 1-form θ ∈ Λ1c,σ(H
N (−a2)). Again, by (2.7) we
have
∇∗∇θ = d∗dθ + (N − 1)a2θ. (2.43)
So by integration by parts∫
HN (−a2)
g(∇v,∇θ)VolHN (−a2) =
∫
HN (−a2)
g(v,∇∗∇θ)VolHN (−a2)
=
∫
HN (−a2)
g(v,d∗dθ) + (N − 1)a2g(v, θ)VolHN (−a2) .
Now, using the language of currents, we can write the last line as (d∗dv, θ)+(N−1)a2(v, θ),
where (·, ·) is the scalar product of a current with a form. So (2.42) is equivalent to
(d∗dv, θ) + ((N − 1)a2 + 1)(v, θ) = 0,
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or (
d∗dv + ((N − 1)a2 + 1)v, θ
)
= 0
for all θ ∈ Λ1c,σ(H
N (−a2)). Thus by Lemma 2.4
d∗dv +
(
(N − 1)a2 + 1
)
v + dP = 0, (2.44)
for some 0 degree current P .
Now, by applying d on both sides of (2.44), we obtain the following equation is satisfied
by the 2-form ω = dv
dd∗ω +
(
(N − 1)a2 + 1
)
ω = 0. (2.45)
We note that so far (2.45) holds on HN (−a2) in the sense of currents.
Next, observe that the property ω ∈ L2(HN (−a2)) follows directly from the fact that
v ∈ H1(HN (−a2)). Observe that (2.45) is an elliptic system. So the standard elliptic
theory tells us that the 2-form ω, as a solution to (2.45), must be smooth on HN (−a2).
Thus (2.45) actually holds in the classical sense.
We now proceed to prove that the 2-form ω is identically zero on HN (−a2). To achieve
this, we use the cut-off function φR with properties (2.8). Integrating (2.45) against ωφ
2
R
immediately gives∫
HN (−a2)
g(dd∗ω, ωφ2R)VolHN (−a2)
+
(
(N − 1)a2 + 1
) ∫
HN (−a2)
g(ω, ω)φ2R VolHN (−a2) = 0.
(2.46)
Integrating by parts in the first term above will produce an expression
d∗
(
φ2Rω
)
= (−1)3N+1 ∗d∗
(
φ2Rω
)
= (−1)3N+1 ∗d(φ2R ∗ω) = (−1)
3N+1 ∗ (dφ2R∧∗ω)+φ
2
Rd
∗ω.
If we also use that∫
HN (−a2)
g(∗α, ∗β)VolHN (−a2) =
∫
HN (−a2)
g(α, β)VolHN (−a2),
then the first term in (2.46) becomes
∫
HN (−a2)
g(dd∗ω, ωφ2R)VolHN (−a2) = (−1)
3N+1
∫
HN (−a2)
g(d∗ω, ∗(dφ2R ∧ ∗ω))VolHN (−a2)
+
∫
HN (−a2)
g(d∗ω,d∗ω)φ2RVolHN (−a2)
=
∫
HN (−a2)
g(d ∗ ω,dφ2R ∧ ∗ω)VolHN (−a2)
+
∫
HN (−a2)
g(d∗ω,d∗ω)φ2RVolHN (−a2) . (2.47)
Everything on the lhs of (2.46) has a positive sign except possibly
∫
HN (−a2) g(d∗ω,dφ
2
R∧
∗ω)VolHN (−a2), but it can be bounded using Cauchy’s inequality with ε =
1
2 (similarly as
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in Lemma 2.1)∫
HN (−a2)
g(d ∗ ω,dφ2R ∧ ∗ω)VolHN (−a2) ≤ 2
∣∣∣∣
∫
HN (−a2)
g(φR · d ∗ ω,dφR ∧ ∗ω)VolHN (−a2)
∣∣∣∣
≤
1
2
∫
HN (−a2)
φ2R |d
∗ω|2VolHN (−a2)+
8
R2
∥∥ω∥∥2
L2(HN (−a2))
. (2.48)
Using (2.48) and (2.47) in (2.46) gives
(
(N − 1)a2 + 1
) ∫
HN (−a2)
|ω|2 φ2RVolHN (−a2)+
1
2
∫
HN (−a2)
φ2R |d
∗ω|2VolHN (−a2)
≤
8
R2
∥∥ω∥∥2
L2(HN (−a2))
.
(2.49)
Taking a limit on both sides of (2.49) as R→∞, gives∫
HN (−a2)
|w|2VolHN (−a2) = 0, (2.50)
from which it follows that dv = ω = 0 holds on HN (−a2). We also have d∗v = 0 and
v ∈ L2, so v is a harmonic L2 1-form. By [3], if N ≥ 3, v = 0. If N = 2, v can be nontrivial,
and we can show v ∈ F. It can be also showed F ⊂ V⊥ (see [1, Lemmas 3.2, 3.3, 3.6]), so
F = V⊥. 
3. Proof of Theorem 1.1
We are now ready to prove the Liouville theorem in the hyperbolic setting. To begin,
let N ≥ 2 and consider a smooth divergence free vector field u and smooth function p on
H
N (−a2), which together satisfy equation (1.4) and the finite Dirichlet norm property (1.5).
Then by Lemma 2.1, u ∈ L2(HN (−a2)). This means that u ∈ H1(HN (−a2)), since now we
have ∥∥u∥∥2
H1(HN (−a2))
=
∫
HN (−a2)
∣∣u∣∣2 + ∣∣∇u∣∣2VolHN (−a2) <∞. (3.1)
We again consider a bump function φR ∈ C
∞
c (H
N (−a2)), which satisfies (2.8). Then (2.23)
holds, so u ∈ H10 (H
N (−a2)). And since d∗u = 0, it follows that u lies in{
v ∈ H10 (H
N (−a2)) : d∗v = 0
}
, (3.2)
the function space considered in Section 2.3.
Case 1: N ≥ 3. By (2.39), there exists a sequence {vk}
∞
k=1 in Λ
1
c,σ(H
N (−a2)) such that
lim
k→∞
∥∥vk − u∥∥H1(HN (−a2)) = 0. (3.3)
Since d∗vk = 0, from integration by parts we have∫
H3(−a2)
g(dP, vk)VolHN (−a2) = −
∫
HN (−a2)
d∗
(
P · vk
)
VolHN (−a2) = 0. (3.4)
By testing equation (1.4) against vk, it follows, by taking (3.4) into account, that the
following relation holds
2
∫
HN (−a2)
g(Def u,Def vk)VolHN (−a2)+
∫
HN (−a2)
g(∇uu, vk)VolHN (−a2) = 0. (3.5)
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Next by integration by parts (using ug(u, vk − u) ∈ L
1), and then (2.32) we have
∣∣ ∫
HN (−a2)
g(∇uu, vk − u)VolHN (−a2)
∣∣ = ∣∣
∫
HN (−a2)
g(u,∇u(vk − u))VolHN (−a2)
∣∣
≤
∥∥u∥∥2
L4
‖∇(vk − u)‖L2
.
{
‖u‖2H1 ‖vk − u‖H1 , N = 3, 4,
‖u‖H1 ‖u‖L∞ ‖vk − u‖H1 , N ≥ 5.
(3.6)
So by taking the limit in (3.6) as k →∞, it follows that
lim
k→∞
∣∣∣∣
∫
HN (−a2)
g(∇uu, vk − u)VolHN (−a2)
∣∣∣∣ = 0. (3.7)
Now, (3.7) enables us to take the limit on both sides of (3.5) as k → ∞, and deduce that
the following property must hold
2
∫
HN (−a2)
g(Def u,Def u)VolHN (−a2)+
∫
HN (−a2)
g(∇uu, u)VolHN (−a2) = 0. (3.8)
However by (2.31)
∫
HN (−a2)
∣∣u|u|2∣∣VolHN (−a2) = ∥∥u∥∥3L3(HN (−a2)) <∞.
So because u|u|2 ∈ L1, it follows (see for example [1, (A.27)])
∫
HN (−a2)
g(∇uu, u)VolHN (−a2) = −
1
2
∫
HN (−a2)
d∗
(
|u|2u
)
VolHN (−a2) = 0. (3.9)
As a result, identity (3.8) now reduces down to the following simple relation
∫
HN (−a2)
g(Def u,Def u)VolHN (−a2) = 0. (3.10)
However, Lemma 2.2 tells us that u must satisfy the following estimate
(N − 1)a2
∥∥u∥∥2
L2(HN (−a2))
≤
∥∥Def u∥∥2
L2(HN (−a2))
. (3.11)
Hence it follows from (3.10) that we must have u = 0 on HN (−a2) for N ≥ 3 as needed.
Case 2: N = 2. We employ an entirely different approach here. Take u ∈ Λ1(H2(−a2)) to
be a smooth solution to (1.4) which satisfies property (1.5), and which is L∞-bounded on
H
2(−a2). The key observation is that by taking the operator d on both sides of (1.4) (after
we use (1.6) for 2Def∗Def), we can deduce the following vorticity equation
(−△)ω + 2a2ω +∇uω = 0, (3.12)
where ω ∈ L2(H2(−a2)) is the uniquely determined smooth function for which the relation
du = ωVolH2(−a2) holds. As before, we consider the cut-off function φR with property (2.8).
Through testing (3.12) against ωφ2R, we can carry out an integration by parts argument to
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deduce that ∫
H2(−a2)
∣∣∇ω∣∣2φ2R +
∫
H2(−a2)
2a2ω2φ2R
≤2
∣∣∣∣
∫
H2(−a2)
φRωg(∇ω,∇φR)
∣∣∣∣+
∣∣∣∣
∫
H2(−a2)
ω2φRg(u,∇φR)
∣∣∣∣
≤
1
2
∫
H2(−a2)
∣∣∇ω∣∣2φ2R + 2
∫
H2(−a2)
ω2
∣∣∇φR∣∣2 + 2‖u‖L∞
R
∫
H2(−a2)
ω2,
from which we get
1
2
∫
H2(−a2)
∣∣∇ω∣∣2φ2R +
∫
H2(−a2)
2a2ω2φ2R ≤
(
8
R2
+
2‖u‖L∞
R
)∫
H2(−a2)
ω2. (3.13)
By passing to the limit on both sides of (3.13) as R→ +∞, we deduce that we must have
‖ω‖L2(−a2) = 0. Hence, it follows that du = 0 on H
2(−a2). As a result, u = dF for some
harmonic function F on H2(−a2) as needed.
This concludes the proof of Theorem 1.1. We now prove Corollary 1.3
3.1. Proof of Corollary 1.3. The proof is identical except that equation (1.4) is replaced
either by
∇∗∇u+∇uu+ dp = 0 (3.14)
or
dd∗u+ d∗du+∇uu+ dp = 0,
which simplifies to
d∗du+∇uu+ dp = 0, (3.15)
since d∗u = 0.
In the case of (3.14), instead of (3.10) we obtain ‖∇u‖2L2(HN (−a2)) = 0 for N ≥ 3. If
N = 2, essentially the same argument as in Case 2 of the proof of Theorem 1.1 goes
through since ∇∗∇ = d∗d + dd∗ − Ric.
In the case of (3.15), we obtain at the end ‖du‖2L2(HN (−a2)) = 0 for N ≥ 3, which means
that u is both closed and co-closed. So u must be a harmonic L2 1−form, but since these
are trivial on HN (−a2) for N ≥ 3, the result follows. For N = 2, the vorticity equation now
reads
(−△)ω +∇uω = 0.
This leads to ‖∇ω‖L2(H2(−a2)) = 0, which tells us that ω must be a constant on H
2(−a2).
However, this further implies that ω = 0, since ω ∈ L2(H2(−a2)). In this way, we still get
u = dF , with F some harmonic function on H2(−a2).
4. More general manifolds
We proved Theorem 1.1 on HN (−a2) due to the simplicity of the exposition. In this
section we show how to extend it to more general manifolds. This can be done if M is a
smooth, complete, N -dimensional Riemannian manifold with positive injectivity radius and
with −(N − 1)b2 ≤ Ric ≤ −(N − 1)a2 < 0.
We first have the following analogs of Lemmas 2.1 and 2.2, which we state as corollaries
and very briefly sketch out the proofs.
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Corollary 4.1. Let N ≥ 2 and let M be a complete, simply connected N -dimensional
manifold with Ric ≤ −(N − 1)a2 < 0. Consider a smooth 1-form u ∈ Λ1(M) which satisfies∫
M
∣∣∇u∣∣2VolM <∞. (4.1)
Then u also satisfies du ∈ L2(M), u ∈ L2(M), d∗u ∈ L2(M), and∫
M
∣∣u∣∣2VolM ≤ 2
(N − 1)a2
∫
M
∣∣∇u∣∣2VolM . (4.2)
Proof. Here just like in the proof of Lemma we have (2.3) and (2.4), so again∥∥du∥∥
L2(M)
≤ 2
1
2
∥∥∇u∥∥
L2(M)
,
∥∥d∗u∥∥
L2(M)
≤ N
∥∥∇u∥∥
L2(M)
. (4.3)
For L2 bound, we again use the Weitzenbo¨ck formula
∇∗∇u = dd∗u+ d∗du− Ric u,
and integrate it against u and a bump function φ2R ∈ C
∞
c (M) where φR satisfies
χBO(R) ≤ φR ≤ χBO(2R),
∣∣∇φR∣∣ = ∣∣dφR∣∣ ≤ 2
R
. (4.4)
Using g(Ric u, u) = Ric(u, u) ≤ −(N − 1)a2g(u, u), this gives∫
M
g(∇∗∇u, φ2Ru) =
∫
M
g(dd∗u, φ2Ru) +
∫
M
g(d∗du, φ2Ru)−
∫
M
g(Ric u, φ2Ru)
≥
∫
M
g(dd∗u, φ2Ru) +
∫
M
g(d∗du, φ2Ru) + (N − 1)
∫
M
a2φ2Rg(u, u).
(4.5)
Then the equation (2.13) becomes∫
M
g(∇u, 2φRdφR ⊗ u) +
∫
M
φ2R |∇u|
2
≥
∫
M
φ2R(|d
∗u|2 +
∣∣du∣∣2)−
∫
M
2φR · d
∗u · g(dφR, u)
+
∫
M
2φR · g(du,dφR ∧ u) + (N − 1)a
2
∫
M
φ2R|u|
2
(4.6)
Rearranging and estimating just like in (2.14)-(2.17), we arrive at (2.18) stated onM instead
of HN(−a2). The remainder of the proof is then exactly the same. 
Corollary 4.2. Let N ≥ 2 and let M be a smooth and complete N -dimensional manifold
with Ric ≤ −(N − 1)a2 < 0. Consider a smooth 1-form on M , which satisfies∫
M
∣∣∇u∣∣2VolM <∞. (4.7)
Then
2
∥∥Def u∥∥2
L2(M)
≥ 2
∥∥d∗u∥∥2
L2(M)
+
∥∥du∥∥2
L2(M)
+ 2(N − 1)a2
∥∥u∥∥2
L2(M)
. (4.8)
Proof. The proof is identical as Lemma 2.2 except that (2.26) becomes
2
∥∥Def wk∥∥2L2(M) ≥ 2
∥∥d∗wk∥∥2L2(M) +
∥∥dwk∥∥2L2(M) + 2(N − 1)a2
∥∥wk∥∥2L2(M), (4.9)
which leads to (4.8), which in this case is an inequality instead of the identity as in (2.22). 
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The interpolation identities are exactly the same, and this is when we need the positive
injectivity radius and a lower bound on Ric (see [7, 5]). The statements about currents are
also the same. This leaves the statement of Theorem 2.5. If we do not include that the
manifold is simply connected, then we need to replace the space F by the space of harmonic
L2 1-forms. The steps of the proof would be the same, and the conclusion would depend
on the fact whether or not the manifold M admits nontrivial harmonic L2 forms.
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