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I, INTRODUCTION 
A problem of continuing interest to research scientists is that of 
model specification for prediction in regression. In most fields of 
application a research worker in that field will often encounter situa­
tions in which he wishes to predict the value of some dependent variable 
given a value for each of several independent variables. For prediction 
purposes the research worker will often assume a model which is linear in 
a set of unknown parameters. This thesis will deal with a model of this 
type, called the multiple regression model. 
After deciding tpon the type of model, the research worker must next 
decide which subset of the set of possible independent variates can best 
be used to explain his variate of interest- called in this situation a 
dependent variate. In most cases the researcher will want to minimize the 
number of independent variates in the subset but at the same time include 
those variates which are most useful in predicting the dependent variate 
value. The need for a decision of this nature is based upon his belief 
that some of his independent variates may have little or no effect in pre­
dicting the dependent variate. His decision on this matter will be in­
fluenced by his OT/n beliefs, his past experience, results previously ob­
tained by others in his own and related fields, and analysis of data 
obtained in his current experiments. 
The amount of a priori information available to the research worker 
when he is attempting to make the decision as to exactly which set of 
independent variables to use in prediction serves to place him in one of." 
the following three categories. The first category includes persons having 
% 
little or no a priori information about their rc^rencion data. Since ilata 
are often available from other than designed experiments, for example data 
collected routinely with no specific purpose in mind, it is not unusual for 
a research worker to find himself in this category. In this situation the 
research worker has no basis for making the usual assumptions about the 
error in his model and he will be unable to make parametric tests having 
sound theoretical basis. Category two is comprised of persons who, from 
other considerations, have chosen a basic set of independent variates which 
they definitely will use in any attempt to predict the variate of interest, 
but who have doubts as to which if any of the remaining independent vari­
âtes at their disposal should be added to the basic set when forming a 
prediction equation. The research worker in category two is, however, in 
a situation wherein he is sure that the usual error assumptions are valid, 
hence, he is able to obtain an unbiased estimate of error variance. 
Category three includes those research workers whose situation allows them 
to make the usual error assumptions and who have a completely specified 
set of independent variates to be used in their prediction equation. Thus, 
only persons in category three are in an enviable position, persons in 
categories one and two have a difficult choice to make and they will often 
use available model building techniques to aid them in making their 
decision. 
The problem of choosing a "good" subset of independent variates from 
some specified overall set has provided the stimulus for a ^ reat deal of 
research in statistics, particularly in recent years with the advent of 
high speed digital computers. Many different procedures for choosing what 
is often termed a-"good" or sometimes "best" subset of independent variates 
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have been proposed. Most of the recommended procedures are primarily de­
signed for use by persons in category one, and only a few deal specific­
ally mth the problem of persons in category two. 
Application of any one of the procedures is an attempt to build a 
suitable regression model for use in predicting and discovering character­
istics of the dependent variate of interest. All model building procedures 
use a set of observations as a basis for selecting the final model, and 
most use tests of significance to make decisions at intermediate stages in 
the procedure. Such tests are called preliminary tests and they will 
ob-'/iously effect sijbsequent tests and estimates, the end result being a 
probable bias in the predicted y . 
The Review of Literature will refer to many of the available model 
building procedures which incorporate preliminary tests. Possibly the only 
procedure of interest which does not fall into this class is the one in 
which all possible combinations of independent variates are used, and the 
results obtained from each regression are compared to decide which combi­
nation is most suitable. While this alternative is very appealing, it is 
not practical in most situations because of the large number of trials 
necessary. Even with the speed and efficiency of newer model digital com­
puters, the cost of performing all of the possible regressions is prohibi­
tive in most situations. 
Since the experimenter usually must employ some model building pro­
cedure which incorporates preliminary tests of significance, the need for 
relevant theory describing the consequences of such testing is evident. 
The purpose of this thesis is to study the effect, on the predicted y , 
of order of variables and subsequent preliminary tests for each of two 
different sequential model building procedures. An expression for the bias 
and mean square error of the predicted y will be derived and evaluated 
for critical points in the parameter space, then recommendations will be 
made as to which of the two procedures is best under a given set of popula­
tion parameters. Finally, the problem of determining confidence limits for 
the expected value of the predicted y is studied and limits derived for 
seme special cases. 
II. REVIEW OF LITERATURE 
The first theoretical ro;;ultn describing the effect of preliminary 
testr; of significance were derived by Bancroft (6). He gave an expression 
for the bias and variance of a variance estimator which was obtained after 
a preliminary test was made. Bancroft also derived an expression i'or the 
bias in the estimate b^ of in the model 
y = + 2^^ 2 ® ' 
when b^ is dependent upon a preliminary test used to decide whether to 
retain Xg in the model. In 1950 Bancroft (5) extended his investigation 
and obtained the bias in variance estimates which result from omission of 
several variates in a multiple regression model. 
Larson and Bancroft ( 31) studied the effect on the predicted y of a 
preliminary tost of the hypothesis that some specified subset of the coef­
ficients in a regression model were simultaneously zero. They derived the 
bias and mean square error for the predicted y in this case. 
In 1963 Larson and Bancroft (32) published results which, assuming 
known error variance 0^ , give the bias and mean square error of the pre­
dictor obtained from using either of two sequential model building techniques. 
They deal with the problem of a person in category two and require that the 
experimenter specify what he considers to be the "order of importance" of 
variates in the 'doubtful!' set. Using this order the model is written with 
the r basic variables first followed by the k - r "doubtful" independent 
variates, the least important being variate . The first sequential 
procedure tests the regression coefficients in turn, beginning with the 
(r+l)st variate, and stops when a significant F ratio is not obtained at 
some stage, call it the (rHi)th (l < i < k - r). The model is then taken 
to contain the first r + i - 1 variates. There is of course the possi­
bility that the full model will be obtained. The second sequential pro­
cedure differs from the first only in the order in which the coefficients 
are tested. In this second procedure the coefficient of is tested 
first, then testing continues until either a significant F ratio is ob­
tained or the hypothesis 0 is not rejected. The variates remain­
ing in the model at that time are used to predict y . 
Many other studies have been made of the effects that preliminary 
tests have on final tests and estimates. Several of these (Bozivich, 
Bancroft, and Hartley (13), and Mead (34)) deal with the size and power of 
a subsequent test when the preliminary test is used to decide upon a pool­
ing procedure. 
Among the proposed model building procedures, for which no theory 
exists as to the effect that preliminary tests have on the final estimates, 
probably the best known is the stepwise regression algoritlnm given by 
Efroymson (l8). His procedure enters variates into the model one at a 
time, always entering that variate which will make maximum reduction in 
residual sum of squares. If a variate previously entered has a regression 
coefficient which becomes sufficiently small at some subsequent stage, that 
variate is then deleted from the current model and it becomes a candidate 
for entrance at any later stage. The process terminates when the decrease 
in residual sum of squares will be negligible, by some criterion, when any 
one of the remaining variates is entered. 
Y 
Gorman and Toman (%2) developed another search procedure for sifting 
through all possible regression in search of the one having smallest 
residual mean square. Their procedure uses a fractional factorial design 
and utilizes a test statistic considered by Hocking and Leslie (26). 
Hocking and Leslie proposed another method which provides an economi­
cal means of search through all possible regressions, having a specified 
number of variates in the model, in an effort to locate the best combina­
tion of independent variates. Their procedure is desirable if at most 
only a few variates are to be deleted from the initial model. 
Draper and Smith (i^) describe and give their opinion of several model 
building procedures Including stepwise regression and modifications of the 
two sequential procedures considered by Larson and Bancroft (32). 
Anscombe (4) discusses the general philosophy of model building and 
describes a modification of Efroymson's stepwise regression algorithm. 
Efficient methods for calculating all possible regressions have been 
proposed in two different publications. Garside (20) developed a binary 
representation for variate combinations which provides a systematic method 
of variate designation. Shatzoff, Fcinberg, and Tsao (36) improved the 
Garside procedure and described a computer oriented algorithm for imple­
menting their procedure. 
The literature cited above does not exhaust the list of publications 
which deal with the problem of preliminary tests and model building in 
regression/ however the articles described above do contain most of the 
currently used ideas and techniques in this area and make reference to 
virtually all of the recent publications on the subject. 
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i l l .  K E L A T L V l i :  E P K T C l . E N C y  I N  A  ^ J I N G L E  T E S T  B i O C E D U I t l ' :  
A- Introduction 
In thi;-.; chapter we consider the situation in which an experimenter 
has a total of k independent variables and is interested in deleting a 
specified subset containing k - r variates if indications are that in­
clusion of this subset does not significantly improve the prediction 
equation for the dependent variate y . The experimenter is sure that 
his basic set of r variates is needed, hence he will adopt a procedure 
wherein a test of the hypothesis that the coefficients of the k - r 
"doubtful" variates are simultaneously zero is made and the set of k - r 
variates is retained or deleted depending upon the outcome oP the test. 
If the predictor of y obtained under this procedure is denoted by yx , 
then y* will contain either k or r independent variables depending 
upon t?ie outcome of the test. 
B. Notation and Background 
Assume the population model is 
where the e-'.", are normally and independently distributed hav.ing zero mean 
and unknown variance cr^ . Corresponding to a sample of n observed y'v., 
the f;et of x values is denoted by x^^ (i -- 1, ... ,n ; J -= 0, ... ,k), 
the second subscript specifying the variate, the first subscript designat­
ing the observation number for that variate. We assume that the x 
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variâtes are the result of a transformation which causes them to be mutual-
n ^ 
ly orthogonal and have - 1 . Under these conditions the following 
relations will hold. 
n 
' 0,1' 'k) 
n 
.Z X X , s 0 (for ,]• / j', j = 0,1, ... ,k) 
1-X IJ IJ 
n 
a J.—j. j.j  ^.Z, Xj, Ï 0 (j = 1, ... ,k) 
X - 1y^n (i ~l;2j ... -n) 
io 
The variate x^ is always retained in the model and is not counted as one 
of the k independent variates in subsequent discussion. 
Larson and Bancroft (3l) considered this incompletely specified model 
under the above assumptions, and used the test statistic 
, K.1 " "r-tz * ' tg 
o- (k-r)v 
to decide whether to retain the set of k - r doubtful variates. In their 
notation the are least squares estimates of ,'3^ and v is the residual 
mean square obtained by fitting the full model. They derived the bias and 
mean square error of y* and showed that the use of transformed x vari­
ates did not change either the bias or the mean square error of the predic­
tor y^' , i.e. it is the same as the y* value obtained using nontrans-
formed x's. Their expression for the mean square error of y* for the it h 
observations is 
= mse(y|-) 
" • jkj - "(9) ji+rfj " i/ %%)"], (3.1) 
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where for a level a. test the qufintities in Equation 3.1 are defined as 
® ' I ' 
r (9 )  =  '  
h (9 )  =  2  '  
where ^ ^ ^8) denotes a noncentral F variate having noncentrality 
parameter R, numerator degrees of freedom k - r ^ and denominator 
degrees of freedom m - n - k - 1 . 
C. Relative Efficiency 
A natural question to ask is which significance level a should be 
used in testing the hypothesis that the k - r coefficients of the doubt­
ful variates are simultaneously zero. In an attempt to answer this we ivill 
study a measure of the efficiency of this prediction procedure to one in 
which the experimenter alv/ays retains the full set of k independent 
variates. In order to derive this measure of efficiency we define the 
"total squared error" of a predictor of y to be the sum of the mean square 
errors of predicted y's over the set of n observations. The total squared 
error is used because, as will be seen later, it provides an average over 
the set of x values and therefore does not involve the x's. This conden­
sation is quite useful and without it the relative efficiency would of 
necessity have to be studied over combinations of the x values and this 
would severly limit the scope of the numeric study. If all k independent 
11 
variates are retained, the total squared error of the predicted y* is 
the sum of mean square errors, 
In the case of the test procedure, the total squared error of the pre­
dicted yx is obtained by summing Equation 3-1 over the n sample values. 
Thus, we obtain 
Yt + r + (k-r)h(o) + 20(r(8) - 2h(8) + l)] 
n 
" itl^ i • 
The relative efficiency of the proposed prediction procedure to the one in 
which all independent variates are included is the ratio of total squared 
errors 
3 
Yt 
^ + 1 n \ 
" 1 + r + (k=r)h(0) + 28(r(9) - 2h(e) h 1} 
and is a function of n., 8; k, r, and n. 
The expression 3-3 was evaluated for quadruples (n,k,r,8) over the 
following set of values 
n : 31 (10) 131 
k : 10 (k) 30 
r : 3, ^  (4) k - 1 
A : 0, 2, 4, 6, 8, 12, 16, 20, 24, 28. 
This region of the parameter space was studied for various levels of a . 
As a point of independent interest three separate approximations to the 
noncentral F were used, one due to Tiku (43), a normal approximation (40), 
and Patnaik's approximation (35). All three agreed to better than two 
significant figures in all computations performed. The Tiku approximation 
vas actually used to obtain , the other two values provided a check on 
the approximation. Some representative graphs of the results of computa­
tions are given in Figures 1 through 6. These figures are designed to show-
results for larger values of k - r. 
In an effort to make some rather general recommendations as to which 
levels of a might best be used, it was decided to determine from the 
numeric calculations the minimum levels of a which assured a relative 
efficiency at least as large as O.8O under prescribed parameter values. 
A summary of results obtained under this criterion is given in Table 1. 
As shovm in the table, o: - 0.% is a "safe" level over the range of param­
eter values considered, however in many cases smaller levels can be used 
while still maintaining the relative efficiency S > O.8O. All calcula­
tions tended to indicate that as k and n increased with simultaneous 
nondecrease of k - r , the level u. necessary to maintain any prescribed 
S value became smaller regardless of the 8 value. Naturally, as 0 
becomes small, the rela,tive efficiency increases toward a number larger 
than or equal to unity for all 'i. levels. In summary, it seems that in 
the absence of any knowledge as to the value of 9 , a -- 0.2'; might best 
be used if a relative efficiency larger than O.8O is desired. For the 
majority of cases, calculations indicate that this a. level will bo suf­
ficient to assure S > 0.80 ,  
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Table 1. Minimum levels of a necessary to obtain S > 0.80 
30 < n < 80 
10 < k < 19 20 < k < 2^ 26 < k < 30 
7 < k - r < 10 0.2^ 0.2^ 0.25 
3 < k - r < 6 0.25 0.2^ 0.20 
1 < k - r < 2 0.25 
80 
0.20 
< n < 110 
0.10 
10 < k < 19 20 <k < 25 26 < k < 30 
7 < k - r < 10 0.25 0.25 0.20 
3 < k - r < 6 0.25 0.20 0.15 
1 < k - r < 2 0.20 
111 
0.15 
<n < 1^0 
0.05 
10 < k < 19 20 < k < 25 26 
1 l
A lA
: 
Oj
| 
o
l
 
7 < k - r < 10 O^ i^ 0.20 0
 
0
 
3 < k - r < 6 0.25 0.15 0.10 
1 < k - r < 2 0.20 0.10 0.05 
a = 0.75 
a = 0.50 
a = 0.05 
I.Î 
0.0 
iz zo 
Figure 1. Relative efficiency of single test to always keep 
i.5 
i.O 
0.S -
0.0 
28 20 
Figure 2. Relative efficiency of single test to always keep 
10 
(3) o 
Z.O. 
0.5 
0.0 
zo za 
Figure 3. Relative efficiency of single test to always keep 
a = 0.75 
a = 0.50 
Q = 0.25 
a = 0.05 
101 
10 
2.0. 
0.5. 
0.0 
20 
Figure Relative efficiency of single test to always keep 
z.o. 
0.0 
2 4-zo 
S) 
Figure 5. Relative efficiency of single test to always keep 
a = 0.75 
a = 0.50 
a = 0.25 
a = 0.05 
z.o. 
1.5/ 
(1) 
0.5. 
20 Z& 
vo 
Flgiare 6. Relative efficiency of single test to always keep 
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IV. TIIE SEQUENTIAL DELETION PROCEDURE 
A. Introduction 
Ihe first model building procedure to be considered in this paper is 
one in which independent variates are deleted from the full model, one at 
a time, beginning with the variate and proceeding in sequence k - 1, 
k - 2, ... ,k - i until at some stage a predesignated criterion causes 
termination of the process. We will consider the procedure as one for 
handling a category two type problem, that is to say we assume that the 
experimenter has a basic Kot containing r independent variates 
... which he definitely wants to retain and a "doubtful" set 
containing (k-r) independent variates (x^^, ... ,x^J some of which he 
wants to delete if they are of little use in predicting the dependent vari­
ate y . We also ansume that the variates in the "doubtful" set have been 
ordered, by some method, into what is considered to be their "order of 
importance". Once ordered we assume that the variates are presented in 
this order with x^^ being the most important and x^ the least important. 
The ordering may be specified by the experimenter based on his own prefer­
ence and a priori knowledge, it may be inherent in the problem as is the case 
in polynomial regression, or it may be determined from computations using an­
other sample- A discussion of variate ordering is given in the Appendix. 
The sequential deletion procedure is actually performed as follows. 
Procedure : 
1. Test H : The coefficient 6, of x, is zero. 
0 ' k k 
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2. If is rejected, use all k independent variates to 
predict y . If is not rejected, test The coeffi­
cient ^ of ^ is zero. 
3. If io rejected use (x^, ... ,x^ to predict y . If 
is not rejected, tost Hg: The coefficient g of g 
if; zero. 
h. Continue in this fashion until one hypothesis IL is rejected 
or until all of the k - r "doubtful" independent variates 
are removed. If all doubtful variates are deleted, use 
(x^, ... ,x^) to predict y . If one hypothesis is 
rejected, use (x^, ... ,x^^^) to predict y . 
Thus, use of the sequential deletion procedure will result in a prediction 
equation which may contain as many as k or as few as r independent 
variates, the actual number depends on the result.?, of tests of significance 
performed for a particular set of data. The predictor obtained has few 
obvious properties, and this chapter will deal with derivation of the bias 
and mean square error of the predictor and its relationship to the predic­
tor obtained when all k independent variates are used. Two different 
cases will be considered, the first being the case where cr^ is known and 
the Docond whore cr^ is unknown. 
B. Assumptions and Notation 
We assume that the true relationship between y and x^, ... ,x^ is 
of the form 
y = pQ + + .. . + + e . 
The e's are normally and independently distributed with zero mean and 
common variance o^, and the experimenter has available a random sample of 
size n, n > k+1 , from this population. We will further assume that the 
x's are transformed so that they are mutually orthogonal and have unit 
n n 
length. Thus, Z x? .= 1 and .2 x. .x. 0 for each j = 1, ... ,k . 
1-1 10 1-1 1,] i."j ' ' 
Several orthogonalization processes are available, however we assume the use 
of the Gram-Schmidt process as described in Anderson and Bancroft (3). 
The least squares estimators of , under the above 
assumptions, are respectively 
= y 
^2 = 
Regressing y on some subset of the k independent variables will result 
in the same coefficients for those independent variables. The reduction 
in sum of squares due to regressing y on a variate x^ ^  after accounting 
for (x^jXgj, •• '^k-i—1^ ) — ^k-i ^^^y i — 0,1, ... ,k-l « 
These quantities R(x) are uned in making the tests called for in the pro­
cedure described above. The least squares estimator of cr^  is 
1 ^ 
- m jïl'yj- "o- Vjl- Vj2- - Vjk>'' 
where m = n - k-1 . 
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The various estimators of y which can arise will be denoted by 
- bo * + Vk 
= % + Vi \-A-i 
= I'd ' Vl ' • • • + Vr ' 
the subscript of y denoting the number of independent variables in the 
estimator. The estimator arrived at through application of the deletion 
procedure will be called y*. Thus, y* could be y^ , or y^ ^  , or y^ ^  , 
... , or y^ depending on the outcome of the tests of significance for a 
particular cenple. 
The possible results of testing, each of which carries a unique esti­
mator, will be termed event:: as described in the following table. 
Table 2. Relationship between events, estimators, and test results 
Esti-
Resuits of tests Event mator 
Reject H 
o 
A 
o 
Accept , Reject 
4 ^k-1 
Accept H 
0 
, Accept , Rcject 
^k-2 
Accept , Accept , ... , Accept \_^_p , Reject 
•'^k-r-l Vl 
Accept , . . . , Accept > Accept \-r ^r 
Zh 
In the following sections we will consider first the case where the 
value of cr^ is known to the experimenter, and then the case of cr^ un­
known. In the first case all tests will be chi square tests with signifi­
cance level a , P("X.^ > '^) - Of. , where T denotes thn 100a percent point 
of the chi ;.quare distribution having one degree of freedom. The second 
case will ur;e F te.';tr:, P(F^ ^  > s ) = a , whore s is the 100a percent 
point of the P distribution having 1 and m - n - k - 1 degrees of freedom. 
C. The Case of cr^ Known 
1. Derivation of total squared error 
An expression i'or each of the bias and mean square error of y* was 
derived by Larson and Bancroft (31). Their expression for the mean square 
error of y* , evaluated at the ith observation, is denoted by yf and has 
the form 
+ "j- $ + • • 
The various quantities in this expression are defined below 
p = {r + f ) -J- / 
Fj = exp[- i('\fô - pj/o-yZ] - exp[-
Gj ^  exp[- 4 p./e)^] + exp[- |(V6 - Pj/o-)^] 
P(x! > *)= o ' m=%Ll(l-?m) " 1 ' 
25 
The "total squared error" of the estimator y* is defined to be the 
sum of the mean square errors for individual observations, and is denoted 
by • Thus, 
n 
Using the properties of the transformed x's we obtain upon summation 
k p k p. F 
. o2[l + k + 2 ^ )' 
- 3=Lt|î V iXl-Pj)}J,i(l-P,)] 
Introducing the following notation, 
/F- P,0?, 
^i = ^ i£ ^i Pl)Pi 
K = I.- ap.H + p|p. = t J + .r } —è- e ^ ax , 
- aV6 
the form of upon substitution for and becomes 
Yl ' + 1 + J=L •'j + ^  • 
This is a desirable form for computational purposes. We note that the 
integrals arc expressible in the form 
26 
P..r7A r ] ^  ."'/'ay 
,(_Vô - f ,  Jar)  + 1 - $(/\/ô - p./o) , 
where &(x) Is the c.d.f. ol" the cumulative standard normal, and the 
integral can be written as 
R. = CT^il I e dy] . 
J 45; 
- VÔ-Pj/c 
Using these foms it is easily seen that depends on 6, k, r, and 
P^/cr (i=r +1, ... ,k) . 
2. Relative efficiency computation 
A question which arises naturally asks which level a should be used 
in order that the total squared error for the sequential deletion procedure 
will not be undesirably large when compared with the total squared error 
obtained when all k independent variates are retained in the model, the 
latter total squared error being 
To compare the sequential deletion and the always keep procedures, 
the ratio R of the total squared errors was chosen as a measure of their 
relative efficiencies. Thus^ we define 
The factor cr^ appears in both numerator and denominator of R , so it will 
disappear and leave R as a function of k, r, 6, and ' 
Computation of R for a given set of parameter values is rather 
difficult unless a digital confuter is employed,however, using a computer, 
the evaluation of R is not difficult or time consuming. The integrals 
Pj and ^ Rj present the only real difficulty. The computer program 
written to obtain numeric values for this paper utilized a rational frac­
tion approximation due to Hastings (4o) for evaluation of the c.d.f. of 
the standard normal distribution. The integrals R^ were evaluated using 
Legendre Gauss six point quadrature over subintervals of (-/ô - Pj/o" , 
•Jà - Pj/a) . These approximate methods resulted in better than four figure 
accuracy for all integrations. Using an IBM 360/50 digital computer, the 
integrals can be approximated at a rate of more than 50 per second using 
the approximate methods described above. 
To obtain recommendations as to which level a could best be used, 
the cases of two, three, and four doubtful variates were considered. For 
each case, all combinations of p./a (i=r+l, ... ,k) with p./cr > p./a 
X 1 J 
(i < j) for values 0(^)3 and 3(1)5 were used. Also, combinations of un­
ordered values were considered for P^/o" in the range 0(l)^. The values 
of k considered were 5(5)25 and 25(25)100. Four levels of a were used, 
a = 0.50, 0.25, 0.10, 0.05" A representative subset of the values obtained 
is given in Table 3* Note that negative values of p^/o" need not be con­
sidered since R is invariant under change of sign in P^/o" for any subset 
of PL/o' . Also, Figures Y through I8 show the behavior of R for various 
combinations of parameter values. 
Table 3- Table of.' relative efficiencieG R 
.Coeffi-
.cients 
k-r = 
Value 
k=5 k =10 k = 20 k=50 
2 
k=5 k=10 k = 20 k = pO 
Alpha\^ 1 
\ cr -1 = 0 ' 
H
l
 
b
 
= 0 1 
cr Pk -1 = 2 , 
II 
H
1 
b
 
0 
0.50 1.02 1.01 1.01 1.00 1.01 1.00 1.00 1.00 
0.25 1.09 1.05 1.02 1.01 1.00 1.00 1.00 1.00 
0.10 1.22 1.11 1.05 1.02 0.95 0.97 0.98 0.99 
0.05 1.31 1.15 1.07 1.03 0.90 0.94 0.97 0.99 
1 
cr Pk. -1 " ' è ^ k  
= 0 1 
0' Pk. -1 =  ^' 
II 
H
l
 
b
 
0 
0.50 1.01 1.01 1.00 1.00 1.01 1.01 1.00 1.00 
0.25 1.05 1.02 1.01 1.00 1.05 1.03 1.02 1.01 
0.10 1.09 1.05 1.02 1.00 1.10 1.05 l.c4 1.03 
0.05 1.10 1.05 1.03 1.01 1.13 1.07 1.05 1.03 
1 1 p 1 0 
a ^k = a -1 = 1 ' a ^k 
= 1 
0" '"k-l - " ' 1 
0.50 0.99 1.00 1.00 1.00 0.99 0.99 1.00 1.00 
0.25 0.96 0.98 0.99 1.00 0.95 0.97 0.98 0.99 
0.10 0.93 0.96 0.98 0.99 0.86 0.92 0.96 0.98 
0.05 0.93 0.96 0.98 0.99 0.81 0.88 0.94 0.97 
1 
a Pk--1 = 3 , ^ Pk = 1 
1 
0 Pk--1 = 5, Œ Pk = 1 
0.^0 0.99 1.00 1.00 1.00 0.99 1.00 1.00 1.00 
0.25 0.97 0.98 0.99 1.00 0.98 0.99 0.99 1.00 
0.10 0.91 0.95 0.97 0.99 0.96 0.98 1.99 1.00 
0.05 0.8^, 0.91 0.9% 0.98 0.9G 0.98 0.99 0.99 
1 
0' Pk--1 " 2 , — 2 
1 
G" Pk--1 3 , a ^ = 3 
0.05 0.99 0.99 1.00 1.00 1.00 1-00 1.00 1.00 
0.25 0.93 0.96 0.98 0.99 0.98 0.99 0.99 1.00 
0.10 0.82 0.89 0.9% 0.98 0.92 0.95 0.98 0.99 
0.2^ 0.7't 0.84 0.91 0.96 0.85 0.91 0.95 0.98 
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3. A summary of numeric results 
We now consider the results of all the numeric computations and use 
them to compare the sequential deletion method to the always keep procedure. 
The relative efficiency E = 0.80 is used as a basis for comparison 
because it seems to represent the smallest allowable level of relative 
efficiency from an experimenter's point of view. Relative efficiencies 
below 0.80 would probably be termed unacceptable in most instances by 
someone working in a substantive field. Table 4 gives minimum levels of 
a which can be used in all tests and still maintain a relative efficiency 
at least as large as 0.80. The numeric study indicated that these a 
levels apply regardless of the ordering of the doubtful variates. That is 
to say the true values need not be such that j j < j P^/cr j 
when j > i for the a levels of Table 4 to apply. These a levels are 
chosen to be applicable over a subspace oT the parameter space so for k 
values in the upper range of the limits listed in the table, one can 
expect the R value to be much larger than 0.80. 
Generally, the numeric results indicated that the total squared error 
for sequential deletion in seldom less than ^0 percent or greater than 
125 percent of the total squared error for the always keep procedure. In 
all cases considered, and for all a levels used, an increase in k alone 
tended to force R toward one from its position either above or below one. 
Although cases ol' more than 4 doubtful variates were not generally consid­
ered, a few were computed and the results obtained indicate that the a 
levels of Table '1- will probably apply in situations where there are a few 
more than 5 doubtful variates and that doubtful P^/o" are small, i.e. one 
or less in magnitude. 
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Due to the relative insensitivity to ordering of doubtful variates 
and th€: favorable total squared error level, the sequential deletion pro­
cedure seems to be very good when compared with the always keep procedure, 
at least for situations where cr^ is known. Overall, the results indicate 
that this model building procedure provides a great deal of protection 
against amission of a variate which is of some importance in predicting y, 
however, on the other hand the procedure will not allow as many variates to 
be deleted as some of the other methods available. Table 4 will serve to 
provide guidelines as to which level a might best be used in various 
situations. As shown in the Table the value a = 0.10 appears to be a good 
choice. 
Table h. Minimum values of a necessary to assure R > 0.80 
2 3 5 
5 < k < 10 0.10 0.10 0.10 0.10 
10 < k < 20 0.05 0.05 0.05 0.05 
20 <k 0.05 0.05 0.05 0.05 
D. The Case of cr^ unknown 
1. Derivation of bias 
The work of Larson and Bancroft (31) shows that the bias in the pre­
dicted y is the same when either original or transformed x's are used. 
Thus, we may proceed under the assumptions and notation of Section B. In 
all tests for the case of o"'* unkno-vm, the test statistic is of the form 
R(X^)/V, where v is the residual mean square due to fitting all k 
kk 
independent variates, and R(x^) is a reduction in sum of squares as pre­
viously defined. The distribution of the ratio is that of a noncentral F 
with 1 and m = n - k - 1 degrees of freedom, noncentrality parameter 
L = p?/2o^ . In all that I'ollov/n, û will denote the 100a pcvrcent point 
of the central F with 1 and rn degrees of freedom, all tests being made at 
the same level of significance. Table '•j illustrates the test criterion for 
each hypothesis and the conditions under which it would be rejected. 
Table 5* Hypotheses and test criterion 
Hypothesis Reject if 
II o
 
b|/v > 6 
bj/v < 6 ^v > Ô 
%:Pk-2 - ° < 6 : "Li' 
'v < 5 ; b^ ^ /v > 6 
bj/v < 6 : "i-i' 'v < à ; ... b^ ,,/v < 6 ; b^ /v > 6 ' r+1' — 
The various possible outcomes of events, and th.-: corresponding esti­
mators are given in Table 6. Using the notation contained therein we see 
that 
E(Y*) ' E(Y^|A^)P(ÂJ + E(YJ^_^|A^)P(A^) + E(Y,^ G|AG)P() 
+ ...  H- E(y,|A,^.,)I'(A^_,.) , C'.l 
and that 
P(A ) + P(A, ) + ... + P(A, ) = 1 . 
o' 1' ^ K-r^ 
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independent variâtes, and R(x^) is a reduction in sum of squares as pre­
viously defined. The distribution of the ratio is that of a noncentral F 
with 1 and m = n - k - 1 degree.': of freedom, noncentrality parameter 
= (3?/2o^ . In all that follown, o will denote the 100a percent point 
of the central F with 1 and m degrees of freedom, all tests being mtide at 
the same level of significance. Table 5 illustrates the test criterion for 
each hypothesis and the conditions under which it would be rejected. 
Table 5* Hypotheses and test criterion 
Hypothesis Reject if 
o
 
II b|/v > Ô 
bj/v < 6 > 0 
bj/v < 6 ; tk-i/v < p/v > 6 
< Ô < ô ; ... < 5 ; b^^/v > 6 
The various possible outcomes of events, and t.ho corresponding esti­
mators are given in Table 6. Using the notation contained therein we see 
that 
E(y*) - E(yk|A^)P(A^) + E(yj^_^|A^)P(Aj^) + E(yj^_2 | Ag )P( 
+ ••• " ' C'-l) 
and that 
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Table 6. Events and possible results of tests 
Event Estimator Possible results of tests 
A 
o ^k 
> 6 
^k-l 
< 5 > Ô 
^k-r-1 ^r+1 
< 6 < 6 ; . . ' ; < 6 ; b^+i/v > 5 
\-r ^r bj/v < Ô : < Ô ; . . ' ; < G ; < 6 
Consider now the individual terms in Equation ^f-.l. We note that the b^ 
(i = 0,1, ... ,k) are normally and independently distributed with mean 
(i = 0,1, ••• ,k), respectively, variance an unknown , and 
E(y„|A^)P(A„) = [p„ + + X^E(b^|A^)]P(fl^) . 
This equation results from the fact that the event involves only 
b^ . The remaining expectations are placed in similar form. 
^^^r+ll\-r-l^^^\-r-l^ '-'"V Vi-ll\-r-l^ ^^^'\-r-l^ 
G(yr|Ak_r)P(Ak-r) = [^0+ jElPj^j^^Ak-r) ' 
The form of the above expressions suggest the necessity of finding expecta­
tions of the form E(y^ ^ |A^) for i =•- 0,1, - • • ,k-r • 
kG 
Let 'Xp^(^j_) denote a noncentral chi square random variable having p 
degrees of freedom and noncentrality parameter , and denote a 
central chi square random variable having p degrees of freedom. We will 
use the notation to denote the cumulative distribution function 
of "X ^(X.) evaluated at x . Ap V 3^/ 
Considering any one of the events, say , (O < i < k - r), we have 
P(Ai)  = P[b2 < 5v ;  < av ;  . . .  ;  bg_.  5v ;  > 6v]  
, PfS < «1 ; liri < 6v . _ . ^ _ 
c r ^ c r ^ C T ^ a ^  
Cj2 
Since v is distributed as — , v/e can write P(A^) in the form 
P ( A . )  =  < E  < 5 % %  :  
= J[j,Ji+iFi(Yy|^j)][i-Fi(-ry|\.i)]B(y)<3y (o < i < k - r) 
where g(y) is the density function of X™ ; (^1 ^ 1 ; and in J —iij»'j_ -1. (j 
Y = ^  • Henceforth; we will consider this type of integral as a function 
of the noncentrality parameters involved and denote it by ^ . Thus, 
CO . 
Ck_i = T [j=k?i+iFi(Yyi&j)][l-Fi(\y|kk_i)]6(y)dy (4.3) 
for 1 = 0,1, ... ,k-r-l . 
Suppose that f(u) is the density function of . It is easily 
shown that 
" h(u) - f(u) 
I 
where h(u) is the density function of ' 
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\ 
Using this fact it follows that 
ÔC, . 
= i' - f3(Yrl^k-i)]B(y)ay 
where Pg(x|X^ is the cdf of the random variable • The 
validity of differentiation under the integral sign can be verified. For 
later development we write the derivative in the form 
ac. . = k 
= - P(A.) + r 
= - P(A.) + H(A.) . 
For future reference we take the partial derivative of C, . with respect 
to 6, . and obtain 
dC, . ÔC, . ÔÀ, . p, . 
Let r(b^ ^  , b^ , ... ;b^ , v) denote the joint density of the 
independent random variables b^ ^ , ^ k-i+1 ' ' ; , v . Then we have 
that 
P{Aj) » Jr(b^_. , ... ,1)^ , v)jJ_.db.dir , (1,.5) 
where B is the region defined by [y:b^ < ôv ; ... ,b^ ^  > ov] . 
Differentiating with respect to p ^ gives 
9P(A. ) (b, p, . ) k 
.^ ,r. ,f 
° p(*.) . (ii.fi) 
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Equating 4.4 and 4.6 gives rise to the expression 
E(b%^.jAi)P(A.) = Pk_iH(Ai) ' (0 5 i < k " ?) 
Using this result we can write tC(y*) in the form 
E(r<) = jL-iPfo' " + ^(bj A^)p(A^.^)] 
^ ^ s=o 
-1 
•where Z P(A ) = 0 • 
s=o s' 
With E(y*) as given in Equation 4.7 we can now obtain the bias in 
y* , denoted by bias (y*) , and defined as follows. 
bias (y*) = E(y*) - - Pq 
= tllVtC" ^'P(A,) + - 1] • (4.8) 
s=o 
There are some obvious partial checks which can be applied to this 
expression for bias to see if it behaves as it should. First, if all the 
P's being tested are zero, the bias should be zero. Second, ii' ô - 0 , 
corresponding to always rejecting thus using all k variate;;, the 
bias should be zero. Finally as 6 —*• ™ , corresponding to only using the 
k 
first r independent variates, the bias should approach ' 
To inspect the bias function we first note that 
H(A^){ = P(Ag) I =0 for s = 1, ... ,k-r-l 
ô-o ô=o 
H(A^)| =P(A,)t =1, 
0=0 0=0 
_ lim P(Ak_r) = 1 , 
Û > 03 
ind 
lim H(A^) - lirn P(A„) =0 . (s - 0, ... ,k-r-l) 
With these relatione in mind we apply the partial checkr. 
bia% (y*) - 0 
fY+l" Pr+2" 0 
as is obvioun from Equation 4.8, 
= 0 , 
6=0 
bian (y^) 
k 
^ ^m bias (y*) - - • 
ThuS; the bias function satisfies the thrco partial checks. 
2. Derivation ol' mean square error 
Our approach in derivation of mean square error is to derive the vari­
ance of and then the mean square error of j* . Ln the derivation of 
variance we make use of the general rule for the varianco ol' a random 
variable Z , the rule being 
E(Z-E(Z))2 - E(Z^) - iV.{Z)f- . 
Since E(yx) is of known form and given by Equation h.'(, only the expres­
sion for E(y*)'" needs to be evaluated. 
')0 
Using the previously defined relationship between estimators and 
events; it is easily seen that 
E(y*)2 = E(y||A^)P(A^) + B(yg_i|Ai)PCai) + 
+ ... + E(y^|A%_y)P(A^_y) . 
Considering individual terms in the sum we obtain the following. 
E(ïJ|A^)P(A^) . E[(V J^b.x.)=|A„]P(A^) 
= E[(b^+ • 
Since involves only , we obtain 
E(y||Ao)P(A^) = [(@0+ * 1=1*1* + liA^i' 
Xj^E(b^lAo) + x|E(bJ|A^)]P{A^) . 
k-l 
E(yJ_i|A^)P(Ai) = E[(b^+ .Z^b.x.)^lA^]P(A^) 
= [(9o+ iglPi%i)=+ + iEi4[) + 
2(^0^ iSlPi*i)*k-lB(bk_i|A^) + x%^iE(bg^|A^)]P(A^) 
G(y^n|Ak-r_l)F(Ak_r_i) = [(Po+ iElPiXi)=+ + iCi*!) + 
2(^0/ i=l^i*i)*r+lB(br+i|Ak_r_i) + 
4n^^^r+ll \-r-l^ ^^"(^k-r-l) 
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As seen from the expressions above, the expectation of the squares of the 
regression coefficients must be evaluated, i.e. E(b^ .|a.)P(A.) for 
i=0,l, ... ,k-r-l . Differentiating Equation '+.5 twice with respect to 
i for (O < i < k - r) 
a^P(A.) (b, .-p, .)2 i 
jfl.. r [ ••• 
= - ^  p(Ai) + 
cr cr 
= 4 + P|.i - ^}P(Ai) • (4-9) 
Using ^ from Equation ^ .3 and differentiating twice with respect to 
^k i for (O < i < k - r) , 
— = [H(A ) - P(A )] = P(A ) - H(A ) + 3H(A.) 
= P(A^) - 2H{A^) + T(A.) 
where T(A^) is 
T(A.) = J - F5(Yy|\_i)]g(y)dy , 
F^(z|X^ denoting the cdf of a noncentral chi square having 5 degrees of 
freedom and noncentrality parameter ^ ~ 1 • Thus, we 
have from above that 
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° "k-i 'k-i rn,. \ OTT/» ^ \i . 1 
= [P(A.) - 2H(A.) + T(A.)] + —[H(A.) - P(A.)]. (4.10) 
Equating the expressions in Equation 4-9 and 4.10 we obtain 
T + li-1-
i 1 
= CP(A.) - 2H(A.) + T(A.)] + ^  [H(A. ) - P(A.)] . 
cr cr 
Simplification results in the desired expression 
G(tk_i|Ai)P(Ai) = P^_.T(A^) + o^H(A.) . (4.11) 
Using Equation 4.11 the expression for E(y*)^ can be written as 
* ^ j=r+l(Po* ^ 
+ + [(p^+ • 
We can now obtain the variance of y* as 
E(y* - E(y-'^))^=: E(y*)^ - [E(r^)f 
and the mean square error as 
mseCjr*) = E(jr*)^ - CE(y-*)]^ + [bias (y^)]^ . 
Simplification of the expression for mean square error gives 
k k-m-1 k 
- 2(Po + lE]Pi=i)Pj*j f'As) + 
+ (i=LpA>' • C'-^) 
One further simplification can be made in the above expression. Considering 
coefficients of P(A^) it is easily seen that 
k j-1 k k-i-1 
Using this we simplify the following sum which appears in Equation 4.12. 
k-j -1 
+ Z P(Ag)] . (4.13) 
s=o 
After substitution of Equation 4.13 into 4.12 the mean square error takes 
the form 
«e(jr*) = - 2(.^£^^pjx.)p.x. _i_ P{A^) 
s=o 
j-1 k 
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k-1 
where we define = 0 . 
There are some partial checks which can easily be made on this 
expression for the mean square error. First if 6=0 corresponding to 
never rejecting , the mean square error is known to be "^i-l^f^ • 
Secondly, as 6 —> <= corresponding to always using only the first r 
^ r 
variates to predict y , the mean square error is cr^(— 
+ (• Finally, there should be agreement between the mean 
square error of Chapter III and this one for the case when r = k - 1 . 
The properties of the P(A^) and H(A^) for ô's of interest were given 
in the previous section. In addition to these we note that 
- 0 for s = 1,2, ... ,k - r - 1 , I(A^) 
0=0 
T ( A c ) |  = 1  '  
10=0 
lim T(A ) = 0 (s = 0,1, ... ,k - r - 1 ) 
6 -km ^ 
Now with 6=0 the mean square error becomes 
+ "^4 - +I£I4' • 
Letting 6 —>ca the mean square error becomes 
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For the special case of r = k - 1 
mse(y) . +.|^4)P(A^) + (ci®4-2p2x|)H(A^) + P|x|T(A^) 
+ +i5i4)^(4) + (i.guPA)^ 
k-1 
and since PfA^) + P(A^) = 1 , = 0 , we have 
Bse(y*) = cf(^ +iS]x|) + (o^x|-2p|^)H(A^) + P=^I(A„) + p|xj 
k-1 
To reconcile notation consider the following 
H(A^) . P(x;^{V >V)g) 
= p(z3,m(%k) > g/3) 
= S( • 
Under this change of notation we obtain 
rase(jr*) = + pj3^(l-2h(\j^) + s(X^)) + o^xJh(X^) 
which agrees with the results obtained by Larson and Bancroft (31) for the 
case r = k - 1 . Thus, the exjjression derived for the mean square error 
satisfies all the partial checks mentioned above. 
3. Relative efficiency computations 
As for the case of cr^ known, we will consider here a comparison 
between the sequential deletion procedure and one for which all k in­
dependent variates are retained. Relative efficiency will be defined as 
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the ratio 
total squared error, always keep 
R' = . 
total squared error, sequential deletion 
To reflect the value of y* for a given observation i we will use y* . 
Thus, Equation 4.1k can be written as 
iiise(y*) = t=^+l[(j=r+lPj*ij)^^(Ak-t) " ^ ^ô=r+l^J^ij^^t^it 
Using the orthogonality property of the x's, the total squared error 
for the sequential deletion procedure becomes 
s=o 
+ + cf(r*l)P(Ak_r) 
«here ^ 0 . 
The total squared error for the always keep procedure ic a^(k+l). Thus, 
the relative efficiency takes the form 
s=o 
s=o 
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+ • (''-IS) 
This expression requires a value for each of a , n, k, r, and , ..., 
. The integrals P, T, H are the only difficult quantities to compute. 
Evaluation of integrals of the type shown above can be accomplished, 
for small values of k - r , using the following device. Tiku (kg) derived 
the following series for the c.d.f. value at 2x^ (call it Z^(2x^)) of a 
noncentral chi square distribution having v degrees of freedom, non-
centrality parameter \ . 
Z^(2x^) = 1 - [9^(2x^) + JiS^(x^)] (1>.16) 
Here Q^(2x^) is the c.d.f. of a central chi square having v degrees of 
freedom and the S^(x^) are obtained through the recurrence relation 
St(*o) = t(t-i)(y/2+t-l) + 2t-3-Xo)St_i(Xo) + 
. -X x^/2 
So(*o) " ° ' SifXg) = 2 [e ° • ^ • 
Tiku reports that for small to moderate size \ the approximation 
gives at least four figure accuracy for small j . With a good approxima­
tion for the c.d.f. of a noncentral chi square, the integrals P, H, and T 
can be approximated using Laguerre-Gauss quadrature. The form of this 
approximation is 
CO s 
- X ,  
J e" f(x)dx = 
';8 
where, for chosen s , the a. are zeros of the Laguerre polynomial L (x) 
J  S  
and the W^. are given by 
W..- . 
The zeros a. and weights W. have been extensively tabulated. 
J J 
There is one change of form which can be made in the expression for 
R' as given in Equation 4.1$. Consider the expression 
Placing a coefficient of r + 1 on each of the P(A^) gives an equivalent 
expression 
k k-1 k-t-1 
+ t.^1 sic f(As) ' 
k 
and since . Z P(a ) = i we have 
t=r k-t' 
Substituting into Equation 4.15 gives 
R'= (k+l)/[(rH) * ^ P(As)) + 
8=0 
To see exactly how this simplification comes about in a particular situation, 
we will use Equation 4.15 with k - r = 4 . Under this condition, 4.15 
becomes 
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R'= (k+l)/[(k-3)P(A3) - + PfA^) + PfAg)] + 
+ + (k-SypfAg) - 2X%^2[P(A^) + PfA^)] + (l-kX^^ gyHfAg) 
+ SA^^gTfAg) + (k-l)P(Ai) - 2\k_iP(AQ) + (l-4%%_i)H(A^^ 
k 
+ 2A%,_iT(Ai) + kPfA^) + (l-4X^jH(Ao) + 2X^^(4^) + (k-3)P(A^) + 
Collecting terms of the form (k-j)P(A^) and writing them in the form 
(k-3)P(Aj) we have 
R'= (k+l)/[(k-3) + 3P(A^) + 2P(Ai) + PfAg) - 2A%_2[P(AQ) + P(A^) + PfAg)] 
+ (1-4%%_2)H(A3) + 2A%^2T(A2) - 2X%_2[P(Ao) + PfA^)] + (l-^A^^gjHfAg) 
+ ZIX^^gTfAg) - 2X%_iP(Ao) + (l-4X%_i)H(Ai) + 2X%^iT(Ai) 
k 
+ (1-4X^)H(A^) + 2A%?(Ac^ + 2 . 
Simplification of this expression gives 
k-1 k-t-1 k 
R'= (k+l)/[(k-3) + t=#:-3(l-2\t)( % FfAg)) + t=g-3[(l-^^t)H(Ak-t) 
s=o 
and this is Equation h. lG for the case k - r = U . 
Before turning to the results of computation, let us consider a com­
parison between the total squared error for the sequential deletion pro­
cedure in the cases of cr^ both known and unknown. This comparison will 
show that for large n the relative efficiency of the sequential deletion 
to the "always keep" procedure with 0^ unknown is approximately that of 
the case where is known. 
6o 
In the notation of Table 6 we define to be the probability 
of the event when cr^ is known. Thus, in defining event we use 
cf in place of the v in Table 6. As in the past, we let P(A^) denote 
the probability of the event when is not known, in other words its 
unbiased estimator v is used. It is well known that for large n the 
probability P(A.) will approach P_(A.) since the F distribution 
X -L X iUji n 
approaches a as n —> » . We will now show that the difference 
between the total squared errors for the cases of cr^ known and unknown is 
a function of the difference between P^(A^. ) and P(A^) , i = r + 1, ...,k. 
In the notation of Section C we have upon differentiation the follow­
ing relations 
(4.18) 
afp. (A. .) , k p. 
c ^ — [  —  ^ J ^ ^ ( l - F . ) ] [ < Î G i - - F . ]  .  (k.X9) 
1 
Using Equation ^ .4 we write, for the case of cr^ unknown, 
ÔP(A, ) p, . 
•• = — CH(A ) - P(A )] (4.20) 
SPk-i 1 1 
and from Equation 4.10 we have 
a^p(A,) , 
ap = -T(KA.) - 2H(A ) + T(A )) + — (H(A ) - P(A )) 
oPk-i o- ^ ^ ^ ^ 
= (-T - - (-r - + "V T(Ai) • (4-21) 
(J cn a cn o" 
The total squared error for the sequential deletion procedure, as derived 
in this section, can be written as follows 
ol 
s —o 
+ 0^(M-1)P(\_^) + 
k k-t ^ ^  
- t.*+l[c=(t+l)P(Ak.t) - P?  ^f(A:) + " (p|-<^ )P(\.t)] 
s=o op^ 
k 
+ c2(r+l)P(A ) + Z 
j=r+l ^ 
k ^ k-t k a^PfA, .) 
= Z [o2(t+l)P(A _ ) - p! z P(A^) + a -^:±-] 
t=r+l s=o ^ âp. 
+ o=(r+l)P(A,^.p + 
t 
k 
E, j=r+l"j 
k ^ k-r 2, Ô P(\ f) 
= 2 [o^tP(A ) + p! Z P(A ) + cr 
t=r+l s=k-t+l âp^ 
+ o^[l-P(A^_^)] + o2(r+l)P(A^_^) . (4.21) 
For the case when is known the total squared error for sequential dele­
tion is 
T = o^Ck+1 + Z It (1-P )[G l§^ - F + A - 1)(1-P )}]. (4.22) 
j=rfl m=j+l ® J aV2^ ^ ^ 
Using Equations h.lQ and 4.19, the expression for can be written in 
the form 
k à%(K J k-r k 
T,= o^[ 2 [a^ o + "4 Pi(Aj] + Z tP (A ,) 
j=r+l 0f3^ 0^ s=k-j+l " t=r4-l ^ ^ ^ 
+ (r+l)Pi(Ak_r) + 1 - Pi(Ak_r)] (4.23) 
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The difference between Equations ^.21 and 4.23 is 
k . 2fF\(A, .) cfp(A ) 
Tl-T. Z - P(Vt)) - -
t=r+l ôp^ ÔP^ 
+ PÎ (PifAg) - P(Ag))] + ro^(Pi(Ak_r) - P(A^_y)) . (4.24) 
s=k-t+l 
Thus, as n increases we see that the difference between and T will 
approach zero since P^(Aj^) —> P(A^) for each i = r + 1, ... ,k . 
Computations were carried out for R ' over a subrange of the parameter 
space and the behavior of R' was very similar to that of R as was to be 
expected considering Equation 4.24. The results of these computations will 
be summarized in the next subsection. 
4. Summary of numeric calculations 
A numeric ctudy was made by evaluating the expression 4.1^ for many 
3etG of the parameters n, k, a, and the . The actual range of values 
used was 
n : 30; 6o, (special cases using different n) 
k : 5, 10, 20 
a : 0,50, 0.2$, 0.10, 0.05 
0(1)2, 3-5 i = k, k-1, k-2, k-3 • 
The case of a qingle was not computed since this is a special case of 
the single test procedure described in Chapter III. Computer costs for 
evaluating R' were much higher than the cost of R(a^ known), about 75 
R values can be obtained in the amount of computer time required to obtain 
one E' value. This fact served to limit the range of parameter values 
63 
used in studying the behavior of R'. Approximately 0,7',') hours of com­
puter time on a IBM 360/5O computer were used to consider the range of 
values given above. 
The results of computation showed that the R' values were generally 
bounded away from 1.0 by the corresponding R value obtained by using the 
same k, a, and . As n increased to 30 or more, R' gave a close 
approximation for R, particularly for smaller (two or less in value). 
This was t o be expected i n the light o f  Equation h . 2 h .  
The general behavior of R' and R was the same when had the 
same value in each case, however, R' tended to be more sensitive to changes 
in parameter values than was R . Relative efficiencies of O.7O or less 
were noted for small n and relatively large values of the , usually 
2.0 or greater. The majority of the R' values obtained were in the range 
1.05 - 0.70, with only a very few larger than I.05. These larger values 
of R' were obtained when all of the A.'s were close to zero. As k. in­
creased with all other values held constant, R' tended toward unity. As 
n increased, R' again tended toward unity. The relative efficiency was 
not particularly sensitive to the order of the however slightly larger 
values of R' occurred when the Vs were such that if i < j , 
that is to say the X's were in descending order of magnitude in order r+1 
to k. Table 7 gives a representative set of the R' values computed, 
and Figures 19 through 23 show some of the relationships stated above. 
It is not possible, based upon the calculations performed, to specify 
applicable a levels which assure that a specified R' value will be 
exceeded as was done when cr^ is known. The level a = 0.25 was generally 
applicable if the R' >0.70 criterion was used, the mean of the X's used 
less than 1.5, and n was 30 or more. As the X's tended to become larger, 
even a = 0.50 was not sufficient to maintain K' >0.70 with small values 
of n . This was the main difference between R and R'. 
Taken as a -whole, the numeric results do not discourage the use of the 
sequential deletion procedure. In the absence of a priori knowledge of 
variate ordering and magnitude of population X's this model building pro­
cedure can be used to good advantage since it is relatively insensitive to 
ordering of the Vs and its total squared error compares favorably with 
that of the "always keep procedure" when the in the doubtful set 
are small. 
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Table 7* Selected values of R' 
a Levels 
n JK. 
V3 \-2 \-l 0.50 0.25 0.10 0.05 
30 10 0 0 0 , 0 1.01 1.08 1.23 1.34 
So 10 0 0 0 0 1.11 1.16 1.27 1.36 
30 10 1 1 0 0 1.01 1.00 0.99 0.97 
6o 10 1 1 0 0 1.00 1.01 0.99 0.98 
30 10 2 1 1 1 0.98 0.91 0.78 0.72 
6o 10 2 1 1 1 0.87 0.83 0.76 0.72 
6o 10 3 3 3 0.65 0.63 0.58 0.53 
30 10 5 1 1 1 0.98 0.91 0.77 0.68 
30 10 1 1 1 1 0.98 0.91 0.81 0.75 
6o 10 1 1 1 1 0.90 0.87 0.80 0.75 
30 10 — 2 2 0 0.99 0.94 0.84 0.77 
6o 10 — 2 2 0 0.89 0.87 0.81 0.77 
30 10 — 1 2 1 0.98 0.91 0.80 0.74 
6o 10 — 1 2 1 0.88 0.85 0.78 0.74 
30 10 — 5 1 1 0.98 0.91 0.78 0.76 
30 10 — 2 0 2 0.98 0.92 0.82 0.76 
30 10 — 0 0 2 0.98 0.95 0.91 0.90 
6o 10 — 2 0 2 0.88 0.85 0.79 0.75 
6o 10 — 0 0 2 0.97 0.94 0.91 0.90 
6o 20 — 0 0 2 0.99 0.97 0.95 0.94 
6o 20 — 2 0 2 0.98 0.95 0.90 0.86 
6o 20 —— 1 2 1 0.98 0.94 0.89 0.85 
6o 20 1 1 1 1 0.98 0.96 0.91 0.88 
I 
R' 
IT 
ru 
(1) a = 0.50 
(2) a = 0.25 
(3) a = 0.10 
(U) a = 0.05 
n = 30 
k = 10 
r = 7 
\  " 1 
\-l= ^  
10 
r* 
d" 
111 
(3) 
(M 
o 
m 
"T 
I . D O  
—? 
g.oo 0.00 
—I 
3.00 
1— 
•1.00 
—I 
s.oo 
\-2 
Figure I9. Relative efficiency of sequential deletion to always keep, unknown 
R' 
V) 
O» 
(1) 0! = 0.50 
(2) a = 0.25 
(3) a = 0.10 
(h) a = 0.05 
n = 60 
k = 10 
r = 6 
o 
o 
o 
to 
Q.OD 
T 
l.OQ 
T 
2.0Q 
T 
3.00 
T 
u.oo 
T 
s.oo 
Figure 20. Relative efficiency of sequential deletion to always keep, 0^ known 
R' (1) 
(2) 
a 
a 
= 0.50 
= 0.25 
n = 30 
k = 10 
r = 7 
I.
S
O
 
1 
(3) 
(M 
a 
a 
= 0.10 
= 0.05 
%k-l = 2-0 
= 1.0 
o 
o 
(1) 
(2) 
—4 
(3) 
(M 
O ID 
O" 
O 
O 
O"^ 
0 .50 
I 
1.00 
• 1 
1.50 
1 
2.00 
1 
Z. so S'.DO 
Figure 21. Relative efficiency of sequential deletion to always keep, unknown 
R' 
o 
m 
(1) a = 0.50 
(2) a = 0.25 
(3) a = 0.10 
(4) a = 0.05 
n = 30 
k = 10 
r = 7 
..-1 
= 0 
= 2 
C3 
O (1) 
(3) 
('•) 
O 
m 
o 
o 
a. sa 
T 
l.QQ 1.50 
T 
2 . 0 0  e.so 
T 
3.00 
Figure 22. Relative efficiency of sequential deletion to always keep, cr^ unknown 
R' 
o 
in 
(1) a = 0.50 
(2) a = (^2s 
(3) o = 0.10 
(U) Q' = 0.05 
n 30 
k = 10 
r = 6 
\k2 = 0 
^k-1 = 0 
X^ = 0 
o 
o 
(M 
(3) 
( 2 )  
(1) 
o in 
o 
o 
1 
1.00 0.50 1 .50  2 .00  2.50 
—] 
3.00 
\-3 
Figure 23. Relative efficiency of sequential deletion to always keep, cr^ unknown 
71 
V. THE FORWARD SELECTION PROCEDURE 
A. Introduction 
In the preceding chapter we considered a procedure in which variables 
that the experimenter considered least important were sequentially deleted 
from the model. In this chapter we consider a procedure wherein an 
experimenter begins with a basic set of r independent variables and then 
sequentially adds more independent variables to this basic set of r. We 
again assume an order of importance is given and the variates are arranged 
in that order. 
Suppose an experimenter has an incompletely specified multiple regres­
sion model in which he has specified r basic independent variables 
x^;Xg, ... ,x^ which he feels are definitely needed to predict values of 
the dependent variable y, and has a group of (k-r) "doubtful" independent 
variables some or all of which may also be needed to predict y. He adopts 
the following procedure to decide which of the ordered (k-r) doubtful 
variables to use in the predictor of y. 
Procedure: 
1. Test H : The coefficient (3 ^ of x , is zero, 
o rfl r4l 
?.. If he accepts he will use the r basic variables to predict 
y. If he rejects he will test H^: The coefficient p 
of X „ is zero. 
r-t c 
3. If he accepts he will test The coefficient of 
X _ is zero. 
rt3 
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4. If he accepts he will use ... to predict y . 
If he rejects Hg he will test The coefficient of 
X I, ir: zero. 
r+'i 
Continuing in this fashion, he will cither accept some hypothesis and stop 
testing, or reject all hypotheses and use all k independent variables to 
predict y . 
If an experimenter adopts such a procedure his predictor of y will 
involve r + i independent variables for some integer i in the range 0 
to k - r ; the value of i depending on the results of his preliminary 
tests of significance. In this chapter we will derive the bias and mean 
square error of the predictor when the error variance cr^ is unknoim, and 
consider the relative efficiency of this procedure to one of always using 
all k independent variates to predict y , called the "always keep" 
procedure. 
B. Assumptions and Notation 
The same general assumptions concerning the true model, as described 
for sequential deletion, will apply here. The estimators b^(i=0,l,...,k) 
of the corresponding p^'s, R(x^) the reduction in sum of squares due to 
regressing y on any particular x^ , and the estimate of cr^, called v , 
are the same. 
We shall adopt the same notation for the estimator of y , calling it 
yX-, and will again use subscripts on y to denote the number of indepen­
dent variates included in the predictor. Thus, yx- = y^ or y^^^ or ... or 
depending on the results of the preliminary tests of significance. 
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Table 8 gives the relationship between test results, events, and correspon­
dence between events and test results in terms of estimates. All notation 
used in the tables is as described in the preceding chapter. 
Table 8. Relationship between toct renuits, events, and estimators 
Results of tests Event y* 
Accept 
^r 
Reject Accept 
4 ^r-H 
Reject H^, Reject H^, Accept Hg Ag y^2 
Reject H^, Reject Ej_, ... , Reject Accept \_r-i ^k-l 
Reject all hypotheses ... ,H^ ^  ^  "V-r 
Table 9- Correspondence between events and test results in terras of 
estimators 
Event Estimator Results of tests 
"mi - ; '=«2 2 » "«3 Gv 
y, 
k-1 tr+1 
6v ; _ > 6v ; b^, ^  > ôv 
k 
ôv 
V2 - r+3 -
r-t-1 — > ÔV > 6v 5\-l Ï : "i  2 5v 
Ih 
C. The Case of Known 
1. The total squared error 
As in the sequential deletion procedure of the preceding section, 
Larson and Bancroft (32.) considered the forward selection procedure and 
derived the bias and mean square error of y* for the case of known. 
Their expression for the mean square error of the predictor y*. evaluated 
at the ith data point and using notation previously defined, is 
mse yt - <^^(5 + ^ ET 
k j F. p. p. k-1 k 
,1=r+l^ij^t=r+l^t^  cr ^ ~ CT ^ ^j=r+l t=^2^ij^it 
t F f3 F, P, • k j-1 ^ 
j t 
+ _a_i + (1 + . 
0"^ J 
Summing over the n observations we obtain the total squared error in the 
form 
T = «3e(y}) = f2[(r+l) + ^ ^  jJg<i ' 
This expression is similar to the total squared error derived in Chapter IV 
in that the integrals R. and P. are the same here as those in Chapter IV. 
J J 
2. Relative efficiency and numeric results 
As with the sequential deletion procedure, we want to compare the 
forward selection procedure to the always keep procedure in an effort to 
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determine which levels of a to use in order that the mean square error of 
the predicted y under this procedure is not so large as to make this 
procedure undesirable in comparison with the always keep procedure. 
The comparison "will be made using the ratio of total squared errors 
as before. For the ratio we have 
Again, E is a function of k, r, and ... ,p^/cr . 
A numerical study was made over the same values in the parameter space 
as were considered for the sequential deletion procedure with known cr^. 
Again, only positive values of the P^/o" were considered since changes in 
sign of the p^/cr will not change the value of E . In attempting to 
determine levels a which assure E > 0.80 for various ranges of k 
values and number of doubtful variates in the range 2 to 5 inclusive, it 
was found that this procedure behaves very differently from the sequential 
deletion procedure when compared to the always keep procedure. Table 10 
gives some representative values obtained when the are such that 
p./a > p./o" whenever i is less than j . It was found that in general 
1 J 
if all the p^/c are small, less than 1.0 in value, then the E value 
was greater than one with values as high as three recorded when the 
were in decreasing order of magnitude for increasing i . 
As the p^/a generally increased above 1.0, the value of E de­
creased, and with P^/o" as large as 4 the value of E was much less than 
0.5* Using xmordered P^/cr , the empirical results indicated in general 
that intolerably low values of E could be obtained. Thus, we can say 
that the forward selection procedure, using the total squared error 
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Table 10. Some relative efficiencies for the forward selection procedure, 
known 
a 9k-2 
HI 
b 
0
 
II 
\-i 0, 
0
 
II 
HI 
b C
M 
HI 
b -2. ; Pk. 
H
 II H ° 
a k = 5 k = 10 k = 20 k = 50 k = 5 k = 10 k - 20 k = 50 
0.50 1.02 1.01 1.01 1.00 1.06 1.03 1.02 1.01 
0.25 1.12 1.06 1.03 1.01 1.0^1- 1.02 1.01 1.01 
0.10 1.34 1.16 1.08 1.03 0.97 0.98 0.99 1.00 
0.05 1.52 1.22 1.11 1.04 0.91 0.95 0.97 0.99 
a Pk-2 Pk-1 = 1, ; ^ Pk-2 Pk--1 " îPk' 0 
0.50 0.99 0.99 1.00 1.00 0.97 0.98 0.99 1.00 
0.25 0.96 0.98 0.99 0.00 0.89 0.94 0.99 0.99 
0.10 0.95 0.97 0.98 0.99 0.75  0.86 0.92 0.97 
0.05 0.95 0.97 0.98 0.99 0.69 0.80 0.89 0.95 
^ Pk-2 = 0' ^ pk-1 = 0, a ^k-2 = 0' F Pk--1 = ; Pk= 2 
0.50 0.78 0.87 0.93 0.97 0.75 0.85 0.91 0.96 
0.25 0.78 0.86 0.92 0.97 0.71 0.82 0.90 0.95 
0.10 0.80 0.88 0.93 0.97 0.71 0.82 0.90 0.95 
0.05 0.82 0.90 0.9'+ 0.98 0.72 0.83 0.90 0.95 
5 Pk-a = 0; F 9k-l = 2, a 9k= 3 a Pk-2 = I Pk--1 " ; Pk" 3 
0.50 0.51 0.65 0.78 0.90 0.78 0.86 0.92 0.97 
0.25 o.'n 0.56 0.71 0.86 0.69 0.81 0.89 0.95 
0.10 0.38 0.53 0.68 0.84 0.65 0.78 0.87 0.94 
0.05 0.37 0.52 0.68 0.84 0.65 0.77 0.87 0.9^ 
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Figure 2k. Relative efficiency of forward selection to always keep, knom 
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Figure 25. Relative efficiency of forward selection to always keep, cr^ known 
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Figure 28. Relative efficiency of forward selection to always keep, cr^ known 
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Figure 29. Relative efficiency of forward selection to always keep, known 
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Figure 30. Relative efficiency of forward selection to always keep, known 
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Figure 31. Relative efficiency of forward selection to always keep, known 
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Figure 32. Relative efficiency of forward selection to always keep, known 
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Figure 35» Relative efficiency of forward selection to always keep, cr^ known 
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Table 11. Minimum values for a to assure R > O.BO cases of two through 
five doubtful variates 
!><•• 2 3 k ^ 
5 < k < 10 > 0.50* >0.50^ > 0,50^ » 0.50^ 
' 10 < k < 20 0.25 0.25 0.50 O.5O 
20 < k 0.10 0.10 0.25 0.25 
^o actual Q: level determined. 
criterion, is very sensitive to the relative magnitudes and ordering of the 
p^/o". If all of the are very small the procedure shows distinct 
superiority over the always keep procedure for ranked | j but such may 
not be the case for nonranked , The preceding remarks are illus­
trated in the graphs contained in Figures 2h through 35. Table 11 serves 
to illustrate what the numerical study implied, namely that no specific a 
level is universally applicable when the object is to maintain R above some 
level. The totality of results did indicate a = 0.25 is appropriate in 
the majority of cases considered. 
D. The Case of cr® Unknown 
1. Derivation of the bias 
Using the notation presented in Table 9 it is easily seen that 
E(y*) - E(y^|A^)P(A^) E(y^,jA^)p(A^) i Efy^^gjAgiPCAg) 
and that - 1. Using the orthogonality property of the x vectors 
90 
and the fact that A involves only b _ , ve have 
o r+1 
Similarly for the other expectations we have 
E(y„i|Ai)P(A3^) = [P„ + J^x.p. H- x^^E(b^jA^)]P(A^) , 
®'^k-li\-r-l'^'\-r-l' ° * iîlV'l * \-r-l'^^'\-r-l' ' 
= [P-o JlPA + ' 
Thus, we can write E(yX) in the form 
E(rt = (P, + J/iX.) + .T^x.E(b.|Aj)P(A.) . (5.1) 
To derive a usable expression for E(y*) , Equation 5*1 shows that terms 
involving E(b.. j A. )P(A. ) must be evaluated. In order to do this, consider 
J X 1 
the probabilities P(A^) for (0<i<k - r) . Using the correspondence 
given in Table 9 we have 
P(A.)  = > ÔV ;  b^^2 > ÔV ;  . . .  ;  > 6v ;  < 6v] 
= Pf-xf ( V,-i' i 5 ^  
= J jïiti ' Fi(? I I \r+i+i)G(y)ay ('>2) 
where .% [l - F-, (-^ | X .•)] ^ 1 • We will compute r(A._ ) using P(A, ) 
J —~«L -L 371 IT"! J I* 
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k-r-3. 
- 1 - X P(A.) . V/hen written in the integral form ^.2 vo will, as wa:: 
J-o J 
done in the preceding section, u;:e to denote P(A^) . Thus, extending 
to include i = k - r , 
œ i 
Ci = r jZiCl - I I (5-3) 
(O < i < k - r) , where we understand F^(x j = 1 , y = ^  • 
We obtain another expression for P(A^) by defining rfb^^^ , b^^g , 
... , b . T , v) to be the joint density function of the independent 
r+n X 
random variables b ,_ , b ^ h . _ , v . Also let B denote the 
r+1 r+2 ' ' r+i+1 
region of the parameter space under consideration when A^ is considered, 
i.e., B = {y:b^^ > ÛV ; b^g > 6v ; ... ; b^. > ôv ; < ôv] . 
Using this notation we have 
r+i+1 
P(A.) = f.. f ••• 'Vi+1'^' jîo dbjdy • (5-'0 
B 
For any integer t in the range 1 < t < i , differentiation with 
respect to gives 
= ^  «Vt- Pr.,t I Al)r(Al) 
' ^ I 'i)f(Ai) - P.„tf(Ai)] • (5-5) 
From Equation 5-3 we obtain upon differentiation 
aCi sc. 3c. 
GXy+t 3Pr+t SXy+t 
(5.6) 
Differentiation under the integr.-il ;:ign in Kquation ^.6 give; 
Oy+t % 1 
ap + - ^2 -I F3(Yy|Ar+t)]fl(^y|^r+i+l)8(y)dy 
r+t 0- 0 
= [Hr+t(Ai) - F(Ai)] (5.7) 
where 
"r+t'''i' = .r • (5-8) 
° 3^^ (1 < t < i) 
Equating the right member:: of Equytionn 5-7 and "j.'j gives 
G(tr+t|Ai)P(Ai) = &r+tHr+t(Ai) (O < ^  " ?)' < % < i) . 
Using this we substitute into Equation 5-1 and obtain 
E{r«). (p„ - JiPi-i) • (5.9) 
The bias in the predictor yx is defined to be 
-Dla= (y») = .|.j jJ,^PjX.Il.(A.) -j J' -iP.jXi • (5-10) 
There are four eanily applied te::ts which check the validity of thin exprès-
fjion for the bias. First, if all the tested were actually zero, th(^ 
biar: should be zero. The expression ^.10 obviously passes this test. 
Second, if r = k - 1 we v/ould expect the bias to agree with that obtaincl 
for the sequential deletion procedure. Thi:; eh"ek i;: f-asjly ::een to holi.l 
since H(A ) from the preceding ::ection ;i :: the same integr.-i], as II _(A, ) 
o ri .1 I 
in this section. The final two checks consJst of letting à -*• 0 and à , 
as 0 0, we are considering a situation in which all hypotheses are rejected 
and the full model is always used to predict y . The bias should be zero 
in this situation. As 6 —> œ we tend to use only the basic set of r 
k 
variates to predict y . The bias should approach * 
To show that the bias satisfies the last two checks, note that 
lim H.(A.) = 0 for i k - r , all j . 
Ô —>0 ^  ^ 
lim H.(A, ) = 1 for j = r + 1, ... ,k 
6 J k-r 
lim H.(A.) = 0 for all i = 0,1, ... ,k - r ; j = r + 1, ... ,r + i 
Ô -vv. J 1 
Using these we easily cee that as o —0 , 
bias (jr«-) = 0 (5.11) 
and as ô —>• a> 
k 
bias (y-x-) ->0 - • 
2. Derivation of the mean square error 
We will first derive an expression for the variance of y* using the 
form 
var(y*) = E(y*)^ - [E(y*)]^ . (5-12) 
Thus, we will need to consider E(y^)^ , which is expressible in the form 
Considering individual terms in this sum we have 
E(y?|A^)P(A^) = [(p^+ ' 
9h 
E(y^.l|Al)P(A,) « [(p^+ J,PiX.)= + o^(i+ J^xf) H- 2(P^+ Jj^p.x.) 
rl ^ 
>=(y^2|A2)P(A2) = [(P.+ <^(5 + &x?) + 2(Po + X^p.x^) 
r+2 r+2 
+ iegtlXlBttgAz) 
r+2 r+2 
2i=^+i j=^2 ( bj^bj I Ag ) ]P( Ag ) 
i < j 
E(j^3|A3)P(«3) = [0„+ iE]Pi%i)2+ "^(5 + iEii) + 20^+ iSiPjX.) 
r+3 r+3 
r+3 r+3 
^i=r+l j=r+2 x^^jE(b^b^ [a,^)]P(A^) 
1 < J 
E(y%_l|Ak_r-l)P(Ak_r_i) = [(&o+ + lEl*!) + 2(^0+ iElPi* 
i=r+l^i®^\l\-r-l^ I \-r-l^ 
•*" l^.----r+l l\-r-l)^ (^^ k-r-l^  
i < j 
B(y:|Ak_r)F(Ak_r) = [(Po+ iEl9iXi)=+ *=(;[ + igiX?) + 2(^0+ iEl9i=i) 
i=r+l*i^^^i|Ak-r) "'' i=r+l^^^il \-r) 
i-r+1 j=r+2*i*jB(^i^jl^k-r)]^'(Ak 
i < J 
As seen from these expressions it will be necessary to evaluate quantities 
ha-i/ing the form E(b. | A. )P(A.) and E(b.b .| A, )P(A. ) r+1 < i < k ; 
1 J J J- J V U 
0 < j < k-r ; 0 < t < k-r . 
First,consider the derivative 
^  = -  — P(A.) + E[(b.-p. )^|A. ]P(A.) . (5-13) 
0^ J 0- X X J J 
Differentiating C. with respect to f5. gives for i < r+j 
J ^ 
pS o2p(A ) %p(A ) 
i - Û ^ '—iL 
d&l cr'^ ÔÀ? 0^ 
g? r+j 
= -f .f - F^(Yy|\i) - r=(vyi%i) 
* ° 
+ F^(Yy|\)]F]^(Yy|j+i)g(y)dy + - P(Aj)] 
Pf 1 
= -X  [P(A. )  - 2H (A  ) + T. (A  ) ]  +  — [H (A )  -  P(A ) ]  
J. J J- J -"-J q-2 -1- J (J 
where 
« r+j 
Ti(Aj) = T t=r+l[l"Fi(Yy1\t)][l-F5(Yy|%i)] ' Y^l ' (5-l-'0 
° i 
(i < r+j) 
t=%+i[l-Fi(Yy|Xt)] = 1 ' Fl(vy|%k+l) " 1 ' 
Equating the right members of Equations '^.13 and gives 
1 K 1 
^ E[(b.-p.)2|AJ]P(AJ)  = [P(A . ) ,  -  2H. (A j)  +  T . (AJ) ]  +  — H. (A. )  
% 
Expanding the left member and transposing gives 
-^E(b2|A.)P(A.) = E(b.|A.)P(A.) jj-P(A.) 
a ^ ^ J cr J J a 
Pf 1 
+ -r  [P(A.)  -  2H (A )  + T.(A )]  + H (A )  .  Q. <J X J X J J 
Substituting for the expectation in the right member and simplifying we 
obtain 
E(b2iAj)P(Aj) = P^T.(Aj) + (fH.(Aj) . (5-15) 
We now will perform similar type operations to obtain a useable expression 
for E(b.b^|A^)P(A^) . 
a2p(A ) 
âp^âp- = 7 (5.16) 
i  /  j  ;  r - ( - i < r <  r + t  ;  r + 1  <  j  <  r + t  ;  t  =  0 , 1 ,  • •  •  , k - r  ;  i ,  j  <  t + r + 1  .  
ô^C, °° r+t 
ITax: ' .r - F3(Yy|x.)] . [F]^(wlXj) 
" °¥i,3 
- F3(vy|Xj)]F^(Yy| 
= Sy(\) - Hi(At) - Hj(A^) + P(A^) 
where 
''•r^  r+t 
Sij(At) = J H=2+i[i-Fi(Yyi%s)][i-F3(Yy1ti)][i-F3(YyiXj)] 
O s/i,j 
' Fl(Ty|%r+t+l)8(y)4y . 
Urging this we have 
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azc. p.p. ô2p(A ) p.p 
= -y S-gr- = -/ - Hi(At) - Hj(At) + P(A^)] . (5.17) 
Equating the right members of Equations $.l6 and 5-17 gives 
E[(bj-|3j^)(bj-Pj)|A^]P(A^) = - n.(A^) - Hj(A^) + P(Aj)] 
E(l>ibj|Aj)P(At) » P J(bj^|A^)P(A^.) + PjE{bj|A^)P(A^) 
- PiPjP(At) + PiPj[3ij(At) - Ki(At) - Hj(At) + P(At)] 
= PlPjH.(At) PiPjH.(A^) - PjPjPfAt) 
+ PiPj[Sy(At) - H,{A,) - Hj(A^) + P(A^)] 
= PiPjSij(At) . (5.18) 
Using Equations 5-15 and 5.18 we can write E(y*)^ as 
• (P„ + + <^(5 + iSii) + 3=|nf2(P„+ i5iPi%i) 
m=r+l^m^ ^i=r+l s=r+2^"i^s®^\^s 1 ^j-r^ 
= (Po + + iSl*i) + j=5+lf2(Po+ iEiPiXi) 
m: 
J= 
j j 
•*" ^i=r+l t=rLlPiPt*i*t^it(^j-r)^ ' (5-19) 
i < t 
With this expression for E(y-x)^ we find the variance of yx- using E(y>') 
from Equation 5-9-
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Var(jr*) = E(yX-)^ - [E(y^)]^ 
= (Po+ iSiPiXi)^ + o2(E + + j=2+l(2(Po+ iEiBiXi) 
+ m=l+l3&(PmTm(Aj_r) + 
" 2(Po " 2(Po ^ iEiPi^i^iEi j=r+lPj*jHj(Ai) 
" ^ i=l j=r+lPj*jHj(Ai))^ 
j j k-r r+i 
^i=r+l t=r+lPiPt*i*tSit(*j)] " ^i=l ' ^5-20) 
i < t 
There are some checks which we can make to see if the expression for the 
variance behaves as it should. 
As 6 —>- 0 we know that the variance should approach 
1 k ^ r 
cr^(— + .2-X^) . As 6 —*- CO the variance should approach cr^(— + .Z x9) . 
^n 1=1 i' : n 1=1 i' 
Finally if r = k - 1 we expect to obtain the same variance as that of the 
sequential deletion procedure with r = k - 1 . We will need to know how 
T.(A.) and S. .(A.) behave as ô —»-0 and ô —, the behavior of 
0 1 ij t' 
H.(A.) being given in the checks for bias. 
lim T.(A.) = 0 for all i / k-r, all j = rt-1, ... ,k . 
6 H»0 J ^ 
limT.(A, ) = 1 j = r+1, ... ,k . 
6 ^ .0 J k-r' 
lim T.(A.) = 0 for all i - 0,1, ... ,k-r, and j = r+1, ... ,k . 
6 J 
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lim S. .(A.) = 0 for all t / k-r, and all i,j - r+1, ... . 
lim S. .(A, ) = 1 for all i,j = r+1, ... ,k . 
5 k-r' 
limS..(A, ) = 0 for all i;j = r+1, ... ,k and t = 0,1, ... ,k-r . 
Ô ^ 
With these results we see that as 6 0 
Var(jr<) a=(i + C7®) + 
- (jllPfj)" 
° m=in''mm * ^ i=rH j=r+l^i^j*i*j " 
' + i5l4' 
as was to he expected. Also as 6 , the variance behaves as expected 
2 r 
i.e., Var(yx^) —>-(^(— + . Finally if r = k - 1 we have 
Vf.r(3r*) . 0®(i + ' 
For the sequential deletion procedure in the notation of Chapter IV, 
Var(y«) = 0^(1 + + ^ pIKAq) + ' 
By definition 
CO 
h(Aq) = J[i - F^(Yy|x^)]g(y)dy , 
TCA^) = .f[i - ï'^(Yy|?^i^)]g(y)fiy , 
o 
CO 
"k^\-r^ " - F3(Yyl\)]s(y)dy , 
100 
CO 
V\-r^ = Jtl - F^(w|\)]g(y)dy , 
therefore HCA^) = and T(AQ) = -
Thus, the variances agree and our variance formula satisfies all checks. 
Using the bias and variance of y^- previously derived and checked, we 
compute the mean square error of as 
mse(y*) = Var(y-x) + [bias(y-*)p 
"which becomes upon substitution 
. r k-r r+j 
•«3e(y*) = 
* ^ i=r+l 
i < t 
k k-r r+i k 
" ^ ^i=r+lPi^i^i=l j=r+l^j*j^j(^i) ^i=r+l'^i^i^^ * (5-21) 
3. Relative efficiency computations 
We now will consider a comparison of the always keep procedure to the 
forward selection procedure. The means which we use to compare is the 
relative efficiency defined as the ratio of the total squared error of the 
always keep procedure to the total squared error of the forward selection 
procedure. The always keep procedure has total squared error cr^(k+l) . 
An inspection of Equation 5-21 will show that if we sum over the mean 
square errors at the n data points and use the orthogona]ity properties 
of the x's we obtain 
k-r 14-j k 
T = a^Cr+l) + + (<^ " . 
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Thus the relative efficiency E' becomes, 
(5.22) 
Given 
little 
effi-
simpli-
sum 
The following result can be proved by finite induction, the proof will not 
be given. The result is 
k-r ™ t-1 
= J - Fi(wlX.)][l - F^(-YylÀ^)]g(y)dy (5-23) 
for any integer m in the closed interval [r+l,k] . Here, as before, we 
understand that ^[l - (-^ j X.)] = 1 . We shall denote the sum 5*23 
by V so that 
m 
\ = jïS-rV^3> - I iSifi - - F5(vy|x„)]g(y)dy • (5.21,) 
Noting that T^(A^) and H^(Aj) are basically the same, the same type of 
result will hold for similar type sums over the H integrals. Thus, we 
define 
k-r -» m-1 
"m = = I - Vwl - F3(Yr|Am)]G(y)ay • (5-25) 
k-r r+j k 
The ratio involves parameters k, r, a, n, and ... , 
a value for each of the parameters, the evaluation of the ratio is 
more difficult to compute than the one encountered in the relative 
cieney computations for the sequential deletion procedure. 
Since we are interested in evaluating E' , let us consider a 
fication in the denominator. In particular we consider the double 
k-r r+j 
j5L • 
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Using the and as given by the nutns in Equations ^.2>i and $-2$, the 
expression for R is greatly simplified. In Equation 5-22 we collect 
coefficients of (l-^X^^g), ... , 
(l-ii-A^) and substitute the appropriate V and U value respectively. 
This gives 
k k -1 
E' = (k+l){(rfl) + iJ+i[2^.V. + (1-4X.)U.]  + .  (5-26) 
To investigate the result given in Equation 5-23 we consider an 
example with k - r = ^ . The expression 5-22, with k - r = 4 , is 
In the expression above we observe that by collecting coefficients of 
k 
2X, _ we obtain .Z,T _(A.) . Let us use the definition of T. (A.) 
K-j 1—X iC-j 1 1 J 
from Equation $.l4 to show that this sum reduces to the integral in 
Equation 5-24. By Equation ^.ik 
CO 
" -f [i-F^(w|\_g)]Fi(Yy|\._2)g(y)dy 
00 
103 
= J CI-FI('YYL>^ _2)]F^ I-^ I(YYUK_I)]L^ I-F5(YY(\_3)LF3_(YY|\)G(Y)DY • 
CO 
TK_3(\) = T [I-F^ (W|\._2)][I-F^ (YY|\._^ )][L-F^ (YY|\_3)]F^ (WL\_3)]G(Y)DY. 
The integrand in the integral representing the sum g(A^) is easily 
seen to simplify to [l-fy(Yy|A^^g)]g(y) due to the telescoping sum of 
products. Thus, we see that the sum actually reduces to the integral ^ 
of Equation ^ .2h. 
To continue the example, we collect coefficients of 2X, ^ and obtain 
4 
the sum .Z^T, _(A.) . To show that this sum is actually V, we evaluate 1—  ^ IC^ JL 1 -L 
the sum of T^_^(A^) and . 
CO 
TK_L(AG) = ,[[L-F^ (YY|\_3)][L-F^ (W|\_2)][L-F^ (YY|^ _L)]FI(YY|\)G(Y)DY . 
CO 
\.I(\) = F[I-F^ (YY|\_3)][I-FI(YY|\_2)][I-FI(YY|\)][I-F^ (YY|^ _I)]G(Y)DY. 
The sum of the two integrals is easily seen to be 
• I4. CO 
\-I = = J[I-FI(VY|\.3)][I-FI(WL\.A)]I:I-F5(YS'L\.I)]8(Y)AY, 
Vhich again illustrates the way in which the sum of the integrals reduces 
to V. We note in passing that exactly . Thus, the 
expression for E* in the case k - r = 4 becomes 
k k 
E' = (k+l)/(r+l+ . J_3[2X.V. + (l-Ja.)U.] + 2.J_2X.) . 
We now consider again the general expression E' in Equation ^ .26. 
We still have a function of n, k, r, a, and .•• ,. The only 
difficulty encountered in evaluation of E' for given parameter values lies 
104 
in the approximation of and . These integrals are quite similar 
to the T(Aj) and H(A^) of the sequential deletion procedure, ard can 
be evaluated for small k - r using the approximate method described in 
Chapter IV.D. 
4. A summary of numeric results 
The expression $.26 for E' was evaluation for the same set of values 
of n, k, a, \-2' \-l' \ was used in evaluating R' in 
sequential deletion with unknown o^. We restate the range of values as 
follows 
n : 30,6o, and other special cases, 
k : 5,10,20 
a : 0.50,0.25,0.10,0.05 
0(1)2,3,5 ; i=k,k-l,k-2,k-3 . 
As was the case when the sequential deletion procedure was considered, the 
numeric results for E' show that it behaves much the same as the corres­
ponding E (o^ known). 
For small (unity or less) values of all involved and n > 60 , the 
E ' values showed close agreement with the E value obtained using the same 
k, a, and values. As n decreased or the increased, the E ' and E 
values showed less agreement. The overall behavior of E' remained con­
sistently that of E, but E ' fluctuated about unity over a wider range of 
values than did E. The majority of E ' values were in the range 
1.15 - 0.70, however, values as large as 1.52 and as small as 0.34 were ob­
tained. E' is sensitive to the relative magnitudes of the , and for 
the same values of X^ , k, a, and n, a larger E ' is obtained when the 
are in descending order of magnitude than when they are in some other 
order. The smallest values of E' were obtained when the were large 
(3-0 to 4.0) in value and unordered.. The largest values were obtained when 
the were small (O to l.O) and ordered with largest, 7^ smallest. 
Increasing k and holding all other parameters fixed caused E' to 
approach unity. 
A sample of the E' values obtained is given in Table 12, and Figures 
36 through 39 illustrate the behavior of E' for changes in the X 
parameters. 
The results showed that for cr^ unknown the forward selection pro­
cedure is desirable whenever the parameters are small and in descending 
order of value. For these cases the E' values were found to be signifi­
cantly larger than one. On the other hand when the are all larger than 
3.0 and unordered, the values of E' are very small and the forward selec­
tion procedure appears less desirable when compared to the always keep 
procedure. 
The choice of a for this case was not clear cut when all numeric 
results were considered, however, a = 0.25 is the one level which seemed to 
provide the best overall results while still maintaining a smaller value 
for r/ . 
LO6 
Table 12. Values of E' 
n K 3 K^-2 \-l \ 
a Levels 
0.50 0.25 0.10 0.05 
30 10 0 0 0 0 1.26 1.38 1.47 0.50 
6o 10 0 0 0 0 1.32 1.42 1.49 1.52 
30 10 1 1 0 0 1.08 1.05 1.01 0.99 
6o 10 1 1 0 0 1.06 1.04 1.01 0.99 
30 10 2 1 1 1 0.86 0.77 0.70 0.67 
6o 10 2 1 1 1 0.80 0.74 0.69 0.67 
6o 10 3 3 3 h 0.5^ 0.46 0.39 0.37 
30 10 5 1 1 1 0.88 0.77 0.68 0.63 
30 10 1 1 1 1 0.85 0.78 0.74 0.73 
6o 10 1 1 1 1 0.82 0.77 0.74 0.73 
30 10 — 2 2 1 0.88 0.77 0.68 0.64 
6o 10 — 2 2 1 0.80 0.73 0.67 0.64 
30 10 — 1 2 1 0.86 0.77 0.71 0.69 
6o 10 — 1 2 1 0.81 0.75 0.71 0.69 
30 10 — 5 1 1 0.93 0.84 0.73 0.66 
30 10 — 2 0 2 0.86 0.79 0.74 0.71 
30 10 — 0 0 2 0.87 0.86 0.88 0.90 
30 10 — " 2 0 0 1.01 1.00 0.97 0.94 
6o 10 — 2 0 2 0.81 0.77 0.73 0.71 
6o 10 
— 0 0 2 0.88 0.87 0.89 0.90 
6o 10 
— 
2 0 0 0.98 0.98 0.96 0.94 
6o 20 — 0 0 2 0.93 0.92 0.94 0.94 
6o 20 — 2 0 2 0.92 0.88 0.84 0.83 
6o 20 1 1 1 1 0.92 0.87 0.84 0.84 
6o 20 0 0 0 0 1.12 1.17 1.20 1.22 
6o 20 1 1 0 0 1.04 1.03 1.00 0.99 
(1) a = 0.50 
(2) a = 0.P5 = 10 
(3) o: = 0.10 X, = 
(4) a = 0.05 
\-2 
a.scj  a.uu 1.5U a.uu 
Ë 
Figure 36. Relative efficiency of forward selection to always keep, 0^  unknown 
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VI. COMPARISON OF THE TWO MODEL BUIEDBTG PROCEDURES 
A. Introduction 
In discussing each of the two model building procedures, the forward 
selection and sequential deletion procedures, a comparison was made in each 
case with the always keep procedure. Such comparison served to indicate 
the behavior of each model building procedure separately but did not serve 
to compare them. We will now compare these two model building procedures 
under various parameter configurations. The vehicle for comparison îd.11 
be the total squared error for each procedure, and the results of numeric 
computations will form the basis for the recommendations. To be compatible 
with previous discussions we define the relative efficiency of the forward 
selection procedure to the sequential deletion procedure to be the inverse 
of the ratio of their total squared errors. Thus, the relative efficiency 
is defined as 
total squared error for sequential deletion 
. (6.1) 
total squared error for forward selection 
The case of known cr^ -win be considered first and then the case of 
unknown will be considered. 
B. 0"^ Known 
The numeric study made for this case was for 2,3,^^, and 5 doubtful 
variatep. The range of parameter values considered was 
112 
r : k-1, k-2, k-3, k-4, k-5 
k : 5(5)25, 50(25)100 
PJ 
-• : 0,1,2,3,4,5 for k-r = 2,3 
PI 
— : 0,1,2,3 for k-r = 4,5, 
All possible combinations of these parameter values were considered and a 
corresponding relative efficiency, as defined by the ratio 6.1, was 
computed for each combination. We will use E/R to denote the relative 
efficiency in this case. 
As was to be expected the value of E/R, relative to unity, which was 
obtained in any one case depended on the relative absolute values and 
ordering of the P^/o" . For any given level a , value of k-r, and set 
of fPj_/'^| values, the relative efficiency approached unity as k alone 
was increased. This change was monotone increasing or decreasing depending 
upon whether E/R for small k was less than or greater than one. VJhen 
k was 75 or larger the value of E/R generally did not differ from unity 
by more than 0.05» For the set of parameter values considered, the range 
0.2 < E/R <2.6 contained all of the E/R values obtained. The maximum 
E/R was obtained for k - r = 5, k = 5, and all P^ /O" = 0 with a = 0.05-
The smallest E/R value was obtained for small k - r , all 
larger than four, and a = 0.05- The Figures 4-1 through 5- indicate the 
general behavior of E/R under changing |Pj_/°"j configurations. 
In general the computations showed that if all considered 
were less than unity, the value of E/R was generally significantly larger 
than unity which indicates that the forward selection procedure is superior 
in thesej cases. In particular when all |p^/a{ were small and the |p^/a{ 
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1% 
in descending order of magnitude for increasing i , the highest values of 
E/R were obtained. As the were increased above unity, the value 
of E/R decreased sharply with marked decreases noted when the population 
coefficients of doubtful variates were not in descending order of magnitude. 
Based upon the computations performed, the forward selection procedure 
•was shown to be superior to the sequential deletion procedure only when the 
normalized population coefficients f3^/o" of variates in the doubtful set 
were all less than one in absolute value. In all other cases the sequen­
tial deletion procedure was superior according to the relative efficiency 
criterion. Thus, the forward selection procedure is not recommended for 
use based upon the results obtained. The sequential deletion procedure is 
clearly superior in all nontrivial cases and this procedure is recommended. 
C. 0-2 Unknown 
Computations analogous to the ones for the case of known cr^ where 
performed to determine relative efficiencies E'/R' for the case of un­
known cr^. The ranges of the parameters n, k, a, and the (i=k-3, k-2, 
k-1, k) used were the same as those used in computation of E' and R' . 
The results obtained indicated that the recommendations made above for the 
case of cr^ known apply equally as well when is unknown. For ; 
n > 60 there was close agreement between the E'/R' and corresponding 
E/R. For smaller n the behavior of E'/R' was the same o,s E/R but 
E'/R' tended to take on a slightly wider range of values than E/R. 
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Figtires 53 throtigh 6l illustrate the stated properties, and include two 
cases of n = 10, k = 5 which were obtained as part of an additional 
special investigation. 
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VJl. CONFIDENCE LIMITS FOR THE EXPECTED VALUE OF PREDICTED y 
A. Introduction 
The preceding chapters have been concerned primarily with the point 
estimation aspects of model building for prediction in regression. In 
many applications research workers are interested in obtaining an interval 
estimate pertaining to their predicted y. For this reason the problem of 
obtaining a confidence interval for the expected value of predicted y is 
considered in this chapter. Each of the two model building procedures will 
be considered in turn and for each procedure an expression will be derived 
which gives the probability that, E(y*) is contained within specified 
limits. The method used in derivation is similar to the one used by 
Bennett (12) in studying preliminary test procedures applicable to test­
ing differences of means. The final section of this chapter will give the 
results of a numeric study using the theoretical results previously obtained, 
B. Confidence Limits for E(y*) in Sequential Deletion 
The assumptions and notation contained in Chapter VI will be used in 
this section. The general approach used herein will be to specify con­
fidence limits for the expected value of predicted y obtained in model 
building with known and then to derive an expression for the proba­
bility level associated with these limits. 
The occurrence of event A^ . , as defined in Chapter VI, resulted in 
a prediction equation which contained k - j independent variates, the 
range of j being 0 < j < k - r . Thus, if A^  occurs we have 
nn 
The predictor y* will be  ^ for some j which depends on the out­
come of tests made in application of the model building procedure. In 
case the event A, . occurs we agree to use the limits L. as limits 
•k-j j 
about E(y, .) which will be E(y*-). Here 
= '^K-3 - VJ ' ^ K-D " VJ) (7-2) 
where 
I i?T~ y t72 
T. - A/o"^  .Z X? and f dt = 1 - 2a , 
J \f 1=° 1 -n VâF 
a ' 
for any 0 < j < k - r . 
Having specified confidence limits for the expected value of y* we 
next consider the problem of determining the probability that the given 
limits contain E(y*). Let (a^ ja^ ) denote the limits obtained upon 
application of the model building procedure. Then the probability that 
E(y*) is contained in these limits is 
k-r 
P(a^ < E(y*) < ag) = ilo^(j^(yk-iri^ ^ L^|A^)P(A^) . (7.3) 
The integral P(A^ ) is as defined in Chapter VI. The integral form of 
each conditional probability will involve the density function of y^  ^  
conditional on the occurrence of the event A^  . To obtain the density 
function we first note that all of the b random variates in equation 
7.1 are independent and all except b, . are normally distributed. 
•K-J 
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Thus, for 0 < i < k-j is normally distributed -with mean and 
variajice . We use the notation f (b.) to denote the density function 
PI 1 
of b^  for any 0 < i < k - j . The random variate b^  ^  is conditioned 
on the occurrence of A^ . and has a density function which is a normalized 
normal density function having mean parameter ft, . and variance pareun-
eter, , the normalizing constant is P(Aj) . The density function of 
b, . will be denoted by g (b, .) . The joint density function of 
K-J L^K-J K-J 
b^ /b^ , ... ,b^ j^ is therefore 
H(BQ,B^,  • • •  I%O (7 '^)  
-00 < b. <00 for i = 0, 1, ,k-j-l and b^  . > where \ is 
1 K.-J 
the upper percent point of the chi square distribution having one 
degree of freedom, being the significance level chosen for use in model 
building. We now transform the variates according to 
K-J 
^K-J ~ I=O^I^I 
= B^ \ = ^1 
*2 = *2 
\-J •" ^K-J 
The joint density of the new random variates is 
k-j k-j-1 
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The density function of y, . given that A. occurs is 
•K-J J 
rf> m -OVT CO 
D(YK_J|AJ)  "  r . . .  J  +  r  • •  
^ —Œ —Œ —CT) F—-
OYX 
Thus for any j in the range 0 < j < k - r we have that 
^ = ;  D(Z|AJ)AZ (7. ' . )  
where Q is the region {z: 
%-E(YK_J|AJ)  
"j 
< n 1 . The probability 
integral 7.5 is a function of x ,x , .,p ,p , ...,a \ and O X K-J O X K—J 
We have now expressed all terms in the right member of equation 7.3 in 
integral form. In Section D of this chapter we mil give a summary of 
numeric results obtained in a computer study of a small case. 
C. Confidence Limits for E(y*) in Forward Selection 
The assumptions and notation of Chapter V will apply to this section. 
The occurrence of event A. (0 < i <k - r) defined in Chapter V results 
1 — — 
in the use of r + i independent variates in the prediction equation and 
in this case y^ ^^  is called y* and is used to predict y . Thus, if 
A^  occurs then 
= UQ - BIX^ + ... + . 
The approach used in this section is the seime as Section B namely we will 
specify limits for E(y^ ^^ ) and develop an expression for the probability 
that E(y*) is contained in these limits. 
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We define limits for each i(0<i<k-r) to be 
^I (^R+I • "A^I' ^R+I 
where 
T. = 
I r+ï 
i = r 
a ^ -T^/2 
and n is such that f e dt = 1 - Sa . Thus^  whenever event 
-A ^ 
A. occurs we use the limits as confidence limits for s(y*') . If 
(a^ a^^ ) is used to denote the limits obtained in application of the model 
building procedure then the probability that these limits contain E(y^ ) 
is given by the expression 
k-r 
< E(y*) < aig,) = iEoP(E(yr+i|Ai) e L.|Ai)P(A.) . (7.6) 
Using the notation and procedure of the preceding section the density 
function of y^ ^^  given that A^  occurs is 
Thus for any i (O < i < k - r) we have 
P(E(y^ _^ i|Ai) s Iu|A^ ) = ^  h(zjA^ )dz 
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where Q is the region fz; < n^ ] . The integrals P(A^ ) 
are given in Chapter V, hence all terms in the right member of eqxiation 
7.6 have been expressed in integral form. 
D. Numerical Analysis of a Special Case 
In this section we will consider a model having two independent 
variates and give the results of a numeric study designed to inspect 
confidence coefficients for various combinations of the parameters under 
the specified confidence limits. 
The model to be considered is 
y = PA + PgXj, + e 
and we assume that is orthogonal to Xg and that the e's are normally 
and independently distributed with mean zero and known variance cr^ . The 
I 
variates is assumed to comprise the doubtful set and is assumed to be 
fixed. In this situation the Forward Selection and Sequential Deletion 
procedures are the same. 
The-event is defined to be rejection of the hypothesis that (3^  
is zero, and A^  is defined to be the acceptance of this same hypothesis. 
Thus, if A^  occurs we will use the prediction equation 
YJ = Y» = + BGXG 
and if A^  occurs 
I4l 
llie choice of limits L„ and L mil be the limits prescribed in 0 X 
Sections B and C, namely 
= (yi - ) • 
Thus, if (a^ a^g) denote the limits obtained -when the model building 
test is applied then the confidence coefficient is given by 
?(&! < E(y*) < ag) = PfECyglAg) e LglAgiPCAQ) 
+ P{E(y 1 A^ ) e LJA^ )P(A^ ) . (7.7) 
The probability P(Aq) has integral form 
+ 
(y{\ 
P(Ao) . ( I r ) ^  e dt 
O-Y%R 
and P(A^ ) = 1 - P(Aq) . The procedure used in obtaining equation 7.5 
gives, for this situation, 
1 y„-zx -p X 
<•2 -CR/X « " )®+(Z-P2)=] 
P(E(y |A„) c L.|A.) = r t f + r } dzdy 
' ° h- <,<1 
(7 .8) '  
AND 
a -t^ /s 
P(E(yJA ) e lJa ) = f -2—— dt (7.9) 
-""A 
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where 
h ' - V 'H * ==2 
' Efyg Ag) + + x| . 
The probability P(a^  < E(y^ ) < a^ ) was computed for combinations 
of the parameter values 
4, 16 
; 0.1, 0.5, 0.9 
Xg : 0.1, 0.5, 0,9 
: 0, 1, 2 
&2 : 0, 1, 2 
n^  : 1.28, 1.64, 1.96 (.10, .05, .025 levels of a) 
\ : 1.32, 2.71, 3.84 (.25, .10, .05 levels of a^ ) . 
Several general comments can be made on the basis of results obtained. 
These are 
1, The probabilities were in all cases near the level 1 - 2a . This fact 
indicates that the choice of n^  is a determining factor and the limits 
prescribed to provide a "reasonably" close approximation for 1 - 2o: 
confidence limits. This was to be expected since y* is expressible as a 
linear combination of random variates many of them being normally distri­
buted and the limits specified are those which would normally be used if 
all the random variates in the linear combination were normally distributed. 
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2. The level of the test in model building had no great effect on 
P(a^  < E(y*) < a^ ) for the levels considered. 
3. The (x^ jXg) pair was not a determining factor, however, changes in 
value of and did produce nontrivial changes in the probability. 
The mid to upper range of x^  and Xg usually produced the largest 
probabilities. 
4. As 0" increased the probabilities obtained by varying other parameters 
behaved in the same general fashion in their fluctuation about l-2a , 
however, a distinct tendency to show less marked deviation was noted. 
That is to say for larger the probabilities all tended to cluster 
more closely about l-2a. 
5. Changes in the pair generally produced a more noticeable 
change in P(a^  < E(y*) < a^ ) than did changes in (x^ ,xg) . 
6. The value of n^  used was the influencing factor in determining 
probability. The probability 7.7 was in all cases close to l-2a. Most 
of the deviations from l-2a were less than 0.0$ in absolute value^  with 
the majority of probabilities being less than l-2a. 
A summary of extreme deviations is given in Table 13. The entries 
in this table are the maximum deviations from 1-20:, with appropriate sign, 
found in the numeric results for the range of and cr values 
used. The totality of results suggest that the limits used do provide a 
satisfactory approximation for 100(1-2a) percent confidence limits in 
the bivariate case. Since evaluation of multiple integrals is quite 
expensive in terms of computer time a case of more than two variates was 
not considered,however, the specified limits seem to be even more applicable 
to higher order cases, particularly in Sequential Deletion, and these 
IHH 
limits might well be used as approximate l-2a confidence limits in these 
cases. 
Table 13. Extreme Deviations fïom l-2a 
_ 
1. 32 2.71 3.84 
1.28 + .10 -.11 +.09 .09 +.08 -.05 
1.64 +.08 -.08 1 
o
 
+
 
.09 +.03 -.03 
1.96 
o
 + -.04 +. 03 .10 +.02 -.03 
1^5 
VIII. SUMMARY OF RESULTS OBTAINED AND AREAS 
REQUIRING ADDITIONAL RESEARCH 
The general topic considered has been model buildinrr for purposes of 
prediction in regression. Two different model building procedures, 
Forward Selection and Sequential Deletion, were considered and numeric 
computations performed in an effort to come up with recommendations which 
would allow research workers to make more effective use of these model 
building procedures both in the case of known and •unknovm error variance cr^ . 
The single test situation was the first to be considered, and was 
assumed to be unknown. The total squared error of predicted y was 
defined to be the sum, over the n data points of the mean square errors 
of predicted y and an expression for total squared error was derived for 
this single test situation. A relative efficiency of the single test to 
the Always Keep procedure was defined as the inverse ratio of their total 
squared errors. Confutations of relative efficiency indicated that if an 
a level of 0.25 or smaller was used in the test of the model building pro­
cedure then a relative efficiency at least as large as O.8O should result. 
Assuming this relative efficiency to be suitable we recommended this 
o; = 0.25 as a "good" level for use in this situation. 
The next procedure considered was the Sequential Deletion procedure and 
the total squared error of predicted y was derived for both the cases of 
known and unknown cr^ . The relative efficiency of Sequential Deletion to 
the Always Keep procedures was studied numerically for known and unknown 
For cr^  known the relative efficiencies obtained over the subrange of the 
parameter space considered indicated that testing at level a - 0.10 or 
IhC 
higher would generally assure at least O.8O relative efficiency. For cr^  
unknown the relative efficiency function behaved more erratically and 
seramingly could not be maintained at a prescribed level by simply specify­
ing a. The numeric results did tend to indicate a = 0.25 is an appro­
priate level and this level usually results in at least 0.70 relative 
efficiency. These facts prompted the recommendation that a = 0.10 be 
used when cr^  is known and a = 0.25 be used for unknown. Also^  
the relative magnitudes of the absolute value of population regression 
coefficients of the doubtful set of independent variates did not seem to 
have a great deal of influence over the relative efficiency. This was not 
true for the other model building procedure studied. 
The Forward Selection procedure was next considered and the bias, 
mean square error and total squared error of predicted y obtained for the 
cases of known and unknown A relative efficiency of Forward Selection 
to Always Keep procedure was defined, derived, and studied. Results indi­
cated that the Forward Selection procedure is very sensitive to the rela­
tive magnitudes of population regression coefficients and that the highest 
efficiency can be expected when aJLl coefficients are small in absolute 
value and ranked in descending order of magnitude with the largest value 
being the coefficient of The erratic behavior of the relative effi­
ciency function precluded making further recommendations relative to the 
attempt to choose a so as to maintain relative efficiency above some level. 
A relative efficiency of Forward Selection to Sequential Deletion was 
next defined to be the appropriate ratio of total squared errors. The 
numeric study of this ratio allowed direct comparison of the two model 
building procedures. The results obtained indicated that the Sequential 
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Deletion procedure is more efficient in all cases except the trivial case 
in which the population coefficients are known to he small in magnitude 
and ranked in descending order of absolute value. 
When all results are considered the evidence points to a level near 
a = 0.10 as the best choice for use mth sequential deletion. A some­
what larger value a 0.2^  appears best when using the forward selec­
tion procedure. These conclusions generally hold for both the cases cr^  
known ajid unknown although if is known some refinement of levels is 
possible in particular situations. 
Finally, confidence limits for the expected value of predicted y 
were specified and an expression derived for the confidence coefficient 
both for Forvfard Selection and Sequential Deletion in the case of known 
0"®. The special case of one doubtful independent variate was considered 
in a numeric study designed to inspect the general behavior of the probabil­
ity function. 
The comparisons made between the two model building procedures point 
to the need for some method of specifying an order of independent variates 
such that upon transformation to orthogonality the population coefficients 
will be ranked in descending order of magnitude. This method coupled with 
some measure of the probability that the ordering is as desired would make 
the Forward Selection procedure much more competitive with sequential 
deletion. One suggested method for ordering independent variates is given 
in the Appendix but no theory is available which gives the properties of 
this method. 
The results contained in this paper on confidence intervals about the 
expected value of predicted y are applicable only when o'^  is known. 
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These results need to be extended to the case where is unknown. Also, 
expressions for confidence coefficients must be simplified or simple yet 
effective approximations obtained. 
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XI. APPENDIX 
A. An Ordering Procedure 
The two model building procedures discussed in this paper were both 
based upon the assumption that the independent variates were presented in 
an "order of importance", and that a subsequent transformation created a 
new set of ordered variâtes which were mutually orthogonal. It is not at 
all unusual, for a research worker to be able to give an "order of importance" 
for his independent variates. Past experience or knowledge of theory in 
the substantive field is often available and is used to determine an order. 
In polynomial regression an order of importance is inherent in the problem 
and model building techniques are often used to determine an appropriate 
degree polynomial. Since the polynomial is a commonly used approximating 
function and polynomials also arise in exact theoretical developments^  the 
case of model building of polynomial models is certainly important. 
Nevertheless situations do arise wherein a research worker in category two 
is not able to specify an "order of importance" for his independent variates 
and some ordering method is needed in these situations. The purpose of this 
discussion is to recommend one method of ordering independent variates. The 
resulting order will be called an. "order of importance". 
One procedure for obtaining a suitable regression equation recommended 
by Snedecor and Cochran (38), involves finding at each stage the univariate 
reduction in regression sum of squares due to eliminating each independent 
variate in the model at that stage and omitting the independent variate 
which gives minimum reduction if the test of the regression coefficient does 
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not cause the rejection of the hypothesis that the regression coefficient 
is zero. This testing ajid. deletion process stops at the stage where an 
independent variate cannot be deleted on the basis of the test made. At 
this point the independent variates which remain are taken to form the 
prediction equation. This procedure is an attempt to order the independent 
variates and at the same time perform the model building. Thus, the 
approach considered in this thesis to solve the overall problem differs 
from that of Snedecor and Cochran (38) in that variate ordering and model 
building are herein considered to be two separate problems. The ordering 
procedure recommended herein is an adaptation of the ordering sequence 
contained in the Snedecor-Cochran procedure. The adaptation has a great 
deal of intuitive appeal and seems to provide the most useable definition 
of "order of importance" of independent variates. The details of the 
adaptation of Snedecor and Cochrans procedure will now be given. This 
adaptation will be called the Snedecor-Cochran ordering procedure. In 
application we assume that two independent samples are available, one to be 
used in ordering the independent variates and the other to be used to build 
the model. 
Assume that from the total set containing k + 1 original indepen­
dent variates ... ,X^  there is a subset S containing p in­
dependent variates which are to be ordered. For convenience these indepen­
dent variates are labeled ... jX^  . To begin the ordering procedure 
the univariate reduction in regression sum of squares due to eliminating 
each of the p independent variates X^ ; ... ,Xp is computed. We label 
these reductions 
1^ 6 
(k+l) (k+l) (k+l) 
J «2 ' 
the superscript k + l emphasizes the fact that all k + l original 
independent variates are used in confuting the reductions, and the sub­
script designates the independent variate eliminated. These p reductions 
are inspected and the smallest is chosen. Assume that the smallest reduc­
tion is Q, The independent variate having subscript is now 
JL 
omitted from consideration and will be called the least significant in the 
final ordering of the independent variates in the set S. With X. 
JL 
ignored, the next step is to compute the univariate reductions due to 
eliminating each of the p - 1 variates which remain in the set S, These 
are labeled 
AFK) N(K) GFK) 
°1 ' ^2 ' ' V-1 ' 
The smallest of these p - 1 univariate reductions will correspond to 
elimination of some one of the p - 1 variates remaining in S , call it 
X. . At this point a partial ordering X. , X. of the original p 
^2 ^2 ^1 
number of independent variates has been achieved. The process of computing 
all univariate reductions, choosing the smallest, and extending the ordered 
set continues until the original p variates in S are in seme order 
X. , X. , ... ,X. , X. . 
'^ p Jp-1 «^ 2 '^ 1 
