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In  the first part  of this paper linear, quadratic, . . . arb i t rary n- 
block codes are studied by means of a technique using polynomials 
in n variables. By this method we get new proofs and refinements 
(for prime fields) of certain results of S. P. Lloyd and J. MacWilliams. 
In the last section it is shown how recent results of D. Slepian can be 
interpreted in terms of the Grothendieck ring of the category of 
l inear codes over a fixed finite field. In this connection several con- 
jectures are formulated. 
INTRODUCTION 
In this paper we present some new algebraic methods of studying 
arbitrary group and nongroup n-block codes. 
In Section I a method is given of describing n-block codes by means of 
polynomials in n variables. This description is useful in studying quad- 
ratic, cubic, . . ,  codes that generalize the usual group (or linear) codes. 
As an application we deduce in Section II a formula which for linear 
codes over a prime field reduces to a generalization f a result of Jessie 
MacWilliams (1963) concerning the distribution of the weights of a linear 
code and its dual. As a further application we give in Section I I I a  simple 
and purely algebraic treatment of closed-packed codes. Our results 
generalize those of S. P. Lloyd (1957). In particular, we obtain a duality 
theorem for closed-packed codes. This duality has for example the fol- 
lowing consequences: 
If a closed-packed =< eerror-correcting binary n-block code with more 
than one code point exists, then n must be odd. Further, i f  e is odd, then 
n ~ 3 rood 4. (We suppose here that e > 0). 
The last section is admittedly incomplete and it contains mostly 
conjectures about he Grothendieck group of the category of linear error- 
* Work done by the author during service at the Research Inst i tute of Na- 
t ional Swedish Defense. 
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correcting codes. Our work here is inspired by the analogy between the 
results of Slepian (1960) and some recent advances in modern algebra 
(Borel-Serre, 1958; Grothendieck, 1958). For a good description of cod- 
ing theory, the reader is referred to Peterson (1961). 
I. DESCRIPTION OF CODES BY POLYNOMIALS 
We will here restrict ourselves for simplicity to vector spaces V with 
explicit bases over the field Z/pZ (p a prime) and arbitrary subsets of 
V (codes), although most results remain valid for vector spaces, over 
arbitrary finite fields and perhaps even for modules over a finite ring 
(using homological algebra).1 
So let V = F ~ be the vector space of n-tuples of elements in F = Z/pZ.  
I t  is well-known that there are (at least) two different (for p # 2) 
interesting integral valued distances in V. If  x = (x~, -- .  , x~) and 
y = (yt, • • • , y~) C V, then we can define 
dl(x ,  y )  = I - yo  [1, 
a=l  
where for ~ E F we put 
J ~ Jl = , otherwise 
and 
d2(x, y)  = 221x~ --  yo [~ 
where for ~ C F = Z /pZ we put 
I ~ 12 = the unique nonnegative r presentative 
Define 
and 
=<p -- 1 in the residue class ~. 
I x  --  Y 11 = d l (x  --  y, 0)(=all(x,  y)  ) 
I x  --  Y 12 = d2(x - -  y, O) (=d2(x ,  y ) ) .  
1 Note added in proof: Codes over a finite ring have recently been studied by 
E. F. Assmus and H. F. Mattson (Inform. Control 6, 315-330 (1963)). 
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In  both cases we have:  
1. [x+y l< lx ]+[y] .  
2. lax[ =-- [a l l x lmodp (a C Z /pg) .  
3. Ix l  = Oe=>x -- 0. 
The number  I x I is called the weight of x. 
Whenp = 2 we have d~(x, y) = d2(x ,y )  = number of a such that  
x ,  ~ y , .  This is the usual Hamming distance. 
I t  is clear that  an arb i t rary vector x C V can be uniquely described by 
I x~ 12, " ' "  , I x~ [2, i.e., by  n integers ( i l ,  " '"  , i~) (0 _-< i~ _-< p -- 1). 
We will always abuse notat ion and write x = (i~, . . .  , i~) instead of 
z = (x~, . . -  , x0 .  
Now let C be a code in V. We associate with C a polynomial  Pc  in 
n variables as follows 
i%(z~,  . . . , x~)  = F~ ~.. .~ox~  - . .  x~ ~ 
O=</a~p--I 
where 
so that  
f -b1 if ( i l ,  " "  , i~)  i sapo in t  of C 
a l  1 
I B W  \o otherwise, 
Pc(x , , . . . , x~)= E x l  1 . . . x t  " 
( i  I," " " , in )  C ¢ 
We thus obtain an integral polynomial  Pc  C Z[X1, • • • , X~], which is 
of degree -__ p - 1 in each variable and which clearly determines C. Of 
course  
n(p - -1 )  
Pc(X)  = pc(x , . . ,  x )  = ~ ,S ,  
s=O 
where v~ is the number  of code vectors of weight s for the second norm. 
The polynomial  which represents all points of V is clearly 
P~,(x~, . . . ,  x~) (1 + x~ + x ~ + + ~ ,. 
We will now study polynomials in Z[X I ,  . . .  , X~] modulo the ideal 
(1 -- X~, . . . ,  1 - X~) generated by 1 - X~' , . . - ,  1 -- X~.  I f  
Q ~ Z[X~,  . • • , X~], then there exists a unique polynomial  (~ of degree 
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< p - 1 in each variable such that  
Q = Qmod(1  - Z~, . . - ,1 -  Z~)  
This (~ wi]] be called the reduced polynomial of Q. I f  x = (i~, • • • 
y = ( j l ,  . - -  , j , ) ,  then the reduced polynomial of 
X~I X~ X h i .  "* "  n " I " ° "  Xf~ 
is 
where 
, i~) and 
x1 i . . .  x o, 
x -]- y = (lc~, . . .  , k,).  
(Here we use the abuse of notat ion just mentioned.) 
Now let 
~0(X i ,  " "  , X~)  = 1 
~1(X1,  " ' "  , X~)  = X I  + " "  + X~ 
. . .  
~k(X I , " ' ,X~)  = ~ X i l " "X~ 
i1<"  • "< ik  
(0 < k _-< n) 
be the n + 1 elementary symmetric polynomials in X1, X2, • • • Xn,  and 
let x = ( i l ,  • .- /~) C V. Then clearly 
is after reduction a polynomial of the form Pc, ,  where C' is the set of all 
points y C V such that  
Ix - -  Yll = /¢. 
For example, the points of V corresponding to the polynomial 
ia--1 
Zx: 
v~l  a=l  
are exactly those points of V having distance 1 to the origin with respect 
to I'l,- 
For the distance of type 2 the situation is a little more complicated. 
Let ~-k(X1, " "  , X~)(O <- k <= n(p -- 1)) be the homogeneous part  of 
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degree/c of the polynomial 
io--1 (~+x~+x~+. . .+x~ ). 
Then 
~(XI, . . . ,  xox i  1 . . .  
= . ,  . . . .  , -X ,~) ,  Pc,,(X1, -" X~) mod (1 X~, 1 P 
where C" is the set of those y ~ V such that I x -- y I2 = /c. 
These results will be very useful in the study of closed-packed codes 
(cf. Section I I I ) .  
II. LINEAR., QUADRATIC, CUBIC, . . .  CODES 
Let C c V be a linear code, e.g., a vector subspace of V. I t  is well- 
known that C can be described as the set of common zeros of a set of 
linear forms 
a~ )~..i (s = 1, - . .  , n), (a~ ~) C F).  
i=1 
The set of all such forms that are zero on C constitutes a linear subspace 
of Home(V,  F) = the set of all linear functions V -+ F, with its natural 
vector space structure. I f  we give HomF(V, F) the dual basis of the 
canonical basis in V = F ~, then we get in this way a linear code 
C c HomF(V, F), the dual code of C, and it is easy to see that C is the 
dual of C. 
Now suppose more generally that C is the set of common zeros of a set 
of quadratic-linear forms 
al x l -~ ~ a~)xixk. 
i i,£ 
Then the set of all such forms that are zero on C form a linear subspace 
in HomF2(V, F) = the set of all linear-quadratic functions V --+ F. By 
a linear-quadratic function V --+ F we mean a map V ~ F such that for 
every fixed y, 
V ~ x ---~f(x q- y) - f (x)  -- f (y)  ~ F 
is an element of Homu(V,  F) and such that for a suitable 
)v { Homr(V,  F) we have 
( f - -  f ) (ax)  = a2(f -- f ) (x ) ,  a C F. 
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Now the situations for p = 2 and p # 2 are a little different. Suppose first 
than p # 2. Then it is easy to see that 
V-__~F (x l ,  " " ,  xn) --+ xlxk C F ( i  =< k) 
V _S~ F : ( x l , " " , x.~ ) --+ x i E F (1 -< i -<n)  
form a basis for Homy2( V, F)  so that this space has dimension 
6)÷((9+(:)) 
over F. The linear subspace of all f ( HomF2(V, F) that are zero on C 
is called 0 2 and it is clearly a linear code in Homy:(V, F) if we use the 
basis eik, e~. This code is called the dual of C. I t  is easy to see that the 
set of elements in V that make all f C ~2 zero is just C. 
Thus C is completely determined by a linear code in the space of linear- 
quadratic functions. We will call C a quadratic ode. In a similar way we 
can define cub ic , . . ,  codes, but we will stick to the quadratic code for 
simplicity in notation. If  p = 2, the dimension of Hom~(V,  F)  is n units 
lower since we can take away all e,(x~ 2 = x~ in Z /2Z) .  The modifications 
necessary in this case are trivial, and we will only formulate the results 
for p # 2. 
Remark: For simplicity we have only considered quadratic odes that 
pass through the origin. But any code could be translated by a vector 
so as to pass through the origin. This does not change the distances be- 
tween code-points. 
:Now 
P c (  z l  , . . , ) = E . . . . 
O<=is <=#--I 
and 
P~,(X~,  , X , )  E X~ ~ X~" X ~'' " ' "  = . . . . . .  a t  " ° "  
~=( . - .~ . . .~  t . . . )  E ~ 
are defined. What are the relations between these two polynomials? We 
will first prove the formula 
~e#2 L P .=<-~ 
Here (i~ - - .  is) is a fixed set of indices. (Of course P~(1 ,  . . .  , 1) can be 
written more simply as pd i~,  and it is also equal to ] ~2 I where for 
any code C' we introduce I C' I = number of points in C'.) 
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According to the definition ( i l ,  . .- , i~) E C ¢:~ 
i~-4-  ~isit(~t ==-O(modp), V( (1 , - - . ,~ . , - . . ,~t , . . .  ) E ¢2. 
S 8<:t 
Thus if (Q,  - . .  , i~) C C, the r ight-hand side of (1) becomes 
E1  = r~, (1 , . . . ,1 )  
~E d~ 
and this is equM to the left-hand side since aq...~, = 1. 
Suppose now that  (i~, • • • , i~) C C. Then to the left of (1) we have 0. 
To the right we know that  there exists (~*, - - .  , $*, • .. , f~*, -. • ) ~ ¢2 
such that  
~.*  ~t~t # 0 (rood p). (2) 
S 8<~__t 
Let ¢2@) be the set of all ~ C Ce such that  the sum (2) is ~s  rood p, 
(0 < s < p - 1). Since ¢2 is a vector space, y ~ ¢2 ~ ky E ¢2 for 
k ~ F, and it is clear that  multipl ication with the 0 # ~, E F induces a 
one-one correspondence between the ¢2@) for 0 < s -< p - 1. Now 
suppose that  ~* E ¢~(s*)(0 < s* =< p - 1). Then 
¢~(o) ~ ~ -~ ~ + ~* E ¢2(s*) 
is a one-one correspondence too and so the disjoint subsets {¢ 2(s) I0 <~ <p-1 
of ¢2 cover ¢2 and have the same number  of elements, say N.  Then  the 
right-hand side of (i) becomes  
N ~ exp - -  = 0, 
S~0 
and so (1) is proved. 
Now mult ip ly (1) by X~ ~ . . -  X~" and sum over all (i~, . . . ,  i~). 
We get 
THEOREM 1. I f  C is a quadratic ode, C 2 its dual, then 
1021 Pc(X1, ...,x,~) = E E x~ 1...xt" 
~E~2 ( i l ' " in )  Eg 
1 • exp -~- (2~. i ,+2~, i8 i , )  . 
This theorem gives a description of C in terms of the linear code ¢2. Un- 
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fortunately the sum 
X x:,,oxpF + 
i~ . . . i .  L P s__<t 
ONis<=p--1 
is rather difficult to evaluate. It  should be considered as a sort of weighted 
generalized Gaussian sum. 
If we had done our reasoning for a linear code (p arbitrary) then we 
would have obtained 
IOIP (X,, = 
$Ed o<G<p-1 LP  ~ J 
Let us now show how this formula can be used to generalize a result 
of Jessie MacWilliams (1963) for p = 2. In this case we obtain 
= ~ ~ ( ( - - l )aX1)  h ' ' -  ( ( -1 )aXe)  ~" 
~Ed o<G<~ 
= ~ (1 q- ( - -1)aX,)  - . .  (1 q- ( - -1)aX, ) .  
(3) 
But (1 
1-t- ( -1 )aX ,  = ~, /  (1-t- X~), if }8 = 0 or 1, 
so that the last member of (3) is 
(1 -  X~'~ a (~ - X~'~  
f l  (I--F X,).  E \ ~ /  . . .  --~ X J  
s=l ~E 8 
=f l ( l  q-X~)Po(~ -X~ 1-X . )  
8=1 + Xl '  " ' "  1 @ ~ " 
Thus, 
COROLLARY. I f  C is a linear code in (Z/2Z)n and d its dual, then we have 
the following relation between Pc and PO 
, = f l  (1-4-Xs)Po (} - -X~ 1- -X ,~)  I C [Pc (X1  "" ,X~)  ~=~ -4- Xl '  " ' "1  -~ ~ " 
In particular, if we put X1 = X2 . . . . .  X~ = X, we obtain 
I 0 I Pc(X)  = (1 q- X)~,g5 (~) ,1  -- X 
which is exactly the result qf Jessie MacWilliams (1963) (for p = 2). 
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Remark: Quadratic, cubic , . . ,  codes should be interesting for the fol- 
lowing reason: If the best group code of a given size for a given channel is 
not optimum, then one might hope that the best quadratic, or cubic , . . .  
or . . .  codes (with a suitable decoding wocedure) are optimum. It  re- 
mains to work out explicit examples. 
III. THEORY OF CLOSED-PACKED ERROR-CORRECTING CODES 
Recall that a subset C ~ V = F ~ is said to be a closed-packed -< e error- 
correcting code with respect o a given distance on V if the solid spheres 
with radius e (for the given distance) and centered at the code points 
are disjoint and cover V. 
Now by results of Section I we can explicitly describe polynomials 
) ~ x~, . . . ,  ~ x~ x~ . . .  x '~ ( ')  
resp. 
.~(x~,  . . . ,  x~)x~ ~ . . .  x~ o (")  
which, reduced, give the Pc' (resp. Pc") corresponding to the set 
C' (resp. C") of points of V of distance (with respect o I" I1 resp. 1"/2) 
exactly k from a given point x = (il, • • • , in). Thus if we take the sum 
of all the polynomials (') (resp. (")) for all code points x and all 
k(0 _-< k =< e) we get two polynomials Q' and Q", and it is clear that we 
obtain after reduction of Q' (resp. Q") the polynomial that corresponds 
to exactly all points of V if and only if C is closed-packed with respect o 
I"11 (resp. l'12)- Thus the following two theorems are immediate (cf. 
Section I) : 
THEOREM 2. A necessary and sufficient condition for C c V = F ~ to be 
a closed-packed <= e error-correcting code for the distance of the first type, is 
that the corresponding polynomial Pc should satisfy the following con- 
gruence: 
) ) ~ xL  - . . ,  x~ .P~(X~ , . . . ,  x , )  ~ x~ 
k=0 s~l  t=l  
mod (1 - X~, . . - ,  1 - X~) 
(~) 
where z~ is the kth elementary symmetric polynomial. 
THEOnEM 3. A necessary and sufficient condition for C c V = F n 
to be a closed-packed <~ e error-correcting code for the distance of the second 
type, is that the corresponding polynomial Pc should satisfy the following 
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congruence 
k rk(X1,'" ", X , ) 'Pc (X I , "  ", X~) ---- f I  (~-~,* X't) 
k=0 t=l \ s=0 
rood (1 - X~, . . - ,  1 - X~) 
where rk is defined in Section I (it is symmetric n X1, ...  , X~). 
We will only analyze the simpler formula (4): Now the linear iso- 
metric automorphisms of (V, I • I1) are composed of 
1. The maps 
e~ -+ e~(i)(1 -< i =< n), ({ei} is the canonical basis of V) 
where ~ ~ ~,  the symmetric group of n letters. 
2. The maps ei--~ Mei(1 ~ i =< n), where 0 # ki E F. 
The first factor and the second member of (4) remain invariant under 
such automorphisms (the transformed C is also closed-packed). Let us 
take the average of all formulas (4) over all automorphisms. Since 
rc (x~ , . . . ,  X,,) = ~ X~' . . .  X~" 
(i1," " ",in) E C 
we obtain 
~ X~, " " ,~  X~ 1_ 
k=0 ~=1 n!(p 1) n 
z z ) 
( i l , . . . , i • )EC  l~ks~p- -1  s=0 \ t=0 
mod (1 -- Xf ,  
in Q[XI, . ." , Xn]. But 
• . . ,1  - -  X~)  
I 2 p--1 X~,k,= - X~+X,+. . .  +X~ , i f i~0  
l__<k,_< p-1 [p - 1 otherwise (6) 
Now put 
v~ = ~ 1 
i l .  • *i n 
where the sum is taken over those (il • • • is) C C such that exactly s of 
them are ~ 0. (v, - the number of code points of weight s for the dis- 
tanee ]-I1 .) Then using (6) we obtain 
E ai,...i= E X~ ~k* "'" XiJ k~ ~v,  n!(p -- 1)'~-* 
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• O-  s X~,.-  ~] X~ rood( l -  X~' , . . - ,1 -  X~), 
"~ t=l  
) 
\ t= l  t=l  
: )  (p -- 1) * (7) 
mod (1 - X~', . . . ,  1 - X~). 
then we obtaia from (7) 
Now this congruence must become an identity if we put every X~ equal 
to some pth root of unity x~ (for then x{' = 1). Of course, for such an 
xs we have 
p - -  1, if x~ = 1, 
x ,+ . . .  +xY  -1 = --1, if x ,#  1. 
Thus if k of the x~ ' s are = -}-1 and the rest are pth roots of unity #1, 
then a,(xl + . . .  + xl ~-I, . "  , x, + - . .  + x~ -1) = the coefficient of 
X ~ in (1 + (p - 1)X)k(1 - X) ~-k, so if we introduce polynomials 
~k(~-l)(n, ~) in the variable ~ by 
(1 -]- (p -- 1)X)~(1 - X) ~-~ = k ~k(~-~)(n, ~)X k, (8) 
k=0 
9~P-1)(n, k) v, ¢~P-1)(n' £) _ 0 < k < n (:) - \=o  .=o (p - -  1)' , £ = n (9) 
Since (p--l) / ~. tn, = -- = 
[~=~0 ( : )  (P -- 1)~] " [8=~0 v*] = P', 
which is exactly the (generMized) Hamming condition. 
The other formulas (9) are analogous to this condition and we will 
show that they imply in fact a generalization of the results of S. P. 
Lloyd (1957). First it is easy to prove as in Lloyd (1957), using the 
so that (5) can finally be written 
x ,  . . . ,  E x: ,. 
k=O \ t= l  t= l  s=O 
o=1 
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definition (8), that  
(v-l),. ~P- : ) (n  ~ ~n, ~) = - -  1, 8) s~0 
I t  is ~lso easy to generalize Appendix B of Lloyd (1957) to the following 
formulas 
~P-i) (n, ~) (_l)s_k ~p(p-1)(n, 8)
(n )  -- ( ; )  -, s,/c integers in [0, n]. 
If  we use these two results, then (9) c~n be rewritten as 
(S ( - -1)8 q~(kv-1)(n, s))
\~=o v. (p ~ 1)" (10) 
/~ - -1 )  , k = 0 ,  1 ,2 ,  - - .  ,n .  
But since ~(v-1)(n, s) = coeffx~ (1 + (p -- 1)X)~(1 -- X)  "-~, formula 
(10) can be transformed into 
~- l ) (n  -- 1, k )coef f~ [ (X  -- 1)'Gc (X + 1/(p - 
k \ X -1  1))] (11) 
= ~ p~,  
where Go(Y) ~8~0 Y* ~P-1)(n = ~8 . Thus if - 1, /c) ~ 0 fork  <n,  
then the corresponding coefficient 
coeffx~[(X-1)'Gc (X + i / (p -1 ) ) I  ~--1  =o. 
I will now show that  (11) forces the e zeros of  ~o~P-1)(n - -  1, ~) to be 
different integers in [0, n - 1]. Let 0 = ~l ~ ~2 < • • • < ~t < n(t <= e) 
be the different integer zeros of ~(p-1)(n - 1, ~) in this interval. (A priori 
there could be no such zeros. Then we put t = 0 and use no ~/s). I 
claim that  t - e. Since 
is a polynomial of degree _-< n, we get from (11), if we put. 
Y = [X -[- 1/(p - 1) ] / (X  - 1) 
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and simplify: 
t 
Go(Y) = ~A~(1  q- (p - 1 )Y )a (1  - Y)~-~ +An(1  + (p -- 1)Y) ~, 
where (12) 
1 
A~ = ~(P-1)(n -- 1, n ) '  
and the A~ are certain constants. 
Since C is a closed-packed _-< e error-correcting code, there is at most  
one code point of weight =<e. Suppose that this weight is 7(0 _-< ~/=< e). 
We will show that Gc depends only on % In fact, since 
Go(Y) = Y~ + terms of degree => e + 1, 
we get from (12) 
t 
E (p--l) [ ~_ A~k tn, ~) -[- A~k(n,  n) + ~>~(-- 1) = 0, 0 < ]c < e, 
A~(1 -t- (p -- 1 )Y )a (1  -- y )~-a  + A~(1 -]- (p -- 1)Y) ~' (13) 
+ = 0. 
Suppose first that  -y = e. (By adding a suitable vector to C we can ob- 
tain such a code.) I f  t < e then the t + 1 equations 
t 
E (p--l) [ --~ A~k tn, &) + A~k(n,  n) = O, 0 < lc <= t 
s=l  
for the unknowns A~ have a nontrivial solution (A.  ~ 0!), and so the 
determinant must be zero. But this gives 
• ~p- -1 )  I n ~ \ 
: 
n) 
: = O, 
~p-1) (n, n) 
which is impossible since the determinant can be transformed into a 
van der Monde determinant of $1 < " '"  < ~t < n. Thust  = eandso  
the e + 2 equations (13) for the unknowns A1, " "  , A~, An,  (--1) 
have a nontrivial solution. Thus the corresponding determinant is zero, 
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and we obtain for a C with min imum weight 3,: 
~0('-l)(n,~) . . .  ~- ' (n,~o) (,-1), , ,~o kn, n) 0 
: : : : 
Cp-1)~ - (p-~D ,p~, (n, ~,) . . .  ¢,~, (n, ~) (~-1) (n, n) 1 
(v-1)r (p-l),, • .. ~ ~n, 5) 0 
(1 -{ - (p - -1 )Y )h(1 - -Y )  n -h  " "  ( I{ - (P -1 )Y )~(1- -Y )  n-~ ( I+(p - -1 )Y )  n Gc(Y)  
= 0, (14~ 
which uniquely determines Go, so that  the notat ion G (~) is in order. 
The formula (14) gives for p = 2 a result which is equivalent o a result 
of S. P .  Lloyd (1957) although not identical in form. I t  should be 
remarked that  (14) is suitable for calculations. Suppose for example 
that  e = 1. Then 
~v-1) (n -  1, ~) = ~.p - (n -  1), 
so that  ~ = (n - 1 ) /p  must  be an integer and G (°) respective G (1) 
are given by 
1 1 1 
--1 n (p  -- 1) 0 
(1 ~- (p -- 1) Y) (~-I) /P (1 -- y),-(~-l)/p (1 -t- (p - 1)Y)  ~ G(°)(Y) 
and 
1 1 0 
-1  n (p  - 1) 1 
(1 + (p - 1)Y)(~-l)/P(1 - y)~-(~-l)/p (1 -I- (p - 1 )Y)"  G(~)(Y) 
= 0, 
= O, 
which are the well-known formulas for the distr ibution of weights in a 
Hamming code (Peterson, 1961, p. 68). 
Now we will prove a dual ity theorem for the Gc when p = 2. 
THEOREM 4. Let C be a closed-packed <=e error-correcting code with 
more than one code point in V = F ~ (F = Z/2Z) .  Then 
Gc(X)  = X~Gc(1 /X) ,  
i.e., v~ = ~. - , ,  where ~ = the number of code points of weight s in C. 
Proof: I f  we add the vector (1, . . .  , 1) to C then we will get a new 
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dosed-packed code C ~ with polynomial 
Gc,(X) = X'~Gc(1/X). (15) 
If C is of type % then let C' be of type 3/. In this way we obtain a one- 
one mapping V ~ v t of [0, el onto itself, with 3'" = % and our theorem 
is dearly equivalent to the assertion V' = % Now (15) can be written 
G (r')(X) = X~G(~)(I/X), 
and according to (14) (for p = 2), this is equivalent to the relations: 
(1) (,~ (n, ~) is written ~,~(n, ~)) 
~,(n, ~) _ ( _1)~_~ 5o~(n, ~) 
~ou,(n,n) ~(n ,n )  ' 1 <fl-5_e, (16) 
so that in particular 
But from (16) we have 
~o,(n,  }~) _ ( -1F% (17) 
~o,(n, n) 
X: ~,(n, a) = (-1) ~-~ X: ~(n, ~) ~,(n, ~) (IS) 
~,~o' ~o ~(n ,  n) " 
The left side of (18) is equal to 
~, (n ,  ~) - ~o,(n, ~).  
0~3, t~e 
But the first sum is equal to ~(n-  1, ~) and thus zero. As for 
-~o , (n ,~) ,  it is equal to - ( -1 )~-~o, (n ,n ) ,  according to (17). 
Thus (18) can be written 
o<~__<~ ~(n ,n~ + ~0,(n, n) = 0, 1 =< fl -<_ e. 
In other words the polynomials 
~2 ~(n, ~) ~,(n, n) ~o ~(n, n~ + ~o' (n, n) 
and ~(n  - 1, ~) have the same zeros (they are of the same degree). 
Thus we get an identity 
E <(~,~)~@'~!+~0,(n,~) = K , ,~(n -  1,~), (K=aconstant) (19) 
0<v<e ~v~ r~, n) 
210 Boos 
Now put $ = n in (19). This gives K = 1, and so we obtain upon iden- 
tifying the coefficients of highest degree in (19):  
¢~, (n, n) 
-1  
~(n ,  n) 
or  
(n) 
= e' " (20)  
But 0 =< e' =< e. Further, we have more than one code point and thus 
2e + 1 =< n. But  under these conditions (20) can only be valid if e = e' 
! 
and continuing the identification (19) (with K = 1), we get I' = 1" 
for all 1" and the theorem is proved. 
COROLLAnY. Under the conditions of Theorem 4, n must be odd and the 
zeros of ¢~(n - 1, ~) must be different odd integers. If, moreover, e is odd 
then n -- 3 rood 4. (We suppose here that  e > 0). 
Proof: From (17) we get using 0' = 0, that  ( -1 )  ~-~ = 1 for all 
zeros of ~(n  -- 1, ~). But  
~(n -  1, ~) = ( - -1 )~(n-  1, n -- 1 -- ~) (21) 
so that  n -- 1 - ~a is also a zero and so ( - 1 )~+1 = 1. Thus ~ is odd and 
n is odd, proving the first part  of the corollary. I f  e is odd then accord- 
ing to (21), (n -- 1) /2  is a zero of ~(n  -- 1, $) and is thus an odd in- 
teger, proving the second part. 
Remark: The result is sharp: For the Golay code (Peterson, 1961, 
pp. 70, 140, 167) we have n = 23, e odd (e = 3) and 23 - 3 = 4.5. 
IV. THE GROTHENDIECK RING OF THE CATEGORY OF 
LINEAR CODES 
Let F be the field Z/pZ. Obviously a linear code can be described as a 
triple 
= (V,  l~} ,  C) ,  
where V is a finite-dimensional vector space over F, {~,] is an explicit 
basis for this space, and C is a linear subspace. The sum E 4- E r of two 
codes E and E'  = (V p, {~'}, C') is defined as the code 
E 4- E' = (V 4- V', { (~,  0)} u {(0, ~j)}, C 4- C'), 
where V 4- V' is the direct sum of vector spaces. For every E we can 
ALGEBRAIC STUDY OF NONGROUP CODES ~11 
define a distance in V by 
Ixl = Z lxo l2 ,  
where x~ is defined by x = ~ x~, .  
Two codes E and E' are said to be isomorphic (notation E -% E') 
if there exists a linear isomorphism V -% V' which maps C isomorphieally 
onto C t and leaves the distance invariant. 
If(x) l = Ix]. 
(f then induces aone-one map of {q~} onto {re'} ). In analogy with certain 
constructions of Grothendieek (Borel-Serre, 1958) concerning the cate- 
gories involved in the statement of the Grothendieek-Riemann-Roeh 
theorem, it is now natural to make the following construcgion. 
Let L(F) be the free abelian group generated by all the different iso- 
morphy classes of codes E. We denote the isomorphy class of E by [El. 
Consider the subgroup S(F) of L(F) generated by all elements of the 
form 
where 
[El -- [E~] -- [E,], 
E -% E1 4- E~. 
The quotient group L(F)/S(F) is denoted by K = K(F) and it will 
be called the Grothendieck group of the category of error-correcting 
group-codes over F. 
Now we will introduce further algebraic structure on K(F). The 
tensorproduct E~ @ F E2 of two codes E1 and E2 is defined by 
Since 
E1 ®~ E~ = (V1 or  V~, {~ ® ~},  Ci ®~ c~). 
E -% E' ~ E ® E2 -% E' ® E2 , (22) 
and similarly for the second factor, it is possible to define a product in 
L(F) by 
[E1].[E2] = [El ®v E21. 
In this way, L becomes a commutative ring with unity 
(F, {1}, F) (1 is the unit in F) 
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Further it follows from the formula 
El ® (E2 4- Ea) --% (El ~ E2) 4- (E~ ® Ea) 
and (22) that S(F) is an ideal in this ring so that K(F) becomes a
commutative (Ei ® E2 -% E2 ® E1 !) ring with identity. But there is 
still more structure on K(F) ;  it has the structure of a X-ring (Borel- 
Serre, 1958; Grothendieck, 1958) which will be defined now. 
Let us define the kth exterior product of a code by 
A~E = (A~V,  {~, ,A  . - -  A~},  A~C) ,  ,~ < . . .  < ~,  
where AkV is the/~th exterior product of the vector space V and AkC 
is embedded in AkV by means of Aki, where C -A V is the canonical in- 
jection. In this way we obtain (nonlinear !) operations 
L(F) A~ -.  L(F): [E] ---> [AkE]. 
Let k'~([E]) be the image of [A~E] in K(F). Now let K[[T]]I* be the 
multiplicative group of those formal power series in the indeterminate 
T with coefficients in the ring K = K(F) ,  which have the forms 
1 + alT -t- a~T 2 q- . . .  , 
where i is the unit in K(F) (and al C K(F) ) (this is an abelian group!). 
It  is clear that we get a map 
L(F) L% K[[T]]~* 
by 
From the formula 
it follows that 
[E] ~ ~ £([E]) T '~ 
k~o 
(X°([E]) = 1). 
A~(E~ 4- E2) ~ £ ASE~ ® ATE2, 
aq-t~k 
XT([EI $Ed)  = ;,T([EI])'X~([Ed), 
so that kT passes to the quotient and defines a homomorphism, 
K(F) ~ K[[T]]I*. (23) 
Now we define Xk(x) for x ~ K(F) as the coefficient of T k in Xr(x). 
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In this way we get (nonlinear!) applications 
K(F)  x~ ) K(F) ,  
which have certain properties that are easy to make explicit ((23) is a 
homomorphism . . .  ). 
THEOREM 5. Let K(F)  be the Grothendieck group of the category of 
linear codes over F. Then the tensor product of codes gives K(  F) the struc- 
ture of a commutative ring with a unit. Further the exterior product of 
codes defines on K ( F) the structure of a X-ring. By this we mean that there 
exist (nonlinear!) applications X~ :K  --~ K (s >_- 0) such that 
•°(x) = 1, 
~(x)  = x, 
~(x -~ y) = ~,  kt(x).hr(y). 
t~r=s  
The results of Slepian (for p = 2) can be expressed by saying that 
K(F)  as a group is the free abelian group generated by indecomposable 
codes (a code is said to be indeeomposable if it is not isomorphic to the 
sum of two smaller codes). 
For a given code C c V there are two functions of special interest: 
1. Go(X) = ~ XI~I( = ~ ~X ~ where ,~ = the number of code 
cEG 
points of weight s.) 
ec(x )  = ~_, X '~'. 2, 
~-Ier e 
I~ 1%~ inf[v I. 
vet  
(~ is a residue class of C in V and we have just described the quotient 
norm of (V, I " [) with respect o C.) I t  is easy to see that both Q and 
G define homomorphisms (of groups) K(F)  Q'~ Z[[X]]~* (Z = the ring 
of integers). Thus we get a homomorphism 
K(F)  Q+a)Z[[X]]I* -[- Z[[X]]I*. (24) 
I t  is rather natural to conjecture that the kernel of this homomorphism 
is small, perhaps 0. If this is the ease, then (24) gives a useful descrip- 
tion of K(F) .  I t  is perhaps interesting to study the problem of defining 
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a structure of a h-ring on the group to the right in (24) so that Q + G 
become a morphism for h-rings. 
Another problem: Is K(F)  generated as a h-ring by some simple codes 
(e.g. cyclic codes?) ?
Finally we may remark that there is some analogy between the theory 
of characteristic lasses for vector bundles and the coefficients in Qc 
and Go. 
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