Synthesis of hierarchical materials and product design is an emerging systems design paradigm which includes multi-scale (quantum to continuum level) material simulation and product analysis models, uncertainty in the models, and the propagation of this uncertainty through the model chain. In order to support integrated multiscale materials and product design under uncertainty, we propose an Inductive Design Exploration Method (IDEM) in this paper. In IDEM feasible ranged sets of specifications are found in a step-by-step, top-down (inductive) manner. In this method, a designer identifies feasible ranges for the interconnecting variables between the final two models in a model chain. Once feasible ranges of interconnecting variables between these two models are found, then, using this information, feasible ranges of interconnecting variables between the next to the last model and the model immediately preceding it are found. This process is continued until feasible ranged values for the input variables for the first model in the model chain are found. In IDEM, ranged sets of design specifications, instead of an optimal point solution, are identified for each segment of a multi-level design process. Hence, computer intensive calculations can be easily parallelized since the process of uncertainty analysis is decoupled from the design exploration process in IDEM. The method is demonstrated with the example of designing multifunctional energetic structural materials based on a chain of microscale and continuum level simulation models.
NOMENCLATURE acFe
Accumulated mass fraction of Fe in a material specimen 
INTEGRATED DESIGN OF MULTISCALE MATERIALS AND PRODUCTS
Traditionally, materials are selected from databases of experimentally determined materials properties. However, the paradigm is changing to the concurrent design of materials and products, tailoring materials for specific performance required in specific products or processes. In order to tailor materials, the approach taken by materials scientists is sequential deductive analysis, with a bottom-up mapping from processing path to nano-and microstructure, material properties, and performance. This corresponds to Olson's [1] materials design hierarchy shown in In our approach to the concurrent design of materials and systems/products, we move from the top-down in
Olson's hierarchy in Figure 1 . To do this, we believe that a new systems-based approach for materials design that combines inductive (top-down) engineering with deductive (bottom-up) science is essential. A fundamental question arises: how do we design a system considering variables, constraints, and models that embed relevant aspects of the material microstructures through overall system configuration? [2] There are a number of challenges in answering this question. These include:
Non-deterministic material systems behavior, Heavy computational costs due to the highly nonlinear and time-dependent behavior of the system, Uncertain material models due to simplification/idealization or a lack of complete knowledge, Uncertainty propagation due to hierarchical information dependence in a multiscale model chain, and
Complexity in the computational integration of multiple scale models due to a heterogeneous, multiphysics based computing environment.
Realistic nano-scale or micro-scale computational simulations of material microstructures often address nondeterministic effects of stochastic microstructure on material behavior. The non-deterministic estimation may be due to the limited size of volume elements captured in a computational model (i.e., less than the size of a representative volume element), heterogeneity of the material, random variations in material morphology, etc. These uncertainties can be quantified with a large number of samples. However, because of the intensive computation required for simulation, it is often not feasible to obtain adequate amounts of data to estimate accurate variances of responses. Insufficient data can lead to uncertainty in modeling the behavior of the material; this is termed "model parameter uncertainty."
An equally important source of uncertainty arises in the process of developing computational models of material behavior. In developing the models, material scientists often make simplifying assumptions, e.g., a plane strain assumption reduces a three-dimensional loading to a more tractable two-dimensional case, or idealization of the material microstructure geometry, and boundary conditions. Moreover, there is uncertainty in constitutive models for nonlinear material behavior due to a lack of complete knowledge about fundamental processes. These idealizations and assumptions contribute unquantifiable uncertainty to a simulation model; this is termed "model structural uncertainty," which may also result in inaccurate estimation of material behavior.
Another challenge in materials design results from hierarchical information dependency in a multiscale model chain. The uncertainties in the models are propagated through the multi-scale model chain. In this case, the final performance estimation of the chain of models may have a large degree of uncertainty. We call this "propagated uncertainty." A simple example of an analysis chain is illustrated in Figure 2 . Input variables (x1, x2) may be parameters related to a material's process route or structure that may be tailored by materials designers. The functions (f1, f2) may be simulation models for predicting material properties (y1, y2) such as modulus of elasticity, ultimate strength, yield strength, the Hugoniot relation, etc. The derived materials properties are interfaced to a product-level model (g), such as a finite element analysis model, and then a system level response of interest (z), such as structural integrity, thermal behavior etc., is obtained. Uncertainty may be accumulated and amplified through this sequential chain, making the variance of the final response (z) unacceptably large. This is an important issue because small variations or errors in input parameters may cause high levels of variability in the system response.
The last challenge in computer-aided materials design is the complexity of the computational integration of multiple scale models. For example, a model at higher scale may need to call another model at lower length scale as a sub-routine in order to get a specific material property in real time. This requires direct and robust computational interfaces between the multiscale models. Furthermore, modeling of non-deterministic behavior of stochastic materials requires a large sample size, requiring numerous traverses through the multiscale computational modeling chain. We discuss this issue in detail in Section 5.
In this section, the challenges in systems-based concurrent materials and product design integration are introduced. In the next section, we review previous work for dealing with these challenges.
FRAME OF REFERENCE
Our approach for designing materials in the presence of uncertainty is grounded in the methods of Taguchi and Simon. Robust design, proposed by Taguchi [3] , is a method for improving the quality of a product by minimizing the effect of uncertainty on product performance. This approach leads to designs that may differ substantially from those anchored in traditional optimization without considering uncertainty. Traditional optimal solutions offer performance that may be nominally on-target but often deteriorate significantly when conditions or assumptions change. Contrasting with "optimization", Simon [4] introduced the notion of "satisficing":
"The decision that is optimal in the simplified model will seldom be optimal in the real world. The decision maker has a choice between an optimal decision from an imaginary simplified world, or decisions that are 'good enough', that satisfice, for a world approximating the complex real one more closely." [4] This robustness in system performance should be a key feature in materials design since material systems are complex and prone to many sources of uncertainty, as discussed in Section 1.
In this paper, we classify robust design methods as an 'all-in-one approach' [5] or as a 'multi-level approach', depending on the approach for estimating propagated uncertainty. In the all-in-one approach, the system boundary is large since multiple sub-systems are considered as one system. As shown in Figure 3 , the amount of uncertainty in the final performance (z) due to the uncertainty in random inputs (x1 and x2) is quantified in this approach. Choi and co-authors [6] further classified robust design methods in the all-in-one approach as Type I, II, and III robust design.
However, the multiple models in the model chain must be computationally or mathematically interfaced to effectively construct a single system-level model in order to employ the all-in-one approach. Many commonly employed uncertainty analysis methods (e.g., Monte Carlo simulation, Latin HyperCube sampling, first-order and second-moment analysis, the stochastic response surface method [7] , etc.) are applicable only if an integrated single model is available for the multiple model chain. For the all-in-one approach, all computer models within the chain must be integrated and made available to a robust design exploration procedure. However, if the decomposed sub-systems are controlled by groups from multiple disciplines or reside in a distributed environment on heterogeneous computing platforms, then integrating the sub-systems for the all-in-one approach is costly even if a computational framework is available for system integration. Moreover, if decisions must be made as part of the I/O structure in connecting models, then quite naturally the all-in-one approach breaks down. In other words, the need for dynamic reconfigurability of the design process in complex systems design is not well met by the all-in-one approach. These problems are shared by other design methods as well [8] [9] [10] . These drawbacks of the all-in-one approach suggest that a multi-level approach which consists of modular uncertainty analyses along a chain of models is preferable.
Multi-level approaches can be categorized into methods which consider uncertainty and those which do not.
Multi-level approaches which do not consider uncertainty (i.e., multi-level optimization methods) were originally proposed by Schmit [11] and Sobieszczanski-Sobieski [12] in 1980's. These methods have evolved into CSSO (Concurrent SubSpace Optimization) [13] [14] and BLISS (Bi-Level Integrated Synthesis) [15] , etc. In these methods, a higher-level optimization calls multiple lower-level optimizations and uses the decision-making of the lower level optimizations for higher-level decision-making. A review of these methods will not be included in detail in this paper and can be found in the references. Instead, our review focuses on the multi-level approaches with considering uncertainty (i.e., multi-level robust design methods).
Gu and coauthors [16] propose worst case propagated uncertainty analysis and robust optimization. With their approach, a first order sensitivity analysis is performed on each sub-system. Final system response deviation is estimated by propagating the results of individual sub-system uncertainty analysis. Du and Chen [5] suggest analysis methods which accommodate a generic probabilistic approach instead of using worst case sensitivity analysis in order to estimate the amount of uncertainty efficiently and accurately. In these approaches, mean and variance (or deviation), instead of a single value in an interface variable in the all-in-one approach, are transferred from one subsystem to another to calculate propagated uncertainty in the model chain. Therefore, the amount of information passed to calculate propagated uncertainty is less than in the all-in-one approach.
These two approaches still require large amount of information flow across the boundaries of the sub-systems.
This is due to the fact that the processes of uncertainty analysis and design exploration are tightly coupled.
Whenever an uncertainty analysis at a given input point is requested from a design exploration algorithm, the subsystem analyses must be performed sequentially, passing the information related to mean and variance of responses. The mean and variance of the final performance must then be sent back to the design exploration algorithm in real time. This sequential uncertainty propagation in the methods becomes more difficult in a distributed environment. In the CSSUA (Concurrent SubSystem Uncertainty Analysis) method presented by Du and
Chen, the associated subsystem analysis computations are parallelized to identify the mean of the linking variables.
However, since the robust optimization process is sequential and the uncertainty analysis process is a sub-process of the optimization process, the uncertainty analysis, which consumes most of the computing power, cannot be fully parallelized.
Another multi-level robust design method is probabilistic Analytical Target Cascading [17] , which is rooted in a multi-level optimization method, Analytical Target Cascading (ATC) [18; 19] . In ATC, a higher-level problem solution defines the target values for lower-level design problems. Collecting the lower-level decision-making results, a designer makes higher-level decisions by minimizing gaps between the targets from higher-level problems and the performance achieved from lower-level problem. In probabilistic ATC, gaps between targets and performance in terms of means and variances are considered to identify robust multi-level design solutions. In probabilistic ATC, design targets at a level of a problem are derived from its super level, which is well matched to the goal/means (inductive) approach. This method eliminates bottom-up uncertainty propagation though a multi-level chain since the problem is decomposed and design exploration is executed only at each level. However, this requires the exchange of a large amount of decision-making information about the various levels of the problem.
Each evaluation at a super-level optimization spawns multiple sub-level design optimization problems. Moreover, a super-level iteration must wait for the results of sub-level optimization; therefore, multi-level optimizations are highly interdependent and cannot be parallelized.
How can we support robust multiscale materials design? Based on a review of the literature, it is clear that a new approach is necessary to fully address the challenges mentioned in Section 1. In the following four sections of this paper we propose the Inductive Design Exploration Method (IDEM). In Section 3, our strategies for multi-level robust design are discussed. The details of IDEM are explained in Section 4. In Section 5, an example of multiscale materials design using the IDEM is presented. Finally, in Section 6, the design results are evaluated and discussed.
SOLUTION STRATEGIES IN INDUCTIVE DESIGN EXPLORATION METHOD (IDEM)
In this section, we discuss our strategies in the Inductive Design Exploration Method (IDEM), for pursuing efficient multi-level robust design. In IDEM feasible ranged sets of specifications are found in a step-by-step, topdown (inductive) manner. In this method, a designer identifies feasible ranges for the interconnecting variables between the final two models in a model chain. Once feasible ranges of interconnecting variables between these two models are found, then, using this information, feasible ranges of interconnecting variables between the next to the last model and the model immediately preceding it are found. This process is continued until feasible ranged values for the input variables for the first model in the model chain are found. In IDEM, ranged sets of design specifications, instead of an optimal point solution, are identified for each segment of a multi-level design process.
Hence, computer intensive calculations can be easily parallelized since the process of uncertainty analysis is decoupled from the design exploration process in IDEM. Our goal for developing the IDEM is to determine a set of solutions that are robust against accumulated uncertainty in the final performance. In IDEM there are three key strategies: 
Parallelize multiple function evaluations:
The two processes, design exploration and uncertainty analyses, are tightly coupled in previous approaches, as mentioned in Section 2. Considering the large amount of resources and time required for uncertainty analysis, it is desirable to decouple those two processes so that we can parallelize the uncertainty analysis. In multi-level robust design, this decoupling involves concurrent evaluation of the means and deviations of performances, storing the results in a database, and exploring a design space by retrieving the results.
These three important strategies are formulated in order to overcome the challenges in multiscale robust materials design identified in Section 1. Implementation details for instantiating the strategies as a method are discussed in Section 4 and 5.
INDUCTIVE DESIGN EXPLORATION METHOD (IDEM)
In this section, we discuss the Inductive Design Exploration Method (IDEM) to facilitate the strategies discussed in Section 3. IDEM includes parallel discrete function evaluation, Inductive Discrete Constraint Evaluation (IDCE) based on Hyper-Dimensional Error Margin Indices (HD_EMIs).
Overview of Solution Procedure
The example used to describe the overall procedure is a chain of sequential simulations, as shown in Figure 3 .
Our objective in this example is to find the best ranged set of robust design specifications in the x space under propagated uncertainty in the process. The overall procedure for IDEM is illustrated in Figure 4 . † † Design variables that may be introduced in the middle of a model chain (e.g., design variables that are inputs to model 'g' but outputs from neither 'f1' nor f2' in Figure 3 )
The procedure includes the following steps:
Step 1: It is necessary to define the rough design space (x space in Figure 4 ), the interdependent space (y space in Figure 4 ), and the performance space (z spaces in Figure 4 ). Discrete points are generated in each of these spaces.
Step 2: The discrete points which are generated are evaluated based on the mapping models (models f and g in Figure 4 ) and the evaluated data sets which are composed of a discrete input point and output range are stored in a database.
Step 3: Feasible regions in y and x spaces are sequentially identified, along with a given final performance range in z space. We call this step Inductive Discrete Constraints Evaluation (IDCE).
Although the example given here is simple, the procedure is available for finding robust ranged sets of specifications in all types (sequential, parallel, and hierarchical) of sub-system network. The details of the above procedures are explained in Sections 4.2 and 4.3. 
Discretization and Parallel Discrete Function Evaluation -STEPS 1 and 2
In this section, we discuss the parallel discrete function evaluation, projecting a discrete input vector to an output space. A discrete function evaluation receives a discrete input vector as well as input deviations at the input vector and produces a range of output, not a single deterministic output, given the effects of quantified uncertainty.
We define this function evaluation as a "mapping," and the associated uncertainty measures can be calculated based on available uncertainty analysis techniques. In most cases, the output space is multi-dimensional and multiple attributes are evaluated in parallel. For example, the input space shown in Figure 5 is two-dimensional x = {x 1 , x 2 } and the output space is two-dimensional y = {y 1 , y 2 }. We have two mapping models (e.g., evaluation functions for a mapping), f = {f 1 , f 2 }. Here, we assume an output is evaluated by a single mapping model. Therefore, the rank of the mapping model vector should be identical to the rank of output vector. Even if, a simulation model produces multiples outputs, the number of mapping models is identical to the number of multiple outputs in a system perspective. In this case, the simulation models are the same for the outputs, but the mapping models are different from each other. In many engineering applications, design variables are shared by multiple mapping models as shown in Figure 6 .
The parallel discrete function evaluation process is described in detail in the context of the shared variable example.
In this example, the mapping models, f1 and f2, share a design variable (x2), while both have independent variables.
It is assumed that the space of each design variable is discretized by two discrete points. Therefore, x1= {1, 2}, x2 ={a, b}; and x3 ={I, II}.
The process is as follows:
Discretizing: all possible combinations of the discrete points of the design variables are created. In the example, discretized points in the design space of x1, x2, and x3 are (1, a, I), (1, a, II), Merging: Sets of input points and corresponding outputs obtained in the mapping step are merged to form a set of evaluated original discrete points. This point set includes original discreet points obtained in the previous discretizing step with corresponding evaluation results. In the example, EFDP and ESDP are merged to:
(1, a, I, y1_1, y2_1), (1, a, I, y1_1, y2_2), (1, b, I, y1_2, y2_3), (1, b, II, y1_2, y2_4), = (2, a, I, y1_3, y2_1), (2, a, II, y1_3, y2_2), (2, b, I, y1_4, y2_3), (2, b, II, y1_4, y2_4)
In Eq. (2), the first element of EDP, (1, a, I, y1_1, y2_1) , is formed using the first element of EFDP,
(1, a, y1_1), and the first element of ESDP, (a, I, y2_1) since the inputs of the elements, (1, a) and (a, I), are combined to be (1, a, I ). The other EDP elements may be formed in the same way.
This process facilitates independent mappings associated with f1 and f2 that are amenable to parallel computation to increase efficiency, and it captures the interdependency of multiple outputs due to shared input variables.
Inductive Discrete Constraint Evaluation (IDCE) -STEP 3
In this section, the third step, Inductive Discrete Constraint Evaluation (IDCE) process, is described. In this step, designers sequentially find feasible ranges in the spaces of interdependent variables ‡ ‡ and design variables, based on the data generated in Step 1. The IDCE process includes the following three steps:
Step (a): find satisfactory points in an input space with given constraints (feasible ranges) in an output space based on Hyper Dimensional Error Margin Indices (HD_EMIs), to be discussed in the next subsection,
Step (b): obtain contours for the borders of the feasible regions in an input space, creating border points between discrete satisfying points and points that are not satisfying, and
Step (c): sequentially repeat steps (a) and (b) to find feasible regions at the lower levels using the borders of feasible regions obtained in the previous step (b) as the constraint bound in the output space.
IDCE requires feasible ranges in a hyper-dimensional (multiple outputs) output space that may be given as requirements from a design problem. However, these feasible ranges may also be identified from the previous Discrete Constraint Evaluation (DCE) process. This means that IDCE is an inductive cascading process of DCE.
Step (a) is discussed in Section 4. Step (a) of IDCE is checking whether the mapping of each discrete point from an input space to an output space lies within given feasible ranges in output space. 
This means the discrete input point does not satisfy the constraint bound in the output space.
When the mean vector is inside the feasible range, we identify the value of the HD_EMI in each output direction. A direction represents one output (e.g., thermal conductivity) among multiple outputs (e.g., thermal conductivity and Young's modulus) for the measurement of HD_EMI. The HD_EMI in each output direction is . This HD_EMI calculation is performed for all other discrete contour points that can be likewise mapped in direction 1 onto the output boundary.
Among the calculated HD_EMIs, the minimum is denoted HD_EMI 1 , the HD_EMI in direction 1. The HD_EMI 2 is also obtained using the same technique. In a multidimensional case, HD_EMIs for all other directions are calculated similarly.
We can obtain accurate HD_EMIs even if we have isolated multiple feasible regions (even single points) since
HD_EMIs are calculated based on all constraint boundary points in an output space and the minimum HD_EMI are selected for each output direction. The HD_EMIs obtained in this process are used to formulate exact discrete constraint boundary points in the input space, as discussed in the next section.
Generating Constraint Boundary Points in Input Space
A constraint evaluation with a coarse discretization can result in a rough estimate, leading to some output ranges that are considered as satisfying constraints for coarse discretization but may be unsatisfactory if much finer discretization is undertaken. Discretization errors can be alleviated by increasing resolution, which will, however, increase the amount of computation required. This problem occurs frequently in the vicinity of a border between satisfactory and unsatisfactory regions. Since an HD_EMI calculation requires accurate measurement of the distance from an output range boundary to constraint boundaries, accuracy of constraint boundaries is essential. As shown in Figure 8 , an exact boundary is located between discrete points in an input space that respectively satisfy and do not satisfy constraints. We need to get an accurate estimate of the location of the points on the border.
An exact point between the feasible and infeasible points along the axis 1 (the triangular points) is determined using a numerical root finding method, fixing the values constant along the axis 2. An exact border point along axis 2 (the diamond points) is determined in the same way, fixing the value constant along axis 1 at the evaluation point. Since this algorithm evaluates all intervals between feasible and infeasible points, we may evaluate not only a single feasible region, but also multiple isolated feasible regions in an input space unless a feasible region is smaller than the resolution of discretization. Gradient based root finding methods, such as the Newton-Raphson Method, are not appropriate, since the HD_EMIs used for constraint evaluation are not in an explicit form. In this paper, we use the Bisection Method [20] ; however, False Position Methods are also applicable.
IDCE using HD_EMIs for Multi-level Robust Design
As mentioned, the IDCE determines feasible spaces of input variables (design space) from the given final output range (performance requirements) by a recursive DCE process motivated by the inductive nature (from top to bottom) of the design process. The IDCE process, Step 3 in Figure 4 , is described as follows. The evaluation procedure starts with an assumption that a required range of the final performance, z, is given, as shown as the gray area in z-space in Figure 4 . From the given required range in z space, we obtain feasible discrete points in y space. If an HD_EMI calculated in z-space based on mapped output ranges from a discrete point in y-space is greater than or equal to a given required HD_EMI, then the discrete point in y-space is a feasible point. After identifying all feasible discrete points, we obtain exact boundary points between feasible and infeasible discrete points in y-space.
Once we obtain the feasible regions (i.e., discrete feasible points and exact boundary points) in y-space, then we may find feasible regions in x-space using the same procedure. The identified feasible region in y-space becomes the range of performance requirements in this evaluation task because y is a vector of interdependent variables, see 
EXAMPLE PROBLEM: MULTISCALE, MULTIFUNCTIONAL ENERGETIC STRUCTURAL MATERIALS (MESM) DESIGN
In this section, we introduce the multiscale modeling of Multifunctional Energetic Structural Materials (MESMs). MESMs are multiphase mixtures of metal and metal-oxide or intermetallic powders, often with a binder phase. A candidate MESM system is micron scale Al + Fe 2 O 3 particle mixtures (reactants) with epoxy binder. One design scenario would be to tailor the microstructure for given shock loading conditions to ensure low probability of initiation of chemical reactions. A complementary design scenario considered in this paper is to tailor Al and Fe 2 O 3 particle size and volume fractions, as well as the void volume fraction (porosity) and mean void size, to maximize the total amount of chemical reaction for given shock loading conditions. In designing MESMs, multiscale analytical, experimental and computational tools are employed to engineer their structure from nanoscale upward and to conduct the necessary parametric analyses. An overview of the multiscale MESM design is given in Figure 9 .
Figure 9. An illustration of propagated uncertainty in multiscale simulation-based MESM design.
Based on the inputs and outputs of the two multiscale simulation models, an information interface map between the DPM model and NTM model may be developed. The microscale DPM model includes four design variables (i.e., x 1, x 2, x 3, x 4 ) and one output (i.e., T ignit ), as discussed previously, and the continuum NTM model has two inputs (i.e.,
x 3 and T ignit ) and one output (acFe). As shown in the figure, common variables in the two models are wrapped in dotted boxes. The volume fraction of voids is the input variable shared by the two models. As discussed, the output of the DPM model, the weighted average temperature of local hot spots at initiation of the first reaction, is one of the inputs to the NTM model, and is considered as the critical temperature for reaction initiation; this is the shared variable.
In this section, we discuss two simulation models of MESMs at different scales: a micron-scale discrete particle mixture model and continuum level non-equilibrium thermodynamics mixture model. We also briefly discuss the interface of these two models in a multiscale design context.
Non-equilibrium Thermodynamics Mixture (NTM) Model -Continuum Level Model
In the Nonequilibrium Thermodynamics Mixture (NTM) model employed here, shock-induced chemical reactions in aluminum and iron-oxide mixtures are modeled in the context of nonequilibrium continuum thermodynamics (extended irreversible thermodynamics), in which both thermo-chemical and mechano-chemical processes are accommodated [21] . The chemical reaction of the constituents is given by Conservation equations, constitutive models, and chemical reaction equations are described in detail in [21] . The simulation model is implemented in MATLAB ® as shown in Figure 10 . The relevant output of this analysis is the amount of chemical reaction in the material system. In this study, we calculate the sum of the predicted mass fraction of Fe at all nodes in the finite difference meshes in the nonequilibrium thermodynamic mixture model at 300 ns after the initial loading. This parameter is termed the accumulated mass fraction of Fe (acFe), which indicates the total amount of chemical reaction.
This model includes various nonequilibrium effects relevant to shock wave propagation, including void collapse flux, chemical reaction flux, and heat flux, with associated relaxation times in the constitutive models; these nonequilibrium features are used to correlate the delay of sustained macroscopic chemical reactions. However, reaction initiation conditions on local temperature in the model are assumed; these reaction initiation criteria must be obtained from a micron-scale discrete particle mixture model since the reaction initiation depends strongly on the microstructure of the discrete particle mixture.
Discrete Particle Mixture (DPM) Model -Microscale Model
The Discrete Particle Mixture (DPM) model is an explicit Eulerian finite element simulation that provides spatial resolution of the coupled thermal, mechanical, and chemical responses at the particle level during shock compaction. The details of the simulation model, developed by Austin and co-authors, appear in references [22; 23] . In this model, shock waves are propagated through the particle system to characterize the thermo-mechanical conditions that lead to reaction initiation. Input parameters of this model are constituent particle size distributions (aluminum and iron-oxide), volume fractions, spatial arrangements or correlations of the particles in space, and shock strength on the overall thermal and mechanical responses of the material. The simulation is performed using the Eulerian hydrocode Raven, developed by Benson [24] , with constitutive subroutines for the various phases developed by Austin and co-authors [22] . Pressure and temperature distributions are computed in a Statistical Volume Element (SVE) shown in Figure 11 (a) , at all stages of shock wave propagation, as shown in Figure 11 (b).
The DPM model is a computationally intensive, non-deterministic simulation with large amounts of random noise in the results due to the randomness of the simulated microstructure.
Interface between the Multiscale NTM and DPM Models
In this section we discuss the logical and computational interfaces between the NTM and DPM models. The NTM model is based on a uniformly blended mixture theory which ignores the heterogeneity of discrete particles since it is too computationally intensive to include those discrete particles in a large domain (i.e., continuum scale domain). The purpose of the interface between the NTM and DPM models is to include the discrete particle effects of the microscale level DPM model in the continuum level NTM model. Comparing the scales of the two models, a SVE of the DPM model could be represented as a small square in the domain of the NTM model, as shown in Figure   12 , since the length of the NTM model specimen is 4 mm and the length of the SVE of the DPM model is 22 μm.
Moreover, the characteristic timescales for wave propagation differ substantially, from the order of several nanoseconds for the DPM model to the order of microseconds for the NTM model. The logic for the interface between the NTM model and DPM model is to characterize local reaction initiation conditions (incipient thermal instability of chemical reactions) using the DPM model and then input the identified reaction initiation condition in the NTM model as a function of particle morphology and distribution. In this multiscale modeling, it is assumed that the main criterion for assessing initiation of chemical reaction is temperature.
The initiation of reaction is characterized by unbounded growth of hot spots that develop at reactant interfaces due to the heat liberated by exothermic chemical reactions. The Merzhanov criterion [25] is used to predict reaction initiation conditions at the microscale level. Thermal explosion (reaction initiation) occurs at the hot spots where the rate of heat generated by chemical reaction is greater than the rate of heat conduction to the surroundings. The outputs from the particle shock simulation used to calculate the reaction initiation condition include (a) the temperatures at the thermal explosion spots and (b) the size of the spots at the first time frame that, at least, one thermal explosion spot is detected. Using the outputs, the area-weighted average of the thermal explosion spots temperatures is determined by where n is the number of thermal explosion spots within the SVE, T is the absolute temperature of a thermal explosion spot, and A is size of a thermal explosion hot spot. This weighted average temperature ( ignit T ) is one of the inputs to the NTM model, providing the reaction initiation criterion.
In this section, we discuss the two scale models, the NTM and DPM models, and the interface between them.
These form the multiscale model chain illustrated in Figure 9 . In the next section, we discuss the IDEM solution process and results using the multiscale model chain.
ROBUST MULTISCALE DESIGN OF MESM USING IDEM
In Section 5, multiscale simulation models for the analysis of exothermic reactions of MESMs were discussed.
Interfacing the multiscale models and propagating uncertainty through the simulation chain were also discussed. In this section, we apply IDEM to the design of MESMs for robust reaction initiation based on these multiscale simulation models.
Clarification of Tasks in the IDEM for MESM Design
IDEM is a top-down design process to sequentially identify feasible design spaces from the highest level requirements to the lowest level design space, Section 3. The IDEM for multiscale robust MESMs design is described in Figure 13 . 
HD-EMIacFe≥1

Figure 13. Multiscale robust MESMs design based on IDEM
In the continuum level design task, the first design task in the IDEM, is to determine the feasible design space for (x 3 , T ignit ). The final performance requirement (acFe) is acFe ≥5, representing the required minimum amount of reaction. The feasible space of T ignit and x3 will be passed to the microscale level design task.. Details of the continuum level design task, including initial design spaces, responses, associated uncertainty in the NTM model, fixed parameters and condition for simulation, and task objectives are listed in Table 1 .
Table 1 Clarification of the continuum level design task
Clarified Items Specifications
Design variables and space The microscale level design task, the second design task, is summarized in Table 2 . Deviations in the design variables (∆x1~∆x4) represent variations from the true mean in a small statistical volume element. This variation may be present even if the supplier has measured each particle size accurately. The design space of x3, the shared variable, is the feasible space passed down from the continuum level design task. The response of this design task is the interdependent variable, T ignit , which is the weighted average temperature of local hot spots at the first reaction initiation. This parameter is equivalent to the critical temperature in the NTM model. 
Parallel Discrete Function Evaluation -Steps 1 and 2 of IDEM
The MATLAB ® analysis code for the NTM model takes several minutes to complete a single calculation.
Statistical uncertainty analysis requires intensive computational resources. Moreover, the solution search algorithm requires large numbers of function evaluations, including these uncertainty analyses. In this paper we adopt a response surface model, instead of using the simulation of the function evaluation directly, in order to improve computational efficiency. Here we use worst case uncertainty propagation, however, one may apply other uncertainty analysis methods for this problem, see Section 2.
The estimated response surface model for the mean of the response (acFe) is 
In order to construct this response surface model, a central composite design of experiments is used in the initial design space. The minimum and maximum responses due to the variations in control factors at an input set of (x 3 ,
max mean acFe acFe acFe = +Δ ( 8 ) where
x Δ is 0.01, as shown in Table 1 , and ignit T Δ is chosen to be 0.005 (5 K). As discussed at the end of this section, the discretization resolution of T ignit is 0.01 (10 K). As discussed in Section 5.2, the DPM model is a computationally intensive, non-deterministic simulation with many of random errors. In order to capture efficiently the minimum and maximum bounds of performance considering all sources of variability, we adapt an uncertainty estimation step in RCEM_EMI. This is the integrated metamodel and prediction interval estimation technique [6] . Table 3 . The maximum and minimum responses at a point (x) in the design space are:
Eqs. (6) , (7), (8) , (9) , (12) ,and (13) are used to evaluate the mean, minimum, and maximum of responses at all discrete points generated in design space (x 1 , x 2 , x 3 , x 4 ) and interdependent spaces (x 3 , T ignit ). The resolution of discrete seeds of interdependent variables (T ignit ) is set to 10 K, which is a reasonably small number. The resolution of discrete seeds of design variables (x 1~ x 4 ) reflects the deviation in the design variables listed in Table 2 . This is also reasonable as the entire continuous design space will be covered. The discrete points which are evaluated are stored as a database file, Section 4.2. This database is stored with the format of (input vector, output minimum, output mean, output maximum), and for this case, it is stored as (x 1 , x 2 , x 3 , x 4 , T ignit_min T ignit_mean T ignit_max ) and (x 3 , T ignit , acFe min , acFe mean , acFe max ). This evaluation process could be quite computationally intensive if the evaluation models are actual simulations therefore, parallel computations for the large number of evaluations of the discrete points are valuable.
Inductive Discrete Constraint Evaluation -Step 3 of IDEM
The first task of IDCE, 'Continuum Level Design' task, is identifying feasible discrete points in (x 3 , T ignit ) space that satisfy the condition of HD_EMI acFe ≥1. This condition ensures that all maximum and minimum performance limits are inside of the required performance range (acFe ≥5). The results of the first task are described in Figure 14 .
In the figure, feasible points and the exact boundary points between the feasible and the infeasible spaces are shown. In Figure 15 , the feasible points are illustrated as filled circles and the exact boundary points as diamond points.
The space is shown at x 2 = 0.0002 (mm). From the boundary points and feasible points, we estimate the approximate feasible space. By increasing the required minimum HD_EMI, the smaller feasible region is obtained. As shown in Figure 16 , the number of feasible points decreases as the required HD_EMI of T ignit increases, leaving only the more reliable (i.e., higher HD_EMI) design solutions. By further reducing our feasible solution space in Figure 16 , the 10 solutions with the highest HD_EMI for T ignit are found, Table 4 . The solution which is most robust to uncertainty in the DPM model is obtained at x1=0.0005 mm, x2=0.0002 mm, x3=0.1, and x4=0.001. The corresponding HD_EMI for T ignit is 1.716. To clarify the utility of IDEM, we compare IDEM solutions with solutions obtained by a traditional robust optimization shown in Table 5 . The DPM and NTM models for the robust calculations are the same models that are used in IDEM. In this formulation, there is a tradeoff between the mean and lower deviation of the final performance, acFe. Identify the lower deviation of acFe using the mean and minimum of acFe.
In this formulation, the lower deviation of the final performance is used in the objective function instead of standard deviation since the higher final performance is preferred here and the distribution of final performance is highly asymmetric. The robust optimization solutions are list in Table 6 . As shown in Table 6 , robust optimization with different combinations of w 1 and w 2 result in only three solutions, these are on the list of the best 10 solutions in Table 4 . However, the other solutions obtained with
IDEM cannot be obtained with traditional robust optimization. The best IDEM solution was not found by traditional robust optimization.
We performed 10,000 Monte Carlo simulations, propagating uncertainty through the multiscale model chain, at the two solution points, the best IDEM solution, . The probability plot of the simulation result is given in Figure 17 . As shown in the figure, the simulation result at the robust optimization solution yields a better mean and lower deviation in final performance. However, it shows a longer tail in the density plot. This can be seen more clearly in Figure 17 (c). In the probability plot, all of the sampling results for the IDEM solution are above 13; however, the sampling results for the robust optimization solution are scattered from 13 down to 6 although their probability is less than 0.1 %. This indicates the sampling result for the IDEM solution is not as good as those for the robust optimization solution in terms of mean and lower deviation; however, the performance at the IDEM solutions is better if a high level of confidence is required. The reason for the difference in the distribution of the simulation results is that the IDEM solution is obtained by emphasizing the uncertainty associate with the DPM model. The DPM model is highly uncertain (i.e., it has a large performance variation) due to random material morphology changes. We could find more robust solutions to the DPM model by selecting an IDEM solution with the highest HD_EMI Tiginit . In this way, we may find more robust solutions specifically for a highly uncertain model in a model chain.
In Section 3, we argue that IDEM is designed to facilitate parallel computation to reduce design exploration time due to discrete evaluation points. Here, we compare the number of function evaluations called by IDEM and robust optimization to qualitatively estimate the possibility of parallelizing computation using IDEM.
As discussed, the number of discrete points is the number of function evaluations in IDEM. In this paper, we used metamodels instead of simulation models for the purposes of demonstration; however, the number of evaluations will be the same whether metamodels or simulations are used. We compare the computation times assuming that each model evaluation takes 0.5 hour. As shown in Table 7 Table 6 and 7, the IDEM solution sets include all solutions identified by traditional robust optimization with varying weight factors for mean and deviation. However, we demonstrate the IDEM solution process can find other robust solution sets to the uncertainty in a specific model of a multiscale simulation chain.
Comparing the efficiency of the two solution finding processes in Table 7 , the IDEM requires a longer time to identify the solution sets; however, we may significantly reduce the time by using multiple CPUs and in this situation the efficiency of IDEM will be greater than that of traditional robust optimization and decoupling the solution process and the uncertainty analysis process in IDEM is beneficial for improving the efficiency. We conclude in the next section by evaluating whether IDEM addresses the challenges outlined for robust materials design.
CLOSURE
Based on the challenges in multiscale materials design, in this paper, we identified a need for a new type of robust design. In this paper, multiscale robust design is used to design a multiscale system that is insensitive to uncertainty in a design process -propagated uncertainty in a multiscale simulation chain. We have proposed the Inductive Design Exploration Method (IDEM) based on Inductive Discrete Constraint Evaluation (IDCE) and the Hyper-Dimensional Error Margin Index (HD_EMI). IDEM provides the following state-of-the-art capabilities to facilitate integrated multiscale materials and product design.
Using IDEM, designers may identify robust solution ranges, including isolated multiple feasible solution ranges, with the consideration of propagated uncertainty in a simulation chain. By providing ranged solutions, designers can use these ranged solutions until it is necessary to make a final decision, which could significantly reduce design iteration. None of the multi-level robust design methods reviewed in Section 2 yield ranged solutions.
In IDEM, the sequential uncertainty propagation analyses necessary to estimate final performance deviation are decoupled as individual uncertainty analyses at each step in a simulation chain. There is no need to establish computational interfaces between multiscale models. This has significant implications for multiscale modeling when systems design is the objective. In addition, when an analysis model in an analysis chain is changed, only the altered model needs to be re-evaluated.
Designers can easily use parallel computing techniques since sequential uncertainty analysis processes are decoupled in this method and design exploration and function evaluation processes are also decoupled in IDEM. In this paper, the response surface method is used to shorten computation time. However, if a parallel computing infrastructure is available, we could use direct simulation for the mappings in Section 6.2 . The feasibility of this is given in Table 7 .
Large random errors in the model are quantified by employing the integrated metamodel and prediction interval estimation in RCEM_EMI [6] . Interval models to quantify those errors are used in parallel discrete function evaluations in Section 6.2.
However, one of the challenges mentioned in Section 1 cannot be overcome by IDEM, that is the management of uncertainty in material models due to idealization associated with a lack of complete knowledge of a given phenomenon and its description. For example, there is uncertainty in the constitutive models which are used to represent behavior of individual phases and of the Merzhanov criteria, in which we assume the probability of reaction initiation can be assessed using only local temperature and not pressure.
Although IDEM is designed to be generally applicable to hierarchical design synthesis problems, it has some limitations that need to be addressed in future work.
IDEM may be computationally intensive if the number of design variables is large or the simulation model is expensive. For use of this method, we recommend that readers reduce the number of design variables by a screening procedure (eliminating the design variables that do not significantly affect system performance) and also use parallel computation for function evaluations.
Since IDEM evaluates discrete points, it is impossible to avoid discretization errors. We have included the exact constraint boundary generation technique to reduce discretization errors. However, errors still exist in the constraint boundary representation and the feasibility checking due to resolution size. If resolution (or tolerance) in an interdependent variable space (e.g., T ignit_max ], feasible points can be estimated as infeasible points. Authors recommend for designers to investigate rough estimation of output deviation in the interdependent variable space so that the tolerance and resolution of interdependent variables space is enough smaller than the output deviations. As mentioned in Section 6.2, authors also recommend the tolerance should be larger than one half of the amount of a discretization resolution. The larger tolerance in an interdependent variable space will produce the more conservative design solutions. Additional future work is required for overcoming these difficulties in setting the amount of tolerance and resolution in interdependent variable spaces. Clearly, there is a tradeoff between resolution refinement and computational expenses. A systematic approach for this tradeoff study is another important future work for improving IDEM.
Overall, we believe that the proposed method, IDEM, can play an important role in realizing the integrated design of products and materials.
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