Abstracr-We consider designing near video on demand (VoD) systems that minimize start-up latency while maintaining high image quality. Recently non-uniform segmentation has been used to develop periodic broadcasting techNques for near VoD. These techniques give significant reductions in start-up latency as compared with more conventional uniform segmentation. All of these schemes assume, however, that the videos are CBRencoded. Since a CBR-encoded video has a larger average rate than an open-loop VBR encoding with the same image quality, there is potential to obtain further performance improvements by using VBR video. In this paper we develop a series of multiplexing schemes for the periodic broadcasting of VBR-encoded video, which are based on smoothing, server buffering and client prefetching. Two key but coflicting performance measures exist when using VBR video: latency and packet loss. By introducing small additional delays in our multiplexing schemes, our traced-based numerical work shows that the schemes can achieve nearly 100% link utilization with negligible packet loss. When the ratio of the CBR rate to the VBR average rate is a modest 1.8, start-up latency can be reduced by a factor of four or more for common scenarios.
I. INTRODUCTION
True Video on Demand (VoD) services permit subscribers to schedule an arbitrary starting time for a video of their choice. With true VoD, clients can select a video from a large number of video files stored on central video servers. Requested videos are transmitted to a large populationof clients through a network (e.g., cable, ADSL, or a LAN), and a distinct stream is dedicated to each user. True VoD is referred to as user centered since server and network bandwidth are strictly divided among the system's users [l] [2] . As the number of users increases, server and network bandwidth is quickly depleted. Consequently, true VoD is often considered inefficient and too costly to offer as a service.
To provide scalable VoD, various techniques based on a data centered approach have been developed, in which the server divides its bandwidth among distinct video objects and each video file is broadcast to the receivers. Broadcasting allows many clients to share a single server stream and, thus, achieves efficient utilization of both network bandwidth and server capacity [3] [4] . Techniques in which many clients share a common server stream provide near VoD. With near VoD, users experience a delay of the order of seconds to tens of minutes before the commencement of the video of their choice. In some near VoD techniques, this start-up latency is due to a delay at the server during which requests for the same object are batched and served together using a single server stream [5] . In another set of near VoD techniques, the server periodically broadcasts each video object at fixed time intervals and clients must wait until the beginning of the broadcast session before viewing the video of their choice. Techniques of this latter type are referred to as periodic broadcasting schemes [l] [6] [7] [2].
When the number of users is large, periodic broadcasting can be an efficient means to distribute stored video. Periodic broadcasting scales nicely, as the start-up latency is completely independent of the number of clients. The start-up latency depends, however, on the particular periodic broadcasting scheme and the number of videos that that are broadcast. In broad terms, the fewer the number of videos, the greater the number of copies of each video that can be broadcast, and the lower the initial startup latency. Fortunately, for movies on demand, a large fraction of the demand is typically for the 10-20 most populk movies.
One simple periodic broadcasting scheme is to broadcast multiple entire copies of each video, with a new copy broadcast every fixed interval of time (e.g., a new copy of Star Wars broadcast every 20 minutes) [5] . We refer to such schemes as periodic broadcasting with uniform segmentation. In such a scheme, the maximum start-up latency experienced by a user is equal to the length of the video divided by the number of copies broadcast. This latency can be long for full-length MPEG-2 encoded movies sent over channels on the order of 100 Mbps. For example, when ten movies, each encoded at 3 Mbps and each twohours-long, are broadcast over a 100 Mbps channel, the maximum start-up latency is 40 minutes. Beginning with the seminal paper [2] , a number of non-uniform segmentation schemes have recently been proposed [l] [6] [7] [2]. Loosely speaking, these schemes reduce the initial start-up latency by broadcasting the earlier portions of the video more frequently and the latter portions less frequently.
All of the existing work on near VoD systems with periodic broadcasting is based on the assumption that +e videos are Constant Bit Rate (CBR) encoded [l] [6] [7] [2]. The CBR encod-. ing technique modifies the quantization scale during compression, which causes quality degradation in the encoded video. (With CBR encoding, the bit-rate of resulting encoded video actually fluctuates around the target CBR rate; but the video can be transmitted at the CBR rate and a small smoothing buffer at the client ensures continuity [81[9] .) For open-loop VBR encoding, the quantization scale remains constant throughout the encoding process, which often produces highly variable bit rates. Digital video distribution systems using satellite and cable have avoided using VBR video due to its burstiness. Nevertheless, for a given movie or sporting event and for the same quality level, the average bit rate for CBR video is typically 2 times or more the average bit rate of VBR video [9] [lo]. Therefore with VBR video there is potential for increased system efficiency.
Although non-uniform segmentation can greatly reduce startup latency, for many practical circumstances the start-up latency remains unacceptably high for CBR-encoded video. When a near VoD system broadcasts full-length MPEG-2 encoded movies over channels on the order of 100 Mbps, the initial latencies can be large. For example, when ten movies, each encoded at 3 Mbps and each two-hours-long, are broadcast over a 100 Mbps channel, the maximum initial start-up latency is more than 17 minutes. In this paper we develop non-uniform segmentation schemes with VBR-encoded video that significantly reduce the initial start-up latency without appreciably degrading image quality. In particular, for situations of practical interest, as the one described above, the start up latency can be reduced by a factor of 4 or more when the CBWVBR average bit-rate ratio is a modest 1.8.
In order to obtain dramatic reductions in start-up latency with VBR-encoded video, we must allow for some small fraction of packet loss (due to link buffer overflow). The loss, however, will not be noticeable if it is extremely rare. Therefore, the challenge is develop a near VoD scheme that uses VBR-encoded video and yet has low packet loss, on the order of or less. (Such losses can be effectively hidden by the use of error concealment techniques [l 13.) This paper is organized as follows. In Section 2 we show how non-uniform segmentation can be combined with bufferless statistical multiplexing [12] to create a near VoD scheme using VBR-encoded video. We present a methodology that explores the trade-off between start-up latency and packet loss. In Section 3 we study a specific segmentation scheme and present results from trace-driven simulations for bufferless multiplexing. The bufferless multiplexing scheme does not provide sufficiently low loss pkobabilities, but it does set the stage for a series of more sophisticated schemes described in Section 4, which increasingly offer higher performance. The first of these schemes combines smoothing with bufferless multiplexing, providing significant performance gains. The second scheme uses server-buffer multiplexing, further increasing performance. The third scheme uses client prefetching [ 13 J [ 141 [ 151, and leads to yet further improvements. We provide extensive numerical examples that show that the aforementioned schemes can lead to dramatic reductions in initial start-up latency while keeping the loss probability negligible. In Section 5 we show that our VBR multiplexing scEemes can dramatically reduce the CBR start-up latency.
NEAR VOD WITH VBR-ENCODED VIDEO
We now present the key components of the general periodic broadcasting technique for VBR-encoded video. Let M be the number of encoded videos to be broadcast and let N ( m ) be the number of frames in the mth video. All videos are VBRencoded. In order to keep the presentation simple, we assume that each video has a frame rate of F frames per second. The trace sequence of each prerecorded video is fully known; let
of bits in the nth encoded frame of the mth video. Finally, we denote the shared bandwidth between server and clients by C Mbps. All video streams sent by the server share the C Mbps.
(The shared channel could be a cable or a digital satellite channel, for example.) Our basic periodic broadcasting scheme for VBR traffic works as follows. Each video is divided into I< segments prior to broadcasting. The server broadcasts MIi' simultaneous video streams, each of which repeatedly sends a single segment of a video. Frames from the MI( streams are statistically multiplexed into the broadcast channel without buffering. Bits are lost whenever the broadcast rate exceeds the channel rate. The server broadcasts each video stream at rate F frames per second, the consumption rate of the videos. A client that wishes to see a particular video tunes to the stream that is repeatedly broadcasting the first segment of that video. The user then waits until the beginning of the segment starts to arrive. We refer to the maximum delay experienced by the user as the start-up latency. At the next broadcast of the first segment the client begins to receive and concurrently display frames from the beginning of the segment. As with the CBR schemes, the client downloads the remaining segments of the video according to a specific download strategy [7] [6]. The choice of download strategy depends on the ability of the client to employ pipelining, i.e., on its ability to receive frames from a number of video streams simultaneously. The download strategy is specified by q, the number of simultaneous streams from which the client can download frames at any time. For example, for q = 4, the client downloads segments at their next occurrence for at most four streams at a time.
A central characteristic of a periodic broadcasting scheme (CBR and VBR) is the manner in which the videos are segmented. In general, each video is divided into E( segments according to a series of terms referred to as broadcast series [ll [6] An important requirement of a periodic broadcasting scheme is that it must allow the delivery of the video in a continuous and timely fashion. In other words, the delivery scheme must permit the display of the decoded video at the client without interruptions. This requirement is referred to as the continuity condition. Whether a certain scheme satisfies the continuity condition, given F and N ( m ) , depends on the value of q and the specific form of broadcast series used. For example, consider q = 1, i.e., the client can download frames from only one stream at a time. In this case, the uniform broadcast series that the continuity condition is indeed satisfied for this broadcast series and q combination. Consider two successive video segments of sizes N i ( m ) and N;+l (m). The continuity condition is satisfied if the second segment becomes available before or at the time the broadcast of the previous segment ends. Since the sizes of the two segments are related by Ni+l = 2 . Ni ( m ) , the broadcasts of the segments either begin or end at the same time. In the case when the broadcasts begin simultaneously, segment i + 1 becomes available early and can be downloaded and stored by the client in the playback buffer. In the case when the broadcasts end at the same time, a broadcast of segment i + 1 immediately follows that of segment i, and continuity is maintained.
Start-up latency is defined as the maximum delay experienced by a user before the commencement of a video. This latency is equal to the maximum access time of the first segment of the video, which equals the broadcast duration of the segment. We let L ( m ) indicate the start-up latency for the mth video. We have L ( m ) = 9. For a general broadcast series [el, ez, . . . , eK-1, e~] where e l = 1, the start-up latency is given by:
As seen from (2), the start-up latency associated with a periodic broadcasting scheme is decreased for higher values of K. Additionally, for a given value of I<, the start-up latency is decreased when a fast growing broadcast series is utilized.
With VBR video, there are two performance measures, startup latency and-loss probability. As we shall see, there is a trade-off between these two measures. We define the probability of loss to be the long-run fraction of bits lost from the video streams during broadcasting. To determine this fraction, we index each video stream by a tuple ( m , IC), where m indicates the video and k the specific video segment that is sent by the stream. Loss of bits occurs when the aggregate bit rate of the traffic (i.e., from all M K streams) exceeds the link's capac- 
Note that j represents the index for the frame of the mth video (i.e., j = 1,. . . , N ) that is sent during frame time t . Observe also that the value of j depends on the resulting segment sizes 
We express the long-run fraction of traffic lost by # of bits lost up to frame time T " " = T%% total # of bits sent up to frame time T Small start-up latency and small loss probability are conflicting objectives. The start-up latency is minimized for high values of IC. On the other hand, the aggregate amount of traffic that reaches the link in a frame time increases with I< in approximately a linear fashion. Thus, the fraction of bits lost in the long-run also increases with K. In the next section, we present numerical results from the simulation of a specific periodic broadcasting scheme that illustrate the tradeoff between start-up latency and loss probability.
NUMERICAL EXAMPLE: GEOMETRIC SERIES
To illustrate the use of VBR video with periodic broadcasting, we focus our numerical work on one download strategy and broadcast series. The techniques developed in this paper can be applied to an arbitrary download strategy and broadcast series (as long as the continuity condition holds). Specifically, we use q = K and the geometric series [l, 2, . . . , 2K-1] to segment the videos. As a consequence, the client can download each of the K segments at their next occurrence. Recall from Section 2 that a periodic broadcasting scheme utilizing the above broadcast series and pipelining combination satisfies the continuity condition. In our numerical example, we also make the assumption that receiver storage is not a constraining factor. In other words, we assume that playback buffers at the clients are large enough to receive and store all incoming segments without loss. When receiver storage is a constraint, an approach presented in [6] , in which segment sizes are restricted to a maximum value W , can instead be employed.
We obtained 7 MPEG encoded movies from the public do-
. The trace of each movie gives the number of bits in each frame. The seven encoded movies were used to create 10 "pseudo traces" each 160,000 frames long. Table 1 summarizes statistics associated with the resulting traces. The 10 traces used in the numerical study were created from the 7 movies in the following manner. The first five traces were created using the encoded movies in [18] . Since each of the original movies is 40,000 frames long, the trace sequence of each movie was repeated four times. Each resulting trace sequence of 160,000 frames was then multiplied by a constant to bring the average bit rate to 2 Mbps. The sixth trace was created by repeating four times the first 40,000 frames of the MPEG encoding obtained from [17] and then manipulated such that its average bit rate is 2 Mbps. Finally, the MPEG encoding obtained from [ 161 was first divided into four parts 40,000 frames each. The resulting movie segments were repeated four times to create 4 different trace sequences of 160,000 frames. The trace sequences were finally multiplied by constants to create the last four traces illustrated in Table 1 with average bit rates equal to 2 Mbps. Although the ten pseudo traces are not traces of actual movies, we believe that they reflect the characteristics of MPEG-2 encoded movies (highly bursty, long-range scene dependence, average rate about 2 Mbps).
In summary, we have M = 10 VBR-encoded videos ( F = 25 framedsec) each of which has 160,000 frames, i.e., N ( m ) = N = 160,000 frames, and a length of approximately 107 minutes. As illustrated in Table 1 , the traces used in the numerical study have high peak/mean ratios and standard deviations.
Our numerical study of the periodic broadcasting scheme focuses on start-up latency and probability of loss. The startup latency is computed according to (2) for a general periodic broadcasting scheme. Using the sum of a geometric series with e k = 2"l as the sum of the generic broadcast series yields
for each video?The probability of loss is expressed by the expected fraction of bits lost from the video streams during broadcasting as shown in (5). In general, to obtain an accurate approximation of Ploss, it is necessary to perform a simulation of the periodic broadcasting scheme over a large number of frame times. In our case, however, the use of geometric series [l, 2,. . . , 2K-1] for segmenting the videos introduces a periodicity in the aggregate traffic pattem yt. The same aggregate traffic pattern repeats every N K frame times where N K is the size of the largest segment of each video. As a result, we can determine P~,,, by simulating the system for the first N K frame times. Thus, we compute the loss probability PIoss as follows:
To obtain confidence intervals on the loss probability, we perform multiple independent replications of the broadcasting in which the broadcast traffic pattern varies. To allow for replications using the available set of traces, we introduce a random shift in what we consider the starting point of each trace. In each replication of the broadcasting scheme, 10 random numbers are drawn from a uniform distribution between [l, 1600001 to determine random starting points for each of the traces. Starting from the random points, a perturbed trace of 160,000 frames is obtained for each of the videos by wrapping each trace around until the original starting point is reached. In each replication, the segmentation of the videos is performed in the manner specified by the broadcast series using new perturbed traces.
A. Buferless Statistical Multiplexing
In this subsection, we study the performance of the periodic broadcasting scheme when the original VBR traffic is statistically multiplexed over a bufferless link. The results illustrate the start-up latency and probability of loss levels achieved by different values of K . We only consider values of K that generate start-up latencies in the range 0-16 minutes and loss probabilities below 0.1. The start-up latencies resulting from different I C values are independent of the link's capacity. Recall'that when the geometric series is used to segment the videos, start-up latency decreases exponentially with IC. It is easily seen from (6) that for start-up latencies below 2 minutes, I( must be at least 6.
Start-up latencies below half a minute result from values of Ii'
that are at least 9. As the number of segments K increases, the probability that bits will be lost from the video streams also becomes higher. Our results specify this tradeoff between start-up latency and the probability of loss.
In Figure 2 , the probability of loss, PloSs, is plotted against start-up latency for three levels of link capacity. The figure shows the average loss probability and 90% confidence intervals for the average, whose length is smaller than 10% of the estimated mean. As the figure illustrates, the loss probability associated with each start-up latency value, or equivalently with each value of IC, varies according to link capacity. Each point on the curve for a single bandwidth level corresponds to a specific value of K. Depending on the available link capacity, feasible K values range between 3 and 10. Lower I< values result in start-up latencies that exceed 16 minutes while higher values generate loss probabilities above 0.1. Figure 2 illustrates the tradeoff between Pjoss and start-up latency with varying IC. For start-up latency values below 2 minutes, the probability of loss is high (i.e., in the order of or higher) for all the levels of link bandwidth examined. While this loss-latency tradeoff is a key characteristic of periodic broadcasting with VBR-encoded video, it is not an issue for broadcasting CBR-encoded video. The constant rate traffic in the CBR schemes allows the channel's bandwidth to be allocated among the videos in a manner that guarantees no loss due to channel overflow.
The results obtained for bufferless statistical multiplexing of the VBR-encoded streams indicate that if it is desirable to achieve latency values below 2 minutes, high probabilities of loss will be incurred resulting in unacceptable levels of quality degradation in the decoded video. This has motivated us to refine our multiplexing schemes to improve performance. In the following sections, we examine three different methods for limiting loss. The first is GoP smoothing on the VBR traces prior to broadcasting. The second is buffered statistical multiplexing by the addition of a finite buffer at the server link. The third uses prefetching of video frames during periods of time when the shared link's bandwidth is under utilized. 
IV. IMPROVING PERFORMANCE

A. GoP Smoothing
We investigate the effect of GoP smoothing on the performance of the broadcasting scheme. We first obtain results for the case when the video traces are smoothed over each GoP period for link capacities ranging from 85 to 205 Mbps. The results are plotted in Figure 3 . The total start-up latency shown in the plot is the sum of the maximum access time for the first video segment and the delay introduced due to smoothing over one GoP period. This additional delay is equal to the length of a GoP period. For example, when the GoP size is equal to 12 frames and the broadcast rate is 25 frames per second, the additional start-up delay introduced due to smoothing equals 0.48 seconds.
We observe a significant improvement in the loss probability due to GoP smoothing for all three link capacities studied. Note that improvement in PI,,, occurs at the expense of only a small increase in the total playback delay, i.e., an additional delay of 0.48 seconds. >7 We now focus on the case when C = 145 Mbps. Our numerical study aims at examining the effect of further smoothing on the loss probability. Instead of smoothing the video traces over each GoP period, we employ smoothing of each trace over intervals that consist of a larger number of GoP periods. The results are shown in Figure 4 . We concentrate on values of K equal to 6 and 7, since for smaller K PI,,, is zero for all smoothing policies. Let us first consider the cluster of points in the 1.5-2.8 minute interval on the latency scale. These points correspond to different smoothing policies for IC = 6. Clearly, smoothing over intervals of 10 or 30 GoP periods, results in a considerable decrease in PloSs. Smoothing over intervals of 60 to 120 GoP periods introduces a longer smoothing delay without affecting PI,,,. Thus, when K = 6, smoothing over intervals longer than 30 GoP periods is not only unnecessary but also undesirable. We refer to points that correspond to longer total start-up latencies with no further improvement in P~,, as dominated. Now consider the leftmost cluster of points in the 0.5-2 minute latency interval for which K = 7. These points are non-dominated in the sense there is always an improvement in PloSs with increasing latency. We observe however that the decrease in PI,,, achieved by smoothing over longer periods is not significant relative to the added delay introduced by smoothing. Finally, observe that smoothing over very long intervals (i.e., intervals of 120 GoP periods), results in additional delays which are significant enough to also cause dominance between clusters of points that correspond to different K values. In particular, division of the video files into 7 segments when smoothing over intervals of 120 GoP periods is implemented, results in higher latency than division into 6 segments with smoothing over 1 GoP period. In conclusion, smoothing over a higher number of GoP periods does not have an adverse effect when low start-up latencies are desirable.
B. Bufered Statistical Multiplexing
In this section we consider buffered statistical multiplexing (with no smoothing) of the video streams by introducing a finite buffer of size B at the server link. We vary B in the range 72 to 8700 Mbits, corresponding to an additional start-up delay of 0.5 to 60 sec. (The added delay is equal to B/C seconds, which is the maximum possible delay that can be introduced due to buffering.) The results are shown in Figure 5 for C = 145 Mbps.
The total start-up latency in the buffered case is the sum of the maximum access time for receiving the first video segment plus an added delay due to the buffer. To facilitate comparison of results, we include the case of bufferless statistical multiplexing. ' ' that the improvement in Ploss becomes less significant as the buffer sizes increase. The most dramatic improvement occurs for an increase of the buffer size from 0 to 72 Mbits. Increasing the buffer size from 4350 to 8700 Mbits, however, results in a significant added delay of 0.5 minutes for a more moderate improvement in P~,,,. Using a buffer of 8700 Mbits when I< = 7 generates a dominated point. Thus, in this example, utilizing buffers that introduce (maximum) delays longer than 30 seconds is not desirable. To limit loss it is instead preferable to use a smaller IP:
C. Join-the-Shortest Queue Prefetching
The Join-the-Shortest-Queue prefetching protocol was originally developed for the client centered streaming of VBRencoded video over a shared bufferless link [13] . Before we discuss how the JSQ protocol can be applied to the data centered near VoD systems studied in this paper, we briefly discuss its underlying idea. The JSQ protocol is based on the observation that due to the VBR nature of the multiplexed video streams there are frequent periods of time during which the shared links' bandwidth is under utilized. During these periods the server can prefetch video frames from any of the ongoing video streams and send the prefetched frames to the buffers in the appropriate clients. As a result, many of the clients will typically have some prefetched reserve in their buffers. The JSQ protocol also specifies the policy for selecting the prefetched frames. According to the JSQ policy, within each frame period the server repeatedly selects frames from the connections that have the smallest number of prefetched frames in their client buffers. Empirical work with MPEG-1 traces in [ 131 indicates that prefetching combined with the JSQ policy gives dramatic reductions in loss. In particular, if each client dedicates a small buffer to the video streaming application, JSQ prefetching allows for almost 100% utilization on the shared link with negligible loss. For a detailed discussion of the JSQ protocol for client centered video streaming we refer the reader to [ 131.
We proceed to explain how to apply the JSQ protocol to the data centered near VoD system. We introduce the concept of virtual buffers. We assign to each stream ( m , IC) a virtual buffer which tracks the buffer contents of a client that is tuned in to stream (m, k) at all times and repeatetly displays segment (m, IC). Note that the system of MI< virtual buffers receiving MI< distinct video streams constitutes a client centered video streaming system. The JSQ protocol of [13] can therefore readily be applied to the system of virtual buffers. We first describe in detail the protocols' operation in the system of virtual buffers. We then explain how the system of virtual buffers relates to the actual near VoD system.
In explaining the details of the JSQ protocol we divide time 
If the frame scheduled to be displayed at the end of the slot does not arrive in time, the virtual buffer is starved and the frame is considered lost. The server skips the transmission of a frame that will not meet its deadline at the virtual buffer. For each of the MI< virtual buffers the server keeps track of the buffer contents pt(m, k) through (8).
During each slot of length 1/F seconds the server decides which frames to transmit from the MIC ongoing streams. This is done according to the JSQ prefetch policy. The maximum number of bits that can be transmitted in a slot is C I F . The JSQ prefetch policy attempts to balance the number of prefetched frames across all virtual buffers. In describing the policy we drop the subscript t. contents of the client in the near VoD system and the buffer contents of the virtual buffer in the virtual buffer system are exactly the same. Hence, whenever loss occurs in the virtual buffer system, the near VoD system suffers exactly the same loss. In the case when the'segments begin at the same time, the client receives and displays segment ( m , IC) while segment (m, k + 1) is being received and stored. When segment (m, k) ends, the beginning of segment (m, k + l) is displayed. In other words, the display of segment (m, IC + 1) is delayed by Nk(m) frame periods by the client. This implies that whenever frame starvation occurs at the virtual buffer, loss is detected at the client N k (m) frame periods later. The long-run loss probability is therefore the same for both systems.
In Figure 6 we plot the results of a simulation study of the JSQ protocol with C = 145 Mbps. We compare the JSQ results with the results obtained for bufferless statistical multiplexing in Section 3-A. Note that the JSQ protocol runs over a bufferless link. We observe that the JSQ protocol brings significant improvement over simply multiplexing the video streams onto the bufferless link. For I ' = 7 (i.e., a start-up latency of 50.4 seconds) the loss probability drops from roughly 6 low2 to approximately 3 . with JSQ prefetching. We next develop a refinement of the JSQ protocol, which allows the virtual buffers and clients in the near VoD system to build up a reserve of frames over a certain period of time. We refer to the length of the period of time during which frames are prefetched but not consumed as the prefetch delay, denoted by d, , frame periods. We refer to the refined JSQ protocol as JSQ prefetching with prefetch delay. The total start-up latency in this case is L = (NI + dp,,)/F. JSQ prefetching with prefetch delay of segments generated according to the geometric broadcast series e k = 2k-1 satisfies the continuity condition. Consider any two successive segments ( m , k) and ( m , k + 1). Recall that the segments either begin or end at the same time. In the case when the segments begin at the same time, prefetching for the segments also starts at the same time, i.e., (dpre frame periods before the display of seg- ends. Figure 7 shows the results of a simulation of JSQ prefetching with prefetch delay for C = 145 Mbps and I< = 7. The introduction of the prefetch delay improves the loss probability significantly. For a prefetch delay of 10 sec, the loss probability decreases from 3 . lov4 to 9 .
Increasing the prefetch delay to 50 sec results in a total start-up latency of 100.4 sec and a lower loss probability of 6.6 . lov6. Observe from Figure 6, however, that JSQ prefetching without prefetch delay results in a total start-up latency of 100.7 sec and a loss probability equal to 6 -lo-' when I ' = 6. This indicates that to achieve a low loss probability, it is preferable to use a smaller I< rather that a long prefetch delay. This observation parallels the conclusion of Section 4-B on buffered multiplexing which indicated that smaller I ' gives better performance than the use of very large buffers.
We now compare the performance of buffered multiplexing, GoP smoothing and JSQ prefetching in terms of their effectiveness in limiting the loss probability. We generate the dominance curves corresponding to Figures 4, 5 and 7. The dominance curves specify the non-dominated points generated by each technique for different levels of the key parameters (i.e., different buffer sizes, smoothing intervals and prefetching delays). The results, illustrated in Figure 8 , indicate that for simi- lar latencies, JSQ prefetching gives the lowest loss probabilities. We observe that the loss probabilities associated with buffered multiplexing can be an order of magnitude higher than the ones generated by JSQ prefetching. We note, however, that buffered multiplexing attains the performance of JSQ prefetching for extremely low levels of loss in this example. Finally, as it is clearly seen in Figure 8 , JSQ prefetching and buffered multiplexing is more effective in terms of limiting the loss probability than GoP smoothing.
V. VBR AND CBR COMPARED
Having shown how to design high-performance periodic broadcasting schemes for VBR-encoded video, we now compare the latency performance of CBR and VBR encoded video. In order to make a true comparison, we need to know how much CBR bandwidth is needed to achieve the image quality of openloop VBR encoding. Unfortunately, we do not have this information for the %aces in this paper. However, recent studies have shown that for movies and sporting events, the ratio of the average rate for CBR encoding to the average rate for VBR encoding is in the 2.0 range if not greater [9] [lo] . Therefore, to compare VBR with CBR we will make the conservative assumption that the ratio is 1.8, i.e., CBR has an average rate 80% higher than VBR encoding for each of the traces. Since each of our VBR traces has an average bit rate of 2 Mbps, each of the CBR videos has a bit rate of 3.6 Mbps. With a known CBR rate and channel rate, it is easy to determine the start-up latency for CBR for the case q = K and a geometric broadcast series [7] .
The CBR start-up latencies are given in Table 2 for three link capacities. In Table 2 we also present the start-up latencies for buffered multiplexing of VBR-encoded video. (We use buffered multiplexing instead of JSQ prefetching because it requires less time for simulation; JSQ prefetching can give even better performance.) For the buffered multiplexing, we chose the Ii' value and buffer size combination which gives the lowest delay while having a loss probability less than (essentially a negligible loss probability). We see that for each of the link capacities, our VBR multiplexing scheme has reduced the start-up latency by more than a factor of 4.
The dramatic reduction in start-up latency is primarily due to number of segments in the broadcast series. The lower average rate of VBR allows us to increase K , and thereby obtain significant reductions in start-up latency.
