Measurement of the small-scale structure of the intergalactic medium
  using close quasar pairs by Rorai, Alberto et al.
ar
X
iv
:1
70
4.
08
36
6v
1 
 [a
str
o-
ph
.C
O]
  2
6 A
pr
 20
17
Measurement of the small-scale structure of the
intergalactic medium using close quasar pairs
Alberto Rorai1,2,∗, Joseph F. Hennawi2,3, Jose On˜orbe2, Martin White4,5,
J. Xavier Prochaska6, Girish Kulkarni1,2, Michael Walther2, Zarija Lukic´5,
Khee-Gan Lee4
1 Institute of Astronomy, Cambridge, UK
2 Max-Planck-Institut fu¨r Astronomie, Ko¨nigstuhl, Germany
3 Department of Physics, University of California, Santa Barbara
4Department of Astronomy, University of California at Berkeley, CA, USA
5 Lawrence Berkeley National Laboratory, Berkeley, CA, USA
6University of California Observatories-Lick Observatory, UC Santa Cruz, CA
∗ To whom correspondence should be addressed: arorai@ast.cam.ac.uk.
The distribution of diffuse gas in the intergalactic medium (IGM) imprints a se-
ries of hydrogen absorption lines on the spectra of distant background quasars
known as the Lyman-α forest. Cosmological hydrodynamical simulations predict
that IGM density fluctuations are suppressed below a characteristic scale where
thermal pressure balances gravity. We measure this pressure smoothing scale by
quantifying absorption correlations in a sample of close quasar pairs. We com-
pare our measurements to hydrodynamical simulations, where pressure smooth-
ing is determined by the integrated thermal history of the IGM. Our findings are
consistent with standard models for photoionization heating by the ultraviolet
radiation backgrounds that reionized the universe.
As the dominant reservoir of baryons in the universe, the intergalactic medium (IGM) plays a
crucial role in the history and evolution of cosmic structure. About half a million years after the Big
Bang, the plasma of primordial baryons recombined to form the first neutral atoms, releasing the
cosmic microwave background (CMB) and initiating the cosmic ‘dark ages’. During this period
primordial neutral hydrogen and helium expanded and cooled to very low temperatures T ∼ 20K,
while dark matter driven structure formation eventually gave rise to the first galaxies. Ultimately,
stars and supermassive black holes in these galaxies emitted enough ionizing photons to reionize
and reheat the universe: it is believed that soft photons from primeval galaxies ionized hydrogen
and singly ionized helium at z ∼ 7 − 8, whereas it took until z ∼ 3 for hard radiation emitted
by quasars to doubly ionize helium (1). During these reionization phase transitions, ionization
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fronts propagate supersonically through the IGM, impulsively heating gas resulting in temperature
changes∆T ∼ 104 K (1). Afterwards the IGM cools via adiabatic expansion and inverse Compton
scattering off the CMB ,but because both the cooling and dynamical times in the rarefied IGM are
long, comparable to the age of the Universe, memory of these thermal events is retained (2–5).
Thus, an empirical characterization of the IGM’s thermal state across cosmic time can constrain
the nature and timing of these reionization events.
At currently observable redshifts (z . 7), hydrogen in the IGM is mostly ionised. However,
the small residual fraction of neutral hydrogen gives rise to Lyman-α (Lyα) absorption which is
observed to be ubiquitous toward distant background quasars. This so-called Lyα forest is an es-
tablished probe of the IGM and cosmic structure at high redshifts z ∼ 2 − 6. Since Lyα forest
observations are sensitive to gas in regions devoid of galaxies, complex and poorly understood
physical processes related to galaxy formation are not expected to play a substantial role (6, 7).
Thus the structure of the IGM can be predicted ab initio with cosmological hydrodynamic sim-
ulations, which have been used to infer cosmological parameters from the Lyα forest observa-
tions (8,9). However this requires assumptions regarding how and when reionization injected heat
into the IGM. By comparing simulations to observational constraints on the IGMs thermal state,
our understanding of structure formation can be leveraged to make progress on understanding how
reionization occurred.
There are two known ways to constrain the thermal state of the IGM. The first is the tra-
ditional approach using one-dimensional Lyα forest sightlines provided by individual quasars.
Semi-analytical models and hydrodynamical simulations show that IGM gas obeys a power-law
relation between the temperature T and the density, which can be written as T = T0(∆)
γ−1 (2,10),
where∆ is the overdensity relative to the mean, T0 is the temperature at mean density (∆ = 1), and
γ is the slope of this relation. Microscopic thermal motions of IGM gas Doppler-broadens Lyα
forest lines, and any statistic sensitive to the smoothness of the spectra can be used to constrain
the amplitude and slope parameters (T0, γ) (11–13). The primary drawback of this technique is
the challenge of disentangling the intrinsic small-scale structure (. 100 kpc; all distances are in
comoving units, 1 kpc = 3.1×1021 cm) of the IGM from the thermal Doppler broadening (14–17).
We have developed a second technique to characterize the thermal state of the IGM (5, 16, 18)
which is used in this paper. The technique directly measures the intrinsic small-scale structure by
comparing close pairs of quasars, measuring the transverse Lyα forest correlations across the line-
of-sight. Although baryons in the IGM trace dark matter fluctuations on Mpc (1Mpc = 103 kpc)
scales, on smaller scales . 100 kpc the gas is pressure supported against gravitational collapse by
its finite temperature (T ∼ 104K) (3, 5, 18, 19). Baryonic fluctuations are suppressed relative to
the pressureless dark matter (which can collapse), and the IGM is thus pressure smoothed on small
scales. A naive guess for the pressure smoothing scale λP follows from classic Jeans argument
λP = cs/
√
Gρ, where cs is the sound speed of the gas, G is the gravitational constant and ρ the
density of the gas. However at a redshift z, the actual level of pressure smoothing depends not
on the prevailing pressure/temperature at that epoch, but rather on the temperature of the IGM
in the past (3) and must be determined from hydrodynamical simulations (5, 18). The pressure
smoothing scale λP thus provides an integrated record of the thermal history of the IGM, and is
sensitive to the timing and magnitude of heat injection by reionization events (5). Measuring λP
would break the degeneracy between the small-scale structure of the IGM and thermal Doppler
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broadening (14–17).
We search for increasing coherence in the Lyα forest at progressively smaller quasar pair sepa-
rations r⊥ . 300 kpc (angular separation on the sky ofψ . 10
′′) which resolve λP (16). Previously
only a handful of high-z quasar pairs with sufficiently small separations were known (20, 21). We
have conducted an observational program to identify close quasar pairs (22, 23) which makes this
measurement possible over the redshift range 1.8 < z < 3.9 (24). We used several telescopes to ob-
tain spectra of 25 quasar pairs (24), with transverse separations ranging from r⊥ = 100− 500 kpc.
Fig. 1 shows the overlapping Lyα forests of two quasar pairs in our sample illustrating coherent
absorption which results because their separations are comparable to the pressure smoothing scale.
We apply a statistical measure of the Lyα forest correlations to this quasar pair data (16, 24).
This technique, based on the phase difference between homologous line-of-sight Fourier modes k
of the spectra in the pairs, is maximally sensitive to the pressure smoothing scale λP , and minimally
sensitive to the temperature-density relation parameters (T0, γ) (16). The coherence of the Lyα
forest is revealed in the statistical distribution of these phase differences θ(k, r⊥), which will tend
to be aligned (θ ∼ 0) in highly correlated spectra. We split the sample into four redshift bins and
measured phase differences for all modes in a resolution-dependent range (24). Fig. 2 shows the
probability distribution function (PDF) of the phase differences (phase angle PDF) for differing
values of k and r⊥. The fact that the distributions are peaked toward |θ| = 0 quantifies the strong
correlations which are visible by eye in Fig. 1.
Following (16), we apply a likelihood formalism for estimating λP from our ensemble of
observed phase differences ∆θ(k, r⊥). For our measurements we adopt a fast flexible semi-
numerical model of the IGM based on collisionless dark-matter only N-body simulations, that
parametrizes the IGMs thermal state with a temperature-density relation (T0, γ), and pressure
smoothing scale λP . These thermal parameters are assigned to the dark matter particle distribu-
tion in post-processing, and Lyα forest skewers are generated using the fluctuating Gunn-Peterson
approximation (24, 25). This fast simulation method is employed to make our measurements and
provides a reference for λP as the smoothing length of the dark matter density field. The λP de-
fined in this way is directly related to the corresponding λP inferred from full hydrodynamical
simulations, which we later use to consistently interpret our results (24).
Imperfections in the data will cause the observed phase angle PDF to depart from the ideal case
represented by our model. Specifically, the combination of spectral noise and limited resolution
reduces the correlations we are trying to quantify. Metal lines and optically thick Lyman limit
systems (LLSs) which are not captured by our simulations provide a stochastic background of
absorption which may not be correlated across the two sight lines. To account for these effects,
we adopt a forward-modelling approach and implement them into mock Lyα forest spectra for
each of the 400 models that we consider (24). Armed with our likelihood and forward model,
we infer the posterior distribution of the thermal parameters using a Markov chain Monte Carlo
(MCMC) sampling algorithm (24). Fig. 3 shows contour plots of the posterior in the thermal
parameter (T0, γ, λP ) space resulting from this analysis. The horizontal orientation of the contours
shows that, as expected from (16), the phase angle PDF is primarily sensitive to λP and depends
only very weakly on γ and T0. By marginalizing out γ and T0 we obtain a measurement of λP
with statistical errors of ∼ 20 − 30%. We explored the impact of a range of possible systematics
related to continuum fitting, imperfect knowledge of the noise and resolution of our spectra, and
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uncertainties in the abundances of metal lines and LLSs (24). We conservatively estimate that the
combined impact of all these effects increases our uncertainties by at most ∼ 6% (24).
To understand the implications of our λP measurement we compare it to a set of hydrodynam-
ical simulations for several reionization scenarios and resulting thermal histories (24). This en-
ables a comparison to recent measurements of the IGM temperature based on the thermal Doppler
broadening effect along the line-of-sight. The standard picture of IGM thermal evolution is based
on the (26, hereafter HM12) synthesis model of the ultraviolet (UV) background, which provides
the photoionization and photoheating rates of IGM gas. In Fig. 4A the HM12 model is compared
to recent measurements (27, 28) of the temperature T (∆⋆) of the IGM at a characteristic density
∆⋆, where broad agreement between data and model is observed (17). Fig. 4B shows that recent
measurements of T0 (29) require higher temperatures at z > 3 than the model predicts, and are in
apparent disagreement with other measurements (27). Fig. 4C shows that λP measurements are
overall in good agreement with HM12 model predictions.
To study the sensitivity of λP to the IGMs thermal history, we run a hydrodynamical simula-
tion with an abrupt step function reionization history, for which the IGM is cold and neutral until
zreion = 7, after which it experiences the HM12 photoionization and photoheating rates. Whereas
in the HM12model the UV background heats the IGM to T ∼ 104 K already by z ∼ 15 (17,18,24),
reionization heating is delayed until z ∼ 7 in this late reionization heating model, as illustrated by
the red curves in Fig. 4. While its temperature is indistinguishable from the HM12 scenario at all
relevant redshifts, this alternative model yields a smaller pressure smoothing scale, illustrating that
λP is indeed sensitive to reionization history. The smaller λP values in this model are discrepant
at 1.7-σ at z = 3, however the overall statistical disagreement, according to the a-squared test, is
only significant at the 55% level. Although the precision on λP achieved with our current quasar
pair dataset is not sufficient to rule out either of these models, or set tight constraints on thermal
and reionization history, this comparison nevertheless illustrates how pressure smoothing provides
additional constraints on thermal models, which are indistinguishable from temperature measure-
ments alone. Finally, we consider a third increased heating model, where the HM12 photoheating
rates have been increased by a factor of three (24) at all redshifts, in an effort to better match the
higher temperatures measured by (29). Fig. 4 shows that this model disagrees with our z < 3 mea-
surements of λP (as well as with the Becker et al. T (∆⋆) measurements) at the 90% confidence
level under a chi-squared test. Our measurement of the pressure smoothing scale appears to favor
the lower IGM temperatures measured by (27, 28), and provides independent confirmation of the
standard picture for IGM thermal evolution.
The small-scale structure of IGM baryons could be sensitive to other physics besides the IGMs
thermal history. For example, cold dark matter alternatives like warm (30) or fuzzy (31) dark
matter suppress small-scale fluctuations, whereas primordial magnetic fields have the opposite ef-
fect, increasing small-scale power (32–34). Other astrophysics such as radiative transfer effects
during HeII reionization (35) or strong feedback from galaxy formation (6, 7) could also generate
additional small-scale fluctuations. Such modifications of either the dark matter or baryons could
modify the interpretation of our pressure smoothing scale results. The importance of these effects
relative to the standard picture whereby the smoothness of the IGM depends on its thermal evolu-
tion driven by cosmic reionization events, can be determined by precisely mapping the statistics of
the Lyα forest, from both individual sightlines and quasar pairs, over cosmic time.
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Figure 1: Spectra of the quasar pairs SDSS J073522.43+295710.1, SDSS J073522.55+295705.0 (panel A) and
SDSS J102116.98+111227.6, SDSS J102116.47+111227.8 (panel B). The plot shows the continuum normalized flux
of the Lyα forest as a function of observed wavelength (with the corresponding redshift on the upper axis). The dotted
line marks the zero-flux level, while the red solid line shows the amplitude of the 1σ noise level of each pixel. The two
quasar pairs were observed with the Low Resolution Imaging Spectrograph (panel A) and the the echelle spectrograph
and imager (panel B) at the Keck telescope. The angular separation between the companions is 5.4′′ (panel A) and
7.4′′ (panel B), which correspond to an impact parameter of approximately 135 and 250 comoving kpc, respectively.
In each pair, the correlation of the absorption features is obvious, implying that the two spectra are probing the same
density structures at small scales. Analogous figures for the whole sample are available (24).
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Figure 2: Stacked phase angle PDFs in the four redshift bins. The stacked PDFs are obtained by calculating the
phase differences of all pairs in each of the four redshift bins, without separating phases by wavenumber k or transverse
pair separation r⊥. In this way we condense the entire statistical power of the phase angle data into a single PDF, at
the price of mixing together phase angles at different k and r⊥, resulting in a loss of spectral and spatial information.
This is done to facilitate the visualization of the phase dataset, whereas our actual statistical analysis takes the k and
r⊥ dependencies into account (24). The black circles with (Poisson) errorbars are obtained from our data sample,
while the red curve represents the thermal model which maximizes the likelihood in our phase analysis, where the
models are obtained by post processing a dark-matter only simulation (24). The red shaded regions delimit the family
of models within the 68% confidence level.
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Figure 3: Constraints on the IGM thermal parameters from the phase angle PDF analysis. Panel A: 68% (red)
and 95% (light red) confidence levels of the posterior distribution in the γ − λP plane. Panel B: same as panel A,
but for the T0 − λP plane. Panel C: Posterior probability distribution for λP after marginalizing over the other two
thermal parameters T0 and γ. The vertical subpanels refer to z = 2, 2.4, 3, 3.6 (a,b,c and d, respectively). The standard
deviation of the distribution of λP for the four redshift bins is 22%, 24%, 19% and 33%, respectively. The uncertainty
illustrated here do not include the additional∼ 6% increase in the uncertainties due to systematics (24).
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Figure 4: Comparison of our pressure smoothing scale measurement to hydrodynamical simulations. Panel
A: The evolution of the temperature T (∆⋆) at the typical density ∆⋆ probed by the Lyα forest as defined in (27).
The T (∆⋆) measurements and values of ∆⋆ as a function of redshift are taken from (27, cyan squares) and Boera
et al. (28, orange pentagons). The error bars on these measurements do not include systematic uncertainties caused
by lack of knowledge of λP scale (or equivalently the unknown thermal history), and are probably underestimated.
Panel B: the temperature at the mean density T0 as a function of redshift. The black squares shows measurements
from the wavelet analysis of (29), the magenta circle the results of a Voigt-profile fitting analysis of Lyα-forest lines
from Bolton et al. (36). In both cases the estimates on T0 are fully marginalized over γ, but again not λP , such
that uncertainties are also likely underestimated. Panel C: The evolution of the of the pressure smoothing scale as
a function of redshift. The red points are the median of the posterior distributions of λP in each redshift bin, while
the red errorbars indicate the 16% and 84% percentiles. The black extensions to the errorbars show the small ∼ 6%
increase in the uncertainty when systematics are included (24). The curves in all three panels show predictions from
three hydrodynamical simulations (24). The black lines use the standard heating rates from (26), for which reionization
heating starts at z = 15. The blue dotted lines show a late reionization heating model for which reionization heating
does not occur until zreion = 7. The blue line is an Increased heating model where we adopt the same reionization
redshift zreion = 15 of the HM12 model, but increase the photoheating rates by a factor of three.
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Materials and Methods
1 Overview of the Phase Angle PDF Method
This section provides an overview of the statistical method used to estimate the pressure smoothing
scale λP of the IGM. At the end of the section we also specify where the various aspects are
described in full detail, so that the reader can effectively use this overview as a brief guide to the
rest of supplementary material.
Our technique is based on a statistical analysis of the transmitted flux of the Lyα forest in quasar
pairs. We define the Lyα flux F as the ratio of the observed flux Fo to the unabsorbed continuum
level Fc. Following the standard practice, we analyse the flux contrast defined as δF = F/F¯ − 1,
where F¯ is the observed mean flux of the Lyα forest at a given redshift. We adopt the value of F¯
from the fitting formula of (37).
We consider the flux contrast in the coeval forest of close quasar pairs. Two Lyα forest pixels
in different spectra are coeval if they are observed at the same wavelength, implying that the Lyα
absorption occurred at the same redshift. If two quasars in a pair have a significant fraction of
coeval forest and if the two objects are close enough (see below), then the pair can be used to study
the transverse correlation of the IGM.
We Fourier-decompose the flux contrast δF (v) in the forest of the members of a pair, obtaining
the Fourier coefficients δF˜1(k) and δF˜2(k), where the subscripts refer to the two members of each
pair. The components are then used to calculate the phase differences θ(k) of homologous Fourier
modes (i.e. with the same wavenumber k):
θ(k) = arccos

 ℜ[δF˜ ∗1 (k)δF˜2(k)]√
|δF˜1(k)|2|δF˜2(k)|2

 . (S1)
The alignment of these phases quantifies the coherence of the two spectra and are the fundamental
ingredient of our statistical analysis. Note that the normalization factor of the flux contrast (i.e. F¯ )
is divided out in this formula, making phases insensitive to its value. In (16, hereafter RHW) it
is shown that the shape of the statistical distribution of these phase differences is sensitive to the
pressure smoothing scale of the IGM. This phase angle probability distribution function (PDF) can
be characterized for an ensemble of pairs as a function of the wavenumber k and of the transverse
separation r⊥. We find that the shape of the phase angle PDF PWC(θ) can be approximated as a
Wrapped-Cauchy (WC) distribution
PWC(θ) =
1
2π
1− ζ2
1 + ζ2 − 2ζ cos θ , (S2)
which is fully characterized by a single parameter known as the concentration ζ . In the limit
where ζ → 1, the distribution tends to a Dirac delta function δD(x), which is the phase difference
distribution of identical spectra. Conversely, ζ = 0 results in a uniform distribution, the expected
distribution for totally uncorrelated spectra. A negative ζ gives distributions peaked at θ = π which
are non-physical in this context.
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In RHW they used a semi-numerical model of the Lyα forest based on collisionless dark-matter
only simulations to study the dependencies of the phase angle PDF on [k, r⊥], on the smoothing
scale λP , as well as temperature-density relation of the IGM defined by T = T0∆
γ−1. Here T0
is the temperature at mean density, ∆ is the density divided by the mean of the Universe and γ is
the index of the relationship. At a fixed wavenumber k, a large separation relative to the pressure
smoothing scale results in a flatter distribution of θ, which approaches uniformity for r⊥ ≫ λP
(i.e. incoherent spectra and thus random phases). Conversely, the distribution approaches the
fully coherent limit of a Dirac delta function for r⊥ ≪ λP (almost identical spectra), and the
transitions from a strongly peaked distribution to a uniform one occurs when r⊥ is comparable
to the smoothing scale λP . At fixed r⊥, lower k-modes (i.e. larger scales) are more correlated
(smaller θ values) than high-k modes. This is expected, because sight lines separated by a distance
which is small relative to the wavelength of a k-mode (i.e. kr⊥ ≪ 1), probe essentially the
same density fluctuations associated to the wavenumber k. The results of RHW suggested that the
phase difference statistic is almost insensitive to the parameters governing the temperature-density
relationship T0 and γ, whilst having a strong dependence on λP .
By comparing the observed phase differences {θ} in a quasar pair to the predicted phase angle
PDFs for a large set of models, we can set constraints on λP . To achieve this goal we define a
likelihood L of the ensemble of measured phase differences for a given IGM model, after RHW:
L ({θ}|λP , T0, γ) =
∏
i
PWC(θ(ki)|ζ(ki, r⊥|λP , T0, γ)), (S3)
which exploits the form of the phase angle PDF defined in eqn. (S2). Here the product is performed
over all the modes ki for a given quasar pair with separations r⊥. This formalism can be easily gen-
eralized to an ensemble of pairs at different separations r⊥. The concentration parameter ζ of the
WC distribution is a function of the wavenumber k, the separation and the IGM model parameters
{λP , T0, γ}. We generate a grid of thermal models by post-processing a dark-matter only simu-
lation (described in § 5.1), assuming that the IGM is optically thin and in ionization equilibrium,
and describing the pressure smoothing with a convolution of the DM particle distribution with a
Gaussian kernel. To properly evaluate the likelihood of phases as in eqn. (S3) we need to take
into account observational effects like noise and resolution, which may modify the distribution of
phases. In addition, we must also consider other astrophysical sources of absorption in the forest
like metals and strong H I absorbers. We follow the approach of forward modelling these effects
in the simulations, rather than trying to subtract off their effect from the data.
Given a grid of thermal models of the IGM, we can then explore the likelihood in the parameter
space to obtain constraints via standard MCMC techniques. To optimize the sampling in param-
eter space, we used an irregular parameter grid combined with an interpolation scheme based on
Gaussian processes. The results of the measurement are tested against a broad range of possible
systematic effects, including a potential bias in our estimation of the resolution or the noise, as
well as our imprecise knowledge of the number of metal line and strong H I absorbers.
As described below, we run a set of hydrodynamic simulations of the IGM with various as-
sumptions on the thermal and reionization history. We use them to generate mock samples of pairs
to which we apply the phase analysis. By comparing the outcome with the results of our measure-
ment we are able to gain insights into the agreement between the current theoretical picture of the
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IGM and the new constraints from pressure smoothing λP measured from quasar pairs.
The supplementary text is organized as follows: we present the data sample and the selection
criteria in § 2, with information on instruments used, resolution, noise level, redshift and angular
separation distributions. We then discuss the effect of noise and resolution on the phase distri-
bution, whilst particular care of justifying our assumptions on the full-width at half maximum
(FWHM) of the resolution kernels (§ 3). In § 4 we explain how phase differences are calculated
from the data, in particular how we address the problem of determining the Fourier coefficients of
an irregularly-sampled function. The semi-numerical dark matter simulation models on which we
base our phase angle PDF measurement are described in § 5, where we also show how observa-
tional effects such as noise, resolution, and contaminants are forward-modelled in the simulations.
We then briefly present the statistical tools used in determining the constraints on the pressure
smoothing scale (§ 6), in particular the design of the parameter grid, the Gaussian process interpo-
lation, and the MCMC technique. To facilitate the visualization of the sensitivity of this method,
we construct plots in § 7, where we stack together phase distributions from different separations
and wave numbers in order to reduce the dimensionality of the statistic. In § 8 we quantify the
effect of different sources of systematic errors that could impact our analysis. These include con-
tinuum fitting uncertainties (§ 8.1), the forward modeling of resolution (§ 8.2), noise (§ 8.3), and of
the presence of contaminants (§ 8.4). Finally, in § 9 we explain how we apply the phase analysis to
a set of hydrodynamical simulations, allowing the comparison of the transverse coherence in real
data to the prediction of realistic IGM models.
2 Experimental Design and the Quasar Pair Dataset
2.1 Quasar Pair Survey
Our goal is to characterize the correlated HI Lyα forest absorption in close quasar pairs at 2 .
z . 4 with separations < 450 kpc (comoving) corresponding to angular separations ψ . 18′′
(depending on redshift). As quasar pairs are rare, we have leveraged several large photometric
and spectroscopic survey datasets to find the pairs, and then performed dedicated follow-up ob-
servations on a number of large telescopes to obtain higher quality data for the Lyα forest phase
correlation analysis.
The starting point of our experiment is to identify close quasar pairs with angular separations ψ
corresponding to comoving separations of r⊥ < 450 kpc (here and in the following, the conversion
between angular separation and impact parameter is done assuming the same cosmology specified
in § 5.1). To find the pairs, we mine the photometric and spectroscopic databases of the Sloan
Digital Sky Survey (38, SDSS), the Baryonic Oscillation Spectroscopic Survey (39, BOSS DR12),
and the 2dF quasar redshift survey (40, 2QZ) surveys. Modern spectroscopic surveys bias their
selection select against close pairs of quasars to avoid fiber collisions. For the SDSS and BOSS,
the finite size of optical fibers precludes discovery of pairs with separation < 55′′ and < 62′′, cor-
responding to to 1.37Mpc and 1.55Mpc at z = 2, whereas for the 2QZ survey the fiber collision
scale varies from ∼ 30 − 40′′ corresponding to 750 − 1000 kpc. In the regions where spectro-
scopic plates overlap, this fiber collision limit can be circumvented. However, only ≈ 30% of the
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SDSS spectroscopic footprint and ≈ 40% of the BOSS footprint are in overlap regions. Unfortu-
nately, small separation quasar pairs are rare enough that these overlap regions are not sufficient
for building up large samples of quasar pairs close enough for our purposes.
To circumvent this fiber collision limitation, we have conducted a comprehensive spectroscopic
survey to discover additional close quasar pairs and to follow-up the best examples for our scien-
tific interests. Close quasar pair candidates are selected from the photometric quasar catalogue
of (41, 42) as well as its recent extension by (43), and are confirmed via spectroscopy on 4m class
telescopes including: the 3.5m telescope at Apache Point Observatory (APO), the Mayall 4m tele-
scope at Kitt Peak National Observatory (KPNO), the Multiple Mirror 6.5m Telescope, and the
Calar Alto Observatory (CAHA) 3.5m telescope. Our continuing effort to discover quasar pairs is
described in (44), (22), and (23).
Our quasar pair survey has gathered science-grade follow-up optical spectra on large-aperture
telescopes using spectrometers with a diverse range of capabilities. This includes data from Keck,
Gemini North and South, Magellan, the Large Binocular Telescope (LBT), and the Very Large
Telescope (VLT). This large spectroscopic quasar pair data set constitutes the parent sample for
the final data set used in this work.
2.2 Spectroscopic Observations
After applying the selection criteria (see § 2.3) for the pressure smoothing scale measurement to
our quasar pair spectroscopic database, only spectroscopy from Keck, Magellan, and the VLT
contribute to the final sample. We describe each of these observational setups in turn.
At the W.M. Keck Observatory, we have exploited two optical spectrometers to obtain spectra
of quasar pairs. One of these was the Low Resolution Imaging Spectrograph (45, LRIS), which
we used to observe 7 of the quasar pairs studied here during a series of observing runs in 2004-
2008. We generally used the multi-slit mode with custom designed slit masks that enabled the
placement of slits on other known quasars or quasar candidates in the field. LRIS is a double
spectrograph with two arms giving simultaneous coverage of the near-UV and red. For our current
science goals only the near-UV side (LRIS-B) is relevant, since it covers the Lyα forest. We used
the D460 dichroic with the 1200 lines mm−1 grism blazed at 3400 A˚ on the blue side, resulting
in wavelength coverage of ≈ 3300 − 4200 A˚, a dispersion of 0.50 A˚ per pixel, and the 1′′ slits
give a FWHM resolution of about 170km s−1. About half of our LRIS observations were taken
after the atmospheric dispersion corrector was installed, which reduced slit-losses in the UV. More
information about the observations, data reduction, and a detailed observing log are given in (46).
At Keck we also used the Echellette Spectrometer and Imager (47, ESI) to obtain spectra of 10
quasar pairs analysed here. ESI provides continuous spectral coverage from 4000 A˚ to 10000 A˚ at
a resolution of FWHM = 64km s−1. These data have been previously analyzed for C IV correla-
tions between neighbouring sight lines (48) and for the analysis of an intriguing triplet of strong
absorption systems (49). Those papers give more information about the data acquisition, reduction,
and the observing logs.
Observations for 6 pairs used in this work were obtained with the Magellan Clay telescope
using the Magellan Echellette Spectrograph (50, MagE) during the nights of Universal Time (UT)
2008 January 07-08, UT 2008 April 5-7, and UT 2009 March 22-26. These data cover the wave-
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length range λ ≈ 3050−10300 A˚ and have a FWHM = 62km s−1 or 51 km s−1, depending on the
slit aperture employed. For more more information about the Magellan observations as well the
observing logs see (46).
The XSHOOTER spectrograph (51) at VLT provided 2 of the pairs of our sample. XSHOOTER’s
three arms providewavelength coverage in the range between 3000 and 25000 A˚. One pair (SDSS J000450.90-
084452.0, SDSS J000450.66-084449.6 ) has been observed in a program dedicated to this project.
The slit aperture used was 0.5”, yielding an estimated resolution of 30km s−1 FWHM. The re-
duction of the data was performed using a custom data reduction pipeline kindly made avail-
able to us by George Becker. Data for one of the pairs used in our analysis (SDSS J091338.97-
010704.6, SDSS J091338.30-010708.7) was obtained from the VLT/XSHOOTER archive (pro-
gram ID:089.A-0855, PI: Finley,H.) and reduced. This slit aperture for these observations was
1.0”resulting in a slightly lower resolution of 69km s−1 FWHM.
2.3 Sample Definition
Here we present the selection criteria that we imposed on our quasar pair spectroscopic database
to arrive at the final dataset analyzed in this paper.
We first applied a broad cut to select quasar pairs suitable for the characterizing correlated Lyα
forest absorption. An obvious prerequisite is the existence of a segment of overlapping Lyα forest
between the two quasars in the pair, which can be expressed as (1 + zfg)λLyα > (1 + zbg)λLyβ.
Here λLyα = 1215.67 A˚ and λLyβ = 1025.72 are the rest-frame wavelengths of Lyα and Lyβ that
define the region of usable Lyα forest, and zfg and zbg are the redshifts of the foreground (f/g) and
background (b/g) quasar, respectively. To avoid cases where this segment is too small to contribute
meaningfully to the statistics, we define the overlapping fraction fov of the Lyα forest as
fov =
(1 + zfg)λLyα − (1 + zbg)λLyα
(1 + zfg)(λLyα − λLyβ) (S4)
and we set a lower threshold at fov = 0.3, removing in this way projected quasar pairs with large
redshift separations.
A second cut is applied to the transverse separation of the pair r⊥, evaluated at the redshift of
the f/g quasar zfg. RHW showed that the most informative pairs are those with impact parameter
comparable to the pressure smoothing scale. Existing small-scale measurements of the line-of-
sight power spectrum of the Lyα forest (12, 29) exclude pressure smoothing scales larger than
& 300− 400 kpc, hence we restrict our analysis to pairs with r⊥ < 450 kpc (comoving).
Based on the redshift and impact parameter distribution of the data, we decided to divide the
data in a set of redshift bins: 1.8− 2.2, 2.2− 2.7, 2.7− 3.3 and 3.3− 3.9. The lower limit z = 1.8
is set to avoid the forest close to the atmospheric cutoff (at λ ∼ 3000 A˚), and the bins are wider at
higher z to enclose a sufficiently large sample of pairs.
To avoid contamination from the quasar proximity zone we consider only rest-frame wave-
lengths blueward of λLyα,max = 1190 A˚. Given the particularly large redshift uncertainty ∼
1000km s−1 of the quasars in our dataset, contamination from Lyβ absorption is also a concern, and
we restrict attention to rest-frame wavelengths redward of λLyα,min = 1040. The coeval forest in a
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pair on which we calculate phases is thus defined in the range λ ∈ [λLyα,min(1+ zbg), λLyα,max(1+
zfg)], which is narrower than the one implied by the fov defined above. The corresponding redshift
range is delimited by zmin = λLyα,min/λLyα and zmax = λLyα,max/λLyα.
The set of pairs is then visually inspected in order to find contaminants. Specifically, some
quasars exhibit strong associated absorption lines known as Broad Absorption Lines (BAL), which
are thought to be produced in the vicinity of the black hole and may reach velocities up to v ∼
10, 000 km/s. For this reason they could be blueshifted into the Lyα forest, causing blending with
IGM absorption. Since we are not able to model this blending, we remove from the sample all the
pairs in which one of the two spectra is contaminated by BAL.
Strong absorption lines with neutral hydrogen column densityNHI & 10
17 cm2, are believed to
be associated with galaxies or their circumgalactic media. These so called Lyman Limit systems
(LLSs) are a significant source of contamination, since their correlation properties across quasar
pair sight lines are determined by the details of galaxy formation, rather than by the simpler low-
density hydrodynamics governing the Lyα forest. Standard practice in studies of Lyα forest statis-
tics is to mask out these LLS, forward model them, or some combination of these approaches (52).
The strategy we adopt here is to identify and mask all objects for which we can clearly see damp-
ing wings in the spectrum, which corresponds approximately to a column density threshold of
NHI & 10
19cm−2, which encompasses Damped Lyman-α systems (DLAs) (NHI > 10
20.3cm−2) as
well as so called super-LLSs (1019 cm−2 < NHI < 10
20.3cm−2). As our algorithm for measuring
phase angles requires contiguous spectral coverage, when strong absorbers are present, we simply
split the unmasked data into multiple segments specified by redefining zmin and zmax for each of
them. Column densities in the range 1017 cm−2 < NHI < 10
19cm−2 cannot be reliably identified in
spectra of our wavelength coverage, S/N ratio, and resolution, so rather than masking, we directly
forward model such absorbers by adding them to our models. In § 5.3 we discuss the details of this
procedure, and the impact of these strong absorbers on our results in detail.
At the end of this process we obtain a list of paired wavelength regions of coeval Lyα forest,
delimited by zmin and zmax. Each quasar pair may have more than a single segment. For each of
these segments, we evaluate the signal-to-noise ratio per observed frame Angstrom S/N
1A˚
in the
two spectra, between zmin and zmax. We only include in the final sample those pairs for which both
members of the pair have S/N
1A˚
> 10. To determine S/N
1A˚
, we first compute the median signal-
to-noise ratio per pixel S/Npx of the spectrum over the interval [(1 + zmin), (1 + zmax)]λLyα. We
then multiply S/Npx by the factor
√
1 A˚/∆λpx to put the different spectral resolution data utilized
in this study onto a common scale, where ∆λpx is the median pixel width in each spectrum.
The vast majority of the quasar pairs identified by our survey are binaries with small redshift
separations, or projected quasar pairs at different redshifts. At the angular separations we consider
∼ 4−10′′, only a small fraction of quasar pairs at the same redshift are expected to be gravitational
lenses, i.e. a double image of the same source, owing to the relative paucity of such wide-separation
lenses (53). We nevertheless conducted a literature search for all quasar pairs selected by the
criteria above and found two which were known to be gravitational lenses. Of the remaining quasar
pairs, none have spectra of sufficient similarity to warrant the lensing hypothesis, nor did any show
evidence for a lens galaxy in the SDSS imaging (for such wide separation lensed quasars, the lens
is often visible as a group of galaxies even in the relatively shallow SDSS imaging). In principle,
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lenses can also be used to study the coherence of the IGM if the lens redshift is precisely known, in
which case the dependence of the impact parameter with redshift can be easily modelled. However,
lenses typically probe small impact parameters at Lyα forest redshifts of 100 pc−10 kpc (54). The
smallest separations are likely insensitive to the pressure smoothing scale, whereas even for larger
∼ 10 kpc separations, the analysis is likely much more sensitive to incoherence caused by LLSs
and/or metal line absorbers (see § 5.3) which would require a much more careful treatment and
modeling procedure. For this reason, we discard the pairs identified as gravitational lenses.
The final sample obtained from our selection criteria is illustrated in Fig. S1. The lines trace
the coeval Lyα forest in the pairs, following the evolution of the impact parameter as a function of
redshift. The extent of the overlapping segments depends on the respective redshifts of the quasar
in the pair (see eqn. (S4)), as well as on our masking of strong absorbers, which appear as gaps
in the lines. A complete list of the coeval Lyα-forest segments is provided in Table S1, together
with all the relevant parameters for each pair. The redshift binning determines a further split of the
sample, as a result of intersection of each of the segments with the four z bins. All intersections
that span a redshift interval smaller than ∆z = 0.08 are discarded.
2.4 Continuum Fitting and Data Preparation
We fitted the continuum manually using a fitting algorithm that performs a cubic spline interpola-
tion between manually inserted break points, resulting in a continuum tracing the undulations and
emission features of the quasars which are obvious to the reader. These features, of course, are
more easily discerned in the higher S/N spectra. This led, in part, to the imposed S/N criterion
of our sample. At the typical spectral resolution of our data, one generally expects the normalized
flux to lie below unity (in the absence of noise) owing to integrated Lyα opacity from the IGM.
We took this into full consideration when generating the spline continuum and also allowed for the
expected increase in Lyα opacity with increasing redshift. We emphasize that phase correlation
statistic that we employ to measure the pressure smoothing scale is not particularly sensitive to
errors in the continuum-placement, as we explicitly demonstrate in § 8.
Since our analysis involves a statistic computed in velocity space, we transform the wave-
lengths into velocities according to
∆v = c log(λ/λ0), (S5)
where c denotes the speed of light, ∆v is the relative velocity between two points responsible
for resonant Lyα absorption at observed wavelengths λ and λ0. Here λ0 is an arbitrary reference
wavelength, typically the lowest in a segment, taken as the origin of the velocity space. For matter
moving with the Hubble flow, this velocity∆v corresponds to a comoving distance of
∆x =
(1 + z)∆v
H(z)
. (S6)
where theH(z) is the Hubble parameter at the observed redshift, which is calculated assuming the
same cosmology specified in § 5.1.
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3 Noise and Resolution
The distribution of phases may deviate from its intrinsic shape determined by IGM physics, de-
pending on the level of noise and the spectral resolution of the observations. Specifically, noise
results in scatter of the Fourier components into which we decompose the spectra, randomly chang-
ing both their moduli and their phases. Since phases are scattered independently in the two spectra
of a quasar pair, noise will broaden the phase difference PDF. The broadening will be more evident
in the high-k modes, which are damped by the resolution cut-off and whose signal is therefore
dominated by the noise. These considerations call attention to the estimates of the noise and reso-
lution of our spectra, which are necessary inputs to our forward modelling procedure, which will
be described in § 5.
The data reduction pipelines used to reduce the data deliver accurate estimates for the noise,
which takes into account the distinct contributions from photon counting noise from both the sky
background and the object, as well as detector readout noise. The accuracy of the algorithms used
to estimate the spectral noise in our data reduction pipelines were recently characterized in (55),
where it was found that the pipeline delivers noise estimates that are accurate to . 10%.
The resolution is a more delicate issue. For slit spectroscopy, the width of calibration spectral
lines provided by an arc lamp, taken during daytime, can be used to determine the resolving power
of the spectrometer for a source (i.e. the arc lamps) which uniformly illuminates the spectrograph
slit. We refer to this resolution measured from arc lines as the slit resolution of the spectrome-
ter. For Keck/LRIS we directly measure this resolution from the FWHM of arc-lines, whereas for
echelle spectrometer Keck/ESI, Magellan/MagE, and VLT/XSHOOTER we adopt the slit resolu-
tion reported in the instrument manuals (also based on arc-line widths) for the order in question
and the slit used. These values of the slit resolution are listed as the FWHM in Table S1.
However, the true resolution of a spectrum of a point source will depend on the seeing during
the observation, and could be significantly smaller than the slit resolution if the data is obtained in
good seeing conditions. For these reason we expect the value of the FWHM listed in Table S1 to
typically overestimate the true resolution of the spectra.
To assess the accuracy of these resolution estimates we compute the line-of-sight power spec-
trum of the flux contrast δF and compare it with a measurement from a distinct high-resolution
quasar sample. The idea behind this test is that smearing of the spectra due to the resolution
of the spectrograph modifies the flux power spectrum in a known way. Given an estimate for
the resolution, we can undo the effect of this smearing in our data, and compare our resulting
resolution-corrected power spectrum to the power spectrum of the Lyα forest from an independent
fully resolved dataset. If, as we suspect, the slit resolution FWHM is larger than that of our actual
data, this will be manifest as a mismatch between these two power spectra, and we can corre-
spondingly adjust our resolution estimate to the value that produces the best match. In addition
to calibrating our spectral resolution, this comparison provides a basic sanity check on the various
steps of the procedure (data reduction, noise estimates, continuum normalization, masking strong
absorbers) required to generate the δF fields from our spectra.
We consider a sample of quasars composed of 38 spectra observed with the Ultraviolet and
Visual Echelle Spectrograph (56, UVES) and 37 spectra from the Keck Observatory Database of
Ionized Absorption (57, KODIAQ) project observed with the High Resolution Echelle Spectrom-
16
eter (58, HIRES). We select objects with S/N > 20 per 6 km/s interval inside the usable Lyα in-
terval. The resolution of the sample is 6km s−1 FWHM, except some of the HIRES spectra which
have FWHM of 3km s−1. The sample covers the redshift range between z = 1.7 and z = 3.5.
Similar to our approach, DLAs are identified in the high-resolution data through their damp-
ing wings and masked. Metals absorbers are identified redwards of the Lyα line by looking for
doublets lines for common transitions (Si IV, C IV, Mg II, Al III, Fe II). We then mask spectral
regions of the Lyα forest where we expect other lines originating from these absorbers for different
possible metal transitions (removing 60km s−1 around the central redshift).
In order to calculate the flux power spectrum of both the quasar pair data and the high-resolution
data, we follow the approach of (59), which we summarize here. The flux contrast δ = F/F¯ − 1
is considered to be the sum of the contribution of the forest and noise: δ = δF + δn. Under the
assumption that the Fourier modes of the two components are uncorrelated, we can decompose
the total power as the sum of the noise power and of the forest power. The latter can therefore be
calculated as
P1D(k) =
P raw(k)− P noise(k)
W 2(k, σR,∆v)
(S7)
where P raw(k) is the power spectrum of the observed spectrum and P noise(k) is the power spectrum
of the noise estimated from the pipeline. W is a filtering function which models the response of
the spectrograph, and depends on the wave number k, on the resolution width σR and on the pixel
scale ∆v in the following way
W (k) = exp
(
−(kσR)
2
2
)
× sin(k∆v/2)
k∆v/2
. (S8)
The only relevant difference between our approach and the method of (59) is that our spec-
tra do not have a regular binning in velocity space, therefore we need to use the Lomb-Scargle
periodogram to compute the power, along the lines of the technique described in § 4.1.
When calculating the flux power spectrum of the quasar pair sample we divide the data into
the three lower redshift bins used in the phase analysis, i.e. ∆z = 1.8 − 2.2, 2.2 − 2.7, 2.7 − 3.3
(called “coarse” bins in the rest of this section). We ignore the highest-redshift bin for this study,
because of the small number of quasar pairs in this bin and the fact that our high-resolution dataset
does not extend beyond z = 3.5, precluding a meaningful comparison. We will thus assume
that the results we obtain about the resolution can nevertheless be extended beyond z = 3.3.
The power spectrum is first calculated separately on the segments of Lyα forest we defined in
§ 2.3, and subsequently averaged in logarithmic bins in k and over all segments. Uncertainties are
calculated by bootstrapping over these segments. Since the forest of quasar pairs is correlated, we
are probably underestimating the errors in this way. However, the aim of this section is not to do
a rigorous statistical analysis but only to verify the approximate agreement of the power spectrum
of the pair sample with high resolution data.
When calculating the power spectrum of the UVES and HIRES sample we initially adopt red-
shift bins spaced by∆z = 0.2 between z = 1.7 and z = 3.5. We will refer to these small intervals
as ∆j,HRz, identified by the index j, to distinguish them from the redshift bins relative to the pair
analysis. The power and the relative errors are then obtained in the same way as for the quasar pair
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data. However, the redshift bins in which the quasar pair data are subdivided are coarser, and the
pairs path length distribution is not uniform across these bins. Since the power level evolves with
redshift, we need to take into account the redshift distribution of the forest path length in coarse
bins when comparing the quasar pair power spectrum to the high-resolution data. To do this, we
start from the high-resolution power in the ∆j,HRz = 0.2 bin, and we then use a weighted average
to calculate the corresponding power in the coarser redshift intervals in which the pair sample is
binned. The weights depend on the path length of the forest in pairs within each∆j,HRz bin. More
precisely we define
wj =
∑
i |∆iz ∩∆j,HRz|∑
i |∆iz|
, (S9)
where ∆iz is the redshift interval spanned by the ith segment of the pair sample in the considered
coarse redshift bin and the sum is performed over all the segments in the coarse bin. Note that the
denominator is equal to the total path length of the Lyα forest in the quasar pairs sample for the
said bin. The power from the high resolution sample is therefore computed as
Pcoarse(k) =
∑
j
Pj,HR(k)wj (S10)
where Pj,HR is the power spectrum of the high-resolution data in the∆j,HRz redshift interval. This
is repeated for each coarse bin.
The results are shown in Fig. S2, together with literature values of the power calculated from
the BOSS sample (59). The BOSS power spectrum was measured in the same ∆j,HRz bins as our
high-resolution data, so we applied the same weighted average described above to produce this
figure. The BOSS dataset only samples redshift z > 2.1, for which reason we could not calculate
the relative power in the lowest-redshift coarse bin. The power spectrum calculated from our pair
sample is in broad agreement with the power from high-resolution data, but has a clear excess at
the high-k end. We attribute this discrepancy to an underestimation of the resolution, following
the argument presented above. In fact, if the resolution is underestimated, the filtering correction
to the power in eqn. S8 would overcompensate for the resolution cut at high-k, adding spurious
power.
We choose to apply a correction factor to all of our resolution estimates in order to improve
the match of the power spectra. By visual inspection, we find that if we decrease the FWHM of
all our pairs by 20%, the agreement between the quasar pair and high-resolution power spectra is
better (Fig. S2). This correction defines our default value for the resolution assumed throughout
the text. The choice of the correction factor is not made via a rigorous statistical analysis, and is
somewhat arbitrary. Furthermore, we are adopting a fixed factor for all data, while each pair has
been observed under particular conditions and using a specific slit width. These simplifications
are ultimately justified by the weak sensitivity of phase differences to resolution, as we show in a
consistency test a posteriori (see § 8.2).
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4 Phase Calculation on Pair Spectra
Our method relies on the calculation of phase differences of Fourier components. However, Fourier
transforming the the Lyα forest of real observed spectra requires further elaboration. While in
simulations we generate mock spectra on perfectly regular grids in velocity space, the pixels of
observed spectra are in most of the cases unevenly spaced. Since the discrete Fourier transforma-
tion is defined for evenly-sampled functions, we have to either interpolate or rebin the data onto
a regular grid, or to use approximate methods without modifying the sampling. The two method-
ologies have opposite advantages and disadvantages, so we decide to implement both and to check
that they lead to consistent results (§ 4.3). This test will also demonstrate that our results are not
affected by pixel rebinning at the data-reduction level.
4.1 Method 1: Least-Square Spectral Analysis
A widely-used approach to generalize Fourier transformation to irregularly-sampled series is the
so called least-square spectral analysis (LSSA). It consists of fitting a function f(xi) with a linear
combinations of trigonometric functions cos(kjxi) and sin(kjxi), where {xi} is the set of points
where f is sampled and {kj} are the wave numbers of the modes that we want to fit. This leads for
example to the Lomb-Scargle periodogram (60), a method often employed to calculate the power
spectrum of a signal. It is also possible to follow this strategy to recover the phase information,
which is what we want to calculate in quasar spectra. We follow for this purpose the method
described in (61) which we briefly summarize here.
The Fourier decomposition is given by the minimization, for each different kj of
||f(x)− cj cos(kjx) + sj sin(kjx)|| (S11)
where in our case x is the array of the velocity-space pixels in a spectrum, f is the transmitted flux
of the Lyα forest, ||g(x)|| = ∑i g2(xi) denotes the squared norm and (cjsj) are the coefficients
that we need to determine. Put another way, we want to find the projection of f on the functional
subspace defined by the linear combinations of cos(kjx) and sin(kjx). In the case where xi are
evenly spaced and kj = 2πj/L, with L being the total length of the spectrum, this is equivalent
to the standard Fourier decomposition. For generic {xi} and {kj} the linear subspaces relative to
different k may not be orthogonal and may not form a complete functional basis, so this fitting
procedure cannot be properly regarded as a decomposition.
The minimization of eqn. S11 is obtained via the Moore-Penrose pseudo-inverse matrix (62)
applied to the linear system
f(x) = (cj sj)Ωj (S12)
where Ωj is defined as
Ωj =
(
cos(kjx1) ... cos(kjxn)
sin(kjx1) ... sin(kjxn)
)
. (S13)
The pseudo inverse is then Ω+j = Ω
T
j (ΩjΩ
T
j )
−1 and the coefficients are estimated by
(cj sj) = f(x)Ω
+
j . (S14)
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According to the pseudo-inverse properties, these coefficients are exactly the ones that minimizes
||f(x) − (cj sj)Ωj ||, i.e. eqn. S11. When the system has a solution this norm is zero, but for
our problem this is never the case. This definition of the pseudo-inverse requires that ΩjΩ
T
j is
invertible, which is however always satisfied for reasonable pixel distributions.
By explicitly writing eqn. S14 we obtain
(cj sj) =
( ∑
i f(xi) cos(kjxi)∑
i f(xi) sin(kjxi)
)T ( ∑
i cos
2(kjxi)
∑
i cos(kjxi) sin(kjxi)∑
i cos(kjxi) sin(kjxi)
∑
i sin
2(kjxi)
)−1
(S15)
where the diagonal terms are non-zero because sin(kjx) and cos(kjx) are not orthogonal in gen-
eral. Nevertheless it is possible to apply a phase shift to the coordinates such that, for a given kj ,
the non diagonal terms vanish (60). It can be shown that the shift is equal to
Tj =
1
2k
arctan
∑
i sin(kjxi)∑
i cos(kjxi)
. (S16)
After diagonalization, the equation above simplifies to
(cj sj) =
(∑
i f(xi) cos(kj(xi − Tj))∑
i cos
2(kj(xi − Tj))
∑
i f(xi) sin(kj(xi − Tj))∑
i sin
2(kj(xi − Tj))
)
, (S17)
which is the expression we are looking for. The power spectrum immediately follows from this
result as P (kj) = c
2
j + s
2
j .
If we need to recover phase information we must consider that phases are changed by the Lomb
shift, therefore we have to apply the inverse translation at each k. This is easily done by defining
the Fourier coefficients in the complex representation as
F (kj) = (cj + isj)e
ikjTj . (S18)
We are now ready to calculate phase differences in the usual way
θ(k) = arccos
(
ℜ[F˜ ∗1 (k)F˜2(k)]
|F˜1(k)||F˜2(k)|
)
(S19)
where F1 and F2 are the transmitted fluxes of the Lyα forest in the two spectra of the pair.
A final caveat concerns non-orthogonality: the Fourier components do not form an orthogonal
basis if the pixel spacing is irregular. For this reason, the cross products Cl,m =
∑
i exp(−i(km −
kl)xi) could be different from zero, therefore inducing a systematic correlation between the Fourier
coefficients and potentially a correlation between phase differences. We anticipate that this effect
should be important only at scales comparable to the pixel separation, however we force the or-
thogonality of the components in the following way: after calculating the coefficient F˜ (k0) we
subtract the corresponding component from the original function by defining
F ′(x) = F (x)− F˜ (k0)e−ik0x. (S20)
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Then we calculate the next coefficient F˜ (k1) on the residual function F
′(x). We iterate this proce-
dure until all the coefficients are calculated. This algorithm is a standard orthogonalization process,
and requires specifying the order on which the components are subtracted. The most natural choice
for us is starting with the large scale modes, i.e. with the lowest wavenumber, which are the least
affected by noise and resolution. This procedure cannot obviously remove intrinsic correlations
between different Fourier modes originated from cosmological or physical processes. However it
was shown in RHW that these are negligible in the relevant range of wavenumbers.
4.2 Method 2: Rebinning on a Regular Grid
A second possibility is to rebin the observed flux pixels onto a regular grid, to allow the standard
calculation of the Fourier coefficients. The advantage of this method is that we avoid approxi-
mations deriving from the least-square evaluation of the phases, but on the other hand, we do not
have a clear picture of how the rebinning modifies the Fourier phases. The pros and cons of this
approach are complementary to the LSSA procedure described in the previous section, therefore
we decide to adopt both of them and check that the results are consistent, assuring in this way that
our approximate calculation of phases is not a source of bias (§ 4.3).
In order to consistently calculate phase differences, not only is it necessary to bin the pixels
of each spectrum onto a regular grid in velocity space, but also to use the same regular grid for
both spectra of the pair. We define the common regular grid from the original arrays via a simple
procedure. For a single spectrum withN irregular pixels located at {v0i }, the step of the regularized
array is∆v = (v0N−v01)/(N−1) and the full vector {vi = v01+i∆v ∀i = 0..N}. When considering
two spectra with different pixels arrays {u0i } and {w0i }, having respectively N and M points, we
define the grid in the common velocity interval I = [max(u01, w
0
1),min(u
0
N , w
0
M)]. We then count
the number of pixels encompassed within this interval for each of the two spectra, and we take
the smallest of the two numbers to be the cardinality of the common grid grid Ng. In this way we
avoid oversampling in the rare cases where one spectra is observed with a finer pixel scale than the
other. The spacing is then simply |I|/(Ng − 1), where |I| is the total length of the interval. We
finally rebin the transmitted fluxes onto the newly-defined pixel vector and we are set to compute
the phase differences by standard Fourier analysis.
4.3 Methods Comparison
We have presented two possible ways of calculating phases of irregularly sampled functions: one
employs least-square spectral analysis (LSSA), the other rebins the function onto a regular grid
and applies the standard discrete Fourier transform. Since the two methods imply complementary
approximations, checking that they lead to consistent phase distributions is a good test of the
accuracy of these calculations. In Fig. S3 we show the distributions of the observed phases binned
in k and r⊥, adopting both methods. This figure is constructed by calculating the phases of all
the segments in the redshift bin z ∈ 1.8 − 2.2, without restriction on k and r⊥. Subsequently we
group the phases according to the wavenumber and separation, by subdividing the k-space in three
bins (0.008 − 0.01 km−1 s, 0.01 − 0.04 km−1 s and 0.04 − 0.07 km−1 s) and the r⊥-space in the
intervals 100 − 200 kpc, 200 − 300 kpc, and 300 − 400 kpc. The phase PDF of each of the nine
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subgroups is shown in the nine panels in Fig. S3. We choose to do this test at low redshift because
the data resolution is typically lower and the pixel sampling coarser, therefore it should be easier
to highlight problems in the phase calculation on an irregularly-sampled velocity grid.
In all cases the two methods agree well, and most importantly the statistical estimator that we
use in the likelihood, i.e. the wrapped-Cauchy concentration parameters, are practically identical.
This can be seen by fitting the wrapped-Cauchy function to the two distribution, which are indistin-
guishable at all r⊥ and k (Fig. S3). We also emphasize that the approximate Fourier transformation
is also part of the forward-modelling of simulations (see § 5.5), so even in the case of a significant
effect on phase distributions, it would be taken into account in our calibration. From now on the
standard method adopted to calculate phase differences, both in data and simulations, is the LSSA
technique.
5 Forward Modeling the Phase Angle PDF
To connect the observed phase differences in quasar pairs with the quantity we want to measure,
the pressure smoothing scale, we run a grid of semi-numerical models based on a dark-matter
simulation. We adopt an approximate scheme that enables a detailed exploration of IGM thermal
parameter space, defined by the pressure smoothing scale λP , the temperature at the mean density
T0, and the slope of the temperature-density relationship γ.
A proper comparison of data to models requires that we account for aspects of the data which
are not present in our idealized models, such as noise, resolution, and the presence of contaminants
such as metal lines and strong HI absorption systems. Since it is not straightforward to subtract
these effects from distribution of phase angles, we adopt a forward-modeling approach, which
involves producing models with the same properties as our data. In this way the analysis of phase
angles is calibrated against the simulations in a consistent way. Briefly speaking, the calibration
is obtained by creating, for each observed pair, an entire ensemble of simulated copies, with the
same transverse separation, the same noise amplitude and the same resolution, but varying the
underlying IGM properties that we want to study.
In this section we summarize our IGM model and we describe each step of the forward-
modeling procedure.
5.1 Dark-Matter Simulations and Parameter Grid
Ideally, we would like to explore a large set of thermal models of the IGM. However, because the
pressure smoothing scale λP is sensitive to the entire thermal history, the dynamic range we would
need to span is not easily achievable with current hydrodynamical simulations of cosmological
volumes. Therefore we opt for a fast, approximate method based on N-body simulations, which
enables to easily cover the relevant space of IGM parameters. In § 9 we will use a set of hydro-
dynamical simulations as a reference to compare our results with the prediction of more accurate
models.
We base our model of the Lyα forest on a N-body dark matter (DM) only simulation. In
this scheme, the simulation provides the dark matter density and velocity fields (63, 64), and the
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gas density and temperature are computed using simple scaling relations motivated by the results
of full hydrodynamical simulations (2, 3, 65). We do not consider the effect of uncertainties on
the cosmological parameters, as they are constrained by various large-scale structure and CMB
measurements to much higher precision than the thermal parameters governing the IGM.
We used an updated version version of the TreePM code (66) to evolve 20483 equal mass
(2.5 × 105 h−1M⊙) particles in a periodic cube of side length Lbox = 30 h−1Mpc with a Plummer
equivalent smoothing of 1.2 h−1kpc. The initial conditions were generated by displacing particles
from a regular grid using second order Lagrangian perturbation theory at z = 150. This TreePM
code has been compared to a number of other codes and has been shown to perform well for such
simulations (67). Recently the code has been modified to use a hybrid Message Passage Interface
(MPI) + Open Multi-Processing (OpenMP) approach which is particularly efficient for current
supercomputers. We also adopt the cosmological parameter from (68), i.e. density parameters
for the cosmological constant of ΩΛ = 0.68, for the matter of Ωm = 0.32 and reduced Hubble
constant h = 0.67. We focus on four snapshot at z = 2, 2.4, 3, 3.6, approximately at the center of
the redshift intervals in which we bin the data.
The baryon density field is obtained by smoothing the dark matter distribution; this mimics the
effect of the pressure smoothing (see (64) for a discussion about this kind of approximations). For
any given thermal model, we adopt a constant pressure smoothing scale λP , rather than computing
it as a function of the temperature, and this value is allowed to vary as a free parameter (see
below). The dark matter distribution is convolved with a window functionWIGM in real space. By
the convolution theorem, this operation is equivalent to multiplying the Fourier components of the
density field by the Fourier-transform of the window function
δIGM(~k) =WIGM(~k, λP )δDM(~k). (S21)
For example, for a Gaussian kernel with width σ = λP the Fourier- transformed is WIGM(k) =
exp(−k2λ2P/2), which would truncate the 3D power spectrum at k ∼ 1/λP .
For computational reason, it is convenient to adopt a function with a finite-support
δIGM(x) ∝
∑
i
miK(|x− xi|, RP ) (S22)
wheremi and xi are the mass and position of the particle i,K(r) is the kernel, andRP the smooth-
ing parameter which sets the pressure smoothing scale. We adopt the following cubic spline kernel
K(r, RP ) =
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In the central regions the shape ofK(r) very closely resembles a Gaussian with σ ∼ RP/3.25, and
we will henceforth take this RP/3.25 to be our definition of λP , which we refer to as the pressure
smoothing scale. An analogous smoothing procedure is also applied to the particle velocities.
Following (16), the mean inter-particle separation of our simulation cube δl = Lbox/N
1/3
p sets the
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minimum pressure smoothing scale that we can resolve with our dark matter simulation, hence we
can safely model values of λP > 22kpc.
Following the standard approach, we assume a tight relation between temperature and density
which is well approximated by a power law (2),
T (δ) = T0(1 + δ)
γ−1. (S24)
Typical values for T0 are on the order of 10
4 K, while γ is expected to be around unity and to
asymptotically approach the value of γ∞ = 1.6, if there is no other heat injection besides pho-
toionization heating (2).
The optical depth for Lyα absorption is proportional to the density of neutral hydrogen nHI ,
which, if the gas is highly ionized (neutral fraction xHI ≪ 1) and in photoionization equilibrium,
can be calculated as in (25) :
nHI = α(T )n
2
H/Γ (S25)
where Γ is the photoionization rate due to a uniform intergalactic ultraviolet background (UVB),
and α(T ) is the recombination coefficient which scales as T−0.7 at typical IGM temperatures.
These approximations result in a power law relation between Lyα optical depth τ and overdensity
often referred to as the fluctuating Gunn-Petersonn approximation (FGPA): τ ∝ (1 + δ)2−0.7(γ−1).
We compute the observed optical depth in redshift-space via the following convolution of the real-
space optical depth
τ(v) =
∫ ∞
−∞
τ(x)Φ(Hax+ vp,‖(x)− v, b(x))dx, (S26)
where Hax is the real-space position in velocity units, vp,‖(x) is the longitudinal component of
the peculiar velocity of the IGM at location x, and Φ is the normalized Voigt profile (which we
approximate with a Gaussian) characterized by the thermal width b =
√
2KBT/mH , whereKB is
the Boltzmann constant and mH the mass of the hydrogen atom. We derive the temperature from
the baryon density via the temperature-density relation (see eqn. S24). The observed flux transmis-
sion is then given by F (v) = e−τ(v). We follow the standard approach, and treat the metagalactic
photoionization rate Γ as a free parameter, whose value is fixed a posteriori by requiring the mean
flux of our Lyα skewers 〈exp(−τ)〉 to match the measured values from (37). This amounts to a
simple constant re-scaling of the optical depth. The value of the mean flux is taken to be fixed, and
thus assumed to be known with infinite precision. This is justified, because in practice, the relative
measurement errors on the mean flux are very small in comparison to uncertainties of the thermal
parameters we wish to study.
To summarize, our models of the Lyα forest are uniquely described by the three parameters
(T0, γ, λP ), and these three parameters are considered to be independent. In particular the pressure
smoothing scale is not tied to the instantaneous temperature at mean density T0, due to its non-
trivial dependence on the full past thermal history (3), and both this dependence and the thermal
history are not well understood. For each of the three redshift bins we generate 400 models span-
ning the parameter space in the following intervals λP ∈ 22− 200 kpc, T0 ∈ 5000− 30000 K and
γ ∈ 0.5− 2.0.
In each model, we extract synthetic spectra parallel to the line of sight, following the recipe
described above. The sight lines are 30 Mpc/h long and have 1024 pixels each, giving a pixel
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scale of about 29 kpc/h or 3.3 km s−1. The positions of these spectra is dictated by the separation
of the pairs in the observed sample, as described in the next section.
5.2 Transverse Separation
Two quasars separated on the sky by an observed angle ψ have a transverse distance dependent on
their redshift. If we are studying Lyα absorption, the transverse separation between the coeval for-
est in the two spectra is an evolving function of the wavelength, since the sight lines are convergent
toward us. This transverse separation can be written as
r⊥(zabs) = DA(zabs)ψ(1 + zabs) (S27)
where zabs = λ/λα − 1 is the Lyα absorption redshift and DA is the angular diameter distance,
which depends on the adopted cosmological parameters. The variation of r⊥ across our redshift
bins is not negligible, especially for the longer segments of forest, as Fig. S1 suggests. Since
we know that phases are dependent on r⊥, we should take this fact into account. Extracting the
Lyα forest along convergent skewers in the simulation would be complicated to implement, and
furthermore our simulation cube 30 Mpc/h constitutes only a small fraction of the path length
in a typical segment. Instead we account for the variation of r⊥ with redshift with the following
strategy. We extract skewers parallel to the coordinate axis of the simulation cube, but for each
observed pair we compute a full ensemble of synthetic pairs with separations uniformly distributed
over the range covered by r⊥(zabs) within the redshift limits of the segment. In practice, if the
coeval Lyα forest of the pair lies between zmin and zmax, we simulate 400 pairs randomly located
in the box and with separation {r = r⊥(zi)}, where the 400 redshifts zi are logarithmically spaced
between zmin and zmax. The logarithmic spacing is chosen to achieve linear spacing in v(z), which
is the coordinate on which Fourier coefficients are calculated.
5.3 Contaminants: Lyman-Limit Systems and Metal Lines
Our approximate semi-numerical model of the Lyα forest based on a smoothed dark-matter only
simulation cannot reliably model the stronger absorption lines resulting from LLSs, or the metal
lines which also contaminate the forest. LLSs, as well as a significant fraction of metal lines, are
believed to be predominantly associated with dense gas in the circumgalactic medium of galax-
ies, which is not captured by our simple approach which only models low-density hydrogen gas
in the IGM. Furthermore our procedure for calculating nHI from a uniform UV background in
eqn. S25 assumes the gas is highly ionized and optically thin to Lyman limit absorption, thus ig-
noring self-shielding effects relevant in LLS and low-ionization metal species. We thus take LLS
and metals into account by adding them to our simulated spectra, according to their measured
abundances, rather than by directly identifying and masking them. The strongest LLS absorbers
with logNHI > 19.0 are easily identified in our spectra via their damping wings, and these sys-
tems are directly masked. We add these contaminants to our simulated spectra following the same
procedure described in (52).
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We adopt the estimate of (69) for the LLS total abundance:
lLLS(z) = lz0(1 + z)
γLLS (S28)
where lLLS(z) is the number of LLS per unit redshift, and the parameters take the values lz0 =
0.1157 and γLLS = 1.83. Every time we want to include LLS in our Lyα forest models at redshift
z, we multiply lLSS(z) by the total path length of the synthetic spectra, expressed in redshift, to
obtain the total number of absorbers. We then assume that the column density distribution f(NHI)
follows a power law in the column density range 1016.5 − 1019 cm−2 (70). Following (52), we
adopt the steepest slope for the power law, and we also add partial Lyman Limit Systems (pLLS)
in the density range 1016.5 − 1017.2 cm−2. The slope of the pLLS column density distribution has
been inferred by (70) from the total mean free path of ionizing photons, and it is βpLLS = −2.
These choices are motivated in (52), as they improve the fit of hydrodynamical simulations of
the Lyα forest flux PDF as measured from BOSS. We will test a posteriori the sensitivity of our
measurement to variation of the LLS abundance (§ 8.4). In summary, the distribution from which
we add HI strong absorbers can be written as
f(NHI) =
{
k1N
−2
HI 10
16.5 < NHI ≤ 1017.2
k2N
−1.2 1017.2 < NHI ≤ 1019.0
. (S29)
where the column densities are expressed in cm−2, and the coefficients k1 and k2 are determined
by imposing continuity atNHI = 17.2 cm
−2 and by requiring the abundance ratio of pLLS to LLS
to be lpLLS/lLLS = 1.8 (see the red line in figure 15 of (52)). Note that unlike (52), we do not add
super-LLSs with NHI > 10
19 cm−2, because we have sufficient resolution and signal-to-noise to
identify and mask them directly.
Again following (52), we add metal lines to our simulated Lyα forests based on lower-redshift
quasar spectra from BOSS. We randomly pick segments of quasar spectra in the same observed
wavelengths of our simulated forest, but in the rest-frame region 1260-1390 A˚, such that they
are redder then the Lyα line, but bluer than all the relevant metal transitions. All the absorption
lines in such segments will be due to metals in the IGM, so they effectively represent a realization
of the metal lines distribution in the path length of the analyzed Lyα forest. These realizations
constitute our model for metal contamination in the forest, which is included in our forward-
modelling procedure. We use a metal catalogue (71), which lists absorbers in SDSS (72) and
BOSS quasar spectra (73). The SDSS spectra were included in order to increase the number of
zqso ≈ 1.9-2.0 quasars needed to introduce metals into the z ≥ 2.3 Lyα forest mock spectra,
which are not well sampled by the BOSS quasar target selection (74). We emphasize that we work
with the raw absorber catalogue, i.e., the individual absorption lines have not been identified in
terms of metal species or redshift. For each quasar, the catalogue provides a line list with the
observed wavelength, observed frame equivalent width Wr, FWHM, and detection S/N, Wr/σWr
. To ensure a clean catalogue, we use only Wr/σWr ≥ 3.5 absorbers in the catalogue that were
identified from quasar spectra with S/N > 15 per A˚ redward of Lyα. The latter criterion ensures
that even relatively weak lines (with EW & 0.5 A˚) are accounted for in our catalogue.
In order to add noiseless lines to our model spectra, we assume that they all lie on the flat
part of the curve of growth, motivated by the fact that most metal lines detected at BOSS/SDSS
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resolution are saturated. In this regime the EW depends mostly on the Doppler parameter b of the
lines, and only weakly on the central opacity τ0. We make the assumption that τ0 = 3 for all the
lines, and derive b from the relation
b = c
Wr
2
√
ln(τ0/ ln 2)
(S30)
where c is the speed of light. The line optical depth profile is than assumed to be Gaussian with
normalization τ0 and width b. The key point is that in the saturated regime the results are very
weakly dependent on τ0, which justifies our arbitrary choice.
5.4 Resolution
RHW pointed out that phases have the mathematical property of being invariant under convolution
with symmetric kernels. This mathematical fact however applies only to noiseless data, analogous
to the situation of a general deconvolution problem. In fact, in the presence of noise phase scatter-
ing is enhanced for high-k modes where the signal from the forest is suppressed due to resolution.
Correlated phases for a given mode are de-correlated by noise and their intrinsic probability dis-
tributions is flattened depending on the noise level and the resolution kernel. It follows that our
forward modeling needs to reproduce the combined effect of resolution and noise, unless the data
have very high signal-to-noise ratio. We also deduce that the Fourier modes suppressed by the
resolution cutoff (see eqn. S8) are unreliable, because they are dominated by noise. For this reason
we set an upper limit on the usable k-range for each quasar pair spectrum depending on the spectral
resolution, kR = 1/σR ≈ 2.355/FWHM, where FWHM is the full-width at half-maximum defin-
ing the spectral resolution, and σR ≈ FWHM/2.355 is the standard deviation. We conservatively
assume the FWHM to correspond to the nominal resolution of the instrument determined by the
slit width, which we know to be a lower limit on the actual resolution, i.e. an upper limit on the
FWHM (see § 3 for further discussion).
In our forward-modeling we convolve our simulated spectra with a Gaussian kernel with FWHM
defined by the resolution of the spectrograph. Although the resolution is wavelength-dependent,
we use a constant width for each Lyα forest segment which is specified in Table S1. This width
corresponds to the FWHM at the average wavelength of each segment, where the average is defined
as the midpoint in velocity space, which can be shown to be
λ¯ =
λ1λ2 ln(λ2/λ1)
λ2 − λ1 , (S31)
where λ1 and λ2 are the minimum and the maximum observed wavelength of the segment, respec-
tively. For our default value of the resolution we adopt a correction factor to the slit resolution
based on a comparison with the Lyα power-spectrum measured from high-resolution spectra, as
illustrated in § 3.
The quality of the data varies significantly in our sample, with the S/N per A˚ngstro¨m varying
between approximately 10 and 120. Noise randomizes phases and hence makes the shape of the
phase angle PDF flatter. Phases calculated from pairs with different S/N are affected to different
degrees, which is why each quasar in our sample demands its own specific calibration.
27
A further complication stems from the wavelength dependence of the noise, which is typically
higher at smaller λ, because of the lower spectrograph sensitivity in the near-UV. We model this
wavelength dependence by adding Gaussian noise to our model spectra with a standard-deviation
given by the wavelength dependent 1σ noise vector of each spectrum, produced by the data re-
duction pipeline. In order to add wavelength dependent noise in this way, we need to somehow
extend the simulated sight lines, which are only 30Mpc/h long (3008 km/s at z = 2), so that they
are comparable to the length of the observed spectral segments (∼ 15000 km/s for ∆z = 0.2 at
z = 3). This is done by periodically replicating each simulated spectrum until its size matches that
of the forest segment on which it is calibrated (see Fig. S4). This procedure is allowed because the
periodic replication does not affect the phase distribution of the modes, but it is effectively used as
a convenient resampling of the same sight lines under different noise conditions, in order to take
into account the wavelength-dependent sensitivity of the instruments.
The flux of the spectrum obtained after the periodic replication is finally rebinned on to the
same pixel grid as the observed spectrum, which is always coarser than the one used in our sim-
ulation. Once this is done, we are able to generate Gaussian noise, matched pixel by pixel, to the
estimated wavelength-dependent noise of the data. As our quasar spectra have been continuum
normalized, the noise vectors are also divided by the same continuum such that the appropriate
level of noise is added.
5.5 Forward-Modeling of the Simulation
The methodology described in the three previous paragraphs constitutes our forward-modelling
procedure, which alters our simulated spectra to have the same properties as real spectra observed
through a telescope with finite resolution and integration time, and containing contaminant metal
lines and LLSs. Our forward-modelled simulations can be directly compared to observations, en-
abling our statistical phase angle PDF analysis and thermal parameter study. As we have explained
above, the forward-modelling procedure is tailored to individually reproduce the properties of each
spectrum in each quasar pair, and must be applied to all the IGM models that we want to test. The
general procedure that we follow to perform the phase angle PDF analysis on our dataset is sum-
marised below.
Our goal is to evaluate the likelihood in eqn. (S3) for any thermal model {T0, γ, λP} using
phase differences from our pair sample. Given a quasar pair separated on the sky by an angle
ψ, with overlapping Lyα forest intersecting one of our redshift bins Z = [z1, z2], we have to
forward-model the simulated spectra and to determine the phase angle PDF for an IGM model
with {T0, γ, λP} at each k for the appropriate impact parameters. This operation is structured as
follows:
• We determine the overlapping portion of the Lyα forest of the two QSOs which intersects
the redshift bin Z. This segment will have a comoving separation varying with redshift as
r⊥(z) = DA(z)ψ(1 + z) (see section § 5.2).
• We generate 400 pairs from the simulated box distributed in transverse separations r⊥ de-
pending on r⊥(z) as described in § 5.2.
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• The optical depth of the total sample of 400 sight lines is renormalized in order to match the
literature value of the mean Lyα flux of the central redshift of the bin.
• All 400 pairs are forward-modeled according to the properties of the two observed spectra
in the pair, which have in general different resolutions and S/N. This is done through the
following four steps:
1. Simulated spectra are periodically replicated until they match the length of the observed
segments of forest.
2. The optical depth of metal lines and LLSs is added to the sight lines.
3. The spectra are convolved with a Gaussian kernel with FWHM set by the spectral
resolution.
4. Simulated spectra are then rebinned onto the same pixel grid as the data.
5. Gaussian uncorrelated noise is added to the simulated flux with a standard-deviation
determined by the 1σ noise vector of the observed spectrum.
• We calculate phase angle differences from the simulated pairs and estimate the wrapped-
Cauchy concentration parameters ζ (see eqn. (S2)) at each bin in k. We thus predict the
phase angle PDF PWC(θ(k)) as a function of k for the considered pair. Having rebinned the
sight lines at step 3, we have to calculate phases with the LSSA method as we do with data.
This procedure is then repeated for each observed quasar pair, for each IGM model, and in
each redshift bin. Given the forward-modeled phase angle PDFs, we can then compute the
likelihood in eqn. (S3) by taking the product over all quasar pairs and over all modes sampled
by a given quasar pair. The product over modes is evaluated only for modes below the
limiting wavenumber kR, which is set by resolution. This provides values of the likelihood
function for all pairs over the entire model parameter space, allowing us to infer the thermal
properties of the IGM at each redshift.
6 MCMC Exploration of the Phase Angle PDF Likelihood
Our parameter grid consists of 400 models in the space defined by T0, γ, λP . Based on previous
measurement and on a preliminary analysis, we adopt the following flat prior on the parameters:
T0 ∈ 5000 − 30000 K, γ ∈ 0.5 − 2.0, λP ∈ 22 − 200 kpc. The lower limit in λP is dictated by
the resolution of our dark-matter simulation: according to a previous test (see RHW) we can only
study smoothing scales larger than the mean interparticle separation. We first calculate 50 sets
of smoothed density and velocity skewers from our dark-matter simulation, as described in § 5.1,
corresponding to 50 different choices of λP , logarithmically spaced between 20 kpc and 200 kpc.
We build our grid of models to efficiently sample not only the 3D thermal parameter space, but
also the projected 2D and 1D subspaces of the parameters. Regular Cartesian grids do not perform
well because when projecting a cubic grid onto a plane all points in a row are projected to a single
point. The algorithm adopted to create the parameter grid is the following:
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• The parameter space is broadly subdivided in 8× 4× 4 = 128 bins (in λP , T0, γ).
• The first point is chosen randomly in the center of one of the 128 bins.
• Each of the next points is then added to one of the bins B˜ with the smallest number of points
in it (chosen randomly).
• Once the bin B˜ is chosen, we pick one of the discrete values of λP within that bin. We
always choose the value of λP with the smallest occurrence within the set of the previous
points.
• We then define a 4×4 subgrid in the T0-γ plane, limited to the area defined by the projection
of B˜.
• Analogously to what we have done with λP , we pick one of the 16 subcells and assign to
the current point the value of T0 and γ at its center. The subcell is chosen to be the least
represented among the previous points.
• This process is repeated until we have reached the desired number of points in the parameter
space.
In this way we define a grid of 400 points in T0, γ and λP for all four redshift bins. We then
calculate the phase angle PDF likelihood of all the models as described in the previous section,
then we use Gaussian process interpolation to interpolate this likelihood to any arbitrary point in
the parameter space. Gaussian processes are a statistical method to interpolate irregular grids,
which assume that the quantity to interpolate is the result of a stochastic process characterized by a
Gaussian distribution. Detailed explanations and its application to the matter power spectrum can
be found in (75–77).
In our case, the only input for the Gaussian process interpolation is the choice of the ’smoothing
lengths’, which quantify the extent of the correlation of the likelihood along each dimension of the
parameter space. We choose these smoothing lengths to be a multiple of the average spacings of our
parameter grid. The choice of these smoothing lengths is somewhat arbitrary, but we checked that
the inferred posterior distributions of thermal parameters do not change in response to reasonable
variations of these smoothing lengths.
We employ a publicly available MCMC package EMCEE (78). The results of the MCMC runs
are shown in Fig. 3 of the main text, in the form of 65% and 95% confidence levels in the γ- λP
and T0-λP planes, and in the form of posterior probability distribution of λP .
7 Visual Comparison of the Phase Angle PDF to Models
Our parameter estimation is based on MCMC sampling of a multi-dimensional parameter space,
which delivers a posterior distribution for λP , T0, and γ. Nevertheless, it is instructive to construct
visual data for model comparisons. This is challenging because the information in the phase angle
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PDF is spread out across many k and r⊥. So we adopt a procedure of binning modes and sep-
arations together, which also allows us to overplot similarly binned phase angle PDFs from our
models calibrated with our forward-modelling procedure. (§ 5.1).
The measured phases are binned and plotted in Fig. S5 in the same way described in § 4.3,
which we used to produce Fig. S3. In this case, we only use two bins for k and two bins for
r⊥, for all four redshift bins in our analysis. The k bins are defined by the intervals 0.005 −
0.02, 0.02 − 0.05 km−1 s (from top to bottom in each of the four subplots), and the r⊥ bins by
50 − 250, 250 − 450 kpc (left to right). The values quoted by the labels in the figure are the
(rounded) central values of the bins. In constructing this plot from the data, we are grouping
together phases from different pairs, with different noise and resolution properties. In order to
sensibly compare these observed distributions to our model, we employ our forward-modelling
procedure. The forward-modelling approach, summarized in § 5.5 creates a sample of mock spectra
which exactly reproduces the distribution of separation, wavenumber, noise and resolution of the
data, but exploiting the much larger path length available in the simulations, resulting in a much
smaller statistical error. For any model, this mock data sample can therefore be used to facilitate
a meaningful visual comparison between models and data. After forward-modelling a simulation,
we calculate the phase differences in the synthetic pairs and group them in the same exact way as
has been done for the data. The phase angle PDFs of the similarly binned mock data are shown as
the red histograms in Fig. S5. For this comparison we have chosen the model in the parameter grid
that provides the maximum likelihood (at each redshift) evaluated as in eqn. S3.
Fig. 2 is built in an analogous way, except that we define only one single bin which encom-
passes all the phases in each redshift bin, both for the data points and for the simulated models.
The shaded regions in that figure are calculated by taking as the boundaries the two semi-numerical
models with the closest λP to the 16% and 84% percentiles of the λP posterior distribution. Given
the weak dependence on T0 and γ, we choose the values of these parameters to be as close as
possible to T0 = 15000 K γ = 1, i.e. around the middle of the allowed range.
8 Quantifying Systematic Errors
The phase angle PDF method has not been previously analysed for the impact of systematics on
it have not been previously considered. In this section we assess the robustness of our results
with respect to possible sources of systematic error. First we consider the sensitivity of our results
to the fit of the unabsorbed continuum level (§ 8.1), then we determine how sensitive we are to
assumptions made about the the spectral resolution (§ 8.2) and on our knowledge of the noise
level (§ 8.3). In § 8.4 investigate the impact of metal lines and LLS in decreasing the transverse
coherence of the Lyα forest in quasar pairs, and determine how how much our results would
change if the assumed abundance of these contaminants is varied.
8.1 Continuum Fitting
Phase differences are insensitive to the normalization of the flux, and this fact led us to argue that
they are robust against uncertainties in our continuum fitting. This statement would be mathemati-
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cally exact if continuum error could be described as simply a multiplicative uncertainty in the flux
normalization. However, in realistic spectra the true underlying continuum may have emission
lines or a different slope than the one estimated by continuum fitting, but as long as these features
affect scales larger than the largest modes we analyse (v & 1500 km/s) we expect little effect on
the phase angle PDF. To prove this explicitly we adopt a conservative approach: we calculate the
phase angle PDF directly from the observed flux without fitting the continuum of the spectra at all.
We then compare the results with the standard case of continuum-normalized spectra. The results
are shown in Fig. S6 for our redshift bin at z = 2. The agreement between the non-normalized flux
and the standard continuum-normalized case is clear at all r⊥ and k (binned as in Fig. S3). The
differences between the best-fit wrapped-Cauchy distributions, plotted as the solid lines are even
smaller. The only significant discrepancy occurs in a single bin (rperp = 250 kpc, k = 8.9 × 10−3
s/km, top center), which may be caused by a strong feature at large scales in the non-normalized
continuum of a spectrum. This difference is however smaller than the statistical error indicated by
the errorbars.
8.2 Resolution
In § 3 we described how we used the line-of-sight flux power spectrum from a distinct sample of
high-resolution quasar spectra to calibrate our resolution estimate. In this section we present a test
to show that our results are not significantly impacted by the exact value of the resolution that we
assume. This test is performed by repeating the measurement after varying our assumptions on
the spectral resolution, exploring the cases where it is chosen to be 10% higher or lower then the
default value we adopted.
The results of this resolution test are illustrated in Fig. S7. The bias in λP resulting from
the resolution correction are in all cases a tiny fraction of our statistical errors. We calculate the
differences between the median of the posterior distribution of λP in the default run and in these
two test runs. We choose the the larger of these two differences as our estimate for the error
associated with our uncertain knowledge of the resolution, which amounts to less than 1% for all
redshift bins (Table S2). These errors are an order of magnitude smaller than the purely statistical
uncertainties, which we quantify as the difference ∆+1σλP = λP,84 − λP,50 between the 84th
percentile and the median of the posterior distribution of λP , and the difference∆−1σλP = λP,50−
λP,16 between the median and the 16th percentile (the relevant percentile values are listed for all
redshift bins in Table S2). We therefore conclude that our measurement is not substantially affected
by our lack of knowledge of the exact value of the spectral resolution. This partly follows from the
mathematical properties of phases that they are invariant under convolution of the function with
symmetric kernels (see RHW for more details). Furthermore, we are excluding from the analysis
the high-k Fourier modes beyond the resolution limit (see § 5.4). The possibility of narrowing the
dynamic range in order to exclude unresolved modes is one of the main motivations to adopt a
Fourier-space statistic.
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8.3 Noise
We adopt the same approach described in the previous section to quantify the impact of uncertain-
ties in our noise model on our results. In particular we want to understand the bias on λP we would
obtain if the noise model estimated by our data reduction pipeline is incorrect, which would result
in a systematic error in our forward-modelling procedure. If our estimates of the noise are too low,
the coherence of the quasar pairs in our models would be higher than they actually are in reality.
As a consequence, the lower coherence of the data relative to the (incorrectly modelled) more co-
herent models would be interpreted as a smaller pressure smoothing scale. To quantitatively assess
the magnitude of this effect, we repeat the phase analysis under the assumption that the noise level
is 10% higher or lower than the value estimated by our data reduction pipeline.
The results are shown in Fig. S8. The discrepancy caused by varying the noise by 10% from
the pipeline estimates differs substantially in the four redshift bins. This is caused by the variation
in the signal-to-noise ratio within the data sample. Although the lower redshift quasar pairs in
our sample tend to be brighter on average, the spectrograph throughputs degrade rapidly toward
the UV and the signal from the Lyα forest is weaker at lower redshift. There is therefore no
reason to expect a clear redshift trend. Similar to the previous section, we estimate the associated
uncertainties as the highest of the two differences between the median values of the posterior
distribution of λP in the ±10% test runs and the default case, at each redshift. The values are
reported in the fifth column of Table S2. The highest variations (9.9% and 4.7%) occur at z = 2
and z = 3, respectively, while at z = 2.4 and z = 3.6 the estimated uncertainty is below the
percentage level.
8.4 Metal Lines and Lyman Limit Systems
The last systematic we need to address is the contamination due to metal lines and LLSs. In our
default forward model both of these components are added to the synthetic spectra as described in
§ 5.3. In Fig. S9 we present the resulting posterior distributions for λP when one or both of these
contaminants are neglected, compared to the default case where they are fully taken into account.
It demonstrates that the pressure smoothing scale is significantly underestimated if this effect is
not modelled, and the precision is overestimated. The effect is similar but smaller if only one of
the two type of contaminants is considered, as shown by the posterior distribution of λP when only
LLS or metal lines are included.
We reiterate that we add these contaminants to simulated pairs in a completely random uncor-
related fashion, whereas in reality, given the small impact parameters probed by our quasar pair
sight lines, metals and LLSs could be significantly auto-correlated (48, 49, 79), and LLSs may
also cross-correlate with the Lyα forest absorption (80). If such correlations exist in reality and
are strong enough to influence the phase coherence, it would make the real quasar pair data more
coherent compared to our models, where we have assumed a maximally incoherent distribution of
metals and LLSs. In that case the mismatch between metal and LLS coherence in the data relative
to the model, would be interpreted as a higher pressure smoothing scale in the data, i.e. we would
overestimate λP .
To quantify the impact of our treatment of metals and LLSs on our results we modify our
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forward modelling procedure, increasing the respective abundance of metals and LLS by 20%.
The posterior probability distribution for λP obtained from our MCMC is then compared to our
default forward model, analogous to our treatment of resolution and noise in the the previous
sections.
To increase the LLS abundance, we simply scale the factor lz0 in eqn. S28 up by 20%. In this
way we increase the occurrence of LLS at all column densities by the same amount. Metal line
contamination is artificially enhanced as follows. As described in § 5.3, metals are injected into our
spectra by sampling co-eval spectral segments of lower-z quasars, for which the metal lines are not
blended with the Lyα forest. In practice, only a fraction of these spectral segments contain metal
lines. To increase the metal line abundance in our mock spectra, we simply artificially increase the
probability of picking a segment with metal lines by 20%. On average this procedure increases the
abundance of metal lines in the models by the desired amount. The results are shown in Fig. S9
and summarized in the last two columns of Table S2.
The variation on the estimated λP (i.e. the median of the posterior distribution) caused by a
change in metal or LLS abundance by 20% is in all case less than 10%, with a decreasing trend
towards high redshift. These discrepancies are taken as an estimate of the error associated with the
uncertainty on metal contamination and LLS. When added in quadrature to the purely statistical
uncertainty, they only contribute to the total error by a small amount.
8.5 Systematic Uncertainties: Summary
In this section we have tested the potential biases associated with uncertainties on spectral resolu-
tion, noise, metal contamination and LLS. In Table S2 we report all the corresponding errors we
estimated. These errors are always calculated as the difference between the median of the posterior
distribution of λP in the default case and the median in a test case where these effects are varied.
When we have two test cases where we vary the systematic in opposite directions (as done for the
noise and the resolution), we conservatively take the maximum of the two differences. We report
these uncertainties, organized by type and by redshift, in Table S2. In calculating the total error
(i.e. statistical+systematic, last column in Table S2), we add the systematic errors in quadrature
to the purely statistical uncertainties from the MCMC posterior for λP for our default case. The
latter are quantified as the difference ∆+1σλP = λP,84 − λP,50 between the 84th percentile and the
median of the posterior distribution of λP , and the difference∆−1σλP = λP,50−λP,16 between the
median and the 16th percentile. The impact of systematic errors is illustrated by the black exten-
sions to the statistical errorbars (red) shown in Fig. 4 of the main text, which have been calculated
in this way.
9 The Smoothing Scale in Hydrodynamical Simulation
As we discussed in § 5.1, we opt for a more flexible semi-numerical model of the thermal state
of the IGM based on collisionless dark-matter only simulations to conduct our data analysis. The
reason for this is that it is a great computational challenge to simulate the full set of thermal
histories that could give rise to a large range of pressure smoothing scale that the data analysis
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requires. In this section we discuss an ensemble of full hydrodynamical simulations that we run.
Our approach is to treat the hydro simulation as a mock dataset, and then run our phase angle PDF
method on the hydro simulations to infer the smoothing scale in the context of the DM models.
We show that there is a tight relation between the semi-numerical pressure smoothing scale in the
DM models, and the analogous scale in the hydro simulation. This forms the basis for Fig. 4 in
the main text, where we applied the phase angle PDF method to a set of hydro simulations, and we
provide the details of how that Figure was constructed.
9.1 Hydrodynamical Simulations
For the hydrodynamics simulations, we use Nyx, an N-body/gas dynamics code for large-scale
cosmological simulations (81, 82). It follows the temporal evolution of dark matter gravitationally
coupled to an inviscid ideal fluid in an expanding universe. The gas dynamics are evolved using
a finite volume approach on a three-dimensional Eulerian grid. Dark matter is represented as
discrete particles moving under the influence of the gravitational field. The same mesh structure
that is used to update fluid quantities is also used to compute the gravitational field and to evolve
the particles via a particle-mesh method. Adaptive mesh refinement (AMR) can be used for the
hydrodynamics and self-gravity solver. However, to model Lyman-alpha absorption, it is most
important to correctly describe the thermodynamic state of the IGM at relatively low densities,
from below the cosmic mean, to about ten times the mean density. Because these are vast regions
of the universe, employing AMR to resolve them does not provide a significant advantage. In
addition, these regions are devoid of galaxies, thus physical processes related to galaxy formation
are not expected to play a significant role in determining thermal state of the IGM (6). For these
reasons, we do not use the AMR capability in these runs. The simulations we run are periodic-
boundary cubes, 20 Mpc/h on a side, with 10243 cells, resulting in approximately 20 kpc/h cell
size. This box size and resolution are chosen in order to achieve convergence in the low density
IGM (82). In addition, we have verified that the phase angle PDF determined from pairs of spectra
is converged in simulations of this resolution, and that it is insensitive to the box size. In these
simulations we use the following cosmological parameters, consistent with the latest cosmological
constraints from the CMB (83): Ωm = 0.3192,Ωb = 0.04964,ΩΛ = 0.6808, h = 0.67038 and
σ8 = 0.826. Note that these parameters are slightly different than those used in the dark-matter
simulations described in § 5.1. In any case, changes in the dark-matter models only affect the
definition of λP , not its physical interpretation and its connection to the thermal history which is
instead calibrated on hydrodynamical simulation, as it will become clear in section § 9.2. In any
case, the sensitivity of our results to the cosmological parameters is weak, as shown in § 9.4.
As described in (81, 82), our simulations account for the radiative heating and cooling via
source terms in the energy equations. The gas in the simulations is assumed to be optically thin
and in ionization equilibriumwith a spatially uniform ultraviolet background (UVB), which results
from the collective emission of galaxies and quasars. In this work, we use photoionization and
photoheating rates from the (26, HM12, see Fig. S10) synthesis model which results in an IGM
which is already heated up to T ∼ 104 K at z = 15 (17), which is also the de facto redshift of
reionization in simulations where the HM12 photoionization and photoheating rates are employed.
To study the impact of thermal and reionization history on the pressure smoothing scale, we also
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consider models where the photoheating and photoionization rates are set to zero beyond some
given zreion . At zreion the HM12 uniform UVB and photoheating rates are then switched on, and
used for the rest of the time evolution. In the main text we compare our results with the standard
HM12 model, a model where the reionization redshift is zreion = 7 (late reionization heating) and
one where the heating rates are increased by a factor A = 3, to test whether a increased-heating
scenario might be consistent with the temperature measurements from (29). Rescaling heating
rates is a standard phenomenological approach for modelling the thermal history, which was first
adopted in (84). Further details of the three simulations we run are specified in Table S3.
We analyzed a set of 13 hydrodynamical simulations, where a wider range of heating parame-
ters and reionization redshifts are explored, resulting in a larger variation of the pressure smoothing
scale. Beside the rescaling factor of the heating rates A and the reionization redshift zreion, we also
consider models where the heating depends on density according to ∆B (27), with B being a free
parameter. The parameters of this set of simulations are reported in Table S4. This allows us to
better characterize the relation between the parameters of the thermal history in hydrodynamical
models and the smoothing scale of the IGM measured with phase differences and defined in our
semi-numerical dark-matter models.
9.2 Phase Analysis of the Hydrodynamical Simulations
In this section we describe how we apply the phase angle PDF method to a set of mock quasar pairs
drawn from the hydrodynamical simulations. The goal is to characterize the pressure smoothing of
the IGM in the hydrodynamical models using the transverse coherence of phases, consistent with
what we have done with the observational data. This establishes the foundation for a meaningful
comparison between our measurement and the predictions of the hydrodynamical simulations we
run.
As explained in § 5.1, the phase angle PDF analysis is calibrated on a set of semi-numerical
models where the smoothing is imposed by convolving the dark matter density distribution with an
approximately-Gaussian kernel. This approximation allows us to relate an observable, namely the
distribution of phase differences in quasar pairs, to a definition of smoothness in the density field
(λP ). Since this relation is used to characterize the observational results described in the main text,
we apply it to the Lyα forest skewers drawn from the the hydrodynamical simulations in order to
define the pressure smoothing scale of the different hydro simulations that we consider.
Schematically, the procedure we adopt can be described as follows:
• We draw 10,000 synthetic pairs of skewers from the hydrodynamical simulation, choosing
separations in multiples of the grid spacing 27.9 kpc, for a total path length of 140 Gpc. This
constitutes our mock (noiseless) dataset.
• We calculate phase differences for all the pairs in the mock sample, imposing the same limits
on the dynamical range as in the data (k < 0.1 s/km).
• We evaluate the likelihood of the obtained set of phases using the probability distributions
predicted by our grid of DM-based models at the same transverse separations.
36
• The pressure smoothing scale of the simulation is defined as the pressure smoothing scale
λP of the maximum-likelihood DM model. To achieve better precision we use Gaussian
processes to interpolate the likelihood in parameter space.
We repeated this method for all three simulations listed in Table S3 and at all four redshift bins.
Simulations snapshots are approximately drawn from the central redshift of the four measured
bins, more precisely at z = 2, 2.4, 3.0, 3.6. These values are used to determine the simulation
predictions between z = 2 and z = 3.6 in Fig. 4. Below we explain how we extrapolate these
prediction to higher and lower redshift.
9.3 Definition of the Pressure Smoothing Scale in Hydrodynamical Simula-
tions
Whereas T0 and γ can be easily estimated by fitting the temperature-density distribution with a
power law, defining the pressure smoothing scale in hydrodynamical simulations is not trivial. The
gas density power spectrum does not exhibit a sharp pressure smoothing cutoff, because dense
gas in collapsed halos dominates the small-scale power masking pressure smoothing effects (5).
A possible solution has been proposed in (5), where they define a new quantity, the real-space
Lyα flux Freal, which naturally suppresses the impact of this dense gas, and is thus robust against
the poorly understood physics of galaxy formation, revealing pressure smoothing in the diffuse
IGM. The Freal field is calculated as the transmitted flux of Lyα photons in the fluctuating Gunn-
Petersson approximation, defined by
Freal(x) = exp
[
− 3λ
3
αΛα
8πH(z)
nHi
]
(S32)
where λα = 1216A˚ is the rest-frame Lyα wavelength, Λα is the Einstein A coefficient of the
transition,H(z) is the Hubble parameter and nHi(x) is the neutral hydrogen number density at the
point x. In the optically-thin regime, where nHi ∝ ρ2 this is a non linear transformation of the
density field that suppresses high densities, but preserves isotropy.
In (5) it is shown that Freal power spectrum is accurately described by a simple fitting function
with cutoff at λP,sim:
∆F (k) = Ak
n exp[−(kλP,sim)2], (S33)
where A, n and λP,sim are the free parameters. This characterization allows a rigorous quantifi-
cation of the pressure smoothing in hydrodynamical simulations. They have also shown that the
value of λP,sim is strictly dependent on the thermal history, confirming its physical origin from the
pressure smoothing of the baryons.
It is natural to consider the relation between this definition of pressure smoothing and the
one coming from the phase angle PDF analysis described in § 9.2, where the pressure smoothing
scale is determined by applying our phase-angle PDF method, calibrated with semi-numerical
dark matter models, to pairs of Lyα forest skewers drawn from hydrodynamical simulations. A
strong correlation between the two would be a convincing argument that our dark-matter based
modeling approach is actually measuring the small-scale coherence of the baryon density field,
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which is determined by the thermal history of the gas. To verify this, we apply our phase angle
PDF analysis to the extended set of 13 hydrodynamical simulations described in Table S4. We
use the phase angle PDF analysis method described in § 9.2 to ’measure’ λP for each simulation
model. We then compute the 3D power spectrum of Freal in each of these hydrodynamical models.
The expression in eqn. S33 is fitted to these power spectra, providing an estimate of λP,sim for each
model.
At the end of this procedure we have a set of values of λP (from phases and DMmodeling) and
of λP,sim (from the fit of the Freal power spectrum in hydro simulations) for all of the thermal mod-
els. We show a comparison of these two quantities at z = 3 in Fig. S11. There is a clear monotonic
trend between the two measures of pressure smoothing, and an almost one-to-one relation with a
scatter of less than 5% (see Table S4 and Fig. S11), indicating that they are a proxy for the same
physical quantity. Hence we argue that the properties of λP,sim analysed in (5) are shared by λP .
In particular this demonstrates the sensitivity of our measured value of λP to the thermal history
of the IGM.
We perform a linear fit of the relation between λP and λP,sim at the four redshifts used for
our measurement. We then assume that the fitted functions at z = 2 and z = 3.6 are a good
approximation for λP (λP,sim) at redshift lower and higher than the four bins, respectively. In this
way we can use the values of λP,sim determined at each snapshot of the simulations in order to
extrapolate the model predictions for λP . This is done purely for illustrative purposes, as we
do not have a measurement to compare with outside of the redshift interval probed by our data
z ∈ [1.8, 3.9]. These extrapolations are shown in Fig 4 for redshifts z < 2 and z > 3.6.
9.4 Convergence and Sensitivity to Cosmological Paramaters
In this section we quantify the level of convergence of the pressure smoothing scale in hydrody-
namical simulations with respect to resolution and box size, and also investigate its dependence
on the cosmological parameters. We will focus here on the hydrodynamical runs because the dark
matter simulation (described in § 5.1) has both a higher resolution and a larger size, and its resolu-
tion convergence criteria were already tested in (16).
Our approach is to apply exactly the same procedure described in § 9.2 in order to estimate
λP for a suite of simulations where resolution, box size, or cosmological parameters are varied,
and then compare the results with the value of the default hydrodynamical simulations that we
compared to our data. All tests are performed at z = 3.
9.4.1 Resolution Convergence
The resolution convergence test is performed on three simulations in a 10 Mpc/h box. The default
setting is represented by a run with 5123 cells, which has the same cell size of our standard boxes
(lc =19.5 kpc/h). We then have two boxes with 256
3(lc = 39.1 kpc/h) and 1024
3(lc = 9.8 kpc/h)
cells. The initial conditions and thermal histories are the same in the three cases. The cosmology
is different than the one employed in our thermal grid (§ 9.1), as these models were run with
cosmological parameters consistent with the Wilkinson Microwave Anisotropy Probe (WMAP)
7-year data (85): Ωm = 0.275,Ωb = 0.046,ΩΛ = 0.725, h = 0.702 and σ8 = 0.816.
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The relative discrepancy of λP (with respect to the default run) as a function of the cell size cl
is shown in the left panel of Fig. S12. While the lowest-resolution run is clearly not converged, the
discrepancy between the default and the high-resolution simulations is approximately 3%, which
is an order of magnitude lower than our statistical errors.
9.4.2 Box Size Convergence
We examine four hydrodynamical models with box size L = 10, 20 (reference value) , 40, 80
Mpc/h and number of cells n = 5123, 10243, 20483, 40963, respectively, such that the resolution
is kept constant. All four runs have the same thermal history and cosmology. The differences of
λP relative to the fiducial run are are reported in the central panel of Fig. S12. The simulations
employed in our analysis are run in a 20 Mpch/ box, which according to this test is converged at
5% level with respect to the 80 Mpc/h box run.
9.4.3 Sensitivity to Cosmological Parameters
To investigate sensitivity to cosmological parameters, we study three simulations in boxes of 20
Mpc/h and 10243 cells. The reference run (labelled as C009 in Fig. S12) is the A1B0 model of
the thermal grid presented in Table S4, with fiducial values for the cosmological parameters (see
§ 9.1). The other two models have the exact same thermal histories and their initial conditions
were created using the same random seeds, but were run using the following cosmologies: Ωm =
0.298,Ωb = 0.048,ΩΛ = 0.702, h = 0.686, σ8 = 0.873, ns = 0.974 (cosmology ’C002’); Ωm =
0.333,Ωb = 0.052,ΩΛ = 0.667, h = 0.658, σ8 = 0.757, ns = 0.971 (cosmology ’C015’). These
two models were selected from the Planck posterior distribution in order to produce conservatively
large differences (around 5-σ) in the linear power spectrum compared with the mean value, used
in the default case (C009).
The main effect of the cosmological parameters is modifying the relation between real-space
and velocity-space separations via H(z). This means that the same smoothing scale λP affects
different Fourier modes of the velocity space in different cosmologies, hence the uncertainty on
the cosmological parameters propagates to an uncertainty on λP . This uncertainty is illustrated by
the differences in λP for the three model plotted in the right panel of Fig. S12. Large variations
(5-σ) within the Planck posterior distribution (83) allow for shifts of ∼ 6% in the values of λP .
A second cosmological effect is the change in angular distance, which sets the relation between
angles in the sky and physical separations between the sight lines. However we have checked that
the change induced on transverse separations are significantly below 1%, for the considered set of
cosmologies.
In conclusion, the achieved level of convergence of λP with respect to resolution and box
size is around 5%, which is also comparable to the change induced by varying the cosmological
parameters within the current observational constraints. When added in quadrature to the statistical
error estimated in § 8, these effects does not substantially contribute to the overall uncertainty.
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10 Data and Code Release
The quasar pair data analyzed in this work can be retrieved online from public archives. All files
relative to XSHOOTER observations are stored at the European Southern Observatory archive
(www.archive.eso.org) and exposure frames for ESI and LRIS pairs can be found at the Keck
repository (www2.keck.hawaii.edu/koa/public/koa.php). We have made the MagE data available
at the University of Cambridge data repository (www.repository.cam.ac.uk/handle/1810/262888).
Simulated spectra from the hydrodynamical simulations and velocity/density sight lines from
the dark-matter simulations (which can be used to calculate the Lyman alpha flux for any thermal
model) have been published in a dedicated Zenodo repository (http://doi.org/10.5281/zenodo.290181).
There we also provide the configuration file to obtain the same initial conditions used for the hydro-
dynamical models described in § 9.1. The hydrodynamical code used for such models is available
at https://github.com/BoxLib-Codes/Nyx. Useful codes for the post-processing of simulations and
for the statistical analysis employed in this work are also available at https://github.com/arorai/QSO-
pairs-IGM-smoothing.
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Table S1: List of the analyzed segments of overlapping Lyα forest in the pair sample. The table columns are:
zbg: redshift of background quasar; zfg: redshift of the foreground quasar; zmin: minimum redshift of the segment; zmax: maximum redshift
of the segment; ψ angular separation between foreground and background quasar (arcsec); r⊥: impact parameter at the mean redshift of the
segment (comoving kpc); R: mean FWHM resolution in the segment (km s−1); S/Nbg/fg: mean signal-to-noise ratio per Angstrom in the
segments (background and foreground).
Name zbg zfg zmin zmax ψ [”] r⊥[kpc] Instrument R[km s
−1] S/Nbg/fg
SDSS J000450.90-084452.0
SDSS J000450.66-084449.6
3.00 3.00 2.45 2.69 4.3 127 XSHOOTER 30 25.1/11.4
SDSS J000450.90-084452.0
SDSS J000450.66-084449.6
3.00 3.00 2.82 2.91 4.3 133 XSHOOTER 30 34.4/12.9
SDSS J005408.47-094638.3
SDSS J005408.04-094625.7
2.12 2.12 1.80 2.02 14.1 352 LRIS 171 142.7/30.0
SDSS J011707.52+315341.2
SDSS J011708.39+315338.7
2.64 2.62 2.33 2.55 11.3 322 ESI 64 31.5/20.2
SDSS J025049.09-025631.7
SDSS J025048.86-025640.7
2.84 2.82 2.32 2.47 9.6 271 ESI 48 21.2/36.9
SDSS J033237.19-072219.6
SDSS J033238.38-072215.9
2.11 2.10 1.80 2.01 18.1 450 LRIS 171 19.5/19.0
SDSS J073522.43+295710.1
SDSS J073522.55+295705.0
2.08 2.06 1.80 1.99 5.4 135 LRIS 172 61.5/39.9
SDSS J081329.49+101405.2
SDSS J081329.71+101411.6
2.08 2.06 1.80 1.99 7.1 177 LRIS 173 20.9/17.2
SDSS J091338.97-010704.6
SDSS J091338.30-010708.7
2.92 2.75 2.35 2.65 10.8 311 XSHOOTER 69 45.7/24.6
SDSS J092056.24+131057.4
SDSS J092056.01+131102.7
2.43 2.42 2.06 2.35 6.2 168 MAGE 62 25.7/37.6
SDSS J093747.24+150928.0
SDSS J093747.40+150939.5
2.55 2.54 2.18 2.47 11.7 326 MAGE 51 10.9/14.4
SDSS J093959.41+184757.1
SDSS J093959.02+184801.8
2.82 2.73 2.46 2.65 7.2 209 ESI 64 17.4/21.4
SDSS J101201.68+311348.6
SDSS J101201.77+311353.9
2.71 2.70 2.36 2.62 5.4 156 ESI 64 31.9/12.0
SDSS J102116.98+111227.6
SDSS J102116.47+111227.8
3.85 3.83 3.15 3.32 7.4 240 ESI 64 58.4/25.6
SDSS J102116.98+111227.6
SDSS J102116.47+111227.8
3.85 3.83 3.36 3.47 7.4 246 ESI 64 53.3/23.0
4
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Name zbg zfg zmin zmax ψ [”] r⊥[kpc] Instrument R[km s
−1] S/Nbg/fg
SDSS J102116.98+111227.6
SDSS J102116.47+111227.8
3.85 3.83 3.49 3.67 7.4 251 ESI 64 60.3/29.8
SDSS J111610.69+411814.4
SDSS J111611.74+411821.5
3.00 2.94 2.49 2.63 13.8 402 ESI 64 14.6/33.5
SDSS J111610.69+411814.4
SDSS J111611.74+411821.5
3.00 2.94 2.72 2.86 13.8 419 ESI 64 17.5/44.2
SDSS J114958.26+430041.3
SDSS J114958.49+430048.4
3.27 3.27 2.85 3.18 7.5 237 ESI 48 94.2/17.3
SDSS J120416.69+022111.0
SDSS J120417.47+022104.7
2.53 2.44 2.02 2.36 13.3 357 MAGE 62 19.2/28.5
SDSS J122545.24+564445.1
SDSS J122545.73+564440.7
2.39 2.39 1.90 2.31 6.1 159 LRIS 163 13.3/34.1
SDSS J140502.41+444754.4
SDSS J140501.94+444759.9
2.22 2.20 1.80 2.03 7.4 186 LRIS 173 14.0/50.9
SDSS J142023.77+283106.6
SDSS J142023.80+283055.7
4.31 4.29 3.54 3.90 10.9 375 ESI 64 20.8/14.9
SDSS J142758.74-012136.2
SDSS J142758.89-012130.4
2.35 2.27 1.87 2.02 6.2 157 MAGE 62 21.8/16.2
SDSS J142758.74-012136.2
SDSS J142758.89-012130.4
2.35 2.27 2.04 2.20 6.2 165 MAGE 62 28.6/23.8
SDSS J154110.40+270231.2
SDSS J154110.37+270224.8
3.63 3.62 3.36 3.52 6.4 213 ESI 64 10.2/13.7
SDSS J161302.03+080814.3
SDSS J161301.69+080806.1
2.39 2.38 1.90 2.31 9.6 253 MAGE 62 31.9/18.3
SDSS J162210.11+070215.3
SDSS J162209.81+070211.5
3.26 3.23 2.77 3.05 5.8 180 ESI 64 116.0/18.0
SDSS J221427.03+132657.0
SDSS J221426.79+132652.3
2.01 2.00 1.80 1.93 5.8 144 LRIS 173 40.2/42.5
SDSS J230044.52+015552.1
SDSS J230044.36+015541.7
2.95 2.91 2.38 2.68 10.7 310 MAGE 51 11.9/21.7
4
2
Table S2: Potential sources of errors we have considered in our measurement. From left to right, the
columns are the central redshift of each bin, the median value of the posterior distribution of λP , the 16% and
84% percentiles of the posterior distribution of λP , the error on the median associated to noise, resolution,
metal contamination and Lyman-limit systems, and the 16% and 84% percentiles corrected for systematics
(see text for details). All columns except the first are in comoving kpc units.
z λP λP,16 λP,84 ∆λP,Noise ∆λP,Res ∆λP,Met ∆λP,LLS λ
syst
P,16 λ
syst
P,84
2.0 82.1 65.2 101.1 9.9 0.6 5.9 8.6 59.9 105.6
2.4 72.5 55.6 95.8 0.4 0.3 5.7 4.5 54.0 96.9
3.0 113.8 92.4 137.7 4.7 0.9 3.5 3.1 91.4 138.6
3.6 90.2 60.1 123.6 0.5 0.1 1.0 1.7 60.0 123.7
Table S3: Basic properties of the NYX simulations considered in this work. All simulations have 10243
dark-matter particles and grid cells, and all boxes have size of 20 Mpc/h. zreion is the redshift at which the
UV background and the photoheating are switched on, below which the IGM is assumed to be optically thin
and in ionization equilibrium; A is the factor by which the heating rates by (26) are rescaled; T0,z=3, γz=3
and λP,sim,z=3 are the temperature at mean density, the slope of the temperature-density relationship and
the Freal cut off at z = 3. λP,sim,z=3 is obtained from the fit of the real-flux power spectrum as in eqn. S33.
Name zreion A log T0,z=3 [K] γz=3 λP,sim,z=3 [kpc]
Standard model 15 1 4.03 1.57 79.1
Late reionization heating 7 1 4.03 1.58 66.5
Increased photoheating 15 3 4.32 1.57 106.5
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Table S4: Basic properties of the NYX simulations used to estimate the mapping relation between λP
and λP,sim. All simulations have 1024
3 cells and a box size of 20 Mpc/h. zreion is the redshift at which the
photoheating is switched on; A is the factor by which the heating rates by (26) are rescaled; B the index of
the heating-density relationship (see text) T0,z=3, γz=3 and λP,sim,z=3 are the temperature at mean density,
the slope of the temperature-density relationship and the Freal cut off at z = 3. λP,sim is obtained from the
fit of the real-flux power spectrum as in eqn. S33.
Name zreion A B log T0,z=3 [K] γz=3 λP,sim,z=3 [kpc]
A05Bm1 15 0.5 -1 3.85 1.00 54.8
A05B0z7 7 0.5 0 3.84 1.58 57.6
A1Bm1 15 1 -1 4.03 1.01 64.5
A05B0 15 0.5 0 3.84 1.57 65.1
A1B0z7 7 1 0 4.03 1.58 66.5
A1Bm05 15 1 -0.5 4.03 1.29 71.7
A2Bm1 15 2 -1 4.22 1.02 76.3
A1B0 15 1 0 4.03 1.57 79.1
A3Bm1 15 3 -1 4.33 1.02 84.7
A2Bm05 15 2 -0.5 4.22 1.29 86.5
A4Bm1 15 4 -1 4.41 1.01 91.4
A2B0 15 2 0 4.22 1.57 96.0
A3B0 15 3 0 4.32 1.57 106.5
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Figure S1: The distribution of our sample in redshift z and in transverse separation r⊥. Each black
line represents a segment of overlapping Lyα forest in a pair. The length of a segment depends on the
redshift difference between the two quasars and on the presence of DLAs or other contaminants that require
excluding part of the forest. The atmospheric cutoff sets a lower limit for all pairs at z ≈ 1.7. The lines are
curved because the impact parameter evolves with redshift converging toward us. The vertical red dotted
lines delimit the four redshift intervals to which we split the sample.
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Figure S2: Test of the resolution modeling using the power spectrum of the Lyα flux contrast in three
redshift bins. The noise power has been subtracted and a Gaussian resolution correction has been applied,
as described in the text. The red open pentagons are calculated from a sample of high-resolution spectra
observed with UVES and HIRES, and are used as a benchmark for the comparison with our data. The green
circles mark the power spectrum of the Lyα forest in our pair sample, assuming the nominal resolution of
the instrument, whereas for the blue squares we increased our assumed resolution by 20% . Uncertainties are
estimated via a bootstrap technique, but they are likely to be underestimated because the spectra are not all
statistically independent, as there is correlation of the Lyα forest power between the members of each pair.
Where possible, we use published measurements of the power spectrum (59) to verify the consistency of our
calculation at low-k (black circles). The power spectrum calculated from the pair sample is overall noisier,
as expected, than the high-resolution one. We find that assuming the nominal resolution of the instrument
overestimates the signal, indicating that the resolution is typically underestimated. A correction of 20% to
the resolution FWHM estimates accommodates the discrepancy between the power at an acceptable level,
and is taken as our standard assumption in the forward-modelling procedure.
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Figure S3: Comparison of the two phase calculation methods applied to data at z = 2: least square
spectral analysis (black squares) and rebinning on a regular grid to apply Fourier transformation (red dia-
monds). The best-fitting wrapped-Cauchy functions are shown as solid lines, with the same colors. The
distributions are derived by first calculating all the phase differences in the sample of pairs within the red-
shift range z ∈ 1.8 − 2.2, then subdividing them in nine sets according to the transverse separation r⊥ and
the wavenumber k, as described in the text. The two methods agree well in all cases, and the wrapped-
Cauchy fits are close to each other, implying that the phase distributions are statistically equivalent. This
demonstrates the robustness of the approximated method that we use to calculate phases.
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Figure S4: The main steps in our forward-modelling procedure. The upper panel shows the spectrum
of the quasar SDSS J111610.69+411814.4, observed with ESI. The zero level and the estimated noise are
marked in dashed red and green, respectively. Vertical dotted lines divide the spectrum in regions of 30
Mpc/h, which is the length of the box size of our N-body simulation on which our semi-numerical models
are based. The second panel shows in blue a simulated spectrum from one of these models, with λP = 85
kpc, T0 = 20000 K and γ = 1.6. In the third panel the synthetic spectrum is periodically replicated and the
optical depth of metal lines (red) and LLS (green) is added (we have chosen a particular sight line where
both contaminants are present for illustration purposes). In the fourth panel we show the extended spectrum
convolved with a Gaussian kernel with FWHM matched to the resolution of the spectrograph, which in this
case amount to 64 km s−1. In the last panel we add noise pixel by pixel according to the pipeline estimate
at each wavelength. The zero point of the velocity scale is arbitrarily set to the minimum redshift of the
segment (for the observed spectra) or to the edge of the box (for the simulations).
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Figure S5: Observed phase distributions. Black points: Phase difference PDF calculated from real data
calculated at redshift z = 2, 2.4, 3, 3.6 (from left to right and from top to bottom). In each of the four plots
the phase difference are binned in k and r⊥ (see text for the exact definition of the bins). The central values
of the r⊥ bins are reported at the top of each column, and the central values of the k bins are reported in the
legend of the left columns. Error bars are calculated assuming a Poisson distribution. Red histogram: the
phase difference PDF of the best-likelihood model, calculated after fully modelling noise, resolution and
contaminants, as described in the text.
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Figure S6: Effect of the uncertainty on continuum placement. The plot shows the phases of real data
calculated at redshift z = 2 with continuum normalization (black squares), or without continuum renormal-
ization. (blue diamonds). The corresponding wrapped-Cauchy best fits are shown as solid lines, matched by
color. We show the comparison for the same r⊥ and k bins as in Fig. S3. The distributions in the two cases
agree well, and the wrapped-Cauchy fits are in most cases close to each other, implying that the phase distri-
butions in the three cases are statistically equivalent. This demonstrates that the phase statistic is insensitive
to uncertainties in the continuum placement.
50
0 50 100 150
λJ [kpc]
0.000
0.005
0.010
0.015
0.020
0.025
p
(λ
J
)
z=2.0
0 50 100 150
λJ [kpc]
z=2.4
0 50 100 150
λJ [kpc]
z=3.0
0 50 100 150
λJ [kpc]
z=3.6
default
resolution-10%
resolution+10%
Figure S7: Impact of the uncertainty on resolution modeling. Posterior probability distribution for λP
under different assumptions regarding the resolution. The default run is shown in blue, where the FWHM is
rescaled to achieve a good match of the flux power spectrum, as explained in the text. The green and the red
curves show cases where the resolution is assumed to be 10% lower or higher, respectively. At all redshifts
the variation of the median value in the posterior distribution of the pressure smoothing scale is less than
1%, more than an order of magnitude smaller than the statistical error on λP . The exact values are reported
in Table S2.
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Figure S8: Impact of the uncertainty on noise modeling. Same as Fig. S7, but this time adjusting the
noise level in the simulated spectra by 10%. The variation of the median λP is different depending on the
redshift and on the data quality. The precise values are reported in Table S2.
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Figure S9: Effect of contaminants modeling. Posterior probability distribution for λP under different
assumptions regarding the properties of the contaminants. Our default run is represented by the blue line.
The cyan dot-dashed line represent the case where both metals and LLS are completely neglected. The
effect of metals alone is demonstrated by the violet dashed curve, where LLS are not included. Conversely,
the orange dotted lines show models containing only LLS contamination. Contamination in the models can
lead to underestimation of the smoothing scale if not corrected. We tested the stability of our results with
respect to the modelling of contaminants, by varying by 20% the abundance of metal lines (green curves) or
LLS (red). The consequent increase in the median value of the λP posterior distribution is at most 9% (see
text for a complete discussion).
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Figure S10: Photoheating rates per ion in our models for the species H I (black), He I (red dashed) and
He II (blue dotted) as a function of redshift in the HM12 model. These rates form the basis of the range of
thermal histories that we explore with our hydrodynamical simulations. In particular, in the late reionization
heating model presented in the main text the photoheating rates are the same for z ≤ 7 and set to zero for
z > 7, while in the increased heating model they are multiplied by three at all redshifts.
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Figure S11: Pressure smoothing in hydrodynamic simulations. The points show the relation between
the pressure smoothing scale λP,sim of the hydrodynamical simulation defined by the cutoff in the power
spectrum of Freal (x axis), and the scale λP derived by the phase analysis of a mock sample of pairs extracted
from the same simulations (y axis), calculated at z = 3. The dashed line represents a polynomial fit to the
distribution. The legend lists simulations from Table S4, sorted in increasing order of λP,sim, such that the
points appear left to right in the plot.
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Figure S12: Results of the convergence tests. All the plotted values of λP are calculated at z = 3 via a
phase analysis of synthetic pair spectra, as described in § 9.2. Panel A, resolution test: Relative difference
in λP with respect to the default run (marked by a vertical dashed line) as a function of the cell size lc for
three simulations in a 10-Mpc/h box. Panel B, box size test: relative difference in λP as a function of the
box size Lbox. The default run, marked by the vertical dashed line, has a box size of 20 Mpc. The resolution
of the four simulation is kept constant by choosing the appropriate number of cells. Panel C, cosmology
dependence: sensitivity of the estimated λP to the cosmological parameters relative to the fiducial model
(C009, blue dashed line). The three points represent three models in which cosmological parameters are
varied consistently with the current observational constraints (see text for details).
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Figure S13: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J000450.90-084452.0
(panel A) and SDSS J000450.66-084449.6 (panel B).
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Figure S14: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J005408.47-094638.3
(panel A) and SDSS J005408.04-094625.7 (panel B).
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Figure S15: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J011707.52+315341.2
(panel A) and SDSS J011708.39+315338.7 (panel B).
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Figure S16: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J025049.09-025631.7
(panel A) and SDSS J025048.86-025640.7 (panel B).
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Figure S17: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J033237.19-072219.6
(panel A) and SDSS J033238.38-072215.9 (panel B).
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Figure S18: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J073522.43+295710.1
(panel A) and SDSS J073522.55+295705.0 (panel B).
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Figure S19: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J081329.49+101405.2
(panel A) and SDSS J081329.71+101411.6 (panel B).
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Figure S20: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J091338.97-010704.6
(panel A) and SDSS J091338.30-010708.7 (panel B).
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Figure S21: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J092056.24+131057.4
(panel A) and SDSS J092056.01+131102.7 (panel B).
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Figure S22: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J093747.24+150928.0
(panel A) and SDSS J093747.40+150939.5 (panel B).
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Figure S23: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J093959.41+184757.1
(panel A) and SDSS J093959.02+184801.8 (panel B).
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Figure S24: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J101201.68+311348.6
(panel A) and SDSS J101201.77+311353.9 (panel B).
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Figure S25: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J102116.98+111227.6
(panel A) and SDSS J102116.47+111227.8 (panel B).
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Figure S26: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J111610.69+411814.4
(panel A) and SDSS J111611.74+411821.5 (panel B).
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Figure S27: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J114958.26+430041.3
(panel A) and SDSS J114958.49+430048.4 (panel B).
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Figure S28: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J120416.69+022111.0
(panel A) and SDSS J120417.47+022104.7 (panel B).
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Figure S29: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J122545.24+564445.1
(panel A) and SDSS J122545.73+564440.7 (panel B).
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Figure S30: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J140502.41+444754.4
(panel A) and SDSS J140501.94+444759.9 (panel B).
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Figure S31: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J142023.77+283106.6
(panel A) and SDSS J142023.80+283055.7 (panel B).
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Figure S32: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J142758.74-012136.2
(panel A) and SDSS J142758.89-012130.4 (panel B).
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Figure S33: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J154110.40+270231.2
(panel A) and SDSS J154110.37+270224.8 (panel B).
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Figure S34: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J161302.03+080814.3
(panel A) and SDSS J161301.69+080806.1 (panel B).
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Figure S35: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J162210.11+070215.3
(panel A) and SDSS J162209.81+070211.5 (panel B).
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Figure S36: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J221427.03+132657.0
(panel A) and SDSS J221426.79+132652.3 (panel B).
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Figure S37: Spectra from the pair sample as in Fig. 1 of the main text, but for SDSS J230044.52+015552.1
(panel A) and SDSS J230044.36+015541.7 (panel B).
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