Distribution exacte du score local, cas Markovien by Mercier, Sabine & Hassenforder Chabriac, Claudie
Distribution exacte du score local, cas Markovien
Sabine Mercier, Claudie Hassenforder Chabriac
To cite this version:
Sabine Mercier, Claudie Hassenforder Chabriac. Distribution exacte du score local, cas
Markovien. Comptes rendus de l’Acade´mie des sciences. Se´rie I, Mathe´matique, Elsevier,
2003, 336 (10), pp.863-868. <hal-00717186>
HAL Id: hal-00717186
https://hal.archives-ouvertes.fr/hal-00717186
Submitted on 12 Jul 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Distribution Exacte du Score Local, Cas Markovien
Sabine MERCIER, Claudie HASSENFORDER
Universite´ de Toulouse II, Equipe GRIMM,
Dpt Math-Info, UFR SES,
31 100 Toulouse cedex 9, France.
Tel.: 05-61-50-40-22
Fax : 05-61-50-41-73
E-mail: mercier@univ-tlse2.fr, chabriac@univ-tlse2.fr
Re´sume´.
Soit X = (Xk)k≥1 une suite de variables a` valeurs dans {−v, ..., 0, ...,+u}. On
de´finit le score local d’une se´quence par Hn = max1≤i≤j≤n
(∑j
k=i
Xk
)
. Le score
local est utilise´ notamment dans l’analyse des se´quences biologiques afin de mettre
en e´vidence des re´gions de se´quences ayant des proprie´te´s biologiques inte´ressantes.
La signification statistique des scores locaux calcule´s permet alors de mettre en
e´vidence ce qui est re´ellement inte´ressant et il est donc ne´cessaire de connaˆıtre la
distribution du score local. Nous e´tablissons ici la loi exacte du score local dans le
cas ou` la suite des Xi est une chaˆıne de Markov d’ordre 1.
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Exact Distribution for the Local Score of a Markov Chain.
Abstract. Given a sequence X = (Xk)k≥1 of random variables taking values in
{−v, ..., 0, ...,+u}, let’s define the local score of the sequence by Hn =
max1≤i≤j≤n
(∑j
k=i
Xk
)
. The local score is used to analyze biological sequences
pointing out regions of the sequences with interesting biological properties. In or-
der to separate randomly events from really interesting segments, we establish here
the distribution of the local score of Hn when the sequence X is a Markov chain of
order 1.
Abridged English Version
1. Introduction
Human Genome Project started in 1990, focusing on developing tools used to analyze the nu-
merous biological sequences filling data banks. In order to point out segments with interesting
biological properties, each component of the sequence is assigned a numerical value representing
physicochemical properties as hydrophobicity, antigeniticity, ... These values are called scales or
scores and are often used to analyze proteins. Let s(k) be the score of the k-th component of a
given sequence of length n. The local score is then defined by Hn = max1≤i≤j≤n
∑j
k=i s(k). Let’s
precise that the length of the segment which realizes the local score is not a priori known. The
statistical problem is to establish the distribution of the local score to separate random events from
really interesting segments. The distribution of Hn was already established when the sequence of
the scores X : X1, ..., Xn is modelized as a sequence of independent and identically distributed
random variables taking values in {−v, ..., 0, ...,+u}. See [6], [10] for asymptotic formula of the
distribution when the average score is non positive, and [11] for the exact distribution in any av-
erage score. Markov chain is a more adequate model for biological sequence analysis and we give
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here the distribution of Hn when X is a 1-order Markov chain.
2. Results
Let (Xk)k≥1 be a 1-order Markov chain of probability matrix Λ = (Λij)i,j∈Z and γ the initial
distribution. The Markov chains will be implicitly of order 1.
Let P =
(
P(i,j)(k,ℓ)
)
be a matrix such that (i, j) and (k, ℓ) belong to
(1) E = {0, ..., a} × {−v, ..., 0, ...,+u} with a ∈ N ,
and defined by
(2)


P(i,j)(0,ℓ) = Λjℓ if i+ j ≤ 0
P(i,j)(i+j,ℓ) = Λjℓ if 0 < i+ j ≤ a− 1
P(i,j)(a,ℓ) = Λjℓ if i+ j ≥ a
P(i,j)(k,ℓ) = 0 else
.
Theorem 1 The statistical significance of the local score Hn is given by
(∀a ≥ 0) P [Hn ≥ a] =
∑
j,ℓ
γj · P
n
(0,j)(a,ℓ).
Let Sk be the partial sums of the sequence X : S0 = 0 and Sk = X1 + ... + Xk. Let Tk be the
following stopping times : T0 = 0 and Tk+1 = inf{i > Tk;Si − STk < 0}. Consider the process U
defined by : U0 = 0 and for Tk ≤ j < Tk+1, Uj = Sj − STk . We have
Lemma 1 Uj = max(Uj−1 +Xj , 0) = (Uj−1 +Xj)
+ and Hn = max1≤k≤n Uk .
Let U∗ be the process stopped in a, with a ∈ N∗. We get U∗j = Uj if j < τa and U
∗
j = a if j ≥ τa
with τa = inf{j ≥ 1;Uj ≥ a}. And finally, let’s define the sequence Y by : Yn+1 = (U
∗
n, Xn+1) for
n ≥ 0.
Lemma 2 Y is a Markov chain with probability matrix P =
(
P(i,j)(k,ℓ)
)
(i,j) (k,ℓ)∈E
, and P(i,j)(k,ℓ) =
P [(U∗n = k) ∩ (Xn+1 = ℓ) | (U
∗
n−1 = i) ∩ (Xn = j)], determined in (2).
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Lemma 3 The distribution of U∗ is given by
P [U∗n = k] =
∑
j,ℓ
γj · P
n
(0,j)(k,ℓ) .
From Lemma 1, we deduce P [Hn ≥ a] = P [U
∗
n = a] and using Lemma 3 and the explicitation of
the P(i,j)(k,ℓ), Theorem 1 is proved. The determination of the P(i,j)(k,ℓ) is easy, using elementary
notions of Markov Chain Theory.
3. Conclusion and perspectives
Using both the exact distribution of Hn in i.i.d. and markovian case, we are going to compare these
two models with an empirical distribution calculated on real biological sequences. This comparison
will stand on exact formulas and thus will focus on the models only.
Version franc¸aise
1. Introduction
La biostatistique est une discipline en pleine expansion de meˆme que toutes les disciplines en rap-
port avec le ge´nome et les bases de donne´es de se´quences biologiques croissent de fac¸on exponen-
tielle. Nous sommes maintenant dans l’e`re de l’apre`s se´quenc¸age ou` l’information doit eˆtre extraite
de ces nouvelles donne´es. Un des objectifs du projet Ge´nome Humain, de´bute´ en 1990, consiste
a` de´velopper et a` ame´liorer les outils d’analyse de se´quences. Il existe actuellement de nombreux
outils permettant d’extraire de l’information de ces se´quences. Plusieurs portent sur l’analyse
de la structure primaire, c’est-a`-dire sur la connaissance de la succession des bases azote´es (ou
nucle´otides) ou des acides amine´s (pour les prote´ines), et de´terminent des profils de prote´ines ou
d’ADN a` partir d’e´chelles. Une e´chelle d’acides amine´s associe a` chaque type d’acides amine´s une
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valeur nume´rique e´galement appele´e score et de´termine´e expe´rimentalement ou statistiquement.
Les e´chelles d’acides amine´s les plus fre´quemment utilise´es sont les e´chelles d’hydrophobicite´ et
celles correspondant aux parame`tres de conformation de structure secondaire. Ces profils mettent
en e´vidence des parties ou segments de se´quences les plus ponde´re´es suivant l’e´chelle utilise´e. Soit
Hn le score local correspondant au score maximal observe´, en conside´rant tous les segments de la
se´quence de longueur n, a` n’importe quelle position, de toutes les longueurs possibles. Nous avons
Hn = max
1≤i≤j≤n
j∑
k=i
s(k) ,
avec s(k) le score du ke`me e´le´ment de la se´quence.
Afin de distinguer l’information pertinente du simple hasard, il est important d’e´tablir la signi-
fication statistique du score local. De nombreux travaux portent sur l’e´tablissement de la loi de
Hn, qui ne´cessite avant tout de de´finir un mode`le sur les se´quences biologiques, ou bien sur les
se´quences des scores correspondantes.
Soit doncX1...Xn une suite de variables ale´atoires a` valeurs dans {−v, ..., 0, ...,+u},−v et +u e´tant
respectivement les minimum et maximum de l’e´chelle choisie pour l’e´tude. Le cas ou` les variables
Xk sont inde´pendantes et identiquement distribue´es a fait l’objet de nombreux travaux. Voir par
exemple [12], [4] pour une revue des proble`mes et re´sultats sur le sujet. La distribution exacte du
score local a e´te´ e´tablie dans le cas i.i.d. dans [2] et [11]. Ce re´sultat a trois avantages par rapport
aux pre´ce´dents travaux portant sur la loi du score local. Le premier est duˆ au caracte`re exact du
re´sultat, contrairement aux approximations utilise´es jusque la`, [5], [6]. Le deuxie`me inte´reˆt, repose
sur le fait que le score moyen E(Xk) n’a pas besoin d’eˆtre ne´gatif. En effet, les travaux de Karlin
et al. [5], [6], de Mercier et al. [10] [9], ainsi que ceux de Waterman et al. se placent dans le cas
ou` l’espe´rance du score est ne´gative (on a alors Hn = O(lnn)), mais ne sont pas valables si cette
espe´rance est positive (dans ce cas Hn = O(n)). Le re´sultat de Daudin et al. [2], [11] est quant a`
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lui valable inde´pendamment du signe du score moyen. Enfin, un troisie`me aspect particulie`rement
inte´ressant concerne la longueur des se´quences e´tudie´es. En effet, les approximations de la loi du
score local sont asymptotiques par rapport a` la longueur des se´quences. Or, les prote´ines ont une
longueur moyenne de 350 acides amine´s et ne rentrent pas dans ce cadre asymptotique. Certes, le
caracte`re exact de [11] re´sout ce proble`me, mais l’imple´mentation du re´sultat sera d’autant plus
pre´cise et rapide a` obtenir (cumul d’arrondis de calculs) que les se´quences seront courtes.
Le but de cette note consiste a` e´tablir la loi de Hn dans le cas ou` les se´quences sont mode´lise´es par
une chaˆıne de Markov d’ordre 1. Nous travaillons directement sur la suite des scores c’est-a`-dire
sur des suites a` valeurs dans Z. La loi du score local dans le cas markovien est e´nonce´e dans le
The´ore`me 1. Les de´monstrations utilisent des notions e´le´mentaires de la the´orie des chaˆınes de
Markov.
Toutes les chaˆınes de Markov sont d’ordre 1, meˆme si cela n’est pas pre´cise´ chaque fois.
2. Re´sultats et de´monstations
Soit (Xk)k≥1 une chaˆıne de Markov d’ordre 1, de matrice de transition Λ = (Λij)i,j∈Z et de loi
initiale γ. Le score local de la suite (Xk) est de´fini par Hn = max1≤i≤j≤n
(∑j
k=iXk
)
. Soit
(3) E = {0, ..., a} × {−v, ..., 0, ...,+u} avec a ∈ N.
Introduisons la matrice P =
(
P(i,j),(k,ℓ)
)
, ou` (i, j) et (k, ℓ) sont dans E, de´fini par
(4)


P(i,j)(0,ℓ) = Λjℓ si i+ j ≤ 0
P(i,j)(i+j,ℓ) = Λjℓ si 0 < i+ j ≤ a− 1
P(i,j)(a,ℓ) = Λjℓ si i+ j ≥ a
P(i,j)(k,ℓ) = 0 sinon
,
Nous avons le re´sultat suivant
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The´ore`me 1 La signification statistique du score local Hn est donne´e par la formule suivante
(5) (∀a ≥ 0) P [Hn ≥ a] =
∑
−v≤j,ℓ≤+u
γj · P
n
(0,j)(a,ℓ).
De´monstration
Notons Sk les sommes partielles associe´es a` la suite des Xk : S0 = 0 et Sk = X1 + ... + Xk.
Conside´rons la suite des temps d’arreˆt Tk de´finie par : T0 = 0 et Tk+1 = inf{i > Tk;Si−STk < 0}.
Par de´finition des Tk, la suite des STk est strictement de´croissante, et les Tk sont appele´s les temps
successifs des records ne´gatifs.
Soit U la suite de´finie de manie`re re´currente par : U0 = 0 et pour Tk ≤ j < Tk+1, Uj = Sj−STk =
XTk+1+ ...+Xj . On a en particulier UTk = 0 pour tout k ≥ 0. Les (Uj) forment une suite positive
non ne´cessairement borne´e. Comme de´montre´ dans [2] et [11], nous avons les re´sultats suivants :
Lemme 1
Uj = max(Uj−1 +Xj, 0) = (Uj−1 +Xj)
+ et Hn = max
1≤k≤n
Uk .
Notons U∗ le processus arreˆte´ de U en a, ou` a est dans N∗.
(6) U∗j = Uj si j < τa et U
∗
j = a si j ≥ τa avec τa = inf{j ≥ 1 ;Uj ≥ a}.
Le processus (U∗j ) est une chaˆıne de Markov non homoge`ne a` valeurs dans {0, 1, ..., a}.
Dans le cas d’une suite (Xk) i.i.d. (voir [2] et [11]), U
∗ est une chaˆıne de Markov homoge`ne et il
est alors facile d’e´tablir la loi de U∗n, ce qui n’est plus vrai dans le cas d’une suite (Xk) markovienne.
Afin d’expliciter la loi de U∗n, conside´rons la chaˆıne (Yn) de´finie par
(7) (∀ n ≥ 0) Yn+1 = (U
∗
n , Xn+1) ,
qui est homoge`ne et dont l’ensemble des e´tats est E de´fini en (3).
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Lemme 2 (Matrice de transition de Y ) (Yn)n≥1 est une chaˆıne de Markov de matrice de
transition P =
(
P(i,j)(k,ℓ)
)
, avec (i, j) et (k, ℓ) dans E, ou` les P(i,j)(k,ℓ) sont donne´s par (4).
P
[
(U∗n = k) ∩ (Xn+1 = ℓ) | (U
∗
n−1 = i) ∩ (Xn = j)
]
= P(i,j)(k,ℓ).
Les P(i,j)(k,ℓ) sont de´termine´s a` l’aide de Λ comme indique´ dans le The´ore`me 1.
Lemme 3 (Loi de U∗n)
(8) P [U∗n = k] =
∑
j,ℓ
γj · P
n
(0,j)(k,ℓ)
Du Lemme 1, on tire alors P [Hn ≥ a] = P [U
∗
n = a]. En utilisant ensuite le Lemme 3 et
l’explicitation des P(i,j)(k,ℓ), le The´ore`me 1 est alors de´montre´.
De´monstration du Lemme 2
Nous avons pour i = a, P(a,j)(k,ℓ) = 0 si k ≤ a−1 car U
∗ est un processus arreˆte´ en a, et P(a,j)(k,ℓ) =
Λjℓ pour k = a. Pour i 6= a, alors : P(i,j)(k,ℓ) = P [(U
∗
n = k) ∩ (Xn+1 = ℓ) | (Un−1 = i) ∩ (Xn = j)].
• Si k = 0, alors
P(i,j)(0,ℓ) = P [(Xn ≤ −Un−1) ∩ (Xn+1 = ℓ) | (Un−1 = i) ∩ (Xn = j)]
= P [(j ≤ −i) ∩ (Xn+1 = ℓ) | (Un−1 = i) ∩ (Xn = j)]
= P [(j ≤ −i) ∩ (Xn+1 = ℓ) | (Xn = j)] ,
car Un−1 ne de´pend que de X1, ..., Xn−1 et Xn est une chaˆıne de Markov d’ordre 1 par
hypothe`se. D’ou`, P(i,j)(0,ℓ) = Λjℓ si j ≤ −i et 0 sinon.
• Si 0 < k ≤ a− 1, alors
P(i,j)(k,ℓ) = P [(Un−1 +Xn = k) ∩ (Xn+1 = ℓ) | (Un−1 = i) ∩ (Xn = j)]
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= P [(i + j = k) ∩ (Xn+1 = ℓ) | (Un−1 = i) ∩ (Xn = j)]
= Λjℓ si k = i+ j et 0 sinon .
• Pour k = a, nous avons
P(i,j)(a,ℓ) = P [(Xn ≥ a− Un−1) ∩ (Xn+1 = ℓ) | (Un−1 = i) ∩ (Xn = j)]
= P [(j ≥ a− i) ∩ (Xn+1 = ℓ) | (Un−1 = i) ∩ (Xn = j)]
= Λjℓ si i+ j ≥ a et 0 sinon .
3. Perspectives
Ayant a` notre disposition la loi exacte du score local dans le cas ou` les se´quences sont mode´lise´es
par une suite de variables ale´atoires inde´pendantes et identiquement distribue´es, cf. [2] et [11],
ainsi que maintenant dans le cas markovien, nous avons ici la possibilite´ de comparer des mode`les
sans que les conclusions ne soient alte´re´es par le fait que l’on aura utilise´ des approximations.
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