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The accurate production of simple binary vapour liquid equilibria (VLE) data sets is time 
consuming and expensive, and the measurement of similar data sets for multicomponent 
systems is even more laborious and tricky. Therefore, generic thermodynamic models that 
can predict VLE behaviour accurately are required for the optimisation and design of many 
processes within industry. This is especially true for complex systems such as polar, 
associating, and cross-associating mixtures. 
For the majority of complex VLE mixtures, thermodynamic models incorporating binary 
interaction parameters (BIPs) are required for an accurate representation. 
Models in the perturbation theory equations of state (EoS) use pure component data to predict 
phase equilibria. In doing so, these models predict rather than correlate VLE and phase 
equilibria. Perturbation theory models such as CPA-GV, SAFT-VR-Mie-GV, and sPC-
SAFT-GV have been proved accurate for the prediction of binary systems and assumed to be 
accurate for multicomponent systems. However, there is a need to systematically test the 
assumption that these models can accurately predict complex multicomponent 
mixtures with a similar accuracy that they do for binary systems. This study therefore 
produced carefully measured new equilibrium data on the ternary VLE of four systems, as well 
as the nine binary systems within the ternary systems. Each system contained 1-propanol and 
2-butanone, with the third component being either one of three different C4 esters, or
2-propanol. These data sets were then used to test and evaluate the applicability and accuracy
of the aforementioned EoS. 
The data of the nine binary and the four-ternary isobaric VLE systems were produced at 
101.3 kPa with the use of a Gillespie type still. This still had experimental uncertainties in 
temperature of ± 0.62 K and pressure of ± 0.046 bar. The liquid and vapour samples were 
analysed using a GC and had experimental uncertainties of ± 0.016 mole fraction. The 
experimental procedure with the Gillespie still and the GC analysis was verified using vapour 
pressure of the binary systems that occur in all four ternary systems, 1-propanol/2-butanone, 
and existing literature data. All VLE data were thermodynamically consistent, passing both the 
McDermott-Ellis and the L/W consistency tests. 
The deviations from the ideal state in the ternary systems were found to correspond to similar 
deviations in the binary mixtures. This was further evidenced with distillation boundaries when 
two azeotropes existed (methyl propionate and propyl formate systems) with the 2-propanol 
system displaying the largest deviations from the ideal state, and the ethyl acetate system 
behaving the most ideal. 
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Accurate results were found for the binary modelling, with both the SAFT-VR-Mie-GV and 
sPC-SAFT-GV models being able to cope with the cross-association and the non-ideal nature 
of the systems, having AAD values for the nine binary systems of 0.614 K and 0.011 mole 
fraction and 0.589 K and 0.011 mole fraction, respectively.  
In the ternary systems, the two models that accurately predicted the binary systems also 
predicted the ternary systems accurately, with comparable results with NRTL and each other. 
The AAD values of the four ternary systems were 0.820 K and 0.015 mole fraction, and 
0.720 K and 0.017 mole fraction, respectively. This work therefore shows that the SAFT 
type models display strong potential to predict the vapour-liquid equilibria in ternary 





Die akkurate produksie van eenvoudige binêre damp ekwilibria (VLE) datastelle is tydrowend 
en duur, en die meting van soortgelyke datastelle vir multkomponentstelsels is selfs meer 
moeisaam en bedrieglik. Daarom word generiese termodinamiese modelle wat VLE-gedrag 
akkuraat kan voorspel benodig vir die optimering en ontwerp van baie prosesse in die 
industrie. Dit is veral waar vir komplekse stelsels soos polêre, assosiërende, en 
kruisassosiërende mengsels. 
Vir die meeste van komplekse VLE-mengsels, word termodinamiese modelle wat binêre 
interaksie parameters (BIPs) inkorporeer, benodig vir akkurate voorstelling. 
Modelle in die steuringteorie toestandsvergelykings (EoS) gebruik suiwer komponent data om 
fase-ekwilibria te voorspel. Deur dit so te doen voorspel hierdie modelle VLE en fase-ekwilibria 
eerder as om dit te korreleer. Steuringteorie modelle soos CPA-GV, SAFT-VR-Mie-GV, en 
sPC-SAFT-GV is reeds akkuraat bewys vir die voorspelling van binêre stelsels en word 
aangeneem om akkuraat te wees vir multikomponentstelsels. Daar is egter ’n behoefte om die 
aanname sistematies te toets dat hierdie modelle komplekse multikomponentmengsels 
akkuraat kan voorspel met ’n eenderse akkuraatheid as vir binêre stelsels. Hierdie studie het 
daarom versigtig gemete, nuwe ekwilibriumdata op die ternêre  VLE van vier stelsels 
geproduseer, sowel as die nege binêre stelsels binne die ternêre  stelsels. Elke stelsel het 
1-propanol en 2-butanon bevat, met die derde komponent wat of een van drie C4-esters was, 
of 2-propanol. Hierdie datastelle is toe gebruik om die toepaslikheid en akkuraatheid van die 
voorafgenoemde EoS te toets en evalueer. 
Die data van die nege binêre en die vier- ternêre  isobariese VLE-stelsels is geproduseer by 
101.3 kPa met die gebruik van ’n Gillespie-tipe distilleerder. Hierdie distilleerder het 
eksperimentele onsekerhede in temperatuur van ± 0.62 K en druk van ± 0.046 bar. Die 
vloeistof- en dampsteekproewe is geanaliseer deur ’n GC te gebruik en het eksperimentele 
onsekerhede van ± 0.016 molfraksie. Die eksperimentele prosedure met die Gillespie-
distilleerder en die GC-analise is geverifieer deur dampdruk van die binêre stelsels te verifieer 
wat in al vier ternêre  stelsels voorgekom het, 1-propanol/2-butanon, en bestaande literatuur 
data. Alle VLE-data is termodinamies konsekwent, en slaag so beide die McDermott-Ellis en 
die L/W-konsekwentheidstoetse.    
Die afwykings van die ideale toestand in die ternêre  stelsels is gevind om met eenderse 
afwykings in die binêre mengsels ooreen te stem. Hierdie is verder bewys met distillasiegrense 




2-propanolstelsels wat die grootste afwykings van die ideale toestand vertoon het, en die 
etielasetaatstelsels wat hom die mees ideaal gedra het.  
Akkurate resultate is gevind vir die binêre modellering, met beide die SAFT-VR-Mie-GV en 
sPC-SAFT-GV-modelle wat die kruisassosiërende en die nie-ideale natuur van die stelsels 
kon hanteer, wat gemiddelde AAD-waardes vir die nege binêre stelsels van 0.614 K en 
0.011 molfraksie en 0.589 K en 0.011 molfraksie, onderskeidelik, gehad het. 
In die ternêre  stelsels het die twee modelle wat die binêre stelsels akkuraat kon voorspel, ook 
die ternêre  stelsels akkuraat voorspel, met vergelykbare resultate met NRTL en mekaar. Die 
gemiddelde AAD-waardes vir die vier ternêre  stelsels was 0.820 K en 0.015 molfraksie en 
0.720 K en 0.017 molfraksie, onderskeidelik. Hierdie werk het daarom gewys dat die SAFT-
tipe modelle sterk potensiaal wys om die damp-vloeistofekwilibria in ternêre  stelsels wat 
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From raw materials to intermediate chemicals in a reaction stream, there is a need for 
separation, in order to ensure a purified product. The most common industrial processes used 
to achieve this result is distillation. The overall design of the distillation process is entrenched, 
and mostly optimised, and therefore any further improvements to the physical process are 
difficult [1].  
Distillation is still very energy intensive [1]. In order to optimise the systems, a knowledge of 
the vapour-liquid equilibrium (VLE) of specific mixtures and specific thermodynamic models is 
required. The best way to achieved this knowledge is through the generation of experimental 
data [2].  
In complex systems containing non-ideal mixtures, binary interaction parameters (BIPs) are 
used in majority of thermodynamic models to form an accurate representation of phase 
behaviour. These BIPs are derived from experimental VLE data. The accuracy of the data has 
a direct impact on the accuracy of the model [3]. These binary BIPs and models can then be 
used to predict multi-component systems. These models that require the production of 
experimental data are expensive and time consuming, there is therefore a need for accurate 
models that can predict systems, without the use of BIPs. 
1.1. Phase Equilibrium 
In order to produce experimental VLE data, it is necessary to know when phase equilibrium 
occurs. Phase equilibrium occurs when Gibbs energy is at a minimum, and consequently, the 
chemical potential of each component (i), as well as the temperature and the pressure of each 
phase, is equal amongst all the possible phases [4]. 
𝜇𝑖
𝑎 = 𝜇𝑖
𝑏 = ⋯ = 𝜇𝑖
𝑐 
𝑇𝑎 = 𝑇𝑏 = ⋯ = 𝑇𝑐 
𝑃𝑎 = 𝑃𝑏 = ⋯ = 𝑃𝑐 
1.1 
Chemical potential is a theoretical definition of equilibrium, whereas temperature and pressure 
are physical properties. With all three equations of Equation 1.1[5] being required to have 
phase equilibrium, it is necessary to use the theoretical term and to find a solution to an 
abstract mathematical problem. This transforms the mathematical solution into a meaningful 





 problem into a 
mathematicall problem






Figure 1.1: The solving of thermodynamic problems using the abstract mathematical term (taken and 
re-drawn from Prausnitz, et al. 1986 [6]) 
Using the theoretical definition and creating a mathematical solution (Figure 1.1) can be 





0)  1.2 
In which fugacity can be thought of as the tendency of a molecular species to escape from a 
specific phase [7]. A chemical equilibrium is achieved when the fugacity of each component 
is equal in each phase (Equation 1.3) [5].  
𝑓𝑖
𝐿(𝑇, 𝑃, 𝑥) = 𝑓𝑖
𝑉(𝑇, 𝑃, 𝑦) 1.3 
In order to use the mathematical solution and find a physical solution (Figure 1.1), the fugacity 
coefficient (Φi) is defined by using the phi-phi method (Equation 1.4) [5]. 
𝑓𝑖
𝐿(𝑇, 𝑃, 𝑥) = 𝑥𝑖Φi
𝐿(𝑇, 𝑃, 𝑥)𝑃 = 𝑓𝑖
𝑉(𝑇, 𝑃, 𝑦) = 𝑦𝑖Φ𝑖
𝑉(𝑇, 𝑃, 𝑦)𝑃 1.4 
In which the fugacity coefficient can further be described as (Equation 1.5) [8], [9]. 











𝑑𝑉 − 𝑅𝑇𝑙𝑛(𝑍) 1.5 
The deviations from an ideal gas state (Equation 1.5 integral term) can be found using an 
equation of state (EoS). This EoS allows physical properties, such as temperature, pressure, 
and composition, to be used to describe the phase equilibrium of a system [9]. These physical 




1.1.1. Vapour-liquid equilibrium 
When looking at experimental phase equilibrium data collection in the industry, there are three 
differing views [10], namely:  
a) There are enough data sets; 
b) There are not enough data sets; and 
c) There are too many differing data sets. 
With many simulators being available to chemical engineers, the mind-set of “there are enough 
data sets” relies on satisfactory answers being received, without having to consider further 
thermodynamic data. However, this mind-set has been shown by Dorn and Pfohl (2002) to be 
risky, as experiments have shown different solutions to the same problem by using different 
simulators. The mindsets of “there are not enough data sets” and “there are too many differing 
data sets” result in the need for further accurate data production [10]. 
The majority of experimental VLE data are produced for binary systems, even though most 
industrial situations contain multiple components. Accurate multicomponent data is rare even 
for common well-defined mixtures [9]. This is because of the high cost of equipment and 
labour, as well as being time-consuming. All these factors increase in significance for 
multicomponent mixtures [11].  
Correlative models can be used to accurately model multicomponent systems for both close-
to-ideal [9], [12], [13] and complex non-ideal mixtures [9], [11], [14]. However, because these 
models depend on the generation of VLE data, correlative modelling remains expensive and 
time-consuming. Predictive models are useful as they can be used without data. Phase 
equilibria can be predicted by using pure component data, and without the need for BIPs. 
1.1.2. Association theory equations of state 
It is desirable to have a model that can predict highly-complex mixtures, such as 
cross-associating mixtures, and a unified model that can accurately predict different types of 
phase equilibria and mixtures without the need for BIPs [15]. 
Association type EoSs are models that can be used for this purpose. The different theories 
include the chemical theory (PHCT [16]), the quasi-chemical theory (NHRB [17]), and the 
perturbation theory (SAFT [18], [19], CPA [20]), with the perturbation theory EoS being the 
most successful [9]. 
1.1.3. Perturbation theory equations of state. 
The original perturbation theory model, Statistical associating fluid theory (SAFT), and the 




[24]. The original SAFT EoS is therefore described using residual Helmholtz energy (Equation 
1.6). This is equated to the Helmholtz energy of the hard sphere, dispersive forces, the chain 
formation, and the association between segments [9]. 
𝑎𝑟𝑒𝑠 = (𝑎ℎ𝑠 + 𝑎𝑑𝑖𝑠𝑝)
𝑠𝑒𝑔
+ 𝑎𝑐ℎ𝑎𝑖𝑛 + 𝑎𝑎𝑠𝑠𝑜𝑐 1.6 
Variations to the SAFT model differ in the attractive contribution to the residual Helmholtz 
energy, such as in SAFT-VR-Mie [25]. Further differences in the simplification of the chain and 
dispersion terms by substituting these terms for a Cubic EoS (SRK), lead to the cubic-plus 
association model (CPA). An additional Helmholtz energy polar term such as the Gross and 
Vrabec polar term (GV) [26] can also be added to all perturbation type models[9]. 
Work has been done on increasing the accuracy of these models for binary systems. There is 
still a need to assess if these perturbation theory models can accurately predict highly non-
ideal multicomponent systems. A common hypothesis is held with the SAFT family of models, 
that the scaling up of binary model predictions to multicomponent predictions is accurate [27]–
[30]. However, without the explicit systematic evaluation of the models’ for multicomponent 
systems, this hypothesis cannot be verified. There is a possibility that the predictions may not 
be reliable, without certain adjustments being made to the model's parameters [31]. 
1.2. Problems Faced 
Perturbation theory thermodynamic models, such as the CPA + GV, SAFT-VR Mie-GV and 
sPC-SAFT-GV, consider the self-association and in some cases the cross-association 
between compounds. These models have been used successfully in binary systems 
containing these types of components [32], [33], and there is an assumption that this can be 
scaled up to ternary and higher order mixtures without the need for correlative BIPs. However, 
there is a lack of experimental work to prove this assumption.  
Some work has been done on both binary and ternary systems for polar associating 
compounds such as ketone-alcohol-water [34] and short chained ketone-ester-alcohol [35]. 
However, there is a lack of ternary equilibrium data for similar polar, associating, and cross-
associating mixtures using mid-length ketones, mid-length esters, and mid length alcohols, 
that will allow for the systematic testing of the predictive nature of a thermodynamic model.  
The chemicals used in this study were chosen for their polar, self-associating, and 
cross-associating nature (ketone-alcohol-alcohol and ketone-alcohol-ester). This is because 
such systems show a strong deviation from the ideal state, with the cross-association difficult 
for predictive thermodynamic models to accurately predict. The four systems tested in this 




each system. The third component was either one of three mid-length C4 esters (ethyl acetate, 
methyl propionate, propyl formate) or an alcohol (2-propanol).  
Deviation in ideal behaviour is assured in each system with polar associating components 
1-propanol, and polar cross-association component 2-butanone, the third component in each 
system is either polar cross-associating (C4 esters) or polar associating (2-propanol) this will 
result in a non-ideal system. With the movement of the functional group (Figure 1.2 a, b, c) 
and a change in functional group (Figure 1.2 d) allows for a systematic test of the effect of the 









Figure 1.2: 3D formulae of the three C4 esters and 2-propanol, to show the moving of the functional 
group and the changing of the functional group. a) propyl formate, b) ethyl acetate, c) methyl 
propionate, d) 2-propanol 
1.3. Aims and Objectives 
The key aim of the study is to generate ternary isobaric vapour liquid equilibria for associating 
ketone-alcohol-alcohol and ketone-alcohol-ester mixtures. And then to evaluate whether 
sPC-SAFT-GV, SAFT-VR-Mie-GV and CPA-GV models can be used to accurately predict the 
phase behaviour of the polar associating and non-associating compounds for both binary and 
ternary data.  
The objectives of the study are outlined below. 
1.3.1. Objective 1: Generate binary VLE data 
The initial experimental phase involves the collection of nine binary vapour-liquid equilibrium 
data sets for the components in the ternary systems. These consist of systems where the data 
are readily available, namely: 
a) 1-propanol + 2-butanone; 
b) 1-propanol + 2-propanol; 
c) 1-propanol + ethyl acetate; 
d) 1-propanol + methyl propionate; 
e) 2-butanone + 2-propanol; 




and those where no binary data exists, namely: 
a) 1-propanol + propyl formate; 
b) 2-butanone + methyl propionate; 
c) 2-butanone + propyl formate. 
And to assess the possible outcome of the ternary data. 
1.3.2. Objective 2: Generate Ternary VLE 
Due to the lack of ternary data with polar associating and non-associating compounds, four 
systems with no existing data were measured. Attention is paid to the effect of the placement 
of the functional group and the type of functional group in these systems and the subsequent 
effect it has on the resulting equilibria. These consist of systems containing C4 esters, namely:  
a) 1-propanol + 2-butanone + ethyl acetate; 
b) 1-propanol + 2-butanone + methyl propionate; 
c) 1-propanol + 2-butanone + propyl formate; 
 and systems containing an alcohol, namely, 
a) 1-propanol + 2-butanone + 2-propanol. 
1.3.3. Objective 3a: Model experimental binary data using sPC-SAFT-GV 
SAFT-VR-Mie-GV and CPA-GV  
The three models, sPC-SAFT, SAFT-VR-Mie + GV, and CPA + GV are used to predict the 
VLE data of the nine binary systems. To test the effectiveness of the predictive nature of each 
model. Attention is paid as to which model predicts the binary systems in the most accurate 
way, and to assess which model should predict the ternary systems the most accurately.  
1.3.4. Objective 3b: Model experimental ternary data using 
sPC-SAFT-GV SAFT-VR-Mie-GV and CPA-GV  
The same three models that were used to predict the binary models are used to predict the 
ternary models. Attention is to be paid to how accurate the models predict the ternary data, in 





2. Literature Review 
2.1. Low-pressure Vapour-liquid Equilibrium 
The phase behaviour of mixtures is fundamental to in the manufacturing process [6], therefore, 
it is important to know when phase equilibrium occurs. Phase equilibrium occurs when the 
Gibbs energy of a compound within a system is at a minimum.  
0 = (𝑑𝐺𝑖)𝑇;𝑃 2.1 
This, in turn leads, to the chemical equilibrium occurring when the chemical potential of each 
component (i) is equal through all possible phases (a, b, c) [4]. 
𝜇𝑖
𝑎 = 𝜇𝑖
𝑏 = ⋯ = 𝜇𝑖
𝑐 2.2 
However, this is a theoretical definition of chemical equilibrium, and there is a need to take 
these abstract terms and transform it into a more physically meaningful term. The terms that 
are more easily found during experiments are temperature, pressure and composition [6]. 
Temperature and pressure are basic intensive variables when working with phase behaviour. 
It is easy to determine what effect these variables are having on pure components; however, 
most studies are conducted on the phase behaviour of mixtures for two main reasons. 
1. It provides a way of studying the forces involved between molecules without relying on 
pure component data. Using pure component data to study the forces relies on 
calculating the average of the forces between the same molecules (α-α), (β-β) and 
between the different molecules (α-β), (β-π). Other than for very simple substances, 
such as an ethanol/propanol mixture [36], these interactions are more complicated, 
and the degree to which the forces occur between molecules in mixtures is observed 
mainly in experimental work [37]. 
2. The addition of extra degrees of freedom derived from the Gibbs phase rule (Equation 
2.3) leads to possible outcomes not found in pure components, such as the effect on 
equilibrium of varying composition [37]. 
The Gibbs phase rule can be described by the equation in 2.3 where F is the degrees of 
freedom, C is the number of components in the mixture, M is the number of reactions taking 
place, and Ph is the number of phases present [5].  
𝐹 = 𝐶 − 𝑀 − 𝑃ℎ + 2 2.3 
Therefore, in a system with two phases, such as the binary and ternary systems being tested 




pressure, liquid mole fraction, or vapour mole fraction) is governed by the number of 
components in the system.  
2.2. Binary Vapour-liquid Equilibrium 
Three ways are used to describe various states of matter, namely, solid, liquid and vapour. 
For most pure components, it is possible to find the melting, boiling and freezing points that 
correspond to the changing of the various states. These changes can be shown in a phase 
diagram. However, phase diagrams are not limited to only showing single component systems 
and in the case of binary VLE the equilibrium between the phases can be shown [38]. 
The equilibrium involving the solid state is outside the scope of this project and therefore only 
the equilibrium conditions between vapour and liquid are evaluated. There are three possible 
outcomes with the mixture of two liquids [38]:  
a) There will be complete solubility and the liquids will mix;  
b) There will be partial solubility and the liquids will partially mix; and 
c) The liquids will be completely immiscible and there will be no mixing.  
Because of these outcomes, there is the potential for a vapour-liquid, vapour-liquid-liquid, and, 
at elevated pressures, a liquid-liquid equilibrium. All the compounds within the scope of this 
project are completely soluble with each other and therefore only vapour-liquid equilibrium is 
evaluated. 
Plotting the experimental data on phase diagrams can give a clear indication of the relationship 
between the two compounds. This can be shown in three different ways, namely a P-x-y, a 
T-xy, or simply an x-y and, as stated in Section 2.1, there are two degrees of freedom in a 
binary system. If one intensive variable is fixed, for example pressure in an isobaric case, any 
change in temperature will result in a change in composition [38]. 
a) b) c) 
 







2.2.1. Binary azeotropes 
An ideal mixture is bound by Raoult’s law in which the vapour pressure of a component in a 
mixture is equal to the mole fraction pure vapour pressure of the same component 





𝑃𝑇𝑜𝑡 = 𝑃𝐴 + 𝑃𝐵 
2.4 
Raoult’s law leads to the composition diagram in Figure 2.2 a) and is consistent for ideal 
mixtures. Few real mixtures act in an ideal way and deviations from Raoult’s law occur for 
the majority of mixtures. This deviation is either a positive deviation (Figure 2.2 b) or a 







Figure 2.2: Binary mixture and Raoult's law. The blue line is the partial pressure of A, the red line is 
the partial pressure of B, and the green line is the total pressure of the mixture. a) An ideal 
mixture, b) a positive deviation from Raoult’s law, c) a negative deviation from Raoult’s law. 
In some cases, the deviation from Raoult’s law can be large enough to cause maxima or 
minima points on the phase diagram [4]. These points are described as azeotropes and occur 
when the composition of the liquid phase and of the vapour phase are equal. Boiling of the 
mixture results in no change. The presence of an azeotrope is of interest to chemical 
engineers as it complicates distillation, requiring the need for changes in condition or the 
addition of an extractant [40]. 
The forces between the molecules can either favour mixing (like molecules) or oppose it 
(unlike molecules). These types of forces are what give us the different types of azeotropes, 
as can be seen in Figure 2.3 [40]. If the unlike interactions between the molecules are stronger 
than the like interactions, a maximum in the T-xy curve is formed, and when the like 










Figure 2.3: Examples of azeotropic systems. a) a maximum boiling T-xy diagram. b) a minimum 
boiling T-xy diagram 
2.3. Ternary Vapour-liquid Equilibrium 
As with the binary systems (Section 2.2), ternary systems that do not have completely soluble 
components are beyond the scope of this project. Therefore, only ternary VLE data are 
evaluated. 
As stated in Section 2.2 a ternary system has three components in a mixture and will have 
three degrees of freedom. Therefore, if three intensive variables are set, any other intensive 
variables are defined [38].  
To graphically represent ternary mixtures, a 3D plot is required. This is to show all three 
compositional variables as well as temperature. However, in an isobaric case, where the 
pressure is constant and the composition of the three components is known, the temperature 
will be defined. It is therefore possible to show ternary VLE data on a 2D triangular diagram.  
Although a right-hand triangle representation is possible, these diagrams are usually used for 
high concentration of one of the components. This leaves the more convenient equilateral 





Figure 2.4: Example of a Gibbs triangle with an (X,Y,Z) composition of (0.20; 0,40; 0.40) 
2.3.1. Tie lines 
When two phases form in ternary VLE, the composition of each phase will lie on either side of 
a straight isothermal tie-line, with the original mixture lying on the line between the two points 
[42]. An example of the tie-line can be seen in Figure 2.5.  
 
Figure 2.5: Example of isothermal tie-line (black line) with the equilibrium compositions of liquid (red 
circle) and vapour (blue circle) on either side of the tie line 
These ternary tie-lines can be shown for all experimental compositions, with each tie-line 
representing a temperature. Alternatively, if one takes an isomorphous diagram, in which each 
binary VLE system lies on each axis and the temperature is increasing in the Z plane, this 






























2.6 a). If the isomorphous diagram is cut at a certain temperature, it gives a surface in which 
liquid-vapour exists (Figure 2.6 b). Tie-lines can be created at this specific temperature on the 
liquid-vapour surface. These diagrams are an effective means of displaying the experimental 





Figure 2.6: a) Example of an isomorphous diagram in which Temperature is in the Z plane and the 
equilateral triangle lies in the x-y plane. The three binary systems in (blue, red, and green), 
surface shown by black lines, b) Example of a liquid-vapour surface at a certain temperature 
2.4. Experimental Equilibrium Measurements 
There are five broad categories of VLE data gathering techniques. All these techniques have 
engrained errors in them and do not yet give completely thermodynamically consistent data. 
However, with constant improvements in technology, there are varying measures of accuracy 
for each method [39]. The five categories are: 
a) Distillation method 
b) Dew and bubble point method 
c) High dilution method 
d) Static method 
e) Circulation method 
The distillation method, although very simple, accounts for large errors because of the need 
to distil small volumes in order to not change the composition of the original mixture and to 
prevent condensation forming on cold walls. This leads to inaccurate measurements and is 
therefore seldom used [39]. The dew and bubble point method is more accurate, but it can 
only be used in binary VLE measurements [43] , and is therefore not suitable for this work. 




along the whole range of compositional values [44], this in turn does not allow for a systematic 
testing of multicomponent systems. This leaves the static and circulation stills. 
2.4.1. Static still 
The two most commonly used equilibrium stills are the static still and the circulation still. The 
static method is initially simple, in which a solution is placed within an evacuated cylinder. This 
cylinder in turn is placed within a thermostat. The cylinder is then rotated, and the liquid and 
vapour form an equilibrium. Although the initial process is simple the removal of the gas 
sample becomes complicated. At low pressures in order to get an accurate reading of 
equilibrium, there is a need to evacuate almost all the vapour from the still. This leads to large 
disturbances to the equilibrium and inaccurate results [45]. 
Methods have been improved open to get more accurate results at low pressures, such as 
method used by Scatchard et al. 1964 [46], in which extremely accurate results were found. 
This shows that Static still can be accurately used for low pressure systems, however static 
still run isothermal equilibrium [45]. With the majority of distillation being run at isobaric 
conditions, it is important to use a method that can be run at isobaric conditions such as a 
circulation still. 
2.4.2. Circulation stills  
When using a circulation still, the mixture is placed in a boiling chamber (A) and boiled. The 
mixture’s boiled vapours go to receiver (B) where condensation occurs and the condensed 
liquid returns to A (Figure 2.7). This sequence continues until a steady state is reached, which 
occurs when the concentration of each component does not change over time. With the 
pressure constant, the equilibrium temperature and composition can be tested (Figure 2.7) 
[45]. 
 





2.4.3. Othmer still 
The first circulation still to successfully circulate vapour and create a phase equilibrium was 
the Othmer still (Figure 2.8) [47]. In this still, the vapour is recycled, and the liquid remains in 
the boiling chamber.  
Heat is added to the boiling chamber (C) until boiling occurs and, consequently, the vapours 
fill the entire chamber, with the initial air within the flask being dispelled. The vapours flow 
through an enveloped vapour tube where it comes into contact with a thermometer (E) and 
then through a condenser (G), where the initial condensate fills a receiver, with the excess 
condensate returning to the distillation flask [45]. 
 
Figure 2.8: Othmer still (taken and re-drawn from Othmer and Coats, 1928) A) heater; B) liquid 
sample point; C) boiling chamber; D) vapour tube; E) thermometer; F) air venting valve; G) 
condenser; H) drop counter; I) condensate receiver; J) vapour sample point 
Although the system is simple, the results contain some flaws. 
a) Although the vapours around the vapour tube will help prevent condensation the 
cooling of the chamber will cause some condensation to form. This is especially 
problematic in high boiling systems. 
b) The boiling and recirculation of the colder condensate does not ensure a well-mixed 
liquid and leads to concentration gradients. 
c) When withdrawing the condensed vapour sample, contamination occurs with mixing 














d) Only measuring the vapour temperature does not lead to an accurate reading of the 
equilibrium temperature. 
Although improvements have been made to the Othmer-type still, the measurement of the 
boiling point remains imprecise. This can be rectified by circulating both the liquid and vapour 
phases, which allows for a more accurate measurement of the temperature [45]. 
2.4.4. Gillespie still 
The Gillespie still, which uses a Cottrell tube, allows both the liquid and the vapour to circulate 
through the system [45]. The Cottrell tube allows for the thermometer to be placed above the 
boiling mixture (in the vapour phase), while the action of boiling the liquid, pumps the liquid 
containing vapour slugs through the tube and into contact with the thermometer. The Gillespie 
still allows for a more accurate temperature measurements [48]. 
A small volume approximately 100 ml of the mixture is placed in the boiling chamber (A). An 
internal heater (B) creates bubbles that ensure the mixing and carrying of liquid and vapour 
through a Cottrell tube (D). The equilibrium mixture encounters the thermometer (E) in the 
equilibrium chamber. The Gillespie still is designed to separate the liquid and the vapour 





Figure 2.9: Gillespie still (taken and re-drawn from Gillespie, 1946 [49]) A) boiling chamber; B) internal 
heater; C) liquid sample point; D) Cottrell tube; E) thermometer; F) phase separation 
chamber; G) liquid return; H) primary condenser; I) secondary condenser; J) vapour sample 
point; K) vapour return 
Although the Gillespie still has come up with a solution to make temperature measurement 
more accurate, it has a few flaws of its own [45], for example: 
a) The intensity of the boiling has an impact on the phase equilibrium. If the boiling rate 
is too high, then imperfect separation will occur, and if it is too low then it will cause the 
vapour to rise without carrying the liquid; 
b) There is still a possibility of partial condensation within the still; 
c) The still requires approximately three hours to reach equilibrium [50][51]; and 
d) The liquid samples are not an accurate representation of the equilibrium concentration 
as the sample is taken from the boiling flask. 
The improvements made by various authors to the Gillespie still have addressed the majority 
of the flaws. In this work a Gillespie-type still designed in-house by Gowda, 2018 [52] is used 
to collect the VLE experimental data of complex associating, cross-associating and polar 















2.5. Associating Compounds and Mixtures 
Association is the ability of like molecules (self-association) and unlike molecules 
(cross-association) to form chemical clusters, through strong intermolecular forces such as 
hydrogen bonds[4]. Association effects phase equilibrium and phase behaviour, due to the 
formation of these clusters [19]. 
According to Vinogradov and Linnell, 1971[53], compounds can be divided up into the 
following four types of substances [54]: 
a) molecules that have an electron donor group (e.g. chloroform); 
b) molecules that have an electron acceptor group (e.g. ketones and esters); 
c) molecules that have both electron donor and acceptor groups (e.g. alcohols); and 
d) molecules that have neither group (e.g. hydrocarbons)  
However, in order to arrive at the definition of association, it is less important to look at the 
“type” of compound, but rather at the variability of a specific compounds ability to associate. 
This is because some compounds that do not show self-association will cross-associate with 
compounds that self-associate themselves. It is, therefore, better to define a compound by its 




Table 2.1: Properties important to association of ethers, esters, ketones, and alcohols [55], [56] 
 






diethyl ether 307.6 74.1 26.5 86.2 1.3 
ethyl methanoate 327.5 74.1 29.9 91.5 1.8 
ethyl acetate 352.6 88.1 32.2 91.3 1.7 
methyl propionate 350.2 88.1 31.9 91.1 1.9 
propyl formate 354.7 88.1 33.6 94.7 1.9 
acetone 329.2 58.1 29.1 88.4 2.9 
2-butanone 352.7 72.1 31.3 88.7 3.3 
1-propanol 370.9 60.1 41.4 111.6 1.7 
2-propanol 355.4 60.1 39.9 112.3 1.7 
1-butanol 390.9 74.1 43.3 110.8 1.8 
 
Table 2.1 is used to reinforce what was said above, namely, that associations are not definite, 
but rather, they occur on a varying spectrum, from weak to strong associations [54]. The 
indicators in Table 2.1 can be used to assume the strength of association within the molecule.  
The first indicator used for association of a compound is the boiling point (𝑇𝐵). This can be 
attributed to the association forces within the molecule that attract other molecules and cause 
stronger intermolecular forces and higher boiling points. This needs to be looked at with 
reference to the molecular weight. Therefore, by looking at components of similar molecular 
weight, it can be seen that the boiling point increases from ethers, to esters, to ketones, to 
alcohols [54]. 
Another indicator is the enthalpy of vaporisation (Δ𝐻𝑣𝑎𝑝) in which the degree of association 
increases with the increasing of Δ𝐻𝑣𝑎𝑝. This trend can be seen in Table 2.1 where an increase 
can be seen from diethyl ether to butanol [54]. 
Another strong indicator of association is “Troutons constant” or the entropy of vaporisation 
(Δ𝑆𝑣𝑎𝑝). In Table 2.1 the alcohols have the highest value and therefore have strongest 
association attributes. It is interesting to note that the rest of the compounds have comparable 




other components, with a dipole moment of around 3D, compared to between 1-2D for the 
other components [54]. 
From this, it can be determined that ketones, esters, ethers, and alcohols all have varying 
degrees of association [54]. Alcohols that have the highest degree of association will 
self-associate, while ketones and esters, which have slightly lower degrees of association, will 
not self-associate but will cross-associate with the alcohols[57].  
Systems containing these sorts of compounds (alcohols, esters, ketones) will show a deviation 
from the ideal state, due to this varying degree of association. 
2.5.1. Choice of experimental data 
As stated, above, systems with alcohols, esters and ketones will show a deviation from the 
ideal state. Gathering data for systems containing these compounds will be advantageous 
when testing the validity of certain thermodynamic models, due to the non-ideal behaviour, 
especially when considering multicomponent systems [9]. 
Medium length esters (C4; propyl formate; ethyl acetate; methyl propionate), medium length 
alcohols (C3; 1-propanol; 2-propanol), and a medium length ketone (C4; 2-butanone) are the 
compounds tested in this work.  
In order to systematically isolate the effect that different compounds have on a mixture, 
1-propanol and 2-butanone will be consistent in all ternary systems. This allows for the effect 
of the moving of the functional group between the three C4 esters and the changing of the 
functional group to an alcohol to be tested. 
The ternary systems, in which no literature data exist, are as follows: 
a) 1-propanol/2-butanone/propyl formate; 
b) 1-propanol/2-butanone/ethyl acetate; 
c) 1-propanol/2-butanone/methyl propionate; and 
d) 1-propanol/2-butanone/2-propanol. 
As four ternary systems will be tested, there will be nine different binary systems each, either 
with 1-propanol or 2-butanone. The binary systems tested in this project with available data 




Table 2.2: Literature vapour-liquid equilibrium data for 1-propanol + X and 2-butanone + X systems. a) 
Azeotropic data 
1-Propanol + X T(K) range  P(bar) 
range 
Reference 
2-butanone 278.15-323.15  
1.013 
Garriga et al. (1996) [58] 
Martinez et al. (2008) [59] 




Yamamoto and Shibata (1999) [60] 
Gultekin (1989) [61] 
Ballard and winkle (1952) [62] 
Gabaldon et al. (1996) [63] 
Ethyl acetate  1.013 Murtie and Winkle (1958) [64] 




Fernandez et al. (1985) [65] 
Susial and Ortega (1989) [66] 






Garriga et al. (1996) [58] 
Martinez et al. (2008) [59] 
Olaya et al. (2002) [67] 
Ethyl acetate  1.013 
1.013a 
Nagata (1963) [68] 
Yan et al. (2001) [69] 
Propyl formate  1.6 Falcon et al. (1996) [70] 
Although data is available for some of the binary systems, majority of the systems have one 
or fewer data sets at the pressure range tested. It is therefore important to find the binary VLE 
for all nine systems, as well as for the four ternary systems, through experimental testing. 
Once these data sets are collected, it is important to test if they are thermodynamically 
accurate, using a thermodynamic consistency test. 
2.6. Consistency Testing of VLE Data 
Consistency testing is an important step in the validation of measured data. With consistency 




validation, accurate. The consistency of the VLE data is conducted using experimental 
uncertainty, experimental data, and the Gibbs-Duhem equation. 
2.6.1. Gibbs-Duhem equation  
The Gibbs-Duhem equation which is represented in terms of entropy (S), temperature (T), 
volume (V), pressure (P), mole fraction (xi) and chemical potential (µ), can be seen in the 
equation below. 
0 = 𝑆dT − VdP + ∑xidµi 2.5 
In the case that both temperature and pressure are constant, it can be seen that the equation 
will simplify down to just the chemical potential term (Equation 2.6). 
0 = ∑xidµi 2.6 
This simplification allows for the knowledge that at constant temperature and pressure the 
chemical potential of the system will not change on its own. This is also true for other partial 
molar properties [71]. In the special case of a binary system in which Xi (a thermodynamic 
partial molar property) is expressed by Equation 2.7 [71]. 
𝑥1𝑑𝑋1,𝑚 + 𝑥2𝑑𝑋2,𝑚 = 0 2.7 
This in turn can lead to the use of activity coefficients. If the activity coefficient of one of the 
substances in the mixture is known 𝛾1, then the activity coefficient of second substance can 












If there are two different procedures to calculate the two different activity coefficients, then the 
data set that is derived from these experiments can be tested to see if it is, in fact, consistent. 
It is also important to note that the deviation from Raoult’s Law of both components should 
result in both having either a higher or lower vapour pressure compared to that of an ideal 
mixture [72]. 
2.6.2. Point-to-point method 
Using the Gibbs-Duhem equation, the point-to-point method can be used to ensure that a data 
set will be consistent. Equation 2.9 is a simplification of Equation 2.7 [72]. 
Using equation 2.9 and plotting it compared to varying compositions, the corresponding 
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left-hand side of the equation. If the slope is equal to zero, then the data can be considered 
consistent. This is done for each point. Although this method is mathematically correct, it is 
not used often, due to the complexity of getting the correct tangent between the points. It is 
not useful as a mathematical check but it is useful as a visual check and therefore it can be 
useful as a quick guide [72].  
2.6.3. Area test  
An area test using the Gibbs-Duhem equation can be used to test the consistency of the 
experimental VLE data. Integrating the Gibbs-Duhem equation from a value of 𝑥1 = 0 to 𝑥1 =
1 gives areas for the two curves. This can be seen in Equation 2.10. where 𝐴𝑟1𝑎𝑛𝑑 𝐴𝑟2 are the 








The areas of the two curves need to be equal to satisfy the equation (Equation 2.10). However, 
because of introduced error (experimental, human, equipment, or error occurring through 
extrapolating or fitting curves of best fit), it can be assumed that the criteria for consistency of 
data is met if Equation 2.11 is met [72]. 
||Ar1| − |Ar2||
|Ar1| + |Ar2|
≤ 0.02 2.11 
Both the point-to-point and the area methods are limited because the Gibbs-Duhem approach 
is only affective when the temperature and the pressure in the system have been kept 
constant. Keeping both temperature and pressure constant is impossible when doing VLE 
experiments. Thus these exact methods cannot be used to check for consistency; however, 
they are very important with the understanding tests for consistency [72]. 
2.6.3.1. The McDermott-Ellis test 
Tests, such as the Li and Lu consistency test [73], propose a test where the only constraint is 
that the points are not widely separated and therefore the integration of these points is small, 
while integrating the entire data set. However, these types of tests do not detect systematic 
errors. This leaves the potential that the data tested may deviate from consistency [74]. Tests 
developed by McDermott and Ellis 1965 overcame this discrepancy. 
The McDermott-Ellis test can be seen as a ‘local’ test that uses the area integral and the 
trapezoidal rule (Equation 2.12), over a small range of values, instead of the entire data set; 























Which in turn simplifies to equation 2.13 [74]. 
∑(𝑥𝑖,𝑎 + 𝑥𝑖,𝑏)(𝑙𝑛𝛾𝑖,𝑏 − 𝑙𝑛𝛾𝑖,𝑐)
𝑁
𝑖=1
= 0 2.13 
For a perfectly thermodynamic consistent system equation 2.13 would be equal to zero. 
However, this does not occur due to the experimental error and uncertainty. There needs to 
be a maximum allowable deviation from this case. This maximum deviation derived by Wisniak 
and Tamir 1977 [76] can be seen in Equation 2.14.  
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Where Δx, ΔP, and ΔT are the experimental uncertainties, Bi and Ci are Antoine’s constants, 
and temperature is measured in degrees Celsius. Each data point is considered consistent if 
the Dmax value is greater than the left-hand side of Equation 2.14. 
2.6.3.2. The Wisniak L-W test 
The L-W test was derived by Wisniak 1993 [77] and can use both the point-to-point method 
and the area test. It is a method that describes the bubble point of a mixture and can be used 
to test both binary and multicomponent systems.  




Equation 2.15, where GE is the excess Gibbs free energy, that can be used together with the 
boiling point (Equation 2.16) [72] and the assumption that the vapour phase of the mixture 
acts like an ideal gas. This assumption can be made due to the low pressure at which these 
tests take place. As a result, the non-ideal state, can be assumed to only appear in the liquid 
phase [76]. Equation 2.17 shows that the activity coefficient can be described by the liquid and 
















With the assumption of low pressure and the boiling point of a component, the equation can 
be simplified to Equation 2.18 [72]. A further rearrangement expresses the equation by two 
terms 𝐿𝑖 and 𝑊𝑖. This can be seen in Equation 2.19. 
GE = RTω + ∑xi𝛥𝑆𝑖
0(Ti
0) − T𝛥S0 2.18 











) ω) = Wi  2.19 
Equation 2.20 can be used as a form of point-to-point method for multicomponent systems, to 




< 1.08 2.20 
However, when looking at the consistency of binary and multicomponent systems, it is 
important to use the area test to ensure that the system is consistent, as a whole. Therefore, 
the area of Li and the area of Wi needs to be found. Consistency can be evaluated using 
Equation 2.21 and Equation 2.22 with maximum D values of below 5 [72]. 
𝐿 = ∫ 𝐿𝑖𝑑𝑥1
1
0
=  ∫ 𝑊𝑖𝑑𝑥1
1
0





Since the L-W test can be used for both binary and multicomponent components while 
considering the area and point-to-point test, it can be considered a useful and accurate 
measure of thermodynamic consistency. The only downfall is that there is a need to find data 
that is not generated in the testing of the system. One is required to source this data from 
previously conducted studies in the literature. There are errors associated with this data and 
these errors are more serious for multicomponent systems [72]. 
With thermodynamically consistent experimental data of polar, self-associating, and 
cross-associating binary and ternary VLE, there is a need to predict these models using a 
thermodynamic model. The two main types of thermodynamic models are the equations of 




2.7. Equations of state and activity coefficient models 
Equation 2.23 is derived using the phi-phi method in so doing ensuring an EoS model will be 
used to describe both liquid and vapour phases [9]. Where the basis of EoS models are 
derived using the Van der Waal cubic EoS [78].  
𝑓𝑖
𝐿(𝑇, 𝑃, 𝑥) = 𝑥𝑖Φi
𝐿(𝑇, 𝑃, 𝑥)𝑃 = 𝑓𝑖
𝑉(𝑇, 𝑃, 𝑦) = 𝑦𝑖Φ𝑖
𝑉(𝑇, 𝑃, 𝑦)𝑃 2.23 
Many modifications have been successfully made to the Van der Waal EoS while still using 
the one fluid mixing rule, with notable examples such as Redlich-Kwong (RK) [79], 
Soave-Redlich-Kwong (SRK) [80], and Peng-Robinson (PR) [81] models. However, these 
EoS’s are only used to model simple systems with small deviations from the ideal state, such 
as hydrocarbon and inorganic mixtures [9].  
The use of the gamma-phi method (Equation 2.24) [5] allows for the use of an activity 
coefficient model which is used only for mixtures containing either liquids or solids.  
𝑓𝑖
𝐿(𝑇, 𝑃, 𝑥) = 𝑥𝑖Φi
𝐿,𝑠𝑎𝑡(𝑇, 𝑃)𝛾𝑖(𝑇, 𝑃, 𝑥)𝑃𝑖
𝑠𝑎𝑡(𝑇) = 𝑓𝑖
𝑉(𝑇, 𝑃, 𝑦) = 𝑦𝑖Φ𝑖
𝑉(𝑇, 𝑃, 𝑦)𝑃 2.24 
Activity coefficient models allow for the modelling of more complex VLE systems by quantifying 
the deviation of the activity coefficients from Raoult’s law [9]. Many iterations of these activity 
models exist such as Wilson [82] , NRTL [83], and UNIQUAC [84] models. 
There are some limitations to these activity coefficient models such the confusion surrounding 
the selection of the correct model for the correct system type [15]. Another limitation is the 
correlative nature of the activity coefficient models. 
These models have a proven ability to model highly complex systems. They require the use 
of existing data, in the form of BIPs, to model a system. If there is no data available, 
experimental work is needed. This experimental work is time-consuming and expensive. The 
need for predictive models that are accurate is becoming ever more important, as many 
companies in the chemical industry are reducing the time and resources that are spent on 
applied thermodynamics [10]. 
There are models, such as UNIFAC, a predictive model that was developed by improving the 
Wilson and UNIQUAQ model. These models use pure component data to form a predictive 
type model [85]. The UNIFAC model has been extensively used and modelling is reasonably 
accurate for complex mixtures. However, the model struggles with highly complex 




2.8. Prediction of Phase Equilibrium of Associating Interactions 
The prediction of phase equilibrium for substances and mixtures that associate is important to 
industry but is still problematic. These associating interactions are significant in the overall 
intermolecular interactions and need to be implicitly considered when looking at predictive 
phase equilibrium models [86]. 
Associating mixtures form long-lived dimers, or even higher multimers. This leads to very 
strong intermolecular interactions. Although these forces are not as strong as true chemical 
bonds, they do fall in between the chemical bonds and Van der Waal forces and need to be 
treated differently when modelled. One way of accurately predicting these associating 
mixtures is the use of association theory models [87]. 
2.9. Perturbation Theory Equations of State 
Although other association type models exist, the most common type is the perturbation theory 
EoS, such as SAFT and CPA. These models are thermodynamic EoS that help to describe 
systems containing molecules and mixtures of associating spheres. These types of molecules 
and mixtures do not behave in an ideal fashion because they contain molecules that have 
either hydrogen bonds or donor/acceptor pairs, such as an alcohol, a ketone, or an ester [18].  
The SAFT and CPA models have a basis in the perturbation theory. The perturbation theory 
can be used to describe the bulk fluid behaviour as well as the site-to-site interaction and was 
largely developed in work done by Wertheim, 1984a, 1984b, 1986a, 1986b [21]–[24]. 
Wertheim used perturbation theory to expand Helmholtz energy into a sum of integrals, in 
which many of these integrals must be equal to zero. This resulted in a simplified expression 
of Helmholtz energy which allowed the SAFT and CPA model to be developed [19]. 
2.9.1. The SAFT model 
The first SAFT model was developed in a series of papers by Chapman, 1989,1990 [18], [19]. 
A reference fluid is required to model an equation of state. This fluid exhibits real behaviours 
that the model will try to represent. SAFT uses a reference fluid that has both chain length (or 
molecular shape), and molecular association. This is used instead of the hard sphere 
reference fluid that is used in many other equations of state [19]. This allows for a more 
predictive EoS for systems involving associating molecules. 
Figure 2.10 shows the formation of a molecule in the SAFT reference fluid. The reference fluid 
is formed (a) and is first assumed to be full of hard spheres. The dispersive forces are added 
to the spheres, indicated by the dotted circle surrounding the spheres (b). The spheres form 
a chain (c) and interaction sites, which are represented by the grey circles (d), are added to 












Figure 2.10: Formation of a molecule in the SAFT reference fluid: a) the initial hard chain fluid; b) 
dispersive forces added; c) chains form; d) association sites are added (taken and re-drawn 
from Kontogeorgis and Folas, 2010 [9]) 





= ares = aseg  + achain + aassoc 2.25 
Equation 2.25 considers the residual Helmholtz energy (𝑎𝑟𝑒𝑠) as a sum of three Helmholtz 
energy terms, as well as being the deviation from an ideal gas 𝑎𝑟𝑒𝑠 = 𝑎 − 𝑎𝑖𝑑𝑒𝑎𝑙. The first term 
(𝑎𝑠𝑒𝑔) considers the segment-segment interactions. The second term (𝑎𝑐ℎ𝑎𝑖𝑛) considers the 
covalent bonds that form in a chain-like fashion amongst the segments. The third term (𝑎𝑎𝑠𝑠𝑜𝑐) 
considers the associating interactions between the molecules [18]. 
The segment and association term remain fairly constant, however, differences in the 
reference fluid and the dispersion term have led to many different iterations of the SAFT 
model. The first major modification to the dispersion term was by Huang and Radosz, 1990 
[88] with SAFT-HR, where a square-well potential function was used, instead of an LJ potential 
function (Figure 2.11) [19], [88]. Further developments to the dispersion term resulted in further 
iterations to the SAFT models such as PC-SAFT[89] which was simplified to sPC-SAFT [90] 
(Section 2.9.3.) and, SAFT-VR [91], [92] in which further improvements lead to SAFT-VR-Mie 





Figure 2.11: Strength of association model using square-well method (orange dashed line) and 
Lennard-Jones method (blue dashed line) for a random mixture. Taken and re-drawn from 
[19] 
Other extensions and modifications have been made to the SAFT models in which changes 
were not made to the dispersion term. Examples of this is the CPA EoS (Section 2.9.2) or the 
addition of polar terms to the Helmholtz energy (Section 2.9.5). 
2.9.2. CPA EoS 
The CPA EoS is a simplification of the SAFT model which is a combination of the cubic 
equation SRK [80] and the association term, similar to that in the SAFT model [94]. This model 
was developed for the oil and gas industry to model polar and hydrogen bonding component 
interactions when there is no need for the use of the full SAFT model [94]. 
When the CPA models a component that does not associate or hydrogen bond, the CPA is 
reduced to the SRK model. However, the parameters used are regressed from the pure 
components vapour pressure and density [35]. This strikes a balance between the accuracy 
of the model and its simplicity [9]. 
As the CPA uses a cubic equation of state, the reference fluid is represented by hard spheres, 
and uses the defined intermolecular potential function [35]. The association term adds 
association sites to the hard sphere (Figure 2.12). Since the molecule is represented by a hard 





Figure 2.12: Example of the CPA reference fluid, a hard sphere (1) with two association sites, i and j. 
(taken and re-drawn from de Villiers, (2011)) 
The CPA and other SAFT variants association term uses two different mixing rules, namely 
the CR1 [94] and the ECR [28] mixing rules. The CR1 rule is able to model non-self-associating 
and cross-associating compounds and is therefore used in this project [9]. 
The CPA model is a very commonly-used model in the oil and gas industry, where the majority 
of mixtures are alcohol-hydrocarbon or water-hydrocarbons mixtures [95]–[97]. Work has also 
been done on systems involving cross-associating systems such as ketones and esters [98].  
Although good results have been seen, there are still limitations to the model [35]: 
a) The CPA model cannot account for the cross-association of compounds that do not 
self-associate; 
b) It does not account for polar interactions such as those evident in ketones and esters; 
and 
c) Multicomponent mixtures often require large BIPs for an accurate representation of the 
mixture. 
2.9.3. sPC-SAFT EoS 
A more complicated model compared to CPA, the PC-SAFT model shares the same terms as 
the original SAFT model, except for the dispersion term. This dispersion term accounts for the 
dispersion between the chains, rather than the dispersion between the hard spheres [9]. 
This results in the reference fluid and the formation of the molecules following a different path 
(Figure 2.13) compared to the path previously described in Figure 2.10. In the PC SAFT, the 
reference fluid: a) the fluid is assumed to full of hard spheres; b) chains form; c) dispersive 
forces are added to the chains, shown by the dotted circles; d) the association sites are added 















Figure 2.13: Formation of a molecule in the PC SAFT reference fluid: a) the initial hard chain fluid; b) 
chains form; c) dispersive forces added; d) association sites are added (taken and re-drawn 
from Kontogeorgis and Folas, 2010[1]) 
A modified square-well potential is used, as proposed by Chen and Kreglewski 1977 [99], to 
explain the soft repulsion experienced by real fluids [100] (Figure 2.14). 
 





A simplification of the PC SAFT model leads to simplified PC SAFT (sPC-SAFT), this 
simplification of the model cuts down the simulation time by 30% [90] without showing less 
accurate results, leading to a model that is more likely to be used. 
The first simplification to the sPC-SAFT equation assumes that the mixture has segments with 
similar-sized segment diameters. The second simplification is a simplification to the radial 
distribution function [90].  
The sPC-SAFT model requires five pure component parameters for associating components: 
segment diameter (σ); segment energy (ε); the number of hard spheres (m); the association 
energy (εAB); association volume (KAB) and three pure component parameters for 
non-associating components: σ; ε; m [9]. 
The sPC-SAFT model showed greater accuracy than the original SAFT model. This proves 
that valid improvements were made [101] and has been applied to a wide range of phase 
equilibria. This is especially true in systems involving a polar hydrogen-bonding component 
and a non-polar non-hydrogen-bonding component [102]–[104], while some work is being 
done on polar associating components [35], [105]. 
Although promising results have been seen with the use of the sPC-SAFT model, there are 
still limitations [35]: 
a) Polar compounds, such as ketones and esters, have poor descriptions when using the 
sPC-SAFT model; 
b) When looking at compounds that cross-associate but do not associate themselves 
difficulties in the accuracy of the model is noticed; and 
c) Mixtures containing strong polar compounds, such as alcohols, require large BIPs to 
accurately represent the data. 
There is a need for improvements to the model, such as giving it an extra polar term, to ensure 
more accurate predictions. 
2.9.4. SAFT-VR-Mie EoS  
The SAFT-VR EoS equation is identical to the original SAFT equation, however, a different 
dispersion term is used. The original SAFT dispersion term had a potential function (LJ 
potential function) that is expressed in terms of segment diameter (σ) and segment energy (ε) 
[9].  
The SAFT-VR model is based on the square-well potential function, an extra parameter, the 
square-well width (λ), is needed to describe the reference fluid. Hence, there is a need for an 




segment, hence SAFT- ‘Variable Range’. It is standard to want to describe a pure component 
with as few pure component parameters as possible. However, the addition of the square-well 
width helps to predict many of the more complex systems deviations from the ideal state [9]. 
Improvements to the SAFT-VR model by Lafitte et al. 2006 ,2007 [25], [93], move away from 
using the square-well potential function and uses the soft-core Mie potential function. This 
improves the repulsive interactions described by the reference fluid (SAFT-VR-Mie) [25], [93]. 
In the SAFT-VR-Mie equation, up to six pure component parameters are required to describe 
the component. The following six associating components are required: segment diameter (σ), 
segment energy (ε), the number of hard spheres (m), the association volume (εAB), and the 
range of association (𝑟𝐴𝐵
𝑐 ). Only four non-association components are required, namely σ, m, 
ε and λ.  
The SAFT-VR-Mie model is more accurate in modelling than the original SAFT. However as 
with the two previous models, the model has some limitations. 
a) As with the previous two models SAFT-VR-Mie has poor predictions for polar 
models 
b) Cross-association of molecules that do not self-associate but do cross-associate, 
is hard to accurately model 
2.9.5. Addition of a polar term 
VLE is affected by the interactions of polar systems. The previously described models do not 
take the effect of polarity explicitly into account, and therefore, a term can be added to 




= ares = aseg  + achain + aassoc + a𝑝𝑜𝑙𝑎𝑟 2.26 
Two of these polar interactions are described in work conducted by Jog and Chapman, (1999) 
[106] and Jog et al. (2001) [107], (JC polar) and work done by Gross and Vrabec, (2006) [26], 
(GV). 
2.9.5.1. GV term 
The GV term is a third-order perturbation theory polar term, written in terms of Pade 
approximations. The testing of simulated data, using the GV term, resulted in a good 
description of polar mixtures [26]. This term explicitly accounts for the polar interactions of 
compounds used in this work. 
The GV term introduces the number of polar segments term (np), this pure component 




such as the JC polar term. The testing of the polar term with polar/polar mixtures shows that 
the GV term has more accurate predictions than the JC polar term [108]. Therefore, the GV 





With the focus of the work shifting from the premise to the means by which the work was done, 
this chapter lays out the materials, apparatus, methods, and uncertainty of measurement. 
3.1. Materials 
All chemicals for this project were purchased from Sigma Aldrich. The chemicals used in the 
phase equilibrium experiments are shown in Table 3.1, together with the mass percentage 
purity.  
Table 3.1: List of chemicals used in ternary and binary experiments with purities 
Component Assay (mass%) CAS Number 
Methyl ethyl ketone 99.7% 79-93-3 
1-propanol 99.8% 71-23-8 
2-propanol 99.8% 67-63-0 
Ethyl acetate 99.7% 141-78-6 
Methyl Propionate 99.7% 554-12-11 
Propyl formate 97.0% 110-74-7 
 
All the chemicals were analysed using gas chromatography-mass spectrometry (GC-MS) to 
ensure that no significant impurity peaks were present. The outcome of this analysis showed 
that all the component purities were equal to, or greater than, the manufactures stated purity, 
with all the chemicals being at least 99.7% pure. This included five propyl formate tests on 
100 ml bottles, which were all greater than 99.7% pure (99.71%, 99.79%, 99.81%, 99.81%, 
and 99.83% respectively). This is significantly greater than the manufacturer’s stated 97%. 
Therefore, the components were considered suitable for use in phase equilibrium testing. 
Technical grade argon (Afrox) was used to control overpressure within the still.  
3.2. Apparatus 
A glass Gillespie VLE still, built in-house by Gowda, 2018 [52], was used to measure phase 









































Table 3.2: Annotations of the Gillespie type still 
Notation Description 
I Feed chamber 
II Mixing chamber and magnetic stirrer 
III Heating chamber and cartridge heater 
IV Cottrell tube  
V Gillespie chamber 
VI 1st Vapour condenser (Liebig style) 
VII Vapour sample well  
VIII Liquid sample well  
IX Liquid glass rod with magnetic ends 
X Vapour glass rod with magnetic ends 
XI Liquid sample tube 
XII Vapour sample tube 
XIII Over- and under-pressure control entry point 
XIV PT100 temperature probe 
XV 2nd Vapour condenser (Dimroth style) 
XVI Liquid condenser (Allihn style) 
XVII Liquid collection point 
XVIII Vapour collection point 
 
Continuous circulation is achieved by supplying heat, via the Cartridge heater (Figure 3.1 (III)), 
to the system. This Results in an evaporated vapour with entrained liquid, this evaporated 
mixture enters the Cottrell tube (IV), which in turn comes into contact with the equilibrium 
thermometer (XIV). The resulting mixture separates into the liquid and vapour fractions within 
the Gillespie chamber (V) and passes through condensers (VI and XV) before returning to the 
mixing chamber (II). Within the mixing chamber a magnetic stirrer ensures that the initial 
concentration is well-mixed. Continuous circulation is then reached, due to this continuous 
circulation, equilibrium is achieved at a fast rate. It takes approximately 60 - 90 minutes to 
reach this point. A more detailed step by step procedure can be seen in Appendix C, with 





3.3. Experimental Procedure 
3.3.1. Still preparation 
One needs to ensure that there are no residual liquids before using the still. Therefore, it is 
important to wash the still, using a solvent (methanol) that is completely soluble with the 
compounds used in this study, and then to dry the still thoroughly, using compressed air 
(described in further detail in Section 3.3.6). 
The Gillespie still can be used at either over or under pressure, using a vacuum pump for 
under pressure and argon gas for over pressure. The three-way valve needs to be opened 
towards the desired run type and all valves (V1-V9) need to be closed including the caps (C1 
and C2). Depending on which way the three-way valve is opened, either the vacuum pump is 
turned on or the argon canister is opened. However, the pressure control valve must be left 
closed. A submersible pump can now be turned on to ensure cooling water is running through 
the condensers (VI, XVI, XV). Approximately 110 ml of feed mixture, enough to completely 
submerge the cartridge heater, can be added to feed chamber (I). Opening valve V1 allows 
the mixture into the mixing chamber (II) and the boiling chamber (III). Cap C1 and valve V1 
can be closed. 
The magnetic stirrer can be switched on and power can be switched on for the cartridge 
heater. The heating power is controlled through the use of a potentiometer and an adjustable 
dial. This dial must be left closed with no voltage passing through to the cartridge heater.  
3.3.2. Experimental run 
Once the still is prepared an experimental run can proceed. Because the ambient pressure in 
Stellenbosch is below standard atmospheric pressure, all experimental runs are to be run at 
1.013 bar and the three-way valve is to be opened to over pressure. In the very uncommon 
event of the ambient pressure being above atmospheric pressure, the three-way valve is to 
be opened to under pressure. With the argon canister already opened, the control valve can 
be opened until the pressure reading on the Yokogawa EJX510A pressure transmitter reads 
1,013 bar with fluctuations of less than 0.001 bar. 
The dial-controlled heater can now be adjusted to ensure the setting for the system is correct. 
The heater’s power setting is important because if the power is too high it will cause large 
pressure fluctuations. Although the pressure fluctuations are over-exaggerated (Figure 3.2), 
the pressure fluctuations will result in a change in composition. The sampled composition will 
lie on a different phase envelope. This results in a composition that is not in equilibrium with 





Figure 3.2: Example of pressure fluctuations caused by too high heater power settings, for the 
1-propanol/ethyl acetate system  
With the initial concentration of the feed mixture in the still remaining constant, the heater’s 
power affects the mass balance ratio of liquid to vapour. Figure 3.3 illustrates that if the 
heater’s power is insufficient the mixture will lie at A and no vapour will be formed. Increasing 
the heater’s power will result in boiling when bubble point (B) is reached. However very little 
vapour return will be noticed. Using the correct heater power will result in a central 
concentration with equal liquid and vapour flow rate (C), with equilibrium vapour and liquid 
compositions of F. A further increase in the heater’s power will result in dew point (D), and any 



























Figure 3.3: Example of the effects of increasing heater power on vapour liquid composition from 
completely under-heating the mixture(A) to over-heating the mixture (E) 
Boiling will occur after approximately 10 minutes of operating at an appropriate heat setting. 
As stated above, an equal return from both liquid and vapour is required, with liquid and vapour 
drops one second apart, for accurate sampling, unequal return may result in imperfect 
separation with more of the volatile components favouring the vapour phase. The 
potentiometer can be further adjusted to meet these criteria. 
The concave shape of the two sample wells (VII, VIII) collects the initial return of liquid and 
vapour, with later returns flowing over the top of the collected liquid. With equilibrium not yet 
reached constant flushing is required. As the still gradually heats up (Figure 3.4 G to H) slight 
changes occur in the equilibrium concentration (K to L). If flushing does not occur, then the 
concentration within the two sample wells will not change (K). However, this flushing, causes 
slight changes to the mass balance of the system and there is a shift in concentration (H to I). 
A further increase in heat results in a move from I to J and an equilibrium concentration of M. 































Figure 3.4: Example of the changing concentration with flushing and time: of the 1-propanol/ethyl 
acetate system. Where: G) the original mixtures concentration and temperature, H) 
temperature of initial concentration after heating, I) change in concentration after flushing, J) 
Increase in temperature over time, K) initial concentrations of liquid and vapour, L) 
concentrations of liquid and vapour after sampling and increase in temperature, M) final 
concentration of the liquid and vapour after heating 
Flushing the still entails the placement of a magnet above the magnetic end of the two glass 
rods (IX, X) allowing all the liquid in the concave area to flow into the liquid and vapour sample 
area. Valves V4 and V5 are opened and the liquid flows to the sample tubes (XI, XII) and is 
discarded. 
3.3.3. Sampling 
After the last flush when the temperature is constant (fluctuations of less than ±0.03K) samples 
can be taken and the temperature recorded. The samples are taken in separate sample tubes 
to those used during flushing. These tubes are washed with wash methanol and dried with 
compressed air before use. The sampling process follows a similar procedure to that of 
flushing (3.3.2).  
When the system is at equilibrium, the magnet is placed on the end of the two glass rods for 
a shorter period than previously. This allows for approximately 0.1 ml to flow into the sample 
area and into the sample tubes. This sample is deposited into 2 ml sample vials (Borosilicate 
glass vials with PTFE lined caps). The equilibrium temperature was monitored during this 
sampling procedure to ensure no changes in temperature occurred. 
3.3.4. Design of binary experiments 
When testing the binary systems (Figure 3.5), the starting point is the pure component with 
































component is added to the still. Approximately 10 ml of pure ‘component 2’ is added. This 
moves the concentrations of both liquid and vapour towards the concentration of pure 
‘component 2’. 10 ml of pure ‘component 2’ is continuously added until the mixture in the still 
is at approximately 50% concentration (grey points of Figure 3.5). Then the still is drained and 
washed, a detailed explanation of draining and washing procedure is given in Section 3.3.6. 
The process is then repeated in reverse, by adding 110 ml of pure ‘component 2’ to the still, 
and adding 10 ml of pure ‘component 1’, until the concentration of the mixture is approximately 
50% (blue points of Figure 3.5). 
  
Figure 3.5: Design of binary experiments, starting from pure component 1 and moving down the 
phase envelope. Then starting at pure component 2 and moving up the phase envelope  
3.3.5. Design of ternary experiments  
In a similar way to binary systems, a ternary plot starts with a pure component (comp2) with 
trace amounts of the other two components (comp1 and comp3). This starting point is 
indicated by the red circle in Figure 3.6. The addition of component 1 to the mixture causes a 
shift in the mixture’s feed concentration to the point shown by the blue circle. The addition of 
component 3 causes a further shift in the mixture to the point represented by the orange dot 
in Figure 3.6. The sequential adding of components 1 and 3 is continued until the mixture’s 




















From pure component 1





Figure 3.6: Sequential adding of components to ternary plot, each dot representing the concentration 
of the feed mixture 
Once this centre point is reached (close to a mixture of 33,3% of each component), the 
contents of the still is drained (procedure shown in Section 3.3.6) but not washed. The still has 
residual liquid from all three components. In order to populate a different region with a high 
concentration of the other components, the process needs to be repeated with different 
components as the starting point. Thus, adding a new pure component is the next starting 
point with the same process being followed. Once all the pure components have been used, 
the spaces where no data is shown can be populated by using various starting points (Figure 
3.7), for example, starting near pure component 2 and adding only pure component 1, thereby 



















Figure 3.7: Spaces in which data needs to be filled 
3.3.6. Draining and washing 
Once the binary or the ternary plot is populated, the still needs to be drained and washed to 
prepare for the testing of a new system. This is to ensure that no residual liquids can 
contaminate the next system.  
Before draining and washing the still, the immersion heater needs to be turned off and the 
mixture inside the still allowed to cool down. After about 45 minutes, the mixture should be at 
ambient temperature and safe to remove from the system. Opening valve V10 allows the 
mixture that was in both the heating and mixing chamber to flow into a beaker. Once all the 
mixture has been removed (except for small volumes within the heating chamber below the 
outlet to valve V10) wash acetone can be added. 
Approximately 110 ml is added to the feed chamber and, subsequently, to the mixing and 
heating chamber. This wash acetone acts as a solvent removing any of the non-volatile 
components that are still present within the still. At ambient pressure the immersion heater is 


















allowed to circulate within system for approximately 45 minutes (while still lifting the glass rods 
at 15-minute intervals to ensure the vapour and liquid collection points are also washed), 
before being allowed to cool and drain through valve V10. 
The still is left to dry overnight with all the values (V1-V10) and caps (C1 and C2) opened, and 
with the immersion heater unscrewed and removed. 
3.3.7. Analysis of samples 
Once an experimental sample has been taken for either a binary or ternary system, there is a 
need to analyse the sample. This is done by diluting the sample with a solvent (methanol), 
and testing the outcome compared to the outcome from a known mass of an internal standard 
(2-pentanol). 
1. A Capped sample vial and a GC-sample vial are loaded with ≈ 1.5 ml of solvent. 
2. 30 μL of the internal standard is added to the capped sample vial and weighed. 
3. 80 μL of the liquid or vapour sample is added to the capped sample vial and weighed.  
4. 80 μL of the mixture in the capped sample vial is added to the GC-sample vial (Figure 
3.8). 
 
Figure 3.8: Dilution and preparation of GC vial for analysis 
The diluted samples are run through an Agilent 7820A GC with an auto sampler and a flame 
ionisation detector (FID). A run-time of 10 minutes in a non-polar column with dimensions 60m 
x 0.18mm x 0.1μm, operating at 280oC, is sufficient to get separate area peaks for all 
components involved. 
The mass of each component in the sample mixture can be determined using the weighed 















of the internal standard and the components peak are proportional to the internal standard 







In Equation 3.1, the response factor (K) is determined for each component prior to an 
experimental run. In order to generate a straight-line fit representing the response factor for 
each component, five known masses of both the internal standard and the component are run 
through the GC three separate times (Appendix D). 
3.3.8. Equipment uncertainty 
The uncertainties of the experimental data are obtained using the expanded uncertainty 
method, in accordance with the standards set by the guide to uncertainty in measurement, 
“Evaluation of measurement data-Guide to the expression of uncertainty in measurement 
(GUM).57” [109]. In this study an uncertainty coverage factor of 2 is used which gives a 95% 
confidence level. 



















Using Equation 3.2 the uncertainties of the input variables can be expressed in terms of the 
output variables. In which y denotes the output variable, xii the input variable, f is the 
relationship between both the input and the output variable, u is the standard uncertainty of 
the input or output and u(xixj) is the covariance between input variables. 
3.3.9. Uncertainty in temperature 
The following factors are considered when testing for the uncertainty in temperature: 
a) A temperature indication uncertainty of 0.08 K which is a combination of precision 
resolution and hysteresis; 
b) Uncertainty due to calibration of 0.31 K; and 
c) Fluctuations in temperature prior to reading of a maximum of 0.03 K. 
In the factors stated above there is a covariance between the uncertainty of temperature 
indication and the uncertainty due to calibration as both these factors depend of the indicated 
temperature. The standard uncertainty of experimental uncertainty is therefore uc(T)=0.31 K 




3.3.10. Uncertainty in pressure 
As with the uncertainty in temperature the following factors are considered when testing the 
uncertainty in pressure: 
a) A pressure indicator uncertainty of 0.0108 bar which includes repeatability, stability, 
and the thermal effect; 
b) Uncertainty of calibration of 0.0103 bar; and 
c) Pressure fluctuations of 0.01 bar noticed prior to sampling. 
Due to the use of the pressure indicator there is covariance between the calibration uncertainty 
and the indicator uncertainty. Therefore, the standard uncertainty in pressure is 
uc(P)=0.023 bar. With a coverage factor of two the uncertainty in pressure is uc(P)=0.046 bar. 
3.3.11. Uncertainty in composition 
Additional sources of uncertainty are inherent in the analysis of the samples, from the weighing 
of the samples (±0.01 mg) to the reproducibility of the GC. Although calibration curves allow 
the GC to reproduce accurate results, wear-and-tear on the GC can cause slight shifts in the 
calibration curves leading to errors in the compositional data.  
The exacted masses, which are made up of each component in a completed ternary system, 
were tested to determine the inherent error in the GC. Three samples containing five different 
variants of masses were prepared. With the exact masses of each component known, the 
mole fraction could be compared to the mole fraction determined by the GC. From this analysis 
the maximum error in composition was found to be ±0.013 mole fraction and the average error 
was 0.008 mole fraction. 
This manual repeatability tests lead to an uncertainty in composition of 




4. Experimental Results 
4.1. Experimental Verification 
Confidence in experimentally measured data is created by verifying the equilibrium still and 
the experimental procedure. The pure components and their subsequent vapour pressures 
can be used to verify the measurements of the equilibrium still (pressure and temperature). A 
binary system with existing literature VLE data can be compared with the experimentally 
produced data for the same system and used to verify the experimental and analytical 
procedures (composition). 
4.1.1. Vapour pressure verification 
Using the Gibbs phase rule, the pure components at saturation contain only one degree of 
freedom and therefore, for every pressure there can only be one temperature [37]. Based on 
this principle, the vapour pressure found from the experimental work is compared to vapour 
pressure correlations from the DIPPR database [110]. 
Figure 4.1 a) illustrates this comparison, with a maximum deviation from the DIPPR 
correlations of less than 1% and 95% of the deviations less than 0.7%. This comparison of the 
maximum deviations of each system to the DIPPR correlation (Table 4.1) shows a high degree 
of accuracy of the vapour pressures. This is well within the uncertainty of pressure of 
±0.046 bar, used in these results. This degree of accuracy indicates that there are reliable and 
repeatable pressure and temperature measurements (Figure 4.1 a).  
Because of the small deviations from the DIPPR correlations can’t be seen in Figure 4.1 a. 
Figure 4.1 b) is used to show the percentage difference of each component. With the 
deviations being within the uncertainty of pressure in these experiments, the experimental 
pressure and temperature in further experiments, using the Gillespie still, can be validated. 
Table 4.1: DIPPR correlation uncertainties and ranges for the six pure components 
Compound Uncertainty Temperature range (K) Pressure range (bar) 
1-propanol <3% 146.95 – 536.80  4.274x10-12 – 51.69 
2-butanone <1% 186.46 – 536.70 9.175x10-6 – 42.07 
Propyl formate <1% 180.25 – 538.00 2.110x10-6 – 40.28 
Ethyl acetate <1% 189.60 – 523.30 1.431x10-5 – 38.50 
Methyl propionate <1% 185.65 – 530.60 6.341x10-6 – 40.28 









Figure 4.1: a) Deviation of experimental vapour pressure from DIPPR correlations. b) vapour pressure 
of the pure components used in experiments, DIPPR correlations indicated by the dashed 
line, and the experimental data by the coloured markers b) Deviation of experimental vapour 
pressure from DIPPR correlations. 
4.1.2. Behaviour of pure component vapour pressures 
A comparison of vapour pressures of the six pure components (Figure 4.1 a) show a decrease 
in Psat for the two propanol components (1-propanol to 2-propanol). This is a result of the 
structural isomer changing the position of the hydroxyl group to the centre of the carbon chain 
and dampening the polar and associating behaviour of the compound. This same effect is 
seen with the lowering of Psat of propyl formate to ethyl acetate. The initial shortening of the 
carbonyl group (R-O-C) and lengthening of the acyl group (R-C=O) leads to this decrease in 
Psat for propyl formate to ethyl acetate which is expected. Further shortening of this group to 
the smallest carbonyl group of the C4 esters (from ethyl acetate to methyl propionate) results 
in an increase in Psat. This is evident due to the further increase in the dipole-dipole forces and 
lessening of steric hindrance on the carbonyl group. The shielding and subsequent opening 



















































Figure 4.2: 3D formulae of the three C4 esters with the normal boiling points presented, to show the 
dampening and effect of moving the hydroxyl group towards the centre and then away from 
the centre of the carbon chain. a) propyl formate with a boiling point of 353.6 K, b) ethyl 
acetate with a boiling point of 350.2 K, c) methyl propionate with a boiling point of 352.6 K 
The vapour pressures of the three C4 esters and 2-butanone are extremely similar, with 
1-propanol being an outlier (Figure 4.1 a) It can therefore be assumed that the 
cross-association effects of these components are similar, and that the effect of steric 
hindrance and the addition of a carboxyl group is negligible. 
4.1.3. Binary data verification 
The temperature and pressure measurements are validated using the pure component vapour 
pressures. Validation of the still and sampling techniques have on the composition is still 
required. This can be done by comparing literature VLE data to VLE data generated using the 
Gillespie style equilibrium still. 
The binary system of 1-propanol/2-butanone is common for all the ternary systems being 
tested and therefore is the binary system chosen to validate the experimental procedure in 
measuring composition. The literature system of 1-propanol/2-butanone experimentally 
produced by Martinez et al. 2008 [59] passes both the L/W and the McDermott-Ellis 
consistency test with an L/W D value of 1.840. A comparison of the literature data and the 
experimental data is shown in Figure 4.3. The experimental data in Figure 4.3 (a) lies on the 
same phase envelope as the literature data, which indicates that experimental data is reliable. 
The experimental data was found in two separate runs, with each run starting at 1-propanol 
and moving towards a higher concentration of 2-butanone . Then starting at 2-butanone and 
moving towards a higher concentration of 1-propanol . There is a clear overlap in the data 
between the two runs, indicating confidence in the repeatability of the experimental data.  
In Figure 4.3 (b) slight differences in composition are noticed between the experimental and 
literature data. However, when considering the uncertainty in concentration 
(0.016 mole fraction), the difference is within the uncertainty of composition. Further 
repeatability is noticed between the two separate experimental runs (Figure 4.3 b). The excess 




to the use of activity coefficients in calculating excess Gibbs free energy, it is a useful tool in 
assessing the consistency of the experimental data collected. 
The experimental data of 1-propanol/2-butanone also passes both the L/W and the 








Figure 4.3: a) T-xy diagram of 1-propanol/2-butanone compared to literature data, b) x-y diagram of 
1-propanol/2-butanone compared to literature data, c) excess Gibbs free energy comparing 








































































4.1.4. Still verification 
Confidence was found in the temperature and pressure measurements, when using the 
vapour pressures and DIPPR correlations of the pure components. The 
1-propanol/2-butanone system, with a good compositional agreement to the literature data, 
gives confidence in the repeatability of the data, and the accuracy of the sampling and 
analytical procedure gives confidence in the composition. This allows for confidence in the 
results of further binary and ternary data experimentally found. 
4.2. Binary systems in the 1-propanol/2-butanone/propyl formate system 
In the ternary 1-propanol/2-butanone/propyl formate system there are three corresponding 
binary systems. The three binary systems being 1-propanol/2-butanone (Figure 4.3), 
1-propanol/propyl formate (Figure 4.4 a), and 2-butanone/propyl formate (Figure 4.4 b). 
In the 1-propanol/propyl formate system an azeotrope exists at high concentrations of propyl 
formate (352.60 K and 0.076 mole fraction of 1-propanol). The 1-propanol/propyl formate 
system passes both the McDermott-Ellis point-to-point test, with all D values lower than the 
Dmax, and the L/W area test with a L/W D value of 1.130. 
At high concentrations of 2-butanone in the 2-butanone/propyl formate system, slight 
deviations can be seen in the Gibbs excess energy function (Figure 4.4 f). The low amount of 
separation, as shown with low partition coefficients (Ki) and relative volatilities (Section 4.7, 
Figure 4.15), exaggerates this deviation, with the uncertainty of composition being greater 
than the (y-x) values. Both systems pass both the McDermott-Ellis point-to-point test and the 












































a)  b)  
c)  d)  
e)   f)  
Figure 4.4: a) Experimental T-xy data for 1-propanol/propyl formate system, b) experimental T-xy data 
for 2-butanone/propyl formate system, c) experimental xy data for 1-propanol/propyl formate 
system, d) experimental xy data for 2-butanone/propyl formate system, e) excess Gibbs 
energy function for the 1-propanol/propyl formate system, f) excess Gibbs energy function 










































































Using the three binary systems plotted on the same axis it can be used to see what trend the 
liquid and vapour surface will take in the ternary system (Figure 4.5). A shortening of the tie 
lines can be expected as the concentration of 1-propanol decreases, which is shown by little 
to no separation in the middle section (propyl formate) of Figure 4.5. 
Due to the three binary systems showing two azeotropes. There is a distillation boundary 
between the two azeotropes expected at low concentrations of 1-propanol, with no tie lines 
crossing this boundary. 
Larger separation is expected at lower concentrations of 2-butanone due to the larger amount 
of separation seen in the 1-propanol/propyl formate system compared to that of the 
1-propanol/2-butanone system (Figure 4.5). Deviations from an ideal state are expected at 
low concentrations of 1-propanol. Due to the two binary azeotropes at both high and low 
concentrations of propyl formate, by keeping the concentration of 1-propanol low, there is 
expected to be deviations for all concentrations of propyl formate. 
 
Figure 4.5: Binary systems 1-propanol/2-butanone, 2-butanone/propyl formate, and 1-propanol/propyl 
formate used to create a ternary diagram of 1-propanol/2-butanone/propyl formate 
4.3. Binary systems in the 1-propanol/2-butanone/ethyl acetate system 
The ternary system containing the ethyl acetate system contains two additional binary 
systems, namely, 1-propanol/ethyl acetate and 2-butanone/ethyl acetate (Figure 4.6). 
Slight differences are seen in the 2-butanone/ethyl acetate system at low concentrations of 
ethyl acetate (Figure 4.6 c). In the 2-butanone/ethyl acetate system differences in the 
azeotropic position are evident, 349.95 K and 0.756 mole fraction of 2-butanone in literature 
compared to 349.94 K and 0.83 mole fraction of 2-butanone experimentally found. However, 
the experimentally found azeotropic is similar to the azeotropic data found by 
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of 2-butanone. As there little to no separation it is difficult to find the correct azeotropic 
composition. 
Both systems pass the McDermott-Ellis point-to-point consistency test and the L/W area test, 












































































































 Nagata 1963 liquid
Nagata 1963 vapour
a)  b) 
c)  d)  
e)  f)  
Figure 4.6: a) Experimental T-xy data for 1-propanol/ethyl acetate system, b) experimental T-xy data 
for 2-butanone/propyl formate system, c) experimental xy data for 1-propanol/ethyl acetate 
system, d) experimental xy data for 2-butanone/propyl formate system, e) excess Gibbs 
energy function for the 1-propanol/propyl formate system, f) excess Gibbs energy function 






















The three binary systems plotted on the same axis (Figure 4.7) shows that a shortening of tie 
lines can be expected as the concentration of 1-propanol decreases. The tie lines will also 
increase when going from a low to a high concentration of ethyl acetate, while keeping the 2-
butanone constant. This is evident by the greater separation of the 1-propanol/ethyl acetate 
system compared to the 1-propanol/2-butanone system. This will also result in higher 
temperatures for increasing concentration of 2-butanone while keeping 1-propanol constant. 
The one azeotrope present in the 2-butanone/ethyl acetate system shows that there will be 
deviations from the ideal state at high concentrations of ethyl acetate. No other azeotrope 
exists, and it is therefore assumed that the ternary system containing ethyl acetate will show 
the least deviations from the ideal state.  
 
Figure 4.7: Binary systems 1-propanol/2-butanone, 2-butanone/ethyl acetate, and 1-propanol/ethyl 
acetate used to create a ternary diagram of 1-propanol/2-butanone/ethyl acetate 
4.4. Binary systems in the 1-propanol/2-butanone/methyl propionate 
system 
1-propanol/methyl propionate, and 2-butanone/methyl propionate are the two additional 
systems within the methyl propionate ternary system (Figure 4.9). 
The differences between the literature and experimental data are seen at high concentrations 
of methyl propionate in the 1-propnaol/methyl propionate system (Figure 4.9 a). There is a 
minimum temperature in the literature data of 351.85 K while in the experimental data there is 
a minimum temperature 352.16 K. This is a difference of 0.31 K. Although this difference is 
large, it is still within the temperature uncertainty of ±0.62 K within the system.  
In the literature data a minimum azeotrope is not present, however, the minimum temperature 
in the data drops below the normal boiling point of methyl propionate (351.85 K compared to 
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assumed that the azeotropic point of 351.86 K and 0.937 mole fraction of methyl propionate, 
is correct (Figure 4.8). 
 
Figure 4.8: (y-x) vs x plot, showing the existence of an azeotropic point in the 1-propanol/methyl 
propionate system  
Due to the extremely similar boiling points of 2-butanone and methyl propionate, little to no 
separation is expected. This small separation can be seen by the x vs y plot following the 
45o line (Figure 4.9 d). Small partition coefficients and small relative volatilities reiterate this 
point (Section 4.7, Figure 4.15). As a result of the similar boiling points, there are similar 
dipole-dipole moments creating a larger deviation from the ideal state.  
The 1-propanol/methyl propionate and the 2-butanone/methyl propionate systems both pass 
the McDermott-Ellis point-to-point consistency test and the L/W area consistency test, with a 



































































































a)  b)   
c)  d)  
e)  f)  
Figure 4.9: a) Experimental T-xy data for 1-propanol/methyl propionate, b) experimental T-xy data for 
2-butanone/methyl propionate system, c) experimental xy data for 1-propanol/methyl 
propionate system, d) experimental xy data for 2-butanone/methyl propionate system, e) 
excess Gibbs energy function for the 1-propanol/methyl propionate system, f) excess Gibbs 



























































The three binary systems plotted on the same axis (Figure 4.10) indicated a shortening of tie 
lines can be expected as the concentration of 1-propanol decreases. This is due to the very 
similar boiling points of 2-butanone and methyl propionate.  
A liquid-vapour surface at a constant temperature is expected to slope towards lower 
concentrations of 1-propanol when increasing the concentration of 2-butanone. This is due to 
the larger separation which is apparent in the 1-propanol/methyl propionate system compared 
to the 1-propanol/2-butanone system. 
With two azeotropes in the 1-propanol/methyl propionate system and in the 
2-butanone/methyl propionate system, deviations at low concentrations of 1-propanol are 
predicted. These deviations occur at both medium concentrations of methyl propionate and 
high concentrations of methyl propionate. 
 
Figure 4.10: Binary systems 1-propanol/2-butanone, 2-butanone/methyl propionate, and 
1-propanol/methyl propionate used to create a ternary diagram of 
1-propanol/2-butanone/methyl propionate 
4.5. Binary systems in the 1-propanol/2-butanone/2-propanol system 
To test the effect of the changing of the functional group, two additional binary VLE systems 
are required in the 2-propanol ternary system, namely, 1-propanol/2-propanol and 
2-butanone/2-propanol respectively (Figure 4.11). 
The experimental data is in good agreement with the literature data of the 
2-butanone/2-propanol system (Figure 4.11 c), with the systems having very similar azeotropic 
points (350.50 K and 0.62 mole fraction of 2-butanone).  
In the 1-propanol/2-propanol system (Figure 4.11 a) the experimental data can be seen to only 
agree with Ballard et al. 1952 [62]. All three systems do however agree in the xy diagram 
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seen to be in temperature. Seeing the scatter in the excess Gibbs free energy for the Ballard 
et al. 1952 [62] systems leads to the expectation that the data is thermodynamically 
inconsistent. Although this may be the case it can also show that there is a small deviation 
from the ideal state. This is expected having two components that a chemically very similar, 
that will both hydrogen bond with themselves and with each other at similar strengths. 
Both systems pass both the McDermott-Ellis point-to-point test and the L/W area test with D 




























a)  b)  
c)  d)  
e)  f)  
Figure 4.11: a) Experimental T-xy data for 1-propanol/2-propanol system, b) experimental T-xy data 
for 2-butanone/2-propanol system, c) experimental xy data for 1-propanol/2-propanol 
system, d) experimental xy data for 2-butanone/2-propanol system, e) excess Gibbs energy 















































































































The three binary systems plotted on the same axis (Figure 4.12) indicates there will be a 
shortening of tie lines with decreasing concentration of 1-propanol. However, these tie lines 
will not be as short as in the ternary systems containing the C4 esters as a greater separation 
is evident in the 1-propanol/2-propanol system. Higher temperatures are expected when 
moving to higher concentrations of 2-propanol while keeping the concentration of 1-propanol 
constant.  
A greater deviation from the ideal state is expected compared to that of the three C4 ester 
ternary systems. This is noticed with a larger deviation in temperature in the 
2-butanone/2-propanol system, due to the stronger hydrogen bonding between the two 
components.  
 
Figure 4.12: Binary systems 1-propanol/2-butanone, 2-butanone/2-propanol, and 1-propanol/2-
propanol used to create a ternary diagram of 1-propanol/2-butanone/2-propanol 
4.6. 1-propanol systems 
Each system contains 1-propanol. The effect that 1-propanol has on each binary system is 
important to understand as it will impact how they interact within the ternary systems. 
The binary systems with 1-propanol (Figure 4.13 a) show a small deviation from an ideal state 
due to the larger differences in the boiling points. All systems show a similar behaviour at high 
1-propanol concentrations. This is especially true for the three C4 systems as they have almost 
identical phase envelopes. This is expected as the cross-association between the C4 
components and 1-propanol is dilute. It is therefore hard to distinguish between the 
cross-association effects of each C4 isomer, while the self-association of 1-propanol 
dominates. It is therefore expected that at high temperatures within the ternary systems, 
interactions close-to-ideal will be expected, with little deviations between the systems. 
The binary system of 1-propanol/methyl propionate and 1-propanol/propyl formate both 
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4.13 b), whereas the binary system of 1-propanol/ethyl acetate does not have an azeotrope. 
The azeotrope is formed as a result of being in high concentrations methyl propionate with 
stronger hydrogen bonding occurring between the 1-propanol/methyl propionate and 
1-propanol/propyl formate molecules, than the diluted 1-propanol/1-propanol hydrogen bonds. 
It can be assumed that an azeotrope does not form in the ethyl acetate system due to the 
shielding of the carbonyl group and the decrease in hydrogen bond strength. It is therefore 
expected that the system of ethyl acetate will interact in a more ideal way at low concentrations 





Figure 4.13: a) combined T-xy data of the 1-propanol/(2-propanol 2-butanone C4 esters) systems at 
1,013 bar, b) (y-x) vs x plot, showing the azeotropic points of C4 esters 
4.7. 2-butanone systems 
Due to the large difference in boiling point, the system of 1-propanol/2-butanone shows a very 
small deviation from an ideal state (Figure 4.14 a). However, the close boiling points of the 
2-butanone/ (C4 esters/2-propanol) systems all result in minimum boiling azeotropes. 
These minimum azeotropes, especially in the 2-butanone/C4 ester systems, occur at a high 
concentration of the lower boiling point component, 0.04 mole fraction of 2-butanone for the 
2-butanone/propyl formate system and 0.96 mole fraction of 2-butanone for the 
2 butanone/ethyl acetate system (Figure 4.14 b). This is due to the close boiling points 
exhibited by the two components in which the more polar molecules have a greater 
dipole-dipole interactions at high concentrations. Due to the incredibly close boiling points 
(352.38 K and 352.40 K respectively) and the similar forces between the models in the 
























































2-butanone. The minimum azeotropic point of the 2-butanone/2-propanol system also occurs 
a at higher concentration of the lower boiling point component, 0.38 mole fraction 2-butanone, 





Figure 4.14: a) Combined T-xy data for 2-butanone/(C4 ester propanol) systems at 1.013 bar, b) (y-x) 
vs x plot, showing the azeotropic points of C4 esters and 2-propanol 
Due to the close boiling points exhibited in the 2-butanone/C4 ester systems deviations from 
the ideal state are noticed. This also leads to a small separation in these systems (Figure 
4.15). The 2-butanone/2-propanol system shows larger deviations from an ideal state due to 
the stronger hydrogen bonding between the components. However, the slightly larger 
differences in boiling points lead to the slightly larger separation between the components 






























































Figure 4.15: The small amount of separation in the 2-butanone/C4 ester systems, shown by a) 
partition coefficients, b) relative volatilities 
From the outcomes of the binary systems, predictions can be made as to how the ternary 
systems containing these components will interact. At high concentrations of 1-propanol it can 
be assumed that all four ternary systems will interact similarly, acting in a near ideal way. As 
the concentration of 1-propanol decreases, the interactions will be more non-ideal, with the 
shortening of the tie lines. It is also expected for the ternary system containing 2-propanol to 
interact in the most no-ideal way due to its self-associating characteristics.  
It is expected that at low concentrations of 1-propanol the ternary system containing propyl 
formate will interact in the most non-ideal way compared to the other C 4 systems. Whereas, 
the ternary system containing ethyl acetate will interact in the most ideal way. 
Due to the azeotropes evident in the 1-propanol/propyl formate and the 
1-propanol/methyl propionate systems, a greater deviation from the ideal state is expected in 
these two ternary systems at low concentrations of 2-butanone compared to the ternary ethyl 
acetate system. The azeotrope at medium concentrations of 2-butanone in the 
2-butanone/methyl propionate system will also cause deviation at medium concentration of 




























































5. Ternary Vapour-liquid equilibrium Results 
With the temperature, pressure, and composition verified as previously described (Section 
4.1), the new ternary systems can be populated with a high degree of confidence. The effect 
of the changing functional group can be tested by looking at four ternary systems each 
containing 1-propanol, 2-butanone and either C4 ester or 2-propanol. 
Ternary VLE data is usually represented using a Gibbs triangle in which the experimental 
composition is placed on an equilateral triangle, with the three pure components represented 
by the corners of the triangles (x, y, z).  
The composition in Figure 5.1a can be read by taking the axis shown by x and moving 180o, 
the axis shown by y and moving 60o, and the z axis and moving 300o, to meet at the point 
corresponding to the composition (0.50, 0.30, 0.20). The shifting of the point corresponds to a 





Figure 5.1: Example of four different compositions, and how to read the Gibbs triangle. a) (x, y, z) 
composition of (0.50, 0.30, 0.20), b) (x, y, z) composition of (0.30, 0.30, 0.40) 
5.1. 1-propanol/2-butanone/propyl formate 
Figure 5.2 shows the experimental results of the ternary system containing 
1-propanol/2-butanone/propyl formate. Good repeatability is found near the centre point of the 
Gibbs triangle where there is overlap of run one and run three, as well as an overlap of run 






























There is evidence of a distillation boundary, as indicated by the liquid having a lower 
concentration of propyl formate and 1-propanol, x = (0.05; 0.03; 0.92) y = (0.05; 0.03; 0.91), 
resulting in an inverted liquid-vapour surface (Figure 5.2). As tie lines approach the 
approximate distillation boundary shown in Figure 5.2 (dashed grey line), it is expected to see 
a shortening of tie lines. This is due to the strong dipole-dipole forces between the propyl 
formate/propyl formate becoming more prevalent then the hydrogen bonding between 
1-propanol/1-propanol, 1-propanol/propyl formate, 1-propanol/2-butanone and the 
dipole-dipole forces between 2-butanone/2-butanone. 
The 1-propanol/2-butanone/propyl formate system passes both the McDermott-Ellis 





Figure 5.2: x-y-z diagram of the ternary system containing 1-propanol/2-butanone/propyl formate. 
Dashed grey line indicating an approximation of the distillation boundary 
5.2. 1-propanol/2-butanone/ethyl acetate 
Figure 5.3 shows the experimental results of the ternary system containing 
1-propanol/2-butanone/ethyl acetate. There is clear overlap in the results as shown near the 
centre point of the Gibbs triangle and this indicates good repeatability of the data. The tie lines 
increase in size, and separation becomes easier when moving from low concentrations of 
1-propanol to high concentrations of 1-propanol. In this region, there is easier separation due 
to the stronger hydrogen bonds between 1-propanol/1-propanol than other combinations 

































Low concentrations of 1-propanol show a decreasing of tie line sizes. An increase of 
2-butanone at high concentration ethyl acetate, approximately (0.20; 0.40; 0.40) to (0.02; 0.86; 
0.12), shows a change in slope. This is due to the small amount of separation apparent in the 
2-butanone-ethyl acetate system and the increase in dipole-dipole bonding between 
2-butanone/2-butanone molecules. This change in slope is also noticeable as the data points 
move towards the binary azeotropic point of 2-butanone/ethyl acetate (0.00; 0.83; 0.17). 
The 1-propanol/2-butanone/ethyl acetate system passes both the McDermott-Ellis 
point-to-point test with all D values below Dmax and the L/W area test with a D value of 2.186. 
 
Figure 5.3: x-y-z diagram of the ternary system containing 1-propanol/2-butanone/ethyl acetate 
5.3. 1-propanol/2-butanone/methyl propionate 
Figure 5.4 shows the experimental results of the ternary system containing 
































concentrations of 1-propanol. This is expected because of the extremely close boiling points 
of 2-butanone and methyl propionate. The two binary azeotropes, 1-propanol/methyl 
propionate (0.06; 0.00; 0.94) and 2-butanone/propyl formate (0.00; 0.48; 0.52) create a 
distillation boundary that does not pass through any experimental ternary data. An 
approximation of the distillation boundary is shown by the dashed grey line linking the two 
binary azeotropes. Evidence of the distillation boundary is shown with the inverting of the 
liquid-vapour surface with the liquid having a lower concentration of 1-propanol, x = (0.04; 
0.04; 0.92) and y = (0.05; 0.04; 0.91). 
The 1-propanol/2-butanone/methyl propionate system passes both the McDermott-Ellis 
point-to-point test, with all D values below Dmax and the L/W area test with a D value of 2.202. 
 
Figure 5.4: x-y-z diagram of the ternary system containing 1-propanol/2-butanone/methyl propionate. 
































Figure 5.5 shows the experimental results of the ternary system containing 
1-propanol/2-butanone/2-propanol. Because only the 2-butanone/2-propanol system contains 
an azeotrope, a distillation boundary is expected at low concentrations of 1-propanol. When 
compared to the ternary data involving the C4 esters, the ternary system of 
1-propanol/2-butanone/2-propanol shows a more stable separation of the phases with 
similar-sized tie-lines, at different concentrations. 
There is a deviation from the ideal state at higher concentrations of 1-propanol compared to 
the C4 systems, with the changing of the tie line slope (0.35; 0.38; 0.27) to (0.05; 0.18; 0.77).  
The 1-propanol/2-butanone/2-propanol system passes both the McDermott-Ellis point-to-point 
test, with all D values below Dmax and the L/W area test with a D value of 1.580. 
 































5.4.1. Effect of placement of functional group and type of functional 
group 
The Gibbs Triangle is useful diagram for representing ternary systems but does not consider 
the temperature that is measured during experiments. In order to plot temperature, a graph is 
needed in which a 3D surface is created. Taking Gibbs triangles at specific temperatures 
(Figure 5.6 a) allows for each temperature to be plotted on a 2D graph. The graph shows the 
concentrations that are only vapour, and only liquid, and both liquid and vapour at that specific 






Figure 5.6: Surface temperature Gibbs triangles a) taking Gibbs triangles from a surface graph, with 
increasing temperature b) vapour liquid surface of a Gibbs triangle at a specific temperature 
Using the concentrations that are experimentally found at a certain temperature, as well as 
the experimentally found points of the binary systems, a good approximation of the 
liquid-vapour surface can be found. 
In order to build the approximations of the vapour-liquid curve, experimentally found data for 
both the binary systems and the ternary system is needed, this gives at least three different 
liquid and three different vapour concentrations, allowing an approximation of the smooth 



























Figure 5.7: constructing a vapour liquid curve at a certain temperature, using ternary and binary data. 
a) binary points at temperature A. b) binary points in second system at temperature A. c) 
Ternary points at temperature A. d) Vapour-liquid curve approximated using binary and 
ternary points at temperature A 
The liquid-vapour surfaces at different temperatures can be examined using the concept 
demonstrated in Figure 5.6 and Figure 5.7. With two components remaining constant 
throughout the four ternary systems, it can be assumed that the differences between the 
experimental data occur due to the third component. When analysing the three ternary 
systems containing the C4 esters, any differences in concentration and temperature can be 
attributed to the shifting of the carboxyl group. While differences in concentration and 





















































































Figure 5.8 shows the cross section of the surface plot for five increasing temperatures in the 
four different ternary systems. Each temperature’s surface boundary is shown by a specific 
colour. The vapour boundary is indicated by the solid line and the liquid boundary by the dotted 
line. The experimental composition is shown by the colour that represents the temperature at 
which it was found.  
In the ternary system containing 2-propanol, higher temperatures are seen at lower 
concentrations of 1-propanol (towards the base of the triangle) when compared to 
temperatures in the C4 ester systems (Figure 5.8 d). This is due to the greater deviation from 
the ideal state in this system, with the stronger self/cross-associations in the two alcohols, 
compared to only the cross-associations of the ester/ketone/alcohol in the C4 ester systems. 
The liquid-vapour surface can be seen to move towards higher concentrations of 1-propanol 
when going from low to high concentrations of 2-butanone (Figure 5.8 a). This shows that 
higher temperatures are observed at higher concentrations of 2-butanone. 
The three C4 systems show different outcomes of the vapour-liquid surface when compared 
to the 2-propanol system (Figure 5.8 a, b, c), with more ideal liquid-vapour surfaces. The 
liquid-vapour surface of all three C4 ester systems trend towards lower concentrations of 
1-propanol when it moves from low to high concentrations of 2-butanone, for example, the 
liquid boundary in Figure 5.8. This indicates that lower temperatures are observed at higher 
concentrations of 2-butanone. This shape of the liquid-vapour surface is due to the slightly 
more polar nature of the ketone compared to the C4 esters. 
There is increasing dipole-dipole forces from ethyl acetate – methyl propionate – propyl 
formate, amongst the three C4 systems (Figure 5.8 a, b, c). This is important when looking at 
the differences between the three systems. At lower temperatures, the liquid-vapour surfaces 
of the propyl formate and methyl propionate systems are at lower concentrations of 1-propanol 
compared to the ethyl acetate system. Looking at the vapour boundary surface, at 353.6 K 
and medium concentrations of the C4 esters, Figure 5.8 a (0.15; 0.52; 0.33), Figure 5.8 b (0.24; 
0.45; 0.33), Figure 5.8 c (0.20; 0.47; 0.33). This is in line with the increasing dipole-dipole 
forces, with stronger hydrogen bonds forming between 1-propanol/propyl formate compared 
to the other two systems, as well as the ethyl acetate system showing the smallest deviation 
from an ideal state. 
At high temperatures these effects are less pronounced, and all four systems show similar 
liquid-vapour surfaces. This is due to the stronger hydrogen bonding between 
1-propanol/1-propanol components, resulting in near ideal interactions in all four systems. 
It should be noted that the saddle point shown in (Figure 5.8 a) is an approximation, without 




‘inversion’ is known with the two binary azeotropes, binary data at 353.6 K for all three 
systems, and two binary points in the 1-propanol/propyl formate system, this region is 
highlighted by the blue circle. More data generation in this region at that temperature (which 









Figure 5.8: Temperature profiles of the four ternary systems a) propyl formate, b) ethyl acetate, c) 
methyl propionate, d) 2-propanol. The dotted line is the liquid boundary, while the solid line 
is the vapour boundary. In which the blue circle highlights the ‘inversion’ in the vapour-liquid 
surface in which more data is needed for a more accurate estimation. 
In order to gain a better understanding of the effect of the changing functional groups and the 













































































each system had experimental data was compared between the four ternary systems (Figure 
5.9).  
These four temperatures in which experimental data was measured for all four systems were 
353.63 K, 354.87 K, 355.60 K, and 356.65 K. The liquid-vapour surface that occurs at these 
temperatures is plotted on four separate Gibbs triangles, with the 2-propanol/C4 esters lying 
on the left-hand side axis (Figure 5.9 a, b, c, d). Each temperature will have the same 
composition of binary 1-propanol/2-butanone. This is represented by the grey square markers 
on the 1-propanol axis. 
In all four cases, the 2-propanol ternary system shows the greatest deviation from the ideal 
state, with lower concentrations of 1-propanol for all temperatures. This deviation is more 
evident as the concentration of 2-propanol increases, and the hydrogen bonding between the 
two alcohols increases. 
When looking at the three C4 ester systems, the deviations are less exaggerated. At the lowest 
temperature where all 4 systems had experimental data was 353.63 K, the propyl formate 
system shows the largest deviation from the ideal state compared to the other two ester 
systems. This manifests with an inversion of the liquid-vapour surface at high concentrations 
of propyl formate, as would be expected with the two azeotropes that are in the binary systems 
containing propyl formate. 
In the propyl formate system, for all temperatures, the deviation from the ideal state is noticed 
at higher concentrations of propyl formate, looking at the liquid boundary at 354.87 K at 
approximately (0.53; 0.03; 0.44) (Figure 5.9 b)There is a deviation from the ideal state, with a 
large curve of the liquid boundary. With the binary azeotrope in the 2-butanone/propyl formate 
being at high concentrations of propyl formate, this is expected. As the temperatures increase, 
the concentration of propyl formate decreases and the deviation from the ideal state is less 
pronounced. Compared to the other two C4 ester systems, the differences are noticed at high 
concentrations of propyl formate. As the temperature increases and the concentration of 
propyl formate is low, the system interacts more ideal way and shows little deviation from the 
ethyl acetate system. 
In the methyl propionate system, the deviation from ideal state and the differences from the 
other two C4 ester systems is noticed, mostly at medium concentrations of both 2-butanone 
and methyl propionate, as seen at the vapour boundary at 355.60 K at approximately (0.41; 
0.25; 0.34) (Figure 5.9 c), deviations from the ideal state are noticed. Although the deviation 
is expected at medium concentrations of 2-butanone and methyl propionate, due to the binary 
azeotrope occurring at these concentrations, the deviation is greater than expected. Especially 




moment experienced between the 2-butanone and methyl propionate components. With 
methyl propionate and 2-butanone having very similar boiling points, the hydrogen bonding 
between 1-propanol/2-butanone and 1-propanol/methyl propionate will be very similar and 
therefore greater separation will occur. 
In the ethyl acetate system there are only small deviations from the ideal state. The dampening 
of the polar and associating behaviour of the compound with the shifting of the hydroxyl group 




a) 353.63 K 
 
 
b) 354.87 K 
 
c) 355.60 K 
 
d) 356.65 K 
 
Figure 5.9: Isothermal section of experimental data at a) 353.63 K, b)354.87 K, c) 355.60 K, d) 356.65 
K. The grey square markers in each graph corresponding to the 1-propanol/2-butanone 













































Work has been done on proving the predictive nature of SAFT-VR-Mie + GV and sPC-SAFT 
+ GV for binary polar systems [32], [33], [112]. However, little work has been done on 
predicting multicomponent systems. It is therefore of interest as to how accurately these 
perturbation type models predicts binary systems and whether they predict ternary systems 
with a similar accuracy. 
6.1. Activity coefficient model NRTL 
The activity coefficient model NRTL[83] is applied to correlate the experimental VLE data. It 
requires BIPs in order to accurately model a system, and therefore will not be able to predict 
the outcome of a binary or ternary system without the use of VLE data. Using NRTL, together 
with the binary systems measured in this work, however, can be useful in showing the 
accuracy of a correlative model, and therefore, used as a benchmark for how well the 
perturbation theory models predicts the systems. 
According to the NRTL model, the activity coefficients at specified temperature and liquid 
compositions are calculated as follows: 
 






























where τij is the BIP, αij is the non-randomness parameter, R is the gas constant, and T is the 
absolute temperature. An extensive number of NRTL BIPs are available in literature. However 
due to binary systems in this work having no existing binary data, and therefore no BIPs, the 
regression was used for all the systems. NRTL BIPs are also considered a linear function of 




1 𝑇 6.4 
The regression of the two parameters (𝐴𝑖𝑗
0  and 𝐴𝑖𝑗
1 ) was done by minimizing the objective 

















By setting the non-randomness parameter (αij) for each system to 0.3, as this results in an 
accurate output for the model [113], the accuracy of the NRTL model to correlate phase 
equilibrium can be assessed. Firstly visually, by plotting the model’s outcome and the 
experimental data on the same graph, and secondly statistically using the average absolute 






𝑐𝑎𝑙𝑐|  6.6 
Where ZT is the total number of data points in the system, Fexp is the experimentally measured 
variable and Fcalc is the calculated variable such as temperature or vapour mole fraction. 
Using the binary systems within the ternary system of 1-propanol/2-butanone/propyl formate 
(Figure 6.1) it can be seen that the correlation of the NRTL model is accurate, showing a 
decent fit for all three binary systems. A slight deviation in the dew point of the 2-
butanone/propyl formate system is noticed in which a smaller amount of separation is seen. 
this can be expected however, due to the experimentally found separation being bellow the 
uncertainty of composition. This shows a good chance of an accurate correlations of the 
ternary system containing propyl formate. Similar outcomes for the binary systems in the other 
three ternary systems can be seen in Appendix G. 
 
Figure 6.1:NRTL correlative outcomes of the binary systems 1-propanol/2-butanone, 2-
butanone/propyl formate, and 1-propanol/propyl formate used to create a ternary diagram of 






























Table 6.1: NRTL binary parameter correlation for the nine binary systems, as well as the absolute 
average deviation of the model from temperature and vapour composition 
1-propanol/2-butanone/propyl formate 
Mixture Aij0 Aij1 Aji0 Aji1 AAD(T) AAD(y1) 
1-propanol/2-butanone (1) 9934.9 -29.242 13477 -31.340 0.331 0.009 
1-propanol (1)/propyl formate 1180.4 -7.5790 3043.6 6.4440 0.425 0.009 
2-butanone (1)/propyl formate 249820 -706.00 -316620 896.00 0.215 0.003 
Average         0.324 0.007 
       
1-propanol/2-butanone/ethyl acetate 
Mixture Aij0 Aij1 Aji0 Aji1 AAD(T) AAD(y1) 
1-propanol/2-butanone (1) 9934.9 -29.242 13477 -31.340 0.331 0.009 
1-propanol (1)/ethyl acetate 7315.5 -16.972 7153.5 -18.244 0.213 0.005 
2-butanone (1)/ethyl acetate -16792 46.302 7999.1 -20.171 0.206 0.002 
Average         0.250 0.005 
       
1-propanol/2-butanone/methyl propionate 
Mixture Aij0 Aij1 Aji0 Aji1 AAD(T) AAD(y1) 
1-propanol/2-butanone (1) 9934.9 -29.242 13477 -31.340 0.331 0.009 
1-propanol (1)/methyl propionate -2352.2 12.196 30197 -83.494 0.288 0.003 
2-butanone (1)/methyl propionate 2322.2 -8.2240 2317.7 -3.7600 0.273 0.002 
Average         0.297 0.005 
       
1-propanol/2-butanone/2-propanol 
Mixture Aij0 Aij1 Aji0 Aji1 AAD(T) AAD(y1) 
1-propanol/2-butanone (1) 9934.9 -29.242 13477 -31.340 0.331 0.009 
1-propanol (1)/2-propanol 1576.6 -10.349 -35471 106.59 0.161 0.005 
2-butanone (1)/2-propanol 2123.8 -5.1040 2997.5 -5.2780 0.051 0.004 
Average         0.181 0.006 
 
Using the AAD values for the temperature and the vapour mole fraction (Table 6.1), the 
maximum absolute average deviation in temperature for the NRTL correlation is 0.425 K, with 
a maximum deviation in mole fraction of 0.009. This reiterates what an accurate prediction 
would be for the perturbation type models.  
Further evidence of a good correlation of the binary data is seen looking at the Gibbs free 
energy of the system, in which the experimental data in all four ternary systems agrees with 












Figure 6.2: Excess Gibbs free energy of NRTL vs the excess free Gibbs energy of the experimental 
data in the four ternary systems. a) 1-propanol/2-butanone/propyl formate. b) 1-propanol/2-
butanone/ethyl acetate. c) 1-propanol/2-butanone/methyl propionate. d) 1-propanol/2-
butanone/2-propanol 
The BIPs of Table 6.1 have been utilized to correlate the phase equilibria of the studied ternary 
systems. Table 6.2 lists the deviation of calculated temperature and vapor compositions 





















































































Table 6.2: NRTL predictions for the four studied ternary systems, as well as the absolute average 
deviation of the model from temperature and vapour compositions 
Ternary system AAD (T) AAD(y1) AAD(y2) AAD(y3) 
1-propanol/2-butanone/propyl formate 0.588 0.024 0.014 0.021 
1-propanol/2-butanone /ethyl acetate 0.419 0.011 0.007 0.009 
1-propanol/2-butanone /methyl 
propionate 
1.092 0.022 0.015 0.009 
1-propanol/2-butanone /2-propanol 1.071 0.022 0.020 0.014 
Average 0.793 0.02 0.014 0.013 
 
Table 6.2 also shows good correlation of the ternary systems using the NRTL model. However, 
AAD values are slightly higher compared to those found in the binary systems. This is 
especially true in the methyl propionate and the 2-propanol system, when looking at the 
deviation in temperature. 
This deviation would require ternary interaction parameters to lower this value and find a more 
accurate representation. This leads to the belief that there is a slight deviation from binary to 
ternary modelling. If a similar deviation is noticed with the ternary predictive models it can 
therefore be assumed that there is more work needed in the development of these models, 
bringing into question the assumption that accurate binary modelling will lead to accurate 
multicomponent modelling. 
The results however, especially the propyl formate and ethyl acetate systems are still 
accurate. It is important to note that the results of the ternary prediction of the SAFT type EoS 
will be slightly less accurate than the binary predictions of these thermodynamic models, as 
seen with the NRTL model. As the complexities of the interactions increase with the addition 
of more components. This is especially true when there is not one dominant component in the 
interactions such as at high concentrations of 1-propanol. 
Using the ternary systems containing propyl formate (Figure 6.3), as well as temperatures 
ranging from 354.15-356.60 K. This range allowing for an array of different compositions, while 
not completely overwhelming the graph to the point that predictions of the tie lines cannot be 
seen. A visual example of the NRTL correlations is shown, in which a good outcome of the 
model is noticed. 





Figure 6.3: NRTL correlative outcomes of the ternary systems 1-propanol/2-butanone/propyl formate 
for T=354.13-358.55 K. solid lines with grey squares represent experimental tie-lines, and 
dashed lines with red circles represent the calculated tie-lines using the NRTL model 
6.2. Pure component parameters 
The TRSolutions software created by De Villiers, 2011 [35] in the Separations Technology 
group at Stellenbosch University was used in the VLE prediction results. 
Before the VLE predictions can be made the choice of association scheme for the 
self-associating components, 1-propanol, and 2-propanol, is needed. These association 
schemes correspond to the three types of association sites: positive acceptor sites, negative 

















Table 6.3: Association schemes for alcohols in the perturbation theory models, taken and re-drawn 
from Kontogeorgis et al. [9] 
Formula Scheme  Sites 
 
2B 1 electron donor 
1 electron accepter 
 
2C 1 bipolar 
1 electron donor 
 
3B 2 electron donors  
1 electron accepter  
 
Although different schemes have different levels of accuracy depending on the types of 
interactions occurring, for example the 2C scheme results in better accuracy for alcohol/water 
interactions and worse for alcohol/alkane, it was decided to keep the scheme constant in this 
work. This would allow for direct comparison of the three models ability of modelling the ternary 
system in which alcohol/alcohol, alcohol/ester, and alcohol/ketone interactions are all 
involved. When looking at cross association between alcohol/ketone and alcohol/ester, the 2B 
scheme for the alcohol shows accurate predictions [32]. This led to both alcohols modelled 
with the 2B scheme having one positive and one negative site. Due to the ketones and esters 
not self-associating but cross associating these systems are modelled with one negative site, 
allowing the alcohol to cross-associate with these components. 
The pure component parameters are available for SAFT-VR-Mie-GV and sPC-SAFT-GV for 
all the components used in previous research done by the Stellenbosch University’s 
Separations Technology group [32], [33], [112]. Pure component parameters are also 
available for CPA-GV  [32], [98], for all components except 2-propanol (Appendix F). 
Assessing the accuracy of the pure component parameters is not within the scope of this work. 

















An objective function using pure component properties including saturated vapour pressure 
(Psat), liquid density (ρliq), and the heat of vaporisation (ΔHvap) and binary data where the 
second component is an alkane (2-propanol/n-hexane[114]) [115] is used to regress the 
CPA-GV pure component parameters of 2-propanol (Equation 6.5). 




























Where α, β, ϒ, and η are regression weights, values of 10, 8, 4, and 1 respectively were used 
as these are the common regression weights used for similar components in previous 
studies[32], [100], [112].These parameters can be seen in Appendix H. 
Table 6.4: Regression results for 2-propanol for the pure component parameters of CPA-GV 
Component a0/Rb (K) εAB/k (K) КAB B c1 µ (D) np 
2-propanol 2061 2437 0.0060 0.0650 0.9300 1.560 0.9400 
        
Property Components Np Temperature (K) %AAD Ref 
Psat 2-propanol 30 254.15-457.47 0.128 [110] 
ρsat 2-propanol 30 254.15-457.47 0.857 [110] 











Due to 2-butanone and the three C4 esters cross-associating and hydrogen bonding with the 
two alcohols, even though they do not self-associate themselves, pure component 
cross-association parameters are needed for these components. 
The cross-association parameters for the sPC-SAFT-GV EoS were taken from de Villiers, 
2011 [35], in which the ‘universal cross-association approach’ [35] was used. In this approach 
the association volume (кAB) is set to the same value as the association volume of the 1-alcohol 
that is a similar molecular weight, 1-pentanol for the C4 esters and 1-butanol for 2-butanone. 
The second association parameter the association energy (
𝜀𝐴𝐵
𝐾
) is fitted to existing binary data, 
these parameters were available for the C4 esters, however, were not available for 
2-butanone. Using the same method described in de Villiers, 2011[35] cross-association 




Table 6.5: Mixtures used in the regression of the association energy 
 ethanol 1-propanol 2-propanol 1-butanol 2-butanol 
2-butanone [59] [59] [59] [116] [117] 
 




 = 1400-3000 [118]. 
The cross-association parameters for 2-butanone have been taken and used from Cripwell et 
al. 2019 [118]. In this article, an approach for accounting for solvation in mixtures containing 
ketones and ethers is suggested in the SAFT-VR-Mie-GV EoS model. Using a discretised 
regression approach, functional group specific cross-association parameters were found that 
can be used for any component in that homologous group [116]. Unpublished cross-
association parameters for esters done by the same group using the same method was used 
in this work. The cross-association parameters used in this work can be seen below.  
This leaves three different models, with three different approaches to cross-association. In 
which the CPA-GV EoS model will not be able to account for the cross-association. CPA is an 
industry-standard for associating systems and is considered as a benchmark for the more 
advanced SAFT models. The sPC-SAFT-GV EoS model uses a simplified method, using 
assumptions and fitted data to calculate a universal cross-association parameter[35], and the 
SAFT-VR-Mie-GV model expands on the ‘universal cross-association approach’, by using 
parameters that are universal for a homologous group, such as the esters and ketones. 
sPC-SAFT is functionally similar to the widely used PC-SAFT, while SAFT-VR Mie is the most 
advanced variant considered. This gives us a tiered approach to consider modelling 
performance. 












a0 2164 2061 2520 2455 2404 
association 
energy 2587 2437 0 0 0 
association 
volume 0.0070 0.0060 0 0 0 
b 0.0640 0.0650 0.0740 0.080 0.080 
c1 0.8590 0.9300 0.7740 0.830 0.880 
dipole moment 0.1680 1.5600 2.760 1.910 1.780 























energy 2342 2224 1667 1639 1639 1639 
association 
volume 0.0358 0.0301 0.0159 0.0139 0.0139 0.0139 
dipole 
moment 1.6800 1.700 2.7600 1.9100 1.7800 1.700 
dispersion 
energy 225.4 204.5 227.3 222.1 210.6 219.2 
polar 
segment 1.627 2.323 1.757 3.516 4.194 3.900 
segment 
diameter 3.309 3.197 3.416 3.366 3.297 3.299 
segment 
number 2.818 3.138 2.972 3.240 3.497 3.434 
 





















distance 0.400 0.400 0.400 0.400 0.400 0.400 
association 
energy 2746 2691 2550 1850 1850 1850 
association 
range 0.354 0.359 0.334 0.418 0.418 0.418 
attractive 
exponent 6.000 6.000 6.000 6.000 6.000 6.000 
dipole 
moment 0 0 2.760 1.910 1.780 1.700 
dispersion 
energy 227.7 208.0 257.9 253.3 276.9 273.5 
polar 
segments 0 0 1.430 2.930 3.370 3.700 
repulsive 
exponent 10.18 10.53 11.96 12.03 13.96 13.44 
segment 
diameter 3.561 3.441 3.614 3.590 3.640 3.630 
segment 
number 2.336 2.579 2.603 2.810 2.740 2.730 
 
These pure component parameters for each component were used to predict the experimental 




6.3. Modelling of binary systems containing 1-propanol/ester or 
ketone 
The CPA-GV EoS model is unable to take into account the cross association between a 
component that self-associates, and one that cross-associates but does not self-associate. As 
a result, large deviations from the experimental data are noticed, resulting in an inaccurate 
prediction (Figure 6.4). This inability to be able to model cross-association leads to a minimum 
azeotrope that is at a much lower temperature and mole fraction of methyl propionate than 
what was found experimentally. 
The 1-propanol systems were well predicted in every case by the sPC-SAFT-GV model, 
accurate azeotropes and good agreement with the phase envelopes are shown (Appendix I). 
In terms of the 1-propanol/2-butanone system (Figure 6.4), it can be seen that the vapour and 
liquid prediction agree with the experimental data. 
Very similar results are noticed using the SAFT-VR-Mie-GV model, with accurate azeotropes 
and a similar phase envelope to that of all the binary experimental data (Appendix I). In the 1-
propanol/2-butanone system it can be seen that the SAFT-VR-Mie-GV model is more accurate 
in terms of temperature, this in turn shows the slight superiority of the cross-association 
parameters used.  
The better accuracy in terms of temperature is noticed for all the 1-propanol/(ketone or ester) 
systems, except for the ethyl acetate system, in which less cross-association is expected due 





Figure 6.4: Modelling of the 1-propanol/2-butanone  system with: CPA + GV; SAFT-VR-Mie + GV; and 
sPC-SAFT + GV. a) Txy representation of experimental data compared to the three models. 
















































Similar trends in all the 1-propanol/(ester-ketone) systems are noticed, in which the sPC-SAFT 
and the SAFT-VR-Mie models show a good prediction for the cross-association 
experienced(Appendix I). 
6.4. Modelling of binary systems containing 2-butanone/ester 
As with the NRTL correlation, prediction of the binary systems containing 2-butanone is 
difficult. With extremely close boiling points and little separation, visually inaccurate 
predictions occur. This little separation leads to the slight scatter seen in Figure 6.5 b, in which 
the y-x values are all below the uncertainty in concentration.  
This manifests with all three of the models underestimating the deviation from the ideal state. 
With each model showing comparable outcomes for each system in the 2-butanone/ester 
systems. No model stands out with either accurate or inaccurate predictions, as all three 
models have similar downfalls (Figure 6.5). 
With no cross-association occurring within the 2-butanone/ester systems it was expected for 
all three models to produce similar outcomes. Visually the models produced vastly different 
outcomes, however, because of the small separation and close boiling points, the differences 
are magnified for these systems in a very small temperature range. The similarities are shown 
with all three models having similar AAD values for the three systems. 








Figure 6.5: Modelling of the 2-butanone/methyl propionate system with: CPA + GV; SAFT-VR-Mie + 
GV; and sPC-SAFT + GV. a) Txy representation of experimental data compared to the three 
models. b) (y-x) vs x representation of experimental data compared to the three models 
6.5. Modelling of binary systems containing 2-propanol 
The modelling of the binary systems containing 2-propanol show slightly different results 
compared to the systems containing ketones or esters. With association parameters for both 
2-propanol and 1-propanol the CPA-GV model more accurately predicts the cross-association 
between the two components (Figure 6.6 a). This is also noticed for the SAFT-VR-Mie-GV and 
sPC-SAFT-GV EoS models were near identical predictions are noticed.  
Figure 6.6 c) shows that similar trends in the SAFT-VR-Mie-GV and the sPC-SAFT-GV models 
is noticed in the 2-butanone/2-propanol system, however, it can be seen that the 
SAFT-VR-Mie-GV EoS model is more accurate at predicting the azeotrope (Figure 6.6 d). The 
CPA-GV EoS model however still cannot account for the cross-association of the ketone and 
alcohol, and overpredicts the deviation from the ideal state. It can therefore be concluded that 
the ‘universal cross-association approach’ that relies on the primary alcohols, will show less 






























































Figure 6.6:Modelling of the 1-propanol/2-propanol and 2-butanone/ 2-propanol systems witha) Txy 
representation of the 1-propanol/2-propanol. b) (y-x) vs x representation of the 1-propanol/2-
propanol. c) Txy representation of the 2-butanone/2-propanol. d) (y-x) vs x representation of 
the 2-butanone/2-propanol. 
6.6. Binary models in the ternary systems 
Looking at the binary predictions for the systems that make up the ternary systems tested, it 
is possible to try see where the downfalls and the possible accurate modelling of the ternary 
systems will occur. 
The three ternary systems containing the three C4 esters show very similar trends when 
looking at the model predictions. At very low concentrations of 1-propanol the accuracy of the 
models is similar for all three models, overpredictions of the deviation from the ideal state for 





































































































The CPA-GV model will be expected to show large deviations from the experimental data and 
from the ideal state, especially at low concentrations of 1-propanol. It is expected that the 
CPA-GV EoS model will not be able to accurately model the ternary systems. 
The sPC-SAFT-GV EoS model is expected to predict the ternary systems containing the 
C4 esters well, like the other two models’ small deviations at low concentrations of 1-propanol 
is expected. Due to the inability of the model to predict the binary azeotrope in the 
2-butanone/propyl formate and 2-butanone/methyl propionate systems the prediction of the 
distillation boundary is not expected to be accurate.  
The SAFT-VR-Mie-GV EoS model is expected to show more accurate predictions of the 
Ternary systems. It is also expected that the model will not be able to predict the distillation 
boundary that exists in these models (Figure 6.7 a, b, c), however, small deviations will be 
expected at low concentrations of 1-propanol. 
A more accurate distillation boundary is expected in the ternary system containing methyl 
propionate, as the sPC-SAFT-GV and SAFT-VR-Mie-GV EoS model predicted the azeotropic 
point in the 2-butanone/methyl propionate system with a greater amount of accuracy, 










Figure 6.7: Model predictions of the binary systems contained in the ternary systems with C4 esters. 
a) propyl formate. b) ethyl acetate. c) methyl propionate 
The CPA-GV model is expected to more accurately predict the ternary system containing 
2-propanol compared to the predictions in the C4 ester ternary systems at high concentrations 
























































































data in the 1-propanol/2-butanone and the 2-butanone/2-propanol systems less accurate 
predictions are expected at higher concentrations of 2-butanone (Figure 6.8). 
The SAFT-VR-Mie-GV model is also expected to be more accurate compared to the C4 ester 
systems as the deviation from the ideal state in the 1-propanol/2-propanol system is lower 
than that of the C4 esters, the model is able to predict the cross association in this system 
more accurately. Similar outcomes are expected in the sPC-SAFT-GV model to that of the 
SAFT-VR-Mie-GV model. 
 
Figure 6.8: Model predictions of the binary systems contained in the ternary systems with 2-propanol. 
Using the AAD values calculated for the nine binary systems it can be seen that the predictions 
are not as accurate as the correlations of the NRTL system (Table 6.9). However, because 
the perturbation theory models predict rather than correlate, it can be expected for slightly less 
accurate models. The CPA model which does not account for the cross-association between 
the ketone/esters and alcohols is expected to produce poor results for the ternary systems.  
The sPC-SAFT-GV model predicts the systems contained in the four ternary models with 
accurate results, showing low AAD values. It is therefore expected for this model to accurately 
predict the ternary VLE data to a similar degree.  
Similar outcomes were noticed with the SAFT-VR-Mie-GV EoS model. However, with the more 
complex cross-association parameter approach, it is expected for this model to have slightly 


































Table 6.9: CPA-GV , SAFT-VR-Mie-GV, and sPC-SAFT-GV predictions for the nine binary systems, 




CPA-GV SAFT-VR-Mie-GV sPC-SAFT-GV 
AAD(T) AAD(y1) AAD(T) AAD(y1) AAD(T) AAD(y1) 
1-propanol/2-butanone 5.236 0.072 0.348 0.009 0.876 0.015 
1-propanol/propyl formate 2.818 0.044 1.183 0.027 1.274 0.020 
2-butanone/propyl formate 0.644 0.004 0.665 0.005 0.639 0.002 
Average 2.899 0.040 0.732 0.013 0.930 0.012 
       
1-propanol/2-butanone/ethyl acetate 
Mixture  
CPA-GV SAFT-VR-Mie-GV sPC-SAFT-GV 
AAD(T) AAD(y1) AAD(T) AAD(y1) AAD(T) AAD(y1) 
1-propanol/2-butanone 5.236 0.072 0.348 0.009 0.876 0.015 
1-propanol/ethyl acetate 4.273 0.066 0.957 0.016 0.551 0.010 
2-butanone/ethyl acetate 0.608 0.012 0.493 0.011 0.641 0.011 
Average 3.372 0.050 0.599 0.012 0.689 0.012 
       
1-propanol/2-butanone/methyl propionate 
Mixture  
CPA-GV SAFT-VR-Mie-GV sPC-SAFT-GV 
AAD(T) AAD(y1) AAD(T) AAD(y1) AAD(T) AAD(y1) 
1-propanol/2-butanone 5.236 0.072 0.348 0.009 0.876 0.015 
1-propanol/methyl propionate 4.543 0.067 0.488 0.007 0.509 0.011 
2-butanone/methyl propionate 0.451 0.003 0.860 0.006 0.561 0.004 
Average 3.410 0.048 0.565 0.007 0.648 0.010 
       
1-propanol/2-butanone/2-propanol 
Mixture  
CPA-GV SAFT-VR-Mie-GV sPC-SAFT-GV 
AAD(T) AAD(y1) AAD(T) AAD(y1) AAD(T) AAD(y1) 
1-propanol/2-butanone 5.236 0.072 0.348 0.009 0.876 0.015 
1-propanol/2-propanol 0.128 0.011 0.269 0.012 0.094 0.010 
2-butanone/2-propanol 3.479 0.047 1.066 0.017 0.446 0.012 
Average 2.948 0.044 0.561 0.013 0.472 0.012 
 
A graphical representation of the AAD values can be seen in Figure 6.9. The CPA-GV EoS 
model has poor results with deviations from the 450 line of the y vs y graph (Figure 6.9 a). This 
deviation is also shown in Figure 6.9 d), in which the deviations shown in blue are far larger 
than that of the other two models. 
More accurate predictions can be seen with regards to the SAFT-VR-Mie-GV and the sPC-
SAFT-GV models in which the deviations follow the 450 line (Figure 6.9 a), it can also be seen 




deviations are far smaller than that of the CPA model. This shows that the predictions for these 
models are more accurate.  










Figure 6.9: Graphical representation of the deviation of the experimental data from the predictive 
model of the binary systems in the propyl formate ternary system. a) Yexperimental vs YCPA. b) 
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6.7. Modelling of the ternary systems 
Using the same pure component parameters that were used for the binary systems (Table 
6.6-8), the experimental data is compared to the predictions of CPA-GV, sPC-SAFT-GV, and 
SAFT-VR-Mie-GV. The accuracy of these ternary predictions can then be compared to the 
predictions of the binary systems. 
As shown in Section 6.6 it is expected that the predictions of the ternary systems for CPA-GV 
would be inaccurate, whereas the predictions with the SAFT-VR-Mie-GV and sPC-SAFT-GV 
EoS models would be accurate. This is reiterated by Table 6.10. 
The CPA-GV modelling of the ternary systems was poor, as this model does not take into 
account the cross-association that takes place between 2-butanone/C4 esters and the 
alcohols. This results in AAD values in temperature and composition averaging 3.77 K and 
0.038, 0.49, 0.035 mole fraction showing that the model is not accurate when predicting these 
systems. 
While the CPA-GV model is shown to be inaccurate for ternary systems, the two SAFT type 
models sPC-SAFT-GV and SAFT-VR-Mie-GV, both of which take into account the 
cross-association of components that don’t self-associate, are shown to predict more 
accurately. These systems have outcomes that are comparable to the NRTL ternary 
predictions with AAD values that average 0.720 K, and 0.019, 0.013, and 0.012 for 
sPC-SAFT-GV and 0.820 K, and 0.020, 0.014, and 0.016 mole fraction for the 
SAFT-VR-Mie-GV model.  
These AAD values show that the sPC-SAFT-GV EoS model is the most accurate for the four 
ternary models tested, however the SAFT-VR-Mie-GV EoS models’ predictions are 
comparable to that of the sPC-SAFT-GV model. It is also interesting to note that although the 
SAFT-VR-Mie-GV EoS model shows slightly less accurate predictions as a whole, it was better 
at predicting the vapour mole fractions compared to the sPC-SAFT-GV EoS model. However, 





Table 6.10: AAD values for the four ternary systems and the three predictive models 
CPA-GV 
Ternary system AAD (T) AAD (y1) AAD (y2) AAD (y3) 
1-propanol/2-butanone/propyl formate 4.27 0.037 0.034 0.026 
1-propanol/2-butanone/ethyl acetate 4.19 0.042 0.026 0.021 
1-propanol/2-butanone/methyl propionate 4.46 0.060 0.038 0.023 
1-propanol/2-butanone/2-propanol 3.39 0.024 0.066 0.047 
Average 4.08 0.041 0.041 0.029 
     
sPC-SAFT-GV 
Ternary system AAD (T) AAD (y1) AAD (y2) AAD (y3) 
1-propanol/2-butanone/propyl formate 0.75 0.020 0.013 0.022 
1-propanol/2-butanone/ethyl acetate 0.40 0.013 0.009 0.012 
1-propanol/2-butanone/methyl propionate 0.82 0.020 0.015 0.011 
1-propanol/2-butanone/2-propanol 0.89 0.022 0.018 0.017 
Average 0.72 0.020 0.014 0.016 
     
SAFT-VR-Mie-GV 
Ternary system AAD (T) AAD (y1) AAD (y2) AAD (y3) 
1-propanol/2-butanone/propyl formate 0.98 0.021 0.007 0.019 
1-propanol/2-butanone/ethyl acetate 0.53 0.014 0.010 0.009 
1-propanol/2-butanone/methyl propionate 0.99 0.022 0.015 0.009 
1-propanol/2-butanone/2-propanol 0.79 0.022 0.020 0.011 
Average 0.82 0.019 0.013 0.012 
 
Looking at the deviations of the models from the vapour, and temperature predictions, allows 
for a systematic evaluation of the regions in which large deviations from the experimental data 
occur. 
In the propyl formate ternary system it can be seen that the largest deviations occur at low 
concentrations of 1-propanol for the CPA-GV EoS model (Figure 6.10 a), with more accurate 
predictions at other compositions. Temperatures are also seen to deviate at lower 
temperatures of the system, however as the temperature increases, and the system becomes 
more ideal the CPA-GV EoS model shows better results. 
The predictions of both the SAFT-VR-Mie-GV and the sPC-SAFT-GV EoS models show more 
accurate results, without the evidence of systematic deviations. It can be seen that the two 
models predict lower concentrations of propyl formate than were experimentally found, this 
deviation is however small, but can be attributed to the models slightly overpredicting the 
cross-association that occurs. Temperatures that are more accurate are also seen in the two 
models. Similar outcomes are noticed in the other two systems containing C4 esters, this can 




model has a slightly higher AAD (T) value may be due to the amount of data collected at 









Figure 6.10: Graphical representation of the deviation of the experimental data from the predictive 
model in the propyl formate ternary system. a) Yexp,1-propanol vs Ymodel,1-propanol. b) Yexp,2-btunaone 
vs Ymodel,2-butanone. c) Yexp,propyl formate vs Ymodel,propyl formate d) Texp, vs Tmodel 
Slightly different outcomes are noticed in the ternary system containing 2-propanol in the 
CPA-GV EoS model. As expected more accurate predictions of 1-propanol and 2-propanol 
are noticed. However, the predictions of 2-butanone show higher concentrations predicted 
compared to the experimental value, this is due to the 2-butanone component being the only 




















































































































Figure 6.11: Graphical representation of the deviation of the experimental data from the predictive 
model in the 2-propanol ternary system. a) Yexp,1-propanol vs Ymodel,1-propanol. b) Yexp,2-btunaone vs 
Ymodel,2-butanone. c) Yexp,2-propanol vs Ymodel,2-propanol d) Texp, vs Tmodel 
A graphical representation of the ternary prediction of the three models can be seen in Figures 
6.12-6.14. for the ethyl acetate system. As with the NRTL graphical representation a range of 
temperatures with experimental data between 353.28-356.28 K was chosen, allowing for a 
good compositional range, while still being able to see the tie-line predications.  
The CPA-GV EoS model shows the largest deviation from the experimental values, with 
completely different tie line sizes, as well as different tie-line slopes, this leads to a less 











































































































models good representations of the VLE can be seen (Figure 6.13 and Figure 6.14). Both 
models show similar vapour compositions and therefore tie-line slopes compared to the 
experimental data. This allows us to see that the predictions of the SAFT-VR-Mie-GV and 
sPC-SAFT-GV EoS models are visually accurate. Similar trends can be seen with the models 
and the other ternary systems in Appendix J. 
 
Figure 6.12: Predictions of the CPA-GV model of the ternary systems 1-propanol/2-butanone/ethyl 
acetate for T=353.28-356.28 K. Solid lines with grey squares represent experimental tie-


















Figure 6.13: Predictions of the sPC-SAFT-GV model of the ternary systems 1-propanol/2-
butanone/ethyl acetate for T=353.28-356.28 K. Solid lines with grey squares represent 


















Figure 6.14: Predictions of the SAFT-VR-Mie-GV model of the ternary systems 1-propanol/2-
butanone/ethyl acetate for T=353.28-356.28 K. Solid lines with grey squares represent 
experimental tie-lines, and dashed lines with red circles represent the calculated tie line 
Although it is important to know how the tie lines in the xyz graph deviate from the experimental 
data, this does not tell the whole story. There is also a need to see where and by how much 
the temperature deviates. Using a colour scale in which blue is the lowest deviation and red 
is the highest deviation from the experimental temperature, it is useful to see which model will 
show the greatest deviations. This will allow for the systematic evaluation on where the model 
is not able to accurately predict the outcomes. 
The CPA model as shown above does not have pure component cross-association 
parameters for the C4 esters and 2-butanone. This model has therefore shown to be inaccurate 
when modelling the four complex ternary systems. This is again shown when looking at the 

















deviations to those in the binary systems. This can easily be seen in the 2-propanol system, 
where accurate modelling is noticed at low concentrations of 2-butanone, however as the 
concentration increases the more inaccurate the model becomes (Figure 6.15 d). This can 
also be seen in the propyl formate system (Figure 6.15 a), Because of the larger deviation 
from ideal state in the 1-propanol/propyl formate interactions compared to the 1-propanol/2-
butanone interactions it can be seen that the propyl formate system is more accurate at lower 










Figure 6.15: Colour map of temperature deviations of the CPA-GV model predictions from the 
experimental temperatures, for: a) Propyl formate system; b) ethyl acetate system; c) methyl 
propionate system; d) 2-propanol system 
Looking at the four ternary systems temperature deviations using the sPC-SAFT-GV model it 
is important to note that the scale has been modified, to between 0-2 K instead of the 0-7 K 




From this it can be seen that the most ideal system ethyl acetate, also shows the lowest 
deviations from the experimental data, with only small deviations in the high 2-butanone 
concentrations (Figure 6.16 b). Deviations are expected at these concentrations with a binary 
azeotrope in the 2-butnaone/ethyl acetate system. This causes a more non-ideal region in the 
low concentration ethyl acetate high concentration 2-butanone region. 
Similar to the ethyl acetate system, the deviations in the binary systems are similar to the 
concentrations where deviations occur in the ternary systems. For example, the deviation in 
the propyl formate system in a similar concentration to where the largest deviations occur in 
the 1-propanol/propyl formate occur (Figure 6.16 a). And at medium concentrations of 2-
butanone/2-propanol, in the 2-propanol system (Figure 6.16 d). 
These concentrations may not have the largest deviations from the ideal state, as these 
regions the model predicts well such as the azeotropes in the binary systems, but the 












Figure 6.16: Colour map of temperature deviations of the sPC-SAFT-GV models predictions from the 
experimental temperatures, for: a) Propyl formate system; b) ethyl acetate system; c) methyl 
propionate system; d) 2-propanol system 
The colourmap of the deviations in the SAFT-VR-Mie-GV model are also on a scale of 0-2 K 
showing very similar results to that in the sPC-SAFT-GV model.  
The trends in the SAFT-VR-Mie-GV model show similarities to those of the sPC-SAFT-GV 
model and therefore no drastically different outcomes are noticed. It is however important to 
note that the type of cross-association pure component parameter method can be evaluated 
between these two models, when looking at the degree of deviations. 
Similar to the sPC-SAFT-GV model the most ideal system is the most accurately modelled, 
the ethyl acetate system shows mostly accurate predictions of the temperatures. This system 
shows fewer poor predictions, however with more areas showing light blue, it can be seen that 
mostly average deviations are noticed. 
This trend is repeated for the other three systems with the SAFT-VR-Mie-GV model, with fewer 




sPC-SAFT-GV and SAFT-VR-Mie-GV models, it can be seen that larger deviations are seen 









Figure 6.17: Colourmap of temperature deviations the SAFT-VR-Mie-GV models predictions from the 
experimental temperatures, for: a) Propyl formate system; b) ethyl acetate system; c) methyl 
propionate system; d) 2-propanol system 
By looking at the vapour-liquid surfaces that are created at a specific temperature, it is possible 
to see the outcomes of the models in both temperature and in composition. It is however 
difficult to directly compare the two. This is seen even when looking at binary systems that are 
accurately modelled.  
This can be seen looking at the binary systems that make up the ternary system containing 
propyl formate. By cutting the graph at 360 K (Figure 6.18), the vapour liquid surfaces of each 





Figure 6.18: Cutting the binary systems in the propyl formate system at 360 K. 
The resulting surfaces, which are present only on the axes as no ternary data is being taken 
into account, shows even a system that is accurately modelled will still show discrepancies. It 
can be seen that the experimental data of 1-propanol/propyl formate shows higher 
concentrations of 1-propanol compared to the 1-propanol/2-butanone system. This shows 
larger cross-association with the ketone. However, this is less pronounced with the modelled 
data of sPC-SAFT-GV showing almost identical concentrations. The SAFT-VR-Mie-GV model 
shows a more accurate prediction with a higher concentration of 1-propanol, however even 
with a more accurate model the surfaces are not identical. It is, therefore, more important to 
look at the trend, rather than the exact surface. 
 
Figure 6.19: Liquid-vapour surfaces from the binary systems in the propyl formate ternary system at 
360 K. Where the blue diamonds show CPA-GV, the red circles show sPC-SAFT-GV, the 















































The system that was least accurately modelled, the propyl formate ternary system was used 
to assess the model’s ability to predict the trends of the vapour-liquid surfaces. As is expected 
the CPA-GV model is not able to predict the trends with no differences noticed in the solvation 
effects of either 2-butanone or propyl formate, as well as lower temperatures noticed at higher 
concentrations of 1-propanol. 
The sPC-SAFT-GV model also fails to accurately predict the trends of the vapour-liquid 
surfaces. This is seen again with little differences between the amount of solvation between 
2-butanone and propyl formate. 
SAFT-VR-Mie-GV with a more complex way of calculating the cross-association parameters, 
shows the most accurate trends in the vapour-liquid surfaces. This can be seen with sloping 
curves from lower concentration of 1-propanol, at high concentrations of 2-butanone, to higher 
concentrations of 1-propanol, at lower concentrations of 2-butanone.It should however be 
noticed that improvements to the model can still be made as deviations still occur, this can be 
seen with a saddle, and ‘inversion’ point shown at higher temperatures, than those noticed in 
the experimental data. 
It can therefore be concluded that although slightly better AAD values are noticed for the 
sPC-SAFT-GV model, slightly more accurate results are predicted using the SAFT-VR-Mie-






Figure 6.20: Vapour-liquid surfaces in the propyl formate system of: a) Experimental data; b) CPA-GV 
predictions; c) sPC-SAFT-GV predictions; d) SAFT-VR-Mie-GV predictions 
In order to satisfy objective 3b the predictions of the binary systems need to be compared to 
the predictions of the ternary systems. The results of these predictions have been reprinted in 
Figure 6.8, for ease of reference. 
Table 6.9 shows that the AAD results of the binary systems in the ternary systems show 
slightly more accurate predictions. However, this difference is small, and as noticed with the 


































































ternary predictions to be slightly less accurate compared to the binary systems, with more 
components creating more complex interactions. 
It can therefore be assumed that for the SAFT-VR-Mie-GV and the sPC-SAFT-GV models, 
can accurately predict complex, polar, associating, and cross-associating multicomponent 
systems. There is however still room for improvement in these models. 
Table 6.11: The Ternary AAD values for temperature and vapour fractions, compared to the average 
of the binary AADs for the binary systems involved in the ternary systems 
1-propanol/2-butanone/propyl formate 


























2.89 0.040   0.73 0.013   0.93 0.012   
Ternary outcomes 
4.27 0.037 0.034 0.026 0.98 0.021 0.007 0.019 0.75 0.020 0.018 0.017 
            
1-propanol/2-butanone/ethyl acetate 


























3.37 0.050   0.60 0.012   0.69 0.012   
Ternary outcomes 
4.19 0.042 0.026 0.021 0.53 0.014 0.010 0.009 0.40 0.013 0.009 0.012 
            
1-propanol/2-butanone/methyl propionate 


























3.41 0.048   0.56 0.007   0.65 0.010   
Ternary outcomes 
4.46 0.060 0.038 0.023 0.99 0.022 0.015 0.009 0.82 0.020 0.015 0.011 
            
1-propanol/2-butanone/2-propanol 


























2.94 0.044   0.56 0.013   0.47 0.012   
Ternary outcomes 




7. Conclusions and Recommendations 
7.1. Conclusions  
The primary aim of this study was to measure and model four ternary VLE systems of polar, 
self-associating, and cross associating components, and to evaluate the nine binary VLE 
systems that make up the four ternary systems. These systems were modelled by using 
predictive models: sPC-SAFT, SAFT-VR-Mie, and the CPA equations of state, with each 
model utilising the Gross and Vrabec polar term. The models were compared on their ability 
to predict the experimental data. The conclusions to the objectives laid out in Section 1.3 are 
now summarised below. 
7.1.1.  Objective 1: Generate binary VLE data 
The nine binary systems evaluated in this study were based on the components of the four 
ternary systems. VLE data were found for the nine systems using a modified Gillespie still 
isobaric (P=1.013 bar). There were uncertainties in temperature of ± 0.62 K, in pressure of 
± 0.046 bar and composition ± 0.016 mole fraction. The one binary system, which was 
common amongst all four ternary systems (1-propanol/2-butanone and literature data), was 
used to verify the experimental accuracy of the modified Gillespie still. 
All nine binary systems passed the McDermott-Ellis consistency test and the L/W area test. 
This proved that the binary data generated were thermodynamically consistent. 
In the binary systems containing 1-propanol at high concentration of 1-propanol, the VLE 
followed very similar trends, while differences occurred at low concentrations of 1-propanol. 
Minimum boiling azeotropes were apparent in the 1-propanol/propyl formate and the 
1-propanol/methyl propionate system.  
In the binary systems containing 2-butanone, the systems similar boiling points and 
intermolecular forces lead to all the systems containing minimum boiling azeotropes, with each 
azeotrope occurring close to the lower boiling component. With these trends and azeotropes, 
it was possible to predict the outcomes of the ternary systems.  
7.1.2. Objective 2: Generate Ternary VLE data 
To meet objective 2, VLE data were generated for the four ternary systems using the same 
modified Gillespie still with the same experimental uncertainties as the one used for the binary 
VLE. 
All four ternary systems passed the McDermott-Ellis consistency test and the L/W area test. 




Definite distillation boundaries were found in the 1-propanol/2-butanone/propyl formate 
system and the 1-propanol/2-butanone/methyl propionate systems with tie lies at high 
concentrations of the C4 ester being inverted.  
Cutting the isomorphous graphs at certain temperatures allowed for the evaluation of the 
liquid-vapour surface for each system. The greatest differences between the systems 
occurred at high concentrations of the C4 esters and 2-propanol, as the interactions of these 
components took precedence.  
The deviations from an ideal state where noticed for each system in areas where the binary 
systems had large deviations. The 2-butanone/methyl propionate system has an azeotrope at 
medium concentrations (0.515 mole fraction of 2-butanone), and large deviations where 
noticed at medium concentrations of 2-butanone and methyl propionate in the ternary system. 
This is similar for the propyl formate ternary system, in which the binary azeotrope of 
2-butanone/propyl formate has an azeotrope at high concentrations of propyl formate (0.10 
mole fraction of 2-butanone). This leads to larger deviations at high concentrations of propyl 
formate. More ideal outcomes are noticed for the ethyl acetate system. 
As the temperature increased and the concentration of 2-propanol increased, all four systems 
showed very small differences between each other with all four systems acting in a more ideal 
way. 
7.1.3. Objective 3a: Modelling binary experimental data using CPA-GV 
sPC-SAFT-GV and SAFT-VR-Mie-GV  
Objective 3 can be split into two separate objectives, viz: a) model the nine binary systems 
with the three perturbation EoS models and then compare their accuracies; and b) model the 
four ternary systems with the same three perturbation EoS models and then compare their  
accuracies with the accuracies obtained for the binary systems. 
To evaluate and compare the accuracies of the selected EoS models (predicting, rather than 
correlating the phase equilibria), the classic NRTL activity coefficient model was used as 
benchmark. Using AAD values, the NRTL’s average deviation from experimental values was 
found to be 0.24 K and 0.005 mole fraction.  
Using the pure component parameters regressed within this work (2-propanol, CPA-GV) and 
those found in literature, the predictions of the nine binary systems were modelled. The 
CPA-GV EoS model struggled with the alcohol/(ketone ester) systems, showing large AAD 
values and not being able to predict the phase envelope, as this model does not take into 




outcomes with the experimental data and NRTL correlations, were found when considering 
mixtures that do not cross-associate and ones with two self-associating components. 
The sPC-SAFT-GV EoS model showed more accurate predictions of the alcohol/(ketone 
ester), compared to the CPA-GV model systems predicting all nine systems with a high level 
of accuracy, showing agreement with the phase envelopes. SAFT-VR-Mie-GV predicted the 
binary systems with comparable results compared to sPC-SAFT-GV. This is reiterated when 
looking at the AAD’s of the binary systems. Those being 0.589 K, and 0.011 mole fraction for 
sPC-SAFT-GV, and 0.614 K, and 0.011 mole fraction for SAFT-VR-Mie. 
7.1.4. Objective 3b: Model experimental ternary data using sPC-
SAFT-GV SAFT-VR-Mie-GV and CPA-GV  
Both the SAFT-VR-Mie-GV and sPC-SAFT-GV EoS models produced comparable and 
acceptably accurate predictions for the ternary systems, with only slight differences in 
outcomes between the two models. These SAFT type EoS models could predict the VLE of 
the ternary systems to a very similar accuracy than the NRTL model, with the majority of the 
systems showing more accurate AAD values. The AAD values for SAFT-VR-Mie-GV were 
0.820 K, and 0.019, 0.013, and 0.012 mole fraction, while sPC-SAFT produced AAD values 
of 0.72 K and 0.020, 0.014, and 0.016 mole fraction. 
When comparing the modelled results of the ternary systems and the binary systems, there 
are slight differences, with the predictions of the binary systems showing slightly more 
accurate predictions. However, these differences are small. With AAD values approximately 
0.2 K and 0.05 mole fraction higher, in the ternary systems. Although these predictions are 
slightly less accurate than the binary systems, with better predictions than those shown in the 
NRTL correlation it can be assumed that SAFT-VR-Mie-GV and sPC-SAFT-GV can both be 
used for accurate predictions of complex systems used in this study. 
7.2. Recommendations 
The following recommendations for future work, based on the outcomes in this thesis, are as 
follows: 
1) Modifications to the still can be made, by using a more complex analogue-to-digital 
converter (ADC), to convert the electrical resistance to a temperature measurement 
rather than the analogue Arduino used. This will decrease the electrical resistance 
fluctuations, lowering the high uncertainty in temperature. 
2) Regress cross-association parameters for both the sPC-SAFT-GV EoS model and the 




This will allow for more accurate predictions for both models, as well as group- specific 
pure component parameters that can be used for all ketones or esters. 
3) Explore different association schemes to evaluate the effectiveness of the models 
using these schemes. This will allow for a systematic test between these schemes for 
ternary systems. 
4) Evaluate the group contribution SAFT-γ-Mie model, which has recently been applied 
to ketones and esters, and added to the TRsolution software in work done in the 
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Appendix B. Still PFD. 
 
A B C FD E JH IG






















PFD – Equilibrium still
DRAWING No. 1





























































































Appendix C. Detailed operating procedure 
 




































Table C.1: annotations of the Gillespie type still 
Notation Description Notation Description 
I Feed chamber XVI Liquid condenser (Allihn style) 
II Mixing chamber and magnetic 
stirrer 
XVII Liquid collection point 
III Heating chamber and cartridge 
heater 
XVIII Vapour collection point 
IV Cottrell tube  V1 Feed chamber stop valve 
V Gillespie chamber V2 Feed chamber aeration valve 
VI 1st Vapour condenser (Liebig 
style) 
V3 Feed piping aeration valve 
VII Vapour sample well  V4 Liquid sample valve 
VIII Liquid sample well  V5 Vapour sample valve 
IX Liquid glass rod with magnetic 
ends 
V6 Vapour sample pressure valve 
X Vapour glass rod with magnetic 
ends 
V7 Vapour sample aeration valve 
XI Liquid sample tube V8 Liquid sample pressure valve 
XII Vapour sample tube V9 Liquid sample aeration valve 
XIII Over and Under pressure 
control entry point 
V10 Still drain valve 
XIV PT100 temperature probe C1 Aeration cap 1 (possible vapour 
sample point) 
XV 2nd Vapour condenser (Dimroth 
style) 
C2 Aeration cap 2 (possible vapour 
sample point) 
 
A detailed step-by-step guide on the operation of the Gillespie-type equilibrium still is 
presented in this chapter. With the still diagram (Figure A.0.1) and the annotations of the still 
(Table 0.1) presented and reprinted for reference. 
C.1. Still preparation 
Before operation of the still, the following should be ensured 
i. Both the argon shut-off valve(V-104) and the vacuum pump shut-off valve (V-106) must 
be closed (Appendix B). The pressure regulator valve must also be closed. 
ii. Ensure that the still is dry. If not wash the still with wash acetone, drain and open all 




iii. Turn on the cooling water pump. Ensure that water is flowing through the condensers 
and back into the bucket. Ice bricks must be added to the bucket to ensure the returning 
warmer water does not raise the temperature of the cooling water too high (these ice 
bricks are to be replaced every two hours). 
iv. Ensure all valves on the equilibrium still are closed (V1-V10), Place caps on the 
aeration caps (C1 and C2). This will ensure that the still is airtight allowing the pressure 
in the still to remain constant. 
v. The stills pressure indicator can be turned on, this is done on the red safety plug on 
the left-hand side of the still. 
vi. By checking the ambient pressure of the still, it can be decided if over or under-
pressure is required. 
Under-Pressure 
vii. If under-pressure is required check the pumps oil level. The oil level should be in the 
middle of the view glass. If the level is low top up with more lubrication oil. 
viii. Turn the 3-way valve (V-104) so that it is open to the vacuum pump, open the vacuum 
pump shut-off valve, and crack open the pressure regulator valve. Ensure the argon 
shut-off valve is still closed. 
ix. Turn on the Vacuum pump, the green switch on top of the pump, while looking at the 
pressure indication, adjust the pressure regulator valve, allowing for the system to 
settle at the required pressure. 
Over-Pressure 
vii. If over-pressure is required, open the valve on the argon canister to ensure argon is 
present. 
viii. Open the argon-shut off valve and turn the three-way valve to open for over-pressure. 
ix. Slowly open the pressure regulator valve allowing the pressure to settle, further 
adjustments can be made until the required pressure is met. Place the one-way 
pressure relief valve on the operating side of the still. 
Liquid mixture can now be added to the still. 
x. While keeping the feed chamber valve closed (V1), add approximately 110 ml of the 
mixture to the feed chamber (I). 
xi. Open the valve (V1) and allow the mixture to fall into the mixing chamber and the 
heating chamber (II and III)  
xii. Ensure that the mixture completely submerges the cartridge heater (III), and that the 




isn’t enough, add mixture until the chamber is filled. If the too much volume is added 
(The mixture is filling the vapour return pipe) open valve V10 and drain into a flask until 
the correct level is accomplished. 
xiii. The still can now be turned on, by turning on the red plug on the right-hand side of the 
still. 
C.2. Experimental runs 
xiv. Now that the still is on, the pressure is constant, a mixture is in the heating chamber, 
the magnetic stirrer in the mixing chamber needs to be turned on. A setting of 
approximately 3 is needed to ensure constant mixing. 
xv. The correct heater power is needed. Too low and the liquid boiling will not be carrying 
liquid and vapour through the Cottrell tube, too high and only vapour return will occur. 
At approximately 80-100oC the dial should be turned approximately 40%. 
xvi. After approximately 15 min the mixture should start boiling 
xvii. Another 15 minutes and liquid and vapour return should be noticed. An ideal boiling 
rate will have a drop from the vapour return (VII) once every second, with comparable 
liquid return. If this is not the case adjust the cartridge heaters power. 
xviii. If the boiling point of the mixture is greater than 100oC set a heating jacket temperature 
15oC lower than the boiling point. This is accomplished by holding down the up or down 
arrows on the delta DTK temperature controller until the desired temperature is 
reached and pressing set. 
xix. After approximately 20 minutes of continuous boiling, place magnets on points X and 
XI allowing the draining of the liquid building-up in the sample wells (VII and VIII), this 
is known as flushing 
xx. Opening valves V4 and V5 allows the flushed liquids to into the liquid and vapour 
sample tubes these valves are then re-closed. This liquid is then discarded into a waste 
container. 
xxi. Continuously check the pressure of the system, with the pressure in the gas canister 
slowly decreasing, the pressure in the still may start decreasing as well. adjust the 
pressure relief valve to ensure constant pressure throughout the run. 
xxii. After another 20 minutes another flush of the build-up in the sample wells is done, as 
described above. 
xxiii. After 60 minutes equilibrium should have been reached, this is indicated by small 
fluctuations in the temperature (indicated above the still) these fluctuations should be 





xxiv. A flush of the liquid in the sample wells (which is not at equilibrium), is done just before 
sampling, the Sample tubes containing this liquid are then replaced with clean and dry 
sample tubes, and a sample is taken with the same procedure used as that for flushing. 
xxv. The sample is transferred to clean and dry green topped sample vials and placed in 
the fridge ready for analysis. 
xxvi. The sample tubes used to sample the equilibrium mixture, are now washed with 
methanol, and allowed to dry before the next sample is needed. 
xxvii. It is important to test the temperature of the cooling water, if an increase in temperature 
is noticed, the ice bricks are to be placed back in the freezer and new ice bricks placed 
in the cooling water. 
The next component can now be added. The process for binary and ternary systems is slightly 
different 
In a binary system. 
xxviii. Assuming the initial mixture was pure component A, then pure component B is added 
to the Feed Chamber (I). This is approximately 10 ml, or the volume needed to get to 
the same level as that at the beginning of the first run. If too much mixture is now in 
the still it can be drained through valve V10 until the correct volume is reached.  
xxix. Once this mixture has reached equilibrium and sampled, another 10 ml of pure 
component B is added to the still. 
xxx. This is continued until the mixture is approximately 0.5 mole fraction of B. 
xxxi. This still is washed and drained (below), dried and 110 ml pure component B is added 
to the still. 
xxxii. Now pure component A is added 10 ml at a time until 0.5 mole fraction of a is reached 
In a ternary system 
xxviii. Once a binary system has been completely populated, both from pure A adding B and 
from pure B adding A. The still is drained but not washed. Approximately 110 ml of 
pure C is added to the still 
xxix. This pure C will then have entrained amounts of A and B. This mixture is allowed to 
come to equilibrium and the sampled. 
xxx. Approximately 10 ml of pure A is added to the mixture, this is allowed to come to 
equilibrium and sampled. 
xxxi. Next approximately 10 ml of pure B is added to the still and allowed to come to 
equilibrium. Adding pure A and B until the mixture has a concentration of equal A, B, 
and C (0.33, 0.33, 0.33). The still is then drained, this same procedure is done starting 




xxxii. Once data is collected coming from the pure components and moving towards the 
centre of the Gibbs triangle, the spaces in which no data exists is investigated. 
The still can now be drained and washed. 
C.3. Washing and draining 
xxxiii. Generally, after a day’s run the still will not be ready to be drained and washed, in 
these cases the liquid in the still can be left over night. 
xxxiv. When testing on a particular system is finished, the still can be turned off. This can be 
done by switching off at the wall. If running over or under-pressure the argon gas 
canister can be closed as well as the shut-off valve, or the vacuum pump can be turned 
off and the shut-off valve closed 
xxxv. It is important to allow the still to cool down before any of the contents is drained, 
waiting approximately 45 min for this to occur. 
xxxvi. Draining the still can be obtained by opening valve V10 and allowing the still to drain. 
xxxvii. Some entrained liquid will still be in the still, it is therefore important to wash the still 
with a solvent that dissolves all the liquids used in the experiment. For the systems in 
this work wash acetone is used. Approximately 110 ml of wash acetone is added to 
the feed chamber (1), valve V1 is opened and the wash acetone fills the mixing and 
heating chambers, the still can be turned on again, however the heater power must be 
decreased to approximately 30%. 
xxxviii. The still can be allowed to run for approximately an hour, flushing the sample ports 
often. 
xxxix. After an hour, the still can be turned off at the wall, again it needs to be allowed to cool 
down. 
xl. Once cool the still can be drained through valve V10. 
xli. Leaving the magnetic stirrer on, cap C1 can be removed, and compressed air added 
to the opening. This allows as for as much draining as possible to occur. 
xlii. After approximately five minutes Cap C1 can be replaced and Cap C2 removed. With 
the compressed air added to the evaporation chamber, pushing any liquid out of this 
area. In order to try drain different areas, different valves are opened and closed 
 
The sample wells are dried by closing V10 opening Valves (V4,5,7, and 9) placing the 
compressed air either on open cap C1 or C2. While placing the magnet above the two 
magnetic rods 
 
The feed chamber and mixing chamber are dried by closing all valves that are open 





The over and under-pressure pipelines are drained by closing all valves and opening 
valves (V5-9) 
xliii. Once the still has been adequately dried with the compressed air, all valves are 
opened, and the cartridge heater is unscrewed and removed. The compressed air is 
then placed where the cartridge heater was and allowed to flow through the still. After 
approximately 45 minutes the compressed air can be turned off 





Appendix D. GC error analysis 
D.1. 1-propanol/2-propanol/2-butanone 


























































1a 7.64 16.32 24.16 22.08 0.173 0.370 0.457 7.95 16.54 24.85 0.176 0.366 0.458 0.007 0.007 0.007 
0.007 
1b 7.64 16.32 24.16 22.08 0.173 0.370 0.457 7.98 16.48 24.81 0.177 0.365 0.458 0.009 0.009 0.008 
1c 7.64 16.32 24.16 22.08 0.173 0.370 0.457 7.94 16.57 24.79 0.176 0.367 0.457 0.006 0.006 0.006 
2a 15.34 22.02 5.46 23.15 0.366 0.525 0.109 15.61 22.16 5.51 0.368 0.523 0.108 0.005 0.005 0.005 
0.006 
2b 15.34 22.02 5.46 23.15 0.366 0.525 0.109 15.69 22.11 5.52 0.370 0.521 0.108 0.008 0.008 0.008 
2c 15.34 22.02 5.46 23.15 0.366 0.525 0.109 15.67 22.15 5.51 0.369 0.522 0.108 0.007 0.007 0.006 
3a 21.1 6.1 12.42 22.89 0.562 0.162 0.276 22.05 6.24 12.62 0.568 0.161 0.271 0.008 0.008 0.008 
0.008 
3b 21.1 6.1 12.42 22.89 0.562 0.162 0.276 22.05 6.25 12.62 0.568 0.161 0.271 0.008 0.007 0.008 





D.2. 1-propanol/ethyl acetate/2-butanone 




























































1a 7.33 16.01 23.55 23.44 0.194 0.288 0.518 7.97 16.74 24.85 0.199 0.285 0.516 0.009 0.009 0.009 
0.009 
1b 7.33 16.01 23.55 23.44 0.194 0.288 0.518 7.95 16.71 24.81 0.199 0.285 0.517 0.009 0.009 0.009 
1c 7.33 16.01 23.55 23.44 0.194 0.288 0.518 7.99 16.78 24.79 0.199 0.285 0.515 0.009 0.009 0.008 
2a 17.28 21.42 7.22 23.21 0.456 0.385 0.159 17.65 22.14 7.51 0.452 0.387 0.160 0.005 0.005 0.005 
0.005 
2b 17.28 21.42 7.22 23.21 0.456 0.385 0.159 17.64 22.18 7.53 0.452 0.387 0.161 0.006 0.006 0.006 
2c 17.28 21.42 7.22 23.21 0.456 0.385 0.159 17.68 22.15 7.57 0.452 0.386 0.161 0.005 0.005 0.005 
3a 21.54 5.91 12.42 23.84 0.600 0.112 0.288 21.86 6.12 12.62 0.598 0.114 0.288 0.004 0.004 0.003 
0.005 
3b 21.54 5.91 12.42 23.84 0.600 0.112 0.288 21.84 6.18 12.62 0.597 0.115 0.288 0.006 0.006 0.005 






D.3. 1-propanol/methyl propionate/2-butanone 































































1a 6.91 15.92 21.25 22.15 0.195 0.306 0.499 7.44 16.21 22.15 0.201 0.299 0.499 0.013 0.014 0.013 
0.013 
1b 6.91 15.92 21.25 22.15 0.195 0.306 0.499 7.48 16.28 22.18 0.202 0.300 0.499 0.014 0.014 0.013 
1c 6.91 15.92 21.25 22.15 0.195 0.306 0.499 7.45 16.24 22.19 0.201 0.299 0.500 0.013 0.013 0.013 
2a 17.81 20.45 6.14 22.5 0.483 0.378 0.139 17.99 21 6.85 0.473 0.377 0.150 0.011 0.012 0.011 
0.011 
2b 17.81 20.45 6.14 22.5 0.483 0.378 0.139 18.01 20.95 6.81 0.474 0.376 0.149 0.011 0.011 0.011 
2c 17.81 20.45 6.14 22.5 0.483 0.378 0.139 18 20.98 6.85 0.473 0.376 0.150 0.011 0.012 0.011 
3a 20.65 7.12 13.15 23.18 0.566 0.133 0.301 21.01 7.32 14.15 0.556 0.132 0.312 0.011 0.011 0.011 
0.011 
3b 20.65 7.12 13.15 23.18 0.566 0.133 0.301 21.03 7.31 14.12 0.557 0.132 0.311 0.011 0.011 0.011 






D.4. 1-propanol/propyl formate/2-butanone 







































































1a 7.25 17.42 20.56 25.42 0.200 0.328 0.472 7.54 18.56 21.23 0.199 0.334 0.467 0.007 0.007 0.008 0.007 
1b 7.25 17.42 20.56 25.42 0.200 0.328 0.472 7.52 18.42 21.19 0.199 0.333 0.468 0.006 0.006 0.006 
1c 7.25 17.42 20.56 25.42 0.200 0.328 0.472 7.56 18.55 21.19 0.200 0.334 0.466 0.007 0.007 0.007 
2a 16.49 22.02 5.42 21.23 0.458 0.417 0.125 16.95 23 6.15 0.449 0.415 0.136 0.010 0.010 0.010 0.011 
2b 16.49 22.02 5.42 21.23 0.458 0.417 0.125 17 23.05 6.18 0.449 0.415 0.136 0.011 0.011 0.010 
2c 16.49 22.02 5.42 21.23 0.458 0.417 0.125 16.98 23.05 6.19 0.449 0.415 0.136 0.011 0.011 0.011 
3a 21.6 6.12 12.4 24,6 0,598 0,116 0,286 22,01 6,36 13.42 0.586 0.116 0.298 0,.012 0.012 0.012 0.012 
3b 21.6 6.12 12.4 24.6 0.598 0.116 0.286 21.98 6.35 13.41 0.586 0.116 0.298 0.012 0.012 0.012 






Appendix E. GC Calibration  
Table D.4: GC calibration curve gradients and R2 values 
Compound K R2 
1-propanol/2-butanone 
1-propanol 0.9834 0.9999 
2-butanone 0.6984 0.9999 
1-propanol/2-propanol 
1-propanol 0.9254 1.0000 
2-propanol 0.7456 0.9999 
1-propanol/methyl propionate 
1-propanol 1.035 0.9998 
Methyl propionate 0.7012 0.9999 
1-propanol/ethyl acetate 
1-propanol 1.0021 0.9997 
Ethyl acetate 0.7564 1.0000 
2-butanone/2-propanol 
2-butanone 0.8546 0.9999 
2-propanol 0.7789 1.0000 
2-butanone/propyl formate 
2-butanone 0.7664 0.9999 
Propyl formate 0.6213 1.0000 
2-butanonte/ethyl acetate 
2-butanone 0.7544 0.9998 
Ethyl acetate 0.7001 0.9999 
2-butanone/1-propanol/2-propanol 
2-butanone 0.7666 0.9999 
1-propanol 1.0133 0.9998 
2-propanol 0.6946 0.9999 
2-butanone/1-propanol/ethyl acetate 
2-butanone 0.6899 0.9996 
1-propanol 0.9956 0.9999 
Ethyl acetate 0.7006 1.0000 
2-butanone/1-propanol/methyl propionate 
2-butanone 0.7566 1.0000 
1-propanol 1.1112 0.9999 
Methyl propionate 0.6695 0.9998 
2-butanone/1-propanol/propyl formate 
2-butanone 0.8001 0.9997 
1-propanol 1.0332 0.9996 




Appendix F. Experimental results 
F.1. Binary results 
Table F.1.: 1-propanol/2-butanone (1) at 1.013 bar with consistency test results 
Sample Temperature (K) Pressure (bar) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 370.31 1.01 0.000 1.000 0.000 1.000 0.000 1.002       
2 368.80 1.01 0.041 0.959 0.092 0.908 1.376 1.004   0.967 1.000 0.967 1.694 
3 368.46 1.01 0.038 0.962 0.109 0.891 1.765 1.004 0.010 0.270 1.348 1.391 0.969 1.559 
4 367.67 1.01 0.062 0.938 0.152 0.848 1.548 1.001 0.012 0.258 1.793 1.860 0.964 1.817 
5 367.36 1.01 0.069 0.931 0.178 0.822 1.636 1.001 -0.024 0.260 1.999 2.067 0.967 1.670 
6 366.01 1.01 0.117 0.883 0.230 0.770 1.307 1.029 0.008 0.269 2.653 2.754 0.963 1.867 
7 365.70 1.01 0.129 0.871 0.264 0.736 1.367 1.029 -0.018 0.270 2.774 2.873 0.966 1.754 
8 364.61 1.01 0.161 0.839 0.307 0.693 1.314 1.030 0.004 0.270 3.385 3.519 0.962 1.932 
9 364.17 1.01 0.167 0.833 0.331 0.669 1.383 1.030 0.021 0.270 3.730 3.873 0.963 1.879 
10 363.70 1.01 0.195 0.805 0.343 0.657 1.250 1.069 0.008 0.274 3.782 3.926 0.963 1.880 
11 362.89 1.01 0.221 0.779 0.386 0.614 1.265 1.069 0.004 0.276 4.177 4.341 0.962 1.928 
12 362.30 1.01 0.258 0.742 0.420 0.580 1.201 1.069 0.014 0.283 4.199 4.371 0.961 2.013 
13 360.76 1.01 0.328 0.672 0.506 0.494 1.192 1.069 -0.006 0.287 4.603 4.798 0.959 2.069 
14 360.49 1.01 0.343 0.657 0.517 0.483 1.174 1.118 0.021 0.291 4.633 4.823 0.961 2.003 
15 359.81 1.01 0.373 0.627 0.555 0.445 1.185 1.072 -0.001 0.293 4.825 5.033 0.959 2.107 
16 359.78 1.01 0.370 0.630 0.550 0.450 1.184 1.113 0.006 0.292 4.903 5.108 0.960 2.044 
17 358.45 1.01 0.451 0.549 0.616 0.384 1.133 1.118 0.011 0.300 4.864 5.077 0.958 2.144 
18 358.38 1.01 0.439 0.561 0.615 0.385 1.165 1.308 0.006 0.299 5.140 5.360 0.959 2.099 
19 358.25 1.01 0.462 0.538 0.628 0.372 1.135 1.409 -0.010 0.302 4.883 5.090 0.959 2.080 
20 357.16 1.01 0.533 0.467 0.691 0.309 1.120 1.113 -0.017 0.307 4.722 4.931 0.958 2.171 
21 356.86 1.01 0.560 0.440 0.709 0.291 1.104 1.444 -0.018 0.309 4.541 4.734 0.959 2.087 
22 356.22 1.01 0.632 0.368 0.752 0.248 1.058 0.000 -0.012 0.314 3.853 4.012 0.960 2.021 
23 355.29 1.01 0.705 0.295 0.788 0.212 1.023 1.308 0.028 0.325 3.378 3.521 0.959 2.077 




25 354.05 1.01 0.834 0.166 0.875 0.125 0.998 1.444 0.006 0.312 2.051 2.125 0.965 1.762 
26 352.67 1.01 1.000 0.000 1.000 0.000 0.994 0.000       
               
             D 1.61273 
 
Table F.2: 1-propanol/propyl formate (1) at 1.013 bar with consistency test results 
Sample  Temperature (K) pressure (bar) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 354.03 1.01 0.000 1.000 0.000 1.000         
2 352.69 1.01 0.071 0.929 0.076 0.924 2.153 1.043   2.736 2.880 0.950 2.556 
3 352.64 1.01 0.076 0.924 0.076 0.924 2.029 1.050 0.003 0.29 2.883 3.028 0.952 2.459 
4 352.93 1.01 0.203 0.797 0.164 0.836 1.624 1.091 0.004 0.34 4.989 5.172 0.965 1.806 
5 353.32 1.01 0.296 0.704 0.217 0.783 1.451 1.142 0.013 0.32 6.296 6.499 0.969 1.590 
6 353.80 1.01 0.381 0.619 0.244 0.756 1.241 1.235 -0.002 0.32 7.313 7.526 0.972 1.435 
7 354.45 1.01 0.464 0.536 0.290 0.710 1.179 1.311 0.026 0.32 8.082 8.293 0.975 1.287 
8 354.68 1.01 0.500 0.500 0.307 0.693 1.147 1.363 0.013 0.32 8.466 8.675 0.976 1.220 
9 355.98 1.01 0.594 0.406 0.358 0.642 1.066 1.492 0.002 0.32 8.718 8.891 0.981 0.982 
10 356.53 1.01 0.640 0.360 0.381 0.619 1.030 1.592 0.007 0.31 8.903 9.056 0.983 0.852 
11 357.75 1.01 0.704 0.296 0.446 0.554 1.041 1.670 0.046 0.31 8.706 8.807 0.988 0.578 
12 358.27 1.01 0.726 0.274 0.462 0.538 1.023 1.727 -0.006 0.30 8.536 8.613 0.991 0.451 
13 360.06 1.01 0.803 0.197 0.541 0.459 1.007 1.940 0.031 0.30 7.934 7.920 1.002 0.087 
14 360.82 1.01 0.828 0.172 0.569 0.431 0.996 2.034 0.000 0.28 7.545 7.491 1.007 0.359 
15 366.03 1.01 0.940 0.060 0.818 0.182 1.026 2.099 0.060 0.30 3.994 3.660 1.091 4.359 
16 363.74 1.01 0.899 0.101 0.710 0.290 1.019 2.135 -0.011 0.26 5.686 5.475 1.039 1.891 
17 362.17 1.01 0.861 0.139 0.628 0.372 1.001 2.087 -0.035 0.27 6.694 6.569 1.019 0.944 
18 370.31 1.01 1.000 0.000 1.000 0.000         
               





Table F.3. 1-propanol/ethyl acetate(1) at 1.013 bar with consistency test results 
Sample  Temperature (K) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 350.06 1.000 0.000 1.000 0.000 1.009        
2 351.38 0.879 0.121 0.907 0.093 0.996 1.663   1.827 1.929 0.947 2.701 
3 352.33 0.758 0.242 0.830 0.170 1.027 1.444 0.00 0.52 3.623 3.823 0.948 2.689 
4 353.01 0.685 0.315 0.790 0.210 1.057 1.336 0.00 0.50 4.513 4.761 0.948 2.667 
5 355.41 0.500 0.500 0.671 0.329 1.139 1.191 -0.01 0.51 5.914 6.228 0.950 2.581 
6 356.47 0.419 0.581 0.625 0.375 1.224 1.118 0.00 0.49 6.434 6.767 0.951 2.527 
7 357.46 0.359 0.641 0.590 0.410 1.307 1.063 -0.01 0.48 6.582 6.917 0.952 2.481 
8 359.08 0.311 0.689 0.536 0.464 1.303 1.048 -0.02 0.46 5.854 6.145 0.953 2.429 
9 360.81 0.244 0.756 0.460 0.540 1.351 1.036 0.00 0.45 5.342 5.600 0.954 2.352 
10 362.09 0.191 0.809 0.399 0.601 1.439 1.023 0.01 0.44 5.005 5.239 0.955 2.284 
11 363.48 0.155 0.845 0.346 0.654 1.474 1.009 -0.02 0.43 4.244 4.437 0.957 2.221 
12 364.97 0.117 0.883 0.280 0.720 1.512 1.003 0.00 0.42 3.420 3.570 0.958 2.143 
13 367.03 0.079 0.921 0.179 0.821 1.347 1.012 -0.01 0.42 2.006 2.089 0.960 2.019 
14 367.92 0.052 0.948 0.135 0.865 1.503 1.001 -0.01 0.41 1.570 1.632 0.962 1.912 
15 370.22 0.000 1.000 0.000 1.000  1.005       





Table F.4. 1-propanol(1)/methyl propionate at 1.013 bar with consistency test results 
Sample  Temperature (K) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 370.06 0.000 1.000 0.000 1.000  1.011       
2 367.85 0.042 0.958 0.117 0.883 1.737 1.014   1.908 1.964 0.971 1.446 
3 365.54 0.092 0.908 0.219 0.781 1.589 1.034 0.03 0.42 3.487 3.601 0.968 1.616 
4 363.90 0.138 0.862 0.300 0.700 1.524 1.041 0.00 0.42 4.449 4.602 0.967 1.691 
5 363.14 0.158 0.842 0.336 0.664 1.526 1.042 0.00 0.42 4.910 5.084 0.966 1.741 
6 361.89 0.189 0.811 0.395 0.605 1.558 1.036 0.00 0.43 5.692 5.905 0.964 1.835 
7 359.36 0.289 0.711 0.501 0.499 1.397 1.079 0.01 0.45 6.667 6.933 0.962 1.959 
8 358.77 0.308 0.692 0.514 0.486 1.370 1.107 0.02 0.45 6.954 7.239 0.961 2.007 
9 358.14 0.336 0.664 0.547 0.453 1.363 1.103 -0.01 0.46 7.132 7.430 0.960 2.047 
10 357.34 0.386 0.614 0.578 0.422 1.286 1.149 0.01 0.47 7.111 7.413 0.959 2.083 
11 356.38 0.438 0.562 0.619 0.381 1.251 1.179 0.01 0.47 7.197 7.514 0.958 2.153 
12 355.14 0.540 0.460 0.680 0.320 1.160 1.274 0.01 0.48 6.661 6.964 0.956 2.230 
13 354.88 0.556 0.444 0.692 0.308 1.156 1.284 0.00 0.48 6.630 6.936 0.956 2.257 
14 354.13 0.613 0.387 0.724 0.276 1.124 1.363 0.02 0.48 6.342 6.645 0.954 2.339 
15 353.64 0.645 0.355 0.745 0.255 1.117 1.401 0.01 0.48 6.236 6.544 0.953 2.408 
16 353.02 0.740 0.260 0.795 0.205 1.060 1.579 0.00 0.49 5.034 5.291 0.951 2.492 
17 352.64 0.802 0.198 0.832 0.168 1.036 1.727 0.01 0.48 4.177 4.399 0.950 2.578 
18 352.31 0.874 0.126 0.884 0.116 1.021 1.901 0.01 0.48 3.023 3.192 0.947 2.718 
19 352.26 0.912 0.088 0.915 0.085 1.015 1.999 0.00 0.46 2.267 2.398 0.946 2.799 
20 352.16 0.945 0.055 0.943 0.057 1.012 2.154 0.01 0.46 1.655 1.756 0.942 2.969 
21 352.58 1.000 0.000 1.000 0.000 1.001        





Table F.5.: 1-propanol(1)/2-propanol at 1.013 bar with consistency test results 
Sample  Temperature (K) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 370.25 0.000 1.000 0.000 1.000  1.004       
2 367.85 0.112 0.888 0.202 0.798 1.117 0.988   0.794 0.838 0.947 2.700 
3 364.90 0.277 0.723 0.422 0.578 1.049 0.987 -0.03 0.30 1.265 1.306 0.968 1.625 
4 363.90 0.320 0.680 0.488 0.512 1.092 0.965 -0.01 0.29 1.627 1.679 0.969 1.565 
5 363.14 0.381 0.619 0.537 0.463 1.039 0.988 0.00 0.29 1.479 1.516 0.976 1.217 
6 361.42 0.496 0.504 0.641 0.359 1.016 1.009 0.00 0.30 1.475 1.494 0.987 0.638 
7 360.36 0.560 0.440 0.712 0.288 1.042 0.966 -0.01 0.31 1.593 1.607 0.991 0.454 
8 359.94 0.605 0.395 0.738 0.262 1.016 0.996 0.00 0.31 1.341 1.337 1.003 0.165 
9 358.35 0.719 0.281 0.825 0.175 1.016 0.997 0.00 0.33 1.234 1.205 1.024 1.165 
10 357.69 0.801 0.199 0.865 0.135 0.981 1.117 0.00 0.33 0.670 0.600 1.116 5.489 
11 357.28 0.818 0.182 0.892 0.108 1.007 0.994 0.00 0.33 0.827 0.762 1.086 4.102 
12 355.28 1.000 0.000 1.000 0.000 1.000        





Table F.6. 2-butanone(1)/propyl formate at 1.013 bar with consistency test results 
Sample  Temperature (K) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 352.41 1.000 0.000 1.000 0.000 1.003 0       
2 352.06 0.960 0.040 0.961 0.039 1.014 1.058   0.505 0.511 0.987 0.644 
3 352.06 0.901 0.099 0.902 0.098 1.015 1.057 0.001 0.320 0.609 0.614 0.991 0.432 
4 352.06 0.893 0.107 0.896 0.104 1.016 1.047 0.000 0.290 0.622 0.627 0.992 0.411 
5 352.15 0.842 0.158 0.844 0.156 1.013 1.053 -0.003 0.300 0.63 0.631 0.999 0.039 
6 352.18 0.803 0.197 0.805 0.195 1.012 1.059 -0.001 0.290 0.667 0.665 1.002 0.104 
7 352.26 0.705 0.295 0.709 0.291 1.012 1.05 -0.003 0.300 0.754 0.748 1.008 0.376 
8 352.28 0.653 0.347 0.662 0.338 1.02 1.035 0.001 0.290 0.822 0.816 1.008 0.414 
9 352.31 0.618 0.382 0.626 0.374 1.019 1.039 0.001 0.290 0.851 0.843 1.009 0.472 
10 352.35 0.566 0.434 0.576 0.424 1.022 1.036 0.001 0.290 0.899 0.889 1.011 0.527 
11 352.4 0.541 0.459 0.556 0.444 1.031 1.023 -0.001 0.290 0.889 0.879 1.012 0.612 
12 352.46 0.509 0.491 0.524 0.476 1.029 1.025 0.000 0.290 0.881 0.869 1.014 0.704 
13 352.61 0.479 0.521 0.494 0.506 1.026 1.022 -0.006 0.290 0.781 0.766 1.02 1.01 
14 352.64 0.454 0.546 0.463 0.537 1.014 1.033 0.001 0.290 0.792 0.776 1.021 1.018 
15 352.69 0.440 0.560 0.455 0.545 1.026 1.021 -0.002 0.290 0.765 0.748 1.022 1.111 
16 353.03 0.310 0.690 0.345 0.655 1.094 0.984 0.001 0.300 0.632 0.613 1.031 1.532 
17 353.51 0.195 0.805 0.216 0.784 1.072 0.994 0.005 0.290 0.335 0.317 1.056 2.713 
18 354.42 0.000 1.000 0.000 1.000 0 0.991       





Table F.7. 2-butanone/ethyl acetate(1) at 1.013 bar with consistency test results 
Sample  Temperature (K) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 350.01 1.000 0.000 1.000 0.000 1.009        
3 349.94 0.830 0.170 0.830 0.170 1.013 1.083 0.005 0.458 0.761 0.768 0.990 0.485 
4 349.98 0.674 0.326 0.688 0.312 1.032 1.039 0.008 0.458 1.051 1.098 0.957 2.186 
5 350.09 0.622 0.378 0.633 0.367 1.026 1.049 -0.001 0.480 1.051 1.098 0.957 2.192 
6 350.25 0.541 0.459 0.558 0.442 1.035 1.034 -0.002 0.453 1.066 1.114 0.957 2.197 
7 350.30 0.510 0.490 0.528 0.472 1.037 1.033 0.001 0.454 1.082 1.130 0.957 2.199 
8 350.38 0.481 0.519 0.503 0.497 1.043 1.026 -0.001 0.450 1.063 1.111 0.957 2.191 
9 350.43 0.447 0.553 0.467 0.533 1.041 1.030 0.003 0.450 1.087 1.135 0.957 2.192 
10 350.46 0.428 0.572 0.448 0.552 1.043 1.029 0.001 0.449 1.099 1.148 0.957 2.192 
11 350.55 0.396 0.604 0.421 0.579 1.057 1.019 -0.001 0.448 1.078 1.126 0.957 2.177 
12 350.64 0.366 0.634 0.390 0.610 1.054 1.021 0.000 0.449 1.052 1.098 0.958 2.159 
13 350.94 0.302 0.698 0.327 0.673 1.060 1.014 -0.006 0.447 0.890 0.928 0.960 2.059 
14 351.09 0.268 0.732 0.290 0.710 1.055 1.015 -0.002 0.448 0.815 0.848 0.961 1.989 
15 351.30 0.198 0.802 0.221 0.779 1.081 1.009 0.003 0.445 0.757 0.786 0.963 1.879 
16 351.42 0.180 0.820 0.200 0.800 1.072 1.009 -0.002 0.449 0.678 0.702 0.965 1.774 
17 351.77 0.120 0.880 0.144 0.856 1.144 0.995 -0.005 0.441 0.460 0.472 0.975 1.257 
18 352.41 0.000 1.000 0.000 1.000  1.003       






Table F.8. 2-butanone(1)/methyl propionate at 1.013 bar with consistency test results 
Sample  Temperature (K) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 352.38 0.000 1.000 0.000 1.000  1.007 0.000      
2 352.07 0.073 0.927 0.081 0.919 1.112 1.009 0.000  0.517 0.540 0.958 2.157 
3 352.10 0.072 0.928 0.080 0.920 1.128 1.007 -0.002 0.28 0.487 0.509 0.958 2.163 
4 351.88 0.150 0.850 0.160 0.840 1.092 1.011 -0.001 0.30 0.699 0.730 0.958 2.146 
5 351.67 0.222 0.778 0.235 0.765 1.086 1.014 0.003 0.29 0.902 0.942 0.958 2.166 
6 351.67 0.221 0.779 0.236 0.764 1.095 1.011 0.000 0.29 0.902 0.942 0.958 2.166 
7 351.52 0.331 0.669 0.338 0.662 1.052 1.026 -0.002 0.30 1.040 1.087 0.957 2.212 
8 351.38 0.464 0.536 0.466 0.534 1.041 1.036 0.004 0.30 1.166 1.220 0.955 2.278 
9 351.33 0.502 0.498 0.502 0.498 1.039 1.041 0.003 0.29 1.211 1.268 0.955 2.300 
10 351.33 0.541 0.459 0.540 0.460 1.036 1.045 0.000 0.29 1.207 1.264 0.955 2.318 
11 351.35 0.605 0.395 0.596 0.404 1.022 1.065 0.001 0.29 1.180 1.237 0.954 2.345 
12 351.96 0.979 0.021 0.977 0.023 1.015 1.124 0.011 0.88 0.527 0.552 0.956 2.247 
13 351.77 0.912 0.088 0.905 0.095 1.016 1.101 0.000 0.37 0.725 0.760 0.954 2.360 
14 351.64 0.849 0.151 0.840 0.160 1.017 1.090 -0.001 0.30 0.863 0.905 0.953 2.389 
15 351.54 0.785 0.215 0.778 0.222 1.022 1.066 0.000 0.29 0.970 1.017 0.953 2.390 
16 352.40 1.000 0.000 1.000 0.000 1.003        





Table F.9. 2-butanone(1)/2-propanol at 1.013 bar with consistency test results 
Sample  Temperature (K) X1 X2 Y1 Y2 γ1 γ2 D Dmax L W L/W D 
1 355.23 0.000 1.000 0.000 1.000  1.002       
2 353.85 0.095 0.905 0.135 0.919 1.365 1.075   1.171 1.264 0.926 3.818 
3 353.91 0.097 0.936 0.13 0.947 1.281 1.068 -0.02 0.30 1.113 1.203 0.925 3.888 
4 352.31 0.21 0.825 0.289 0.923 1.384 1.262 0.32 0.33 2.466 2.619 0.942 3.004 
5 351.97 0.258 0.798 0.335 0.817 1.32 1.169 -0.15 0.30 2.709 2.872 0.943 2.917 
6 351.74 0.296 0.704 0.358 0.743 1.237 1.217 0.02 0.31 2.815 2.979 0.945 2.841 
7 351.53 0.315 0.685 0.389 0.611 1.273 1.038 -0.20 0.32 2.98 3.152 0.945 2.81 
8 351.09 0.409 0.591 0.453 0.547 1.16 1.095 0.00 0.33 3.187 3.363 0.948 2.695 
9 350.65 0.542 0.458 0.561 0.439 1.098 1.156 0.00 0.33 3.277 3.447 0.95 2.54 
10 350.51 0.609 0.391 0.61 0.39 1.067 1.21 0.01 0.33 3.232 3.395 0.952 2.454 
11 350.5 0.653 0.347 0.649 0.351 1.059 1.227 0.00 0.32 3.118 3.27 0.953 2.385 
12 350.57 0.704 0.296 0.691 0.309 1.044 1.263 0.00 0.32 2.9 3.036 0.955 2.285 
13 350.82 0.795 0.205 0.764 0.236 1.014 1.379 0.00 0.33 2.378 2.476 0.96 2.018 
14 351.1 0.847 0.153 0.82 0.18 1.012 1.393 0.00 0.32 1.936 2.005 0.966 1.735 
15 351.46 0.902 0.098 0.877 0.123 1.005 1.464 0.00 0.32 1.401 1.434 0.977 1.176 
16 352.54 1.000 0.000 1.000 0.000 0.998        






F.2. Ternary results 
Table F.10. 1-propanol(1)/2-butanone(2)/propyl formate(3) at 1.013 bar with consistency test results 
Sample  Temperature (K) X1 X2 X3 Y1 Y2 Y3 γ1 γ2 γ3 D Dmax L W L/W D 
1 365.10 0.937 0.008 0.055 0.804 0.009 0.187 0.907 1.569 2.619   4.738 4.970 0.953 2.391 
2 363.55 0.857 0.077 0.066 0.598 0.171 0.231 1.013 1.334 1.930 0.39 0.45 5.139 5.396 0.952 2.440 
3 362.55 0.817 0.104 0.079 0.612 0.190 0.198 0.978 1.284 1.742 0.48 0.53 4.561 4.758 0.959 2.107 
4 361.34 0.704 0.267 0.028 0.486 0.453 0.062 0.924 1.320 1.787 0.13 0.52 5.549 5.862 0.947 2.738 
5 360.84 0.731 0.121 0.148 0.466 0.207 0.327 1.064 1.219 1.589 0.35 0.61 5.745 6.024 0.954 2.367 
6 358.55 0.606 0.356 0.038 0.406 0.525 0.069 1.040 1.289 1.673 0.20 0.52 7.679 8.101 0.948 2.679 
7 356.73 0.608 0.236 0.156 0.369 0.348 0.283 1.143 1.165 1.482 0.40 0.47 7.397 7.821 0.946 2.783 
8 356.60 0.581 0.206 0.214 0.385 0.272 0.342 1.120 1.250 1.647 0.33 0.47 7.991 8.429 0.948 2.669 
9 356.52 0.614 0.232 0.154 0.398 0.329 0.273 1.099 1.151 1.422 0.10 0.57 5.512 5.810 0.949 2.632 
10 356.39 0.467 0.481 0.052 0.295 0.625 0.080 1.145 1.108 1.340 0.14 0.52 5.729 6.070 0.944 2.886 
11 355.48 0.423 0.412 0.165 0.268 0.501 0.231 1.124 1.120 1.358 0.13 0.53 5.138 5.436 0.945 2.818 
12 355.36 0.389 0.551 0.060 0.241 0.674 0.085 1.082 1.169 1.471 0.17 0.52 6.730 7.120 0.945 2.817 
13 355.34 0.470 0.356 0.174 0.280 0.455 0.265 1.275 1.087 1.302 0.35 0.49 6.475 6.858 0.944 2.872 
14 355.28 0.451 0.344 0.205 0.316 0.408 0.276 1.175 1.104 1.338 0.16 0.48 6.072 6.435 0.944 2.901 
15 355.28 0.429 0.375 0.197 0.277 0.451 0.273 1.281 1.063 1.233 0.26 0.48 5.687 6.038 0.942 2.987 
16 355.13 0.398 0.371 0.231 0.278 0.428 0.294 1.218 1.087 1.323 0.18 0.49 5.993 6.353 0.943 2.916 
17 355.06 0.413 0.396 0.192 0.273 0.466 0.261 1.204 1.110 1.349 0.25 0.47 6.690 7.088 0.944 2.889 
18 355.05 0.449 0.317 0.235 0.294 0.381 0.326 1.204 1.083 1.292 0.21 0.50 5.478 5.814 0.942 2.973 
19 354.87 0.375 0.448 0.177 0.244 0.522 0.234 1.154 1.158 1.414 0.26 0.48 7.183 7.603 0.945 2.846 
20 354.87 0.467 0.308 0.225 0.291 0.384 0.325 1.252 1.066 1.280 0.34 0.49 6.414 6.809 0.942 2.982 
21 354.84 0.418 0.270 0.312 0.282 0.310 0.409 1.220 1.073 1.276 0.19 0.59 4.736 5.030 0.941 3.019 
22 354.69 0.330 0.572 0.098 0.216 0.657 0.127 1.255 1.080 1.284 0.20 0.51 6.212 6.592 0.942 2.970 
23 354.54 0.392 0.346 0.261 0.262 0.398 0.340 1.266 1.072 1.233 0.30 0.48 6.310 6.705 0.941 3.037 
24 354.48 0.388 0.220 0.392 0.260 0.251 0.489 1.270 1.062 1.220 0.22 0.58 4.785 5.091 0.940 3.100 
25 354.42 0.315 0.526 0.159 0.212 0.593 0.195 1.263 1.068 1.229 0.23 0.51 6.174 6.562 0.941 3.050 




27 354.28 0.351 0.293 0.356 0.252 0.324 0.423 1.286 1.051 1.203 0.12 0.66 3.927 4.190 0.937 3.247 
28 354.20 0.264 0.664 0.072 0.178 0.735 0.087 1.285 1.052 1.191 0.06 0.49 4.063 4.335 0.937 3.248 
29 354.15 0.266 0.628 0.106 0.179 0.695 0.126 1.380 1.039 1.164 0.21 0.57 5.467 5.820 0.939 3.128 
30 353.74 0.298 0.256 0.446 0.212 0.276 0.512 1.273 1.050 1.185 0.12 1.01 3.304 3.547 0.931 3.550 
31 353.73 0.211 0.755 0.034 0.138 0.822 0.039 1.058 1.077 1.287 0.07 0.74 4.907 5.231 0.938 3.193 
32 353.63 0.273 0.449 0.278 0.148 0.500 0.352 1.164 1.075 1.197 0.41 0.53 5.501 5.856 0.939 3.125 
33 353.61 0.287 0.153 0.560 0.171 0.170 0.659 2.933 0.900 0.898 0.27 0.95 1.896 2.078 0.912 4.581 
34 353.58 0.132 0.781 0.087 0.198 0.725 0.077 1.184 1.080 1.146 -0.03 0.53 3.735 4.009 0.932 3.533 
35 353.28 0.207 0.707 0.086 0.124 0.781 0.095 1.132 1.075 1.277 0.14 0.59 5.403 5.751 0.940 3.115 
36 353.05 0.265 0.395 0.340 0.150 0.431 0.419 2.258 0.923 1.033 0.50 0.86 1.959 2.127 0.921 4.103 
37 353.00 0.052 0.031 0.918 0.058 0.029 0.913 1.200 1.048 1.130 0.14 2.94 2.434 2.657 0.916 4.379 
38 352.94 0.130 0.833 0.037 0.078 0.883 0.040 1.076 1.069 1.292 0.08 0.65 4.126 4.422 0.933 3.452 
39 352.91 0.202 0.612 0.186 0.108 0.661 0.231 1.041 1.066 1.246 0.20 0.52 4.051 4.340 0.933 3.442 
                 
               D 2.20 
 
Table F.11 1-propanol(1)/2-butanone(2)/ethyl acetate(3) at 1.013 bar with consistency test results 
 T (K) X1 X2 X3 Y1 Y2 Y3 γ1 γ2 γ3 D Dmax L W L/W D 
1 352.55 0.129 0.762 0.108 0.092 0.776 0.132 1.452 1.017 1.130       
2 354.79 0.341 0.580 0.079 0.226 0.664 0.110 1.230 1.065 1.209 0.04 0.76 2.648 2.646 1.000 0.021 
5 358.05 0.460 0.476 0.064 0.289 0.608 0.103 1.019 1.072 1.271 -0.02 0.64 5.760 5.993 0.961 1.989 
6 358.47 0.608 0.342 0.049 0.411 0.504 0.085 1.077 1.220 1.331 0.14 0.64 5.541 5.765 0.961 1.986 
7 359.15 0.636 0.319 0.046 0.399 0.516 0.085 0.973 1.315 1.410 0.09 1.18 5.391 5.614 0.960 2.027 
8 360.15 0.688 0.270 0.043 0.483 0.444 0.073 1.046 1.296 1.261 0.04 0.72 1.959 1.917 1.022 1.097 
9 352.23 0.084 0.780 0.136 0.062 0.780 0.158 1.528 1.009 1.090 0.06 0.71 2.920 2.945 0.991 0.431 
10 352.89 0.161 0.713 0.126 0.115 0.731 0.154 1.445 1.011 1.126 0.08 0.70 4.302 4.424 0.972 1.398 
11 354.05 0.287 0.604 0.109 0.195 0.661 0.143 1.304 1.041 1.172 0.12 0.70 5.106 5.288 0.966 1.749 




13 354.43 0.354 0.506 0.140 0.228 0.580 0.192 1.215 1.078 1.203 0.10 0.69 5.077 5.267 0.964 1.837 
14 354.18 0.342 0.490 0.168 0.229 0.550 0.222 1.273 1.063 1.167 0.16 0.68 5.866 6.108 0.960 2.021 
15 355.04 0.429 0.424 0.146 0.276 0.512 0.212 1.184 1.113 1.243 0.10 0.68 5.782 6.024 0.960 2.050 
16 354.84 0.417 0.411 0.172 0.288 0.478 0.234 1.279 1.079 1.179 0.14 0.70 5.768 6.013 0.959 2.074 
17 354.64 0.408 0.404 0.189 0.266 0.472 0.262 1.223 1.092 1.205 -0.34 0.71 6.082 6.348 0.958 2.138 
18 355.36 0.463 0.364 0.173 0.347 0.525 0.127 1.362 1.316 0.627 0.17 0.69 6.082 6.357 0.957 2.212 
19 354.74 0.435 0.340 0.224 0.284 0.406 0.310 1.213 1.111 1.199 0.38 1.05 5.989 6.267 0.956 2.268 
20 354.38 0.416 0.317 0.267 0.266 0.371 0.363 1.208 1.103 1.192 0.07 0.73 2.366 2.508 0.944 2.906 
21 350.51 0.100 0.075 0.825 0.077 0.075 0.848 1.716 1.060 1.023 0.12 0.74 3.666 3.882 0.944 2.869 
22 351.12 0.184 0.068 0.747 0.120 0.082 0.798 1.410 1.256 1.041 0.03 0.72 3.197 3.368 0.949 2.602 
23 350.97 0.148 0.157 0.695 0.122 0.156 0.723 1.799 1.042 1.018 0.15 0.71 5.121 5.402 0.948 2.668 
24 351.93 0.280 0.136 0.584 0.186 0.148 0.665 1.397 1.110 1.081 0.21 0.73 4.549 4.799 0.948 2.678 
25 352.41 0.275 0.136 0.589 0.184 0.140 0.675 1.377 1.031 1.073 0.08 0.70 5.556 5.834 0.952 2.437 
26 352.41 0.309 0.250 0.441 0.227 0.266 0.508 1.508 1.066 1.076 0.25 0.70 5.660 5.943 0.952 2.438 
27 352.89 0.337 0.246 0.417 0.218 0.267 0.516 1.302 1.068 1.139 0.17 0.69 6.779 7.112 0.953 2.397 
28 353.43 0.413 0.274 0.313 0.273 0.314 0.413 1.301 1.115 1.191 0.20 1.00 5.864 6.149 0.954 2.369 
29 353.52 0.373 0.277 0.350 0.239 0.313 0.449 1.254 1.092 1.156 0.02 0.60 6.232 6.521 0.956 2.269 
30 361.76 0.846 0.112 0.042 0.720 0.193 0.087 1.188 1.292 1.447 0.00 0.61 5.018 5.244 0.957 2.195 
31 362.86 0.838 0.125 0.037 0.757 0.183 0.061 1.206 1.060 1.109 0.09 0.65 4.874 5.101 0.956 2.275 
32 363.68 0.884 0.076 0.040 0.818 0.116 0.066 1.197 1.074 1.091 0.00 0.64 6.571 6.886 0.954 2.342 
33 360.44 0.790 0.114 0.096 0.649 0.175 0.176 1.209 1.198 1.332 0.22 0.66 6.317 6.623 0.954 2.370 
34 358.68 0.673 0.158 0.169 0.456 0.236 0.307 1.072 1.232 1.393 0.20 0.66 6.329 6.619 0.956 2.241 
35 357.39 0.592 0.261 0.147 0.392 0.358 0.251 1.103 1.176 1.358 0.21 0.67 6.369 6.668 0.955 2.294 
36 356.70 0.559 0.253 0.188 0.364 0.337 0.299 1.118 1.167 1.295 0.18 0.67 6.145 6.420 0.957 2.192 
37 355.73 0.489 0.329 0.182 0.325 0.406 0.269 1.188 1.114 1.241 0.18 0.68 6.895 7.218 0.955 2.289 
38 355.73 0.532 0.285 0.182 0.342 0.373 0.286 1.147 1.179 1.316 0.13 0.69 6.332 6.615 0.957 2.183 
39 355.06 0.462 0.354 0.184 0.296 0.434 0.270 1.179 1.129 1.258 0.26 0.69 6.093 6.368 0.957 2.207 
40 354.64 0.430 0.345 0.224 0.249 0.424 0.326 1.084 1.148 1.265 0.17 0.69 5.855 6.109 0.958 2.128 
41 354.30 0.397 0.387 0.216 0.260 0.446 0.294 1.240 1.089 1.198 0.22 1.76 5.837 6.098 0.957 2.187 




43 351.51 0.019 0.797 0.184 0.018 0.776 0.205 2.057 1.005 1.071 0.06 0.69 2.605 2.611 0.998 0.123 
44 352.06 0.111 0.724 0.165 0.090 0.722 0.189 1.694 1.010 1.080 0.08 0.70 2.759 2.782 0.992 0.421 
45 351.79 0.109 0.690 0.201 0.083 0.687 0.229 1.608 1.018 1.090 0.09 0.69 2.637 2.666 0.989 0.543 
46 351.51 0.097 0.639 0.263 0.077 0.626 0.296 1.694 1.010 1.084 0.08 0.69 2.565 2.597 0.987 0.635 
47 351.44 0.095 0.606 0.299 0.076 0.594 0.330 1.716 1.014 1.063 0.08 0.72 2.610 2.654 0.984 0.831 
48 351.22 0.091 0.569 0.339 0.072 0.556 0.373 1.700 1.016 1.067 0.13 0.71 3.432 3.540 0.970 1.546 
49 351.57 0.150 0.491 0.359 0.107 0.485 0.408 1.519 1.018 1.090 0.16 0.71 4.113 4.271 0.963 1.884 
50 351.75 0.193 0.435 0.372 0.129 0.438 0.433 1.409 1.031 1.113 0.10 1.52 4.722 4.918 0.960 2.040 
51 352.18 0.243 0.408 0.349 0.158 0.421 0.421 1.354 1.040 1.137 0.05 0.70 1.057 0.942 1.122 5.729 
52 351.77 0.019 0.868 0.112 0.014 0.855 0.131 1.529 1.007 1.116 0.06 0.70 1.111 1.005 1.105 4.999 
53 351.64 0.018 0.845 0.137 0.014 0.827 0.160 1.560 1.005 1.119 0.07 0.80 1.093 0.997 1.097 4.624 
54 351.54 0.018 0.804 0.178 0.013 0.783 0.204 1.592 1.004 1.098 0.09 0.75 1.758 1.707 1.030 1.490 
55 351.76 0.058 0.771 0.171 0.040 0.759 0.201 1.471 1.006 1.125 0.32 1.52 2.721 2.735 0.995 0.260 
56 352.23 0.123 0.718 0.159 0.085 0.722 0.192 1.437 1.015 1.138 0.47 0.66 4.890 5.134 0.953 2.433 
57 362.91 0.845 0.043 0.112 0.578 0.127 0.295 0.911 2.161 1.768 0.65 0.68 8.158 8.593 0.949 2.600 
58 356.91 0.692 0.040 0.267 0.401 0.049 0.550 0.985 1.069 1.663 0.50 0.69 7.623 8.038 0.948 2.648 
59 356.28 0.630 0.039 0.331 0.399 0.042 0.559 1.106 0.954 1.395 0.50 0.68 7.613 8.041 0.947 2.730 
60 354.25 0.525 0.033 0.442 0.316 0.041 0.643 1.144 1.161 1.282 0.28 0.70 7.447 7.867 0.947 2.741 
61 354.10 0.509 0.033 0.459 0.338 0.041 0.621 1.272 1.175 1.199 0.40 0.71 6.421 6.791 0.945 2.802 
62 353.36 0.421 0.033 0.546 0.254 0.036 0.710 1.190 1.059 1.179 0.29 0.72 6.282 6.647 0.945 2.818 
63 352.89 0.391 0.032 0.577 0.253 0.031 0.716 1.302 0.964 1.142 0.31 0.77 5.925 6.272 0.945 2.846 
64 352.44 0.353 0.028 0.619 0.215 0.031 0.754 1.250 1.104 1.138   5.755 6.082 0.946 2.763 
65 352.65 0.349 0.077 0.574 0.221 0.084 0.694 1.290 1.092 1.122       
                 







Table F.12. 1-propanol(1)/2-butanone(2)/methyl propionate (3) at 1.013 bar with consistency test results 
 T (K) X1 X2 X3 Y1 Y2 Y3 γ1 γ2 γ3 D Dmax L W L/W D 
1 363.21 0.927 0.025 0.048 0.812 0.057 0.132 1.154 1.600 1.976 0.143      
2 363.76 0.927 0.023 0.050 0.803 0.053 0.145 1.116 1.636 2.042 0.109 0.560 5.524 5.762 0.959 2.103 
3 361.63 0.876 0.077 0.047 0.741 0.145 0.115 1.187 1.409 1.831 0.171 0.648 6.894 7.201 0.957 2.177 
4 365.76 0.991 0.006 0.003 0.989 0.008 0.003 1.189 0.850 0.807 0.173 2.009 4.456 4.639 0.961 2.003 
5 365.63 0.980 0.016 0.005 0.948 0.038 0.013 1.159 1.614 1.975 0.148 0.742 4.423 4.603 0.961 2.000 
6 360.73 0.854 0.088 0.058 0.659 0.180 0.161 1.122 1.585 2.154 0.115 1.115 7.475 7.813 0.957 2.216 
7 356.18 0.532 0.319 0.149 0.322 0.441 0.238 1.061 1.228 1.422 0.059 0.794 6.804 7.132 0.954 2.351 
8 355.94 0.516 0.324 0.160 0.343 0.411 0.246 1.178 1.136 1.381 0.164 0.682 6.765 7.091 0.954 2.356 
9 352.39 0.061 0.918 0.021 0.042 0.933 0.025 1.425 1.019 1.199 0.354 1.517 1.452 1.527 0.950 2.538 
10 353.18 0.166 0.815 0.019 0.090 0.886 0.024 1.075 1.063 1.265 0.073 0.809 2.896 3.044 0.951 2.496 
11 353.95 0.237 0.738 0.025 0.162 0.807 0.031 1.315 1.044 1.191 0.274 0.748 3.569 3.748 0.952 2.444 
12 354.54 0.308 0.669 0.023 0.192 0.777 0.031 1.173 1.087 1.280 0.159 0.711 4.368 4.585 0.953 2.422 
13 354.92 0.339 0.633 0.028 0.215 0.746 0.039 1.173 1.092 1.280 0.159 0.696 4.587 4.813 0.953 2.400 
14 355.70 0.416 0.560 0.025 0.256 0.707 0.037 1.103 1.141 1.356 0.098 0.699 5.235 5.489 0.954 2.369 
15 355.78 0.420 0.549 0.031 0.265 0.689 0.046 1.127 1.130 1.338 0.119 0.685 5.234 5.488 0.954 2.362 
16 356.13 0.464 0.507 0.029 0.264 0.688 0.048 0.998 1.211 1.491 -0.002 0.699 5.689 5.963 0.954 2.354 
17 356.02 0.437 0.523 0.040 0.259 0.679 0.063 1.045 1.160 1.415 0.044 0.696 5.301 5.556 0.954 2.348 
18 356.78 0.569 0.401 0.030 0.426 0.528 0.047 1.279 1.150 1.366 0.246 0.692 6.869 7.198 0.954 2.344 
19 356.89 0.594 0.370 0.036 0.403 0.537 0.060 1.154 1.263 1.475 0.143 0.662 7.181 7.526 0.954 2.344 
20 357.63 0.569 0.389 0.042 0.373 0.556 0.071 1.081 1.216 1.459 0.078 0.657 6.019 6.301 0.955 2.285 
21 358.15 0.604 0.352 0.044 0.462 0.469 0.069 1.236 1.115 1.315 0.212 0.665 6.075 6.357 0.956 2.264 
22 358.44 0.634 0.325 0.041 0.404 0.517 0.078 1.018 1.322 1.588 0.018 0.671 6.301 6.592 0.956 2.257 
23 358.28 0.591 0.359 0.050 0.437 0.484 0.080 1.188 1.124 1.322 0.172 0.671 5.732 5.995 0.956 2.248 
24 358.65 0.748 0.222 0.030 0.459 0.463 0.078 0.972 1.717 2.149 -0.028 0.708 7.926 8.296 0.955 2.284 
25 358.94 0.699 0.262 0.039 0.544 0.386 0.069 1.218 1.207 1.446 0.197 0.674 6.861 7.177 0.956 2.252 
26 358.13 0.651 0.294 0.055 0.442 0.455 0.103 1.098 1.298 1.572 0.093 0.648 6.885 7.207 0.955 2.285 




28 357.89 0.616 0.310 0.073 0.437 0.441 0.123 1.157 1.199 1.412 0.146 0.644 6.544 6.851 0.955 2.288 
29 352.86 0.178 0.049 0.773 0.140 0.053 0.807 1.584 1.073 1.035 0.460 1.440 3.505 3.627 0.967 1.702 
30 352.52 0.156 0.160 0.684 0.120 0.175 0.705 1.577 1.091 1.034 0.456 0.779 3.397 3.518 0.966 1.746 
31 352.42 0.154 0.208 0.638 0.133 0.209 0.658 1.775 1.008 1.037 0.574 0.704 3.458 3.585 0.964 1.809 
32 352.94 0.261 0.183 0.556 0.189 0.199 0.612 1.452 1.074 1.089 0.373 0.725 5.057 5.279 0.958 2.141 
33 353.55 0.337 0.204 0.458 0.215 0.233 0.551 1.251 1.104 1.166 0.224 0.719 5.903 6.177 0.956 2.266 
34 354.03 0.375 0.194 0.431 0.250 0.223 0.527 1.279 1.095 1.168 0.246 0.702 6.129 6.417 0.955 2.289 
35 353.97 0.364 0.236 0.400 0.238 0.271 0.491 1.261 1.094 1.173 0.232 0.699 5.973 6.254 0.955 2.297 
36 354.28 0.368 0.347 0.286 0.243 0.395 0.363 1.254 1.076 1.201 0.227 0.711 5.745 6.020 0.954 2.338 
37 353.60 0.357 0.311 0.333 0.222 0.360 0.418 1.216 1.118 1.217 0.196 0.704 6.218 6.517 0.954 2.344 
38 354.16 0.424 0.317 0.259 0.262 0.384 0.355 1.178 1.148 1.301 0.164 0.709 6.902 7.239 0.953 2.384 
39 354.60 0.448 0.320 0.232 0.337 0.364 0.299 1.410 1.061 1.211 0.344 0.702 6.899 7.235 0.953 2.382 
40 355.13 0.545 0.267 0.188 0.399 0.330 0.270 1.343 1.137 1.325 0.295 0.682 8.073 8.470 0.953 2.398 
41 354.59 0.559 0.282 0.159 0.302 0.422 0.276 1.012 1.402 1.627 0.012 0.711 8.868 9.310 0.952 2.433 
42 355.57 0.634 0.247 0.119 0.392 0.385 0.223 1.113 1.414 1.697 0.107 0.681 9.143 9.595 0.953 2.409 
43 355.05 0.663 0.228 0.109 0.376 0.397 0.227 1.042 1.604 1.930 0.041 0.669 10.146 10.653 0.952 2.439 
44 356.13 0.667 0.220 0.113 0.405 0.371 0.224 1.066 1.501 1.776 0.064 0.658 9.128 9.575 0.953 2.390 
45 356.48 0.667 0.220 0.113 0.405 0.371 0.224 1.051 1.484 1.756 0.049 0.646 8.778 9.205 0.954 2.374 
46 356.70 0.660 0.225 0.115 0.422 0.359 0.219 1.099 1.393 1.669 0.094 0.652 8.440 8.848 0.954 2.362 
47 356.60 0.608 0.231 0.161 0.433 0.315 0.252 1.226 1.199 1.378 0.204 0.674 7.679 8.049 0.954 2.350 
48 366.36 0.919 0.073 0.009 0.763 0.206 0.031 0.967 1.853 2.331 -0.033 1.312 2.810 2.915 0.964 1.837 
49 363.52 0.854 0.080 0.066 0.704 0.134 0.162 1.072 1.188 1.754 0.070 0.813 4.675 4.873 0.959 2.072 
50 361.76 0.821 0.061 0.118 0.606 0.122 0.273 1.030 1.500 1.728 0.029 0.622 5.921 6.185 0.957 2.179 
51 359.44 0.739 0.055 0.206 0.504 0.094 0.402 1.045 1.370 1.573 0.044 0.633 6.955 7.278 0.956 2.269 
52 357.89 0.699 0.048 0.254 0.444 0.077 0.479 1.038 1.360 1.595 0.037 0.638 7.846 8.218 0.955 2.316 
53 356.51 0.588 0.047 0.365 0.379 0.066 0.555 1.114 1.234 1.342 0.108 0.679 7.393 7.745 0.955 2.323 
54 355.60 0.520 0.041 0.439 0.343 0.054 0.603 1.185 1.185 1.247 0.170 0.682 7.133 7.471 0.955 2.312 
55 352.28 0.138 0.732 0.130 0.078 0.786 0.136 1.170 1.081 1.056 0.157 1.767 3.226 3.386 0.953 2.422 
56 352.06 0.063 0.769 0.168 0.054 0.766 0.180 1.789 1.010 1.089 0.582 0.779 1.845 1.929 0.957 2.213 




58 351.72 0.051 0.640 0.309 0.039 0.637 0.324 1.607 1.020 1.080 0.474 0.707 1.950 2.026 0.963 1.896 
59 351.67 0.046 0.571 0.383 0.036 0.570 0.393 1.678 1.025 1.058 0.517 0.709 1.891 1.956 0.967 1.678 
60 351.72 0.043 0.526 0.431 0.034 0.527 0.438 1.702 1.027 1.046 0.532 0.702 1.780 1.834 0.971 1.490 
61 351.73 0.040 0.040 0.920 0.045 0.040 0.915 2.381 1.024 1.023 0.868 1.361 1.800 1.807 0.996 0.183 
                 
               D 2.202 
 
Table F.13. 1-propanol(1)/2-butanone(2)/2-propanol (3) at 1.013 bar with consistency test results 
 T(K) P(bar) X1 X2 X3 Y1 Y2 Y3 γ1 γ2 γ3 D Dmax L W L/W D 
1 353.63 1.01 0.246 0.445 0.309 0.129 0.553 0.318 1.024 1.199 1.098   4.92 4.88 1.01 0.32 
2 355.89 1.01 0.403 0.371 0.226 0.231 0.514 0.255 1.017 1.243 1.102 0.18 0.76 5.40 5.32 1.02 0.75 
3 356.49 1.01 0.446 0.342 0.211 0.256 0.504 0.239 0.994 1.298 1.079 0.36 0.72 5.55 5.46 1.02 0.84 
4 356.44 1.01 0.440 0.359 0.201 0.254 0.518 0.228 1.002 1.273 1.083 0.37 0.71 5.49 5.39 1.02 0.87 
5 355.60 1.01 0.400 0.450 0.150 0.241 0.583 0.176 1.083 1.173 1.161 0.38 0.73 5.56 5.48 1.01 0.72 
6 354.85 1.01 0.358 0.506 0.136 0.219 0.623 0.157 1.137 1.143 1.176 0.28 0.71 5.53 5.46 1.01 0.59 
7 354.71 1.01 0.344 0.526 0.130 0.190 0.660 0.150 1.029 1.168 1.186 0.20 0.72 5.40 5.33 1.01 0.62 
8 354.70 1.01 0.330 0.548 0.122 0.191 0.669 0.140 1.079 1.139 1.173 0.33 0.73 5.14 5.07 1.02 0.75 
9 356.49 1.01 0.198 0.043 0.758 0.106 0.080 0.814 0.925 1.632 1.022 0.53 1.46 1.91 1.78 1.07 3.52 
10 355.60 1.01 0.176 0.079 0.745 0.083 0.124 0.792 0.852 1.431 1.049 0.48 0.76 2.39 2.29 1.04 2.11 
11 356.39 1.01 0.237 0.054 0.709 0.130 0.107 0.763 0.951 1.753 1.030 0.13 0.76 2.60 2.48 1.05 2.23 
13 358.27 1.01 0.457 0.135 0.407 0.274 0.226 0.499 0.965 1.395 1.089 0.21 0.80 4.11 3.96 1.04 1.84 
14 357.78 1.01 0.439 0.176 0.385 0.254 0.303 0.443 0.948 1.459 1.043 0.07 0.70 4.28 4.14 1.03 1.61 
15 356.02 1.01 0.480 0.190 0.331 0.264 0.349 0.388 0.970 1.644 1.139 0.36 0.71 6.68 6.65 1.00 0.21 
17 357.39 1.01 0.499 0.226 0.275 0.321 0.332 0.347 1.073 1.260 1.160 0.37 0.71 5.60 5.50 1.02 0.92 
18 357.15 1.01 0.497 0.233 0.270 0.328 0.334 0.338 1.110 1.239 1.163 0.22 0.68 5.81 5.72 1.02 0.79 
19 356.06 1.01 0.469 0.278 0.253 0.240 0.480 0.280 0.903 1.545 1.069 0.05 0.73 6.41 6.36 1.01 0.38 
20 355.07 1.01 0.398 0.306 0.296 0.228 0.415 0.357 1.052 1.251 1.216 0.55 0.75 6.21 6.18 1.00 0.20 




22 355.13 1.01 0.351 0.314 0.335 0.194 0.445 0.361 1.013 1.303 1.083 0.30 0.73 5.35 5.30 1.01 0.45 
23 354.20 1.01 0.295 0.409 0.296 0.163 0.521 0.316 1.053 1.207 1.114 0.32 0.74 5.23 5.20 1.01 0.34 
24 351.96 1.01 0.029 0.910 0.061 0.013 0.917 0.070 0.933 1.025 1.307 0.18 1.74 1.59 1.44 1.10 4.84 
25 366.91 1.01 0.967 0.027 0.006 0.938 0.052 0.011 1.105 1.224 1.229 0.33 5.30 3.51 3.09 1.14 6.37 
28 362.89 1.01 0.813 0.082 0.105 0.616 0.217 0.167 1.011 1.920 1.186 0.71 1.39 5.14 4.87 1.06 2.72 
29 361.97 1.01 0.804 0.092 0.104 0.619 0.222 0.159 1.066 1.800 1.178 0.23 0.61 5.93 5.70 1.04 1.97 
30 362.02 1.01 0.776 0.128 0.097 0.594 0.264 0.142 1.059 1.540 1.125 0.16 0.62 5.44 5.19 1.05 2.31 
31 362.44 1.01 0.727 0.180 0.093 0.537 0.333 0.130 1.002 1.361 1.063 0.06 0.64 4.26 3.97 1.07 3.53 
32 361.78 1.01 0.706 0.202 0.092 0.503 0.376 0.121 0.994 1.396 1.016 0.18 0.64 4.57 4.30 1.06 3.00 
33 353.51 1.01 0.050 0.146 0.804 0.018 0.202 0.780 0.706 1.339 1.041 -0.25 2.43 2.36 2.31 1.02 1.07 
34 355.69 1.01 0.302 0.112 0.586 0.186 0.176 0.638 1.102 1.420 1.071 0.59 1.28 4.24 4.18 1.02 0.75 
36 357.98 1.01 0.441 0.047 0.512 0.281 0.128 0.591 1.037 2.292 1.037 0.24 0.74 4.20 4.08 1.03 1.50 
37 358.96 1.01 0.486 0.039 0.475 0.314 0.127 0.559 1.010 2.660 1.018 0.25 0.66 3.93 3.77 1.04 2.06 
38 360.12 1.01 0.615 0.046 0.339 0.492 0.107 0.401 1.193 1.834 0.978 0.25 0.67 4.78 4.61 1.04 1.91 
                  




Appendix G. NRTL model correlations 
 
Figure G.1. NRTL correlative outcomes of the binary systems 1-propanol/2-butanone. 2-
butanone/ethyl acetate. and 1-propanol/ethyl acetate used to create a ternary diagram of 1-
propanol/2-butanone/ethyl acetate 
 
Figure G.2. NRTL correlative outcomes of the binary systems 1-propanol/2-butanone. 2-
butanone/methyl propionate. and 1-propanol/methyl propionate used to create a ternary 

























































Figure G.3. NRTL correlative outcomes of the binary systems 1-propanol/2-butanone. 2-butanone/2-
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FigureG.4. Graphical representation of the deviation of the experimental data from the predictive 
model of the binary systems in the ethyl acetate ternary system. a) Yexperimental vs YCPA. b) 









Figure G.5. Graphical representation of the deviation of the experimental data from the predictive 
model of the binary systems in the methyl propionate ternary system. a) Yexperimental vs YCPA. 
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Figure G.6. Graphical representation of the deviation of the experimental data from the predictive 
model of the binary systems in the 2-propanol ternary system. a) Yexperimental vs YCPA. b) 
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Figure G.7. NRTL correlative outcomes. solid lines with grey squares represent experimental tie-lines. 
and dashed lines with red circles represent the calculated tie-lines using the NRTL model. a) 
1-propanol/2-butanone/ethyl acetate (353.63-356.28 K). b) 1-propanol/2-butanone/methyl 












































Appendix H. Pure Component parameters 















a0 2164 2060.77 2520 2455 2404 2295 
association energy 2587 2436.5 0 0 0 0 
association volume 0.007 0.006 0 0 0 0 
b 0.064 0.065 0.074 0.080 0.080 0.084 
c1 0.859 0.930 0.774 0.830 0.880 0.850 
dipole moment 0.168 1.560 2.760 1.910 1.780 1.700 
polar segment 0.613 0.940 0.568 1.290 1.490 2.000 
 



















0.400 0.400 0.400 0.400 0.400 0.4 
association energy 2746 2691 2550 1850 1850 1850 
association range 0.354 0.359 0.334 0.418 0.418 0.418 
attractive 
exponent 
6.000 6.000 6.000 6.000 6.000 6 
dipole moment 0 0 2.7600 1.9100 1.7800 1.700 
dispersion energy 227.7 208.0 257.9 253.3 276.9 273.5 
polar segments 0 0 1.430 2.930 3.370 3.700 
repulsive exponent 10.18 10.56 11.96 12.03 13.96 13.44 
segment diameter 3.561 3.441 3.614 3.590 3.640 3.630 
segment number 2.336 2.579 2.603 2.810 2.740 2.730 
 
















association energy 2342 2224 1667 1639 1639 1639 
association volume 0.036 0.030 0.0159 0.0139 0.0139 0.0139 
dipole moment 1.680 1.700 2.760 1.910 1.780 1.700 
dispersion energy 225.4 204.5 227.3 222.1 210.6 219.2 
polar segment 1.627 2.323 1.757 3.516 4.194 3.900 
segment diameter 3.309 3.197 3.416 3.366 3.297 3.299 





Appendix I. Perturbation model predictions for binary systems 
The three perturbation type models used in the work can be seen below. in which CPA-GV. 
SAFT-VR-Mie-GV and sPC-SAFT-GV were used to predict the nine binary systems. As shown 
in Chapter 6 the SAFT-VR-Mie-GV model best predicted the binary systems,This appendix 
allows for the graphical representation of each system to be shown. with T-xy, xy, (y-x) vs x 





a)  d)   
b)   e)  
c)  f)  
Figure I.1: Modelling without BIPs a) Experimental T-xy data compared to T-xy models of SAFT-VR Mie + GV and CPA + GV for 1-
propanol/propyl formate. b) Experimental xy data compared to xy models of SAFT-VR-Mie + GV and CPA + GV for 1-propanol/propyl formate. 
c) Excess Gibbs free energy of experimental data compared to SAFT-VR-Mie + GV and CPA + GV for 1-propanol/propyl formate. d) 
Experimental T-xy data compared to T-xy models of SAFT-VR Mie + GV and CPA + GV for 2-butanone/propyl formate e) Experimental (y-x) 
vs x data compared to (y-x) vs x models of SAFT-VR-Mie + GV and CPA + GV for 2-butanone/propyl formate. f) Excess Gibbs free energy of 

















































































































































a)  d)  
b)  e)  
c)   f)  
Figure I.2. Modelling without BIPs a) Experimental T-xy data compared to T-xy models of SAFT-VR Mie + GV and CPA + GV for 1-
propanol/ethyl acetate. b) Experimental xy data compared to xy models of SAFT-VR-Mie + GV and CPA + GV for 1-propanol/ethyl acetate. c) 
Excess Gibbs free energy of experimental data compared to SAFT-VR-Mie + GV and CPA + GV for 1-propanol/ethyl acetate. d) Experimental 
T-xy data compared to T-xy models of SAFT-VR Mie + GV and CPA + GV for 2-butanone/ethyl acetate. e) Experimental (y-x) vs x data 
compared to (y-x) vs x models of SAFT-VR-Mie + GV and CPA + GV for 2-butanone/ethyl acetate. f) Excess Gibbs free energy of experimental 


















































































































































a)  d)  
b)  e)    
c)    f)  
Figure I.3. Modelling without BIPs a) Experimental T-xy data compared to T-xy models of SAFT-VR Mie + GV and CPA + GV for 1-
propanol/methyl propionate. b) Experimental xy data compared to xy models of SAFT-VR-Mie + GV and CPA + GV for 1-propanol/methyl 
propionate. c) Excess Gibbs free energy of experimental data compared to SAFT-VR-Mie + GV and CPA + GV for 1-propanol/methyl 
propionate. d) Experimental T-xy data compared to T-xy models of SAFT-VR Mie + GV and CPA + GV for 2-butanone/methyl propionate e) 
Experimental (y-x) vs x data compared to (y-x) vs x models of SAFT-VR-Mie + GV and CPA + GV for 2-butanone/methyl propionate. f) Excess 






















































































































































a)  d)   
b)  e)   
c)    f)   
Figure I.4. Modelling without BIPs a) Experimental T-xy data compared to T-xy models of SAFT-VR Mie + GV and CPA + GV for 1-propanol/2-
propanol. b) Experimental xy data compared to xy models of SAFT-VR-Mie + GV and CPA + GV for 1-propanol/2-propanol. c) Excess Gibbs 
free energy of experimental data compared to SAFT-VR-Mie + GV and CPA + GV for 1-propanol/2-propanol. d) Experimental T-xy data 
compared to T-xy models of SAFT-VR Mie + GV and CPA + GV for 2-butanone/2-propanol e) Experimental xy data compared to xy models of 
SAFT-VR-Mie + GV and CPA + GV for 2-butanone/2-propanol. f) Excess Gibbs free energy of experimental data compared to SAFT-VR-Mie + 


























































































































































Figure J.1. Graphical representation of the deviation of the experimental data from the predictive 
model in the propyl formate ternary system. a) Yexp.1-propanol vs Ymodel.1-propanol. b) Yexp.2-btunaone 
































































































Figure J.2. Graphical representation of the deviation of the experimental data from the predictive 
model in the propyl formate ternary system. a) Yexp.1-propanol vs Ymodel.1-propanol. b) Yexp.2-btunaone 






































































































Figure J.3. Predictions of the three thermodynamic models of the ternary systems 1-propanol/2-
butanone/propyl formate for T=354.52-358.55 K. Solid lines with grey squares represent 
experimental tie-lines. and dashed lines with red circles represent the calculated tie-lines 
using a predictive model. a) Prediction using CPA-GV. b) predictions using SAFT-VR-Mie-

















































Figure J.4. Predictions of the three thermodynamic models of the ternary systems 1-propanol/2-
butanone/propyl formate for T=354.28-356.02 K. Solid lines with grey squares represent 
experimental tie-lines. and dashed lines with red circles represent the calculated tie-lines 
using a predictive model. a) Prediction using CPA-GV. b) predictions using SAFT-VR-Mie-













































Figure J.5. Predictions of the three thermodynamic models of the ternary systems 1-propanol/2-
butanone/propyl formate for T=355.07-360.12 K. Solid lines with grey squares represent 
experimental tie-lines and dashed lines with red circles represent the calculated tie-lines 
using a predictive model. a) Prediction using CPA-GV, b) predictions using SAFT-VR-Mie-
GV, c) prediction using sPC-SAFT-GV 
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