We developed simulation methodology to assess the eventual therapeutic efficiency of the exogenous multiparametric changes in a four-component cellular system described by the system of ordinary differential equations. The problem is conceived as an inverse optimization task where the alternative temporal changes of the selected parameters of the ordinary differential equations represent candidate solutions and the objective function quantifies the goals of the therapy. Then, on the basis of qualitative arguments, equilibrium approximations and short time perturbative expansion were analyzed. The results were interpreted from the viewpoint of the system consisting of two main cellular components, tumor cells and their cellular environment, respectively. Subsequently, the subset of model parameters closely related to the environment was substituted by exogenous time dependencies, combining the continuous functions and discrete parameters, subordinated thereafter to the optimization. The method is numerically implemented to simulate the temporal behavior of bone marrow cellular systems including multiple myeloma cells. The synergistic interaction between parametric impacts has been observed whereby two or more dynamic parameters give rise to the effects that absent if either parameter is stimulated alone. We expect that the theoretical insight obtained from the sensitivity studies derived for the unstable tumor growth could, eventually, help in designing novel therapies.
Introduction
Mathematical models of cancer are widely used to get insight into dynamics of cancer initiation and progression whereby they help researchers to design new therapeutical strategies [1, 2, 3, 4] . Complexity of the models constantly increases, reflecting ongoing accumulation of the respective biological knowledge. Biological relevance of the mathematical models is usually kept by adding or removal of intuitively chosen algebraic terms in mathematical equations. However, vast majority of intuitive approaches is limited to understanding of shortterm consequences of the respective causes neglecting their interaction. In the intermediate phases of modeling, non-holistic analysis is chosen, based on intuitively selected details. Many researchers share belief that modeling of anticancer therapies requires multi-scale computational framework [5] with many parameters. However, much remains unknown about the relevance of the parameters or terms that are essential for successful modeling. Within the context of mathematical models of cancer or tumor growth, there is an effort towards identification of the appropriate parameters in order to achieve, hopefully, therapeutic effects through parametric modifications. The leitmotiv of here proposed methodology consists in the idea that coordinated multi-parametric moves may enhance the therapeutic efficiency. Most of the previous theoretical studies of cancer have focused primarily on the virtual therapeutic interventions performed via variations of parameters belonging to the description of drug-induced proliferation, necrosis or apoptosis (see Ref. [1] and references therein). We expect that in the cases, when the system behavior is affected by non-linearities, the range of opportunities for virtual therapeutic intervention might be much broader.
To overcome the existing barriers to treatment, such as chemotherapeutic drug resistance, it seems important to explore more advanced and universal strategic options (see e.g. [6, 7, 8] ). Deeper understanding of their impact might be achieved by combining knowledge from complementary research fields, such as optimization theory, inverse problems [9] , and sensitivity analysis [10, 11, 12, 13, 14, 15] .
In the present work we pursue the idea of multidimensional investigation of the global parametric sensitivity of the cancer population models. Our method extends the range of methods for the sensitivity analysis of the systems of nonlinear differential equations (ODEs). Therefore, instead of application of standard methods of the analysis of the respective ODEs, we are interested in a specific global parametric sensitivity analysis which can be seen as a way to propose a qualitatively new therapies. Despite obvious differences in technical and implementation details, simultaneous use of the optimization and sensitivity analysis is commonly applied feature [12] .
To put forward the above ideas, we apply them to analyze multiple myeloma bone disease (MMBD). In healthy bone tissue, the bone homeostasis is maintained (or re-established after fracture or microscale damages) by many coordinated actions at cellular and molecular levels, summarily called the bone remodeling [16] . The process maintains the balance between removal of the bone tissue (resorption) and the formation of new tissue (ossification). The bone remodeling involves two crucial cell types -osteoclasts and osteoblasts. The former cells are responsible for disassembling the old bone tissue, the latter for synthesizing the new tissue. The imbalance between intensities of the two processes leads to serious bone diseases, such as osteoporosis or bone cancer. Physiological numbers of osteoclasts and osteoblasts are guaranteed by their mutual influence via autocrine and paracrine signaling. Due to serious health implications of the multiple myeloma cancer, a few mathematical models were developed to understand nonlinear dynamics of the osteoclasts and osteoblasts production and decay [17, 18, 19] , proposing alternative equations and parametrizations to describe the system.
Here presented work derives from the ordinary differential equations (ODE) model by Komarova et al. [20] describing population dynamics of osteoclasts and osteoblasts in healthy tissue. Their parametrization of the net effectiveness of the osteoclasts and osteoblasts autocrine and paracrine factors, such as TGF−β (one of the classes of polypeptide transforming growth factors), RANKL (receptor activator of nuclear factor kappa-B ligand), and OPG (osteoclastogenesis inhibitory factor), was used in the recent mathematical model of multiple myeloma by Koenders and Saso [21] . Therein, the authors augmented the above model by Komarova et al. [20] by including the population of myeloma cells with the feedback to the osteoclasts proliferation and the osteoblasts decay into the model. Moreover, to reflect current biological knowledge, the population of so-called joint cells [22] , formed when one osteoclast and one myeloma cell meets, was included into the extended set of the equations [21] .
In our work we analyze the model by Koenders and Saso [21] , which includes tumoral feedback on the paracrine interactions, interactions of osteoblasts and osteoclasts [23] and the effect of the formation of the joint cells. The dynamics of the four cell populations is described by the system of four nonlinear ordinary differential equations (ODEs) [21] written in the normal form
where the respective rates of change of the four populations, C, B, T, J, referring to the population of osteoclasts (C), osteoblasts (B), tumor (T ) and joint cells (J), respectively, have the explicit form
This autonomous (time-invariant) system couples population number of the osteoclasts C, multiple myeloma cells T , and population of joint myeloma-osteoclast cells J in the basic multicellular units (BMU); α • ,β • represent activities of the cell production and removal. The power-law structure of the interactions is parametrized by g •• which represent the effectiveness of the osteoclast and osteoblast autocrine and paracrine factors. Increased sensitivity of osteoclast and osteoblast cells due to influence of myeloma cells is modeled by means of h CT parameter. The interpretation behind the term h CT T C g CC B g CB is that myeloma cells stimulate bone metabolism and bone marrow micro-environment by means of RANKL, decrease in OPG expression and production of chemokines MIP−1α (human macrophage inflammatory protein), MIP−1β (macrophage inflammatory protein-1), and SDF−1α (stromal cell-derived factor) [21, 24] . Furthermore, the term −h BT T C g BC B g BB describes how myeloma cells suppress osteoblast function by the secretion of osteoblast inhibiting factors, such as Wnt inhibitors DKK−1 and sFRP−2. Finally, the parameter κ J denotes the backward transformation rate of the joint cells into myeloma cells. 3 
The methodology
In this section we provide methodological details of our approach. The main aim of our work is to formalize the time-varying influence of the populations of osteoclasts and osteoblasts (viewing as environment) on the populations of the tumoral cells (including the joint cells) via autocrine and paracrine interactions, and, consequently, to exploit this formal framework to drive dynamics of the tumor cells population towards required direction.
The equilibrium approximation and short-time dynamics
In general, without knowing symmetry, invariance or additional simplifications, the numerical solution is the only feasible option to study population dynamics (Eqs. 1) under very general assumptions. Interestingly, some partial insights into tumor dynamics can be achieved even without solving the corresponding ODEs numerically. It is also suitable to start with static equilibrium analysis and then proceed with approximate dynamical considerations. Discussion about stability is postponed to the subsection 3.1.1.
The information about equilibrium enables to derive long-term trends in overall dynamics. Although the system of the transcendental equations R X = 0; X ∈ {C, B, T, J} with R X given by Eq.(2) presents no computational difficulty, the problem is that the system does not provide steady-state solutions (fixed points) in the explicit form. Analytical solvability can be achieved exclusively for the choice g T C = 0 and J = 0 [21] . Despite its disputableness, the above approximation is useful as an initial guess for more advanced formula. In such case the equilibrium solution may be expressed as
is the auxiliary function with the fixed argument g xy ≡ g CC (g BB −1)−g CB g BC +1. The formula emphasizes the scaling dependence on the ratios of the proliferative/apoptotic rates α T /β T , α B /β B , α C /β C and the exponents (1 − g BB )/g xy , g CB /g xy , g BC /g xy , (1 − g CC )/g xy . The equilibrium becomes, obviously, not tumor-free, as α T = 0. When the previous simplifying assumption g T C = 0 is relaxed, the reliability of the formula for T (0) eq can be improved further in an iterative way by revisiting condition R T = 0 and using the initial approximation C C (0) eq . Owing to the above steps, the improved approximation for tumoral population number T (0,+) eq reflects 4 the impact of osteoclast population as follows
where the population number J (0,+) eq is obtained from R J = 0. In addition, it should be noted that the above improvements of Eq.(3) exhibit the scaling form with arguments α J /β T , κ J /β J and α J /β J .
The equilibrium solution contains information on long-term behavior of the system. The above equilibrium results implicate a possibility to exploit the effect of environmental characteristics C on the amount of tumoral cells described by the T and J variables. The essence of environmental concept can also be captured by revealing a short-time dynamical picture of environmental influence, which is discussed below.
The straightforward quantification of the endogenous (edg) tumor response to the environment can be quantified by the two-time population ratios defined by
considered for both tumoral population variants Y (t) and sufficiently small ∆t. This measure, which is local in time, represents a basis for the nonlocal definition of the objective function f Y [see Eq. (18) in further]. In section 3, the above preliminary introduced local in time concept will be revisited and discussed for finite intervals.
Deeper understanding of the linkages between the environmental populations B, C and responses of population T can be obtained simply by using the truncated short time Taylor expansion
As will become clear later on, sufficient evidence can be obtained by expanding f edg Y (t, t + ∆t) into ∆t 2 order at least.
The first order theory f edg
T, J)/J confirms that C influences dT /dt and dJ/dt while the impact of the changes due to environmental variable B remains hidden. By means of the straightforward differentiation, the coefficients corresponding to ∆t 2 order can be expressed
Because R C ≡ R C (T, C, B) and both above right-hand sides include R C , the respective rates depend not only on C (as in the first order case), but also on B which makes the causal relation between environmental (C, B) and tumoral (T, J) populations more explicit. The short-time causality between exogenous parameter-induced environmental changes and tumor subsystems that closely applies to the present work can be captured in an analogous way.
Sensitivity analysis and inverse task of ODE system
The technique proposed here can be viewed as a kind of global sensitivity analysis designed for specific ODE system. We identify the most sensitive parameters or their combinations as potential intermediaries for an indirect virtual therapeutic intervention. For our purposes, which are mainly illustrative, the time-consuming search for the most influential and, perhaps therapeutically promising parametric combinations is highly simplified. The parametric continuum is discretized and the search is conceived as the combinatorial optimization.
The result of such procedure can be numerically exact optimality, limited by the flexibility of the respective discretization scheme. As will be shown later, the optimality criteria are implicitly associated with the time interval, as the time horizon plays an important role in the decision-making. Moreover, to guarantee that optimization selects for the solutions with controllable complexity, the equality constraint or penalization term have been considered. The main concepts of the approach may be summarized as follows:
1. The analysis of the indirect influence of the cellular environments represented by the dynamics of the population numbers B(t), and C(t) (or respective rates R B , R C ) on the tumoral populations quantified by T (t), J(t). The scheme shown in Fig.1 outlines the topology of interactions and responses of T , J to the exogenous parameters. Instead of analyzing intuitively obvious anti-proliferative/apoptotic effects controlled by the parameters α C , α B , β C , β B we investigate sensitivity to the components of the tuple
Here, the lower index E of χ E emphasizes the environmental dependence.
2. The dynamical instability generating tumor growth is induced by the superthreshold choice of the parameter g T C (see Table 1 ). The parameter takes place in the term
3. The constancy of the selected parameters listed in the tuple Eq.(9) is no longer considered, but the continuous in time dependencies will be introduced, where the original parameters are replaced by some exogenous time-varying functions [see Eq. (13) in the text bellow]
purposefully constructed to change closely to their respective former static values. The proposal of the specific time dependencies implies the need for additional (discrete) parameters that control not only 6 switchover between the base functions but undergo optimization as well. Consequently, the constant parameters involved in R B , R C are replaced by the structures
4. The inverse formulation is suggested which assumes the construction of the objective function f (.) which quantifies the degree of undesired behavior of T (t) and J(t). It follows that the aim of the f (.) optimization is the selection of Eq.(10) which admits tumor suppression for given time interval.
Discretization of the parametric space and exogenous temporal changes
The analysis is based on the optimization of the exogenous stimulation from Eq.(10) which must be precisely specified. In the present form it includes the combinations of the auxiliary discrete parameters forming the strings
The combinatorial optimization passes through the possibilities encoded by s. The continuity in time is guaranteed since two continuous input pulses of prescribed shapes Ψ C (t, s I ), Ψ B (t) modify the original Eq.(9) in a multiplicative manner as it follows
The real free parameter Q > 0 may be interpreted as the strength of therapeutic action. The remaining variability is represented by s including the four-state component s I ∈ Ω (4) def = {0, 1, 2, 3}, and six three-state components
Next we will study optimality of the vectors
where the cardinality card(Ω) = 4 × 3 6 = 2916 possible states. The pulses used to carry out the sensitivity testing are modeled by means of the elementary pulses
where δ s I ,s denotes the Kronecker symbol, which equals to 1 or 0 depending on the match or mismatch status of s I and one of the referential values 0, 1, 2, 3. The incorporation of the sequential pulses controlled by s I is inspired by [25] . For all possible pairs t 0 , ξ 0 ; t 0 , ξ 1 ; t 1 , ξ 0 ; t 1 , ξ 1 of the time-translation t tr ∈ {t 0 , t 1 } and time rescaling factors ξ sc ∈ {ξ 0 , ξ 1 } we define four child wavelets [see Eq. (15)]
which exploit the continuous-time univariate Gaussian model
To avoid to the direct impact of the pulses on the boundary values, the times t 0 , t 1 were chosen to guarantee the localization of Gaussian peaks far enough from appropriate boundary values t S and t E , where t E > t 1 > t 0 > t S . The time span t E − t S − 2σ t roughly corresponds to what is called the "drug holidays" [26, 27] . Unlike the superposition of Dirac pulses, which define the control function in the above-cited reference, we have finite pulse width σ t . Then, as ψ ∼ 0 for the boundary values t ∈ {t S , t E } (as well as the outside the interval t S , t E ), behavior of the parameters from Eq.(13) can be considered to be timereversible. However, it does not imply at the same time reversibility of the population responses. In particular, an unstable tumor growth causes irreversible changes which, in principal, can not be compensated solely by the action of reversible exogenous factors. To summarize this section, the auxiliary functions Ψ B (.) and Ψ C (.) were introduced to construct the reversible exogenous pulses of dimension six [see Eqs. (13) and (14)]. Note that pulse timing and shaping encoded by s I ∈ Ω (4) undergo the optimization as well.
Constrained optimization of tumor response
In this section we focus on the optimization aspects of tumor responses to the parametric environmental factors with the aim to identify those factors which lead to required changes of the tumoral subpopulations during some interval of observation. In conformity with the optimization theory, the objectives of indirect parametric and environmental manipulations with tumoral populations are quantified by the objective function. The proposed formulation has two main components. At first, the optimization component enables us to discriminate between many alternative therapeutic strategies (and to select, regarding the model, the optimum solution). Secondly, the component of sensitivity analysis enables more subtle understanding of the relationships between exogenous inputs and output variables in a system and, in addition, it enables to study degree of complexity and robustness [27] of the proposed solutions. To pursue the above aims in our specific case of the model of unstable tumor growth, several key measures of tumor response are incorporated into the objective function.
The measures of tumor responses
Below we introduce the key measures that reflect tumor responses in our specific case of unstable tumor growth. The time interval for the observation of the systemic dynamics is t S , t E (t S stands for the time of start, t E for the end). Suppose that interior of the interval t S , t E does not contribute to the objective function value. In such case, the cancer context-relevant contributions can be expressed in the terms of the population numbers at the interval endpoints. Manipulation with several tumor populations requires multiobjective formulation. As the optimality should be evaluated not only for T , but also for J, two different objective functions are introduced
where the notation emphasizes the conditioning by discrete s. Productive and broadly accepted paradigm in the area of multi-objective optimization is the Wald's "minimax" optimality [28, 29, 30 ]. Wald's procedure has been designed to solve multi-objective decision-making problems where decisions are made on the basis of the worst possible choice. Owing to this, both measures from Eq. (18) can be incorporated into the single objective function form
where the optimal s = s min is defined in the standard way
In order to control the number of non-zero s components (+1 corresponds to stimulation, while −1 stands for inhibition), the optimization task from Eq. (20) is supplemented with the constraint δ 0,s h CT + δ 0,sg CC + δ 0,sg CB + δ 0,s h BT + δ 0,sg BC + δ 0,sg BB = n 0 (s) ,
where n 0 (s) = 0, 1, . . . , 6 is the number of s components that are equal to 0; δ sx,sy is the Kronecker symbol. The variable s I ∈ Ω (4) absents in the l.h.s. of Eq.(21) because it relates only to the timing of the pulses (Eq.(15) ). The parameter n 0 may be understood as a measure of complexity of the therapeutic intervention. It may, eventually, indicate how the inability to change the respective parameters predestines the failure of therapy. This approach is, in some way, equivalent to the sparse simultaneous component method [31] that identifies and shrinks to zero redundant parameters.
Evaluation of the model outputs
The optimum value of the objective function
enables straightforward quantification of the quality of the optimization outputs. The disparities in the optimization of f T and f J are represented by the measure
In addition, to understand how the choice of fitness variant affects s min we introduced the mean Hamming distance
where 1(.) is the indicator function of the logical-type argument, which returns one when the argument is True and zero otherwise. Having defined a per-component distance measure, we consider the normalization factor 1/7.
3 Numerical implementation
Parameter settings
The parameters used in all simulations are consistent with those used by Koenders and Saso [21] . Their values are listed in Table 1 . Additional in our approach are the parameters which define the exogenous dynamics of the functions ψ(t, t tr , ξ sc , σ t ), φ(t, σ t ) [see Eq. (16) 
and scaling parameters needed for the evaluation of the functions ξ 0 = 1, ξ 1 = 0.5 (scaling factors) , σ t = 7 day (pulse width) .
The overall dynamics and system responses were obtained by means of the fourth-order Runge Kutta method used with the integration step δt = 5 × 10 −4 day ∼ 8.64 sec.
Static equilibrium -stability
Before going into the details of the parameter settings in dynamic approach, we briefly discuss some of the static results. The approximate population equilibrium B = B (0) eq = 230.87, C = C (0) eq = 1.685, T = T (0) eq = 9.0 was calculated using Eqs. (3), (4), adopted from [21] . We note that the "zero-order" equilibrium did not take into account population of the joint cells (J = 0). In addition, the approximation assumed g T C = g T C,init = 0.0. By using asymptotes of direct integration of Eqs. (1) and (2) for appropriately chosen nonzero constant value g T C = g T C,stab = 0.3, the previous equilibrium estimates changed and the asymptotically stable equilibrium B 
eq = 0.0947 was obtained.
Unstable system -virtual tumor growth
To model the unstable system with asymptotically growing tumor population, we increased g T C above g T C,stab . We have numerically found that the parameter g T C reveals the threshold value g T C,thr 0.3648 which separates param. val. class param. val. class param. val. class the stable equilibrium from the unstable regime. Consequently, the supercritical value g T C,unstab = 0.37 > g T C,thr was used in the tumor growth simulations. The unstable system is integrated over the initial t S = 100 days with constant parameters, i. e. for Q = 0. This period is used to simulate the uncontrolled growth.
The resulting values T (t S ) = 16.784 and J(t S ) = 0.132 have been stored for further comparative purposes. After this period the tumor suppression is purposefully initialized. Subsequently, the equations were integrated for the time interval t S , t E , where t E = 200 days. The pairs (T (t S ), T (t E )), (J(t S ), J(t E )) were used to calculate the objective function defined by Eq.(18). In the case Q = 0 when there is no dependence on s (total degeneracy) and, consequently, no optimization is impossible, the calculation provides the fitness values f = f J = 1.1568 > f T = 1.0681. This result suggests that, at least in the low Q region, more rapidly expanding population of the joint cells could be suppressed with higher priority [in the light of the criterion specified in Eq. (19)].
Results
Before presenting the simulation results, we visualize the exogenous pulses. The examples of the parametric time dependencies depicted in Fig.3 are composed from the Gaussian elementary pulses [see Eq.(15), Fig.2] . It illustrates the time dependent prefactors from Eq.(13), which dictate the dynamics of h CT (t, s I ), g CC (t, s I ), g CB (t, s I ). These are constructed for discrete s I (see Eq. (25)) and the model parameters in Table1. Next, instead of immediate quest for the optimality, we find instructive to inspect the entire search space. Our findings in Fig.4 demonstrate that not all the vectors s ∈ Ω are tumor suppressive, i. e. providing f (.) < 1. It seems that the outputs quantified by f (.) are divided into qualitatively different branches. One may identify the options s ∈ Ω corresponding to the quasi-equilibrium (line f = 1), unstable tumor growth (f > 1), or temporary tumor suppression (f < 1). It can be seen that for too small Q the desired effects (f < 1) can not be achieved, and growth instability may be suppressed only as Q > Q thr = 0.049. It demonstrates that the parametrization covers a broad range of scenarios, so that optimization can affect the therapeutic efficiency.
After illustrating all the possible scenarios contained in Ω, we turn to the analysis of the optimal selections (see Fig.5 ). It seems that the small and large Q regions differ in qualitative as well as quantitative components. The complex form of f min (Q), consisting of several sharp folds, arises at large Q. This is due to combined effect of discretization, selection, nonlinearities and also the strength of exogenous factors. With increasing n 0 , the sharp irregular folds in the f min (Q) dependencies become smoother (see Fig.5 ). Such lowered sensitivity to Q arises due to very restrictive constraints (constructed for high n 0 ) corresponding to the limited portfolio of parametric tools with lowered sensitivity to Q. In Fig.6 we see how the invasiveness of the multiple myeloma and joint cells vary with Q. The characteristics Df min (Q) shows V-shaped (n 0 -dependent) minima that reflect the compensatory effect of f T and f J localized slightly above the threshold values Q thr (n 0 ).
The results of constrained optimization with n 0 = 0 are presented in Tab. 2. Similarly, the systematic analysis covers n 0 = 1 (see Tab. 3), n 0 = 2 (Tab. 4), n 0 = 3 (Tab. 5), n 0 = 4 (Tab. 6). This demonstrates that the optimized components of s min are interdependent. In fact, these outputs not only underline the complexity of the responses, but also answer the questions about the parametric sensitivity in the particular regions of (Q, n 0 ) plane. Apparently, the components of s min differ not only in the persistence of the prevailing discrete values, but in the tendencies to make jumps along the Q coordinate as well. The complexity of the s min (Q, n 0 ) emerges from the nonlinearity which destabilizes the form of exogenous pulses. As the available options for the exogenous influence narrow down with n 0 , the relative influence of certain parameters becomes more apparent.
Although a detailed interpretation of the s min results may be difficult, a few instructive facts outline their implicit logic. Some of the results are relatively robust to the specific assumptions, including the choice of Q or n 0 . To illustrate this, we reconsider the solution s min = [3, −1, −1, +1, −1, +1, −1], obtained for n 0 = 0, Q ∈ 0.01, 0.27 (Tab. 2, Tab. 3). This string shows essential overlap with that of the neighboring interval Q ∈ 0.27, 0.63 . The only difference is in the vulnerability of the third component (s g CC = +1) → (s g CC = −1). Interestingly, the same component destabilizes [(s g CC = −1) → (s g CC = 0)] when the constraint n 0 = 1 is applied. In addition, we see that the virtual therapy applied to the both feedback components, s h CT = −1 and s h BT = −1, acts against the tumor influence. Therefore, the inhibition of osteoclasts by s g CC = −1 ultimately reduces replication rate of the tumoral cells ∼ α T C g T C T g T T . More universal perspective can be captured from the comparison in Tabs. 2-5. Here, the highest stability is achieved by s h BT = −1 and s g BC = +1. On the other hand, as it is shown that s g CB is very sensitive to Q, the forecasting under uncertain Q conditions is disputable. However, as shown in Tabs. 6-7, the role of this volatile parameter is unique, because it is robust against selection imposed by the constraints n 0 ≥ 4. The details of the right timing are emphasized by the s I values.
Periodic environment, myopic strategy
The therapies are often delivered in periodic or other appropriate manner instead of in one shot regime. Therefore, to test the universality and relevance of the above optimization results, we extend the approach to periodic framework. The extension can be done by considering periodicity of the exogenous time changes. Technically, the dynamical motif of the interval t S , t E and corresponding approximate s min (obtained for single t S , t E only) are repeatedly applied with the period t E −t S . This partial adjustment is kind of myopic, short term strategy [32] , based on one-period optimization. Then, the integration of Eqs.(1), (2) is performed for the sequence of the (20)) obtained for the constraint n 0 = 2 (see Eq. (21)). 
Modified objective function with the penalization term
We completed our work by experimenting with the alternative objective function
with the additional penalization term λQ(1− n 0 (s)/6). The side effects of the therapy are proportional to the parameter λ ≥ 0 and previously introduced strength of the therapeutic action Q. The factor (1 − n 0 (s)/6) ∈ (0, 1) accounts for the fraction of nonzero s components. To sum up, comparing it to the function f (t S , t E , s) Eq. (19), the above formulation minimizes unpredictable toxic side effects of the therapy by preferring weaker interventions. Moreover, strict constraint on s no longer applies. In Fig.9 we present numerical results obtained for the function Eq. (27) . They reveal that the optimum of f (t S , t E , s, λ) exists not only in s, but along Q for large enough λ (λ > 0.3) as well. Highly inefficient therapies correspond to Q 0.8. As expected, from Fig.9 (b) we see that in all the studied cases, increase in Q reduces the number of non-zero elements proportional to 1 − (1/6)(n 0 ) min where (n 0 ) min = n 0 (s min ). 
Conceptual model
The key aspect of our approach is the formal separation of the system on the environmental and cancerous compartments (populations), as well as the identification of the parameters appropriate for indirect environmental therapeutic manipulation. If the main sources of our results are simulations, this specific information is hardly transferable between alternative models. The transmission can be facilitated by the generalization obtained by filtering, comparative analysis and synthesis of some particular information contained in the population models. The way to do it is conceptualization based on general and abstract dynamic system for the pair of the population vectors (T (t), E(t)), where T (t) describes the tumoral and E(t) environmental dynamics, respectively. The parametric selection is involved in the constant tuple χ E (see Eq.(9) as particular example). Then the pair of the corresponding rate functions
The exogenous variant of ODEs system belongs to the respective substitutions
for s ∈ Ω (see Eq. (10)) and X ∈ {T , E}. Formally, the solutions [T (t, s, T init , E init ), E(t, s, T init , E init )] for given initial condition [T (t init ), E(t init )] ≡ [T init , E init ] with t init ≤ t S can be obtained. Subsequently, the adverse effects of the tumoral dynamics along the path segment
are quantifiable by the objective function
where F{.} stands for some real-valued functional. In particular cases, that we have already discussed (see Eq. (18)), special emphasis has been placed to the boundary interval values. Again, as in the case of specific formulation in sec.2, the optimal therapy s min is determined by Eq.(20).
Conclusion
Surveying the number of works which deal with the problem of cancer treatment and its modeling, we have concluded that they can be roughly divided along two principal therapeutic targets: the tumor or its environment, respectively [19] . Environmental aspect of cancer progression is profoundly stressed in evolutionary and ecological models of cancer [33, 34, 35, 6] . The indirect, environmentally oriented therapies can cause the erosion of the habitats of the cancer clones, or, eventually, to decrease the probability of drug resistance Many promising and innovated therapies exploit indirect therapeutic effects, such as the cell cycle manipulation, influencing or remodeling of vascular networks [36, 37] . More specifically, in Ref. [38] the authors identified antimyeloma indirect mechanisms preventing bone resorption [38] . Another example which should be mentioned in this context is immunotherapy [26, 27, 39, 40] , where particular emphasis is placed on tumor-associated macrophages and cancer-associated fibroblasts as the determinants of the tumor microenvironment.
We present a global strategy that combines the sensitivity analysis and optimization approach which contrasts with single parameter (local) investigations. Substantial multiplicative nonlinearity was studied using multiparametric dynamic moves. Our work introduces method of converting a continuous in time problem formulated as non-autonomous ODE system to a discrete problem. A shortcoming of our approach is that the form of the pulses is fixed. Notwithstanding the loss of information due to relatively poor sampling based on limited number of function evaluations), there are no apparent restrictions on the mathematical description of the biological and therapeutic situations. Therefore, vast number of inverse problems exists (also in the field of ecology and chemical kinetics) where our approach can be applied. The guiding principle can be straightforwardly generalized to take into account intra-tumour heterogeneity [41, 42, 43] , e.g. cell-to-cell heterogeneity at the multiple-myeloma level (see e.g. [44] ).
Biological relevance of here analyzed multiple myeloma system derives from the models by Komarova et al. [20] and Koenders and Saso [21] . This model for studying tumor -bone interactions is built in accordance with the general parsimony framework [45] which captures the fundamentals of the system. Presented results develop our mathematical understanding of the respective nonlinear ODEs by analyzing their complex responses. The application of Wald's "minimax" form of the objective function in the region of weak therapeutic actions (corresponding to relatively small Q) the growth of the population of the joint cells appears to be more significant (quantified by f J ), while for larger Q (located just above the threshold Q thr ) the optimal strategies are determined by the dominant f T . Additionally, we have demonstrated that periodic extension of the optima achieved takes place without significant loss of therapeutic efficiency.
Similar studies, including this one, usually propose some therapeutic interventions, despite their exclusively theoretical nature. The eventual implementation of the approach in real therapeutic applications would require appropriate mapping between the changes of the model parameters and multi-drug effects of the potential therapies.
