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Abstract
In some applications, like some areas in stochastic geometry, a convenient change of variables
involves spheres. In this review we summarize formulas of Blaschke–Petkantschin type, that help
to pass from integration over k-tuples of points in space to the integration by some sphere passing
through those points.
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1 Introduction
Classical Blaschke–Petkantschin formulas are used to do the change of variables in an integral
over k-tuples of points in the space, for which only the relative position of the points inside
the subspace that they span, affinely or linearly, matters. The following is, for example, the
linear Blaschke–Petkantschin formula:∫
x∈(Rn)k
f(x) dx =
∫
L∈Ln
k
∫
u∈Lk
f(u) [k!Volk(0,u)]
n−k du dL. (1)
We use this formula to explain our notation. With x we denote the tuple of points in
R
n, in this case x = (x1, x2, . . . , xk), and f is a nice (see below) measurable function
(Rn)k → R. The integration on the left happens with respect to λ⊗kn — the k-fold of the
standard Lebesgue measure on Rn. To understand the right hand side, recall the definition
of the Grassmanian Lnk , the k(n − k)-dimensional manifold of linear k-planes in Rn. The
Grassmanian has a standard associated measure, see [5, 10]. In most applications, the
function f does not depend on the particular plane L, so it usually integrates out to the
total measure of the Grassmanian. We normalize it as ‖Lnk‖ = σnσn−1·...·σn−k+1σ1σ2·...·σk , where
σn denotes the surface area of the unit ball in R
n. After fixing a k-plane L ⊆ Rn in the
first integration on the right hand side, the inner integral goes over all k-tuples of points
u = (u1, u2, . . . uk) inside L, with the k-fold of the standard Lebesgue measure on L, λ
⊗k
k .
As L is embedded in Rn, f(u) is defined, and in most applications the function does not
depend on the embedding: indeed, to understand the practical sense of the formula, one can
think of a canonical example, when f is a function of the radius of the set x. The last term
in the formula is the Jacobian itself, and Volk(0,u) stands for the k-volume of the k-simplex
spanned by 0 and u. The class of nice functions, for which the change of variables applies,
is in general quite rich, but it is not the focus of this review to classify it: our main interest
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here is the Jacobian of the transformation, so throughout the text we will just assume that
f is non-negative. Clearly, it implies that the theorems also hold for absolutely integrable
functions.
As the spherical formulas we are going to talk about are conveniently used for the affine
subspaces as well, we shall use the opportunity to keep all things together, and that is why
we also present the affine Blaschke–Petkantschin formula, in the form [7, Equation (27)]. It
uses the fact that an affine subspace A can uniquely be represented as A = h + L, where
L ∈ Lnk and h is orthogonal to L.∫
x∈(Rn)k+1
f(x) dx =
∫
L∈Ln
k
∫
h∈L⊥
∫
u∈Lk+1
f(h+ u) [k!Volk(u)]
n−k
du dh dL. (2)
The statement of (1) is adapted from [10, Section 7.2], which contains an excellent
summary of all kinds of the affine and linear formulas of this type, and originally these
results go back to works by Petkantschin [9], Blaschke [1] and Varga [11]. Those formulas
have served their duty well for some time, but during our recent work on discrete Morse
theory of Poisson–Delaunay mosaics, we had to find several analogues, where the integration
on the right should go over the spheres passing through the k points, instead of the subspaces.
To the best of author’s knowledge, the only formula explicitly stated in the literature is
Theorem 7.3.1 in [10], which is stated as Corollary 2 in this review, although some other
special cases were used in some works of Miles [6, 7]. With this review, we collect the new
formulas from [2, 3, 4] and prove one more.
2 Formulas
2.1 (k − 1)-sphere spanned by k + 1 points in Rn
In Rn, almost every k + 1 ≤ n + 1 points determine a unique (k − 1)-sphere, which passes
through them. The opposite is also true: any (k − 1)-sphere in Rn, defined by its center
z, its radius r and the linear k-subspace L, such that the sphere lives inside z + L, with
k + 1 points u = (u0, . . . , uk) chosen on it, uniquely determines a (k + 1)-tuple of points
x = (x0, . . . , xk) in R
n as x = (z + ru0, . . . , z + ruk), which we shorten as x = z + ru. The
following formula deals with this reparametrization, and generalizes Theorem 7.3.1 in [10].
It is proved in [4] for computing the expected number of simplices in a Poisson–Delaunay
mosaic, whose smallest circumspheres are empty.
◮ Theorem 1 (Blaschke–Petkantschin formula for circumscribed spheres). Let 1 ≤ k ≤ n and
write S(L) for the (k − 1)-dimensional unit sphere inside L ∈ Lnk , equipped with a standard
measure. Then, for every non-negative function f of k + 1 points in Rn, we have∫
x∈(Rn)k+1
f(x) dx =
∫
z∈Rn
∫
L∈Ln
k
∫
r≥0
∫
u∈S(L)k+1
f(z + ru)rnk−1 [k!Volk(u)]
n−k+1
du dr dL dz.
The theorem can be proved by combining the affine Blaschke-Petkantschin formula (2)
and the mentioned Theorem 7.3.1 from [10], which is a special case when k = n:
◮ Corollary 2 (Top-dimensional spherical Blaschke–Petkantschin formula). Every measurable
non-negative function f : (Rn)n+1 → R satisfies∫
x∈(Rn)n+1
f(x) dx =
∫
z∈Rn
∫
r≥0
∫
u∈(Sn−1)n+1
f(z + ru)rn
2−1n!Voln(u) du dr dz,
in which we use the standard spherical measure on the unit sphere Sn−1.
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2.2 (m + q − 1)-sphere spanned by m points in Rn and q + 1 fixed
points or a (q − 1)-circle
The formulas from this section appear to be new, and we give a proof for them in Section 3.
We start with a special case. Notice that for almost every n points x = (x1, . . . , xn) in R
n
there exists a unique (n−1)-sphere passing through x and 0. If Z is the center of this sphere,
the radius is r = ‖Z‖, because the sphere passes through 0, so we rather choose r ∈ (0,+∞)
and z as a point on the unit sphere Sn−1 as new parameters, to make Z = rz. We thus use
the following reparametrization: take r as the radius, take z ∈ Sn−1 as the direction of the
center, and take u ∈ (Sn−1)n for the points, to have x = rz + ru. The new formula then
reads:
◮ Theorem 3 (First Blaschke–Petkantschin formula for pivoted spheres). For every non-
negative function f of n points in Rn we have∫
x∈(Rn)n
f(x) dx =
∫
r≥0
∫
z∈Sn−1
∫
u∈(Sn−1)n
f(rz + ru)rn
2−1n!Voln(−z,u) du dz dr.
Combining this with the linear Blaschke–Petkantschin formula (1), we can easily get an
equation for m points in Rn:
◮ Theorem 4 (Second Blaschke–Petkantschin formula for pivoted spheres). For every non-
negative function f of m points in Rn we have∫
x∈(Rn)m
f(x) dx =
∫
L∈Lnm
∫
r≥0
∫
z∈S(L)
∫
u∈(S(L))m
f(rz+ru)rmn−1 [m!Volm(−z,u)]n−m+1 du dz dr dL,
where S(L) is the unit sphere in L.
For the generic statement, consider q + 1 points pi in general position in R
n. Then, for
almost any m ≤ n− q points xj , there exists a unique (m + q − 1)-sphere passing through
all of xj and pi. Assume, without loss of generality, that the center of the (q − 1)-sphere,
circumscribed around pi, is the origin. Denote by r0 ≥ 0 the radius of this sphere, and by
Q the unique q-hyperplane that contains all pi. An (m + q − 1)-sphere of radius r passes
through these points iff its center lies in Q⊥, the (n − q)-subspace of Rn orthogonal to Q,
and the distance from the center to the origin is
√
r2 − r20 . In other words, the question is
equivalent to finding an (m+q−1)-sphere that contains a fixed (q−1)-sphere in Q of radius
r0 centered at the origin, S(0, r0, Q), and passes through all xj . The reparametrization in
question is thus: take an m-dimensional hyperplane L orthogonal to Q, so that all points lie
in L⊕Q, take radius r ≥ r0, take a point z on the unit (m−1)-sphere S(L) (thus letting the
center of the circumsphere be
√
r2 − r20z), take m points u on the unit (m + q − 1)-sphere
S(L⊕Q), and let x =
√
r2 − r20z + ru. Then the following transformation can be applied:
◮ Theorem 5 (Blaschke–Petkantschin formula for spheres containing a circle). Fix a q-plane
Q ∈ Lnq and radius r0 ≥ 0, and let m ≤ n− q. Then, for every non-negative function f of
m points in Rn, we have∫
x∈(Rn)m
f(x) dx =
∫
L∈Ln−qm
∫
r≥r0
∫
z∈S(L)
∫
u∈(S(L⊕Q))m
f(
√
r2 − r20z + ru)
rm(n−1)+1(r2 − r20)
m−2
2
[
m!Volm(−
√
r2−r20
r
z,uL)
]n−q−m+1
du dz dr dL,
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where Ln−qm is the Grassmanian of m-hyperplanes orthogonal to Q. S(L) is the unit sphere
in L, whereas S(L⊕Q) is the unit sphere in L⊕Q, and uL is the orthogonal projection of
u onto L.
2.3 k + 1 points in Rn anchored at Rm
The next formula was proved during the analysis of weighted Poisson-Delaunay mosaics in
[3]. Fix an m-dimensional affine subspace Fm in R
n. We are interested in integrating by
spheres centered (aka anchored) in this subspace: for almost every k + 1 ≤ m+ 1 points x
in Rn, there is a unique smallest sphere, centered at a point in Fm passing through x. It is
not hard to see, that the center of this sphere lies in the orthogonal projection Pk onto Fm
of the affine k-plane passing through x. The opposite mapping can be defined as follows:
take z ∈ Fm as the center of the sphere and r as its radius, take Pk as a k-dimensional plane
inside Fm, and take u = (u0, . . . , uk) on the unit (k − 1)-sphere S in Pk × F⊥m , where F⊥m
is the (n −m)-dimensional linear subspace orthogonal to Fm. Then, x = z + ru uniquely
determines almost every (k+1)-tuple of points in Rn. The corresponding statement follows.
For k = m it is Theorem 1.
◮ Theorem 6 (Anchored Blaschke–Petkantschin formula). Let 0 ≤ k ≤ m ≤ n and α =
n(k+1)−(m+1). Fix an affine m-subspace Fm of Rn. Then every measurable non-negative
function f : (Rn)k+1 → R satisfies
∫
x∈(Rn)k+1
f(x) dx =
∫
z∈Fm
∫
r≥0
∫
Pk∈Lmk
∫
u∈(S)k+1
f(z + ru)rα
[
k!Volk(u
Pk)
]m−k+1
du dPk dr dz,
in which Lmk is the Grassmannian of (linear) k-planes in Fm, uPk is the projection of u to
Pk, and S is short for the unit sphere in Pk × F⊥m .
2.4 k + 1 points on Sn
The formula in this section lives in another space: it integrates over the circles on the n-
sphere Sn ⊂ Rn+1. More precisely, if k + 1 points x are placed on Sn, there is a unique
(k − 1)-sphere inside Sn passing through x, and we aim at integrating over such spheres.
This formula was explicitly stated in [2] and applied to study spherical Poisson–Delaunay
mosaics, and a special case was implicitly used by Miles in [7] to compute the moments of
volumes of isotropic random simplices.
To express the result, we write P⊥ for the (n− k+1)-plane orthogonal to the k-plane P ,
both passing through the origin in Rn+1, and we write SP for the unit (k − 1)-sphere in P .
◮ Theorem 7 (Blaschke–Petkantschin formula on the sphere). Let 1 ≤ k ≤ n, and let
f : (Sn)k+1 → R be a non-negative measurable function. Then
∫
x∈(Sn)k+1
f(x) dx =
∫
P∈Ln+1
k
∫
p∈P⊥
rkn−2
∫
u∈(SP )k+1
f(p+ ru) [k!Volk(u)]
n−k+1
du dp dP,
in which r2 = 1 − ‖p‖2, implicitly assuming ‖p‖ ≤ 1, If f is rotationally symmetric, we
define fr(u) = f(p+ ru), in which u is a k-simplex on S
k−1 ⊂ Rk, and p is any point with
‖p‖2 = 1− r2 ≤ 1 in the (n− k+1)-plane orthogonal to Rk ⊆ Rn+1. With this notation, we
A. Nikitenko 5
have
∫
x∈(Sn)k+1
f(x) dx = σn+12 ‖Lnk‖
1∫
t=0
t
kn−2
2 (1−t)n−k−12
∫
u∈(Sk−1)k+1
f√t(u) [k!Volk(u)]
n−k+1 du dt.
3 Proof for a fixed subcircle
Theorems 3 and 4 are the special cases of Theorem 5, so we prove the latter. We first
assume m = n− q, and then apply the linear formula (1) to get to arbitrary m. We follow
the approach in [8] to prove the theorem. We will slightly abuse the notation to emphasize
that some objects are vectors: we write xi = xi, z = z, and ui = ui. We also write
r∗ =
√
r2 − r20 and r′ = ∂r
∗
∂r
= r√
r2−r20
= r
r∗
.
Ifm = n−q, then Ln−qm contains onlyQ⊥, so the change of variables turns be x = r∗z+ru
where z ∈ S(Q⊥), and u ∈ (S(Rn))n−q. We need to compute the Jacobian of this change
of variables, which is the determinant of the matrix of partial derivatives. We do it locally
at each point, choosing some local coordinates for z and ui on the corresponding spheres.
Like in [10], we write the matrices of partial derivatives with respect to these coordinates
as z˙ and u˙i. The dimensions of the matrices are then as following: z and ui are column
vectors n× 1, z˙ is an n× (m− 1) matrix, and u˙i are n× (n− 1) matrices. We can choose
the local coordinates on the spheres and in Rn in such a way that the matrices [uiu˙i] are all
orthogonal, Q is the subspace where first m coordinates are 0, and the matrix [zz˙] = En,m,
an m × n matrix with ones on the diagonals and zeros everywhere else. With this, we can
get a determinant expression for the Jacobian. Using block notation for matrices, we get for
the Jacobian ∂(x1,...,xm)
∂(r,z,u1,...,um)
:
J(r, z,u) = abs
∣∣∣∣∣∣∣∣∣
r′z + u1 r∗z˙ ru˙1 0 . . . 0
r′z + u2 r∗z˙ 0 ru˙2 . . . 0
...
...
...
...
. . .
...
r′z + um r∗z˙ 0 0 . . . ru˙m
∣∣∣∣∣∣∣∣∣
.
We extract the powers of radius, and from now on we will work with J˜ = J
(r∗)m−1rm(n−1)
.
Since transposing the matrix does not affect the determinant, we can write:
J˜2 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
r′zT + uT1 r
′zT + uT2 . . . r
′zT + uTm
z˙T z˙T . . . z˙T
u˙T1 0 . . . 0
0 u˙T2 . . . 0
...
...
. . .
...
0 0 . . . u˙Tm
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
r′z + u1 r∗z˙ ru˙1 0 . . . 0
r′z + u2 r∗z˙ 0 ru˙2 . . . 0
...
...
...
...
. . .
...
r′z + um r∗z˙ 0 0 . . . ru˙m
∣∣∣∣∣∣∣∣∣
.
The following identities are required to proceed. The orthogonality of the matrices [uiu˙i]
implies that uTi ui = 1, u˙
T
i u˙i = En−1,n−1, whereas u
T
i u˙i = 01,n−1 is the zero row vector of
length n− 1. It further implies that u˙iu˙Ti = En,n − uiuTi , but we will use this observation
later. We also use zT z = 1, z˙T z˙ = Em−1,m−1, and zT z˙ = 01,m−1. We now multiply the
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matrices:
J˜2 =
∣∣∣∣∣∣∣∣∣∣∣∣
∑
(r′zT + uTi )(r
′z + ui)
∑
uTi z˙ r
′zT u˙1 . . . r′zT u˙m∑
z˙Tui mEm−1,m−1 z˙T u˙1 . . . z˙T u˙m
r′u˙T1 z u˙
T
1 z˙ En−1,n−1 . . . 0
...
...
...
. . .
...
r′u˙Tmz u˙
T
mz˙ 0 . . . En−1,n−1
∣∣∣∣∣∣∣∣∣∣∣∣
.
We want to reduce the determinant to the top left corner indicated by the dashed lines.
For this we zero out the top right corner, by subtracting the third to last block rows with
appropriate coefficients. We then arrive at, before any simplifications:
J˜2 =
∣∣∣∣
∑
(r′zT + uTi )(r
′z + ui)−
∑
r′2zT u˙iu˙Ti z
∑
uTi z˙−
∑
r′zT u˙iu˙Ti z˙∑
z˙Tui −
∑
r′z˙T u˙iu˙Ti z mEm−1,m−1 −
∑
z˙T u˙iu˙
T
i z˙
∣∣∣∣ .
We simplify this matrix, X , memberwise. Recall that u˙iu˙
T
i = En,n − uiuTi . Applying this
observation, noticing that X12 = X
T
21, writing 〈·, ·〉 for the inner product in Rn, and opening
the brackets, we get:
X11 =
∑(
r′2 + 2r′〈z,ui〉+ 1− r′2zT (En,n − uiuTi )z
)
=
∑(
2r′〈z,ui〉+ 1 + r′2〈z,ui〉2
)
=
∑
(〈r′z,ui〉+ 1)2 ;
X12 = X
T
21 =
∑(
uTi z˙− r′zT (En,n − uiuTi )z˙
)
=
∑(
uTi z˙ + r
′zTuiuTi z˙
)
=
∑
(〈r′z,ui〉+ 1)uTi z˙;
X22 = mEm−1,m−1 −
∑
z˙T (En,n − uiuTi )z˙
= mEm−1,m−1 −
∑(
Em−1,m−1 − z˙TuiuTi z˙
)
=
∑
(uTi z˙)
TuTi z˙.
We used that 〈v,w〉 = vTw = wTv. We now employ a simple lemma, verification of which
is trivial:
◮ Lemma 8. Let ai, 1 ≤ i ≤ m, be real numbers, and bi, 1 ≤ i ≤ m, be row vectors of length
m− 1. Then, using block notation, the following matrix can be decomposed as a product of
two m×m matrices, which are a transposition of each other:
( ∑
a2i
∑
aibi∑
aib
T
i
∑
bTi bi
)
=
(
a1 a2 . . . am
bT1 b
T
2 . . . b
T
m
)
·


a1 b1
a2 b2
...
...
am bm.

 . ◭
We apply the lemma with ai = 〈r′z,ui〉 + 1 and bi = uTi z˙. Recall that [zz˙] = En,m,
so ai = r
′ui,1 + 1 and bij = ui,j+1, where ui,k is the k-th coordinate of ui. Since the
transposition does not change the determinant, we get, dividing the first row of the matrix
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by r′,
J˜ = r′ · abs
∣∣∣∣∣∣∣∣∣
u1,1 +
1
r′
u2,1 +
1
r′
. . . um,1 +
1
r′
u1,2 u2,2 . . . um,2
...
...
. . .
...
u1,m u2,m . . . um,m.
∣∣∣∣∣∣∣∣∣
.
Noticing that − 1
r′
z = (− 1
r′
, 0, . . . , 0)T , we observe that each column of the matrix is
the projection onto L = Q⊥ of the vector (ui − (− 1r′ z)), and the absolute value of the
determinant is thus m!Volm(− 1r′ z,uL1 , . . . ,uLm). Combining all together, we get the final
expression for the Jacobian:
J = (r∗)m−1rm(n−1)r′m!Volm(− 1r′ z,uL1 , . . . ,uLm)
= (r∗)m−2rm(n−1)+1m!Volm(− r∗r z,uL1 , . . . ,uLm),
which settles the m = n− q case.
We now proceed to the m < n − q case. Decompose each vector xi as xi = xQi + x⊥i ,
where the first component lies in Q and the second in (n− q)-dimensional subspace Q⊥. We
apply the linear Blaschke–Petkantschin formula (1) in Q⊥ as follows:∫
x∈(Rn)m
f(x) dx =
∫
x
Q
1 ,...,x
Q
m∈Q
∫
x
⊥
1 ,...,x
⊥
m∈Q⊥
f(xQ1 + x
⊥
1 , . . .) dx
⊥ dxQ
=
∫
x
Q
1 ,...,x
Q
m∈Q
∫
L∈Lm(Q⊥)
∫
y1,...,ym∈L
f(xQ1 + y1, . . .) [m!Volm(y)]
n−q−m
dydL dxQ.
Now we apply Fubini’s theorem and join integrations by Q and L, and finish with apply-
ing the already proved result in (q + m)-dimensional space L ⊕ Q. Writing Ln−qm for the
Grassmanian of m-subspaces inside Q⊥, and yL for the orthogonal projection of y onto L,∫
x∈(Rn)m
f(x) dx =
∫
L∈Ln−qm
∫
y1,...,ym∈L⊕Q
f(y1, . . .)
[
m!Volm(y
L)
]n−q−m
dydL
=
∫
L∈Ln−qm
∫
r≥r0
∫
z∈S(L)
∫
u∈(S(L⊕Q))m
f(r∗z + ru)
[
m!Volm(0, r
∗z + ruL)
]n−q−m×
× rm(q+m−1)+1m!Volm(−
√
r2−r20
r
z,uL1 , . . . ,u
L
m) du dz dr dL
=
∫
L∈Ln−qm
∫
r≥r0
∫
z∈S(L)
∫
u∈(S(L⊕Q))m
f(r∗z + ru)
[
m!Volm(− r∗r z,uL1 , . . . ,uLm)
]n−q−m+1
×
× rm(q+m−1)+1+m(n−q−m)(r∗)m−2 du dz dr dL,
the last equality being a consequence of the scaling of volume. The bracket in the power of
r expands to m(n− 1) + 1, which completes the proof.
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