The load resisting capacity of structural members will decrease when they are subjected to long-term sustained load. Such phenomenon is widely known as the duration of load effect, which is mainly caused by the damage accumulation in the material. The deterioration mechanism of the material is a typical stochastic process which is influenced by a large variety of parameters involving complex physical and chemical process. Although classical models have been proposed to evaluate the duration of load effect, it is nearly impossible to quantify the influence of various parameters and to achieve an accurate estimation. To optimize the combination of complexity and goodness-of-fit, a neural network model is proposed in this paper to evaluate the duration of load effect in wood structural members. Taking individual uncertainties into consideration, the proposed model treats the damage in wood as a Markov process and can estimate the residual strength distribution of the investigated wood structural members under long-term sustained load. The coefficient of determination reaches above 95% under sustained loading scenario, and it shows good adaptability across different wood properties. Moreover, the model can be adapted to continuously varied loading scenarios with a 98% coefficient of determination. This research aims to provide a useful and straightforward tool for accurately predicting the duration of load effect in wood structural members, and the proposed algorithm can be easily modified to deal with similar engineering problems for other construction materials.
I. INTRODUCTION
Duration of load effect is a widespread phenomenon that structural members will experience a decrease of load resisting capacity under long-term sustained load. This phenomenon is mainly accounted for the damage accumulation in the material. Many long-term experiments for beams or columns made of different construction materials have been performed to reveal such phenomenon. The flexural strength
The associate editor coordinating the review of this manuscript and approving it for publication was Li He . of reinforced concrete beams after exposure to sustained loading decreases because of the crack initiation during the period of sustained loading [1] . The long-term load also lowers the ultimate strength of the concrete-filled hollow structural steel tube columns [2] . Moreover, the Madison curve, which is plotted according to the United States forest products laboratory's long-term experiment for timber beams, shows that the strength of timber beams after 10 year's sustained loading is only 62% of the short-term strength [3] . Based on experimental results, some classical models are proposed to simulate the time-dependent behavior of structural members [4] - [6] . VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ However, considering the deterioration of mechanism of the material is a typical stochastic process influenced by a large variety of parameters involving complex physical and chemical process, classical models are nearly impossible to model it accurately. To optimize the combination of complexity and goodness-of-fit, a machine learning based model is proposed in this research to simulate the duration of load effect in structural members where the wood structural members are taken as examples.
It should be noted that the relevant national timber structure specifications at present have different considerations for the duration of load effect. For example, the parameters including load and material resistance in Chinese code ''Standard for Design of Timber Structure'' [7] are regarded as random variables, but the stochastic process of each variable is greatly simplified so that a relatively conservative reduction factor related to the duration of load effect is directly specified. As for Canadian code ''Engineering Design in Wood'' [8] , a mathematical expression is provided to calculate the wood strength reduction, according to different load conditions (e.g., constant load only, constant load combined with roof live load, constant load combined with snow load, etc.) and different load ratios (i.e., the ratio of the standard value of live load to the standard value of constant load). The Canadian model (i.e., Foschi-Yao's model) combined with the Monte Carlo method is used to obtain the regression formulation through reliability analysis [9] . A series of more specific stochastic load models and different reliability index considering the variation of damage mode are considered in the calculation process. The factor of duration of load effect is also defined in EC5 ''Design of timber structures'' [10] and the Danish code ''Code of Practice for the Structural Use of Timber'' [11] , which both consider the influence of ambient climate on the wood material performance. Moreover, the applicability of three different damage accumulation models (including Canadian Model and American Model) to the Danish specifications are fitted and compared using relevant observation data [12] . It has been proved that the classical mathematical models, especially the Canadian Model, can accurately predict the damage accumulation of wood during the period of long-term load, but there are still some obvious defects for the application of these models. Specifically, the model formulation is too complicated, there are many parameters without physical meaning, and it is impossible to quantify the influence of tree species and environment factors such as temperature and humidity. To optimize the combination of goodness-of-fit and complexity and improve the applicability and generalization ability, Li et al. [13] proposed a novel method based on machine learning algorithms. However, the algorithm of the machine-learning model needs to be further improved so that it can capture the internal damage changes in each individual wood members. Then the process of statistical iterative calibration is adopted to ensure that the model has enough accuracy prediction ability for various complex load patterns and effective generalization ability for different tree species.
In this research, with the help of neural network algorithms, physical principles in material damage that contained strong individual variation and randomness were learned and further employed to simulate unprecedented scenarios. To tackle the limitation in previous research [13] that the damage could only be predicted under constant loads, we constructed a neural network model for wood damage process to model damage of individuals by a step-by-step approach while taking individual uncertainties into account. Our proposed network can extract the law of damage by learning from big data and was suitable for variation of load or short-term mechanical properties. During all four scenarios, statistical curves can be obtained by ''cycle run'' with promising accuracy. The coefficient of determination reaches above 95% for constant loading scenario, and it showed good adaptability across different wood properties and load. For continuous load changing scenarios, it can give rather accurate prediction and can be adapted to various load changes with 98% coefficient of determination. Moreover, our proposed model structure can be seamlessly used to deal with the prediction of other wood species. Better generalization of wood species can be achieved if more data are provided.
II. METHODOLOGY A. WOOD DAMAGE AS MARKOV PROCESS
Markov process is memory-less [14] . Transitional probability of Markov process is only related to the current state of system and is independent of its past state. Therefore, if all current states are known, the future state can be completely solved from the current states. Our idea was to treat wood damage process as a Markov process, putting individual differences or randomness aside for the moment (which will be discussed later). The damage state of the wood in the future depended only on 1) current damage; 2) current load; 3) properties of timber; and 4) environmental factors. Therefore, given a certain species of wood, the actual damage made by load at any moment can be depicted as a nonlinear function of the above factors. Naturally we wanted to build a network to learn such correlation between damage and relative factors and turned this continuous damage process to a discrete Markov process [15] . It also came to our attention that some specific network structure such as long-short term memory (LSTM) network [16] or recurrent neural network (RNN) [17] can solve sequential problems, yet with contextual features. The model performance will be related to a period of historical series (window/lag), which means some previous contexts should also be considered (e.g., in language context processing, the meaning of the same word depends on its previous context) and is slightly different from our cases. Treating the wood damage process as a Markov process was only a precondition and assumption for the proposed neural network of the individual damage. However, the specific procedures of the model setup were not related to the Markov process. The assumption was proposed based on the analysis of the classical model and the understanding of the physical world. For the understanding of the physical world, the assumption is reasonable considering the damage in the physical world is continuous, cumulative and irreversible. The mathematical derivation of the residual strength is shown in Eq. (1) to Eq. (5) . The damage state can be obtained by Eq. (1) based on the classical Foschi-Yao's model. In Eq. (1), α denotes damage state. α = 0 means no damage while α = 1 means total damage (failure). τ (t) and τ s are applied stress at time t and initial shortterm strength, respectively; σ 0 is threshold ratio; and a, b, c and n are model parameters. τ s is determined by short-term ramp tests. τ s , a, b, c and n are constants for a specified structural member. For different members, these parameters can be considered as random variables. The product of σ 0 and τ s is defined as a threshold where damage accumulation is initiated. In other words, no damage will be accumulated if applied stress is always below the threshold during the load history. The discrete form of Eq. (1) is shown in Eq. (2), where t is the time step; α t−1 is the damage state at the time of αt − 1 while α t is the damage state at the time of t; τ t−1 is the applied stress between t-1 and t.
Considering Eq. (3) and Eq. (4), Eq. (2) can be written as Eq. (5) . It can be seen that the damage state at the time of t is only dependent on the damage state at the time of t-1 and the applied stress between t-1 and t, which also demonstrates the reasonability of the assumption.
For calibration of the mathematic model, a non-linear minimization procedure was used to determine the log-normal distribution characteristics (mean and standard deviation). First, initial values for the mean and standard deviation of the four model parameters were chosen. Then values of b, c, n and σ 0 were chosen from the corresponding distributions, generating a random sample (N = 2000 in our case) to calculate the time-to-failure using Eq. (6) derived from Eq. (1). Later the samples were ranked to obtain the cumulative distribution function of T f , and the simulated distribution was compared to the experimental data (also time-to-failure data, T d below). The relative residual was computed over samples using Eq. (7) . The gradient of Eq. (7) was computed with respect to each of the distribution parameters and their partial derivatives were computed numerically. The initial values of the parameters were updated by these gradients. Repeating the procedure of gradient calculation and parameter updating until there was no significant change, and we deemed the model as the 'calibrated' Foschi-Yao's model.
We will sample from the mathematical model calibrated using observation data considering different wood properties and different load conditions. The collected data contain the time to failure of each individual and internal state of damage throughout experiments. To be more specific, the internal state of damage will be further converted to damage increments (over time difference) and will serve as the output label of training. The time-to-failure data will be the target to evaluate performance over different cases. Additionally, the following details need to be taken care of in advance:
Step 1: switch between micro and macro behavior. The network model is to simulate individual wood damage process. Therefore, if we want to get the final failure probability curve (namely macro behavior), we need to run the model for a large number of individuals (namely micro behavior), and then count over all individuals.
Step 2: define the way the network works. We would like the model to output the extent of damage of each wood samples at any point in the future. To achieve this and get time to failure of each individual, the model also needs to self-iterate by time. That is, the model's last prediction is fed back as input of next prediction. In addition, in order to reduce the complexity of the model, each cycle of the network is fixed to certain length of time.
Step 3: define the input and output of the network. The network should be able to predict the next state of the wood after any load process from any current state, which requires the input of the network to contain at least the current damage α_t and load ft. In addition, the mean and coefficient of variation of wood properties are also used as input. On the output side, instead of using the damage α_(t +1) which is proved to be ineffective, we employ increment of damage δa for network training. Additionally, the specific correspondence between the network inputs and training data requires extra attention to deal with. We will use another auxiliary input to represent the correspondence between them.
Step 4: characterize the type of wood and deal with the inconsistency between individuals within a same type. By analyzing the observation data of three species of wood (Hemlock, SPF_Q1, SPF_Q2), we learned that within a same type of wood, the individual differences of load-carrying capacity can be reflected by coefficient of variation of the material strength. Likewise, for different species of wood, the overall performance of load-carrying capacity depends on both the mean and coefficient of variation of material strength. As a result, for the input of the network, we introduced a new ''quality-related factor'' (QRF) in addition to the mean and coefficient of variation of the material strength. The physical meaning of the QRF was assumed to be a quantity related to quality, which means that the better the quality of the material, the larger the value is. Considering the strength of different individuals for a same type of wood follows a lognormal distribution [7] , [11] , QRF was a factor representing the individual difference. By introducing the QRF, we can achieve two goals at the same time: 1. distinguishing among individuals in the same type of wood, and 2. distinguishing among different types of wood which made the representations of different wood mathematically continuous. During the training, QRF was sampled from a lognormal distribution and sorted based on the observed time to failure, which was corresponding to the output labels and inputs. During the test, QRF was sampled from a lognormal distribution to represent the individual difference for a certain type of wood. Each sorted sample corresponds to each sorted value, and this sorted value is exactly the auxiliary input to the neural network. Considering the QRF was artificially introduced into, it was difficult to determine the relationship between the QRF and labels. Thus, the samples were sorted to make the training easier because the nonlinear relationship between the unsorted QRF and labels could be weaken after sorting. Moreover, according to the previous assumption of QRF, the damage data generated by individuals with earlier failure time will be allocated to the samples with smaller QRF. It is worth mentioning that in the classical mathematical model, the final time to failure of the wood is not only determined by the wood related term in the formula, but together with the other five parameters obeying the log-normal distribution. This issue is associated with physical facts, trying to attribute the influence of all parameters to a unified factor (namely the QRF), which is re-sampled from a fixed log-normal distribution(mean = 0, standard deviation = 1) regardless of the parameters of mathematical model.
Step 5: statistical demonstration of the effectiveness of such step-by-step plus sample-by-sample prediction model. Even though the training set and test set of the neural network algorithm will be sampled independently and identically distributed, the real performance of the model is not measured by such test set, but by the final failure probability curve which comes from statistical TTF results. Moreover, the working mode of the neural network is not single-step [18] . The network will run completely in closed loop when self-iterating, which may result in error accumulation. The final research results showed that the performance of the model was statistically acceptable, and the model prediction showed no big bias across the whole process which dismissed these concerns.
As a matter of fact, the small bias was not surprise because the first feature of the network training was to learn the mean of label, and predicting the mean of all data will quickly yield minimal error. Meanwhile, there was a further detail we noticed: the possible cumulative error will only impact single piece of wood from time to time (determined by how we employed the model). Thus, when we predict thousands of wood pieces to get overall TTF curve, they may also offset each other between pieces.
B. IMPLEMENTATION OF ALGORITHM
In this section, the structure of proposed model, the training procedure and how it is going to be deployed in test time are discussed. During research, input and output of the neural network were five-dimensional and one-dimensional tensors, respectively. The input included wood properties including mean and coefficient of variation of the short-term strength, current load, current damage and quality-related factor. The output was damage increment. In addition to the input and output layers, the structure contained five equivalent modules. Each module was consisted of a batch normalization [19] layer following a fully connected layer, and then activated by rectified linear unit [20] .
The proposed network was in feed-forward style with cell structure that can be stacked to middle layers. Different combinations of hyper-parameters were investigated for better model performance. Other hyper-parameters were chosen based on experience for quicker computation when one hyper-parameter was investigated. Altogether 15 epochs were tested. The model performance with different hyperparameters is shown in Table 1 .
During training/testing phase, the network took the inputs and predicted the single-step damage increment. The loss function was defined as the difference of increment per time step between calibrated model and that given by the network. When updating the weight parameters of our model, we choosed RMS-prop [21] as the optimization algorithm. In the phase of prediction/deploying, the model will perform ''cycle run'' until the wood is destroyed or the time limit (50 years) is reached. To compare with the failure probability curve given by observation data, the network will repeat this way across N (N = 2000) number of individuals to give a macro failure curve over cases. This procedure is shown together with network structure in the following flowchart (Fig. 1) . The results of training/testing and deploying performance will be given in section 4.
In this research, we coordinated the resource between CPU and GPU to utilize all computing resources [22] . Wielding the power of GPU computing, all individuals in a group experiment can be conveniently and quickly paralleled on the GPU, which is much more efficient than using the classical model in the serial mode of the CPU [23] .
III. DATA
The strength of wood becomes weaker if it is subjected to long-term sustained load. This phenomenon results from the time-dependent cumulative damage as illustrated in following Fig. 2 and Fig. 3 . The time to failure obtained for two constant stress levels as well as the controlled short-term tests are ranked, and the corresponding cumulative probability distributions are plotted in Fig. 2 . The strength of the control curve is shown versus cumulative probability with normalized rank in Fig. 3 . These are the observation data for calibrating the classical model.
To capture the internal damage changes of each individual, the relative data should be collected for training the neural network. However, there were no direct observation data that captured the internal damage changes of each individual. Therefore, the calibrated Foschi-Yao's model with observation data [24] was employed to generate the training data. Although the classical model was employed for training the neural network, it was still meaningful since the neural network can be directly applied to other wood species without calibration of classical model and training the network again. Compared with the neural network, the classical model must be calibrated for every new wood species and cannot be applied to other wood species without calibration. However, more data of different properties are needed for further verification of the network generalization.
A. DATA SAMPLING
We firstly used the dynamic load pressurization method to determine the integration step of the classical model. This sample process should consider trade-off between the sampling efficiency and the data accuracy for later training. In the experiment, we greatly reduced the pressurization rate (i.e., ramp rate) to increase the time span of the short-term experiment and improve the data accuracy. We gradually reduced the integration step size until there was no significant difference between integration results from the classical model. This was to find the largest acceptable integration step to improve the sampling efficiency without losing much accuracy. Finally, we chose the integration step of 24 hours for the classical model, and this interval will also be used later as the time span of the network.
Constant load for 2000 samples was employed case-bycase to sample data for training and validation. The ratio of training and validation data was 80% and 20%, respectively. The case-by-case sample was that for each individual type of wood, under a certain load condition, the sampling procedure terminated only either when the sample was destroyed (to failure) or the maximum loading time (50 years) was reached. The training was truncated at epoch 500. As shown in Fig. 5 , the training and validation loss keeps decreasing over training, and gradually converges to its minimum of 0.018. The magnitude of the mean loss at the end of training was about 0.024. The reason why loss of validate seemed more fluctuating was due to the batchnormalization layer in our cell structure, yet these layers were kept because they can enhance the speed of training as shown in Table 1 [25] . The process data of all the individuals at each step were documented in the experiment. It should also be noted that when we evaluated the performance of the model, the load can either be constant or variable during the running period.
B. DATA PRE-PROCESSING
we sampled from experiments with constant load using the classical model. The dataset considered three wood species (i.e., Hemlock, SPF_Q1, SPF_Q2), and the number of samples equaled to 2000 in each type of wood experiment with a duration of 50 years, during which each wood was subjected to twenty constant stresses from 5 MPa to 45 MPa with 2.5 MPa as increment..
Some issues need to be taken care of when turning physical wood damage problems into mathematical problems [26] . In our study, we found that unbalanced data caused training problems. A type of data (e.g., subtle damage data) accounted for the majority of our dataset, making the model literally impossible to learn desired patterns and only favored those dominant data to get higher accuracy. Thus, both following methods were indispensable in our experiments. One method was filtering. In the process of data sampling, the quality of wood individual obeyed lognormal distribution. Thus, given the load, a few individuals would be always under damage threshold, causing data pool extremely sparse with zero-damage data and making effective training very hard. Cutting down those redundant data improved the effectiveness of network training. The other method was remapping. In the physical process, the process of wood damage was an accelerated process.
When the internal damage of the wood was subtle, the cumulative damage inside the wood was relatively slow and macroscopically invisible; when the internal damage of the wood was severe, same load would damage far more. Both situations caused another level of data imbalance. It was difficult for the network to discriminate the data in this region and the performance of the model degraded. Therefore, we considered the logarithmic remapping of the data and ensured a more uniform distribution for learning. Final dataset is shown in Fig. 4 , where all input series and output labels are normalized properly as aforementioned. The output step damage rate in the figure reflects the average individual damage. It is similar to dα/dt in the classical Foschi-Yao's model. The sparse data of mean and COV of input wood strength were due to the limited experiments, which represented three different types of wood. The reason for negative values in the fourth and fifth subplot of Fig. 4 was that the data were standardized for adaptation to the model. Moreover, the similar data were removed considering those could cause the low efficiency of the model. The corresponding QRF of the data was sorted, which didn't necessarily match the same range across dimensions.
IV. EVALUATION OF PERFORMANCE
Considering different wood species (i.e., Hemlock, SPF_Q1, SPF_Q2) and 50-year experiments, four scenarios were proposed assessing the effectiveness of our approach and listed as follows:
Scenario 1: constant load scenario. The range of loading stress was from 5 MPa to 45 MPa, but there will be new wood individuals given by QRF sampled from the aforementioned distribution to test the generalization ability of the network for different samples within the same type of wood and under constant load. The prediction accuracy of the network in this case can be evaluated by comparing with observation data.
Scenario 2: single-point load change scenario. At this time, in addition to generating new individuals by QRF, the load of the network will alter to a specific value after certain time (1 year) to test model reaction. Specifically, for all experimental groups, regardless of the initial constant load, all load will be changed to a middle load corresponding to stress of 25 MPa. Therefore, for experiment groups with smaller/larger initial load, we can test how model will react when the load suddenly increases/decreases. Ideally, we then assumed that the model should be adaptable for all types of load change, which was proved in following scenario. Scenario 3: continuous load changes scenario. With the step-by-step operation mode of our model, we naturally presumed that if the network can deal with single load change, it should also adapt to continuous load changes. To verify this statement, we applied randomly altering load during 50-year damage process. To distinguish the time to failure of different species of wood, the variation range of loading stress was reduced to 5 MPa to 20 MPa. The continuous load changes will be treated as single-step changes across entire load series. Scenario 4: change in wood properties. The properties of the wood can be changed by the mean and the coefficient of variation of short-term strength. Some macro qualitative analysis will be discussed in this case.
All these four evaluating situations will serve to test the performance and generalization ability of the proposed network model. Data of different indexes for evaluating the model performance are shown in Table 2 .
A. CONSTANT LOAD SCENARIO
The microscopic process of individual damage over 2000 specimens under certain load was firstly given by the network model. Then the failure probability curve can be obtained by statistically analyzing the results of individual damage, as shown in Fig. 6 . The bigger the number of the specimens, the better the prediction performance got. Combing the precision with cost of the calculation, the number was chosen as 2000. It was observed that the average coefficient of determination among different constant load and different wood species reached more than 95%. Compared with the long-term stage, the prediction accuracy was visually a bit worse at the beginning of the damage process, but that was due to the logarithmic scale of x-axis. The model was sensitive to the difference between the properties of the wood material: the strong the material was, the slower the damage will occur and develop into substantial failure (such as Hemlock). On the contrary, weak properties will ended up with earlier breakdown. It can be seen that the model learned the relationship between the strength of materials and damage. For the same type of wood, the model was sensitive to the difference of load. The larger the load, the faster the damage of the same type of wood, and viceversa. It can be seen that the relationship between load and damage was learned. Experiments also showed that, by increasing the amount and diversity of data, the model can be better trained, and the prediction performance will be improved.
Such results were reassuring by demonstrating that the performance of the model trained by the single-step method met expectation after the ''cycle run''. The cumulative error of the model was stable, keeping time to failure results rational, which was caused by the reasonable choices of the input and legitimate pre-processing method in the proposed model. The inputs included the mean of strength, the COV of strength, the loading stresses, the internal damage state and the QRF. The pre-processing methods were filtering and remapping for addressing the problem of unbalanced data. Thus, further experiments could be carried out. Fig. 7 shows the failure probability curves for three species of woods under 20 different loads with a sudden load change during damage process. We expected that our model would react differently yet by a similar pattern over species when load altered.
B. SINGLE-POINT LOAD CHANGE SCENARIO
We observed that at the moment of sudden load change, the curves immediately stop the original trend, indicating that the sudden change of load would directly change the rate of internal damage formation. Specifically, for the experimental group when load suddenly increases, the slope of the curve is immediately increased, which means that the sudden increase of the load significantly accelerated damage. Whereas in the experimental group when the load suddenly decreases, the rising trend of the curve stops immediately, indicating that the internal damage formation basically stopped. These phenomena were consistent with physical laws and common sense. The statistical results of model were also very similar to results given by classical models. The average coefficient of determination reached 98% for this case. By learning data under constant load, the neural network learned the basic physical relationship between load and material damage rate.
C. CONTINUOUS LOAD CHANGE SCENARIO
We further explored the failure probability curves for three species of woods under continuous load change. Therefore, six loads were given by random sampling during the damage process and one example of random loading stress is shown in Fig. 8 . The variation range of the loading stress of the six groups was 5 MPa to 20 MPa, and the load changed once every seven days. The values of the loading stress were sampled from a uniform distribution.
We observed that during the 50-year forecast period, the load continued to change, and the damage of the three species of wood showed different degree of accumulation (see Fig. 9 ). Among them, SPF_Q2 wood had the fastest damage accumulation rate, and cumulative damage curve of Hemlock was greater than that of SPF_Q1. All these characteristics were in line with the experimental results of the classical model, reaching a coefficient of determination of more than 98%, indicating that the neural network can generalize continuous load change scenario. Note that the period of load change can be adjusted arbitrarily, and the model can always give reasonable results, it was indicated that our deep learning model learned the intrinsic relationship between wood damage and load even only trained with constant load cases.
D. CHANGE IN WOOD PROPERTIES
Generalizing our model from known species of wood to an unknown one required more observation data. A conservative estimation was more than 15 species, against three we only had. We have indeed trained a model by two species and generated to the third species, yet with only about 60% coefficient of determination. Thus, with the existing conditions, we assumed that the properties of a new species of wood were close to one of our known species, SPF_Q1 for instance, and checked how it was going to work out. Specifically, the coefficient of variation was the same as SPF_Q1, and the mean of the short-term strength was slightly smaller than SPF_Q1. That is, the quality of the new wood was slightly worse than SPF_Q1. In Fig. 10 , it is observed that the curves for the new wood obtained by the neural network are slightly higher than those for SPF_Q1 obtained by classical model. The overall failure curve had higher upward trend, indicating a faster destruction of the wood compared to baseline. This coincided with our assumption about the new wood: the strength of the new wood was slightly inferior to that of SPF_Q1. Therefore, the model can be properly generalized to the unknown species of wood if proper amount of species data was given.
E. DISCUSSIONS
Different wood species under constant-load experiment was considered in this study, and the model was required to give FIGURE 10. Predicted results of the model for an unknown wood type that is similar to yet weaker than SPF_Q1; S in legend denotes SPF_Q1 while W denotes weaker type, and the number in legend means the value of loading stress.
internal damage of the wood at any time during the 50 years of the experiment. The neural network learned most causal relationship of wood damage. When the wood specimen was under small load or no load, no damage occurred and accordingly the failure probability curve will not rise; when the wood was under heavy load, the damage will cumulate quickly, and the failure probability curve will rise rapidly.
Despite the logarithmic time axis, it can be found that it was still more difficult to learn ''short-term damage events'' in all cases. ''Short-term'' referred to the events that were completely damaged after only a few time steps. The reason was that in short term, the damage in wood can cause failure very soon, and since our step size of sampling was determined, such damage event can only provide very limited data points for model training. Short-term damage events will thus lead to uneven distribution of training data, affecting the performance of the model. By comparing the prediction results for different material properties, results showed that the model learned the relationship between the material strength and the damage under constant load. That was, the higher the quality of the wood, the slower the damage. By learning data under constant load, the neural network performed great when depicting varied loading scenario. Experiments showed that the prediction model can give the internal damage of the wood at any time within 50 years, and the coefficient of determination reaches 98%, showing a much better performance compared with the classical model.
Our designed network allows new wood species and new attributes to be easily added or modified. Yet internal damage is often a very complicated process with nonlinear effects. Thus, for the generalization ability of other wood species, the model capability still requires more data for training. Nevertheless, if we assume that the new wood is similar to one known wood species, the network can still gain a convincing result. This demonstrates that if there are more real observation data on wood species, the deep learning model proposed in this study has the potential to predict the damage of unknown wood species. In addition, during the research, we found that the performance of the model training depended on the size of training dataset, such dataset could be appropriately expanded to obtain better model performance.
At present, the average coefficient of determination under different constant load and different species of wood is over 95%. If there are better computational resources, this can obviously be further improved by purely increasing the amount of training data. Finally, it is to our attention that if data collection method is unwise, the prediction results may show deviation with observation data, resulting in the decline of the generalization ability of the network.
V. CONCLUSION
In this research, with the help of neural network algorithms, physical principle such as material damage that contains strong individual variation and randomness was learned and further employed to simulate unprecedented scenarios. Inspired by the idea of Markov process, we have constructed neural network model for wood damage process to model damage of individual by a step-by-step approach while taking individual uncertainties into consideration. During all four investigated scenarios, statistical curves can be obtained by ''cycle run'' with promising accuracy. The network was always legitimate with variation of load change or short-term material properties. Specifically, the neural network learned the most causal relationship of wood damage and had predictive continuity. The way it worked was similar to the actual physical damage process in reality. The coefficient of determination reached above 95% for constant load scenario, and it showed good adaptability across different species of wood properties and load. Our model was trained with data under constant load but can gave a rather accurate prediction when employed to varied load situation and can be adapted to different load changes with 98% coefficient of determination. Furthermore, the proposed model structure can be seamlessly used to deal with the prediction of other wood types. Better generalization can be achieved if more data of wood types are provided.
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