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The paper is concerned with symplectic ﬂow for the square root of the negative Laplacian,
which is motivated when studying a one-dimensional model about ferromagnetic thin
ﬁlm without Gilbert damping term (only Gyromagnetic term remained) derived from the
stationary model of A. DeSimone, R.V. Kohn, S. Müller and F. Otto. Existence of weak
solution to the model is proved by viscosity approximation and commutator estimate.
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1. Introduction
The dynamics of magnetization distribution in a ferromagnetic thin ﬁlm is an interesting and important problem from
both scientiﬁc and technological points of view. Besides their traditional applications in the magnetic recording industry,
these ﬁlms are also currently being explored as alternatives to semi-conductors as magnetic memory devices (MRAMs),
which has given greater incentive to study this subject. Since defects, impurities, and thermal noise play important roles in
the dynamics of the magnetization ﬁeld in nanometer thick ﬁlms, it also makes an ideal playground for studying some of
the nanoscale physics [1–4].
The relaxation process of magnetization distribution in ferromagnetic material is described by Landau–Lifshitz equa-
tion [5],
∂m
∂t
= −αm× (m×H(m))+ βm×H(m), (1.1)
where H(m) = − δE
δm and × is the vector cross product in Rn (n 2), m = (m1,m2, . . . ,mn) : Ω × [0,+∞) → Rn is the spin
vector and α > 0 is a Gilbert damping constant. The system Eq. (1.1) is implied by the conservation of energy and magnitude
of m. The magnitude of the spin is ﬁnite, i.e., |m|2 =∑ni=1m2i = 1. Here
E = E(m) =
∫
Ω
|∇m|2 dx+
∫
Ω
φ(m)dx+
∫
Rn
|∇Φ|2 dx
is the free energy functional, and it is composed of three parts:
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∫
Ω
|∇m|2 dx is the exchange energy. It tends to align m in the same direction and prevents m from being
discontinuous in space.
(ii) Ean(m) =
∫
Ω
φ(m)dx is the anisotropy energy. φ ∈ C∞(Rn), φ  0 depends on the crystal structure of the material.
It arises from the fact that the material has some preferred magnetization direction, e.g., if (1,0,0) is the preferred
magnetization direction, φ(m) =m22 +m23 for |m| = 1.
(iii) E f i(m) =
∫
Rn |∇Φ|2 dx is the energy of the magnetic ﬁeld ∇Φ induced by m. By the magnetostatics theory
−Φ = divm in D′(Rn).
Eq. (1.1) has been widely studied. In the case β = 0, α 	= 0, Eq. (1.1) corresponds to the heat ﬂow for harmonic maps
studied in [6]; If β 	= 0, α 	= 0 (which implies strong damping in physics), the interested readers can refer to [7–11] for
the mathematical theory; While in the conservative case, i.e., β 	= 0, α = 0, Eq. (1.1) corresponds to Schrödinger ﬂow which
represents the conservation of angular momentum [12–15]. The numerical treatment to Eq. (1.1) can be found in [16,17].
Generally, exchange energy is the leading term of the free energy functional, while in a certain type of ferromagnetic
thin ﬁlm [18], they deduced that self-induced energy is the leading term, which is of the form:∫
R2
∣∣Λ− 12 ∇ ·m∣∣2 dx = ∫
R2
|ξ · mˆ|2
|ξ | dξ,
in which ξ = (ξ1, ξ2), ∇· denotes the divergence operator, Λ is used to denote the operator (−) 12 , deﬁned at the Fourier
level bŷΛ f (x) = |ξ | fˆ (ξ). Hence δE
δm = −∇((−)−
1
2 ∇·)m.1 Furthermore, we assume that the magnetization changes in only
one direction, which means vector m depends on one space variable and in this case −∇((−)− 12 ∇·)m = Λm. By Landau–
Lifshitz theory, the evolution equation which describes the magnetization in this case is
∂m
∂t
= αm × (m × Λm)− βm × Λm.
We have already addressed the special case when α 	= 0, β = 0 in our previous paper [19]. In this paper, we study the case
when there is no Gilbert damping, namely, the Gilbert damping constant α = 0, the above equation becomes
∂m
∂t
= −βm × Λm (1.2)
with initial-boundary condition{
m(0, t) =m(2π, t),
m(x,0) =m0(x), 0 x 2π, (1.3)
where m(x, t) = (m1(x, t),m2(x, t),m3(x, t)) is a 3-dimensional vector-valued function. Without loss of generality, we assume
that β = 1. Note that (1.2) is a new model. Mathematically, (1.2) has the same pseudo-differential operator as the critical
dissipative quasi-geostrophic equation [20]. However, (1.2) is degenerate and the derivative in the nonlinear term is nonlocal
and of full order of the equation, and the Leibniz formula becomes invalid for pseudo-differential operators, which brings
new diﬃculties in the convergence of the approximate solutions. Therefore, special structure of (1.2) must be explored and
a commutator must be constructed to overcome these diﬃculties.
The rest of this paper is organized as follows. In Section 2, we consider the corresponding linear equation and get the
regularity as a preparation to deal with the viscosity approximation equation. In Section 3, we get the existence of weak
solution to (1.2) by taking the limit of solution of the viscosity approximation equation.
2. Initial-boundary problem for the corresponding linear equation
We consider the following linear equation
∂u
∂t
+ A(x, t)Λu + B(x, t)u = f (x, t) (2.1)
1 Note that the corresponding energy is E(m) = ∫R2 |ξ ·mˆ|2|ξ | dξ . The variation of the self-induced energy is
lim
η→0
∫
R2
|ξ · ̂(m + ηv)|2 − |ξ · mˆ|2
|ξ |η dξ =
∫
R2
2iξ · mˆ
|ξ | 12
iξ · vˆ
|ξ | 12
dξ = 2
∫
R2
(
(−)− 14 divm)((−)− 14 div v)dx
= 2
∫
R2
(−)− 12 divmdiv v dx = 2
∫
R2
−∇(−)− 12 divm · v dx.
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u(0, t) = u(2π, t),
u(x,0) = u0(x), (2.2)
in which u(x, t) and u0(x) are N-dimensional vector-valued functions. By energy estimates, one gets the following theorem.
Theorem 2.1. Suppose that (2.1) and vector-valued function u0(x) satisfy
(i) N × N matrix A(x, t) deﬁned on Q T = [0,2π ] × [0, T ] is positive-deﬁnite and uniformly elliptic, namely, there exists a constant
K such that
A(x, t)η · η K |η|2
for all N-dimensional vectors η;
(ii) N × N matrix A(x, t) and B(x, t) are measurable and bounded;
(iii) f (x, t) ∈ L2(Q T ), u0(x) ∈ H 12 (0,2π).
Then there exists a unique vector-valued solution to (2.1) with initial-boundary condition (2.2) such that
u(x, t) ∈ L∞(0, T ; H 12 (0,2π))∩ H1(Q T ), (2.3)
and
sup
0tT
∥∥u(·, t)∥∥2
H
1
2 (0,2π)
+
∥∥∥∥∂u∂t
∥∥∥∥2
L2(Q T )
+ ‖u‖2L2(Q T )  C
(‖u0‖2
H
1
2 (0,2π)
+ ‖ f ‖2L2(Q T )
)
, (2.4)
in which constant C is dependent of A(x, t), B(x, t), independent of u(x, t).
Proof. Taking inner product of u and (2.1) and integrating over Q τ , 0< τ  T , we have
1
2
∥∥u(·, τ )∥∥2L2(0,2π) =
τ∫
0
2π∫
0
(
f · u − B(x, t)u · u − A(x, t)Λu · u)dxdt + 1
2
‖u0‖2L2 . (2.5)
Taking inner product of Λu and (2.1) and integrating over Q T , we have
1
2
∥∥Λ 12 u(·, τ )∥∥2L2(0,2π) +
τ∫
0
2π∫
0
A(x, t)Λu ·Λu dxdt
=
τ∫
0
2π∫
0
(
f (x, t)Λu − B(x, t)u · Λu)dxdt + 1
2
∥∥Λ 12 u0∥∥2L2(0,2π). (2.6)
Adding (2.5) to (2.6), we get
1
2
∥∥u(·, τ )∥∥2L2(0,2π) + 12∥∥Λ 12 u(·, τ )∥∥2L2(0,2π) +
τ∫
0
2π∫
0
A(x, t)Λu ·Λu dxdt
= 1
2
(‖u0‖2L2 + ∥∥Λ 12 u0∥∥2L2)+
τ∫
0
2π∫
0
(
f · u − B(x, t)u · u − A(x, t)Λu · u)dxdt
+
τ∫
0
2π∫
0
(
f (x, t)Λu − B(x, t)u ·Λu)dxdt
 1
2
(‖u0‖2L2 + ∥∥Λ 12 u0∥∥2L2)+ C‖ f ‖2L2(Q τ ) + C
τ∫ 2π∫
|u|2 dxdt + K
2
‖Λu‖2L2(Q τ ). (2.7)
0 0
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∫ τ
0
∫ 2π
0 A(x, t)Λu ·Λu dxdt  K‖Λu‖2L2(Q τ ) , by Grönwall’s Inequality, we have
sup
0tτ
∥∥u(·, t)∥∥2
H
1
2 (0,2π)
+‖u‖2L2(Q τ )  C
(‖u0‖2
H
1
2 (0,2π)
+ ‖ f ‖2L2(Q τ )
)
, (2.8)
and
‖Λu‖2L2(Q τ )  C
(‖u0‖2
H
1
2 (0,2π)
+ ‖ f ‖2L2(Q τ )
)
. (2.9)
Taking inner product of ∂u
∂t and (2.1) and integrating over Q τ , we have
τ∫
0
2π∫
0
∣∣∣∣∂u∂t
∣∣∣∣2 dxdt =
τ∫
0
2π∫
0
(
f (x, t)− B(x, t)u − A(x, t)Λu) · ∂u
∂t
dxdt. (2.10)
Hence ‖ ∂u
∂t ‖2L2(Q τ )  C . 
3. Main results and proofs
In this section, we get the existence of a weak solution to (1.2) by viscosity approximation. Since the nonlinear term in
(1.2) is nonlocal and of full order of the equation, we ﬁrst analyze the special structure of (1.2).
Actually, (1.2) can be written as:
∂m
∂t
= A(m)Λm, (3.1)
in which
m =
(m1
m2
m3
)
, A(m) =
( 0 m3 −m2
−m3 0 m1
m2 −m1 0
)
. (3.2)
It is straightforward to check the following conclusions:
(1) The matrix A(m) is “zero-deﬁnite”, namely,
ξτ A(m)ξ = 0, ∀ξ,m ∈ R3. (3.3)
(2) The matrix A(m) is singular, that is,
det A(m) = 0, ∀m ∈ R3. (3.4)
Hence (1.2) is quite different from usual quasi-linear parabolic equations for above reason. We consider the following
molliﬁed equation to approximate (1.2)
∂m
∂t
= −εΛm −m ×Λm, (3.5)
which can be written as
∂m
∂t
+ (εE − A(m))Λm = 0. (3.6)
Positive-deﬁnition and uniform ellipticity of matrix εE − A(m) and choice of norm space L∞ ensures that Leray–Schauder
ﬁxed-point theorem can be applied to prove the existence of weak solution to (3.5).
Theorem 3.1. Suppose that m0(x) ∈ H 12 (0,2π), then there exists a unique weak solution to (3.5) with initial-boundary condition
(1.3), such that
m(x, t) ∈ L∞(0, T ; H 12 (0,2π))∩ H1(Q T ). (3.7)
Proof. First, the mapping Tλ : L∞(Q T ) → L∞(Q T ) is deﬁned as follows: For each u ∈ L∞(Q T ), m = Tλ(u) is a solution to
∂m = −εΛm − λu ×Λm (3.8)
∂t
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to (3.5) with initial-boundary condition (1.3), moreover, m ∈ L∞(0, T ; H 12 (0,2π)) ∩ H1(Q T ).
Obviously, for all λ, the mapping Tλ is continuous; and for any bounded closed set of L∞(Q T ), Tλ is uniformly continu-
ous with respect to 0 λ 1.
To apply Leray–Schauder ﬁxed-point theorem, we make a priori estimate on all ﬁxed-points of Tλ .
Taking the inner product of m(x, t) and equation
∂m
∂t
= −εΛm − λm ×Λm (3.9)
we have
m · ∂m
∂t
= −εm · Λm − λ(m ×Λm) ·m. (3.10)
Integrating of (3.10) over Q τ (0 τ  T ), we get
∥∥m(·, τ )∥∥2L2(0,2π) + 2ε
τ∫
0
∥∥Λ 12m∥∥2L2(0,2π) dt  ‖m0‖2L2(0,2π), (3.11)
in which 0 λ 1, 0 τ  T . Hence
sup
0tT
∥∥m(·, t)∥∥L2(0,2π)  K1, (3.12)
in which K1 is a constant independent of ε,λ.
Taking the inner product of Λm(x, t) and (3.9), we obtain
Λm · ∂m
∂t
= −εΛm ·Λm − λΛm · (m × Λm). (3.13)
Integrating of (3.13) over (0,2π) with respect to variable x leads to
1
2
d
dt
∥∥Λ 12m(·, t)∥∥2L2(0,2π) + ε
2π∫
0
|Λm|2 dx 0. (3.14)
Obviously,
sup
0tT
∥∥Λ 12m(·, t)∥∥L2(0,2π)  K2, (3.15)
in which K2 is a constant independent of λ,ε.
From (3.14), for each ε > 0, we have
‖m‖L2(0,T ;H1(0,2π))  C . (3.16)
In view of (3.12) and (3.15)–(3.16), Sobolev embedding theorem gives the desired result. 
In the following, we take ε → 0 and get a weak solution to (1.2). To do this, we ﬁrst present a lemma to be used later,
the proof of which can be found in [21].
Lemma 3.2. Let s > 0 and p ∈ (1,+∞). Suppose that f , g ∈S , the Schwartz class, then∥∥Λs( f g)∥∥Lp  C(‖ f ‖Lp1 ‖g‖H˙ s,p2 + ‖ f ‖H˙ s,p3 ‖g‖Lp4 )
with p2, p3 ∈ (0,+∞) such that
1
p
= 1
p1
+ 1
p2
= 1
p3
+ 1
p4
.
From (3.12) and (3.15), we conclude
Lemma 3.3. Solutions to Eq. (3.5) satisfy
sup
0tT
∥∥mε(·, t)∥∥
H
1
2 (0,2π)
 C, (3.17)
in which C is independent of ε.
J. Li, L. Xia / J. Math. Anal. Appl. 389 (2012) 812–820 817For the uniform bound of ∂m
ε
∂t , we have the following lemma.
Lemma 3.4. ∂m
ε
∂t in Eq. (3.5) satisﬁes
sup
0tT
∥∥∥∥∂mε∂t (·, t)
∥∥∥∥
H−k(0,2π)
 C, (3.18)
in which k > 1 and C is independent of ε.
Proof. For all ψ(x) ∈ (Hk(0,2π))3, we have
2π∫
0
ψ · ∂m
ε
∂t
dx = −ε
2π∫
0
Λ
1
2 ψ(x)Λ
1
2mε dx−
2π∫
0
(
mε × Λmε) ·ψ(x)dx
 C
∥∥ψ(x)∥∥
H
1
2 (0,2π)
−
2π∫
0
(
ψ(x) ×mε) ·Λmε dx
 C
∥∥ψ(x)∥∥
H
1
2 (0,2π)
−
2π∫
0
Λ
1
2
(
ψ(x) ×mε) ·Λ 12mε dx
 C
∥∥ψ(x)∥∥
H
1
2 (0,2π)
+ (∥∥Λ 12mε∥∥2L2(0,2π)‖ψ‖L∞(0,2π) + ∥∥Λ 12mε∥∥L2∥∥Λ 12 ψ∥∥L4∥∥mε∥∥L4).
Since k > 1, using Sobolev embedding theorem, we have
2π∫
0
ψ · ∂m
ε
∂t
dx C
∥∥ψ(x)∥∥Hk(0,2π) + ∥∥Λ 12mε(·, t)∥∥2L2(0,2π)∥∥ψ(x)∥∥Hk(0,2π)
in which the formula for vectors (a × b) · c = −(c × b) · a and Lemma 3.2 are used. 
Weak solution of (1.2) with initial-boundary condition (1.3) is deﬁned as follows:
Deﬁnition 3.1. 3-dimensional vector-valued function m(x, t) ∈ L∞(0, T ; H 12 (0,2π)) is called a weak solution to Eq. (1.2) with
initial-boundary condition (1.3), if
∫ ∫
Q T
[
−∂ϕ
∂t
m +Λ 12 (ϕ ×m) ·Λ 12m
]
dxdt +
2π∫
0
ϕ(x,0)m0(x)dx = 0, (3.19)
for all test function ϕ ∈ {ϕ ∈ (C∞(Q T ))3 | ϕ(x, T ) = ϕ(x,0) = 0}.
For the thin-ﬁlm micromagnetic model (1.2) without Gilbert term, we have
Theorem 3.5. Suppose that m0(x) ∈ H 12 (0,2π), there is a weak solution to (1.2) with initial-boundary condition (1.3) satisfying
m(x, t) ∈ L∞(0, T ; H 12 (0,2π)), ∂m
∂t
∈ L∞(0, T ; H−k(0,2π)). (3.20)
Proof. For solution to the molliﬁed equation (3.5), we have
∫ ∫
Q T
[
−∂ϕ
∂t
·mε + εΛ 12ϕΛ 12mε +Λ 12 (ϕ ×mε) ·Λ 12mε]dxdt + 2π∫
0
ϕ(x,0)m0(x)dx = 0,
∀ϕ ∈ (C∞(Q T ))3, ϕ(x, T ) = ϕ(x,0) = 0. (3.21)
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mε(x, t)
}
is bounded in L∞
(
0, T ; H 12 (0,2π)), (3.22){
∂mε
∂t
(x, t)
}
is bounded in L∞
(
0, T ; H−k(0,2π)). (3.23)
We select a subsequence (still denoted as {mε(x, t)}), such that
mε(x, t) is weak* convengent tom(x, t) in L∞
(
0, T ; H 12 (0,2π)), (3.24)
∂mε
∂t
(x, t) is weak* convengent to
∂m
∂t
in L∞
(
0, T ; H−k(0,2π)). (3.25)
To prove convergence of (3.21), we construct a commutator∫ ∫
Q T
Λ
1
2
(
ϕ ×mε) ·Λ 12mε dxdt = ∫ ∫
Q T
Λ
1
2
(
ϕ ×mε) ·Λ 12mε dxdt − ∫ ∫
Q T
(
Λ
1
2mε × Λ 12mε)ϕ dxdt
=
∫ ∫
Q T
[
Λ
1
2
(
ϕ ×mε)− (ϕ × Λ 12mε)]Λ 12mε dxdt, (3.26)
where the formula (a × b) · c = (c × a) · b is applied.
Componentwise,∫ ∫
Q T
[
Λ
1
2
(
ϕ ×mε)− (ϕ ×Λ 12mε)]Λ 12mε dxdt
=
∫ ∫
Q T
[
Λ
1
2
(
ϕ2m
ε
3 − ϕ3mε2
)− (ϕ2Λ 12mε3 − ϕ3Λ 12mε2)] ·Λ 12mε1 dxdt
+
∫ ∫
Q T
[
Λ
1
2
(
ϕ3m
ε
1 − ϕ1mε3
)− (ϕ3Λ 12mε1 − ϕ1Λ 12mε3)] ·Λ 12mε2 dxdt
+
∫ ∫
Q T
[
Λ
1
2
(
ϕ1m
ε
2 − ϕ2mε1
)− (ϕ1Λ 12mε2 − ϕ2Λ 12mε1)] ·Λ 12mε3 dxdt. (3.27)
From (3.27), it is suﬃcient to prove
T∫
0
2π∫
0
[
Λ
1
2
(
mε2ϕ1
)− Λ 12mε2ϕ1]Λ 12mε3 dxdt →
T∫
0
2π∫
0
[
Λ
1
2 (m2ϕ1) −Λ 12m2ϕ1
]
Λ
1
2m3 dxdt. (3.28)
From (3.22),
Λ
1
2mε3 ⇀Λ
1
2m3 weakly in L
2(0, T ; L2(Ω)).
Denote Λ
1
2 (mε2ϕ1)−Λ
1
2mε2ϕ1 by F
ε(x, t).
By Lemma 3.6, which will be proved later, we know that F ε(x, t) is bounded in L2(0, T ; H 12 (Ω)).
And moreover,
∂ F ε(x, t)
∂t
= Λ 12
(
∂mε2
∂t
ϕ1
)
+Λ 12
(
mε2
∂ϕ1
∂t
)
− Λ 12 ∂m
ε
2
∂t
ϕ1 − Λ 12mε2
∂ϕ1
∂t
. (3.29)
By (3.22) and (3.23), we conclude that ∂ F
ε(x,t)
∂t (by a subsequence) is weakly convergent to
∂ F (x,t)
∂t in L
2(0, T ; H−k(Ω)), in
which
∂ F
∂t
= Λ 12
(
∂m2
∂t
ϕ1
)
+Λ 12
(
m2
∂ϕ1
∂t
)
− Λ 12 ∂m2
∂t
ϕ1 − Λ 12m2 ∂ϕ1
∂t
.
Therefore, by a subsequence, we get F ε(x, t) is strongly convergent to F (x, t) in L2(0, T ; L2(Ω)), where F (x, t) = Λ 12 (m2ϕ1)−
Λ
1
2m2ϕ1 (see [22]). Hence the whole process is completed. 
J. Li, L. Xia / J. Math. Anal. Appl. 389 (2012) 812–820 819Lemma 3.6. F ε(x, t) is bounded in L2(0, T ; H 12 (0,2π)).
Proof. To prove F ε = Λ 12 (mε2ϕ1)−Λ
1
2mε2ϕ1 is bounded in L
2(0, T ; H 12 (0,2π)), we have to show that
I
=
∑
n
T∫
0
∣∣∣∣∣
2π∫
0
|n| 12 F εe−inx dx
∣∣∣∣∣
2
dt  C, (3.30)
where n ∈ Z . We have
mε2(x, t) =
∑
l
m̂ε2(l, t)e
ilx, ϕ1(x, t) =
∑
k
ϕ̂1(k, t)e
ikx, (3.31)
where m̂ε2(l, t) = 12π
∫ 2π
0 m
ε
2e
−ilx dx, ϕ̂1(k, t) = 12π
∫ 2π
0 ϕ1e
−ikx dx, l,k ∈ Z .
By direct computation, we obtain
F ε = Λ 12 (mε2ϕ1)− Λ 12mε2ϕ1 =∑
l,k
(|l + k| 12 − |l| 12 )m̂ε2(l, t)ϕ̂1(k, t)ei(l+k)x. (3.32)
Inserting (3.32) into the left-hand side of (3.30), we get
I =
∑
n
T∫
0
∣∣∣∣∣
2π∫
0
|n| 12
[∑
l,k
(|l + k| 12 − |l| 12 )m̂ε2(l, t)ϕ̂1(k, t)ei(l+k)x]e−inx dx
∣∣∣∣∣
2
dt
=
∑
n
T∫
0
∣∣∣∣∣
2π∫
0
∑
l,k
|n| 12 (|l + k| 12 − |l| 12 )ei(l+k−n)xm̂ε2(l, t)ϕ̂1(k, t)dx
∣∣∣∣∣
2
dt
=
T∫
0
∣∣∣∣∑
l,k
|l + k| 12 (|l + k| 12 − |l| 12 )2πm̂ε2(l, t)ϕ̂1(k, t)∣∣∣∣2 dt
 4π2
T∫
0
[∑
l,k
|l + k|(|l + k| 12 − |l| 12 )2(ϕ̂1(k, t))2][∑
l,k
(
m̂ε2(l, t)
)2]
dt. (3.33)
Note that
|l + k|(|l + k| 12 − |l| 12 )2 = |l + k|(|l + k| − |l|)2
(|l + k| 12 + |l| 12 )2
 |l + k||k|
2
(|l + k| 12 + |l| 12 )2
 |k|2. (3.34)
Here we consider the case when as least one of l and l + k is not zero, since the case when l = l + k = 0 is trivial. Without
loss of generality, we assume that there exists a constant M , such that ϕ̂1(k, t) = 0 for k M . Therefore,
I  4π2
T∫
0
[∑
k
k2
(
ϕ̂1(k, t)
)2][∑
l,k
(
m̂ε2(l, t)
)2]
dt
 4π2 sup
t∈[0,T ]
[∑
k
k2
(
ϕ̂1(k, t)
)2] T∫
0
∑
l,k
(
m̂ε2(l, t)
)2
dt  C . (3.35)
Here we apply the facts
2π∫
0
eipxe−iqx dx = 2πδpq =
{
1, p = q,
0, p 	= q,
ϕ1 ∈ C∞(Ω × [0, T ]), and mε2 is bounded in L2(0, T ; L2(Ω)). 
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