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Abstract
In this paper we give necessary and sucient conditions for the asymptotic stability of the zero solution of the system
of linear delay dierential equations of the form
x0(t) = Ax(t) + (1− )Ax(t − );
where A is an nn matrix, > 0 is constant, and 0661. We reduce this to systems of rst- and second-order problems.
Our stability results are given in terms of the eigenvalues of A. The proof of our results are carried out by an application of
Pontryagin’s criterion for quasi-polynomials to the characteristic functions of subsystems of the delay dierential equations.
We also provide four algorithmic stability tests and include several examples. c© 2000 Elsevier Science B.V. All rights
reserved.
MSC: 45E99; 34D99
Keywords: Asymptotic stability; Stability criteria; Delay; Characteristic functions
1. Introduction
The aim of this paper is to study the asymptotic stability of the solutions of the system of delay
dierential equations
x0(t) = Ax(t) + (1− )Ax(t − ); (1.1)
where > 0 is a constant and 0661. If  = 1, (1.1) has no delay, while  = 0 corresponds to
pure delay. By studying the asymptotic stability of the solutions of (1.1) for dierent values of ,
we will learn more about the eect of the delay on the solution. For example, if 06< 12 , the term
with delay carries more weight, while the opposite holds for 12<61.
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Systems of delay dierential equations have arisen in many contexts in recent years. For example,
in [13] a simple model for a ring of neurons with time-delayed connections between the neurons
results in a system of delay dierential equations. In addition, systems of the form (1.1) can arise as
linearizations of these systems, and in fact systems of the form (1.1) have been studied in control
theory (see [3, Chapter 2] and [16]). As well, mathematical biology provides further models of the
form (1.1) for competing populations (see [14, Chapter 9]). For a general study of delay dierential
equations, see [4,6,7,10]. There are only a few results dealing with systems of delay dierential
equations (see [2,5,8,9,11]). The case  = 1 in (1.1) yields no delay and asymptotic stability is
determined by the eigenvalues of A, i.e., the zero solution is asymptotically stable if and only if
the real parts of the eigenvalues of A are negative (see [1]). The case  = 0 in (1.1) yields pure
delay.
This paper is organized in the following way. In Section 2 (the primary background section), we
give the reduction of system (1.1) to rst-order scalar equations with real or complex coecients,
state known stability criteria for rst-order equations with real coecients, and then state Pontryagin’s
theorems which will be used to study and establish the stability results in the case with complex
coecients. In Section 3, we state the stability criteria in the complex case. These are the main
results of this paper, and they constitute a collection of theorems and four algorithmic stability
tests which allow us to determine the asymptotic stability of solutions all rst-order equations with
complex coecients. Section 4 contain the proofs of the main results in Section 3. We provide
examples of (1.1) to test asymptotic stability using the algorithmic stability tests in Section 5.
2. Background
In this section, we rst state the characteristic function of (1.1) in order to study the asymptotic
stability of the zero solution of (1.1). We reduce the system to systems of rst- and second-order
problems. We also cite the main results of Pontryagin related to asymptotic stability [12] and the
applications of Pontryagin’s results [1, Sections 13.7{13.9].
Using the Laplace transform or other methods, see [1], the characteristic function of (1.1) is given
by
K(s) = det(sI − (1− )Ae−s − A): (2.1)
Let k , k = 1; 2; : : : ; n, be the eigenvalues of A (not necessarily distinct). The function K(s) can be
rewritten as
K(s) =
nY
k=1
(s− (1− )e−sk − k): (2.2)
Each factor of (2.2),
fk(s) = s− (1− )e−sk − k ; (2.3)
is the characteristic function of the rst-order delay dierential equation
x0k(t) = kxk(t) + (1− )kxk(t − ): (2.4)
If k is real, criteria for the asymptotic stability of the zero solution of (2.4) are known (see [10]).
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Theorem 2.1. Let k be real. The zero solution of (2:4) is asymptotically stable if and only if
(1=)%()<k < 0; where
%() =
(
−

−cos−1=(1−)p
1−2

if 06< 12 ;
−1 if 12661:
(2.5)
If k is complex, i.e., k = pk + iqk , we write (2.4) as
x0k(t) = (pk + iqk)xk(t) + (1− )(pk + iqk)xk(t − ): (2.6)
Letting xk(t) = uk(t) + ivk(t), (2.6) becomes
(uk(t) + ivk(t))0 = (pk + iqk)(uk(t) + ivk(t)) + (1− )(pk + iqk)(uk(t − ) + ivk(t − )): (2.7)
Letting
Wk(t) =

uk(t)
vk(t)

; (2.8)
we can write (2.7) as an equivalent system of 2 2 delay dierential equations
W 0k (t) = AkWk(t) + (1− )AkWk(t − ); (2.9)
where
Ak =

pk −qk
qk pk

: (2.10)
For = 0, asymptotic stability criteria are given in the following theorem (see [9, Theorem 3.1]).
Theorem 2.2. Let = 0. The zero solution of (2:9) is asymptotically stable if and only if
2
q
(jAk j)sin 
q
(jAk j)<− tr Ak < 2 +
2jAk j
 (2.11)
and
0<2jAk j<

2
2
: (2.12)
Here jAk j is the determinant of Ak and tr Ak is the trace of Ak .
In order to analyze the stability of (1.1), our main focus in this paper is the case when k is
complex and 0<< 1. For convenience we drop the index k and consider
x0(t) = x(t) + (1− )x(t − ); (2.13)
where  is complex. The characteristic function of (2.13) is
H (s) = s− (1− )e−s− : (2.14)
Multiplying (2.14) by e s yields
e sH (s) = e ss− (1− )− e s;
and letting s= z=, we examine the zeros of
ezH

z


= zez − (1− )− ez:
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Let  = , and denote
H^ (z) = zez − (1− ) − ez: (2.15)
Observe that  =  is a complex number. These substitutions render a simpler analysis. Instead
of studying the asymptotic stability of the zero solution of (1.1), we study the asymptotic stability
of the zero solution of (2.13). Specically, the asymptotic stability of the zero solution of (1.1) is
determined by whether the zero solutions of each of the rst-order equations (2.4) are asymptotically
stable. In this light, we make use of the following theorem that appears in [1].
Theorem 2.3. In order that all solutions of (2:13) approach zero as t ! 1; it is necessary and
sucient that all zeros of (2:14) (or; equivalently; of (2:15)) have negative real parts.
The function (2.15) is a special function, usually called an exponential polynomial or a quasi-
polynomial. The problem of analyzing the distribution of the zeros of such functions in the complex
plane has received a great deal of attention. We quote the classical results of Pontryagin in this area,
see [1, 12].
Denition 2.4. Let h(z; w) be a polynomial in the two variables z and w (with complex coecients)
given by
h(z; w) =
X
m;n
amn zmwn (m; n nonnegative integers):
We call the term arszrw s the principal term of h(z; w) if ars 6= 0, and for each term amn zmwn with
amn 6= 0, we have r>m and s>n.
We note that H^ (z) = h(z; e z), where
h(z; w) = w(z − )− : (2.16)
It is clear from Denition 2.4 that h(z; w) in (2.16) has principal term zw.
Theorem 2.5. Let H (z)=h(z; ez) where h(z; w) is a polynomial with a principal term. The function
H (iy) is now separated into real and imaginary parts; that is; we set H (iy)=F(y)+ iG(y). If all
the zeros of the function H (z) lie in the open left half plane; then all of the zeros of the functions
F(y) and G(y) are real; the zeros of F(y) and G(y) interlace; and
D(y) = G0(y)F(y)− G(y)F 0(y)> 0 (2.17)
for all real y. Moreover; in order that all the zeros of the function H (z) lie in the open left half
plane; it is sucient that one of the following conditions be satised:
(a) All the zeros of the functions F(y) and G(y) are real and interlace; and the inequality (2:17)
is satised for at least one value of y.
(b) All the zeros of the function F(y) are real; and for each zero y of F; (2:17) is satised; that
is;
G(y)F 0(y)< 0: (2.18)
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(c) All the zeros of the function G(y) are real and for each of these zeros the inequality (2:17)
is satised; that is;
G0(y)F(y)> 0: (2.19)
In our case, we have
H^ (iy) = iyeiy − (1− ) − eiy:
Since  is complex we write  = a − ib. Recall that we are seeking to determine when all of the
roots of (2.1) are in the left half plane. This reduces to examining the collective roots of (2.15) for
all eigenvalues of A.
Remark 2.6. The complex eigenvalues of A occur in conjugate pairs, and the roots of (2.15) for a
complex eigenvalue are precisely the conjugates of the roots of (2.15) for its conjugate. As such,
we need only consider one of any conjugate pairs of eigenvalues, and without loss of generality we
assume that b> 0.
Thus
H^ (iy) = iyeiy − (1− )(a− ib)− (a− ib)eiy
or
H^ (iy) = iy(cosy + i siny)− (1− )(a− ib)− (a− ib)(cosy + i siny):
Corresponding to Theorem 2.5, we have that
F(y) =−y siny − (1− )a− a cosy − b siny (2.20)
and
G(y) = y cosy + b cosy − a siny + (1− )b: (2.21)
In order to study the location of the zeros of H^ (z) one needs to study the zeros of F and G. To
do so, we need the following result which is useful in determining whether all roots of F and G
are real. We let f(z; u; v) be a polynomial in z; u; and v, which we write in the form
f(z; u; v) =
X
m;n
zm(n)m (u; v); (2.22)
where (n)m (u; v) is a polynomial of degree n, homogeneous in u and v, and let z
r(s)r (u; v) be the
principal term of f(z; u; v) (that is, r and s are the largest degrees of zm and of (n)m appearing in
(2.22)). Let (s)(u; v) denote the coecient function of zr in f(z; u; v), so that
(s)(u; v) =
X
n6s
(n)r (u; v):
Also we let
(s)(z) = (s)(cos z; sin z):
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Fig. 1.
Theorem 2.7. Let f(z; u; v) be a polynomial with principal term zr(s)r (u; v). If  is such that
(s)( + iy) is nonzero for all real y, then in the strip −2k + 6x62k +  (z = x + iy),
the function F(z) = f(z; cos z; sin z) will have; for all suciently large values of k; exactly 4sk + r
zeros. Thus; in order for the function F(z) to have only real roots; it is necessary and sucient
that in the interval −2k + 6x62k + ; F(z) has exactly 4sk + r real roots for all suciently
large k.
Note that the functions F(y) and G(y) in (2.20) and (2.21) have principal terms −y siny and
y cosy, respectively. We will use Theorems 2.5 and 2.7 to study the asymptotic stability of (2.13)
and thus of (1.1). In the next section we will present the main results of this paper.
3. Main results
In this section we present the main results of this paper. We start with the extreme case when
a= 0 (i.e., the eigenvalues are pure imaginary).
Theorem 3.1. For a=0 and b> 0; the zero solution of (2:13) is asymptotically stable if and only
if > 12 and for some positive integer k
(2k − 1)
2− 1 <b< 2k: (3.1)
Fig. 1 shows the asymptotic stability region for (2.13) when a= 0 and b> 0.
The diagram reveals that a further necessary condition for stability (a= 0) is that > 34 .
It is of interest to note that in the nondelay case (=1), the zero solution of (2.13) is asymptotically
stable only if a< 0. (In fact, the zero solution of the system (1.1) is asymptotically stable if and
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Fig. 2.
only if all the eigenvalues of A lie in the left half plane.) Although the delay generally has a
destabilizing eect, Theorem 3.1 provides some of the rare cases where the delay has a stabilizing
eect. Other cases will arise later with a> 0. The following theorem shows that this cannot occur
when 6 12 .
Theorem 3.2. If 0<6 12 ; a> 0; and b> 0; then the zero solution of (2:13) is not asymptotically
stable.
Before proceeding we identify auxiliary functions that are used in the stability analysis when
ab 6= 0. These functions are obtained by rewriting the equations F(y)=0 and G(y)=0 where F(y)
and G(y) are given in (2.20) and(2.21), respectively. We dene
w(y) = (1− ) cscy +  cot y; (3.2)
(y) =−1
a
y − b
a
; (3.3)
and
(y) =−1
b
y cot y +
a
b
: (3.4)
The function w changes drastically at = 12 . Figs. 2a{c show typical sketches of w with 0<<
1
2 ;
= 12 , and
1
2<< 1, respectively, and Fig. 3 shows a typical sketch of .
The remaining results consist of four theorems each followed by an algorithmic stability test
broken into three cases with a< 0 and one case with a> 0. Each theorem provides necessary
and sucient conditions for asymptotic stability of the zero solution of (2.13) based on the roots
of w =  and inequality conditions involving w and  at the roots. As a matter of clarity each
theorem will be preceded by a lemma that provides the necessary root conguration of w= . Each
algorithmic stability test provides a reduction in the conditions of the characterization theorems from
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innitely many to nitely many, and thus we obtain practical implementations of these theorems.
Some numerical results using these tests will be reported in Section 5.
Lemma 3.3. Suppose that 0<< 12 ; a< 0; and b> 0. Necessary conditions for the zero solution
of (2:13) to be asymptotically stable are that
w =  has two distinct roots in (−; 0) (3.5a)
and
w =  has two distinct roots in (0; ): (3.5b)
Moreover; in this case; for n = 0; 1; 2; : : : ; w =  has two distinct roots pn1<p
n
2 in the interval
(2n; (2n+1)) and two distinct roots qn1<qn2 in the interval (−(2n+1);−2n); and these roots
constitute all of the zeros of F .
Theorem 3.4. Suppose that 0<< 12 ; a< 0; and b> 0. The zero solution of (2:13) is asymptot-
ically stable if and only if (3:5a) and (3:5b) hold and
(pn1)<w(p
n
1); (3.6a)
(pn2)>w(p
n
2); (3.6b)
(qn1)>w(q
n
1) (3.6c)
and
(qn2)<w(q
n
2) (3.6d)
for n= 0; 1; 2; : : : :
Algorithmic Stability Test I
Suppose that 0<< 12 ; a< 0; and b> 0 and that (3:5a) and (3:5b) hold.
(1) If (3:6a) holds for n = 0; 1; : : : ; m1; where [pm11 ]< =2 (or cotpm11 > 0); then (3:6a) holds for
all n.
(2) If (3:6b) holds for n= 0; 1; : : : ; m2; where cotpm22 < 5b=4a; then (3:6b) holds for all n.
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(3) If (q11)>(q
1
1); then (3:6c) holds for all n.
(4) If (3:6d) holds for n= 0; 1; : : : ; m3; where cot qm32 < 5b=4a; then (3:6d) holds for all n.
We note that the stopping conditions given in Algorithmic Stability Test I as well as in the
subsequent algorithmic stability tests hold for suciently large n. For x real, let [x] denote the
unique real number in [0; 2) for which x − [x] is a multiple of 2. This denes the quantity [pm11 ]
given in Algorithmic Stability Test I. We will use this notation in the remainder of the paper.
Lemma 3.5. Suppose that  = 12 ; a< 0; and b> 0. A necessary condition for the asymptotic
stability of the zero solution of (2:13) is that
= w has a root in (−; 0): (3.7)
Moreover; in this case w =  has one root pn; in (2n; (2n + 1)); and one root qn in (−(2n +
1);−2n); for n=0; 1; : : : ; and these roots and the odd multiples of  are precisely the zeros of F .
Theorem 3.6. Suppose that  = 12 ; a< 0 and b> 0. Necessary and sucient conditions for the
zero solution of (2:13) to be asymptotically stable are (3:7) and
(pn)<w(pn) (3.8a)
and
(qn)<w(qn) (3.8b)
for n= 0; 1; : : : :
Algorithmic Stability Test II
Suppose that = 12 ; a< 0 and b> 0 and that (3:7) holds.
(1) If (3:8a) holds for n= 0; 1; : : : ; m1; where [pm1 ]< =2; then (3:8a) holds for all n.
(2) If (3:8b) holds for n= 0; 1; : : : ; m2; where cot qm2<b=a; then (3:8b) holds for all n.
Lemma 3.7. Suppose that 12<< 1; a< 0; and b> 0. For n=0; 1; : : : ; there is precisely one root
pn of w=  in (n; (n+1)) and precisely one root qn of w=  in (−(n+1);−n). In fact; these
roots constitute all of the zeros of F .
Theorem 3.8. Suppose that 12<< 1; a< 0; and b> 0. The zero solution of (2:13) is asymptot-
ically stable if and only if
(pn)<w(pn) (3.9a)
and
(qn)<w(qn); (3.9b)
hold for n= 0; 1; : : : :
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Algorithmic Stability Test III
Suppose that 12<< 1; a< 0 and b> 0.
(1) If (3:9a) holds for n= 0; 2; : : : ; 2m1; where [p2m1 ]< =2; then (3:9a) holds for all even n.
(2) If (3:9a) holds for n=1; 3; : : : ; 2m2 + 1; where [p2m2+1]< 3=2; then (3:9a) holds for all odd n.
(3) If (3:9b) holds for n= 0; 2; : : : ; 2m3; where cot q2m3<b=a; then (3:9b) holds for all even n.
(4) If (3:9b) holds for n=1; 3; : : : ; 2m4 + 1; where cot q2m4+1<b=a; then (3:9b) holds for all odd n.
Lemma 3.9. Suppose that 12<< 1; a> 0; and b> 0. A necessary for the zero solution of (2:13)
to be asymptotically stable is that
there exists an m= 0; 1; : : : such that w =  has three roots qlm <qm<qrm
in the interval (−(m+ 1);−m): (3.10)
In this case; w=  has exactly one root pn in (n; (n+1)) for n=0; 1; : : : ; and w=  has exactly
one root qn in (−(n+ 1);−n) for n= 0; 1; : : : ; and n 6= m. Also; these roots constitute all of the
zeros of F .
Theorem 3.10. Suppose that 12<< 1; a> 0; and b> 0. The zero solution of (2:13) is asymp-
totically stable if and only if (3:10) holds and
(pn)>w(pn); n= 0; 1; : : : (3.11a)
(qn)>w(qn); n= 0; 1; : : : ; n 6= m (3.11b)
(qlm)>w(qlm); (qm)<w(qm); (qrm)>w(qrm); (3.12)
and
(a2 + b2)− a> 0: (3.13)
Again in the next test we reduce these to a nite number of conditions which is practical to
implement. Moreover, it involves more than its predessors in that it gives a nite test to decide
when (3.10) fails.
Algorithmic Stability Test IV
Suppose that 12<< 1; a> 0 and b> 0.
(1) If w =  does not have three roots in (−(n + 1);−n) for n = 0; 1; : : : ; m where m>
((1− )a+ b)=; then (3:10) fails.
(2) If (3:11a) holds for n= 0; 2; : : : ; 2m1; where [p2m1 ]> =2; then (3:11a) holds for all even n.
(3) If (3:11a) holds for n=1; 3; : : : ; 2m2 + 1; where [p2m2+1]> 3=2; then (3:11a) holds for all odd
n.
(4) If (3:11b) holds for n=0; 2; : : : ; 2m3; where cot q2m3> 5b=4a; then (3:11b) holds for all even n.
(5) If (3:11b) holds for n = 1; 3; : : : ; 2m4 + 1; where cot q2m4+1> 5b=4a; then (3:11b) holds for all
odd n.
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4. Proofs of main results
In this section we prove the results of Section 3.
Proof of Theorem 3.1. For a= 0 and b> 0, Eqs. (2.20) and (2.21) yield
F(y) =−sin y(y + b);
F 0(y) =−cosy(y + b)− sin y
and
G(y) = cosy(y + b) + (1− )b:
The zeros of F are y =−b and y = n (n 2 Z). If y is a zero of F ,
D(y) =−F 0(y)G(y) = [cosy(y + b) + sin y][cosy(y + b) + (1− )b];
and, in particular,
D(−b) = sin(−b)(1− )b=−sin(b)(1− )b:
Now D(−b)> 0 if and only if sin b< 0 or, equivalently,
(2k − 1)<b< 2k (4.1)
for some positive integer k. At the points y = n (n 2 Z) we have
D(n) = (−1)n(n+ b)[(−1)n(n+ b) + (1− )b]
= (n+ b)2 + (−1)n(n+ b)(1− )b:
Thus D(n)> 0 if and only if
(−1)n+1(n+ b)(1− )b< (n+ )2: (4.2)
We distinguish two cases for n.
Case 1: Let n> − (2k − 1). Thus n> − (2k − 1)> − b, and n + b> 0. From (4.2),
D(n)> 0 if and only if
(−1)n+1(1− )b<n+ b: (4.3)
For n even, (4.3) holds without additional conditions, and for n odd, (4.3) becomes
(1− )b<n+ b
or
(1− 2)b<n:
Thus D(n)> 0 for all n>− (2k − 1) if and only if
(1− 2)b<− (2k − 1): (4.4)
Case 2: Let n6− 2k: Thus n<− 2k<− b, and n+ b< 0. From (4.2), D(n)> 0 if and
only if
(−1)n+1(1− )b>n+ b: (4.5)
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For n odd then (4.5) holds since the left side is positive while the right side is negative, and for n
even, D(n)> 0 if and only if
−(1− )b>n+ b;
or −b>n. Thus D(n)> 0 for all n6− 2k if and only if
b< 2k: (4.6)
Finally, note that (4.1), (4.4), and (4.6) yield > 12 and the statement (3.1) in Theorem 3.1. This
completes the proof.
Remark 4.1. We clarify the relationship between the zeros of F and G and the roots of w=  and
w = . We have already dealt with the case a= 0. If a 6= 0 and  = 12 , the zeros of F are the odd
multiples of  and the roots of w = . If a 6= 0 and  6= 12 , then the zeros of F are precisely the
roots of w= . The zeros of G include the roots of w= . We delineate the isolated cases where G
has one or two zeros in addition to the roots of w = . If
b= 2k (k = 1; 2; : : :); (4.7)
then y = −2k is an additional zero of G. Recall that we have assumed that b> 0. If 0<< 12
and
b=
(2m+ 1)
1− 2 (m= 0; 1; : : :); (4.8)
then y = (2m+ 1) is an additional zero of G. If 12<< 1, and
b=
(2m+ 1)
2− 1 (m= 0; 1; : : :); (4.9)
then y =−(2m+ 1) is an additional zero of G. If = 12 , then no odd multiples of  are zeros of
G. We note that it is possible for the above to provide two additional zeros of G one a negative,
even multiple of  and the other an odd multiple of .
Remark 4.2. In the analysis below, we will have several occasions to compare  and w near multi-
ples of . The asymptotic growth rates of w and  near multiples of  are oered by the following
partial expansions. For m 2 Z
w(y) =
1
y − 2m + (y); (4.10)
where  is analytic at 2m, and
w(y) =
2− 1
y − (2m+ 1) + (y) (4.11)
where  is analytic at (2m+ 1). For n 2 Z ,
(y) =
−n
y − n + (y); (4.12)
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where  is analytic at n. These allow us to nd one-sided limits of  − w at the multiples of 
except in the isolated cases delineated in Remark 4.1. When n is an \additional zero of G" (i.e.,
when (4.7), (4.8), or (4.9) holds), we have
lim
y!n
[(y)− w(y)] = a− 1
b
: (4.13)
Proof of Theorem 3.2. Assume that the zero solution of (2.13) is asymptotically stable. We rst
consider the case where 0<< 12 .
The nature of the graphs of w and  imply that the graph of  can meet the \branch" of w in
(−; 0) at no points, two distinct points, or one multiple point. We rst argue that in order for the
zero solution to be asymptotically stable the graph of  must meet the branch of w in (−; 0) in two
distinct points. If  meets this branch in one point then F would have a double zero at which the
determinant D (given in (2.17)) would be zero. It would follow by Theorem 2.7 that not all zeros
of H lie on the left half plane and by Theorem 2.3 the zero solution of (2.13) is not asymptotically
stable. Let 0<< . Suppose  does not meet the branch of w in (−; 0). In this case we argue
that F has some nonreal zeros. Since  is decreasing,  then fails to meet all lower branches of w
in (−1; 0). Since  is negative in (0;1);  fails to meet all upper branches of w in (0;1). In
addition, since  is linear and w maintains consistent concavity over each branch,  can meet w in
at most two points over each branch of w (counting multiplicity). For k = 1; 2; : : : ; it follows that
 = w has at most 4k roots in (−2k; 2k). Since < 0<w on (2k; 2k + ),  = w has fewer
than 4k + 1 roots in (−2k+ ; 2k+ ). By Theorem 2.5, F has nonreal roots. In either case, the
zero solution of (2.13) would fail to be asymptotically stable by Theorems 2.5 and 2.3.
We now may assume that =w has two distinct roots r and s where −<r<s< 0. We consider
three cases. If (r) = w(r), then r is a common root of F and G at which D = 0. Suppose that
(r)>w(r). If (s)>w(s), then D would be zero at some point or G would have an even number
of zeros in (r; s). In the latter case, the zeros of F and G would fail to interlace, and by Theorems
2.5 and 2.3 the zero solution of (2.3) would fail to be asymptotically stable. Thus, (s)<w(s).
Since (0−)> −1 = w(0−),  = w has a root in (s; 0). Let u and v be the roots of  = w where
<u<v< 2. Since  is decreasing, s and u are consecutive zeros of F . In order that G has just
one zero in (s; u) so that the zeros of F and G interlace, <w on (0; ). Then =b61 − 2, for
otherwise  = w would have a root in (0; ). See Remark 4.2. If =b = 1 − 2, then  would be
a zero of G violating the interlacing condition. If =b< 1− 2 then >w on (; u), again by the
interlacing condition. So (u)>w(u). In order that D(u)> 0; (u)>w(u). Since  is increasing on
(u; v) and  is decreasing on (u; v), (v)>(u)>w(u) = (u)>(v) = w(v). It now follows that
=w has an even number of roots in (u; v) contradicting the interlacing condition (or D> 0 in case
of multiple roots).
Finally, we obtain a contradiction in the remaining case that (r)<w(r). Note that (−=2) =
a=b> 0, and thus (y)> 0>w(y) for y 2 (−;−=2). It follows that −=2<r<s< 0. In
particular, w is decreasing on (r; 0). (Observe that the maximum point of w in (−; 0) is at y =
−cos−1(−=(1 − )) which lies in (−;−=2).) Since  is the linear interpolant of w at r and s,
we have
a=− s− r
w(s)− w(r)
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and
b=− rw(s)− sw(r)
(w(s)− w(r)) :
Then
(r)>
−r cot r
b
=
−r cot r
b
>
−rw(r)
b
=
w(r)(rw(s)− rw(r))
rw(s)− sw(r) :
But
rw(s)>rw(r)>sw(r)> 0
so that
0<
rw(s)− rw(r)
rw(s)− sw(r)< 1:
Since w(r)< 0; (r)>w(r). This yields the nal contradiction.
Now we consider the case  = 12 . Suppose that  = w has no roots in (−; 0). It would then
follow that =w has precisely 2k roots in (−2k; 2k) for k=1; 2; : : : since  would be nonnegative
at each negative odd multiple of . The function F has an additional 2k zeros there (namely,
the odd multiples of ), and F does not have a zero in (2k; 2k + )). This leads to F having
nonreal zeros as above. If  = w has a double root in (−; 0), then D = 0 at this point. If  = w
has just one simple root in (−; 0), say p, then −; p, and  are consecutive zeros of F . Since
w(−+) = 0<(−+), the interlacing condition implies that (p)<w(p). Then  = w has a root
in (p; 0) since (0−) = (a − 1)=b> − 1 = w(0−) and a root in (0; ) violating the interlacing
condition. The remaining cases are similar to (and even easier than) the case for 0<< 12 and are
omitted.
Proof of Lemma 3.3. Using Theorem 2.7, one can see that F has all real and distinct zeros if and
only if  meets two consecutive branches of w in four points. Since  is increasing, the leftmost of
these branches is a lower branch, and since  has a positive vertical intercept, the leftmost of these
branches of w must lie in the left half plane. If (3.5a) and (3.5b) fail, then w =  has two roots
m<n in the interval (−2;−) and two roots r < s in the interval (0; ). Note that n and r are
consecutive roots of w= , and thus w=  must have exactly one root in (n; r) in order for the zero
solution of (2.13) to be asymptotically stable. (Note that from Remark 4.1, − is not a zero of G.)
Since (−+)>w(−+) and (0−)>w(0−), w =  has an even number of roots in (−; 0), and
thus none can be there. As well, if (n)>w(n), then the decreasingness of , increasingness of ,
and upward concavity of w in (−2;−) would yield that = w has no roots in (m; n), a violation
of the interlacing property. Thus, (n)<w(n). Since (−−)<w(−−),  = w can have no roots
in (n;−). For  = w to have exactly one root in (n; r) we require that (r)>w(r) = (r) since
(0+) = (a − 1)=b<w(0+). Now (0+)< 0<(0). In order that  = w has exactly one root in
(r; s), we require that (s)<w(s) = (s). Now (−)>(): It would then follow that  =  has
three distinct roots in (0; ). This would yield that 00 has a zero in (0; ) which is false, and then
(3.5a) and (3.5b) hold.
If  meets each of the branches of w in (−; 0) and (0; ) in two points, it easily follows that
 meets every upper branch of w in (0;1) in two points and every lower branch of w in (−1; 0)
in two points.
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Proof of Theorem 3.4. We rst assume that the zero solution of (2.13) is asymptotically stable
and prove necessity. By Lemma 3.3, (3:5) holds. Recall that for x real, [x] denotes the unique real
number in [0; 2) for which x− [x] is a multiple of 2. Evidently [pn1] # 0 and [pn2] "  as n!1.
The nature of  and w (see Remark 4.2) reveals that (3.6a) and (3.6b) hold for n suciently large.
Assume that (3.6a) and (3.6b) fails for some n, and let n = m be the largest n for which (3.6a)
and (3.6b) fails. If (pm1 ) = w(p
m
1 ) or (p
m
2 ) = w(p
m
2 ); the determinant D is 0 at this point. If
((pm1 )− w(pm1 ))((pm2 )− w(pm2 ))> 0, then w=  would have an even number of roots in (p1; p2)
violating the interlacing condition. Thus (pm1 )>w(p
m
1 ) and (p
m
2 )<w(p
m
2 ). If (2m+ 1)=b< 1−
2, then (y)<w(y) for y< (2m + 1) and y suciently near (2m + 1), and (y)>w(y) for
y> (2m + 1) and y suciently near (2m + 1). Also (y)>w(y) for y< (2m + 2) and y
suciently near (2m + 2). By choice of m; (pm+11 )<w(pm+11 ). Thus w =  has an even number
of roots in each of the intervals (pm2 ; (2m+1)); ((2m+1); (2m+2)); ((2m+); p2m+11 ). None of
the endpoints of these intervals is a root of w = , and thus w =  has an even number of roots in
(pm2 ; p
m+1
1 ) violating the interlacing condition. If (2m+1)=b> 1−2, then a similar analysis reveal
that w =  has a root in (pm2 ; (2m + 1)) and in ((2m + 1); (2m + 2)) violating the interlacing
condition. If (2m+1)=b=1− 2; (2m+1) is a zero of G, and the limit (4.13) shows that w= 
has another root in ((2m+ 1); (2m+ 2)) violating the interlacing condition.
For (3.6c) and (3.6d), realize that  is decreasing on (−(2m + 1);−2m) and  is increasing
on this interval. So if (qn2)>w(q
n
2) = (q
n
2), then (q
n
1)>(q
n
2)>(q
n
2)>(q
n
1) =w(q
n
1) and w= 
would have an even number of roots in (qn1; q
n
2). Of course, cases of equality are dispensed with
as above. So we conclude that (qm2 )<w(q
m
2 ). Again a parity argument shows that (q
m
1 )>w(q
m
1 ).
Thus necessity has been proven.
For suciency, assume that (3:5) and (3:6) hold. We rst show that between every consecutive
pair of zeros of F there is at least one zero of G. Of course, the zeros of F are precisely the points
pn1; p
n
2; q
n
1 and q
n
2 for n=0; 1; 2; : : : . By continuity it is clear that between p
n
1 and p
n
2 and between q
n
1
and qn2 there are roots of w= and hence zeros of G. Since (q
0
2)<w(q
0
2) and (0
−)>−1=w(0−),
there is a root of w =  in (q02; 0) and hence between q
0
2 and p
0
1.
Consider pn2 and p
n+1
1 . If (2n+ 1)=b< 1− 2, then (pn2)>w(pn2) and (y)<w(y) for y near
but less than (2n+1). Thus w= has a root in (pn2; (2n+1)). If (2n+1)=b> 1−2, then w=
will have a root in ((2n+ 1); (2n+ 2)). If (2n+ 1)=b= 1− 2, then (2n+ 1) is a zero of G
(see Remark 4.1). (In the latter case the limit (4.13) reveals that G has three zeros in (pn2; p
n+1
1 ).)
For qn1 and q
n+1
2 , the proof is similar to the asymptotic comparison done near −(2n+2). (Note that
in this case if (2n + 2)=b = 1, we can only guarantee one zero −(2n + 2) of G between qn1 and
qn+12 .)
To complete the proof, by Theorem 2.7, G has precisely 4n + 1 zeros in the complex strip
f−2n<Rey< 2ng for n suciently large. Under the conditions of Lemma 3.3 the interval
(−(2n − 1); (2n − 1)) contains 4n zeros of F; qn−11 ; qn−12 ; : : : ; q01; q02; p01; p02; : : : ; pn−11 ; pn−12 , and be-
tween each consecutive pair of these there is a zero of G accounting for 4n − 1 zeros of G. If
2n=b> 1 and (2n−1)=b> 1−2, then each of the intervals (−2n;−(2n−1)) and ((2n−1); 2n)
contains a zero of G. Thus we have accounted for 4n + 1 zeros of G. It follows by Theorem 2.7
that G has all real zeros. If between any pair of consecutive zeros of F , there were two zeros of
G, the accounting above would provide a contradiction to Theorem 2.7. In addition, the determinant
D(0) = (a2 + b2) − a> 0. It now follows from Theorems 2.5 and 2.3 that the zero solution is
asymptotically stable.
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Proof of Algorithmic Stability Test I. First observe that [pn1] # 0 and that [pn2] " . If (pm1 )<w(pm1 )
and [pm1 ]< =2 so that cotpm1 > 0, then since  is increasing on ((2m+ 2); (2m+ 3)),
(pm+11 )<(p
m
1 + 2) = (pm1 )−
2
b
cotpm1 <(p
m
1 )<w(p
m
1 ):
Now w is decreasing on (0; =2) and thus w(pm1 )=w(pm1 +2)<w(pm+11 ). Hence, (pm+11 )<w(pm+11 ).
Note also that [pm+11 ]< [p
m
1 ]< =2.
Now suppose that (pm2 )>w(p
m
2 ) = (p
m
2 ) and cotp
m
2 < 5a=4b. Since  is increasing on ((2m+
2); (2m+ 3)) and [pm+12 ]> [pm1 ],
(pm+12 )>(p
m
2 + 2) = (pm2 )−
2
b
cotpm2 : (4.14)
Now
w(pm+12 ) = (p
m+1
2 ) = (p
m
2 )−
1
a
(pm+12 − pm2 )<(pm2 )−
5
2a
; (4.15)
since (pm2 )<(p
m
2 ); a< 0, and [p
m
2 ] 2 (=2; ) implies that
pm+12 − pm2 < 2+

2
=
5
2
:
Since cotpm2 < 5b=4a, (4.14) and (4.15) yield that (p
m+1
2 )>w(p
m+1
2 ). Also the decreasingness of
the cotangent function yields
cotpm+12 < cotp
m
2 <
5b
2a
:
Suppose that (qm1 )>w(q
m
1 ). Note that [q
m
1 ]< 3=2 so that cot qm1 > 0. Now  is decreasing on
(−(2m+ 3);−(2m+ 2)) and [qm+11 ]< [qm1 ]. Thus
(qm+11 )>(q
m
1 − 2) = (qm1 ) +
2
b
cotpm1 >(q
m
1 )>w(q
m
1 ) = (q
m
1 )>(q
m+1
1 ):
Suppose that (qm2 )<w(q
m
2 ) and cot q
m
2 < 5b=4a. Since  is decreasing on (−(2m+3);−(2m+2))
and [qm+12 ]> [q
m
1 ],
(qm+12 )<(q
m
2 − 2) = (qm2 ) +
2
b
cot qm2 :
Notice that qm+12 − qm2 >− 5=2. Now [qm2 ]> 3=2 and thus
w(qm+12 ) = (q
m+1
2 ) = (q
m
2 )−
1
a
(q(m+1)2 − qm2 )>(qm2 ) +
5
2a
:
It now follows that (qm+12 )<w(q
m+1
2 ). Also note that cot q
m+1
2 < 5b=4a.
Proof of Lemma 3.5. Assume (3.7) is false. Then consecutive roots of F are −; p;  where
0<p< . Now (−+) = 1> 0 = w(−+) and (0−) = (a − 1)=b> − 1 = w(0−), and so
=w has an even number of roots in (−; 0). For interlacing, there can thus be no roots there. On
(0; ) interlacing would force  = w to have two roots. But  is increasing and w is decreasing on
(0; ) so that =w has only one root there. (Note that for =1=2; G(0) = b+ (1− )b= b 6= 0).
Thus interlacing fails, and the zero solution of (2.13) is not asymptotically stable.
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Proof of Theorem 3.6. We rst prove necessity. Assume that the zero solution of (2.13) is asymp-
totically stable. Then (3.7) holds. If for some n= 0; 1; : : : (pn) = w(pn), then as usual D(pn) = 0.
Suppose (pn)>w(pn). Since ((2n + 1)−) = +1> 0 = w((2n + 1)−);  = w would have an
even number of roots in (pn; (2n + 1)), a violation of interlacing of Theorem 2.5. The proof of
(3.8b) is the same.
For suciency, we assume that (3.7) and (3:8) hold. We rst show that between consecutive
zeros of F there is at least one zero of G. A root of  = w is guaranteed between q0 and 0, and
hence between q0 and p0, since (q0)<w(q0) and (0−)>−1=w(0−). Since (pn)<w(pn) and
((2n+1)−)=+1> 0=w((2n+1)−), a root of =w is guaranteed between pn and (2n+1).
Also, ((2n+1)+)=−1> 0=w((2n+1)+) and ((2n+2)−) =+1>−1=w((2n+2)−)
yields a root of  = w in ((2n + 1); (2n + 2)) and thus between (2n + 1) and pn+1. Since
(qn)<w(qn) and (−(2n+1)+)=+1> 0=w(−(2n+1)+); =w has a root between −(2n+1)
and qn. Finally, we consider the interval between qn+1 and −(2n + 1). If (2n + 2)=b> 1, then
(y)>w(y) for y> − (2n + 2) and y suciently close to (2n + 2). Since (−(2n + 1)−) =
−1< 0 = w(−(2n + 1)−;  = w has a root in (−(2n + 2);−(2n + 1))(qn+1;−(2n + 1)). If
(2n+2)=b< 1, then (y)>w(y) for y<−(2n+2) and y suciently close to −(2n+2). Since
(qn+1)<w(qn+1);  = w has a root in (qn+1;−(2n+ 2))(qn+1;−(2n+ 1)). If (2n+ 2)=b= 1,
then −(2n + 2) is a root of G. See Remark 4.2 for the asymptotics. Thus between consecutive
zeros of F there is at least one zero of G.
To complete the proof note that for n suciently large, 2n=b> 1 and the argument above shows
that =w has a root in (−2n;−(2n−1)) and in ((2n−1); 2n). In addition, F has 4n zeros in [−
(2n−1); (2n−1)], namely, p0; : : : ; pn−1; q0; : : : ; qn−1, and the odd multiple of . The rst two zeros
of G cited and those guaranteed in the previous paragraph amount to 1+1+4n−1=4n+1 zeros of
G in (−2n; 2n). By Theorem 2.7, it follows that G has exactly one zero between consecutive zeros
of F . Also D(0)> 0. Again we may infer that the zero solution of (2.13) is asymptotically stable.
The proof of Algorithmic Stability Test II is similar to that of Algorithmic Stability Test I, and
we omit it.
The zero conguration in Lemma 3.7 follows from the graphs of w and  (with 12<< 1) and
from Theorem 2.7. We leave out the details.
Proof of Theorem 3.8. Assume the zero solution of (2.13) is asymptotically stable. Suppose that
(3:9) fails. Evidently w(pn) ! 1 and (pn) ! −1. Thus we may select the largest n for
which (3.9a) fails. If (pn) = w(pn), then as usual D(pn) = 0. Suppose that (pn)>w(pn). Then
(pn+1)<w(pn+1). Since ((n+1)−)=1>−1=w((n+1)−) and ((n+1)+)=−1<1=
w((n + 1)+);  = w has an even number of roots in each of the intervals (pn; (n + 1)) and
((n+1); pn+1). Since (n+1) is not a zero of G (when 12<< 1; a 6= 0) G has an even number
of zeros in (pn; pn+1) contrary to interlacing.
Suppose that (3.9b) fails. Observe that
w(qn) = (qn)>
1
a
(n+ 1)> n cot qn
b
>(qn)
for n suciently large since cot qn ! −1. Thus we may choose the largest n for which (3.9b)
fails, and we need only consider (qn)>w(qn). If (n+ 1)=b> 1 (n odd) or (n+ 1)=b> 2 − 1
(n even), then  = w has an even number of roots in each of the intervals (qn+1;−(n + 1)) and
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(−(n + 1); qn). If (n + 1)=b< 1 (n odd ) or (n + 1)=b< 2 − 1 (n even), then each of these
subintervals contain an odd number of roots of  = w. In either case of equalities −(n + 1) is a
zero of G, and ( − w)(−(n+ 1)+) = (a − 1)=b< 0 yield a root of  = w in (−(n+ 1); qn). In
all cases, interlacing fails.
To prove suciency we assume Eqs. (3:9) and rst prove that between consecutive zeros of F
there is at least one zero of G. Between pn and pn+1, there is a root of =w which is in the interval
(pn; (n + 1)). As well there is a root of  = w in (q0; 0) and hence between q0 and p0. Consider
consecutive zeros qn and qn+1 of F . If (n+1)=b> 1 (n odd) or (n+1)=b> 2−1 (n even), then
 = w has a root in (−(n + 1); qn). If (n + 1)=b< 1 (n odd) or (n + 1)=b< 2 − 1 (n even),
then = w has a root in (qn+1;−(n+ 1)). In either case of equalities, −(n+ 1) is a zero of G.
Finally, we note that for n suciently large (n + 1)=b> 1 and 2 − 1 so that  = w has a
root in (−(n + 1); qn). This observation and Lemma 3.3 yield that accounting for one zero of G
between consecutive zeros of F; G has 4n+1 zeros in (−2n; 2n) for n suciently large. Thus by
Theorem 2.5, G has precisely one zero between consecutive zeros of F , and thus the interlacing
condition holds. Finally note that D(0)> 0. Theorem 3.8 is now proven.
Again the proof of Algorithmic Stability Test I is so similar to that of Algorithmic Stability Test I
that we omit it.
Proof of Lemma 3.9. If the zero solution of (2.13) were to be asymptotically stable, then all zeros
of F would be real. Each open interval between successive multiples of  contains an odd number
of roots of  = w. For n suciently large one of these roots is in (−2n; −2n + ), and none is
in (2n; 2n + ). This accounts for 4n − 1 zeros of F in (−2n + ; 2n + ) where 0<< .
Application of Theorem 2.7 yields that one of these intervals must contain three roots of w = . In
fact, there can be only such interval due to Theorem 2.7.
For interlacing, the interval containing three roots of =w must contain two roots of =w. But
if the interval were in (0;1), the decreasingness of w and the increasingness of  in this interval
will yield only one root of = w. Lemma 3.9 now follows.
Proof of Theorem 3.10. For necessity we assume the zero solution of (2.13) is asymptotically
stable. As usual if equalities in any of (3:11){(3.13) holds, asymptotic stability fails due to a zero
determinant D. If (pk)<w(pk) for some k = 0; 1; : : : we choose the largest such index k. Then
(pk+1)>w(pk+1), and the number of roots of  = w in (pk; (2k + 1)) is odd while the number
of roots of = w in ((2k + 1); p2k+1) is also odd. This contradicts interlacing.
Proof that (q0)>w(q0) (or (qr0)>w(qr0) in case m= 0) is similar.
We now argue that if (qn)>w(qn), then (qn+1)>w(qn+1) when it is assumed that m>n.
Suppose (qn+1)<w(qn+1). If 2(n + 1)=b> 1 (n odd) or 2(n + 1)=b> 2 − 1 (n even), then
(qn+1;−(n+ 1)) contains an even number of roots of = w and (−(n+ 1); qn) contains an even
number of roots of =w, contrary to interlacing. If the appropriate inequalities holds in the reverse
direction, then each of the two intervals above contain an odd number of roots of  = w, also a
contradiction. In the cases of equality −(n+ 1) is a zero of G. Now limy!−(n+1)((y)− w(y)) =
a− 1=b. If this quantity is not zero, then = w has an additional root in (−qn+1;−(n+ 1)) or in
(−(n+1); qn) (depends on whether (a−1)=b is positive or negative, respectively). If (a−1)=b=0,
then −(n + 1) is a double zero of G. All these cases lead to a contradiction of interlacing. Thus
(qn+1)>w(qn+1).
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The same proof yields (qrm)>w(qrm). Again interlacing forces (qm)<w(qm) and (qlm)>w(qlm).
Continuing inductively, (qn)>w(qn) for all n>m just as above. Finally, D(0)> 0 produces (3.13).
Suciency is established in the same fashion as that of the previous three theorems and we omit
its proof.
Although the proof of Algorithmic Stability Test IV is similar to that of its preceding three
algorithmic stability tests, we include its proof as it includes a stopping criterion for the search for
three roots of w =  in some interval between successive nonpositive multiples of .
Proof of Algorithmic Stability Test IV. Note that the inection point of w in each interval between
consecutive multiples of  always lies between the midpoint of the interval and the horizontal
intercept of w in that interval. As such jw(y)j< 1 −  at the inection point. Moreover, if  = w
has three roots in an interval, the inection point has to be between qlm and qrm. If  is larger than
1−  at the right endpoint of this interval, the decreasingness of  disallows three roots of = w.
As such, if = w has three roots in the interval (−(m+ 1);−m), then (−m)61−  and thus
m6
(1− )a+ b
 : (4.16)
This allows us to stop searching for an interval with three roots of  = w after nding that (4.16)
fails. Thus, (1) is established.
We now examine when
(p0)>w(p0); : : : ; (pn)>w(pn) (4.17)
implies
(pn+1)>w(pn+1); : : : : (4.18)
There are two checks, (2) and (3) depending on parity. We observe that
w(pn+2) = (pn+2)<(pn) = w(pn)
and
(pn+2)>(pn + 2) = (pn)− 2 cotpnb :
Once [pn]> =2 (n even) or [pn]> 3=2 (n odd), then (4.17) implies (4.18) hold for all n with
the same parity.
Now we assume that n>m, and m satises (4.16). Note that
w(qn+2) = (qn+2)− (qn) + (qn) = (qn − qn+2)a + w(qn)<
5
2a
+ w(qn):
Also
(qn+2)>(qn − 2) = (qn) + 2 cot qnb ;
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and w(qn+2)<(qn+2) if
cot qn >
5b
4a
:
5. Examples
The main results of this paper give a complete characterization of the asymptotic stability of the
zero solution of system (1.1) which has never been done before. To determine the stability one needs
to nd the eigenvalues of the matrix A and for each eigenvalue to analyze the asymptotic stability
for the rst-order equation (2.13). This analysis can be done using Asymptotic Stability Tests I{IV
when the eigenvalue  is complex. If the zero solution of Eq. (2.13) is not asymptotically stable
for at least one eigenvalue then the zero solution of system (1.1) is not asymptotically stable and
no further study is required. In the following we will examine the asymptotic stability of the zero
solution of (1.1).
The following examples show how our theory above can be applied. We focused on examples
where results in the existing literature do not apply. In addition, we selected examples to demonstrate
the very rare case where the delay has a stabilizing eect. Of course, the typical eect of the delay
is a destabilizing one (see Theorem 2.1).
Example 5.1. Consider (1.1) with the matrix
A=
0
BBBBBBB@
50 284 41 23 50 32
−280 −46 −19 −37 −10 −28
35 −1 26 143 35 17
5 −31 −139 −22 5 −13
20 −16 11 −7 −115 137
−10 −46 −19 −37 −145 −163
1
CCCCCCCA
: (5.1)
In this example the eigenvalues of A are =−135 135i;135i;270i. From Remark 2:1 we need
to examine the asymptotic stability of the zero solution of Eq. (2.13) only for  = 135i;  = 270i,
and  = −135 + 135i. From Theorem 3.1 the zero solution of (1.1) for  = 135i is asymptotically
stable if and only if
(2k − 1)
135(2− 1))<<
2k
135
(5.2)
for some positive integer k, for = 270i, the necessary and sucient condition is
(2k − 1)
270(2− 1))<<
2k
270
(5.3)
for some positive k. It is easy to see that (5.2) and (5.3) hold for = 0:9 and = 0:044. To check
the stability of the system (1.1) for  = 0:9 and = 0:044, we apply Theorem 3:5 and Algorithmic
Stability Test III. From the Algorithmic Stability Test III the zero solution of (2.13) is asymptotically
stable and therefore the zero solution of (1.1) with  = 0:044 and  = 0:9 is asymptotically stable.
The zero solution of system (1.1) is not asymptotically stable for = 0.
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Example 5.2. Consider (1.1) with the matrix
A=
0
BBBBBBBB@
0:001 55 0 0 0
−55 0:001 0 0 0
0 0 −694097
−150
97
−1050
97
0 0 −12097
−6910
97
−840
97
0 0 87097
870
97
−700
97
1
CCCCCCCCA
: (5.4)
In this example the distinct eigenvalues of A are = 0:001 55i;−10;−70. From Theorem 3.2 the
zero solution of (2.13) for =0:001+ 55i and 0<6 12 and any > 0 is not asymptotically stable
and therefore the zero solution for system (1.1) with the matrix (5.4) is not asymptotically stable.
We examine system (1.1) with the matrix (5.4) for > 12 . From Theorem 2.1 the zero solution for
=−10 and =−70 is asymptotically stable for all > 0. For =0:1 and =0:9, and a=0:0001
and b=5:5 we applied Algorithmic Stability Test IV and obtained that the zero solution of (2.13) is
asymptotically stable. Some of the eigenvalues of the matrix A lie on the right side of the complex
plane and with no delay the zero solution is not asymptotically stable.
The delay = 0:1 stabilizes system (5.1).
Remark 5.1. None of the results given in [2,5,8,9,11] as well as the results given in [4] can be
applied to Examples 5.1{5.2. Either the system is of a dierent type such as in [8], the sucient
conditions are not satised such as in [5], where the zero solution of (5.3) is not asymptotically
stable for = 0, or as in [4] kAki + i(A)> 0 for i = 1; 2;1 where (A) is the matrix measure of
A see [15].
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