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Abstrakt
Tato pra´ce se zaby´va´ detekova´n´ım skryty´ch prostrˇedk˚u v prostrˇed´ı operacˇn´ıch syste´mu˚
GNU/Linux. Soucˇasneˇ analyzuje na´stroje, ktere´ toto skry´va´n´ı prova´deˇj´ı (tzv. rootkity).
Pra´ce je rozdeˇlena na teoretickou a praktickou cˇa´st. Teoreticka´ cˇa´st se zameˇrˇuje prˇedevsˇ´ım
na zp˚usob spra´vy a reprezentace prostrˇedk˚u v operacˇn´ım syste´mu, rezˇimy beˇhu a syste´mova´
vola´n´ı. Praktika´ cˇa´st se zaby´va´ na´vrhem a implementac´ı obecne´ho detektoru, ktere´mu jsou
jednotlive´ metody detekce prˇeda´ny formou za´suvny´ch modul˚u. Neˇktere´ z teˇchto metod jsou
realizova´ny jako moduly ja´dra operacˇn´ıho syste´mu. U´cˇinnost detektoru je porovna´na oproti
rea´lny´m rootkit˚um.
Abstract
The main goal of this thesis was to detect hide resources in GNU/Linux operating systems
and analyse tools so called rootkits, which are used to hide system resources. This thesis is
devided into two parts, theoretical and practical one. Theoretic part focusses on resource
managment, representation, privilege levels and system calls. Practical part covers design
and implementation of an abstract detector. Each new detection method is implemented as
a plugin. Some of those methods are realized as linux kernel modules. The usability of the
detector is compared against real rootkits.
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U´vod
Zˇijeme v modern´ı dobeˇ plne´ technologi´ı. Pocˇ´ıtacˇe jsou dnes beˇzˇnou soucˇa´st´ı vsˇech
doma´cnost´ı, stejneˇ jako televize, lednice cˇi pracˇka. Vy´znam pocˇ´ıtacˇ˚u s´ıl´ı s fenome´nem dnesˇn´ı
doby – Internetem. Uzˇ na´m neslouzˇ´ı jen pro pra´ci cˇi za´bavu, ale sta´vaj´ı se vstupn´ı branou
do virtua´ln´ıho sveˇta, ktery´ na´m v mnohe´m zjednodusˇuje zˇivot v tom skutecˇne´m. Mı´sto
posta´va´n´ı ve fronta´ch obchod˚u si mu˚zˇeme objednat zbozˇ´ı z domu, na´vsˇteˇvu banky na-
hrad´ıme zada´n´ım prˇ´ıkazu z pohodl´ı vlastn´ıho gaucˇe. Kazˇda´ mince ma´ ale i druhou stranu.
V pocˇ´ıtacˇ´ıch uchova´va´me spoustu citlivy´ch informac´ı, ktere´ mu˚zˇou by´t zneuzˇity. Internet je
pote´ prostrˇedn´ıkem, ktery´ umozˇnˇuje u´tocˇn´ık˚um infiltrovat va´sˇ pocˇ´ıtacˇ. Z teˇchto d˚uvod˚u se
vyvy´jej´ı sta´le´ nove´ a dokonalejˇs´ı bezpecˇnostn´ı mechanismy. Stejneˇ s nimi se ale zdokonaluj´ı
i metody u´tok˚u. U´tocˇn´ıci se v prvn´ı rˇadeˇ snazˇ´ı skry´t svoji cˇinnost na napadene´ stanici.
K te´to cˇinnosti jim pra´veˇ slouzˇ´ı rootkity.
Prˇi tvorbeˇ rootkit˚u je potrˇeba detailneˇ zna´t strukturu napadene´ho syste´mu. My se
v te´to pra´ci sezna´mı´me s rodinou operacˇn´ıch syste´mu˚ GNU/Linux. Tyto syste´my jsou dnes
pouzˇ´ıvane´ prˇedevsˇ´ım na servrech, d´ıky cˇemuzˇ jsou pro u´tocˇn´ıky velmi zaj´ımave´. Linuxove´
syste´my zasta´vaj´ı politiku otevrˇene´ho ko´du. U´tocˇn´ıci tedy mohou nahle´dnout do jejich
zdrojovy´ch ko´d˚u a hledat zranitelna´ mı´sta. Podobnou filozofii zasta´vaj´ı i autorˇi verˇejny´ch
rootkit˚u. Mu˚zˇeme tedy pouzˇ´ıt stejny´ postup, analyzovat ko´d operacˇn´ıch syste´mu˚ i rootkit˚u
a jejich srovna´n´ım nale´zt zp˚usob, jak odhalit u´tocˇn´ıkovu nekalou cˇinnost. O tento postup
jsem se pokusil i ja´ prˇi tvorbeˇ te´to pra´ce.
V prvn´ı kapitole jsem se pokusil srozumitelneˇ podat za´kladn´ı pojmy oblasti operacˇn´ıch
syste´mu˚, ktere´ da´le vyuzˇ´ıva´m ve zbytku pra´ce. Take´ jsem zde rozebral u´rovneˇ opra´vneˇn´ı
a implementaci syste´movy´ch vola´n´ı, jejichzˇ znalost je nezbytna´ pro pochopen´ı funkce root-
kit˚u. V druhe´ kapitole jsem se zameˇrˇil na reprezentaci a spra´vu prostrˇedk˚u operacˇn´ıch
syste´mu˚ prˇedevsˇ´ım proces˚u, soubor˚u a s´ıt’ovy´ch spojen´ı. Popsal jsem zp˚usoby, jak tyto
prostrˇedky vznikaj´ı, jak jsou reprezentova´ny, a jak jsou rusˇeny. V trˇet´ı kapitole se pr˚ubeˇzˇneˇ
dosta´va´me k prakticke´ cˇa´sti te´to pra´ce. Pro jej´ı sestaven´ı jsem detailneˇ prozkoumal sˇest
verˇejneˇ dostupny´ch rootkit˚u a provedl jsem analy´zu syste´movy´ch vola´n´ı i virtua´ln´ıho sou-
borove´ho syste´mu. Pro prˇehlednost jsem rozdeˇlil rootkity do za´kladn´ıch skupin. Krite´riem
tohoto deˇlen´ı byly metody, jaky´mi rootkity skry´vaj´ı prostrˇedky operacˇn´ıho syste´mu, cˇi adre-
sovy´ prostor, ve ktere´m se ko´d rootkitu nacha´z´ı. Nakonec jsem zde popsal verˇejneˇ dostupne´
rootkity, ktere´ byly pouzˇity v te´to pra´ci.
Ve cˇtvrte´ kapitole jsem popsal pa´r za´kladn´ıch poznatk˚u ohledneˇ vytva´rˇen´ı, spra´vy
a zava´deˇn´ı modul˚u pro ja´dro. Popsal jsem i rozd´ıly oproti uzˇivatelsky´m aplikac´ım, ktere´
by meˇl mı´t kazˇdy´ programa´tor jaderny´ch modul˚u na pameˇti. Pote´ uzˇ na´sledovala cˇisteˇ
prakticka´ kapitola veˇnuj´ıc´ı se detekci skryty´ch prostrˇedk˚u. V te´to kapitole jsem navrhl
sadu metod jaky´mi mohou by´t identifikova´ny skryte´ prostrˇedky. Zameˇrˇil jsem se prˇedevsˇ´ım
na detekci skryty´ch proces˚u, ktera´ nab´ızela nejv´ıce prostoru pro r˚uzne´ zkouma´n´ı a expe-
rimentova´n´ı. Implementoval jsem trˇi detektory skryty´ch proces˚u. Jeden beˇzˇ´ıc´ı kompletneˇ
v uzˇivatelske´m rezˇimu a dva vyuzˇ´ıvaj´ıc´ı pro detekci modul˚u ja´dra. Abych mohl zajistit
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komunikaci detektoru s teˇmito moduly, musel jsem prozkoumat, jake´ kana´ly pro tento typ
komunikace Linux nab´ız´ı, a naimplementovat jednoduchy´ protokol. Da´le jsem implemen-
toval detektor skryty´ch spojen´ı a popsal dva na´vrhy detekce skryty´ch soubor˚u. V sˇeste´
kapitole popisuje testova´n´ı detektoru a analyzuji vy´sledky teˇchto test˚u.
Vsˇechny kapitoly jsem se snazˇil podat srozumitelneˇ i pro neprˇ´ıliˇs zasveˇcene´ cˇtena´rˇe,
proto jsem je obohatil o sadu ilustracˇn´ıch obra´zk˚u. Vy´sledny´ detektor byl testova´n oproti
analyzovany´m rootkit˚um. Srovna´n´ı teˇchto rootkit˚u je doda´no v prˇ´ıloze spolecˇneˇ s uka´zkovy´mi
vy´stupy detektoru. Detektor jsem navrhl s ohledem na mozˇnosti budouc´ıho rozsˇ´ıˇren´ı. V pra´ci
lze pokracˇovat zarˇazova´n´ım novy´ch metod detekce. Lze implementovat neˇktere´ z uvedeny´ch
metod cˇi pokracˇovat v odhalova´n´ı novy´ch. Mohou by´t zarˇazeny detekce dalˇs´ıch prostrˇedk˚u
jako naprˇ´ıklad skryty´ch modul˚u cˇi text˚u ukryty´ch uvnitrˇ souboru. Nakonec by mohl by´t
program prˇetvorˇen do kompletn´ıho detektoru rootkit˚u, ktery´ by mohl by´t zarˇazen do anti-
virove´ho syste´mu.
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Kapitola 1
Operacˇn´ı syste´m
Tato u´vodn´ı kapitola se zameˇrˇuje na za´kladn´ımi pojmy teorie operacˇn´ıch syste´mu˚. Bu-
dou zde popsa´ny pojmy jako operacˇn´ı syste´m, jeho ja´dro a rezˇimy opra´vneˇn´ı. Na teˇchto
informac´ıch je postaven vy´klad zbyly´ch kapitol. Take jsou zde obsazˇeny informace o pr˚ubeˇhu
prova´deˇn´ı syste´movy´ch vola´n´ı, ktere´ jsou za´kladn´ı pro pochopen´ı funkce rootkit˚u.
1.1 Operacˇn´ı syste´m a jeho role
Nejdrˇ´ıve se sezna´mı´me s vy´pocˇetn´ım syste´mem. Vy´pocˇetn´ı syste´m se skla´da´ z uzˇivatel˚u,
aplikacˇn´ıch programu˚, operacˇn´ıho syste´mu1 a hardwarovy´ch komponent (obr. 1.1)[1]. Mu˚zˇe
zajiˇst’ovat sˇirokou sˇka´lu r˚uzny´ch operac´ı a funkc´ı od zobrazova´n´ı videi, komunikaci po inter-
netu azˇ po slozˇite´ simulace. Tyto mozˇnosti se mohou znacˇneˇ meˇnit cˇi rozsˇiˇrovat prˇida´va´n´ım
novy´ch programu˚ a hardwarovy´ch komponent. Uzˇivatele´ komunikuj´ı se zbytkem syste´mu
skrze uzˇivatelska´ rozhrann´ı aplikacˇn´ıch programu˚. Vesˇkera´ cˇinnost je nakonec vykona´na za
pomoc´ı hardwaru (procesor, pameˇt’, vstupneˇ/vy´stupn´ı zarˇ´ızen´ı aj.). Operacˇn´ı syste´m tento
hardware rˇ´ıd´ı a umozˇnˇuje jeho uzˇit´ı pro r˚uzne´ aplikace. Aplikace zase d´ıky funkci operacˇn´ıho
syste´mu nemusej´ı zna´t prˇesnou implementaci hardwaru ani detaily jeho komunikacˇn´ıho roz-
hrann´ı, a prˇesto jsou schopny vyuzˇ´ıvat jeho sluzˇeb.
Operacˇn´ı syste´m (zkra´ceneˇ OS) je softwerovou cˇa´st´ı vy´pocˇetn´ıho syste´mu, jenzˇ tvorˇ´ı
mezivrstvu mezi hardwarem a uzˇivatelsky´mi cˇi syste´movy´mi programy. Zat´ımco programu˚
mu˚zˇe soucˇasneˇ beˇzˇet cela´ rˇada, operacˇn´ı syste´m beˇzˇ´ı vzˇdy jen jeden. Dalo by se rˇ´ıci, zˇe je
za´kladnou na ktere´ stav´ı a ktere´ vyuzˇ´ıvaj´ı ostatn´ı aplikace2. Pln´ı dveˇ za´kladn´ı role [2]:
1. Rozsˇ´ıˇren´ı stroje – Poskytuje mnozˇinu operac´ı pomoc´ı ktery´ch lze komunikovat
s hardwarem na vysˇsˇ´ı u´rovni pomoc´ı prˇ´ıveˇtiveˇjˇs´ıho komunikacˇn´ıho rozhran´ı [2]. Apli-
kace tedy mohou vyuzˇ´ıvat r˚uzne´ typy hardwaru, anichzˇ by znali jejich prˇesnou im-
plementaci. Tv˚urci teˇchto aplikac´ı zase mohou vyuzˇ´ıvat standardizovane´ komunikacˇn´ı
rozhran´ı, cozˇ jim umozˇnˇuje psa´t jednodusˇsˇ´ı, cˇitelneˇjˇs´ı a prˇenositelneˇjˇs´ı programy.
2. Spra´vce zdroj˚u – V te´to roli OS prˇideˇluje vy´pocˇetn´ı prostrˇedky (procesor, pameˇt’,
vstupneˇ/vy´stupn´ı zarˇ´ızen´ı) a umozˇnˇuje jejich sd´ılen´ı co nejefektivneˇjˇs´ım zp˚usobem.
Za´rovenˇ zajiˇst’uje zabezpecˇen´ı prˇ´ıstupu a pra´ce s teˇmito komponentami.
1Rozsah pojmu operacˇn´ı syste´m nen´ı striktneˇ definova´n a v r˚uzny´ch literatura´ch se liˇs´ı. V neˇktery´ch je
cha´pa´n v uzˇsˇ´ım smyslu pouze jako ja´dro. V jiny´ch je tento pojem rozsˇ´ıˇreny´ i na vsˇechny syste´move´ programy.
V te´to pra´ci bude pouzˇita druha´ definice.
2V te´to pra´ci jsou pojmy aplikace a program zameˇnitelne´.
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Uživatel 1 Uživatel 2 Uživatel 3 Uživatel n
Aplikace
Operační systém
Hardware
Obra´zek 1.1: Vy´pocˇetn´ı syste´m
Mezi nejpouzˇ´ıvaneˇjˇs´ı soucˇasne´ operacˇn´ı syste´my patrˇ´ı Microsoft Windows, Mac OS X
a syste´my GNU/Linux [3]. GNU/Linux je sp´ıˇse rodinou operacˇn´ıch syste´mu˚ sd´ılej´ıc´ı stejne´
ja´dro (Linux). K dispozici je ve formeˇ distribuc´ı jako naprˇ.: Debian, Cent OS, Ubuntu,
Arch Linux a mnoho jiny´ch. Distribuce se snazˇ´ı by´t komplexn´ım a snadno pouzˇitelny´m
pocˇ´ıtacˇovy´m syste´mem. Obsahuj´ı tedy kromeˇ samotne´ho OS i uzˇivateli beˇzˇneˇ vyuzˇ´ıvany´
dodatecˇny´ software jako internetovy´ prohl´ızˇecˇ, textovy´ editor aj. Disponuj´ı rozsa´hly´mi
databa´zemi tohoto softwaru tzv. zdroji, jenzˇ umozˇnˇuj´ı jeho snadne´ z´ıska´va´n´ı naprˇ´ıklad
prostrˇednictv´ım Internetu.
1.2 Ja´dro operacˇn´ıho syste´mu
Operacˇn´ı syste´m je slozˇity´m a komplexn´ım programem. Skla´da´ se z mnoha komponent
zajiˇst’uj´ıc´ıch r˚uzne´ cˇa´sti jeho funkcionality. Za´kladn´ı a zrˇejmeˇ nejpodstatneˇjˇs´ı komponentou
je ja´dro. Ja´dro beˇzˇ´ı od zaveden´ı operacˇn´ıho syste´mu azˇ po jeho ukoncˇen´ı. V jeho pameˇt’ove´m
prostoru jsou ulozˇena vesˇkera´ data, pomoc´ı ktery´ch zajiˇst’uje ja´dro za´kladn´ı funkce nutne´
pro plneˇn´ı vy´sˇe uvedeny´ch rol´ı OS. Typicky´mi cˇinnostmi ktery´mi se ja´dro zaby´va´ jsou
naprˇ´ıklad spra´va prˇerusˇen´ı, proces˚u cˇi pameˇti. Nad ja´drem jsou pote´ vystaveˇny dalˇs´ı kom-
ponenty jako je okenn´ı manazˇer, jenzˇ poskytuje uzˇivatel˚um za´kladn´ı uzˇivatelske´ rozhran´ı
vykreslova´n´ım a rozmı´steˇn´ım oken, spra´vce sezen´ı aj.
1.2.1 Typy jader
Dle prˇ´ıstupu k implementaci mu˚zˇeme ja´dra rozdeˇlit do teˇchto za´kladn´ıch skupin [4]:
• Mikroja´dro – Pouze za´kladn´ı funkcionalita je implementova´na prˇ´ımo v ja´drˇe tzv.
mikroja´drˇe. Ostatn´ı funkcionalita je delegova´na do samostatny´ch proces˚u zvany´ch
servery, ktere´ komunikuj´ı s ja´drem skrze striktneˇ definovane´ komunikacˇn´ı rozhrann´ı
(naprˇ.: souborovy´ syste´m, spra´vce pameˇti, aj.). Vy´hodou tohoto prˇ´ıstupu je snadna´
rozsˇiˇritelnost ja´dra a mozˇnost meˇnit, spousˇteˇt cˇi zastavovat jeho d˚ulezˇite´ komponenty
za beˇhu syste´mu. Nevy´hodou tohoto prˇ´ıstupu je velmi cˇasta´ a na´rocˇna´ komunikace
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jednotlivy´ch server˚u mezi sebou cˇi s ja´drem, prˇi ktere´ mus´ı docha´zet k prˇep´ına´n´ı
kontextu.
• Monolyticka´ ja´dra – Vesˇkera´ funcionalita vcˇetneˇ podsyste´mu˚ je implementova´na
jako soucˇa´st ja´dra. Kazˇdy´ podsyste´m ma´ k dispozici prˇ´ıstup ke vsˇem ostatn´ım cˇa´stem
ja´dra. Dı´ky tomu, zˇe cely´ ko´d beˇzˇ´ı ve stejne´m adresove´m prostoru (v syste´move´m
rezˇimu), je cˇinnost ja´dra velmi efektivn´ı a prˇep´ına´n´ı kontextu minima´ln´ı. Proble´mem
tohoto prˇ´ıstupu mu˚zˇe by´t jeho nizˇsˇ´ı bezpecˇnost. Prˇi napaden´ı syste´mu stacˇ´ı u´tocˇn´ıkovi
nabourat jeho libovolnou cˇa´st a mu˚zˇe t´ım z´ıskat prˇ´ıstup k cele´mu ja´dru.
Pu˚vodneˇ byl cely´ ko´d ja´dra obsazˇen v jednom bal´ıcˇku. Ja´dro nemeˇlo zˇa´dnou vnitrˇn´ı
strukturu a vesˇkera´ cˇinnost prob´ıhala v jednom rezˇimu. Dokonce i uzˇivatelske´ procesy
byly spousˇteˇny jako podprogramy ja´dra. V literaturˇe je tento prˇ´ıstup uva´deˇn jako mo-
nolyticka´ ja´dra typu monitor. V dnesˇn´ı dobeˇ je veˇtsˇina monolyticky´ch jader vytva´rˇena
s modula´rn´ı strukturou. Funkcˇnost ja´dra je rozdeˇlena do jednotlivy´ch podsyste´mu˚ tzv.
ja´drovy´ch modul˚u, ktere´ spolu u´zce spolupracuj´ı. Tyto moduly beˇzˇ´ı v syste´move´m
rezˇimu, zat´ımco uzˇivatelske´ procesy v rezˇimu uzˇivatelske´m. Pro prˇechod mezi rezˇimi je
zavedeno striktn´ı rozhran´ı. Tento prˇ´ıstup prˇina´sˇ´ı vysˇsˇ´ı bezpecˇnost syste´mu a umozˇnˇuje
modifikaci ja´dra za beˇhu zava´deˇn´ım jednotlivy´ch modul˚u. Prˇ´ıkladem tohoto typu
ja´dra je Linux.
• Ostatn´ı – Existuj´ı i jine´ typy jader OS. Prˇ´ıkladem mohou by´t naprˇ´ıklad Hybridn´ı
ja´dra, jenzˇ se snazˇ´ı zkombinovat dobre´ vlastnosti prˇedchoz´ıch variant, Exoja´dra jenzˇ
veˇtsˇinu funkcionality prˇesouvaj´ı do uzˇivatelske´ho rezˇimu a poskytuj´ı jen velmi jedno-
duche´ rozhrann´ı pro komunikaci s ja´drem aj. Hybridn´ıch jader vyuzˇ´ıvaj´ı syste´my jako
Mac OS X cˇi Windows NT [5].
1.2.2 Ja´dro Linux
Linux je ja´drem operacˇn´ıho syste´mu GNU/Linux. Jde o monolyticke´ ja´dro s modula´rn´ı
strukturou. Prˇi manua´ln´ı instalaci ja´dra lze prˇi konfigurova´n´ı instalace nastavit jake´ moduly
chceme nainstalovat, prˇ´ıpadneˇ jakou funkcionalitu chceme zave´st prˇ´ımo do ja´dra a jakou
poskytnout skrze moduly (Loadable Kernel Module - LKM)[6]. Linux se vyvyj´ı pod GPL
licenc´ı3. Na jeho vy´voji se pod´ıl´ı vy´voja´rˇska´ komunita vcˇetneˇ Linuse Torvaldse jeho za-
kladatele. Tato dalo by se rˇ´ıc´ı cˇista´ ja´dra se nazy´vaj´ı vanilla ja´dra a jsou volneˇ k dispo-
zici prostrˇednictn´ım Internetu. Da´le je prˇeb´ıraj´ı tv˚urci jednotlivy´ch distribuc´ı, testuj´ı je,
prˇ´ıpadneˇ upravuj´ı a zarˇazuj´ı pote´ do svy´ch syste´mu˚.
Ru˚zne´ distribuce vyuzˇ´ıvaj´ı r˚uzne´ verze Linuxu. Aby byla zachova´na prˇehlednost jed-
notlivy´ch verz´ı, byl zaveden syste´m cˇ´ıslova´n´ı verz´ı ja´dra (obr. 1.2). Majoritn´ı spolu s mino-
ritn´ım cˇ´ıslem verze uda´vaj´ı se´rii ja´dra. Ta se meˇn´ı vzˇdy azˇ prˇi razantn´ıch zmeˇna´ch syste´mu.
Ostatn´ı se meˇn´ı s vyda´va´n´ım r˚uzny´ch aktualizac´ı a za´plat [6]. Neˇktere´ distribuce se snazˇ´ı
vyuzˇ´ıvat novy´ch trend˚u a instaluj´ı nove´ verze ja´dra. Jine´ jsou sp´ıˇse ortodoxn´ı a drzˇ´ı se
starsˇ´ıch stabiln´ıch a oveˇrˇeny´ch verz´ı.
1.3 U´rovneˇ opra´vneˇn´ı
Linux disponuje dveˇmy u´rovneˇmi opra´vneˇn´ı [1, 5]:
3V dobeˇ psan´ı pra´ce byla vyv´ıjena pod GPLv2 licenc´ı. Vı´ce na http://vanillaforums.org/docs/
license.
7
2.6.32.1
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Obra´zek 1.2: Cˇ´ıslova´n´ı verze ja´dra Linuxu
• Uzˇivatelsky´ rezˇim(neprivilegovany´ rezˇim) – Je rezˇim v neˇmzˇ beˇzˇ´ı uzˇivatelske´
procesy. V tomto rezˇimu ma´ proces k dispozici pouze uzˇivatelsky´ pameˇt’ovy´ prostor
a disponuje pouze omezenou sadou instrukc´ı.
• Rezˇim ja´dra(privilegovany´ cˇi syste´movy´ rezˇim) – V tomto rezˇimu je k dispozici
cely´ pameˇt’ovy´ prostor vcˇetneˇ pameˇt’ove´ho prostoru ja´dra a kompletn´ı instrukcˇn´ı sada.
Beˇzˇ´ı v neˇm ja´dro a jeho moduly.
Pokud se uzˇivatelsky´ proces pokus´ı prˇistoupit mimo sv˚uj pameˇt’ovy´ prostor cˇi bude cht´ıt
pouzˇ´ıt instrukci nepovolenou v jeho rezˇimu, bude tento stav zachycen operacˇn´ım syste´mem
a cˇinnost bude zaka´zana. Uzˇivatelske´ procesy ale velmi cˇasto potrˇebuj´ı pra´veˇ takove´ operace
prova´deˇt. Z tohoto d˚uvodu je umozˇneˇn prˇechod mezi jednotlivy´mi rezˇimy. Tento prˇechod
je prˇ´ısneˇ monitorova´n a je prova´deˇn skrze striktn´ı komunikacˇn´ı rozhran´ı. Tento prˇ´ıstup je
za´kladn´ım bezpecˇnostn´ım principem ktery´ nejen steˇzˇuje pra´ci potenciona´ln´ım u´tocˇn´ık˚um,
ale take´ chra´n´ı syste´m prˇed mozˇny´mi dopady chybneˇ napsany´ch uzˇivatelsky´ch aplikac´ı.
Provádění uživatelského procesu Vyvolání systémového volání Návrat ze systémového volání
Uživatelský prostor
Provedení systémového volání
Prostor jádra
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Obra´zek 1.3: Prˇechod mezi rezˇimy opra´vneˇn´ı
1.3.1 Prˇechod mezi rezˇimy opra´vneˇn´ı
Prˇechod mezi rezˇimy opra´vneˇn´ı je umozˇneˇn dveˇma zp˚usoby. Prvn´ı mozˇnost´ı je vyuzˇit´ı
rozhran´ı syste´movy´ch vola´n´ı. Kazˇde´ syste´move´ vola´n´ı ma´ sve´ identifikacˇn´ı cˇ´ıslo a na´vratovou
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hodnotu. Aplikace pozˇaduj´ıc´ı operaci k n´ızˇ beˇzˇneˇ nema´ opravneˇn´ı spust´ı syste´move´ vola´n´ı.
Dojde k prˇechodu z uzˇivatelske´ho rezˇimu do rezˇimu ja´dra. V neˇm se provedou funkce ja´dra
jenzˇ obslouzˇ´ı dane´ vola´n´ı. Po dokoncˇen´ı teˇchto funkc´ı se vra´t´ı rˇ´ızen´ı uzˇivatelske´ aplikaci do
mı´sta spusˇteˇn´ı syste´move´ho vola´n´ı a je navra´cena hodnota (obr. 1.3).
Aplikace veˇtsˇinou nespousˇt´ı syste´mova´ vola´n´ı prˇ´ımo, ale vyuzˇ´ıvaj´ı k tomu knihovny. Pro
vykona´n´ı dane´ operace vyuzˇij´ı knihovn´ı funkci. Ta v ra´mci sve´ho beˇhu mu˚zˇe vyvolat jedno
cˇi v´ıce syste´movy´ch vola´n´ı. Prˇebere jejich hodnoty, ktere´ mu˚zˇe da´le spracovat a vy´sledek
navrac´ı uzˇivatelske´ aplikaci. Tento princip usnadnˇuje psan´ı uzˇivatelsky´ch programu˚ [6].
Posledn´ı mozˇnost´ı jak vyvolat prˇechod mezi rezˇimi je vyuzˇit´ı prˇerusˇen´ı. Prˇerusˇen´ı slouzˇ´ı
prˇedevsˇ´ım pro komunikaci ja´dra s hardwarem. Hardwarove´ zarˇ´ızen´ı vyvola´ elektricky´ signa´l.
Ten prˇerusˇ´ı beˇh procesoru a spust´ı obsluzˇnou rutinu pro dane´ prˇerusˇen´ı. Prˇi tomto prˇerusˇen´ı
docha´z´ı k za´loze stavu syste´mu (registr˚u, za´sobn´ıku, atd.). Po dokoncˇen´ı prˇerusˇen´ı je stav
syste´mu obnoven a jeho beˇh mu˚zˇe pokracˇovat da´le.
Prˇerusˇen´ı se mohou vyskytovat synchronneˇ cˇi asynchronneˇ. Softwarova´ prˇerusˇen´ı (neˇkdy
nazy´vane´ vyj´ımky) vznikaj´ı synchronneˇ v procesoru jako na´sledek vykona´vane´ funkce (naprˇ.
deˇlen´ı nulou). Hardwarova´ prˇerusˇen´ı(prˇerusˇen´ı) vznikaj´ı asynchronneˇ a slouzˇ´ı prˇedevsˇ´ım
pro komunikaci s periferiemi(disk, s´ıt’, atd.). Neˇktera´ prˇerusˇen´ı lze po urcˇitou dobu za-
maskovat a ignorovat jejich prˇ´ıjem. Jina´ jsou nemaskovatelna´ a tato operace pro neˇ nen´ı
povolena [7, 5].
Jednotliva´ komunikacˇn´ı rozhrann´ı jsou zobrazena na obr. 1.4.
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Obra´zek 1.4: Ja´dro Linux jeho rozhran´ı a rezˇimy
Za beˇhu Linuxu se tedy kazˇdy´ procesor nacha´z´ı v jednom z teˇchto trˇ´ı stav˚u [6]:
• V uzˇivatelske´m rezˇimu vykona´va´ ko´d uzˇivatelske´ho procesu.
• V rezˇimu ja´dra vykona´va´ ko´d ja´dra ve prosbeˇch beˇzˇ´ıc´ıho procesu. Po spusˇteˇn´ı syste´mo-
ve´ho vola´n´ı a prˇechodu do rezˇimu ja´dra.
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• V rezˇimu ja´dra prˇi obsluze prˇerusˇen´ı. Zde nen´ı sprˇazˇen s zˇa´dny´m uzˇivatelsky´m pro-
cesem.
1.4 Implementace syste´movy´ch vola´n´ı
V Linuxu jsou syste´mova´ vola´n´ı realizovana´ jako softwarove´ prˇerusˇen´ı s identifikacˇn´ım
cˇ´ıslem 126 (0x80 hexa). Prˇi prova´deˇn´ı syste´movy´ch vola´n´ı se d˚ulezˇita´ data prˇeda´vaj´ı po-
moc´ı registr˚u. Du˚vodem je rychlost a take´ jednoduchost prˇ´ıstupu. Cely´ proces vykona´n´ı
syste´move´ho vola´n´ı je spusˇteˇn, kdyzˇ aplikace cˇi knihovna ulozˇ´ı do registru eax identifika´tor
syste´move´ho vola´n´ı a vyvola´ prˇerusˇen´ı prˇ´ıkazem int $0x80. V tabulce prˇerusˇen´ı se na-
lezne obsuha prˇerusˇen´ı system call (nalezne se odkaz na ni) a zacˇne se prova´deˇt jej´ı ko´d.
Nejdrˇ´ıve se ulozˇ´ı hodnota vsˇech registr˚u, cˇ´ımzˇ se uchova´ stav syste´mu v dobeˇ prˇerusˇen´ı
aplikace (tzv. kontext). Z registru eax se prˇecˇte cˇ´ıslo syste´move´ho vola´n´ı, otestuje se jeho
platnost a v tabulce syste´movy´ch vola´n´ı se zjist´ı odkaz na syste´movou funkci. Dojde k jej´ımu
vyvola´n´ı, prˇi neˇmzˇ jsou parametry prˇeda´va´ny v registrech ebx, ecx, edx, esi, edi. Po
skoncˇen´ı ulozˇ´ı syste´mova´ funkce na´vratovou hodnotu do registru eax a vra´t´ı rˇ´ızen´ı obsluzˇne´
rutineˇ. Ta obnov´ı kontext syste´mu a vra´t´ı rˇ´ızen´ı aplikaci. Celou cˇinnost zna´zornˇuje obr. 1.5.
Aplikace nebo knihovna
Obsluha přerušení
pro
system_call
(id volání v reg. eax)
0x80  system_call
          …
0x01  debug
0x00  divide_error
Tabulka přerušení
        ...
   2    sys_fork
   1    sys_exit
   0    sys_restart_syscall
Tabulka systémových volání
int 0x80
Systémová funkce
● Parametry v reg.: ebx, 
ecx, edx, esi, edi
● Vrací hodnotu v reg.: eax
idtr sys_call_table
(symbol)Registr
Obra´zek 1.5: Sche´ma proveden´ı syste´move´ho vola´n´ı
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Kapitola 2
Reprezentace a spra´va prostrˇedk˚u
C´ılem te´to kapitoly je obezna´mit cˇte´na´rˇe se za´kladn´ımi principy reprezentace a spra´vy
prostrˇedk˚u v prostrˇed´ı operacˇn´ıch syste´mu˚ GNU/Linux. Budou zde vysveˇtleny za´kladn´ı
principy, na ktery´ch stav´ı ostatn´ı kapitoly te´to pra´ce. Tyto informace jsou nezbytne´ prˇi
tvorbeˇ rootkit˚u a jejich detektor˚u.
2.1 Reprezentace a spra´va proces˚u
Tato kapitola pop´ıˇse zp˚usob jaky´m jsou reprezentova´ny a spravova´ny procesy uvnitrˇ
ja´dra operacˇn´ıho syste´mu. Budou zde popsa´ny i za´kladn´ı pojmy z te´to oblasti.
2.1.1 Za´kladn´ı pojmy
Nejdrˇ´ıve se sezna´mı´me se za´kladn´ımi pojmy souvisej´ıc´ımi se spra´vou proces˚u. S po-
jmem program jsme se jizˇ setkali v prˇedchoz´ı kapitole 1.1. Program je posloupnost instrukc´ı
ulozˇena´ v takove´ formeˇ, ktere´ je schopen rozumeˇt pocˇ´ıtacˇ. Aby mohl takovy´ program beˇzˇet,
mus´ı by´t jeho ko´d umı´steˇn v operacˇn´ı pameˇti pocˇ´ıtacˇe.
Proces je v podstateˇ beˇzˇ´ıc´ı program a s n´ım souvisej´ıc´ı dynamicke´ datove´ struktury
ulozˇene´ v pameˇt’ove´m prostoru ja´dra. Neplat´ı, zˇe by se k jednomu programu musel va´zat
vzˇdy jeden proces. Ve skutecˇnosti mu˚zˇe beˇzˇet v´ıce proces˚u vykona´vaj´ıc´ıch jeden a ten stejny´
program (naprˇ. v´ıcekra´t spust´ıme stejny´ textovy´ editor). Program take´ mu˚zˇe prˇi sve´m
beˇhu vyuzˇ´ıvat v´ıce proces˚u, cˇehozˇ se cˇasto vyuzˇ´ıva´, pokud program potrˇebuje vykonat v´ıce
cˇinnost´ı soucˇastneˇ1.
Beˇzˇne´ procesy vyuzˇ´ıvaj´ı za sve´ho beˇhu jedno vla´kno rˇ´ızen´ı. Jde o tzv. jednovla´knove´
procesy. S kazˇdy´m procesem souvis´ı zdroje jako naprˇ. ko´d ulozˇeny´ v pameˇti, globa´ln´ı
data, otevrˇene´ soubory, za´sobn´ık a registry. Pokud chce program soucˇasneˇ prove´deˇt v´ıce
cˇ´ınnost´ı, mus´ı vytvorˇit v´ıce jednovla´knovy´ch proces˚u. Modern´ı operacˇn´ı syste´my dispo-
nuj´ı prostrˇedky pro poskytova´n´ı tzv. v´ıcevla´knovy´ch proces˚u. Takove´ procesy obsahuj´ı v´ıce
vla´ken pro rˇ´ızen´ı sve´ho chodu. Kazˇde´ vla´kno beˇzˇ´ı samostatneˇ2, obsahuje sv˚uj vlastn´ı za´sobn´ık
cˇi sadu registr˚u. Sd´ıly´ ale stejny´ ko´d a neˇktere´ zdroje (naprˇ. globa´ln´ı data cˇi otevrˇene´ sou-
bory), cozˇ jim umozˇnˇuje mezi sebou velmi rychle komunikovat. Dı´ky sd´ılen´ı prostrˇedk˚u se
1Prˇ´ıkladem mu˚zˇe by´t server. Jeden proces nasloucha´ na urcˇite´m portu a pro obsluhu kazˇde´ho prˇipojen´ı
vytvorˇ´ı novy´ proces. Mu˚zˇe tedy soucˇasneˇ obsluhovat v´ıce pozˇadavk˚u i cˇekat na nova´ prˇipojen´ı.
2Neboli mu˚zˇe beˇzˇet v´ıce vla´ken soucˇasneˇ.
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Obra´zek 2.1: Deskriptor procesu a seznam task list
s vla´kny efektivneˇ manipuluje a sˇetrˇ´ı se pameˇt’ pocˇ´ıtacˇe. Proto jsou neˇkdy nazy´va´na od-
lehcˇene´ procesy. Linux je implementuje a zacha´z´ı s nimi stejneˇ jako s procesy. Rozd´ıl mezi
procesy s jedn´ım a v´ıce vla´kny je zobrazen na obr. 2.1 [1].
2.1.2 Reprezentace proces˚u
Za´kladn´ı datovou strukturou kazˇdeˇho procesu je struct task struct, ktera´ uchova´va´
vsˇechny potrˇebne´ informace o dane´m procesu. Tato struktura je nazy´va´na deskriptor pro-
cesu. Popisovacˇe vsˇech proces˚u ja´dro sdruzˇuje v obousmeˇrneˇ va´zane´m seznamu zvane´m
task list. Tyto za´kladn´ı struktury a jejich vztah lze videˇt na obr. 2.2. Popisovacˇ procesu je
pomeˇrneˇ rozsa´hlou strukturou obsahuj´ıc´ı velke´ mnozˇstv´ı informac´ı jako naprˇ´ıklad [4]:
• Za´kladn´ı informace nutne´ pro beˇh procesu. PID, signa´ly cˇekaj´ıc´ı na obsluhu, odkazy
na rodicˇe, priority procesu, jeho stav apod.
• Informace o alokovane´ virtua´ln´ı pameˇti a uzˇ´ıvane´ soubory (soubor s bina´rn´ım ko´dem,
informace souborove´ho syste´mu uzˇ´ıvany´ch soubor˚u).
• Data potrˇebna´ pro pla´nova´n´ı. Trˇ´ıdu pla´novacˇe a sched entity(viz kapitola 2.1.4),
r˚uzne´ statistiky atd.
• Opra´vneˇn´ı souboru, identifikacˇn´ı cˇ´ısla uzˇivatele a skupiny.
• Informace o vla´knech uzˇ´ıvany´ch procesem, data potrˇebna´ pro spolupra´ci s dalˇs´ımi
procesy aj.
Mnoho z teˇchto polozˇek nen´ı prˇ´ımo soucˇa´st´ı task struct, ale jsou uchova´ny v dalˇs´ıch
struktura´ch prova´zany´ch pomoc´ı odkaz˚u.
V drˇ´ıveˇjˇs´ıch verz´ıch Linuxu (pro architektury x86) byla struktura task struct ulozˇena
vzˇdy na konci ja´drove´ho za´sobn´ıku kazˇde´ho procesu. V dnesˇn´ı dobeˇ se na tomto mı´steˇ mı´sto
n´ı ukla´da´ struktura struct thread info, jenzˇ pote´ na task struct odkazuje. Prˇi progra-
mova´n´ı modul˚u ja´dra ma´me k dispozici vzˇdy prˇ´ıstup k polozˇce thread info aktua´ln´ıho
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task_struct 1 task_struct 2 task_struct 3 task_struct n
task_struct
unsigned long state;
int prio;
unsigned long policy;
struct task_struct *parent;
pid_t pid;
...
task list
Obsahuje
Deskriptor procesu
Obra´zek 2.2: Deskriptor procesu a seznam task list
procesu skrze funkci current thread info(). Pokud chceme z´ıskat deskriptor aktua´ln´ıho
procesu, je to mozˇne´ skrze prˇ´ıkaz current threat info()->task. Protozˇe je tato operace
cˇasto vyuzˇ´ıva´na, existuje pro ni makro current. Uka´zka popisovany´ch polozˇek a z´ıska´n´ı
prˇ´ıstupu k nim je zna´zorneˇna na obr. 2.3 [6].
2.1.3 Zˇivotn´ı cyklus procesu
Tvorba novy´ch proces˚u v Linuxu prob´ıha´ ve dvou kroc´ıch [6, 4]:
init
cronterminal firefox
cshbash
Obra´zek 2.4: Hiearchie proces˚u.
1. Vytvorˇen´ı identicke´ kopie aktua´ln´ıho
procesu – Je prova´deˇno pomoc´ı vola´n´ı funkce
fork(). Tato funkce alokuje potrˇebne´ da-
tove´ struktury jako ja´drovy´ za´sobn´ık procesu,
task struct a threat info. Jejich hodnoty
nastav´ı identicky k aktua´ln´ımu procesu. Na-
stav´ı se u´daje, jenzˇ mus´ı by´t jedinecˇne´ pro
kazˇdy´ proces jako pid. Duplikuj´ı cˇi sd´ıly´ se
zdroje (jako naprˇ. adresovy´ prostor procesu,
sd´ılene´ otevrˇene´ soubory, informace soubo-
rove´ho syste´mu apod.). Vla´kna tyto zdroje ty-
picky sd´ıly´, jinak jsou veˇtsˇinou porˇ´ızeny kopie
(viz copy-on-write da´le v kapitole). Nakonec je
proces spusˇteˇn.
2. Nahra´n´ı nove´ho ko´du a jeho spusˇteˇn´ı – Novy´ proces vola´ funkci exec(), cˇ´ımzˇ
do sve´ho pameˇt’ove´ho prostoru nahraje novy´ ko´d a spust´ı jeho prova´deˇn´ı.
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Nejvyšší adresa
Ukazatel zásobníku
(stack pointer)
Začátek zásobníku
thread_struct
S
m
ěr růstu zásobníku
Nejnižší adresa
Jádrový zásobník každého procesu
thread_info
struct task_struct    *task;
__u32                 flags;
__u32                 status;
...
Obsahuje
Odkazuje
task_struct
...
current_thread_info();
Získáme
current_thread_infor()->task;
Získáme
current; Získáme
Obra´zek 2.3: Za´kladn´ı struktury proces˚u a z´ıska´n´ı prˇ´ıstupu k nim.
Jak jde videˇt, novy´ proces vznika´ vzˇdy z jine´ho, jizˇ beˇzˇ´ıc´ıho procesu. T´ım vznika´ stro-
mova´ hiearchie rodicˇ–potomek, jenzˇ je zobrazena na obr. 2.4. Proces, ktery´ vytvorˇil novy´
proces, je nazy´va´n rodicˇ. Noveˇ vznikly´ proces potomek. Procesy vznikle´ ze stejne´ho procesu
jsou zva´ny sourozenci. Na vrcholu hiearchie stoj´ı proces init, jenzˇ je spusˇteˇn jizˇ beˇhem
zava´deˇn´ı operacˇn´ıho syste´mu [4].
Tradicˇneˇ jsou po vola´n´ı fork() vsˇechny zdroje rodicˇe duplikova´ny a jejich kopie je
prˇeda´na potomkovi. Cˇasto je po te´to operaci okamzˇiteˇ vola´n exec(). V takove´m prˇ´ıpadeˇ
docha´z´ı ke zbytecˇne´ kopii dat rodicˇe, ktere´ jsou ihned prˇepsa´ny. Tento proble´m se rˇesˇ´ı
pomoc´ı prˇ´ıstup copy-on-write. Data nejsou potomkovi kop´ırova´na, ale pouze nazd´ılena v
rezˇimu pro cˇten´ı. Ke kopii docha´z´ı azˇ tehdy, kdyzˇ potomek zasˇle prˇ´ıkaz pro za´pis do je-
jich oblasti. Pokud je tedy okamzˇiteˇ po fork() vola´n exec(), nedocha´z´ı ke zbytecˇne´mu
kop´ırova´n´ı dat, ale jsou ihned nahra´na nova´. Te´to technologii nepodle´ha´ tabulka stra´nek
a deskriptor procesu, ktery´ je duplikova´n vzˇdy [6].
Za sve´ho zˇivota proces procha´z´ı r˚uzny´mi stavy zna´zorneˇny´mi na obr. 2.5 [6]:
• RUNNING – Proces je spusˇteˇn a beˇzˇ´ı, nebo cˇeka´ ve fronteˇ, nezˇ mu bude prˇideˇlen
procesor.
• INTERRUPTIBLE – Proces je uspa´n a cˇeka´ na vy´skyt urcˇite´ uda´losti cˇi na prˇ´ıjem
signa´lu.
• UNINTERRUPTIBLE – Proces je uspa´n a probud´ı se pouze prˇi vy´skytu specificke´
uda´losti (signa´l jej neprobud´ı).
Proces je ukoncˇen zavola´n´ım syste´move´ho vola´n´ı exit(), prˇijet´ım signa´lu cˇi vyj´ımky,
jenzˇ nelze obslouzˇit cˇi ignorovat. Nastav´ı se do zvla´sˇtn´ıho stavu ZOMBIE, v neˇmzˇ cˇeka´,
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RUNNING
(připravený ale
ještě neběží)
RUNNING
(běžící)
INTERRUPTABLE
nebo
UNINTERRUPTIBLE
(čekající)
Vytvoření
nového procesu Proces je zrušen
fork()
schedule()
nebo
context_switch()
schedule()
(přepnut kvůli 
procesu
s vyšší prioritou)
do_exit()
Proces je uspán a čeká
na specifickou událost
Nastala událost 
a proces je probuzen
Obra´zek 2.5: Stavy procesu.
nezˇ rodicˇ prˇijme jeho na´vratovy´ ko´d. Pokud je rodicˇ ukoncˇen drˇ´ıv nezˇ potomek, je novy´m
rodicˇem automaticky proces init. Potom jsou odstraneˇny vsˇechny nesd´ılene´ datove´ polozˇky
a uvolneˇno pid procesu [6].
2.1.4 Pla´nova´n´ı proces˚u
Aby mohl proces vykona´vat sv˚uj ko´d, mus´ı mu by´t prˇideˇlen procesor. V dnesˇn´ıch
syste´mech je cˇaste´, zˇe beˇzˇ´ı v´ıce proces˚u soucˇasneˇ. Tomuto principu se rˇ´ıka´ multitasking.
Procesy cˇi vla´kna se mus´ı o procesor deˇlit neboli mus´ı sd´ılet cˇas procesoru. Odebra´n´ı pro-
cesoru jednomu procesu a prˇideˇlen´ı druhe´mu se nazy´va´ prˇepnut´ı kontextu. Tuto cˇinnost
rˇ´ıd´ı pla´novacˇ na za´kladeˇ sve´ho pla´novac´ıho algoritmu. Pla´novacˇ zacha´z´ı s procesy a vla´kny
stejny´m zp˚usobem. Proto se neˇkdy souhrneˇ nazy´vaj´ı termı´nem u´loha 3.
Z hlediska zp˚usobu, jaky´m je soubeˇzˇne´ho prova´deˇn´ı u´loh dosazˇeno, deˇl´ıme multitasking
do dvou skupin [6]:
• Kooperativn´ı multitasking – Procesu nen´ı odebra´n procesor dokud se k tomu sa´m
nerozhodne. Cˇinnosti, kdy se proces sa´m vzda´ procesoru se rˇ´ıka´ yielding. V dnesˇn´ı
dobeˇ se te´meˇrˇ nepouzˇ´ıva´. Vyuzˇ´ıvali jej drˇ´ıveˇjˇs´ı verze Windows cˇi Mac OS.
• Preemptivn´ı multitasking – Pla´novacˇ rozhoduje, kdy bude procesu odebra´n pro-
cesor. Aktu nedobrovolne´ho odebra´n´ı procesoru a prˇiˇrazen´ı jej nove´mu procesu se
rˇ´ıka´ preempce. Doba po ktere´ dojde k preempci se nazy´va´ timeslice. Tohoto prˇ´ıstupu
vyuzˇ´ıva´ Linux i veˇtsˇina modern´ıch operacˇn´ıch syste´mu˚.
Pro kazˇdy´ proces je vy´hodny´ jiny´ zp˚usob prˇideˇlova´n´ı procesoru. Proto se procesy cˇasto
rozdeˇluj´ı do na´sleduj´ıc´ıch kategori´ı [7].
3Pro popis pla´nova´n´ı budu v te´to kapitole vyuzˇ´ıvat sp´ıˇse pojmu proces, ktery´ bude ve skutecˇnosti repre-
zentovat jak procesy tak vla´kna – tedy u´lohy.
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• I/O-bound – Tra´v´ı spoustu cˇasu cˇeka´n´ım na dokoncˇen´ı vstupneˇ/vy´stupn´ı operace
(naprˇ. stisk kla´vesy uzˇivatelem). Pokud by jim byl prˇideˇlova´n procesor prˇ´ıliˇs cˇasto,
tra´vil by spoustu sve´ho cˇasu cˇeka´n´ım. Na druhou stranu je u teˇchto proces˚u potrˇeba
okamzˇite´ interakce. Prˇ´ıkladem mu˚zˇe by´t textovy´ editor.
• CPU-bound (processor-bound) – Prova´d´ı slozˇite´ algoritmy a vy´pocˇty na ktere´
potrˇebuj´ı spoustu cˇasu procesoru (naprˇ. dekode´r videa).
Nejedna´ se vsˇak o prˇ´ıliˇs striktn´ı zp˚usob deˇlen´ı. Mnohe´ procesy projevuj´ı chova´n´ı z obou
dvou skupin soucˇasneˇ nebo v urcˇity´ch cˇa´stech sve´ho beˇhu se chovaj´ı jako I/O-bound
a v jiny´ch jako CPU-bound. Tento zp˚usob deˇlen´ı poukazuje sp´ıˇse na kriteria, ktere´ mus´ı
by´t v pla´novac´ım algoritmu zohledneˇna.
Nejjednoduzˇsˇ´ı principy pla´novac´ıch algoritmu˚ jsou zalozˇeny na udeˇlova´n´ı priorit pro-
ces˚um. Proces s vysˇsˇ´ı prioritou dosta´va´ prˇednost prˇed procesy s nizˇsˇ´ı prioritou. Procesy
mohou by´t vyb´ıra´ny na za´kladeˇ dvou pla´novac´ıch algoritmu˚:
• FCFS(First Come, First Serve) – Procesy se rˇad´ı ve FIFO fronta´ch4. Prˇi spusˇteˇn´ı
se procesy rˇad´ı na konec fronty. Prˇi prˇep´ına´n´ı kontextu je spusˇteˇn proces ze zacˇa´tku
fronty. Tento proces beˇzˇ´ı dokud se sa´m nevzda´ procesoru nebo dokud nezacˇneˇ cˇekat
na uda´lost.
• Round-robin – Princip je podobny´ FCFS, akora´t je jesˇteˇ vyuzˇ´ıva´n timeslace. Po
jeho uplynut´ı tedy dojde k preempci.
Prˇi realizova´n´ı priorit dosta´vaj´ı procesy s vysˇsˇ´ı prioritou ve fronta´ch prˇednost prˇed
procesy s nizˇsˇ´ı prioritou. Druhou a cˇasteˇjˇs´ı mozˇnost´ı je vyuzˇ´ıva´n´ı pol´ı front. Kazˇda´ fronta
ma´ jinou prioritu, ktera´ odpov´ıda´ priorita´m proces˚u, ktere´ se do n´ı chteˇj´ı zarˇadit. Pla´novacˇ
procha´z´ı fronty dle jejich priorit a zastav´ı se u prvn´ı zaplneˇne´ fronty.
Linux vyuzˇ´ıva´ dvou typ˚u priorit. Beˇzˇne´ procesy vyuzˇ´ıvaj´ı hodnoty nice, ktera´ je z rosahu
od -20 do 19. Cˇ´ım nizˇsˇ´ı hodnota nice t´ım vysˇsˇ´ı je priorita procesu. Druhy´m typem je
real-time priorita, jenzˇ vyuzˇ´ıva´ rozsahu od 0 do 99 kde vysˇsˇ´ı hodnoteˇ odpov´ıda´ vysˇsˇ´ı priorita
procesu. Procesy jenzˇ tento typ priorit vyuzˇ´ıvaj´ı se nazy´vaj´ı real-time procesy5 a vsˇechny
maj´ı automaticky vysˇsˇ´ı prioritu nezˇ beˇzˇne´ procesy [6].
Od verze Linuxu 2.6.32 byl do ja´dra zarˇazen pla´novacˇ CFS (Completely Fair Scheduler).
Ten odstranil pole front a mı´sto nich ukla´da´ procesy do struktury red-black tree(rbtree). Jde
o vyva´zˇeny´ bina´rn´ı strom, ktery´ ukla´da´ sve´ uzly na za´kladeˇ hodnoty kl´ıcˇe. Kl´ıcˇem je hod-
nota vruntime(Virtual Runtime). Ta se pocˇ´ıta´ na za´kladeˇ doby beˇhu dane´ho procesu
vyva´zˇenou pocˇtem beˇzˇ´ıc´ıch proces˚u. Jakmile ma´ doj´ıt k prˇepnut´ı kontextu, prˇiˇrad´ı se pro-
cesor procesu s nejnizˇsˇ´ı hodnotou vruntime, cozˇ je nejleveˇjˇs´ı uzel stromu. Jak lze videˇt,
CFS nevyuzˇ´ıva´ prˇ´ımo priorit. Priority ovlivnˇuj´ı na´r˚ust hodnoty vruntime. Procesy s vy´sˇsˇ´ı
prioritou zvysˇuj´ı vruntime pomaleji, s nizˇsˇ´ı prioritou cˇasteˇji [6].
Pla´novacˇ v Linuxu je modula´rn´ı cˇehozˇ je dosahova´no na za´kladeˇ trˇ´ıd pla´novacˇ˚u. Kazˇda´
trˇ´ıda pla´novacˇe vyuzˇ´ıva´ jine´ho algoritmu pla´nova´n´ı a ma´ jinou prioritu. Hlavn´ı pla´novacˇ
4FIFO(First In First Out) – Procesy jsou rˇazeny ve fronteˇ v porˇad´ı, v jake´m do n´ı vstupuj´ı. Z jednoho
konce do fronty vstupuj´ı, z druhe´ho konce jsou vyb´ıra´ny
5Real-time procesy nejsou beˇzˇneˇ prˇ´ıliˇs vyuzˇ´ıva´ny. Vyuzˇ´ıva´ se jich sp´ıˇse ve vestaveˇny´ch syste´mech, robotice
atd.
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iteruje nad vsˇemi trˇ´ıdami pla´novacˇ˚u v porˇad´ı dle jejich priorit. Prvn´ı trˇ´ıda, jenzˇ ma´ proces
prˇipraveny´ k beˇhu je spusˇteˇna. CFS naprˇ´ıklad obsluhuje beˇzˇne´ procesy. Real-time procesy
jsou obvykle obsluhova´ny trˇ´ıdami pla´novacˇ˚u pracuj´ıc´ıch na principu algoritmu˚ FCFS cˇi
round-robin, jenzˇ maj´ı vysˇsˇ´ı prioritu [6].
2.2 Reprezentace a spra´va soubor˚u
V te´to cˇa´sti pra´ce budou vysveˇtleny pojmy z oblasti reprezentace a spra´vy soubor˚u.
Zvla´sˇtn´ı pozornost bude veˇnova´na virtua´ln´ımu souborove´mu syste´mu.
2.2.1 Za´kladn´ı pojmy
Za beˇhu mu˚zˇe aplikace uchova´vat data ve sve´m pameˇt’ove´m prostoru. Velikost tohoto
prostoru je vsˇak znacˇneˇ omezena´. Nav´ıc po ukoncˇen´ı aplikace jsou data ztracena. Tyto
proble´my jsou rˇesˇeny pomoc´ı souborove´ho syste´mu. Soubory´ syste´m umozˇnˇuje permanentn´ı
uchova´n´ı dat na disku cˇi jine´m me´diu. Soubor je nejmensˇ´ı jednotkou, jenzˇ mu˚zˇe by´t na
teˇchto nosicˇ´ıch ulozˇena. V dnesˇn´ı dobeˇ je na disk beˇzˇneˇ ukla´da´no velke´ mnozˇstv´ı soubor˚u.
Aby se mezi nimi zachoval prˇehled, byl zaveden syste´m adresa´rˇ˚u. Adresa´rˇ (slozˇka) je entita,
ktera´ umozˇnˇuje uchova´vat jednotlive´ soubory nebo jine´ adresa´rˇe. T´ım vznika´ hiearchie
adresa´rˇ˚u a soubor˚u zna´zorneˇna na obr. 2.6 [2]. Souborovy´ syste´m seskupuje vsˇechny soubory
a adresa´rˇe. Umozˇnˇuje jejich vytva´rˇen´ı, maza´n´ı, modifikaci a jine´ operace.
/
binhome dev
peparadek
soubor.txt
Kořenový
adresář
Cesta k souboru:
/home/radek/soubor.txt
Obra´zek 2.6: Hiearchie soubor˚u a cesta k souboru.
V Linuxu je adresa´rˇ implementova´n jako specia´ln´ı typ souboru. Korˇenem stromove´
hiearchie je specia´ln´ı adresa´rˇ
”
/“. Kazˇdy´ adresa´rˇ lze identifikovat na za´kladeˇ cesty. Ta
odpov´ıda´ cesteˇ od korˇenove´ho adresa´rˇe k c´ılove´mu adresa´rˇi cˇi souboru. Jednotlive´ uzly jsou
oddeˇleny znakem
”
/“ (viz obr. 2.6).
2.2.2 Virtua´ln´ı souborovy´ syste´m
Virtua´ln´ı souborovy´ syste´m (Virtual Filesystem – VFS) je podsyste´mem ja´dra, ktery´
tvorˇ´ı mezivrstvu mezi uzˇivatelsky´mi procesy a implementac´ı souborove´ho syste´mu (obr. 2.7).
Poskytuje jednotne´ rozhran´ı syste´movy´ch vola´n´ı, pomoc´ı ktery´ch mohou tyto procesy ko-
munikovat s r˚uzny´mi typy souborovy´ch syste´mu˚ ulozˇeny´ch na r˚uzny´ch medi´ıch [4].
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Aplikace Aplikace Aplikace
Standardní knihovna (libc)
Virtuální souborový systém (VFS)
Uživatelský
prostor
Prostor 
jádra
Rozhranní
systémových
volání
Ext3 Reiserfs Ext2
Obra´zek 2.7: Pozice virtua´ln´ıho souborove´ho syste´mu.
Souborove´ syste´my mu˚zˇeme rozdeˇlit do dvou za´kladn´ıch skupin [4]:
• Diskove´ – Klasicke´ souborove´ syste´my ulozˇene´ na pevny´ch disc´ıch pocˇ´ıtacˇe cˇi na
r˚uzny´ch prˇenosny´ch medi´ıch (CD, DVD, flash disk, aj.). Prˇ´ıkladem jsou souborove´
syste´my NTFS, ext4, FAT32, ISO 9660 aj.
• S´ıt’ove´ – Umozˇnˇuj´ı prˇ´ıstup k dat˚um ulozˇeny´ch na jine´m zarˇ´ızen´ı skrze pocˇ´ıtacˇovou
s´ıt’. Patrˇ´ı mezi neˇ NFS, SMB a dalˇs´ı.
• Specia´ln´ı – Virtua´ln´ı syste´my, vytvorˇene´ v ja´drˇe, ktere´ poskytuj´ı jednoduche´ ko-
munikacˇn´ı rozhran´ı aplikac´ım cˇi uzˇivatel˚um. Do te´to skupiny patrˇ´ı naprˇ. sysfs cˇi
procfs.
2.2.3 Reprezentace VFS
VFS je implementova´n pomoc´ı objektoveˇ orientovane´ho prˇ´ıstupu. Jednotlive´ objekty
jsou reprezentova´ny pomoc´ı dvou za´kladn´ıch struktur. Prvn´ı uchova´va´ cˇlenska´ data ob-
jektu. Jeho metody jsou ulozˇene´ ve zvla´sˇtn´ı strukturˇe, na kterou datova´ struktura odka-
zuje. Struktura s metodami je nazy´va´na tabulka operac´ı a obsahuje ukazatele na jednotlive´
funkce (viz obr. 2.8).
file
…
struct file_operations   *f_op;
...
file_operations
…
int(*open) (struct inode *, struct file *);
ssize_t (*read) (...);
size_t (*write) (...);
...
int open (struct inode *i, struct file *f)
{
...
}
Obra´zek 2.8: Implementace objektove´ho prˇ´ıstupu.
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VFS tvorˇ´ı na´sleduj´ıc´ı za´kladn´ı sada objekt˚u [6]:
• Superblock – Reprezentuje konkre´tn´ı souborovy´ syste´m. Odpov´ıda´ superbloku sou-
borove´ho syste´mu (kontroln´ımu bloku), ktery´ by´va´ uchova´n na specia´ln´ım sektoru
disku. Pro jine´ nezˇ diskove´ souborove´ syste´my (naprˇ. specia´ln´ı souborove´ syste´my -
procfs) je superblok generova´n a ulozˇen v pameˇti. Realizuje jej struktura super block.
Uchova´va´ informace jako naprˇ. typ souborove´ho syste´mu, prˇ´ıpojny´ bod, maxima´ln´ı
velikost souboru, bezpecˇnostn´ı informace aj. Jeho tabulka operac´ı super operations
poskytuje funkce pro prˇipojen´ı cˇi odpojen´ı souborove´ho syste´mu, jeho zmrazen´ı cˇi
jine´. Objekt vznika´ prˇi prˇipojen´ı souborove´ho syste´mu a zanika´ prˇi jeho odpojen´ı.
• Inode – Obsahuje vesˇkere´ metainformace, ktere´ ja´dro potrˇebuje k manipulaci se sou-
borem. Unixove´ souborove´ syste´my oddeˇluj´ı soubory a jejich metainformace, ktere´
ukla´da´ jako inody (iuzly) na disku. Jine´ souborove´ syste´my uchova´vaj´ı tyto informace
jako soucˇa´st souboru cˇi ve specia´ln´ı databa´zi na disku. Objekt reprezentuje struk-
tura inode. Obsahuje informace jako jsou id vlastn´ıka souboru a skupiny, velikost
souboru, cˇasove´ u´daje (doba prˇ´ıstupu, posledn´ı zmeˇny) aj. Skrze tabulku operac´ı
inode operations poskytuje funkce k vytva´rˇen´ı a rusˇen´ı pevny´ch cˇi symbolicky´ch
odkaz˚u, umozˇnˇuje pracovat s adresa´rˇi nebo meˇnit opra´vneˇn´ı prˇ´ıslusˇne´ho souboru
a mnoho dalˇs´ıch. Ke kazˇde´mu souboru, s n´ımzˇ se pracuje, je va´za´n pra´veˇ jeden objekt
inode.
• File – Reprezentuje soubor otevrˇeny´ procesem. Jeden fyzicky´ soubor mu˚zˇe by´t otevrˇen
v´ıce procesy. V takove´m prˇ´ıpadeˇ vznika´ s kazˇdy´m otevrˇen´ım novy´ objekt file. Po
uzavrˇen´ı souboru objekt zanika´. Objekt reprezentuje struktura file. Obsahuje in-
formace o aktua´ln´ı pozici v souboru, rezˇimu otevrˇen´ı, opra´vneˇn´ı aj. Tabulka operac´ı
file operations obsahuje veˇtsˇinu zna´my´ch funkc´ı jako otevrˇen´ı a zavrˇen´ı souboru,
cˇten´ı, za´pis, nastaven´ı pozice v souboru aj.
• Dentry – Na´zev je zkratkou pojmu Directory Entry Cache (mezipameˇt’ polozˇek ad-
resa´rˇe). Objekt kontroluje, zda je cesta validn´ı a procha´z´ı jej´ı jednotlive´ polozˇky.
Umozˇnˇuje na za´kladeˇ te´to cesty vyhledat prˇ´ıslusˇny´ objekt inode. Tato vyhleda´va´n´ı si
uchova´va´ v mezipameˇti pro pozdeˇjˇs´ı vyuzˇit´ı. Objekt je reprezentova´n skrze strukturu
dentry a tabulku operac´ı dentry operations. Vznika´ jakmile je potrˇeba vyhodnotit
cestu, ktera´ prozat´ım nen´ı v mezipameˇti ulozˇena.
Objekt dentry jako jediny´ nesouvis´ı s konkre´tn´ımi daty ulozˇeny´mi na disku. Superblok,
iuzly cˇi soubory jsou vzˇdy ulozˇeny permanentneˇ na disku, ale jim odpov´ıdaj´ıc´ı objekty se
vytva´rˇ´ı v pameˇti pocˇ´ıtacˇe azˇ za uvedeny´ch situac´ı. Pro kazˇdy´ soubor, s n´ımzˇ pracuje r˚uzny´
pocˇet proces˚u, je vytvorˇen vzˇdy jen jeden objekt inode. Narozd´ıl od objektu file, ktery´ se
vytvorˇ´ı s kazˇdy´m otevrˇen´ım souboru novy´.
Vy´sˇe popsane´ objekty nejsou jedine´, ktere´ ja´dro potrˇebuje prˇi pra´ci s VFS. Pro ulozˇen´ı
informac´ı o mozˇnostech a schopnostech konkre´tn´ıho souborove´ho syste´mu (naprˇ. ext4 nebo
UDE) vyuzˇ´ıva´ strukturu file system type. Pro kazˇdy´ typ souborove´ho syste´mu existuje
pra´veˇ jedna instance dane´ struktury bez ohledu na to, kolikra´t je ulozˇiˇsteˇ s dany´m sou-
borovy´m syste´mem prˇipojeno. S kazˇdy´m prˇipojen´ım ale vznika´ struktura vfsmount, ktera´
poskytuje informace o dane´m prˇ´ıpojne´m bodu.
S procesy jsou va´za´ny trˇi datove´ struktury vztahuj´ıc´ı se k VFS. Prvn´ı je files struct,
ktera´ uchova´va´ deskriptory otevrˇeny´ch soubor˚u a pomoc´ı nich prˇistupuje k objekt˚um
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file. Take´ zajiˇst’uje aby si proces neotevrˇel v´ıce soubor˚u nezˇ je povoleny´ limit. Druhou je
fs struct, ktera´ sdruzˇuje informace o souborove´m syste´mu, ktera´ jsou pro proces potrˇebna´
(naprˇ. korˇenovy´ nebo pracovn´ı adresa´rˇ). Posledn´ı je mnt namespace. Ta mu˚zˇe poskytovat
kazˇde´mu procesu unika´tn´ı pohled na celou hiearchii prˇipojene´ho souborove´ho syste´mu. Kla-
sicke´ procesy si vytva´rˇ´ı vlastn´ı struktury file struct a fs struct. Vla´kna tyto struktury
typicky sd´ıly´. Naopak struktura mnt namespace je typicky vsˇemi procesy a vla´kny sd´ılena.
Nova´ se vytva´rˇ´ı pouze pokud si o ni proces prˇi vytva´rˇen´ı zazˇa´da´.
Nejd˚ulezˇiteˇjˇs´ı datove´ struktury a jejich prova´za´n´ı je zna´zorneˇno na obr. 2.9.
super_block
…
unsigned char            s_dirt;
struct file_system_type  s_type;
struct super_operations *s_op;
struct list_head         s_inodes;
struct list_head         s_files;
...
Seznam superbloků
inode
…
struct list_head         i_sb_list;
struct list head         i_dentry;
unsigned long            i_ino;
struct inode_operations *i_op;
struct file_operations  *i_fop;
...
Seznam inodů
inode_operations
dentry_operations
super_operations
file_operations
file
…
struct file_operations   *f_op;
struct path     f_path;
...
Seznam souborů
dentry
…
struct inode             *d_inode;
struct qstr           d_name;
struct dentry_operations *d_op;
...
Seznam položek dentry
task_struct
…
struct files_struct   *files;
struct fs_struct      *fs;
...
files_struct
…
struct files   *fd_array[];
...
fd_array[NR_OPEN_DEFAULT]
(pole otevřených souborů
 daného procesu)
fs_struct
...
f_path.dentry
Obra´zek 2.9: Implementace virtua´ln´ıho souborove´ho syste´mu
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2.3 Reprezentace a spra´va s´ıt’ovy´ch spojen´ı
C´ılem te´to kapitoly je sezna´mit cˇtena´rˇe se za´kladn´ımi pojmy s´ıt’ovy´ch spojen´ı. Jelikozˇ
je tento obor velmi rozsa´hly´, budou zde vysveˇtleny pouze pojmy nutne´ pro pochopen´ı zbyle´
cˇa´sti pra´ce.
2.3.1 Za´kladn´ı pojmy
Pro realizaci s´ıt’ove´ komunikaci je zapotrˇeb´ı velmi rozsa´hle infrastruktury, skla´daj´ıc´ı se
z mnoha zarˇ´ızen´ı, protokol˚u a aplikac´ı. Pro zjednodusˇen´ı jej´ıho popisu se zava´deˇj´ı vrstvove´
modely zna´zorneˇne´ na obr. 2.10:
Fyzická
Linková
Síťová
Transportní
Relační
Aplikační
Prezentační
OSI model
Vrstva síťového
rozhraní
Internetová
Transportní
Aplikační
Ethernet,
Token Ring,
...
IPv4,
IPv6
TCP,
UDP,
...
HTTP,
FTP,
XMPP,
RIP,
...
TCP/IP model
Rozhraní
soketů
Uživatelský
proces
Jádro
Síťová karta
a
její ovladač
Obra´zek 2.10: Vrstvove´ modely
OSI model je sp´ıˇse referencˇn´ım modelem, kdezˇto na TCP/IP modelu je v podstateˇ
vystaveˇn cely´ Internet. Na obra´zku 2.10 jsou zna´zorneˇny jednotlive´ vrstvy teˇchto model˚u
a neˇktere´ protokoly, ktere´ na nich mohou pracovat. Z pohledu te´to pra´ce je zaj´ımave´, zˇe
v ja´drˇe operacˇn´ıho syste´mu je implementova´na funkcionalita vrstvy transportn´ı a interne-
tove´. Do detail˚u te´to implementace zab´ıhat nebudeme, sp´ıˇse se zameˇrˇ´ıme na uzˇivatelsky´
pohled na s´ıt’ove´ komunikace, ktery´ je d˚ulezˇity´ pro tvorbu rootkit˚u a jejich detektor˚u.
Prˇi vytva´rˇen´ı s´ıt’ove´ aplikace v GNU/Linux se vyuzˇ´ıva´ rozhran´ı BSD Sockets (da´le so-
kety), zna´zorneˇne´ na obr. 2.10. Kazˇda´ strana, ktera´ chce po s´ıti komunikovat mus´ı vytvorˇit
jeden takovy´ soket. Skrze neˇ je pote´ komunikace zprostrˇedkova´na. Kazˇdy´ soket je jedno-
znacˇneˇ identifikova´n pomoc´ı IP adresy a cˇ´ısla portu. IP adresa jednoznacˇneˇ identifikuje
pocˇ´ıtacˇ v s´ıti6. V dnesˇn´ı dobeˇ se vyuzˇ´ıvaj´ı IPv4 cˇi IPv6 adresy. Cˇ´ıslo portu identifikuje
konkre´tn´ı aplikaci cˇi sluzˇbu beˇzˇ´ıc´ı na dane´m pocˇ´ıtacˇi. Rozsah cˇ´ısel port˚u je pevneˇ da´n od 0
do 65535. Porty od 0 do 1023 jsou tzv. well known ports, ktere´ jsou rezervovane´ pro zna´me´
sluzˇby. Port od 1024 do 49151 jsou registrovane´, zbyle´ se nazy´vaj´ı dynamicke´. O spra´vu
6Respektive identifikuje rozhran´ı pocˇ´ıtacˇe. Pocˇ´ıtacˇ mu˚zˇe mı´t naprˇ. v´ıce s´ıt’ovy´ch karet. Kazˇde´ pote´ bude
prˇiˇrazeno jine´ s´ıt’ove´ rozhran´ı a jina´ IP adresa.
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cˇ´ısel port˚u se stara´ organizace ICANN. Nen´ı mozˇne´, aby na jedne´ stanici beˇzˇelo v´ıce sluzˇeb
na stejne´m portu. Kazˇde´ spojen´ı je identifikovane´ mı´stn´ı adresou a portem (loka´ln´ı soket),
vzda´lenou adresou a portem (vzda´leny´ soket) a veˇtsˇinou i typem protokolu transportn´ı
vrstvy (nejcˇasteˇji TCP cˇi UDP). Sokety se daj´ı vyuzˇ´ıt i prˇi loka´ln´ı komunikaci mezi pro-
cesy cˇi s ja´drem. T´ımto typem se ale zde nebudeme zaby´vat. Zna´zorneˇn´ı komunikace pomoc´ı
soket˚u s uka´zkou adres mu˚zˇete videt na obr. 2.11. Obra´zek zna´zornˇuje odchoz´ı komunikaci
z pocˇ´ıtacˇe PC1 do PC2 a jejich adresy.
PC1
(lokální)
PC2
(vzdálený)
Lokální adresa:
IP adresa: 11.12.58.64
Port:          49160 
Vzdálená adresa:
IP adresa: 11.12.58.73
Port:          51513 
So
ke
t
So
ke
t
Obra´zek 2.11: Komunikace pomoc´ı soket˚u a jejich adresy
2.3.2 Reprezentace s´ıt’ovy´ch spojen´ı
V te´to kapitole se bl´ızˇe sezna´mı´me se sokety a s t´ım, jaky´m zp˚usobem jsou informace
o s´ıt’ovy´ch spojen´ıch reprezentova´ny uzˇivateli.
Pro realizaci soket˚u se plneˇ vyuzˇ´ıva´ mozˇnost´ı virtua´ln´ıho souborove´ho syste´mu a linu-
xove´ho prˇ´ıstupu vsˇe je soubor. Soket je specia´ln´ım typem souboru. Po jeho vytvorˇen´ı je
identifikova´n pomoc´ı cˇ´ıselne´ho deskriptoru, stejneˇ jako beˇzˇne´ otevrˇene´ soubory. Stejneˇ jako
s ostatn´ımi soubory se s n´ım i pracuje a stejneˇ je reprezentova´n v ja´drˇe. Proces si deskrip-
tor soketu uchova´va´ v seznamu deskriptor˚u, skrze ktery´ se mu˚zˇe dopracovat ke strukturˇe
file. Ta obsahuje odkaz na tabulku operac´ı soubor˚u, ktera´ uzˇ je samozdrˇejmeˇ specificka´
pro potrˇeby s´ıt’ove´ komunikace. Na soket se mu˚zˇe volat syste´move´ vola´n´ı read() cˇi write()
a tak data prˇij´ımat cˇi zas´ılat po s´ıti. Plat´ı na neˇj tedy vsˇechny poznatky ty´kaj´ıc´ı se VFS.
Ja´dro poskytuje uzˇivateli informace o s´ıt’ovy´ch rozhran´ıch cˇi spojen´ıch skrze specia´ln´ı
virtua´ln´ı souborovy´ syste´m /proc/net. V tomto syste´mu jsou umı´steˇny textove´ soubory
poskytuj´ıc´ı tyto informace a r˚uzne´ statistiky. Forma´t teˇchto soubor˚u je veˇtsˇinou cˇitelny´
pro cˇloveˇka, ale take´ je upraven pro snadne´ pocˇ´ıtacˇove´ zpracova´n´ı. Prˇ´ıklady teˇchto soubor˚u
jsou naprˇ. soubory tcp cˇi udp poskytuj´ıc´ı informace o tcp cˇi udp spojen´ı, route obsahuj´ıc´ı
smeˇrovac´ı tabulku pocˇ´ıtacˇe, wireless informuj´ıc´ı o dostupny´ch wifi s´ıt´ıch aj.
Tohoto souborove´ho syste´mu vyuzˇ´ıva´ rˇada standardn´ıch linuxovy´ch na´stroj˚u posky-
tuj´ıc´ıch informace o s´ıt’ove´m spojen´ı. Jedn´ım z nejpouzˇ´ıvaneˇjˇs´ıch je netstat. Jde o pomeˇrneˇ
komplexn´ı na´stroj poskytuj´ıc´ı informace o s´ıt’ovy´ch spojen´ı, routovac´ıch tabulka´ch, roz-
hran´ıch a jejich statistika´ch, cˇlenstv´ı v multicastovy´ch skupina´ch aj. Dalˇs´ım na´strojem je
naprˇ. lsof, ktery´ poskytuje informace o souborech otevrˇeny´ch procesy. Jelikozˇ je soket
specia´ln´ım typem souboru, lze takto vypisovat i informace o s´ıt’ovy´ch spojen´ı.
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Kapitola 3
Rootkity a metody u´tok˚u
Nyn´ı se sezna´mı´me s rootkity, jejichzˇ analy´za byla jedn´ım z steˇzˇejn´ıch aspekt˚u te´to
pra´ce. Budou vysveˇtleny za´kladn´ı pojmy te´to oblasti, rozdeˇl´ıme si rootkity do neˇkolika
kategorii a sezna´mı´me se s r˚uzny´mi metodami skry´va´n´ı zdroj˚u. Vesˇkere´ zkoumane´ rootkity
a teorie jsou zameˇrˇeny na architekturu i386 cˇi kompatibiln´ı na nizˇ beˇzˇ´ı operacˇn´ı syste´m
GNU/Linux. Vyuzˇit´ı metod konkre´tn´ımi rootkity a jejich srovna´n´ı naleznete v prˇ´ıloze B.
3.1 Za´kladn´ı pojmy
Rootkit je sada programu˚, pomoc´ı ktery´ch lze maskovat prˇ´ıtomnost u´tocˇn´ıka na kom-
promitovane´m pocˇ´ıtacˇi. Umozˇnˇuj´ı skry´vat u´tocˇn´ıkovy zdroje jako naprˇ. procesy, soubory
cˇi s´ıt’ova´ spojen´ı. Mohou obsahovat tzv. zadn´ı vra´tka, ktera´ zajiˇst’uj´ı snadny´ prˇ´ıstup k na-
padene´ stanici. Rootkit samotny´ se nesnazˇ´ı posˇkodit c´ılovy´ pocˇ´ıtacˇ, ani veˇtsˇinou nezjiˇst’uje
citlive´ informace o uzˇivately´ch, jenzˇ jej pouzˇ´ıvaj´ı. Jeho c´ılem je skry´t d˚ukazy o vyuzˇit´ı
napadene´ho stroje u´tocˇn´ıkem. U´tocˇn´ıci jej vyuzˇ´ıvaj´ı v prvn´ı fa´zi u´toku, aby si prˇipravili
prostrˇed´ı pro zaveden´ı a spusˇteˇn´ı dalˇs´ıch pracovn´ıch na´stroj˚u [5].
3.2 Typy rootkit˚u
V dnesˇn´ı dobeˇ existuje cela´ rˇada rootkit˚u beˇzˇ´ıc´ıch na r˚uzny´ch operacˇn´ıch syste´mech
a hardwarovy´ch architektura´ch. V te´to kapitole si je rozdeˇl´ıme podle zp˚usobu, jaky´m u´tocˇ´ı
na c´ılovou platformu, a mı´ry, jak hluboko zasahuj´ı do operacˇn´ıho syste´mu. Obecneˇ se da´
rˇ´ıci, zˇe cˇ´ım je rootkit zanorˇen v´ıce do syste´mu, t´ım docha´z´ı k silneˇjˇs´ımu sprˇazˇen´ı s konkre´tn´ı
architekturou a roste na´rocˇnost jeho tvorby. Stejneˇ tak ale roste obt´ızˇnost odhalen´ı takove´ho
rootkitu a zdroj˚u, ktere´ skry´va´, a take´ rozsah infikova´n´ı syste´mu [5].
3.2.1 Rootkity beˇzˇ´ıc´ı v uzˇivatelske´m rezˇimu
Cely´ rootkit beˇzˇ´ı v uzˇivatelske´m rezˇimu. U´tok veˇtsˇinou spocˇ´ıva´ v nahrazen´ı syste´movy´ch
funkc´ı nebo knihoven. Pokud se naprˇ´ıklad rootkit snazˇ´ı skry´t u´tocˇn´ık˚uv proces, nahrad´ı se
syste´move´ funkce jako ps, pstree, top, aj. za jejich upravenou verzi, ktera´ skry´vany´ pro-
ces nevyp´ıˇse. Tento typ u´toku je velmi jednoduchy´ avsˇak ma´lo efektivn´ı. K narusˇen´ı u´toku
uzˇivateli postacˇ´ı nainstalovat sve´ vlastn´ı programy (vlastn´ı verze ps apod.), cˇi prˇeinstalovat
ty sta´vaj´ıc´ı.
Veˇtsˇina programu˚ prova´d´ı svoji cˇinost skrze syste´move´ knihovny. Nab´ız´ı se tedy mozˇnost
je infikovat prˇ´ımo a t´ım upravit funkcˇnost vsˇech programu˚, jenzˇ je vyuzˇ´ıvaj´ı. Prˇeinstalova´n´ı
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je v tomto prˇ´ıpadeˇ neu´cˇinne´ ani instalace vlastn´ıch verz´ı syste´movy´ch programu˚ cˇasto ne-
poma´ha´. Za´lezˇ´ı zda tyto nove´ programy vyuzˇ´ıvaj´ı infikovane´ knihovny. Pokud programy
ke sve´ cˇinnosti knihovny v˚ubec nepouzˇ´ıvaj´ı nebo vyuzˇ´ıvaj´ı sve´ vlastn´ı, je tento zp˚usob
neu´cˇinny´. Uka´zka pr˚ubeˇhu pozˇadavku na cˇten´ı souboru a lokalizace u´toku uvedeny´ch root-
kit˚u je na obr. 3.1.
Aplikace
read()
Knihovna
read() wrapper
Obsluha přerušení
system_call
Systémová funkce
sys_read()
Uživatelský prostor Prostor jádra
RootkitRootkit
Rozhraní
Systémových volání
Tabulka
Systémových volání
Obra´zek 3.1: Rootkity v uzˇivatelske´m rezˇimu
Nejveˇtsˇ´ım proble´mem vy´sˇe uvedeny´ch prˇ´ıstup˚u je z´ıska´n´ı administra´torske´ho opra´vneˇn´ı,
ktere´ je prˇi nahrazova´n´ı syste´movy´ch programu˚ a knihoven potrˇeba. K jeho z´ıska´n´ı cˇasto
slouzˇ´ı odposlechnut´ı hesla, chyba neˇktery´ch programu˚ cˇi sluzˇeb s administra´torsky´mi opra´v-
neˇn´ımi nebo chyba prˇ´ımo v ja´drˇe syste´mu [5].
3.2.2 Rootkity beˇzˇ´ıc´ı v rezˇimu ja´dra
Vesˇkere´ programy a knihovny, ktere´ jsou pro rootkity zaj´ımave´, vyuzˇ´ıvaj´ı sluzˇeb ja´dra.
Logicky´m krokem je tedy infikovat prˇ´ımo ja´dro a t´ım ovlivnit vsˇechny programy, ktere´ s n´ım
komunikuj´ı. Takove´ rootkity pracuj´ı na velmi n´ızke´ u´rovni, d´ıky cˇemuzˇ mohou ovla´dnout
cely´ syste´m a teˇzˇko se odhaluj´ı i odstranˇuj´ı. Dı´ky tomu cˇasto setrva´vaj´ı de´le v syste´mu
a da´vaj´ı tak u´tocˇn´ıkov´ı v´ıce cˇasu k jeho zneuzˇit´ı. Prˇi vytva´rˇen´ı ko´du na takto n´ızke´ u´rovni
se ale nevyhneme nutnosti vyuzˇ´ıvat mechanismu˚ specificky´ch pro danou platformu. Vytva´rˇ´ı
se tedy rootkity, ktere´ jsou c´ılene´ nejen na dany´ operacˇn´ı syste´m (Windows, GNU/Linux,
atd.), ale velmi cˇasto i na urcˇitou verzi ja´dra a hardwarovou architekturu (i386, amd64 aj.).
Operacˇn´ı syste´m mus´ı mı´t nav´ıc k dispozici prostrˇedky pro zava´deˇn´ı a spousˇteˇn´ı takove´ho
ko´du, jako maj´ı naprˇ´ıklad monolyticka´ ja´dra s modula´rn´ı strukturou (a tedy i Linux) ve
formeˇ ja´drovy´ch modul˚u [6, 5].
Dle u´rovneˇ infiltrace rozliˇsujeme tyto trˇ´ıdy napaden´ı:
• Napaden´ı obsluhy prˇerusˇen´ı – Rootkit zautocˇ´ı jizˇ beˇhem vyvola´n´ı prˇerusˇen´ı. Za-
jist´ı, aby byla pro obsluhu prˇerusˇen´ı vybra´na upravena´ funkce. Ta se postara´ o skryt´ı
u´tocˇn´ıkovy´ch zdroj˚u.
• Napaden´ı za´meˇnou syste´move´ funkce – U´tocˇ´ı se na mechanismus syste´movy´ch
vola´n´ı takovy´m zp˚usobem, aby byla nakonec vzˇdy vyvola´na u´tocˇn´ıkova upravena´
syste´mova´ funkce, ktera´ skryje utajovane´ zdroje.
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• Napaden´ı syste´move´ funkce – Prˇi tomto u´toku se rootkit posune jesˇteˇ da´le v ob-
sluze syste´move´ho vola´n´ı a zau´tocˇ´ı azˇ beˇhem proveden´ı syste´move´ funkce. Dojde tedy
k vy´beˇru spra´vne´ funkce, jej´ızˇ proveden´ı je ale ovlivneˇno rootkitem, a vrac´ı upravene´
vy´sledky, ktere´ opeˇt skryj´ı pozˇadovane´ zdroje.
Uvedene´ u´toky zna´zornˇuje obr. 3.2.
Uživatelský prostor Prostor jádra
Napadení obsluhy přerušení
Napadení záměnou systémové funkce
Napadení systémové funkce
Upravená
systémové funkce
Aplikace Knihovna Obsluha přerušení
Původní
systémové funkce
Tabulka přerušení
Přesměrování
na upravenou
systémovou funkcíAplikační rozhraní
knihovny
Rootkit
Aplikace Knihovna Obsluha přerušení
Systémové funkce
Tabulka přerušení Tabulka systémových volání
Aplikační rozhraní
knihovny
Rootkit
Aplikace Knihovna
Původní
obsluha přerušení
Systémové funkce
Přesměrování
na upravenou
obsluhu přerušení
Tabulka 
systémových volání
Aplikační rozhraní
knihovny
Rootkit
Upravená
obsluha přerušení
Obra´zek 3.2: Typy napaden´ı v rezˇimu ja´dra
3.3 Metody u´tok˚u v rezˇimu ja´dra
V te´to kapitole se podrobneˇji sezna´mı´me s metodami skry´va´n´ı zdroj˚u v operacˇn´ım
syste´mu. Zameˇrˇ´ıme se na metody vyuzˇ´ıva´ne´ rootkity, ktere´ beˇzˇ´ı v rezˇimu ja´dra. Pokud se
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u´tocˇn´ıkovi podarˇ´ı takovy´ rootkit pro kompromitovany´ pocˇ´ıtacˇ vytvorˇit a nainstalovat, z´ıska´
t´ım mnohem rozsa´hlejˇs´ı a robustneˇjˇs´ı prostrˇedky pro skryt´ı sve´ cˇinnosti.
Aplikace nebo knihovna
Obsluha přerušení
pro
system_call
(id volání v reg. eax)
0x80  system_call
          …
0x01  debug
0x00  divide_error
Tabulka přerušení
        ...
   2    sys_fork
   1    sys_exit
   0    sys_restart_syscall
Tabulka systémových volání
int 0x80
Systémová funkce
● Parametry v reg.: ebx, 
ecx, edx, esi, edi
● Vrací hodnotu v reg.: eax
idtr sys_call_table
(symbol)Registr
Obra´zek 3.3: Sche´ma proveden´ı syste´move´ho vola´n´ı
Uvedene´ u´toky budou mı´t spolecˇne´ neˇktere´ rysy. Veˇtsˇina u´tok˚u spocˇ´ıva´ v prˇepsa´n´ı od-
kazu na funkci (cˇi tabulku funkc´ı) tak, aby byla nakonec vyvola´na u´tocˇnikova funkce (upra-
vena´ funkce), ktera´ skryje pozˇadovane´ zdroje. Velmi cˇasto je na konci prova´deˇn´ı u´tocˇn´ıkovy
funkce vyvola´na p˚uvodn´ı, origina´ln´ı funkce, aby bylo zarucˇeno origina´ln´ı chova´n´ı. Metody
se hlavneˇ liˇs´ı t´ım, jak a v jake´ fa´zy syste´move´ho vola´n´ı jsou aplikova´ny. Pr˚ubeˇh syste´movy´ch
vola´n´ı byl popsa´n v kap. 1.4. Pro prˇehlednost znovu uvedeme sche´ma pr˚ubeˇhu syste´move´ho
vola´n´ı (obr. 3.3).
3.3.1 Napaden´ı obsluhy prˇerusˇen´ı
V tomto prˇ´ıpadeˇ rootkit zau´tocˇ´ı jizˇ beˇhem vy´beˇru rutiny, ktera´ obsluhuje prˇerusˇen´ı.
Existuje v´ıce zp˚usob˚u, jak takovy´to u´tok implementovat. Jedn´ım z nich je u´tok na tabulku
prˇerusˇen´ı. V te´to tabulce se uprav´ı odkaz na obsluzˇnou rutinu prˇerusˇen´ı system call tak,
aby odkazoval na u´tocˇn´ıkovu funkci [8].
Dalˇs´ı mozˇnost´ı je naprˇ´ıklad zameˇneˇn´ı tabulky prˇerusˇen´ı. Ukazatel na tuto tabulku je
uchova´n v registru idtr. Pokud se u´tocˇn´ıkovi podarˇ´ı zmeˇnit obsah tohoto registru mu˚zˇe
doc´ılit toho, zˇe prˇi pr˚ubeˇhu syste´move´ho vola´n´ı bude vyuzˇ´ıva´na jeho upravena´ tabulka
prˇerusˇen´ı, ktera´ mu˚zˇe odkazovat na jeho vlastn´ı obsluzˇne´ rutiny. Oba typy u´toku se velmi
podobaj´ı u´tok˚um vyuzˇ´ıvany´ch prˇi napaden´ı vy´beˇru syste´move´ funkce, ktere´ budou popsa´ny
da´le [5].
3.3.2 Napaden´ı vy´beˇru syste´move´ funkce
V te´to kapitole si pop´ıˇseme dva za´kladn´ı zp˚usoby tohoto typu u´toku:
1. U´tok na tabulku syste´movy´ch vola´n´ı – Jde o jeden z nejstarsˇ´ıch a v˚ubec nej-
pouzˇ´ıvaneˇjˇs´ıch metod u´tok˚u. Uprav´ı se tabulka syste´movy´ch vola´n´ı tak, aby odka-
zovala na upravenou syste´movou funkci. Ta pote´ skryje pozˇadovane´ zdroje a na
konci sve´ho beˇhu cˇasto vyvola´ origina´ln´ı syste´movou funkci, aby se zachovala p˚uvodn´ı
funkcˇnost. Popisovany´ princip je zna´zorneˇn na obra´zku 3.4. Drˇ´ıve byl tento typ u´toku
snazˇsˇ´ı, jelikozˇ byl programa´tor˚um k dispozici symbol sys call table, pomoc´ı ktere´ho
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se z´ıskal odkaz na tabulku syste´movy´ch vola´n´ı. Ve verz´ıch Linuxu 2.6 a vysˇsˇ´ı, ale tento
symbol jizˇ nen´ı vyexportova´n. Adresa tabulky se tedy mus´ı z´ıskat rucˇneˇ. Tento typ
u´toku by´va´ pomeˇrneˇ cˇasto odhalen. Dnesˇn´ı detektory rootkit˚u si uchova´vaj´ı kopii
tabulky syste´movy´ch vola´n´ı a monituruj´ı jej´ı zmeˇny [5].
        ...
   2    sys_fork
   1    sys_exit
   0    sys_restart_syscall
Tabulka systémových volání
Systémová funkce
● Parametry v reg.: ebx, 
ecx, edx, esi, edi
● Vrací hodnotu v: eax
sys_call_table
(symbol)
Upravená systémová funkce
X
Obra´zek 3.4: U´tok na tabulku syste´movy´ch vola´n´ı
2. U´tok na obsluhu prˇerusˇen´ı – Jelikozˇ tabulka syste´movy´ch vola´n´ı je cˇasto monito-
rova´na, museli u´tocˇn´ıci naj´ıt zp˚usob, jak zameˇnit syste´movou funkci bez jej´ı zmeˇny.
Rˇesˇen´ım je nahradit celou tabulku syste´movy´ch vola´n´ı. Za´znamy te´to nove´ tabulky
budou odkazovat na upravene´ syste´move´ funkce. Operacˇn´ı syste´m si nepovede o upra-
vene´ tabulce zˇa´dne´ za´znamy, takzˇe prˇi prˇ´ıpadny´ch kontrola´ch bude testova´na p˚uvodn´ı
tabulka a nedojde tedy k odhalen´ı (viz obr. 3.5) [9].
Obsluha přerušení
pro
system_call
        ...
   2    sys_fork
   1    sys_exit
   0    sys_restart_syscall
Původní tabulka systémových volání
Původní
systémová funkce
Upravená tabulka systémových volání
Upravená
systémová funkce
X
        ...
   2    new_sys_fork
   1    sys_exit
   0    sys_restart_syscall
Obra´zek 3.5: U´tok na obsluhu prˇerusˇen´ı
3.3.3 Napaden´ı syste´move´ funkce
Tahle kategorie u´tok˚u se zameˇrˇuje azˇ na posledn´ı cˇla´nek v rˇeteˇzci proveden´ı syste´move´ho
vola´n´ı, tedy na syste´movou funkci. Byly zde zarˇazeny i u´toky na virtua´ln´ı souborovy´ syste´m
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(VFS), jelikozˇ jeho cˇinnost prob´ıha´ take´ v te´to fa´zi syste´movy´ch vola´n´ı.
        ...
   2    sys_fork
   1    sys_exit
   0    sys_restart_syscall
Tabulka systémových volání
mov new_sys_func, %eax
jmp %eax
…
return retval;
Původní systémová funkce
…
restore_old_sys_func();
retval=old_sys_func();
infect_old_sys_func();
…
return retval;
Upravená systémová funkce
  mov new_sys_func, %eax
  jmp %eax
  RESTORE
1
2
3
4
5
Obra´zek 3.6: U´tok odskocˇen´ım ze syste´move´ funkce
1. U´tok odskocˇen´ım ze syste´move´ funkce – V tomto prˇ´ıpadeˇ se uprav´ı vstupn´ı bod
funkce (prolog) tak, aby se provedl absolutn´ı skok do upravene´ funkce. Ta provede
potrˇebna´ skryt´ı a nakonec vyvola´ opeˇt p˚uvodn´ı funkci (viz obr. 3.6). Prˇi tomto u´toku
je potrˇeba zajistit, aby se prˇi zpeˇtne´m vola´n´ı p˚uvodn´ı funkce navra´til jej´ı vstupn´ı bod
do prˇedesˇle´ho stavu, jinak by mohlo doj´ıt k nekonecˇne´ smycˇce vza´jemny´ch vola´n´ı (prˇi
zpeˇtne´m na´vratu bychom opeˇt odskocˇili do upravene´ funkce) [5, 10, 11].
2. U´tok na virtua´ln´ı souborovy´ syste´m – Tento prˇ´ıstup vyuzˇ´ıva´ objektovy´ch vlast-
nost´ı VFS, ktere´ byly popsa´ny v kapitole 2.2.2. Struktury, ktere´ obsahuj´ı odkazy
na metody jednotlivy´ch objekt˚u (naprˇ. file operations) funguj´ı v podstateˇ jako
tabulky metod. U´tok je potom podobny´ jako u´tok na tabulku syste´movy´ch vola´n´ı
popisovany´ v prˇedesˇle´ kapitole. Opeˇt se tedy zmeˇn´ı odkazy z teˇchto tabulek tak, aby
odkazovali na upravene´ funkce. Takovy´to u´tok je zameˇrˇen pouze na konkre´tn´ı soubo-
rovy´ syste´m. Kazˇda´ verze souborove´ho syste´mu totizˇ obsahuje vlastn´ı sadu operac´ı.
Sche´ma u´toku je zobrazeno na obr. 3.7.
Na VFS se da´ prove´st i u´tok odskocˇen´ım ze syste´move´ funkce napaden´ım konkre´tn´ı
souborove´ operace. Toho se vyuzˇ´ıva´ obzvla´sˇt’ pokud se na funkci odkazuje z v´ıce mı´st,
kde by bylo prˇepisova´n´ı jednotlivy´ch ukazatel˚u prˇ´ıliˇs pracne´ [5].
file
…
struct file_operations   *f_op;
...
file_operations
…
int(*open) (struct inode *, struct file *);
ssize_t (...);
size_t (...);
...
ssize_t (*read) (...)
{
...
}
Původní funkce
ssize_t (*read) (...)
{
   //skrytí zdrojů
}
Upravená funkce
X
Obra´zek 3.7: U´tok na virtua´ln´ı souborovy´ syste´m
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3.4 Testovane´ rootkity
Tato kapitola se veˇnuje konkre´tn´ım rootkit˚um, ktere´ byly pouzˇity pro potrˇeby te´to
pra´ce. Informace o autorech a srovna´n´ı rootkit˚u formou tabulky naleznete v prˇ´ıloze B.
3.4.1 Kbeast-v4
Tento rootkit se zava´d´ı jako modul ja´dra. Take´ obsahuje uzˇivatelskou komponentu, ktera´
poskytuje vzda´lene´ prˇipojen´ı k pocˇ´ıtacˇi (tzv. zadn´ı vra´tka). Kbeast umozˇnˇuje skry´va´n´ı pro-
ces˚u, soubor˚u a adresa´rˇ˚u. Skry´va´n´ı je provedeno formou u´toku na tabulku syste´movy´ch
vola´n´ı. Skry´va´n´ı proces˚u zajiˇst’uje upravene´ syste´move´ vola´n´ı read() a write(), prˇi ktere´m
jsou procesy identifikova´ny na za´kladeˇ specia´ln´ıho podrˇeteˇzce. Stejneˇ jsou identifikova´ny
i skry´vane´ soubory, jejichzˇ ukryt´ı zajiˇst’uj´ı upravena´ vola´n´ı getdents[64](). Trvale je
skryto spojen´ı na portu 13377 (lze upravit v konfiguracˇn´ım souboru). Da´le tento rootkit
poskytuje skry´va´n´ı a odstraneˇn´ı sve´ho modulu, znemozˇnˇuje odstraneˇn´ı skryty´ch soubor˚u,
zamezuje zas´ıla´n´ı signa´lu skryty´m proces˚um a zaznamena´va´ uzˇivatelskou aktivitu do logo-
vac´ıho souboru.
3.4.2 Adore-ng
Adore je rootkit skla´daj´ıc´ı se z modulu ja´dra a uzˇivatelske´ aplikace, ktera´ zajiˇst’uje
jeho ovla´da´n´ı. Umozˇnˇuje skry´vat procesy, soubory a spojen´ı. Pracuje na principu u´toku
na virtua´ln´ı souborovy´ syste´m. Procesy i soubory jsou ukry´va´ny pomoc´ı upravene´ funkce
readdir(). Skry´vane´ procesy jsou identifikova´ny na za´kladeˇ PID (uchova´va´ se bitove´
pole skry´vany´ch PID). Soubory jsou skry´va´ny na za´kladeˇ prˇ´ıslusˇnosti k vlastn´ıkovi s uid
ELITE UID. S´ıt’ova´ spojen´ı jsou skryta na za´kladeˇ u´pravy souboru /proc/net. Porty skryty´ch
spojen´ı jsou ulozˇeny v seznamu HIDDEN SERVICES[]. Modul komunikuje s aplikac´ı pomoc´ı
soubor˚u v adresa´rˇi /proc nebo /tmp.
3.4.3 Enyelkm
Tento rootkit vyuzˇ´ıva´ metodu napaden´ı obsluhy prˇerusˇen´ı, prˇi ktere´ zameˇn´ı potrˇebna´
syste´mova´ vola´n´ı. Skry´va´n´ı proces˚u a soubor˚u zajiˇst’uje syste´move´ vola´n´ı getdents[64]().
Tyto prostrˇedky jsou identifikova´ny na za´kladeˇ specia´ln´ıho podrˇeteˇzce ve sve´m na´zvu.
U proces˚u je mozˇnost identifikace rozsˇ´ıˇrena o prˇ´ıslusˇnost ke skupineˇ s GID 0x489196ab. Mezi
dalˇs´ı schopnosti rootkitu patrˇ´ı skryt´ı textu uvnitrˇ souboru (mezi specia´ln´ımi znacˇkami),
zadn´ı vra´tka (skryte´ spojen´ı), cˇi automaticke´ spusˇteˇn´ı rootkitu po restartu syste´mu.
3.4.4 Jynx2
Jediny´ rootkti pracuj´ıc´ı kompletneˇ v uzˇivatelske´m prostoru. K u´toku vyuzˇ´ıva´ promeˇnnou
prostrˇed´ı LD PRELOAD, pomoc´ı ktere´ upravuje sd´ılene´ knihovn´ı funkce. Skry´vane´ soubory
jsou identifikova´ny na za´kladeˇ podrˇeteˇzce cˇi GID. Ke skryt´ı slouzˇ´ı upravene´ funkce open(),
opendir(), readdir[64]() a skupina funkc´ı stat(). Spojen´ı jsou skryta pomoc´ı upravene´
funkce read(). Neumozˇnˇuje skry´va´n´ı proces˚u.
3.4.5 DR
Na´zev tohoto rootkitu je odvozen od slov Debug Register Rootkit. Tento na´zev od-
pov´ıda´ metodeˇ napaden´ı, kterou rootkit vyuzˇ´ıva´. Jde o variantu u´toku napaden´ı obsluhy
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prˇerusˇen´ı. Vyuzˇ´ıva´ hardwarove´ho breakpointu a prˇesmeˇrova´n´ı obsluhy syste´move´ho vola´n´ı.
Ve vy´sledku tedy opeˇt dojde k nahrazen´ı syste´movy´ch vola´n´ı upraveny´mi ekvivalenty. Skryt´ı
proces˚u zajiˇst’uj´ı upravena´ vola´n´ı exec() a fork(), skryt´ı soubor˚u getdents[64](). Pro-
cesy jsou identifikova´ny na za´kladeˇ PID (ulozˇena v seznamu), soubory na obsah podrˇeteˇzce
v jejich na´zvu. Skryte´ procesy vytva´rˇ´ı skryta´ spojen´ı.
3.4.6 Override
Rootkit vyuzˇ´ıva´ u´toku na tabulku syste´movy´ch vola´n´ı. Princip skry´va´n´ı prostrˇedk˚u
se tedy velmi podoba´ rootkit˚um Kbeast a Adore. Skryte´ soubory jsou identifikova´ny na
za´kladeˇ podrˇeteˇzce v na´zvu, procesy na za´kladeˇ svy´ch PID, spojen´ı na za´kladeˇ cˇ´ısel port˚u.
U tohoto rootkitu je implementova´n zaj´ımavy´ zp˚usob komunikace modulu s uzˇivatelskou
aplikac´ı. Vyuzˇ´ıva´ se k tomu syste´move´ vola´n´ı chdir() na pomocne´ soubory v adresa´rˇi /dev.
Na´zvy teˇchto soubor˚u v sobeˇ obsahuj´ı informaci, kterou chce program prˇedat modulu. Ve
skutecˇnosti tyto soubory ale v˚ubec neexistuj´ı.
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Kapitola 4
Programova´n´ı modul˚u pro ja´dro
V te´to kapitole se zameˇrˇ´ıme na rozd´ıly mezi vytva´rˇen´ım klasicky´ch aplikac´ı a jaderny´ch
modul˚u pro Linux (da´le LKM). Sezna´mı´me se s zˇivotn´ım cyklem teˇchto modul˚u, zp˚usoby
jak je vytva´rˇet, a metodami zajiˇst’uj´ıc´ımi komunikaci modul˚u s uzˇivatelsky´mi aplikacemi.
4.1 Za´kladn´ı principy
Pro vytva´rˇen´ı modul˚u se vyuzˇ´ıva´ programovac´ı jazyk C. Tento jazyk je dostacˇneˇ mocny´
a efektivn´ı pro programova´n´ı syste´move´ho softwaru. Poskytuje mechanismy jako jsou makra,
inline funkce, optimalizace podmı´neˇne´ho veˇtven´ı nebo inline assembler, ktere´ se pro potrˇeby
syste´move´ho programova´n´ı daj´ı velmi dobrˇe vyuzˇ´ıt. V ja´drˇe jsme ale ochuzeni o standardn´ı
knihovnu libc. Nema´me tedy k dispozici beˇzˇneˇ vyuzˇ´ıvane´ knihovny pro vstupy cˇi vy´stupy,
pra´ci s textovy´mi rˇeteˇzci apod. Knihovny ja´dra ale nasˇteˇst´ı pro neˇktere´ funkce posky-
tuj´ı ekvivalenty s obdobnou syntax´ı. Pro funkci printf() ma´me v ja´drˇe printk(), pro
malloc() kmalloc() aj.
Programova´n´ı v rezˇimu ja´dra s sebou nese urcˇita´ omezen´ı. Prˇedevsˇ´ım jde o pra´ci s pameˇt´ı,
ktera´ v ja´drˇe nen´ı stra´nkovana´, a je j´ı poskytova´na mnohem mensˇ´ı ochrana. Prˇ´ıstup do
pameˇti, ktera´ modulu nena´lezˇ´ı, veˇtsˇinou vede k pa´du cele´ho syste´mu. Za´sobn´ık ja´dra je
mnohem mensˇ´ı nezˇ za´sobn´ık pro uzˇivatelske´ aplikace1 a nav´ıc ma´ fixn´ı velikost. Da´le nejsou
k dispozici floating point operace a programa´tor se mus´ı v´ıce zaby´vat prˇenositelnost´ı pro-
gramu, ktera´ mu nen´ı zajiˇsteˇna prostrˇednictv´ım knihoven.
Beˇh modulu se podoba´ uda´lostmi rˇ´ızene´ aplikaci. Nejdrˇ´ıve se kazˇdy´ modul mus´ı zaregis-
trovat, a pote´ cˇeka´ na obsluhu budouc´ıch uda´lost´ı. Pro registraci slouzˇ´ı specia´ln´ı inicializacˇn´ı
funkce, ktera´ probeˇhne automaticky prˇi registrova´n´ı modulu. Kazˇdy´ modul mus´ı takovou
funkci obsahovat spolecˇneˇ s funkc´ı pro jeho odstraneˇn´ı [12]. Uka´zku ko´du mu˚zˇete videˇt zde:
// Inicializacˇnı´ funkce ma povinny´ prototyp: int init(void)
static int ukazka_init(void)
{
// Inicializace modulu. Funkce probeˇhne jen jednou.
return 0;
}
// U´klidova´ funkce ma povinny´ prototyp: void exit(void)
1Prˇesna´ velikost za´vis´ı na typu architektury. U 32-bitovy´ch syste´mu˚ je velikost za´sobn´ıku veˇtsˇinou 8KB,
u 64-bitovy´ch 16KB.
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static int ukazka_exit(void)
{
// Dealokace zdroju˚, u´klid po modulu.
}
// Registrace funkce jako inicializacˇnı´
module_init(ukazka_init);
// Registrace u´klidove´ funkce
module_exit(ukazka_exit);
4.2 Datove´ typy v ja´drˇe
Knihovny ja´dra obsahuj´ı sadu mnoha datovy´ch struktur, z nichzˇ neˇktere´ byly uvedeny
v prˇedchoz´ıch kapitola´ch. Zde se zameˇrˇ´ıme na genericke´ typy, ktere´ jsou schopny uchova´vat
sady r˚uzny´ch prˇedem nespecifikovany´ch dat [6].
4.2.1 Implementace datovy´ch typ˚u
Linux poskytuje neobvyklou implementaci genericky´ch typ˚u. Tento prˇ´ıstup si zna´zorn´ıme
na obousmeˇrneˇ va´zane´m seznamu. Beˇzˇna´ implementace je zna´zorneˇna na obr. 4.1. Uzel
obsahuje ukazatel na data2, a dvojici ukazatel˚u na prˇedchoz´ı a na´sleduj´ıc´ı uzel. Linu-
xova´ implementace tento prˇ´ıstup obrac´ı
”
naruby“. Obsahuje obousmeˇrneˇ prova´zany´ se-
znam list head, na jehozˇ jednotlive´ uzly se pote´ odkazuj´ı data, ktera´ chceme mı´t v uzlu
obsazˇena. Dı´ky makru container of() je pote´ mozˇne´ z uzlu z´ıskat data, ktera´ se na dany´
uzel odkazuj´ı viz obr. 4.2 [6].
prev data next prev data next prev data next
struct element {
void *data;
struct element *next;
struct element *prev;
}
Obra´zek 4.1: Standardn´ı implementaci obusmeˇrneˇ va´zane´ho seznamu
Obdobny´m zp˚usobem jsou implementova´ny dalˇs´ı typy jako naprˇ. fronty, stromy, mnozˇiny
aj. S kazˇdy´m takovy´m typem jsou nav´ıc doda´va´ny funkce cˇi makra, pomoc´ı ktery´ch s nimi
lze snadno pracovat [6].
2Ukazatel je typu void*, aby byl uzel obecny´ pro vsˇechny typy dat.
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prev next prev next prev next
data data data
container_of() container_of()container_of()
struct list_head {
struct list_head *next;
struct list_head *prev;
};
struct element {
data d;
struct list_head *list;
};
Obra´zek 4.2: Linuxova´ implementaci obusmeˇrneˇ va´zane´ho seznamu
4.3 Komunikace modulu s uzˇivatelskou aplikac´ı
Komunikace modulu s aplikac´ı nen´ı tak jednoduchou za´lezˇitost´ı. Modul beˇzˇ´ı v ja´drove´m
pameˇt’ove´m prostoru, kdezˇto aplikace v uzˇivatelske´m. Prostrˇedk˚u, jak tuto komunikaci
ustanovit, je neˇkolik. Lze vyuzˇ´ıt specia´ln´ıch virtua´ln´ıch souborovy´ch syste´mu˚3, znakovy´ch
zarˇ´ızen´ı, UDP cˇi Netlink socket˚u, u´pravy ioctl prˇ´ıkazu, aj. O teˇchto metoda´ch se mu˚zˇete
docˇ´ıst naprˇ´ıklad v [13].
V te´to pra´ci se sezna´mı´me s komunikac´ı prostrˇednictv´ım procfs. Jde o virtua´ln´ı soubo-
rovy´ syste´m, umı´steˇny´ v /proc, pro ktery´ ja´dro poskytuje specia´ln´ı API. Modul v tomto
syste´mu vytvorˇ´ı soubor, ktere´mu nastav´ı vsˇechny potrˇebne´ parametry, a pote´ prˇes neˇj
bude obousmeˇrneˇ komunikovat s uzˇivatelskou aplikac´ı. Mezi nejd˚ulezˇiteˇjˇs´ı parametry patrˇ´ı
cˇinnost, ktera´ se vykona´ prˇi cˇten´ı a za´pisu souboru. Toto chova´n´ı se nastavuje na za´kladeˇ
callback funkc´ı, ktere´ budou vola´ny prˇi kazˇde´m pokusu o cˇten´ı cˇi za´pis. Prˇi kop´ırova´n´ı
dat z uzˇivatelske´ho prostoru do prostoru ja´dra cˇi naopak se mus´ı volat specia´ln´ı funkce
copy from user a copy to user. Take´ je potrˇeba bra´t v potaz chova´n´ı knihovn´ıch funkc´ı.
Ty veˇtsˇinou kv˚uli optimalizaci ukla´daj´ı svoje vstupy a vy´stupy do vyrovna´vac´ıch pameˇt´ı,
cozˇ ve vy´sledne´m ko´du mu˚zˇe zarˇ´ıdit u´plneˇ jinou sekvenci vola´n´ı s jiny´m mnozˇstv´ım dat.
4.4 Tvorba a spra´va modul˚u
Jakmile je ko´d modulu napsa´n, je potrˇeba jej prˇelozˇit. Beˇzˇne´ se k tomu vyuzˇ´ıva´ utilita
make a soubor Makefile upraveny´ pro potrˇeby prˇekladu modulu. Vı´ce se mu˚zˇete dozveˇdeˇt
naprˇ´ıklad v [6]. Po prˇekladu je potrˇeba prove´st zaveden´ı modulu, pro ktere´ lze vyuzˇ´ıt
prˇ´ıkaz˚u insmod modul.ko cˇi modprobe modul. Pro odstraneˇn´ı se pouzˇ´ıvaj´ı prˇ´ıkazy rmmod
module nebo modprobe -r module. Utilita modprobe se stara´ i o za´vislosti modul˚u. Pro
vsˇechny uvedene´ prˇ´ıkazy je potrˇeba mı´t administra´torska´ opra´vneˇn´ı. Pokud chceme zajistit,
aby byl na´sˇ modul automaticky zava´deˇn prˇi startu syste´mu, je potrˇeba upravit prˇ´ıslusˇne´
konfiguracˇn´ı soubory (v´ıce naprˇ. v [14]).
3Prˇ´ıkladem mu˚zˇe by´t procfs, sysfs, configfs, debugfs cˇi sysctl
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Kapitola 5
Detekce skryty´ch prostrˇedk˚u
a implementace detektoru
V te´to kapitole budou popsa´ny zp˚usoby, jak detekovat zdroje ukryte´ pomoc´ı rootkit˚u.
Detekc´ı samotny´ch rootkit˚u se tato pra´ce nezaby´va´. Mohou k n´ı poslouzˇit na´stroje jako
naprˇ. [15, 16]. Druha´ cˇa´st te´to kapitoly bude popisovat na´vrh a implementaci detektoru.
Prˇi na´vrhu detektor˚u jsem vycha´zel z informac´ı uvedeny´ch v drˇ´ıveˇjˇs´ıch kapitola´ch. Snazˇil
jsem se odhalit mezery v implementac´ıch jednotlivy´ch rootkit˚u a vyuzˇ´ıt jich pro detekova´n´ı
skryty´ch prostrˇedk˚u. Vyuzˇ´ıval jsem dvou za´kladn´ıch prˇ´ıstup˚u:
1. Zameˇrˇil jsem se na zp˚usob, jaky´m jsou vytva´rˇeny prostrˇedky operacˇn´ıho syste´mu.
Jake´ datove´ struktury vytva´rˇej´ı a do jaky´ch se registruj´ı (naprˇ. procesy vytva´rˇej´ı
task struct, ktera´ je registrova´na v task list). Pote´ jsem testoval, zda rootkity
skry´vaj´ı vsˇechny zainteresovane´ struktury.
2. Zkoumal jsem vedlejˇs´ı efekty, ktere´ mohou vzniknout existenc´ı skryty´ch prostrˇedk˚u.
Naprˇ. procesy reaguj´ı na signa´l, metainformace o souborech neodpov´ıdaj´ı skutecˇneˇ
zobrazeny´m soubor˚um aj.
Neˇktere´ z odhaleny´ch metod byly implementova´ny, jine´ jsou sp´ıˇse na´vrhem rˇesˇen´ı, ktere´
lze pouzˇ´ıt prˇi budouc´ım pokracˇova´n´ı pra´ce. Srovna´n´ı jak si implementovane´ metody vedly
proti skutecˇny´m rootkit˚um naleznete v kapitole 6.
5.1 Detekce skryty´ch proces˚u
Prˇi detekci skryty´ch proces˚u jsem se rozhodl k sadeˇ zjednodusˇen´ı vztahuj´ıc´ıch se k cˇ´ısel-
ny´m identifika´tor˚um procesu (PID, PGID, SID). Prˇedpokla´dal jsem jejich maxima´ln´ı hod-
notu 32 768. Toto omezen´ı vycha´z´ı z rozsahu datove´ho typu pid t, ktery´ se vyuzˇ´ıva´
k uchova´n´ı PID. Da´le jsem pocˇ´ıtal s vyuzˇit´ım jedine´ho globa´ln´ıho namespace1. Tato ome-
zen´ı ale dodrzˇuje veˇtsˇina dnesˇn´ıch Linuxovy´ch syste´mu˚ a dodrzˇovaly je i vsˇechny testovac´ı
stanice.
Postup detekce skryte´ho procesu by se dal shrnout do na´sleduj´ıc´ıch krok˚u:
1Namespace poskytuje r˚uzne´ pohledy na syste´m. Vsˇechny identifika´tory jsou ulozˇeny v kontejnerech.
V jejich ra´mci jsou identifika´tory unika´tn´ı, ale mimo neˇj jizˇ ne. V kazˇde´m kontejneru mu˚zˇe by´t tedy jiny´
proces se stejny´m PID [4].
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1. Zjisti vsˇechny procesy v syste´mu, vcˇetneˇ skryty´ch. Steˇzˇejn´ı bod detektoru. Jednotlive´
metody se liˇs´ı prˇedevsˇ´ım zp˚usobem jaky´m z´ıska´vaj´ı tato data.
2. Zjistit vsˇechny procesy, ktere´ jsou viditelne´ uzˇivateli. V te´to pra´ci se z´ıska´valy vola´n´ım
ps, cˇi prozkouma´n´ım virtua´ln´ıho souborove´ho syste´mu /proc.
3. Pokud jsme v kroku 1 z´ıskaly proces, ktery´ jsme nenalezli v kroku 2, je tento proces
povazˇova´n za skryty´.
Kde to bylo implementacˇneˇ mozˇne´, byl postup krok˚u na´sleduj´ıc´ı. V bodu 1 se z´ıskal
proces, ktery´ se okamzˇiteˇ otestoval, zda je viditelny´ uzˇivateli a pokud nebyl, byl prohla´sˇen
za skryty´. Du˚vodem bylo minimalizova´n´ı cˇasove´ho u´seku mezi z´ıska´n´ım proces˚u v bodu 1
a v bodu 2. V tomto cˇasove´m okneˇ by totizˇ mohlo doj´ıt ke vzniku cˇi zrusˇen´ı procesu, cozˇ
by zkreslilo vy´sledky. Toto cˇasove´ okno bohuzˇel nelze zcela eliminovat. Operace prova´deˇne´
v kroku 1 a v kroku 2 vzˇdy neˇjakou dobu trvaj´ı, stejneˇ tak prˇeda´n´ı z´ıskany´ch hodnot do
kroku 3 a jejich na´sledne´ porovna´n´ı. Vzˇdy tedy existuje mozˇnost, zˇe vy´sledek bude zkreslen,
veˇtsˇinou ve formeˇ falesˇne´ho vy´sledku. Beˇhem testova´n´ı se ale tento proble´m neprojevil.
Pro potrˇeby te´to pra´ce byly navrhnuty na´sleduj´ıc´ı metody detekova´n´ı vsˇech proces˚u
v syste´mu (vcˇetneˇ skryty´ch):
• Detekce zasla´n´ım signa´lu – Jde o pomeˇrneˇ nena´rocˇnou variantu, kde cely´ vy´sledny´
program mu˚zˇe beˇzˇet v uzˇivatelske´m rezˇimu. Na vsˇechna mozˇna´ PID zasˇleme signa´l.
Pokud na neˇj proces zareaguje, prˇida´ se do seznamu proces˚u. Tato varianta byla
u´speˇsˇneˇ implementova´na. Veˇtsˇina dnesˇn´ıch rootkit˚u je oproti te´to detekci imunn´ı.
Proti testovany´m rootkit˚um tato varianta neuspeˇla ani jednou.
• Detekce pr˚uchodem task list – V tomto prˇ´ıpadeˇ se jizˇ vy´sledny´ program skla´da´
ze dvou prvk˚u. Ja´drove´ho modulu, ktery´ je schopen procha´zet skrze task list prˇicˇemzˇ
z´ıska´va´ potrˇebne´ informace, a uzˇivatelske´ aplikace, ktera´ procesy z´ıska´va´ od modulu
a porovna´va´ je s procesy, ktere´ jsou pro ni viditelne´. Steˇzˇejn´ı cˇa´st´ı tohoto prˇ´ıstupu je
naimplementovat komunikaci mezi modulem a aplikac´ı. V te´to pra´ci byl zvolen postup
popsany´ v kapitole 4.3. Detailneˇji je tento postup zna´zorneˇn na obr. 5.1. Detektor je
uzˇivatelska´ aplikace, ktera´ komunikuje s dveˇma moduly prostrˇednictv´ım dvou po-
mocny´ch soubor˚u ibpAllProcs.ibp a ibpProcInfo.ibp. Prvn´ı slouzˇ´ı k z´ıska´n´ı PID
vsˇech proces˚u, druhy´ poskytuje informace o pozˇadovane´m procesu. Komunikaci vzˇdy
zahajuje detektor za´pisem do souboru, prˇi ktere´m prˇeda´ parametry. Pote´ v cyklu
z´ıska´va´ informace cˇten´ım ze souboru. Pro z´ıska´n´ı proces˚u je prˇi za´pisu zadana´ me-
toda z´ıska´n´ı proces˚u, pote´ se cˇtou jednotliva´ PID. Pro z´ıska´n´ı informac´ı o procesu
se nejdrˇ´ıve do souboru zap´ıˇse jeho PID a pote´ se cˇtou informace. Tento postup je
nutny´, protozˇe jakmile je proces skryty´ nema´ uzˇivatelska´ aplikace mozˇnost o neˇm
z´ıskat jake´koliv informace. Vy´sledky tohoto detektoru mu˚zˇete videˇt v prˇ´ıloze A.
• Detekce pomoc pid hash – Tento detektor ke sve´ cˇinnosti opeˇt potrˇebuje mo-
dul i uzˇivatelskou aplikaci. C´ılem modulu je z´ıskat vsˇechna zabrana´ PID s vyuzˇit´ım
struktur, ktera´ slouzˇ´ı ja´dru pro jejich prˇideˇlova´n´ı. Prˇideˇlova´n´ı PID je pomeˇrneˇ slozˇita´
operace2 na jejizˇ efektivitu jsou kladeny vysoke´ pozˇadavky. Z toho d˚uvodu ja´dro obsa-
huje sadu struktur a operac´ı, ktere´ tuto cˇinnost realizuj´ı. Veˇtsˇina funkc´ı bohuzˇel nen´ı
2Vsˇechny identifika´tory procesu (PID, PGID, SID) se totizˇ udrzˇuj´ı hromadneˇ. Nav´ıc se pocˇ´ıta´ s vyuzˇit´ım
r˚uzny´ch namespace.
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Obra´zek 5.1: Komunikace modul˚u ja´dra s uzˇivatelsky´mi programi
exportova´na, proto modul neprocha´zel prˇ´ımo tyto struktury. Mı´sto toho vyuzˇijeme
na´sleduj´ıc´ıch funkc´ı, ktere´ struktury procha´z´ı:
// Vrati deskriptor procesu pro hledane_pid
task = pid_task(find_vpid(hledane_pid, PIDTYPE_PID));
Pomoc´ı nich modul hledal v cele´m rozsahu PID (1–32 768). Vsˇechny cˇ´ıselne´ repre-
zentace PID, pro ktere´ se podarˇilo nale´zt deskriptor procesu, pote´ prˇedal aplikaci.
Vy´stupy detektoru vyuzˇ´ıvaj´ıc´ıho tohoto principu mu˚zˇete nale´zt v prˇ´ıloze A.
• Detekce pr˚uchodem pameˇti – Analyticke´ hleda´n´ı datove´ struktury prˇipomı´naj´ıc´ı
task struct ve fyzicke´ pameˇti. Pameˇt’ ja´dra budeme procha´zet v cele´m rozsahu, tedy
od pocˇa´tecˇn´ı adresy 0xc0000000 do c´ılove´ adresy 0xffffffff (obr. 5.2). Za´znamy by
se odhadovaly na za´kladeˇ hodnot, ktery´ch by mohly vybrane´ polozˇky task struct
naby´vat. Tato metoda nebyla implementova´na. Nenalezl jsem zp˚usob, jak spolehliveˇ
detekovat za´znamy. Proble´mem bylo vhodne´ sestaven´ı podmı´nek, ktere´ by slouzˇili
pro identifikaci za´znamu˚. Nedostatecˇneˇ specificke´ podmı´nky zp˚usobuj´ı vznik spousty
falesˇny´ch vy´sledk˚u. Prˇi striktneˇjˇs´ım nastaven´ı podmı´nek jsem se zase nevyhnul pot´ızˇ´ım
s neopra´vneˇny´m prˇ´ıstupem do pameˇti, ktery´ vyvolal tzv. oops. Oops je upozorneˇn´ı,
ktery´m da´va´ ja´dro najevo chybu ve vykona´va´n´ı sve´ho ko´du. Jakmile dojde k jeho
vzniku nelze da´le pocˇ´ıtacˇi plneˇ d˚uveˇrˇovat. V detektoru si vznik oops vynutil restar-
tova´n´ı pocˇ´ıtacˇe, jelikozˇ nebylo mozˇne´ da´le za´va´deˇt zˇa´dne´ moduly. Prˇi spra´vne´m se-
staven´ı by mohl by´t tendo zp˚usob detekce velmi efektivn´ı, jelikozˇ prˇed n´ım lze velmi
teˇzˇko procesy skry´t.
Hlavn´ım c´ılem rootkit˚u je skry´t procesy prˇed uzˇivateli, prˇedevsˇ´ım prˇed programy beˇzˇ´ıc´ımi
v uzˇivatelske´m rezˇimu. Prˇed ja´drem a jeho funkcemi se tyto prostrˇedky velmi teˇzˇko skry´vaj´ı.
Toto chova´n´ı je veˇtsˇinou i nezˇa´douc´ı. Ja´dro mus´ı by´t schopne´ procesy spravovat. Mus´ı je
by´t schopne´ spousˇteˇt, zastavovat, prˇideˇlovat jim PID, pla´novat jejich prˇiˇrazen´ı procesoru
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Obra´zek 5.2: Mapa pameˇti
atd. Pokud by k nim nemeˇlo prˇ´ıstup nemohlo by tuto cˇinnost zajistit. Proces by pote´
byl dokonale skryt, ale nemohl by by´t zarucˇen jeho bezproble´movy´ beˇh. Tento prˇ´ıstup
by mohl mı´t dokonce vliv na stabilitu cele´ho syste´mu. Z teˇchto d˚uvod˚u by meˇla by´t de-
tekce pr˚uchodem task list a pomoc´ı pid hash u´speˇsˇna´ na veˇtsˇineˇ rootkit˚u. Vzˇdy ale existuje
sˇance, zˇe prˇi nesˇt’astne´m nacˇasova´n´ı vzniku skryte´ho procesu se na neˇj prˇi testu nedosta-
neme a proces nebude tedy odhalen, jak je zna´zorneˇno na obr.5.3. Prohleda´va´n´ı zacˇ´ına´
u za´znamu current a prohleda´va´ seznam smeˇrem doprava (na konci seznamu se dostane
na jeho zacˇa´tek). Obra´zek popisuje stav prohleda´va´n´ı v cˇase t, kdy se aktua´lneˇ prohleda´va´
zˇluteˇ oznacˇeny´ za´znam a uzˇ byly prohleda´ny vsˇechny modrˇe oznacˇene´ za´znamy. V tomto
cˇase vznikl novy proces a pro neˇj se vytvorˇil cˇerveneˇ oznacˇeny´ za´znam, ke ktere´mu se pro-
hleda´va´n´ı ale nikdy nedostane, jelikozˇ skoncˇ´ı u pocˇa´tecˇn´ıho za´znamu current. Obdobny´
proble´m mu˚zˇe vzniknout prˇi pouzˇit´ı detekce pomoc´ı pid hash.
5.2 Detekce skryty´ch spojen´ı
Detekce skryty´ch spojen´ı je velmi podobna´ detekci skryty´ch proces˚u. Odrazovy´m mu˚st-
kem tentokra´t nejsou PID cˇ´ısla, ale cˇ´ısla port˚u. Za´kladn´ı postup detekce se take´ podoba´
detekova´n´ı proces˚u:
1. Zjisti vsˇechny vyuzˇ´ıvane´ porty (vcˇetneˇ skryty´ch).
2. Zjistit vsˇechny porty, ktere vid´ı uzˇivatel ve vy´pisu spojen´ı.
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Obra´zek 5.3: Proble´m detekce pomoc´ı task list
3. Pokud jsme v kroku 1 z´ıskaly port, ktery´ jsme nenalezli v kroku 2, vyuzˇ´ıva´ jej nejsp´ıˇse
skryte´ spojen´ı.
Pro tuto cˇa´st pra´ce je vyuzˇito rozhran´ı BSD Sockets. Kazˇdy´ soket je identifikova´n loka´ln´ı
adresou a cˇ´ıslem portu. Postupneˇ se vytva´rˇ´ı sada soket˚u s mı´stn´ı adresou INADDR ANY (libo-
volna´ adresa). Prˇiˇrazuj´ı se ale vzˇdy jina´ cˇ´ısla port˚u. Pokud nelze soketu prˇiˇradit konkre´tn´ı
cˇ´ıslo portu, je tento port povazˇova´n za zabrany´. Otestova´n´ım vsˇech mozˇny´ch cˇ´ısel port˚u
(0–65 535) se zjist´ı vsˇechny zabrane´ mı´stn´ı porty.
Spojen´ı, ktera´ jsou viditelna´ uzˇivateli, lze z´ıskat na´stroji jako netstat cˇi lsof, ktere´
z´ıska´vaj´ı u´daje cˇten´ım souborove´ho syste´mu /proc/net. Soucˇa´st´ı vy´pisu teˇchto na´stroj˚u
jsou i mı´stn´ı cˇ´ısla port˚u, ktera´ spojen´ı vyuzˇ´ıvaj´ı. Implementovany´ detektor vyuzˇ´ıva´ na´stroj
netstat, jehozˇ vy´stup prˇesmeˇruje do souboru. V tomto souboru pote´ vyhleda´va´ vsˇechny
zabrane´ mı´stn´ı porty. Jakmile nen´ı neˇjaky´ port ve vy´pisu nalezen, je spojen´ı, ktere´ jej
vyuzˇ´ıva´, povazˇovane´ za skryte´ (viz obr. 5.4). Vy´stupy detektoru vyuzˇ´ıvaj´ıc´ıho tento prˇ´ıstup
naleznete v prˇ´ıloze A.
5.3 Detekce skryty´ch soubor˚u
Detekce skryty´ch soubor˚u je nejh˚urˇe realizovatelnou soucˇa´st´ı projektu. Prˇi detekci pro-
ces˚u cˇi spojen´ı lze vyuzˇ´ıt rozsah˚u PID cˇ´ısel nebo cˇ´ısel port˚u. U soubor˚u zˇa´dny´ podobny´
odrazovy´ bod nema´me. Za´kladn´ı identifikaci souboru tvorˇ´ı na´zev souboru (vcˇetneˇ cesty
k neˇmu), ktery´ mu˚zˇe obsahovat te´meˇrˇ libovolny´ rˇeteˇzec. Jediny´ zp˚usob, jak skryty´ sou-
bor nale´zt, je prohledat cely´ souborovy´ syste´m. Uzˇivatel by mohl toto hleda´n´ı zjednodusˇit
zada´n´ım adresa´rˇe, ve ktere´m se skryty´ soubor nacha´z´ı. Tuto informaci ale bohuzˇel v praxi
nebude mı´t nikdy k dispozici. Pro tv˚urce rootkit˚u je nav´ıc pomeˇrneˇ jednoduche´ skry´t ob-
sahy adresa´rˇ˚u. Stacˇ´ı jim zameˇnit dveˇ syste´mova´ vola´n´ı getdents() a getdents64(). Pouze
prostrˇednictv´ım teˇchto syste´movy´ch vola´n´ı je uzˇivatel schopen cˇ´ıst obsah adresa´rˇe.
Detekce skryty´ch soubor˚u pomoc´ı ja´drove´ho modulu nen´ı v˚ubec jednoducha´. Je potrˇeba
prˇi n´ı pracovat s virtua´ln´ım souborovy´m syste´mem (da´le VFS), ktery´ patrˇ´ı k nejveˇtsˇ´ım
a nejkomplikovaneˇjˇs´ım soucˇa´stem ko´du ja´dra. Spousta jeho funkc´ı nav´ıc nen´ı exportova´na.
Cˇten´ı adresa´rˇ˚u totizˇ nen´ı v ja´drˇe doporucˇova´ne´3.
Prˇesto byly navrzˇeny tyto zp˚usoby detekce:
• Detekce cˇten´ım adresa´rˇe po znac´ıch – Neˇktere´ rootkity identifikuj´ı skry´vane´
soubory na za´kladeˇ jejich na´zv˚u. Prˇi nacˇ´ıta´n´ı na´zvu souboru rootkit oveˇrˇ´ı, zda na´zev
3Vı´ce naprˇ. na: http://www.linuxjournal.com/article/8110.
38
Část, kterou je schopen
vidět uživatel
Všechny zabrané porty
80
25
1212
32768
44444
Porty skrytých spojení
Obra´zek 5.4: Metoda odhalen´ı skryty´ch port˚u
souboru neobsahuje identifikacˇn´ı podrˇeteˇzec. Pokud ano nen´ı uzˇivateli zobrazen. Po-
kud bychom cˇetli obsah souboru po znac´ıch, byla by tato metoda neu´speˇsˇna´, jelikozˇ
by rootkit nikdy nedostal k porovna´n´ı cely´ na´zev souboru. Proble´m te´to metody
spocˇ´ıva´ v tom, zˇe jediny´ zp˚usob, jak cˇ´ıst obsah adresa´rˇ˚u, vede k syste´move´mu vola´n´ı
getdents[64](), ktere´mu nelze prˇika´zat nacˇ´ıta´n´ı obsahu soubor˚u po jednom znaku.
Tento prˇ´ıstup je zaveden z toho d˚uvodu, zˇe VFS mus´ı by´t schopen pracovat s r˚uzny´mi
souborovy´mi syste´my. V kazˇde´m souborove´m syste´mu nen´ı adresa´rˇ pouze specia´ln´ım
typem souboru, jako je tomu u neˇktery´ch unixovy´ch souborovy´ch syste´mu˚.
• Detekce v ja´drove´m modulu – Tento detektor by zjistil obsah adresa´rˇe v ja´drove´m
modulu prˇ´ımo vyuzˇit´ım struktur VFS. To by pak bylo porovna´va´na s obsahem, ktery´
vid´ı uzˇivatel. Prˇi pokusu o implementaci tohoto detektoru se mi nepodarˇilo u´speˇsˇneˇ
pracovat se strukturami VFS. Tento dektektor by meˇl by´t schopny´ odhalit skryte´
soubory u rootkit˚u maskuj´ıc´ıch syste´mova´ vola´n´ı. Rootkity, ktere´ nahrazuj´ı funkce
VFS, by odhaleny nebyly. Tento na´vrh detektoru je mozˇny´m rozsˇ´ıˇren´ım pro budouc´ı
pokracˇova´n´ı pra´ce.
Skryte´ soubory mus´ı by´t vzˇdy fyzicky umı´steˇny na disku, cozˇ je jejich nevy´hodou. Vzˇdy
je mozˇne´ tento disk vyjmout a prˇene´st do neinfikovane´ stanice, kde uzˇ budou soubory vidi-
telne´. Take´ je mozˇne´ pouzˇ´ıt tzv. live distribuci Linuxove´ho syste´mu, ktera´ beˇzˇ´ı z CD/DVD
a je schopna cˇ´ıst obsah disku. Uzˇivatel by ale musel veˇdeˇt jaky´ soubor hledat, cozˇ v praxi
neby´va´ prˇ´ıliˇs cˇaste´.
39
5.4 Na´vrh a implementace detektoru
Vy´sledna´ aplikace se skla´da´ ze dvou za´kladn´ıch cˇa´st´ı:
• Modul˚u pro ja´dro – Umozˇnˇuj´ı z´ıska´va´n´ı informac´ı prˇ´ımo z ja´dra a zprˇ´ıstupnˇuj´ı je
skrze pomocne´ soubory v procfs uzˇivatelsky´m aplikac´ım.
• Uzˇivatelske´ aplikace – Z´ıska´va´ uzˇivatelsky´ pohled na prostrˇedky syste´mu. Ty pote´
porovna´va´ s informacemi poskytovany´mi jaderny´mi moduly. Umozˇnˇuje uzˇivateli upra-
vovat chova´n´ı detektoru a vypisuje mu z´ıskane´ vy´sledky.
Moduly se prˇi sve´m zaveden´ı postaraj´ı o vytvorˇen´ı pomocny´ch komunikacˇn´ıch soubor˚u.
Za´pisem do teˇchto soubor˚u uzˇivatelska´ aplikace da´va´ najevo zˇa´dost o data. Modul je z´ıska´
a zprˇ´ıstupn´ı aplikaci prostrˇednictv´ım cˇten´ı pomocne´ho souboru. Po odebra´n´ı modulu se
odstran´ı i pomocne´ soubory.
Na´vrh uzˇivatelske´ aplikace je zameˇrˇen na modularitu a znovupouzˇitelnost ko´du i jeho
jednotlivy´ch cˇa´st´ı. Detektor je koncipova´n jako obecna´ komponenta, ktere´ se doda´va´ funk-
cionalita pomoc´ı za´suvny´ch modul˚u. V jazyce C se da´ takove´ chova´n´ı zajistit pomoc´ı uka-
zatel˚u na funkce. Kazˇdy´ za´suvny´ modul je ralizova´n jako funkce, ktera´ mus´ı dodrzˇet pevneˇ
dany´ prototyp. Do detektoru se pote´ prˇeda´va´ odkaz na takovou funkci a parametry, ktere´
se ji prˇedaj´ı. Detektor pote´ mu˚zˇe jednodusˇe prˇedany´ za´suvny´ modul volat. Kv˚uli potrˇeba´m
jednotlivy´ch za´suvny´ch modul˚u a mozˇnostem rozsˇiˇritelnosti ko´du mus´ıme nale´zt zp˚usob,
jak touto metodou splnit tyto za´kladn´ı pozˇadavky:
1. Kazˇdy´ za´suvny´ modul mu˚zˇe vyzˇadovat jiny´ typ i pocˇet parametr˚u.
2. Kazˇdy´ za´suvny´ modul mu˚zˇe vracet r˚uzny´ pocˇet a typ hodnot.
tGenericReturn
eArrayType arrayType;
int arrayLen;
void *array;
tGenericParams
int printOutput;
eParamsType type;
union{
tProcsParams procsParams;
tConnParams connParams;
tFileParams fileParams;
};
tGenericReturn *getHiddenProcs(tGenericType *params);
tGenericReturn *detector(tGenericReturn*(*plugin)(tGenericParams *params), 
tGenericParams *p);
Obra´zek 5.5: Genericke´ typy a jejich pouzˇit´ı
Pro implementaci tohoto chova´n´ı jsou vytvorˇeny dva genericke´ datove´ typy, ktere´ jsou
zobrazeny na obr. 5.5:
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• tGenericParams – Uchova´va´ parametry za´suvne´ho modulu. Polozˇka printOutput
uda´va´, zda ma´ modul vypsat informace na standardn´ı vy´stup, type definuje typ pa-
rametru, a vnorˇeny´ union jizˇ obsahuje parametry konkre´tn´ıho modulu. Tento princip
umozˇnˇuje snadne´ prˇida´va´n´ı r˚uzny´ch typ˚u parametr˚u. Stacˇ´ı pro neˇ udeˇlat novy´ iden-
tifika´tor do vy´cˇtu eParamsType a novou datovou strukturu uchova´vaj´ıc´ı parametry.
Tu je nakonec potrˇeba zarˇadit do vnorˇene´ho vy´cˇtu.
• tGenericReturn – Uchova´va´ na´vratove´ hodnoty za´suvny´ch modul˚u. Polozˇka array
uchova´va´ pole navra´ceny´ch hodnot. Polzˇky arrayType a arrayLen pote´ urcˇuj´ı typ
hodnot a de´lku pole, ve ktere´m jsou hodnoty ulozˇeny.
Na obr. 5.5 lze take´ videˇt prototyp za´suvne´ho modulu i prototyp detektoru, do ktere´ho se
modul vkla´da´. Tento postup umozˇnˇuje detektoru prova´deˇt r˚uznou cˇinnost a z´ıska´vat r˚uzne´
typy vy´sledk˚u od jednotlivy´ch za´suvny´ch modul˚u.
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Kapitola 6
Testova´n´ı
V te´to kapitole budou popsa´ny zp˚usoby a vy´sledky testova´n´ı detektoru, ktery´ je prak-
ticky´m vy´stupem te´to pra´ce. Srovna´n´ı lze take´ videˇt v prˇ´ıloze B.
6.1 Postup testova´n´ı
Kazˇda´ implementovana´ metoda je testova´na ve dvou kroc´ıch:
• Otestova´n´ı metody prˇi zˇa´dne´m skryte´m prostrˇedku (zˇa´dny´ rootkit nen´ı aktivn´ı). Tato
fa´ze slouzˇ´ı hlavneˇ k oveˇrˇen´ı mnozˇstv´ı falesˇny´ch vy´sledk˚u.
• Otestova´n´ı metody prˇi aktivovane´m rootkitu. Touto fa´z´ı je oveˇrˇena u´speˇsˇnost metody
oproti skutecˇne´mu rootkitu.
Pro potrˇeby testova´n´ı je provedena i d˚ukladna´ analy´za ko´du testovany´ch rootkit˚u. Prˇi
n´ı jsou hleda´ny techniky, ktere´ by zabra´nili odhalen´ı skryty´ch prostrˇedk˚u detektorem.
6.2 Vy´sledky testova´n´ı
Vy´sledky testova´n´ı jsou shrnuty do na´sleduj´ıc´ıch tabulek. Obsah buneˇk tabulky identi-
fikuje techniku, ktera´ byla u´speˇsˇna´ prˇi hleda´n´ı skryte´ho prostrˇedku uvedene´ho rootkitu.
na´zev kbeast-v4 adore-ng enyelkm
Skryte´ procesy task list, pid hash task list, pid hash task list, pid hash
Skryta´ spojen´ı skenova´n´ı port˚u skenova´n´ı port˚u skenova´n´ı port˚u
na´zev jynx2 DR override
Skryte´ procesy task list, pid hash task list, pid hash task list, pid hash
Skryta´ spojen´ı skenova´n´ı port˚u skenova´n´ı port˚u skenova´n´ı port˚u
Vy´sledky dokazuj´ı, zˇe testova´n´ı proces˚u procha´zen´ım struktur ja´dra je velmi efektivn´ı.
I prˇi zkouma´n´ı ko´du rootkit˚u nebylo zjiˇsteˇno, zˇe by se neˇktery´ z nich pokousˇel o skryt´ı pro-
ces˚u v ja´drove´m prostoru. Vesˇkere´ skry´va´n´ı prob´ıhalo azˇ pro aplikace v uzˇivatelske´m pro-
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storu. U´speˇsˇnost detektoru spojen´ı je take´ vysoka´. Jakmile je totizˇ neˇjaky´ port zabra´n, nen´ı
mozˇne´ na neˇm vytvorˇit nove´ spojen´ı. Toto chova´n´ı mus´ı by´t zajiˇsteˇno jizˇ kv˚uli za´kladn´ım
princip˚um funkce pocˇ´ıtacˇovy´ch s´ıt´ı. Pokud by naprˇ. existovalo skryte´ spojen´ı na portu 5252,
a operacˇn´ı syste´m by povolil vytvorˇen´ı nove´ho spojen´ı na stejne´m portu, neveˇdeˇlo by se,
ktere´ aplikaci se maj´ı data po prˇijet´ı zaslat.
Slabinou uvedeny´ch metod je mozˇnost vzniku falesˇny´ch vy´sledk˚u. Pro procesy byl tento
proble´m popsa´n v kapitole 5.1. Projevoval se prˇedevsˇ´ım prˇi porovna´n´ı proces˚u s vy´pi-
sem ps. U detekce skryty´ch spojen´ı tento proble´m take´ vznika´. Na testovac´ı stanici nesˇlo
vytvorˇit spojen´ı na portu 80, a tento port se nevyskytoval ani ve vy´pisu netstat. S nejveˇtsˇ´ı
pravdeˇpodobnost´ı byl zabra´n pro webovy´ server, ale jelikozˇ zˇa´dny´ nebeˇzˇel, nebyl zobrazen
ve vy´pisu spojen´ı.
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Za´veˇr
V te´to pra´ci jsem se sezna´mil s operacˇn´ım syste´mem GNU/Linux, prˇedevsˇ´ım se zp˚usoby
reprezentace a spra´vy proces˚u, soubor˚u a s´ıt’ovy´ch spojen´ı. Provedl jsem detailn´ı analy´zu
sˇesti rootkit˚u, ktere´ jsem klasifikoval do skupin dle metod jaky´mi skry´vaj´ı prostrˇedky
operacˇn´ıch syste´mu˚, a dle rezˇimu˚ ve ktery´ch beˇzˇ´ı. Z´ıskane´ poznatky jsem shrnul do ka-
pitoly 3. Snazˇil jsem se prˇehledneˇ poskytnout informace souvisej´ıc´ı s touto te´matikou, cozˇ
by mohlo poslouzˇit pro budouc´ı pra´ce v oboru bezpecˇnosti. Navrhnul jsem metody jak od-
halit skryte´ prostrˇedky, z nichzˇ jsem neˇktere´ implementoval a jine´ ponechal pro budouc´ı
rozsˇ´ıˇren´ı. Popsal jsem obecny´ zp˚usob jaky´m postupovat prˇi hleda´n´ı mezer v implementaci
rootkit˚u.
Hlavn´ı prˇ´ınos pra´ce vid´ım ve vytvorˇen´ı obecne´ho detektoru, ktere´mu se jeho chova´n´ı
doda´va´ formou za´suvny´ch modul˚u (plugin˚u). Pro potrˇeby komunikace plugin˚u s detekto-
rem jsem vytvorˇil genericke´ rozhran´ı, ktere´ umozˇnˇuje plugin˚um z´ıska´vat r˚uzne´ typy pa-
rametr˚u a vracet r˚uzne´ hodnoty. Tato implementace poskytuje vysokou variabilitu pro
budouc´ı mozˇnosti rozsˇ´ıˇren´ı detektoru. Pro tento detektor jsem implementoval trˇi metody
detekce skryty´ch proces˚u a jednu metodu detekova´n´ı skryty´ch spojen´ı. Detekce skryty´ch
proces˚u byly seskupeny do jednoho pluginu, detekce skryty´ch spojen´ı do druhe´ho. Jed-
notlive´ metody detekce proces˚u plugin identifikuje na za´kladeˇ svy´ch parametr˚u. Metody
detekce skryty´ch proces˚u, ktere´ vyuzˇ´ıvaj´ı struktur ja´dra jako task list cˇi pid hash jsem rea-
lizoval s vyuzˇit´ım modul˚u ja´dra. Proto jsem musel navrhnout a implementovat komunikaci
mezi moduly a programem. Komunikace prob´ıha´ prostrˇednictv´ım pomocny´ch soubor˚u ve
virtua´ln´ı souborove´m syste´mu procfs. Tyto metody detekce vykazuj´ı vysokou u´speˇsˇnost
odhalen´ı skryty´ch proces˚u. Tento postup by se dal zobecnit do abstraktn´ı metodiky dete-
kova´n´ı skryty´ch prostrˇedk˚u. Moduly ja´dra by poskytovaly informace o vsˇech prostrˇedc´ıch
(vcˇetneˇ skryty´ch) a ty by prˇeda´vali uzˇivatelske´ aplikaci, ktera´ by je porovna´vala s prostrˇedky
viditelny´mi uzˇivateli. Proto jsem v pra´ci popsal i slabiny teˇchto metod, ktere´ se mohou pro-
jevit prˇedevsˇ´ım formou falesˇny´ch vy´sledk˚u. Implementovane´ metody jsem porovnal s sˇesti
volneˇ dostupny´mi rootkity.
V pra´ci by se dalo pokracˇovat implementac´ı neˇktery´ch z navrzˇeny´ch metod cˇi navrzˇen´ım
a implementaci novy´ch. Da´le by se mohli zdokonalit implementovane´ metody, aby poskyto-
vali me´neˇ falesˇny´ch vy´sledk˚u (prˇedevsˇ´ım detekce pomoc´ı pid hash). Tyto metody by se daly
zarˇadit do vytvorˇene´ho detektoru. Detektor by da´le mohl by´t rozsˇ´ıˇren o detekci dalˇs´ıch typ˚u
skryty´ch u´daj˚u jako naprˇ. skryty´ch modul˚u cˇi skryty´ch text˚u uvnitrˇ soubor˚u. Takovy´ detek-
tor by se mohl sta´t soucˇa´st´ı detektoru rootkit˚u, ktery´ by mohl by´t zarˇazen do pocˇ´ıtacˇove´ho
bezpecˇnostn´ıho syste´mu.
44
Literatura
[1] Abraham Silberschatz, Peter Baer Galvin, Greg Gagne. Operating System Concepts.
John Wiley and Sons, USA, 8 edition, 2009. iSBN 978-0-470-12872-5.
[2] Andrew S. Tanenbaum. Modern Operating Systems. Prentice Hall, Upper Saddle
River, N.J., 3 edition, 2007. iSBN 978-0136006633.
[3] w3schools. Os platform statistics.
http://www.w3schools.com/browsers/browsers os.asp, 2012. [rev. 2012-01-16].
[4] Wolfgang Mauerer. Professional Linux Kernel Architecture. Wiley Publishing, Inc.,
Indiana 46256 USA, 2008. iSBN 978-0-470-34343-2.
[5] Bc. Boris Procha´zka. U´toky na operacˇn´ı syste´m Linux v teorii a praxi. Fakulta
informacˇn´ıch technologii, VUT, 2010.
[6] Robert Love. Linux Kernel Development. Addison-Wesley, Upper Saddle River, N.J.,
3 edition, 2010. iSBN 06-723-2946-8.
[7] Bovet P. Daniel, Cesati Marco. Understanding the Linux Kernel. O’Reilly, USA, 3
edition, 2005. iSBN 0-596-00565-2.
[8] Palmers. Advances in kernel hacking ii.
http://www.phrack.org/issues.html?issue=59&id=5#article, 2002. [rev. 2013-02-21].
[9] Sd Devik. Linux on-the-fly kernel patching without lkm.
http://www.phrack.org/issues.html?issue=58&id=7#article, 2001. [rev. 2013-02-21].
[10] Silvio Cesare. Kernel function hijacking. http://www.ouah.org/kernel-hijack.txt,
1999. [rev. 2013-02-21].
[11] Silvio Cesare. Syscall redirection without modifying the syscall table.
http://www.ouah.org/stealth-syscall.txt. [rev. 2013-02-21].
[12] Jonathan C., Marco C. Linux Device Drivers. O’Reailly, USA, 2005.
iSBN 0-596-00590-3.
[13] Ariane Keller. Kernel space - user space interfaces.
http://people.ee.ethz.ch/%7Earkeller/linux/kernel user space howto.html.
[rev. 2013-05-12].
[14] kolektiv. Linux Dokumentacˇn´ı projekt. Computer Press, Cˇeska´ republika, 4 edition,
2008. iSBN 978-80-251-1525-1.
45
[15] Pangeia Informa´tica LTDA. Chkrootkit official website. http://www.chkrootkit.org.
[rev. 2013-05-05].
[16] M. Boelen. Rootkit hunter official website. http://rkhunter.sourceforge.net.
[rev. 2013-05-05].
46
Seznam prˇ´ıloh
Prˇ´ıloha A Uka´zkove´ vy´stupy programu
Prˇ´ıloha B Analyzovane´ rootkity
47
Prˇ´ıloha A
Uka´zkove´ vy´stupy programu
V te´to prˇ´ıloze uvedu neˇktere´ zaj´ımave´ uka´zkove´ vy´stupy z implementovane´ho detektoru.
Dalˇs´ı uka´zky vy´stup˚u jsou k dispozici na doprovodne´m CD.
1. Implicitn´ı chova´n´ı, zˇa´dny´ skryty´ prostrˇedek (falesˇny´ vy´sledek – port 80
./detector
===========================================
------ DETEKTOR SKRYTYCH PROCESU ----------
Vsechny procesy: Pruchodem task list
Viditelne procesy: Z procfs + vypisem ps
-------------------------------------------
Bylo nalezone 0 podezrelych procesu
===========================================
===========================================
------ DETEKTOR SKRYTYCH SPOJENI ----------
Metoda: Skenovani portu
-------------------------------------------
Bylo nalezeno 1 podezrelych spojeni
===========================================
PORADI PORT
0 80
2. Implicitn´ı chova´n´ı, skryty´ port 13377 a 7 proces˚u
./detector
===========================================
------ DETEKTOR SKRYTYCH PROCESU ----------
Vsechny procesy: Pruchodem task list
Viditelne procesy: Z procfs + vypisem ps
-------------------------------------------
Bylo nalezone 7 podezrelych procesu
===========================================
PID PPID TGID CMD
25542 25160 25542 bash
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25570 25195 25570 make
25576 25570 25576 _h4x_noStop
25589 25160 25589 bash
25606 25589 25606 mc
25608 25606 25608 bash
28574 24241 28574 sudo
===========================================
------ DETEKTOR SKRYTYCH SPOJENI ----------
Metoda: Skenovani portu
-------------------------------------------
Bylo nalezeno 2 podezrelych spojeni
===========================================
PORADI PORT
0 80
1 13377
3. Vy´pis skryty´ch proces˚u bez hlavicˇek
./detector -p --allprocs=tasklist --userprocs=all --noheaders
PID PPID TGID CMD
6088 2271 6088 make
6094 6088 6094 _h4x_noStop
6468 2412 6468 sudo
4. Vy´pis skryty´ch spojen´ı bez hlavicˇek (falesˇny´ vy´stup – port 80
./detector -c --noheaders
PORADI PORT
0 80
1 13377
5. Vy´pis skryty´ch proces˚u vyuzˇit´ım pid hash. Porovna´n´ı s vy´pisem ps (rˇada
chybny´ch vy´sledk˚u).
./detector -p --allprocs=pidhash --userprocs=ps
===========================================
------ DETEKTOR SKRYTYCH PROCESU ----------
Vsechny procesy: Pomoci pid hash
Viditelne procesy: Vypisem ps
-------------------------------------------
Bylo nalezone 31 podezrelych procesu
===========================================
PID PPID TGID CMD
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975 1 967 rsyslogd
1083 1 1060 NetworkManager
1097 1 1090 gdm3
1102 1090 1094 gdm-simple-slav
1154 1094 1099 Xorg
1246 1 1244 hald
1445 1 1440 prltoolsd
1505 1 1504 console-kit-dae
1997 1 1995 gnome-keyring-d
2015 1094 1632 gdm-session-wor
2071 1632 2014 x-session-manag
2074 1 1995 gnome-keyring-d
2088 1 2087 bonobo-activati
2115 2014 2104 prlcc
2119 1 2113 prl_wmouse_d
2133 2089 2106 cli
2139 1 2138 gvfs-afc-volume
2161 1 2153 task1
2176 2089 2106 gnome-do
4141 1 1995 gnome-keyring-d
9543 1 9541 krusader
24239 1 24236 gnome-terminal
24348 1 24342 gnome-terminal
25170 1 25160 konsole
25542 25160 25542 bash
25570 25195 25570 make
25576 25570 25576 _h4x_noStop
25589 25160 25589 bash
25606 25589 25606 mc
25608 25606 25608 bash
27651 24241 27651 detector
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Prˇ´ıloha B
Analyzovane´ rootkity
Tato prˇ´ıloha poskytuje souhrnnou analy´zu rootkit˚u ve formeˇ tabulek. Take´ poukazuje
na vy´sledky test˚u detektoru oproti teˇmto rootkit˚um. Analyzovane´ rootkity byli velmi silneˇ
za´visle´ na platformeˇ. I prˇi instalaci podporovany´ch verz´ı ja´dra se mi nepodarˇilo neˇktere´
testovane´ rootkity spustit. Pokud nebylo mozˇne´ rootkit spustit provedl jsem srovna´n´ı root-
kitu s detektorem na za´kladeˇ detailn´ı analy´zy ko´du rootkitu. Tyto informace jse zohlednil
ve vy´sledny´ch tabulka´ch.
na´zev autor odkaz
kbeast-v4 IPSECS http://packetstormsecurity.com/files/108286/
KBeast-Kernel-Beast-Linux-Rootkit-2012.html
adore-ng teso, stealth http://packetstormsecurity.com/files/32843/
adore-ng-0.41.tgz.html
enyelkm RaiSe http://packetstormsecurity.com/files/44010/
enyelkm.en.v1.1.tar.gz.html
jynx2 ErrProne http://packetstormsecurity.com/search/?q=
jynx2
DR bas.alberts, im-
munityinc.com
http://www.immunityinc.com/downloads/linux_
rootkit_source.tbz2
override Amir Alsbih http://packetstormsecurity.com/files/43448/
override.tar.bz.html
51
N
áz
ev
kb
ea
st
-v
4
ad
or
e-
ng
en
ye
lk
m
Ty
p 
ro
ot
ki
tu
m
od
ul
m
od
ul
m
od
ul
Ve
rz
e 
já
dr
a
2.
6 
a 
no
vě
jš
í
2.
4,
 2
.6
2.
6
M
et
od
y 
út
ok
u
Ú
to
k 
na
 ta
bu
lk
u 
sy
st
ém
ov
ýc
h 
vo
lá
ní
.
Ú
to
k 
na
 v
irt
uá
ln
í s
ou
bo
ro
vý
 s
ys
té
m
Ú
to
k 
na
 s
ys
té
m
ov
á 
vo
lá
ní
, s
ys
en
tr
Pr
os
tř
ed
ky
 s
kr
ýv
án
í
10
 s
ys
ca
ll,
 p
or
ov
ná
vá
ní
 n
áz
vu
 
ak
tu
ál
ní
ho
 p
ro
ce
su
6 
vf
s 
fu
nk
cí
3 
sy
sc
al
l f
un
kc
e,
 v
fs
_r
ea
d(
)
Sk
rý
vá
ní
 p
ro
ce
sů
sy
sc
al
l 
re
ad
()
, 
wr
it
e(
)
id
en
tif
ik
ac
e 
na
 z
ák
la
dě
 p
od
ře
tě
zc
e 
v 
ná
zv
u
vf
s_
re
ad
di
r(
),
sk
rý
va
né
 p
id
 u
lo
že
ny
 v
 s
ez
na
m
u
S
ys
ca
ll 
ge
td
en
ts
[6
4]
()
, 
id
en
tif
ik
ac
e 
po
m
oc
i p
od
ře
tě
zc
e 
ne
bo
 
gi
d 
= 
0x
48
91
96
ab
Sk
rý
vá
ní
 s
ou
bo
rů
sy
sc
al
l g
et
de
nt
s[
64
](
)
id
en
tif
ik
ac
e 
na
 z
ák
la
dě
 p
od
ře
tě
zc
e 
v 
ná
zv
u
vf
s_
re
ad
di
r(
),
sk
rý
va
né
 s
ou
bo
ry
 s
 d
an
ým
 u
id
 č
i g
id
S
ys
ca
ll 
ge
td
en
ts
[6
4]
()
, 
id
en
tif
ik
ac
e 
po
m
oc
í p
od
ře
tě
zc
e
Sk
rý
vá
ní
 s
po
je
ní
P
or
t 1
33
77
,
um
ož
ňu
je
 v
zd
ál
en
ý 
př
ís
tu
p
Ú
pr
av
a 
čt
en
í z
 /
pr
oc
/n
et
.
S
ez
na
m
 s
kr
ýv
an
ýc
h 
po
rtů
 v
 
se
zn
am
u
Ú
pr
av
a 
čt
en
í z
 /p
ro
c/
ne
t.
Po
zn
ám
ky
S
kr
ýv
á 
m
od
ul
, n
eu
m
ož
ňu
je
 o
ds
tra
ni
t, 
př
es
un
ou
t, 
př
ej
m
en
ov
at
, s
m
az
at
 
sk
ry
tý
 s
ou
bo
r, 
sk
rý
vá
 b
yt
y 
v 
so
ub
or
u,
 
an
ti 
ki
ll
()
, l
og
uj
e 
už
iv
at
el
sk
ou
 
ak
tiv
itu
, u
m
ož
ňu
je
 z
ís
ka
t r
oo
t
K
om
un
ik
ac
e 
s 
m
od
ul
y 
sk
rz
e 
so
ub
or
y 
v 
pr
oc
fs
.
U
m
ož
ňu
je
 a
ut
om
at
ic
ké
 s
po
uš
tě
ní
.
U
m
ož
ňu
je
 s
kr
ýv
at
 b
yt
y 
v 
so
ub
or
u 
m
ez
i z
na
čk
am
i 
<H
ID
E
^I
T>
sk
ry
té
</
H
ID
E
^I
T>
D
et
ek
ce
 (ú
sp
ěš
né
 
m
et
od
y)
P
ro
ce
sy
 ( 
ta
sk
-li
st
, p
id
-h
as
h)
S
po
je
ní
P
ro
ce
sy
 (t
as
k-
lis
t, 
pi
d-
ha
sh
).
S
po
je
ní
.
P
ro
ce
sy
 (t
as
k-
lis
t, 
pi
d-
ha
sh
).
S
po
je
ní
.
   O
dh
al
en
é 
sk
ry
té
 p
ro
st
ře
dk
y 
   
   
   
   
   
   
   
   
   
   
 
   
 Ž
ád
ný
 o
dh
al
en
ý 
pr
os
tře
de
k
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
  
52
N
áz
ev
jy
nx
2
D
R
ov
er
rid
e
Ty
p 
ro
ot
ki
tu
U
ži
va
te
ls
ká
 a
pl
ik
ac
e.
 P
ot
ře
bu
je
 ro
ot
.
M
od
ul
m
od
ul
Ve
rz
e 
já
dr
a
2.
6
2.
6
2.
6
M
et
od
y 
út
ok
u
LD
_P
R
E
LO
A
D
 ú
to
k 
na
 li
bc
 
kn
ih
ov
nu
.
N
ap
ad
en
í o
bs
lu
hy
 p
ře
ru
še
ní
. 
H
ar
dw
ar
ov
ý 
br
ea
kp
oi
nt
 n
a 
IN
T 
0x
80
 i 
sy
se
nt
er
 
Ú
to
k 
na
 ta
bu
lk
u 
sy
st
ém
ov
ýc
h 
vo
lá
ní
Pr
os
tř
ed
ky
 s
kr
ýv
án
í
16
 fu
nk
cí
 li
bc
 k
ni
ho
vn
y.
11
 s
ys
ca
ll 
fu
nk
cí
7 
sy
sc
al
l f
un
kc
í
Sk
rý
vá
ní
 p
ro
ce
sů
--
-
S
ys
ca
ll 
ex
ec
ve
()
, f
or
k(
).
 
S
kr
ýv
an
é 
pi
d 
ul
ož
en
y 
v 
se
zn
am
u.
 
S
ys
ca
ll 
ge
td
en
ts
64
()
. S
ez
na
m
 
sk
rý
va
ný
ch
 p
id
. 
Sk
rý
vá
ní
 s
ou
bo
rů
op
en
()
, 
op
en
di
r(
),
 r
ea
d(
),
re
ad
di
r(
),
 s
ta
t(
) 
id
en
tif
ik
ac
e 
po
m
oc
í g
id
 n
eb
o 
po
dř
et
ěz
ce
S
ys
ca
ll 
ge
td
en
ts
[6
4]
. P
re
fix
 
so
ub
or
u 
H
ID
E
*
S
ys
ca
ll 
ge
td
en
ts
64
()
. P
od
ře
tě
ze
c 
v 
ná
zv
u.
Sk
rý
vá
ní
 s
po
je
ní
Ú
pr
av
a 
čt
en
í /
pr
oc
/n
et
/t
cp
 
fu
nk
ce
m
i f
op
en
[6
4]
()
.
Ú
pr
av
a 
čt
en
í /
pr
oc
/n
et
/t
cp
. 
S
kr
yt
é 
pr
oc
es
y 
vy
tv
ář
í s
kr
yt
á 
sp
oj
en
í.
S
ys
ca
ll 
re
ad
()
. S
ez
na
m
 s
kr
yt
ýc
h 
po
rtů
.
Po
zn
ám
ky
Za
jím
av
ý 
zp
ůs
ob
 in
fil
tra
ce
. 
K
om
un
ik
uj
e 
po
m
oc
í s
ys
ca
ll 
ch
di
r(
) 
na
 s
ou
bo
ry
 v
 /
de
v.
 T
yt
o 
so
ub
or
y 
m
aj
í n
áz
vy
 o
bs
ah
uj
íc
í 
sk
ry
to
u 
in
fo
rm
ac
i. 
Ve
 s
ku
te
čn
os
ti 
ne
ex
is
tu
jí.
D
et
ek
ce
 (ú
sp
ěš
né
 
m
et
od
y)
S
po
je
ní
P
ro
ce
sy
 (p
id
-h
as
h,
 ta
sk
-li
st
).
S
po
je
ní
P
ro
ce
sy
 (p
id
-h
as
h,
 ta
sk
-li
st
)
S
po
je
ní
 O
dh
al
en
y 
sk
ry
té
 p
ro
st
ře
dk
y 
   
   
   
   
   
   
   
   
   
   
 Ž
ád
ný
 o
dh
al
en
ý 
pr
os
tře
de
k
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
  
53
