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In this paper, we present a lattice of graphs particularly suitable for semantic 
analysis of dynamic data structures. We consider LISP-like structures only, as 
generalization to any dynamic structure is easy. Viewing those structures as data 
graphs, we introduce a special kind of graphs (called heap-graphs or h-graphs), 
each of these being able to figure out a set of data graphs. Then we build a finite 
subset of those h-graphs by means of a notion of normalized h-graphs, and define 
an algebraic structure on this subset, thus building a (finite) lattice. Finally, we 
define abstract operations on this subset, corresponding to (some) LISP primitives. 
We show how this analysis can be used, and give some results produced by an 
experimental analyzer. 0 1992 Academic Press, Inc. 
1. INTRODUCTION AND OVERVIEW 
1.1. Motivation 
While the initial question that concerned us was the automatic 
parallelization of functional languages, our main concern is the compile- 
time detection of the dependences between parts of a program induced by 
dynamically allocated data. Therefore, we focused on semantic analysis of 
the topological structure of dynamic data and, through experiments, dis- 
covered that a “high fidelity” analysis, besides providing dependence infor- 
mation, also enables a great deal of compile-time bug reporting, and can 
be used to optimize memory management (e.g., compile-time garbage 
collection). The aim of the methods presented in this paper is therefore to 
extract as much information as possible about not only the structure but 
also the content of the run-time heap of a given program. 
1.2. A Brief Survey of the Principles of Operational Semantic Analysis 
The semantic analysis is intended to discover information about the run- 
time behavior (the semantics) of a program by analyzing its source text. 
The information it outputs must therefore be true on any execution of 
the program. It is well known the even the termination is an undecidable 
question, and hence only approximate information can be computed. 
* This work has been partially funded by the ESPRIT-BRA project Smantique, no. 3124. 
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The framework for building a semantically safe analysis, proposed 
by Cousot in (Cousot, 1978; Cousot and Cousot, 1977, 1979) can be 
summarized as follows. 
1. Define the set of assertions to be proved; call it A. D =9(A) is 
then the set of the best information the analysis will be able to assert- 
intuitively, for a, b E A, {a, b} means “either a or b is true.” Note that D 
being a powerset, [D, u, n, c, 0, A] is a complete lattice. 
2. Define the set of approximate information which will be computed 
by the analyzer; call it L. Define meet (u) and join (n) operations, a 
partial order c, and least (I) and greatest (T) elements, so that 
[L, u, n, c , I, T] is a complete lattice. The elements of L must have a 
computer representation, and the operations (or, at least, 1) must be com- 
putable. If L is not of finite and reasonable height, a widening (see Cousot 
and Cousot, 1977) operation has to be built. Note that D may itself be of 
reasonable height if A is small enough, and then L = D is the best choice. 
3. Establish the correctness of the abstraction of elements of D by 
elements from L, by displaying two isotone functions cc D -+ L and 
y: L -+ D, such that ~10 y = identity and y 0 GL 2 identity. Note that there are 
a number of equivalent criteria, see Cousot and Cousot (1979). 
4. For each primitive p of the language being analyzed, define its 
generalization P operating on elements of D (this may require a correctness 
proof). Then define its abstract counterpart (the abstract primitive) P# 
operating on L, and show its safeness, i.e., a 0 PO y E P#. The abstract 
primitives must of course be computable. 
The analyzer transforms the input program into a system of lixpoint 
equations in L, and solves these by iteration. This is often globally called 
abstract interpretation. Note, however, that the problem of the explicit 
generation of the equations and their solving in minimal time, while con- 
sidered straightforward, can prove very challenging in the case of a realistic 
language (in fact, the author knows no publication about the optimal 
solving of the fixpoint equations in the presence of a widening operator; the 
generation of those equations in one tricky case, namely functional 
languages with dynamic data scope, has been partially solved by us in 
(Stransky, 1990)). 
1.3. Definition of Our Objectives and Relation to Previous Work 
As noted above, the design of a semantic analysis implies the definition 
of an adequate lattice. In (Cousot 1978), a lattice of classes of pointers, 
adequate for dependence detection, is proposed, but is too approximate to 
suit our needs. 
In the field of the compilation and/or optimization of functional 
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languages, a great deal of work has been published in the last years, 
including new ideas about the analysis of the topology of dynamic memory. 
Also, the problem of automatic parallelization of imperative languages has 
led to publications in this field. Let us discuss them briefly. 
. Abstracting data structures by regular expressions or grammars. 
Even if all classes of structures are accepted (e.g., Goossens, 1981; Jones 
and Muchnik, 1981; Inoue, Seki, and Yagi, 1988), such analyses cannot 
treat side effects inside of the heap, and are therefore suitable for “pure” 
functional languages. 
l Conflict or dependence detection in languages allowing side effects, 
by grouping pointers into classes (Cousot, 1978), keeping alias graphs 
(Larus and Hilfinger, 1988), building dependence graphs (Horwitz, Pfeiffer, 
and Reps, 1989), keeping a history of accesses to objects (Harrison, 1989), 
etc. Being very close to our object, those papers present ideas similar to our 
ones, the main difference is that they focus on relations between memory 
objects while we are concerned by states. In a somewhat more distant 
domain, (Ruggieri and Murtagh, 1988; Deutsch, 1990) present interesting 
ideas about the analysis of dynamic data. 
l Some work has been published concerning the semantic back- 
ground specialized towards analysis of dynamic data; let us note at least 
(Mason, 1986) and (Hudak, 1986). Although (Hudak, 1986) can be 
implemented, we had to put aside the presented ideas, for fear of too 
expensive algorithms. 
The analysis (that is, the abstract lattice called L in 1.2) we wish to 
obtain should have the following properties: 
1. It should extract very precise information, so that not only 
dependences can be detected, but also memory allocation can be optimized 
at compile time. Last but not least, it should be possible to have informa- 
tion about non-pointer values stored in the heap, so that, for example, 
run-time type checking could be reduced. 
2. The analysis should support all kinds of side effects. 
3. We would like the precision to be “tunable,” so that the user could 
choose to trade time for quality of results. 
4. As much as possible, the objects should be easily handled by 
programs. 
1.4. Overview of the Paper 
For historical reasons, and also in order to decrease the bulk of formal 
and heavy definitions, we present an analysis suitable for data structures 
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created by a LISP-like language, that is entirely built out of homogeneous 
cells, each having two fields (the classical names Head and Tail will be 
used) which can contain indifferently a pointer to another cell, the nil poin- 
ter, or an atomic value. In Section 2, we present the fundamental object 
which composes our abstract lattice, the h-graph. Then, a lattice structure 
is built out of a subset of h-graphs, and constructive definitions of the 
operations are given. Finally, an abstraction map is exhibited, so that the 
correctness can be assessed. In Section 3, we present some typical LISP-like 
primitives, with their abstract counterpart. In Section 4, finally, some 
examples of results displayed by an experimental analyzer based on the 
h-graph analysis are shown. 
We should also note that, in order to avoid giving long proofs for simple 
results, we give proofs only where these are really useful. If, for a result, no 
proof is given, it means that such a proof would be totally obvious, and as 
such just waste space. 
2. HEAP-GRAPHS: DEFINITION AND ALGEBRAIC PROPERTIES 
2.1. Introduction to H-Graphs; General H-Graphs 
A heap-graph, from now called h-graph, is, intuitively, a graph repre- 
senting an arbitrary set of possible states of a dynamic memory. Because a 
memory can be viewed as a set of entry-points (variables and temporary 
storage) and a set of cells, an h-graph will reflect this structure. In a real 
memory, there are paths (pointers) from entry-points towards cells, and 
from cells to cells, so, in an h-graph, there are edges linking the vertices 
together. But, unlike a real memory, one accessor (one entry-point, or one 
field of a cell) can lead to more than one cell, because the h-graph 
represents more than one possible memory state. 
Let us also introduce another idea. In a real memory state, there is 
always a means of identifying the cells- say (for example) by their physi- 
cal address in the computer memory. We shall then suppose that this is 
also possible for h-graphs; that is, that a set L of “labels” is available to 
mark the cells. This set must, of course, be infinite so that any time a cell 
is created, it can be given an entirely new label. Intuitively, because a cell 
from an h-graph can be the representation of more than one cell from 
different memories, it must be labelled by a set of elements from L. 
We want to enable the use of any lattice to abstract the values which are 
not pointers. For sake of simplicity, we immediately assume that this lattice 
is given, and is finite. 
Hence, the definition of an h-graph depends on a context, which specifies 
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a set of labels, a set of possible entry points, and a lattice of non-pointer 
(“atomic”) values. This is formalized by the following definitions: 
DEFINITION 2.1.1. Given a program, we call context of the program 
three sets (S, L, A), where S is a finite set of “entry points” (symbols), L 
a potentially infinite set of “labels,” and A a finite lattice of “abstract 
atoms.” The lattice primitives over A will be denoted LJ,, n,, <,, I,, T,. 
It should be noted that we require the number of possible entry-points 
to remain finite and bounded. This is realistic if, at any spot in a program, 
only visible symbols (in the current scope) are considered. The problem 
becomes much more tricky if the analyzer is supposed to keep track of the 
values of all variables, even those which are out of scope, and a recursive 
function creating local symbols is analyzed. A solution for a language using 
lexical scope has been proposed in (Bourdoncle 1990), and for one using 
dynamic scope by us in (Stransky 1988, 1990). 
DEFINITION 2.1.2. Given a context (S, L, A), we call h-graph in the con- 
text (S, L, A) an n-tuple [Z, N, Env, Hd, Tl, At’, Athd, At”, A], where Zc S, 
N is a finite set of “nodes.” and 
Env : (Ix N) + {True, False} 
Hd and Tl : (N x N) + {True, False} 
At’ : Z-+A 
Athd : N-A 
At” : N+A 
il N-+9”(L)-@. 
We denote by h(S, L, A) the set of all possible h-graphs in the context 
(S, L A 1. 
That rather bulky definition entirely defines h-graphs. Z are the 
“entry-points” (“Z” stands for “identifiers”), N the “nodes,” the maps Env, 
Hd, and Tl indicate if an edge exists between two objects, the At’, Athd, At” 
maps assign to each object an abstraction of its possible non-pointer 
values, and 2 labels the nodes. 
We shall use the common conventions, and say that a node n is son of 
an identifier i iff Env(i, n) = True, and conversely that i is father of n. 
Similarly, “n is son by car of n”’ iff Hd(n’, n) is True, and so on. We shall 
call “stamp” of a node its set of labels, i.e., we shall call its target by the 
map il. 
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FIG. I. A sample h-graph. 
Whenever a picture is needed, we shall use a drawing similar to Fig. 1. 
The h-graph depicted there is formally defined as follows: 
I= (A, B} 
iv= (-7 v> 
Env(A, x) = True, Env(A, y) = True, Env(B, y) = True, and false else- 
where. 
Tl(x, y) = True, Tl( y, -y) = True, and Hd and Tl are false elsewhere. 
n(x) = ul, i(y) = a2. 
At’(A) = At’(B) = I,. 
Ath”(x) = al, Athd( y) = a2, At”(x) = I,, At”(v) = a3. 
2.2. Isomorphism of H-Graphs 
Intuitively, two h-graphs will be considered equivalent if they represent 
exactly the same set of memories: 
DEFINITION 2.2.1. Given h,, h2Eh(S, L, A), where h, = [I,, N,, Env,, 
Hd,, Tl,, At:, Atl;d, At?, A,] and h,= [Z,, N,, Envz, Hdz, Tl,, At;, Attd, 
At;, L,], we say that h, and h, are equivalent (or isomorphic), and we shall 
write h i z h,, iff I1 = Z,, and a one-on-one map p: N, -+ N2 can be found, 
such that 
Env,(s, x) = Env,(s, Ax)) 
I-%(x, Y) = Hd,W), P(Y)) 
Tl,(x, .Y) = %(cL(x), P(Y)) 
At;(s) = At;(s) 
At?(x) = At:dW)) 
At:‘(x) = W’W)) 
A,(x) = UP(X)). 
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Such a ,U is called an isomorphism between h, and h,. x and p(x) are called 
corresponding nodes. 
PROPOSITION 2.2.2. The “ =” relation is an equivalence relation. 
We shall write Ef zz the set of the equivalence classes of elements from 
a set E. The question of equivalent h-graphs is not as simple as it may 
seem. When h-graphs are considered as representations of memory states, 
the relevant set is h(S, L, A)/%, but from a computational point of view, 
the objects handled by an analyzer are h-graphs. In the whole theory, there 
is a recurrent question to be answered each time a constructive definition 
of an operation is given; can any representative of an equivalence class be 
chosen to compute the operation, and is the result unique in terms of 
classes? 
2.3. Normalized H-Graphs 
Obviously, h( S, L, A )/ z is an infinite set-note that it contains all real 
memory states. In order to build a finite set, we first need to reduce the set 
of labels. 
DEFINITION 2.3.1. Given a context (S, L, A), we call a finite set 1 c L of 
“abstract labels’ a collapsed set of labels. 
A “collapsing” map K: L + E, many-on-one, is supposed to be given. 
The choice of the sets L and L and of the map K is not obvious, but will 
not be needed in this section. Our choice will be presented, as an example, 
in Section 3. 
DEFINITION 2.3.2. Let h= [I, N, Env, Hd, Tl, At’, Athd, At”, A] E 
h(S, L, A). We shall say that h is L-normalized (or is E-normal) 8 
(1) Any x E N has at least one ancestor in 1 
(2) VXEN, I(x)cE 
(3) Vx, YEN, x#y*;l(x)nA.(y)=JZI. 
The set of E-normal h-graphs will be denoted H(S, L, 1, A). 
PROPOSITION 2.3.3. For any given L, the set H(S, L, L, A)/% is finite. 
2.4. Normalizing H-Graphs 
The aim of this subsection is to give a formally correct constructive 
definition of a normalizing operation, which would take a general h-graph 
and produce a normalized one. 
First of all, let us define two primitive operations on nodes of an 
h-graph. 
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DEFINITION 2.4.1. Consider g = [I, N, Env, Hd, Tl, At’, AP’, At”, I] E 
h(S, L, A), and two nodes a, b EN. We say that g, = [lo, N,, Env,, Hd,,, 
Tl,, At;, Atf, At& A,,] results from the union of a and b in g, and denote 
this g, = g[c = a + b], iff I = Z,, and a map ,u: N + N, and a node c E No 
can be found, such that 
(i) p is an isomorphism from N- {a, b} onto N’ - {c} (as defined 
in 2.2.1) 
(ii) ~(a) = p(b) = c 
(iii) VXEN, VSEI: 
Env,(s, c) = Env(s, a) v Env(s, b) 
Hdo(c, p(x)) = Hd(u, x) v Hd(b, x) 
Hd&(x), c) = Hdfx, a) v Hd(x, b) 
Tl,(c, p(x)) = Tl(u, x) v Tl(b, x) 
Tl,,(,~(x), c) = Tl(x, a) v Tl(x, b) 
(iv) Atid = Athd(a) u, Athd(b) 
At;(c) = At”(u) u, At”(b) 
(VI A,(c) = 4~) u A(b) 
(“r denotes the logical OR between booleans). 
PROPOSITION 2.4.2. Zf gz g’, (a, b) and (a’, b’) being corresponding 
couples of nodes respectively in N and N’, if g, = g[c = a + b] and 
g’, = g’[c’ = a’ + b’], then g , z g; and c, c’ are corresponding nodes. 
We have defined an operation on h(S, L, A), which can be extended to 
h(S, L, A)/=. The Fig. 2 illustrates this operation: it folds one node onto 
an other, keeping any links as they were. No other nodes are modified. 
A B C 
u3 e a3 a4 
Initial state Final state 
FIG. 2. Example of a node union in an h-graph. The final state results from the union of 
the nodes labelled CTI and 52 in the initial state, and a0 = al u, ~2. 
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DEFINITION 2.4.3. Let g= [Z, N, Env, Hd, Tl, At’, Athd, At”, A] be an 
element of h(S, L, A). Let a be a node in N. We say that g, = [lo, N,, 
Env,, Hd,, Tl,, At;, Atid, At:, &] results from the destruction of a in g, 
and we shall denote it g, = g[ -a], iff Z= I, and a map ZJ from NO into N 
can be found, such that ZJ is an isomorphism from NO into N - {a} (as 
defined in 2.2.1). 
PROPOSITION 2.4.4. If g z g’, a, a’ are corresponding nodes in N, N’, 
g, = g[ -a], g; = g’[ -a’], then g, z g;. 
Here we have defined what happens if a node is simply taken off in a 
h-graph. This operation induces one also on h(S, L, A)/%. 
Now, we build normalizing operators. We need the following notions: If 
R is a binary relation over a set E, we use for R the classical terms 
notitheriun and confluent. We remind the reader that, in order for a relation 
to be confluent, it is sufficient for it to be noetherian and locally confluent. 
If R is noetherian and confluent, then we can define a map from E onto E, 
writing it R, as being the limit of R, with the convention that R(x) =x if 
x has no target by R. If an equivalence relation % exists in E, we say that 
R is noetherian (resp. confluent) up to the equivalence if those properties 
are true in terms of equivalence classes. 
DEFINITION 2.4.5. We define the binary relation R, in h(S, L, A) as 
follows: 
Let g = [Z, N, Env, Hd, Tl, At’, At hd, At”, A] be a h-graph in h(S, L, A). 
Let x be a node in N, having no ancestor in I. Then gR, g[ -xl. If no such 
x exists in N, then g has no target by R,. 
PROPOSITION 2.4.6. R, is noetheriun and confluent up to E. 
Proof. R, is obviously noetherian, as INI is an integer which decreases 
strictly along any path of successive applications of R,. 
The local confluence is immediate, as the destruction of a node does not 
create any link, and the removal of elements from a set can be done in any 
order. 1 
DEFINITION 2.4.7. We define the binary relation R2 over h(S, L, A) as 
follows: 
Let g= [Z, N, Env, Hd, Tl, At’, Athd, A”, A] be an h-graph in h(S, L, A). 
Consider x E N, I E 1(x) such that I $ J?. Then g R, g’, where g’ x g, with the 
only exception that for the corresponding node of x, I is replaced by K(Z). 
If no such x exists in N, g has no target by R,. 
PROPOSITION 2.4.8. For any non-empty EC L, R, is noetherian and 
confluent, up to z. 
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PROPOSITION 2.4.9. The relation R = R, u R, is noetherian and confluent, 
up to ?Z. 
DEFINITION 2.4.10. We define the binary relation R, over h(S, L, A) as 
follows: 
Consider g= [Z, N, Env, Hd, Tl, At’, At”, ,I] E h(S, L, A), and x, YEN, 
such that n(x) n n(y) # Qr. Then gR, g[z = x + y]. 
If no such nodes exist, g has no target by Rx. 
PROPOSITION 2.4.11. R3 is noetherian and confluent, up to Z. 
Proof. Just note that: 
(a) INI decreases strictly along any path of successive targets. 
(b) If I(x)nl(v)#QI and n(y)n@)#O, then (Kx)u1(y))n 
L(z) # 0, so choosing one union rather than the other does not influence 
the need for a union. 
(c) The union of two nodes can be seen as a series of unions of sets 
(sets of sons, of fathers, of stamps of the nodes). The union of sets is 
commutative and associative, so the order in which we proceed has no 
importance for the final result. 1 
DEFINITION 2.4.12. We shall call “E-normalizing function” the map 
TL=&i?. 
PROPOSITION 2.4.13. If g E h(S, L, A) and g’ E h( S, L, A) are such that 
g z g’, then TE( g) z TE( g’). 
THEOREM 2.4.14. For any L # 0, TL is a map from h(S, L, A) onto 
H(S, L, L, A), the restriction of which to H(S, L, 1, A) is the identity map. 
Proof. There are two points to show: 
(a) An h-graph is I-normal iff it has no target by R, , RZ, and R,. 
That is obvious by construction of those relations. 
(b) We then have to prove that, when applying K, we do not 
modify the irreducibility by R, and R,. This is obvious, as R, does not add 
any element to any stamp, nor does it cut any link. 1 
Now, we have our normalizing function. This result is important, 
because we have given a formal definition of this operation, and also a 
practical method for an implementation (the functions K and R are easy 
to program, as it is sufficient to look for all the non-normalized situations, 
and to normalize- them, in any order); it can be also asserted that the 
6431101’1-6 
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normalization does have a meaning when considering classes of h-graphs 
rather than h-graphs. 
2.5. Union of H-Graphs 
DEFINITION 2.51. Let us consider g, = [II, N,, Env,, Hd,, Tl,, Atf , 
At:‘, At?, A,] and g,= [Z2, N,, Env,, Hd2, Tl,, At;, Attd, At& A,] two 
elements of h(S, L, A). 
We say that g = [Z, N, Env, Hd, Tl, At’, Athd, At”, A] is the sum ofg, 
and g,, and we write g= g, + g,, iff Z= I, u Z,, and a one-to-one map 
p: N + (N, + N2) can be found, such that: 
(i) VSEZ, VXEN 
Env(s, x) = Env,(s, p(x)) if s E I, and p(x) E N, 
Env(s, x) = Env,(s, p(x)) ifs E Z2 and p(x) E N, 
1 Env(s, x) in any other case 
(ii) Vx, ye N 
Wx, Y) = Hd,Mxh P(Y)) if p(x) EN, and u(y) EN, 
Hd(x, Y) = Wd,4x), P(Y)) if p(x) E Nz and p(v) E N2 
lHd(x, Y) in any other case 
‘W> v) = T~I(PL(x), P(Y)) if p(x) EN, and p(y) EN, 
Tl(x, u) = ‘%Wh P(Y)) if p(x) E N, and p(y) E Nz 
lTUx> Y) in any other case 
(iii) Vx E N 
Athd(x) = Attd(p(x)), At”(x) = At:‘(p(x)) if p(x) EN, 
Athd(x) = Aty(p(x)), At”(x) = At;@(x)) if p(x) E Nz 
l(x) = h(P(X)) if p(x) E N, 
l(x) = &(Ax)) if p(x) EN, 
(iv) VseN 
At’(s) = At;(s) if s $ I, 
At’(s) = At;(s) if s $ I, 
At’(s) = At;(s) u, At;(s) in any other case. 
This rather cumbersome definition represents in fact a very simple opera- 
tion. Given two h-graphs, building the sum is just putting together the 
identifiers and the nodes, keeping the links between nodes, and adding 
together the sets of sons of those identifiers that exist in both sets of names. 
In Fig. 3, we have given a simple example of a sum of h-graphs. 





a33 a4 4 a5 
grapn II 
graph III 
FIG. 3. Example of the sum of two h-graphs. Here, graph III is the sum of graph I and 
graph II. 
PROPOSITION 2.5.2. Let us consider g,, g,, g,, g, E h(S, L, A), such that 
gl = g2 and g3 = g4. Then gl + g3 = g2 + g4. 
Proof: Let us call ,u,~ the isomorphism between g, and g,, p34 the one 
between g, and g,. Let us call p the bijection (as defined above) for 
g, + g,, $ the one for g, + g,. Let us call g the sum of g, and g,, g’ the 
sum of g, and g,. 
First, I= I, u 1, = I2 u Z4 = I’. 
Then it is obvious that ~=(~‘~‘~N2~~L1z~~~~-~~N,~)w(~‘-*jNa~~34~ 
Pl,-$V~,) is an isomorphism satisfying all the properties required in 2.2.1 
(we denote flE the restriction off to a set E). 1 
This proposition de facto enables us to write something like g = g, + g, 
is a set of classes such as h(S, L, A)/=. It guarantees that we can choose 
any element of the classes g, and g, to effectively compute an element of 
the class g; the result, in term of classes, is unique. 
DEFINITION 2.5.3. If g and g’ are two h-graphs in h(S, L, A), we shall 
call E-union of g and g’ any h-graph g” defined by g” = TL( g + g’). We 
shall write g” = gut g’, or just g” = g u g’ if there is no danger of confu- 
sion. 
It must be noted that ur is a binary operator on H(S, L, L, A)/%. 
Now we have an operator-we shall prove that it qualifies to become the 
union in h(S, L, A)/=. 
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LEMMA 2.5.4. Zf g and g’ are elements of H(S, L, 1, A), then g” = g + g’ 
is irreducible by R, and R,. 
LEMMA 2.5.5. For g, g’E H(S, L, 1, A), gu g’z:?r;;(g+ g’). 
LEMMA 2.5.6. t/g, g’, g” E h(S, L, A), g + g’ x g’ + g, and (g + g’) + g” 
w g + (g’+g”). 
THEOREM 2.5.7. Vgl, g,, g, E H(S, L, L, A), we have: 
(1) gl~:g,=-gl~(gl~g,). 
(2) g1 “g2=:2ugl. 
(3) (glug2)ug3~:lu(g2ug,). 
Proof: 1. Let us consider g, = [Z,, N,, Env,, Hd,, Tl,, At’,, Aty, 
At:‘, Ai], g2= [Z2, N,, Env,, Hd,, Tl,, At;, At?, At& A,], elements of 
H(S, L, L, A). 
Let us suppose that g, z g, and g, = g, u g,. 
Let us call p the isomorphism between g, and g,. 
By definition, I, = I, = Z2. 
Let us define ,u~ : N, + N,, where p3(x) is the node resulting from the 
union of x with (maybe) some node(s) from N,. 
Because g, is L-normal, x cannot be united with any other node from 
N,. Because g, is z-normal, no two nodes from N, can be united when Tz 
is applied to g, + g, (do not forget that in this case T,-=K, see 
Lemma 2.5.4). So, in g, + g,, the only node that can be united with x is 
p(x), and the resulting node will be identical to x. Now, it suffices to look 
at the definition of z to see that pL3 is a convenient isomorphism between 
gl and g3. 
2. The second property comes from Lemma 2.5.6. 
3. For the third property, just note that, because the union of sets is -- 
an associative operation, ,( g + g’) z R3( R3( g) + K( g’)), for any g and g’ 
in h(S, L, A). 
If now we consider g, g’, g” E H(S, L, 1, A), 
-- 
(gu g’)u g”E5 &(R,(g + 8’) + g”) because of Lemma 2.5.5 
-- 
* &(R,(g + g’) + %k”)) 
=mtg + g’) + g”) 
because g” is L-normal 
as we have seen above. 
Then Lemma 2.5.6 enables us to conclude. 1 
Here comes the important conclusion that uL has “good” algebraic 
properties, so that it may be a good union operation in H(S, L, L, A)/%. 
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2.6. The Partial Order in H(S, L, L, A)/% 
DEFINITION 2.6.1. For any g and g’ in H( S, L, L, A)/%, we say that 
g c L g’ iff a g” E H(S, L, L, A) can be found, such that g’ = g u g”. We 
shall write g c g’ if there is no possible confusion. 
PROPOSITION 2.6.2. Vg, g’ E H( S, L, 1, A)/ z, g E g’ o g’ = g LJ g’. 
PROPOSITION 2.6.3. The c e relation is a partial order on H(S, L, L, A)/%. 
So far, we have a mathematical definition of an order, and this definition 
can easily be used by a program (compute g LJ g’ and test the equivalence). 
On an other hand, while we can expand the definition to H(S, L, L, A), 
stating that g 5 g’ iff g u g’ zz g’, we cannot compare two graphs from 
h(S, L, A). We also lack a good “topological” definition of the order, which 
will be needed each time when the algebraic consequences of an opera- 
tional definition will have to be proved. That is why we now build a new 
order. 
DEFINITION 2.6.4. Given two h-graphs g and g’ from h(S, L, A), we say 
that g’ is topological/y greater than g, and write g < g’, iff IC I’, and a map 
cc: N-+ N’ can be found, such that: 
(i) Vx E N, A?‘(x) <a At”d’(l(x)), At”(x) <.<, At”‘@(x)), and n(x) t 
~‘(PL(X)) 
(ii) Vs E Z, Vx E N, Env(s, x) * Env’(s, p(x)) 
(iii) Vx, y E N, HW, y) * Hd’(p(x), PC y)) and Tlk y) * TWx), 
PC(Y)) 
(iv) t/s E Z, At’(s) <, At”(s). 
Note that, besides being a projection in terms of graphs, the topological 
order corresponds to the intuition of a greater h-graph being “less informa- 
tive”-in fact, it can be shown to be equivalent to the order proposed in 
(Jonkers, 1981) over the abstract structures (the proof can be found in 
(Masdupuy, 1989). 
PROPOSITION 2.6.5. 4 is a pre-order on h(S, L, A)/%, and a partial 
order on the set of classes of R,-irreducible h-graphs. 
ProoJ The only non-trivial property is the antisymmetry, but it is not 
difficult to see that, ig g< g’ and g’< g, then, because of property (i) in 
2.6.4, the map p is an isomorphism. 1 
THEOREM 2.6.6. The orders c L and < are equivalent on H(S, L, L, A). 
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Proof 1. Let us consider g, = [Z,, N,, Env,, Hd,, Tl,, Atf, Aty, 
At:, A,], g, = [Z,, N,, Env,, Hd,, Tl,, At:, Aty, At:, A,] elements of 
H( s, L, 1, A ). 
Let us suppose that g, c g, and g,= g, + g, (define g, = 
[Z3, N,, Env,, Hd,, Tl,, At’,, At:“, Atj’, A,]). 
Let us call pi the map from N3 into N, + N,, as defined in 2.51. 
Because of Lemma 2.54, we know that during the normalization of g,, 
only unions of nodes will be performed. So, let us call p2 the result of the 
composition of all the maps (as defined in 2.4.1) of those unions. As 
gl c g2, g2= gl L-J g2 = Tdgd, so p2 maps N, onto N2 (via an 
isomorphism). 
Now, let us define ,u~ = p2 0 PL; ‘, which maps N, u N2 onto N,, and 
p = p3 1 N. It is easy to see that p satisfies all the properties required by 2.6.4: 
(i) is satisfied because of (iv) and (v) from 2.4.1 and (iii) from 2.5.1 
(ii) is satisfied because of (iii) from 2.4.1 and (i) from 2.51 
(iii) is satisfied because of (iii) from 2.4.1 and (ii) from 2.5.1. 
Moreover, obviously, I, c Z2, so that g, < g,. 
2. Now, we suppose that g, < g,. Let us call p the map from N, into 
N,, as defined in 2.6.4. We define g, = g, + g,, and g, = g, u g, = TE( g3). 
Let us call pi the map from N, into N, u N2, as defined in 2.5.1. Because 
of Lemma 2.5.4, we know that during the normalization of g,, only unions 
of nodes will be performed. So, let us call ,n2 the result of the composition 
of all the maps (as defined in 2.4.1) of those unions. p2 maps N, onto N,. 
(a) ~~~~~~~~~~ is one-on-one. This holds because the definition of R, 
implies that any element of N, can be the target of at most one element of 
p;l(N2), and, moreover, any node in N2 will be united with at least one 
node from N, (property (i) from 2.6.4), so that any node in N, is hit. 
(b) if pL3 is p; ’ restricted to N,, and p4 = pz 0 pLj, ZJ~ maps N2 onto 
N4, and is clearly one-on-one. 
(c) Now, it should be clear that pd is an isomorphism, as 
K unites no nodes from p; ‘(N2). 
K creates no links (properties (ii) and (iii) from 2.6.4) 
pd has all the properties of an isomorphism by definition of pi 
Besides, Z4 = Z, (that is immediate), so that g, % g,, and then g, c g,. 1 
Now, we have once again only one order, but it is not only applicable 
to normalized h-graphs. 
We can therefore give a formal proof of some intuitive results, all telling 
that uniting nodes, and normalizing are information-loosing operations. 
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Moreover, we can compare h-graphs having been normalized with 
different L. 
All the following propositions are clear, when using the topological 
definition of order. 
PROPOSITION 2.6.7. For g E h(S, L, A)/=, irreducible by R,, a and b 
being two nodes from g, g c g[c = a + b]. 
Note that g[c = a + b] has fewer nodes than g, but is greater because it 
is the abstraction of more heaps. The reader should not mistake these two 
notions. 
PROPOSITION 2.6.8. For g, g’ E H(S, L, z, A)/ E, g + g’ c g u g’. 
PROPOSITION 2.6.9. Let us consider two sets of abstract labels, 
E, c L, c L. The two respective collapsing maps ICY and ICY satisfy VI EL, 
K*(l) E L, =z- ICI(l) = k,(l). 
Consider g E h(S, L, A). Then Tt,( g) E H(S, L, I,, A), and, in 
HtX L L,, A)/=, T&r) c L,(g). 
2.7. Intersection of H-Graphs 
Formally speaking, we do not need to define the intersection; it can be 
defined by duality: 
xny=U {zl(z c X)A (z c Y,>. 
On the other hand, we consider it useful to give a topological and 
constructive definition. 
DEFINITION 2.7.1. Let us consider two h-graphs in H(S, L, I?, A), g, and 
g,. We define the set o(g,, gz) as follows: g= [Z, IV, Env, Hd, Tl, At’, A?‘, 
At”, A] Eh(S, L, A) is in o(g,, g2) iff ICI,, ICI,, and two maps, ,~r and 
pz, mapping respectively N onto N, and N onto N,, can be found, satis- 
fying, for any s E Z and any x, y E N: 
ti) 44 = Wltx))n UCL~~X)) 
(ii) Env(s, x) = Env,(s, pr(x) A Env,(s, p*(x)) 
(iii) HW, Y) = Hdlt~ltx), P~(Y)) A HWAx)~ Pi) 
(iv) ‘WY Y) =Tllt~ltxh P,(Y)) A ‘McL~~x), PAY)) 
(v) Athd(x) = Atfdtpltx)) n, Atid( 
At”(x) = At:‘(htx)) n, AG’t~2(x)) 
At’(s) = At:(s) n, At:(s) 
(“ A ” stands for the logical AND between booleans). 
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LEMMA 2.7.2. Vgl, g,EH(S, L,E,A), if gEo(gl, g2) then g is 
irreducible by R, and RZ. 
DEFINITION 2.7.3. For g,, g2E H(S, L,L, A)), we define Qr(g,, gz)= 
{T,-(g) 1 gE o( g,, 8,)). We shall write Q(g, , g2) if there is no danger of 
confusion. 
PROPOSITION 2.7.4. The definitions ‘of w and B can be extended to 
h(S, L, A)/% and H(S, L, z, A)/%; i.e., if g; zgg,, g;zgg,, g’zg, then 
g E o(g,, g2) * g’ E w(g;, g;), and the same property holds with Q. 
LEMMA 2.75 Vg,g,,g,EH(S,L,L,A)/~:,gESZ(g,,g,)~(gEg,)* 
(g c gd 
Proof: Let us show, for instance, that g c g,. Let us call g’ E o(g,, gz) 
the h-graph such that g = TL( g’), and p’: N’ --t N, as defined in 2.7.1. 
As g’ is irreducible by R, and R,, the only operation done by applying 
T, to g’ is the destruction of some nodes. Let us define p” as being the 
result of the composition of all the destruction maps (defined in 2.4.3). 
Now, let us consider /J = $0 $‘, which maps N onto N,. We have only to 
compare the definitions 2.4.3 and 2.7.1 to see that ,u satisfies the properties 
of 2.6.4. Moreover, I, obviously contains I, so that we conclude that 
JTL&Yl. I 
LEMMA 2.7.6. Vg,, g, E H(S, L, E, A)/%:, Vg E H(S, L, J?, A)/%, if 
g E g, and g c g,, then there exists g’ E Q(g,, g2), g’ 7 g. 
ProoJ: We shall build g’. Let us consider, for each class, one element, 
whom we shall give the same name as its class (so, we consider g, = 
[II, N,, Env,, Hdr, Tl,, Atf, Aty, At?, A,] and so on). Let us take a 
g’ w  g, p being their isomorphism N --+ N’. We call pl, ~1~ the two maps 
given by g c g, and g c g, (see 2.6.4). 
1. We force, for any x E N, Athd’(p(x)) = Attd(pl(x)) n, Atcd(pz(x)); 
the same for At”‘. After this has been done, g’ 1 g. 
2. We change A’, so that Vx E N, I’(p(x)) = A,(p,(x)) n A&(x)). To 
do this, we have to add some abstract labels to the stamp of p(x), as by 
definition J(x) c inl,(pl(x)) n 1&(x)). 
3. Now, we add some identifiers to I’, so that I’ = I, n I,. We let 
At”(s) = At;(s) A, At:(s), for any s E I’. 
4. Finally, we let the relations Env’, Hd’, Tl’ grow (here, we consider 
the classical order on maps, supposing True > False), so that 
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Env’(s, Ax)) = Env,h pLI(x)) A EnvAsT A(X)) 
Hd’Mx), P(Y)) = H4(~l(x)y p,(y))n I-W&), PAY)) 
Tl’Mx), P(Y)) =Tl,b,(x), PI(Y) * TLMx), PAY)) 
for any sEIand x, YEN. 
Let us note that, despite the changes to g’, ~1 is still one-on-one. Now, let 
us define $, =p,~p-i and ,u(;=~~o~-‘. We just have to see that 
l p has all the properties from 2.6.4 and Icl’, therefore g c g’ 
l ,uL; and PL; have all the properties from 2.7.1 (by construction) 
l I’ = I, n I2 
l therefore g’E w(g,, g2) 
l g’ is irreducible by R, as g is, and we have broken no link 
. thus g’EQ(gl, gz). I 
DEFINITION 2.7.7. Let g, and g, be two h-graph classes from 
H(S, L, l, A)/%. We call ititersection ofg, and g,, and write g = g, nL g, 
the element from H(S, L, 1, A)/% defined by g = u Q,-(g, , 8,). 
We write g = g, n g, whenever there is no danger of confusion. 
THEOREM 2.7.8. The operation defined above is a “good” intersection 
in the partially ordered set [H(S, L, L, A)/%, u, E 1; that is, x n y = 
Ll {z c x) A (2 E Y)>. 
Prooj This theorem is almost immediate. First, by definition, g, n g, is 
greater than any element of Q(g, , g2), and therefore greater than any 
element of H(S, L, 1, A)/% lesser than g, and g, (Lemma 2.7.6). It is hence 
greater than the union of all such h-graph classes. 
Then, any element of Q(g,, g2) is lesser than g, and g, (see 
Lemma 2.7.5), so the union of all elements of G?(g,, g2) is lesser than the 
union of all elements lesser than g, and g,. That proves the equality. 1 
Note nevertheless that even the definition given above is not technically 
perfect, as it seems that one has to construct all the elements of a to 
effectively compute an intersection. For this reason, we give here two 
propositions showing how to do the computation. 
PROPOSITION 2.7.9. For any g, and g, in H(S, L, z, A)/=:, g, n g2E 
Q(g1, ET*). 
Proof: gl n g2 c gl and g2, therefore (Lemma 2.7.6) there exists 
g’EQ(gi, g2) greater than g, n g,. As, by definition, g, n g, is greater 
than any element of Q(g,, g2), this means that g’ = g, n g,. 1 
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Note 2.7.10. The intersection has so far been defined on 
H(S, L, L, A)/%. However, it can easily be defined on h(S, L, A)/ z by the 
same method. Obviously, the theorem above is senseless (as we have not 
defined the union on h(S, L, A)/ z ), but the reader will note that writing 
g = g, n g, does have a sense if g, and g, are in h(S, L, A)/=, and that 
ge H(S, L, L, A)/% even if g, and g, are not. 
PROPOSITION 2.7.11. Let us consider two elements g, = [Z,, N,, Env,, 
Hd,, Tl,, Atf , At?, At;, I,] andg,= [Z2, NZ, Env,, Hd,, Tl,, At:, At’;“, 
At:, A,] of h(S, L, A). Let us consider a node x E N,, such that for any 
YENS, &(x)n12(y)=0. Then glng2=g,C-xlng2. 
ProoJ: To prove the proposition, we just have to prove that 
dg,, g2)=4g111-x1, g2)- If we consider gE4gl, g2), pl and p2 the 
two maps defined in 2.7.1, we note that there can be no node a EN such 
that pl(a)=x, as A(a) would be void. Therefore gEo(gr[ -xl, g2). 
Conversely, it is clear that w(g, [ -x], g2) is contained in o( g,, g2), 
which ends the proof. i 
Now, we have our method of computation, We know that g, n g, is the 
greatest element of Q( g,, g2). To build this element, we first remove from 
g, any node that has no corresponding node in g, (corresponding means 
here that it has a stamp with some common elements), then remove from 
g, all nodes having no corresponding node in g,. For each node in g,, we 
find the corresponding node(s) in g, (there can be more than one even if 
g, is still irreducible by R3), and immediately create a node that is the 
union of all possible nodes that could have been created when considering 
all the couples. Finally, when all possible nodes have been created in the 
intersection, we compute the intersection of the sets of identifiers (II n Z2), 
and we create all the possible links (take the intersections of the sets of 
sons and fathers). We then normalize the resulting graph-and have the 
intersection graph. 
2.8. The Lattice H(S, L, z, A)/% 
We have all the useful operators for H(S, L, 1, A)/% to become a lattice; 
we just lack TOP and BOTTOM elements. Here are the last definitions of 
the h-graph theory: 
DEFINITION 2.8.1. We call bottom h-graph, and write I, the h-graph 
I = [a, 0, l , l , l , l , l 1, where the “ l ” denote irrelevant (for 
instance, void) maps. 
DEFINITION 2.8.2. We shall call top h-graph in H(,S, L, & A), and write 
TL, the h-graph TL= [I,, NT, Env,, HdT, TIT, At:, Attd, At:, AT], where 
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I, = s 
NT = b> 
VSES, At;(s) = T, 
Attd(U) =T, 
At+‘(u) =T, 
v’s E s, Env,(s, u) 
Hd,(u, U) = Tl,(u, U) = True 
A,(u) = L. 
PROPOSITION 2.8.3. Vg E H(S, L, L, A )/ %, 1 c t g c L TL. 
THEOREM 2.8.4. [H(S, L, z, A)/%,jJc, nc, r=~, I, TL] is a finite 
lattice. 
2.9. Elements of Correctness Proof 
We have intentionally avoided giving the semantics of the concrete data 
structures at the beginning of this section, because the easiest way to define 
it is by using h-graphs. In fact, for sake of simplicity, we do not concern 
ourselves with the abstraction of the non-pointer values, and start from the 
following “concrete” data structure: 
DEFINITION 2.9.1. Given a context (S, L, A), we call atom-free heap 
any g E h(S, L, A), RI-irreducible, g = [I, N, Env, Hd, Tl, At’, Athd, At”, J.], 
satisfying: 
(i) VXC N, jJ.(x)l = 1 
(ii) VsE I, 
At’(s) = I, o 3!x E N, Env(s, x) 
At’(s) # I,=sVXE N, lEnv(s, x) 
(iii ) Vx E N, 
Athd(x) = I, o 3!y E N, Hd(x, y 
Athd(x) # I, =+ try E N, lHd(x, y) 
(iv) VXEN, 
At”(x)=I.o3!yEN,Tl(x, y) 
At”(x) # I, o Vy E N, lTl(x, y). 
We shall denote hm(S, L, A) the set of atom-free heaps. 
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Note that we require “real” heaps to be R,-irreducible, to take into 
account the fact that the garbage-collecting cannot be foreseen in most 
LISP dialects, so that a cell can be considered destroyed as soon as the last 
reference to it disappears. 
DEFINITION 2.9.2. We define a connection between q(hm(S, L, A)) and 
H(S, L, E, A) as follows: 
CCL: 9(hm(S, L, A)/%) --t H(S, L, JT, A)/% 
yL: H(S, L, L, A)/% + .Y(hm(S, L, A)/=) 
gH u {EIEchm(S, L A)). 
x(E) E R 
THEOREM 2.9.3. (a,-, yt) is a safe abstraction-concretization pair of 
adjoined functions. 
Proof. The easiest criterium to be used here is Cousot and Cousot 
(1979), 
and the result is obvious if we note that, if some elements of H(S, L, L, A) 
are not targets by czz (this is possible, depending on the precise choice of 
K), we have still ~1~0 yr c ident. 1 
3. USING THE h-GRAPHS FOR SEMANTIC ANALYSIS 
3.1. Choosing L and L 
Before speaking about abstract primitives, it might be useful to have an 
intuition of the labels. The choice of a convenient L and E is a tricky 
operation, because the way the analysis loses information is almost entirely 
governed by those sets. 
Our choice, which still leaves some degrees of freedom, is to set 
L = Y x .,V, where J1’ is the set of positive integers and Y a set of “steps,” 
which are unique identifiers assigned to cell-creating primitives. (The basic 
idea of identifying cells by the primitive that created them goes back to 
Jones and Muchnick (1982).) Hence, a label is a couple (p, n), where 
p somehow identifies the primitive which created the cell, and n is the 
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number which is incremented each time the primitive allocates a cell, SO 
that all the cells have different labels. 
We have then chosen I= {p, n) E L (n 6 O} for some fixed integer b. 
Modifying 6 enables us to trade analysis time for precision. K is then 
defined trivially by 
4P, n) = (P3 n) if n<G; dp, n) = (P> 6,) if n >6. 
Some choice still remains to be done, such as to determine if p depends 
only upon the primitive itself, or upon its call history. For example, if the 
programmer defined a utility function like 
(de doublecons (x) (cons x x) ) 
the precision of the analysis will be dramatically improved if the function 
doublecons is itself treated as a cell-creating primitive, i.e., if different 
calls to it produce cells with different step labels. Here also, the main 
question is the tradeoff between run-time efficiency of the analyzer and 
precision of the results. 
3.2. Examples of Abstract Primitives on H-Graphs 
This subsection is somehow a tradeoff between the will to give a good 
intuitive view of how an abstract primitive is built out of a LISP primitive, 
and the necessity of a formal layout, so that correctness can be asserted. 
We therefore focus on four classical primitives, namely se tq , car, 
cons, and rplaca, and attempt to give as many intuitions as possible 
along with formal definitions. 
First, let us note that all the primitives presented here are designed for 
forward analysis. This is because the forward primitives are easier to under- 
stand, and also because they are more constructive. 
The basic idea of all the abstract primitives is the same: 
1. Consider a LISP primitive S altering the topology of the heap. 
Consider it as a function taking a heap as input and producing a heap (this 
may require an explicit identifier to be given to the returned value). 
Because atom-free h-graphs are so close to heaps, translate f into a func- 
tion F: hm(S, L, A) + hm(S, L, A). 
2. Now, define a function F: H(S, L, i;, A) --) h(S, L, A) which, 
intuitively, performs the same topological operation on a normalized 
h-graph. 
3. Define then F” = T,oF, and show that it is a safe abstraction 
of F. 
So let us start with a simplified version of an assignment primitive. We 
call it setq, but it does not return its second argument as value. 
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DEFINITION 3.2.1. Given g,= [I,, N,, Env,, Hd,, Tl,, At;, At:, 
At;, L,] ~hm(S, L, A), given s,, sz E S, we define g= setq(s,, sZ)(gm) as 
follows: 
(1) if s2 .$ Z, then g = I (the operation fails) 
(2) else Z=Z,u {sr}, and a one-on-one map ~1: N, -+ N can be 
found, such that 
(i) Vx E N,, lEnv,JSZ, x) * At’(s,) = Ati and Vx E N, 
lEnv(s,, x) 
(ii) (3x EN,, Env,(s,, x)) * Env(s,, P(X)) A (VY E N, y # x, 
-rEnv(s,, y)) A At’(s,) = I, 
(iii) except for the cases above, p is an isomorphism. 
We define SETQ(s,, s2) = Fo setq(s,, sz). 
DEFINITION 3.2.2. We define SETQ(s,, s2): H(S, L, 1, A) + h(S, L, A) 
exactly as setq(sl, s2). 
We define SETQ#(s,, s2) = TE 0 SETQ(s,, sz). 
PROPOSITION 3.2.3. Given sl, s2 E S, SETQ#(s,, s2) is an isotone map on 
H(S, L, l?, A)/%. 
Proof. There are two things to prove. The first one is that the class of 
SETQ#(s,, s>)(g) does not depend on the chosen representative g-this is 
immediate. 
Then, the isotonicity is obvious if we note that the possible failure of the 
operation is not a problem, i.e., g, c g, and s2 E I, * s2 E Z2. m 
PROPOSITION 3.2.4. SETQ#(s,, s2) is a semantically safe abstraction of 
the primitive SETQ(s, , s2). 
Proof: This is the first proof of a primitive correctness, so let us develop 
it more than it would be necessary. First, because SETQ # (sr , s2)( g) is 
isotone, it is sufficient to show that 
VgEhm(S, L, A)/=:, SETQ(s,, s,)(g)~YLOSETQ##(sl, s,b~z(~d). 
Then, we note that SETQ#(sI, s2) fails iff SETQ(s,, s2) does. 
Finally, we remark that the application of aL to g can at most unite 
some nodes, so the property called for above is trivially satisfied. 1 
Now, let us depict a simple list-searching primitive: 
DEFINITION 3.2.5. Given g,= [I,,,, N,, Env,, Hd,, Tl,, At;, At/, 
At:, ,I,] E hm(S, L, A), given s,, s2 E S, we define g = car(s,, s2)( g,) as 
follows: 
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(1) if s2 & Z, or Atm(sz) # I,, then g = I (the operation fails) 
(2) else Z=Z, u {si}, and a one-on-one map p: N + N,,, can be 
found, such that 
(i) V.X E N, En+, , x) - 3~ E N,, Env,(+, Y) A Hd,(y, Ax)) 
(ii) At’(s,) = At:(y) if Env,(sZ, y) 
(iii) except for the cases above, ZJ is an isomorphism. 
We define CAR(s, , s2) = K 0 car(s, , sz). 
Note that this cumbersome definition means that the son(s) by car of the 
node which is son of s2 are assigned to s,. Note also that we assume that 
(car x) is an error if (consp x) is false. There are, however, some LISP 
dialects where (car nil) is legal. 
DEFINITION 3.2.6. Given g,= [Z,, NO, Env,, Hd,, Tl,, At;, At:“, 
At& &] E ZZ(S, L, 1, A), given s,, s2 E S, we define CAR(s,, sz)(gO) as 
follows: 
(1) if s2 4: IO or s2 has no son in NO, then g = I (the operation fails) 
(2) else Z= IO u {s, }, and a one-on-one map p: N -+ NO can be found, 
such that 
(i) Vx E N, Em+, , x) - (3~ E No, Env&, Y) A HcMy, P(X))) v 
J%h y .4x)) 
(ii) At’(s,) = iJ, {EEA ) 3y E NO, E = At?(y) A Env,(s,, y)} 
(iii) except for the cases above, p is an isomorphism. 
We define CAR”(s,, s2) = TEo CAR(s,, sz). 
PROPOSITION 3.2.7. CAR#(sl, s2) is an isotone map on H(S, L, e, A)/%:, 
and a semantically safe abstraction of CAR(s,, sz). 
Now, let us consider a cell-creating primitive such as cons. 
DEFINITION 3.2.8. Given g,= [Z,,,, N,, Env,, Hd,, Tl,, At;, At:, 
At:, &,,I E hm(S, L, A], given s,, s2, s3 E S, 1 E L we define g = 
cons(s,, s2, s3, I)( g,) as follows: 
(1) if sz$Z, or s,$Z,, or 3xeN,, &,Jx)={Z>, then g=I (the 
operation fails) 
(2) else Z= Z, u { si }, and there are a cell c E N, and a one-on-one 
map CL: N- {c} + N,,,, such that 
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(i) VxEN, Env(s,,x)ox=c 
(ii) At’(s,) = I, 
(iii) Vx E N, x # c, we have 
Hd(c, x)*Env,,b~ CL(X)) 
WC, x)* Env,(s3, P(X)) 
Hd(x, c) = Tl(x, c) = False 
(iv) AP”(c) = At’(s,) and At”(c) = At’(s,) 
(v) A(c)=/ 
(vi) except for the cases above, p is an isomorphism. 
We define CONS(s,, s2, s3, Z)=~~cons(s,, s2, s3, 1). 
Note that, once again, a heavy definition represents a very simple opera- 
tion: a new node is added and is given a specified label. Also, it should be 
noted that the important question of how a new label can be given to each 
created cell is avoided here, by requiring that the new label have been given 
as a parameter of the primitive. 
DEFINITION 3.2.9. We define CONS(s,, sl, s3, I): H(S, L, I?, A) + 
h(S, L, A) exactly as we defined CONS(s,, s2, s3, I) above, except that (v) 
is replaced by 
(v) l(c) = K(Z). 
We define CONS#(s,, sq, s3, l)= TL~CONS(sI, s2, s3, I). 
PROPOSITION 3.2.10. CONS#(s,, s2, s3, I) is an isotone map on 
H(S, L, 1, A)/=, and a semantically safe abstraction of CONS(s,, s2, s3, 1). 
Finally, let us give a simple rplaca primitive. 
DEFINITION 3.2.11. Given g, = [I,, N,, Env,, Hd,, Tl,, At:, At:, 
At:, A,] E hm(S, L, A), given sl, s2, s3 E S, we define g = rplaca(s,, s2, s3) 
(g,) as follows: 
(1) if s2$ Z, or s3 $I,,,, or Ati # I,, then g = I (the operation 
fails) 
(2) else I=Z,u (sl}, and a one-on-one map p: N + N,, can be 
found, such that 
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(i) Vx E N, Env(s, , x) o Env,(sz, p(x)) 
(ii) At’(si) = I-, 
(iii) Vx, y E N such that Env,(s,, p(x)), Hd(x, y) * Envm(s3, p(y)) 
(iv) Vx E N, Env,(s*, p(x)) o Athd(x) = AtL(s,) 
(v) except for the cases above, ZJ is an isomorphism. 
We define RPLACA(s,, s2, ~~)=FOrplaca(s,, s2, sj). 
The abstract version is very similar, except that the new values assigned 
to the first field of the target cell cannot replace the old one(s), because we 
are not sure of the number of concrete cells this abstract cell represents. In 
fact, a more subtle abstract rplaca primitive can be designed, but we do 
not intend here to give an encyclopaedic list of possible definitions. 
DEFINITION 3.2.12. Given g,= [I,, N,, Env,, Hd,, Tl,, At;, At:‘, 
At:, &] E H(S, L, L, A), given sl, s2, s3 E S, we define g = RPLACA(s,, s2, sg) 
(g,) as follows: 
(1) if s2 &I, or s,+Z,, or s2 has no son in N,, then g= I (the opera- 
tion fails) 
(2) else Z=Z,u {sl}, and a one-on-one map ZL N+ N,, can be 
found, such that 
(i) V.ue N, Env(s,, x)o Env,(s,, p(x)) 
(ii) At’(s,) = I, 
(iii) Vx, y E N such that Env,(s,, p(x)), Hd(x, y) Q (Hd&(x), 
P(Y)) v Envoh PC(Y))) 
(iv) Vx E N, Env,(s,, p(x)) * Athd(x) = Atb(s3) u, Atf(p(x)) 
(v) except for the cases above, p is an isomorphism. 
We define RPLACA #(s,, s2, sj) = T,- l RPLACA(s,, s2, s3). 
PROPOSITION 3.2.13. RPLACA”(s,, s2, s3) is an isotone map on 
HP, L -& A)/=:, and a semantically safe abstraction of RPLACA(s,, s2, s3). 
3.3. Choosing a Lattice A 
Obviously, a very complex lattice can be thought of, especially if a 
reliable analysis is sought over numbers and vectors. In this case, it could 
be even possible to require an infinite lattice A. Our model can still be 
used, provided that a widening operator is included in the tJ, operation. In 








FIG. 4. Schematic representation of the lattice A used in EMiLiA. 
3.4. Information That Can Be Gained Through H-Graph Analysis 
The quality of this information obviously depends strongly on the 
analyzer-the choice of rc and also the quality of the lattice of atoms. The 
information gained is of four kinds: 
1. Existence of paths linking sets of nodes. Because of the definition 
of CY~, and the definition of the order, if no path exists between two sets of 
nodes in an h-graph, then no path can exist between the sets of concrete 
cells abstracted by the nodes. This kind of information is obviously critical 
for dependence detection. 
2. Existence of non-referenced cells. By the same property as above, 
it is possible to assess that all the cells abstracted by a given node(s) are 
not referenced further in the concrete memory-hence, automatic compile- 
time garbage collection can be developed. 
3. Possible size of the structures. In order, for example, to replace 
lists by vectors automatically, it is necessary to have at compile-time a 
maximum length of a list. It can be shown that the maximum number of 
concrete cells abstracted by a node x is bounded by CISICXJllc~‘(I)l (this 
number can of course be infinite). 
4. If a convenient non-pointer lattice is used, compile-time 
typechecking, and optimization of the operations involving atoms. 
3.5. Some Notes about the Algorithmics of H-graphs 
While most of the problems to be solved during the development of an 
analyzer are questions of representation of the h-graph structure, two 
points deserve some comments. 
First, with our definition of e, it should be noted that in any normalized 
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h-graph g built by applying abstract primitives (only), Vx E N, (p, n), 
($9 n’) E n(x)- p = p’, and hence n(x) E Y x Y( [ 1,&j]). Therefore, the 
computer representation of the set n(x) is one element of Y and a set of 
small integers-our experiments show that 6 N 3 or 4 is a maximum. 
A bitwise implementation is then a very efficient solution. 
Another interesting point is the graph isomorphism problem. It should 
be noted that the equivalence of h-graphs implies in particular an 
isomorphism of graphs (which is a difficult problem, possibly NP-com- 
plete), and as such could be argued to be too costly. But in practice only 
normal h-graphs are compared, and in these all the nodes have different 
stamps. Hence, there is at most one map p (see 2.2.1) preserving the stamps 
to be checked as a possible graph isomorphism. The time to build ,u is 
-n log(n) if a dichotomy search method is used, n being the number of 
nodes, and then the check of p is linear with the number of edges in the 
graph. 
3.6. Generalizing H-Graphs for a Non-LISP Language 
Let us assume that we have to analyze a PASCAL-like language. As such 
languages have strong types, we can at compile-time count the (necessarily 
finite) number of types of nodes that can appear in the heap (let us call this 
number z). Now it just remains to generalize the definition of h-graphs, so 
that there is no longer one set of nodes, but z sets, N,, . . . . N,. Each such 
set contains nodes of one type. Each type of nodes can contain pointers. 
Let us call bi the number of pointers that can be contained in a node from 
Ni. We still have one set of identifiers, so one map Env, but we have 
fll + /?I + . . . + fl, maps (instead of Hd and Tl), called Accessi,j, where 
j< pi. There must also be maps to assign to each relevant field its atomic 
value(s), but, as this depends upon the strength of the types, we shall leave 
these aside. 
The new maps are therefore defined as follows: 
Env : Ix (N, + ... + N,) -+ {True, False} 
Access,, j: N, x (N, + ... + N,) + {True, False} 
I : (N,+ ... +N,) + 9(L) - 0. 
Note that we have defined the functions Access as if we were unable to 
predict the set N to which a given pointer field of a given type will be an 
accessor. In the particular case of PASCAL, we can be more precise, as the 
definition of a record must (de facto should) precisely state the type of the 
pointed object. On the other hand, in C, or in PASCAL enabling type 
casting, the only information we can use is that a field is a pointer. (Note 
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that sometimes the programmer can even use integers as pointers and vice 
versa, but for now we do not concern ourselves with such horrid things.) 
As those new h-graphs picture very closely real heaps, all the language 
primitives are easy to define. The only problem is to define a normalizing 
operation, but this can be done exactly in the same manner as depicted in 
this paper. Note the special question that arises about the PASCAL 
primitive DISPOSE, when called for a cell still referenced by more than 
one pointer. The remaining pointers become “dangling pointers,” and have, 
in the h-graph, to be replaced by some special non-pointer value, so that 
a use of these could be detected later. The formal building of the lattice 
H(S, L, L. t, A) is totally obvious, and is left to the reader. 
4. SOME EXPERIMENTAL RESULTS 
EMiLiA (Experimental Mini Lisp Analyzer) has been developed (in 
LeLisp) to check the h-graph theory by analyzing a small subset of the 
LeLisp language (about this language, see Chailloux (1986)). As the aim is 
to see how the h-graphs behave, the output of an analysis is a list of 
h-graphs, one for each “interesting” spot of the input program. The output 
being formatted and drawn automatically, we shall use the graphic output 
of EMiLiA directly to present examples of analysis. 
We have experimented with some LISP functions, the purpose of which 
is to physically copy a structure, to see if the analyzer detects this property. 
Let us consider the following program 
(deduplicatel(x) 
(if (atompx)x 
(cons (carx) (duplicatel(cdrx))) )) 
The analysis correctly detects that the first levels of the argument and of 
the returned object are physically different. 
In the following, far less straightforward example, the all-level physical 
duplication is also detected: 
(deduplicate2 (x) 
(if (atompx)x 
(let ( (a(duplicate2 (carx))) 








i In i 0 
FIG. 5. An automatically drawn h-graph. Note that i stands for “integer”, o for “an 
unknown atom,” and ( ) for “the NII atom.” 
We show in Fig. 5 the outcome of the analysis of the following small 
program, 
(progn (setqa'(12 (3)) 
(rplacd (cddra) a) 
(setqb (duplicate2a)) ) 
where the function “duplicate2” is as above; this example has been 
analyzed with 63 = 1. 
It can be noted that the last example looks more like a PASCAL func- 
tion than a LISP one. Let us continue in that direction, and, as a last 
II [I b 
I _ _ _ _ _ _ _ _ _ --________--’ _______ 1 
FIG. 6. h-graph after analysis of duplicate3, with CT, = 1. The “( )” above the variable 
name a means that a can also be nil. 
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Cl b 'A 
I---________ ____ ___________________ 
i i 0 
‘0 
FIG. 7. h-graph after analysis of duplicate3, with (2, =3. The only improvement 
relative to Fig. 6 is the knowledge that (car a) is either nil or an integer (note that, alas, 
(car nil) is legal in LeLisp); in particular, it cannot be a reference to dynamic data. 




(while (not (atompx)) 






Figures 6 and 7 are outcomes of the analysis of the following program, 
(setqa(duplicate3 (setqb '(12 (a) 0) ))) 
respectively with W = 1 and d5 = 3. 
We note that the interesting property, i.e., the fact that a and b refer to 
physically non-interfering data, is correctly discovered in both cases. 
5. CONCLUSION 
In spite of some satisfying results, two important points still have to be 
improved: 
l When computing the union of graphs, we loose one highly 
interesting piece of information, the relationship between the cell pointed 
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to by a symbol and another one pointed to by another. We can tell that 
x points to node 1, 2, or 3 and y to node 2, 3, or 4, but we cannot for 
example tell that y is always one node ahead of x, that is, when x points 
to 1, y points to 2, and so on. “Relational” h-graphs still remain to be 
defined. 
l While being theoretically easy once the forward analysis has been 
defined, the backward analysis has not been implemented, mainly because 
we found no interesting reverse of the LISP primitives. A great deal of 
work remains to be done here. 
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