Sonification with musical characteristics can engage users, and this dynamic carries value as a mediator between data and human perception, analysis, and interpretation. A user engagement study has been designed to measure engagement levels from conditions within primarily melodic, rhythmic, and chordal contexts. This paper reports findings from the melodic portion of the study, and states the challenges of using musical characteristics in sonifications via the perspective of form and function -a long standing debate in Human-Computer Interaction. These results can guide the design of more complex sonifications of multivariable data suitable for real life use.
INTRODUCTION
Sonifications that rely on musical elements such as rhythm, pitch, and harmony are often reserved for creative purposes, yet musical characteristics can offer important contributions towards analysis [1] . When a variety of musical elements are integrated in auditory display for analytical contexts, such as process monitoring, researchers can capture a variety of features from multivariate data [2] . One concern, however, is that musical representations can create distractions and that music adds something more than is needed for an analysis. In this sense, music is seen as a more favorable component of form rather than function -an issue tied to the long-standing Human-Computer Interaction (HCI) debate of which comes first [3] .
This paper offers the view that musical elements can facilitate analytical objectives from improved data perception, data analysis, and data interpretation through user engagement and enhanced experiences.
The use of musical elements and characteristics in sonification has been formally explored by members of the International Community for Auditory Display since the mid 1990's [4] , [5] , [6] . A summary of music-related research and software development in sonification can be obtained from Bearman and Brown [7] . Earlier attempts were made by Pollack and Flicks in 1954 [8] , yet according to Paul Vickers [9] and other researchers, such as, Walker and Nees [10] , the path for music in sonification remains uncertain or unclear. Vickers recently raised the significant question: "how should sonification designers who wish their work to be more 'musical' approach the task?" Vickers asserts "the path we ought to take is currently unanswered." Walker and Nees [10] say that "questions of aesthetics and musicality remain open in the field of sonification." The interest in incorporating musical characteristics in sonification can be summarized from the research of Brown et al. [11] : "the use of musical sounds has been recommended because of the ease with which musical sounds are perceived."
The use of musical characteristics in sonification can serve multiple purposes. To start, musical expressions that relate to aesthetics can enhance the user experience, and this can, in turn, enhance the perception of data. Positive user experiences can translate to more time spent with the data analysis, and improving interpretations. Finally, the mapping possibilities to musical traits are numerous and this brings opportunities to associate multivariate data to different types of musical features and expressions.
The work reported in this paper was carried out in a project called Data-to-Music. It focused on the development of a software to map data to musical characteristics. The data came mostly from monitoring the conditions of buildings, machines, weather, and athletic experiences. What made the project unique, was the focus on the user experience with music.
In order to test the possibilities of musical characteristics in data representation and display, the research team designed and programmed the software called D2M (Figure 1 ). It enables the users to assign variables of time series data sets to "streams" which control different aspects of the generated audio. Each stream can be associated with a unique or shared instrument timbre and the data values can be set to control pitch, the complexity of rhythmic patterns, accent chords, articulation, or loudness of the instrument. The user can determine the duration of the generated music and the data are scaled accordingly. The data streams specify parameters of each generated note based on the given settings. The global structure of the generated music is the result of the data content.
Additional tools include the possibility to set thresholds based both on data values and time range to filter out some of the data. There are also preprocessing tools for linear and logarithmic scaling, as well as ways for inverting data values. The high degree of flexibility of the tool enabled the team to create auditory displays that sound composed, even though the results were prepared by an algorithm.
In this article, we first outline our sonification approach and then describe a user survey that seeks to measure to which extent the approach leads to greater levels of user engagement. The D2M software was used to turn weather data into musical pieces used in the survey.
FORM AND FUNCTION
The form and function debate in HCI is similar to the one found in sonification with music.
In the process of interpreting data, sound characteristics with musical qualities can contribute to enhanced levels of engagement or distract from the analysis [12] . The challenge is to make sure the aesthetic qualities of the auditory display do not compromise coherence. We submit that data-to-music sonification can not only engage users, but levels of engagement with coherence can be increased by careful combinations of musical characteristics.
A significant goal in HCI is the user experience, which is often tied to aesthetics. Dillon [13] traces the importance of aesthetics, as a basic motivator, back to A. Manslow (1954). Tractinsky et al. argue that aesthetic perceptions are highly correlated by individuals to interface usage; therefore, whether we intend to incorporate aesthetics by design into usage or not, aesthetics are most likely already tied to usage [3] , [14] .
In 2006 Andrew Dillon [13] introduced the term mediation to describe an essential mechanism whose role is to translate information between data and human. In describing this mechanism, he states that information technology is a mediator, among others, which "carries, stores, retrieves, and presents data"; and from these functions, information technology "can provide a physical instantiation of data or the mechanism for making visible or audible the data of interest."
In this paper, we are guided by the research question: Can musical characteristics contribute to meaningful data perception, analysis and interpretation? In addressing this challenge, we reference two studies that focus on the significance of the audible experience mentioned by Dillon and in particular the instantiation of data called sonification. We will then seek to prove that interpretive experiences with the aid of musical characteristics in the auditory display can offer analytical advantages.
In Human-Computer Interaction, auditory display has maintained an increasing role in offering new perspectives on data analysis and interpretation. These processes are undoubtedly complex. Dillon simplifies the process with a figure using two key terms called arcs (or paths), similar to Don Norman's interaction cycle [15] . There is the "arc of exploration" from human to data, and the "arc of interpretation" from data to human. Each path crosses the barrier of mediation (a central line) in a continuous circle. In other words, one leads to the other with the human as a starting and ending point.
We suggest that the human experience within the arcs of exploration and interpretation can be enhanced by aspects of aesthetics that come with musical characteristics. A step in this direction is not easy and can be demonstrated by a recent study in condition monitoring.
SONIFICATION AND CONDITION MONITORING
Condition monitoring with auditory display presents one of the most significant areas of exploration for sonification for practical usages. A recent study by Hildebrandt et al. [16] demonstrated the challenges of continuous monitoring and a successful method for real time peripheral monitoring with sounds. Their main goal was to create a continuous soundscape based on sonification that does not distract users from their main task(s). In their study forest sounds were chosen for continuous soundscapes during peripheral process monitoring. The decision to use sounds from nature came after consulting the work of Gaver et al. [17] and Vickers et al. [18] to achieve "unobtrusiveness" and avoid a sense of "disturbance." One can imagine, in a practical sense, that sounds with musical characteristics would be more challenging to hear during extended "continuous" periods; however, given this assumption, in non-continuous environments, there may be opportunities for the inclusion of sonifications with musical characteristics.
While their study was successful, their conclusion asserts: "potentially more pleasing sound designs will be tested to test the suitability for long periods and effectiveness." They submit that these sounds could be based on longer looped samples "or even musical concepts." Although forest sounds are often pleasant over long periods, the level of engagement may be quite uniform. The researchers' motivation for more pleasing sound designs may be related to interests in creating a more engaging environment.
USER ENGAGEMENT
Multiple studies have shown that the task of defining and measuring engagement is quite complex, and many evaluations are connected to the field of education to understand how students are engaged in learning [19] , [20] . Engagement levels relative to musical interaction and loss of focus were recently explored by Tahiroglu et al. [21] where they monitored facial expressions of musicians and used the Positive and Negative Affect Schedule (PANAS) questionnaire to validate levels of perceived engagement. In various studies on engagement, common descriptive terms emerge, such as motivation, persistence, and effort. Lutz Klauda and Guthrie [20] elegantly separate motivation as goal-oriented based on values and beliefs, while engagement refers to "behavioral displays of effort, time, and persistence in attaining desired outcomes." Additional attributes from other studies include focused attention, curiosity, novelty, and challenge [22] , [23] , [24] , [25] .
The most seminal work on engagement evaluation appears to be by O'Brien and Toms [26] . The O'Brien and Toms study defines engagement in great detail by building on the premise that engagement is a process in three stages: point of engagement, sustained engagement, and disengagement, and as the process unfolds in time, there are multiple layers of experience, called threads. The categorization of threads is derived from the work of McCarthy and Wright [27] .
We surmise that musical characteristics can contribute to each thread: a) compositional (narrative), b) spatiotemporal, c) emotional, and d) sensual. While the O'Brien and Toms study is based on a framework for assessing levels of engagement in the context of visual display, our study adopts a similar framework to fit auditory/musical contexts.
USER SURVEY
The impact of musical characteristics in sonification is being measured by a user engagement survey that comprises three 40 minute tests, each anchored by either melody, rhythm, or accent chords (as opposed to harmonic progressions). Each test relies on fundamental areas of musical expression: pitch, rhythm, and timbre.
As an example, the Melody Test uses these musical elements to express weather forecasting data for clouds (called oktas); and by virtue of the use of inversion the data can also express amounts of sunshine perceived by listeners. Note: This inversion technique is similar to one described by Walker and Kramer [28] . 1 The oktas data, on a scale of 0-8, were mapped to a one and half octave range with a tempo of one beat per second. Forty data points in a 24 hour period were displayed in forty seconds. A MIDI range of 43-60 was used as a destination span and all results adhered to a C major diatonic collection (Figure 1) . The resulting MIDI Temperature trends were perceived as pitches ascending to represent a rise in temperature (with heat), or inverted so that ascending 1 pitches represent cold, and although the latter seems counterintuitive, subjects perceived cold slightly better when pitches were high. Participants listened to each condition twice with different tasks before completing the questionnaire..
files were rendered through software instruments on Logic Pro X and Ableton Live, and the resulting audio files were exported and converted to mp3 files for Web delivery with loudness normalized to negative 25 LUFS. In our first test, listeners are presented with different experiences of three data sets in melodic form to determine if they hear clouds or sunshine. There are three conditions: Pitched sine waves with uniform rhythmic values with quarter notes (or crotchets); pitched timbre (marimba) with uniform rhythmic values with quarter notes; and pitched timbre (marimba) with a few basic rhythmic values in combinations using quarter notes and eighth notes (or quavers) ( Figure 2 ). In the following, these three conditions are referred to as Sine, Timbre and Rhythm.
Each melodic experience is associated with: 1) tasks with questions (to give users time to experience the sounds), and 2) survey questions, at the end of a set of tasks for a given condition. The participants complete the same user engagement scale (UES) questionnaire on three occasions, with questions modelled after O'Brien and Toms [29] and answered on a 5-step scale from "strongly disagree" to "strongly agree." The participants complete tasks from three conditions (Figure 3 ) in two counterbalanced schemes of 6 (one scheme nested in another), hence participant 1 has the same experience as participant 7.
Examples from our questionnaire below demonstrate how the Data-to-Music team adopted the original O'Brien and Toms [29] questions from a Web shopping experience for a musical context. "I was absorbed in my shopping task" transformed to "I was absorbed in my listening task." "I felt frustrated while visiting this shopping website" changed to "I felt frustrated while listening to these sounds." "This shopping website is attractive" became "These sounds were attractive." The transformation of questions was as close as we could make them.
In a few cases the transformations offered a challenge. For example, we modified the question "I liked the graphics and images used on this shopping website" to "I liked the beats and rhythms used in these sounds." The team is satisfied with the transformations based on a pre-existing engagement study and how the user experiences from our sonifications may relate to varying levels of engagement.
The complete set of modified questionnaire items can be seen in Table 1 . We raffled the item order once and used the order (seen in Table 1 ) across all conditions and for all participants. Similarly as with O'Brien and Toms [29] , we used reverse coding in the analysis for 8 out of 31 items for easier visual interpretation. Thus, item 11 can be considered as "I did not feel frustrated while listening to these sounds."
The melodic portion of the study was conducted with 24 participants (11 female, 13 male) aged 18-50 years (M=22.4, SD=7.5). 17 of the participants had not heard data sonifications before the experiment. IRB exemption was provided by Eastern Washington University (human subjects protocol HS-5429) on December 1, 2017.
RESULTS AND CONCLUSION
Results from 24 participants in our validation study indicate how combinations of musical characteristics in melodic forms can engage listeners, as these relate to the sonification of sun and clouds. The subjective results on the UES items per condition, i.e., Sine, Timbre or Rhythm, are represented in Figure 4 . The figure shows average values instead of medians for easier visual distinction. We ran Friedman's tests to compare whether the ordinally scaled data would show differences between the conditions. The analysis revealed altogether 19 items with statistically significant (p<0.05) differences, and 8 of these findings showed such differences even between the conditions in pairwise comparisons.
Based on our results, engagement levels increase with melodies that are based on pitch with timbre combined, and those with pitch, timbre and rhythm combined. The findings show that sun and clouds data converted to only pitches with sine waves had lower engagement levels overall than those with timbre and rhythm (Figure 4 ). Average response values on a scale of 1-5 in the range of "strongly disagree" to "strongly agree" broadly demonstrate the importance of timbre in the six factors defined by O'Brien and Toms [29] .
In "perceived usability" and "aesthetics" the differences are most pronounced. For the factor "perceived usability" averages are: sine waves 3.47; timbre and pitch 3.96; timbre pitch and rhythm 3.82. In the area of "aesthetics" averages are: sine waves 2.74; timbre and pitch 3.59; timbre pitch and rhythm 3.84. "Perceived usability" relates to the emotions experienced by users, and "aesthetics" to sensory appeal [29] .
We see similar trends among some questions in the other factors: "focused attention," "felt involvement," "novelty," and "endurability." The trends suggest that timbre can significantly contribute towards engagement levels, even without the aid of moderately active rhythms. These results are from the Melody Test, which represents one third of our validation study. Tests with accent chords and active rhythms are on-going at this time.
The conducted study provides understanding on the relevance of timbre and rhythm to the engagement with musical sonifications. Both of these properties appear to have a significant effect, in particular to the aesthetics of the auralization. Aside from focused attention, other measured aspects are affected as well. While the evaluation was conducted with simple sonifications of single data variables to provide control to focus on individual factors on user experience, for real life use we believe that more complex sonifications are needed. Such sonifications can communicate more information and will likely have better endurability and more novelty. Our D2M tool supports the creation of these complex musical combinations. The observations presented in this paper set a foundation to investigate these more elaborate musical representations of data.
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