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Abstract
We explicitly construct the fully back-reacted half-BPS solutions in Type IIB su-
pergravity which are dual to Wilson loops with 16 supersymmetries in N = 4 super
Yang-Mills. In a first part, we use the methods of a companion paper to derive the
exact general solution of the half-BPS equations on the space AdS2×S2×S4×Σ, with
isometry group SO(2, 1)×SO(3)×SO(5) in terms of two locally harmonic functions on
a Riemann surface Σ with boundary. These solutions, generally, have varying dilaton
and axion, and non-vanishing 3-form fluxes. In a second part, we impose regularity
and topology conditions. These non-singular solutions may be parametrized by a genus
g ≥ 0 hyperelliptic surface Σ, all of whose branch points lie on the real line. Each genus
g solution has only a single asymptotic AdS5 × S5 region, but exhibits g homology 3-
spheres, and an extra g homology 5-spheres, carrying respectively RR 3-form and RR
5-form charges. For genus 0, we recover AdS5 × S5 with 3 free parameters, while for
genus g ≥ 1, the solution has 2g + 5 free parameters. The genus 1 case is studied in
detail. Numerical analysis is used to show that the solutions are regular throughout the
g = 1 parameter space. Collapse of a branch cut on Σ subtending either a homology
3-sphere or a homology 5-sphere is non-singular and yields the genus g − 1 solution.
This behavior is precisely expected of a proper dual to a Wilson loop in gauge theory.
1 Introduction
In the AdS/CFT correspondence, [1, 2, 3] (for reviews, see [4, 5]) a prominent role is played
by objects which are protected by supersymmety. Non-renormalization theorems make com-
parison of weak and strong coupling calculations possible and BPS equations often provide
an easier way to obtain exact solutions of the equations of motion.
The first example of such objects is provided by local gauge invariant chiral primary
operators OJ in N = 4 super Yang-Mills theory (SYM) with gauge group SU(N), where
J denotes a particular U(1) charge of the SO(6) R-symmetry. Supersymmetry protects the
conformal dimension ∆ of these operators against quantum corrections, so that we have
the exact relation ∆ = J . For ∆ ≪ N , these operators are dual to small fluctuations of
supergravity modes in the AdS5 × S5 bulk [3]. For ∆ ∼ N , they can be associated with
giant gravitons (probe branes on S5 or AdS5) [6, 7, 8]. For ∆ ∼ N2, the fully back-reacted
geometries preserving SO(4) × SO(4) as well as 16 of the 32 supersymmetry were found
in [9] and referred to as “bubbling AdS”. All regular solutions are parameterized by the
“coloring” of R2 in black and white regions.
In two recent papers [10, 11], the present authors constructed general half-BPS solutions
with SO(2, 3)×SO(3)×SO(3) symmetry in Type IIB supergravity. The solutions are given
by a warping of AdS4×S2× S2 over a two-dimensional surface Σ, and have varying dilaton
and axion, as well as non-vanishing NSNS and RR 3-form fluxes. They generalize the non-
supersymmetric [12] and N = 1 supersymmetric [13] Janus solutions. These solutions are
holographic duals of (generalized) interface SYM theories [14, 15].
The solutions were found by solving the BPS equations of Type IIB supergravity for the
most general SO(2, 3)×SO(3)×SO(3) symmetric Ansatz on the manifold AdS4×S2×S2×Σ
(see also [16]). The solutions are parametrized by two harmonic functions h1, h2 on a genus
g hyperelliptic Riemann surface Σ with boundary, with all the branch cuts restricted to lie
on the real axis. The regularity of the solutions imposes various conditions on the harmonic
functions. We refer the reader to the papers [10, 11] for details. The choice of g + 1 branch
cuts along the real axis is the one-dimensional analog of the coloring of the “bubbling AdS”
solution of [9].
Another important class of operators consists of Wilson loops corresponding to the
holonomies of gauge fields along (closed) contours. The AdS dual of a Wilson loop operator
in the fundamental representation was identified in [17, 18], with a fundamental string world
sheet in the bulk of AdS which ends on the contour of the Wilson loop on the boundary
of AdS. In particular, we will be interested in half-BPS Wilson loop operators. Propos-
als for the AdS-dual description of half-BPS Wilson loop operators in higher dimensional
2
representations of SU(N) have been made in [19, 20, 21, 22, 23]
In this paper, the fully back-reacted supergravity solutions corresponding to half-BPS
Wilson loops will be derived and explicit formulas for the solutions will be presented. We
shall follow closely the methods developed for the half-BPS Type IIB interface solutions in
[10, 11]. In particular, we shall solve the BPS equations for our Ansatz explicitly in terms
of two harmonic functions h1, h2 defined on a two-dimensional Riemann surface Σ. Indeed,
many formulas in the present paper will be very similar or identical to the ones in [10, 11].
There are, however, subtle and important differences between the solutions. Furthermore,
while it is possible to formally relate the solutions on AdS4 × S2 × S2 × Σ of [10, 11] to the
solutions on AdS2 × S2 × S4 × Σ given in the present paper by an analytic continuation,
it is not a priori guaranteed that both sets of solutions will preserve the same number of
supersymmetries or even that regular solutions will be mapped to regular solutions. A
supergravity description of half-BPS Wilson loops has already been given in [24] (See also
[22] for an earlier attempt at a solution), using the Killing tensor methods of [9, 25, 26]. The
solution found in [24] was parameterized by a harmonic function but some quantities were
only implicitly given in terms of the harmonic function.
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Figure 1: The genus 1 solution with homology 3-spheres and 5-spheres.
A summary of the key properties of our AdS solutions is as follows. The SO(2, 1) ×
3
SO(3)× SO(5)-invariant metrics on AdS2 × S2 × S4 × Σ are parametrized by
ds2 = f 21ds
2
AdS2
+ f 22ds
2
S2 + f
2
4ds
2
S4 + ds
2
Σ (1.1)
The metrics ds2AdS2 , ds
2
S2, and ds
2
S4 correspond to unit radii. The metric ds
2
Σ is positive,
and may be expressed as ds2Σ = 4ρ
2|dw|2 in terms of local complex coordinates w, w¯ on the
Riemann surface Σ with boundary ∂Σ. The dilaton φ, and ρ, f1, f2, f4 are real functions on
Σ. All half-BPS solutions may be expressed in terms of two real harmonic functions h1 and
h2 on Σ. The dilaton and metric functions for these solutions are given by the following
relations,
e4φ = − 2h1h2|∂wh2|
2 − h22(∂wh1∂w¯h2 + ∂wh2∂w¯h1)
2h1h2|∂wh1|2 − h21(∂wh1∂w¯h2 + ∂wh2∂w¯h1)
(1.2)
as well as
f 22 f
2
4 = 4h
2
2 e
−2φ
f 21 f
2
4 = 4h
2
1 e
+2φ (1.3)
Explicit expressions for the solutions of ρ, f1 are given in (7.18) and (7.26). (The Ansatz
for the antisymmetric tensor fields, will be given in (7.28), (7.29), (7.30), and their solutions
obtained in section 7.6.)
For all regular solutions, the functions f1, f2, f4, and e
±2φ are non-vanishing inside Σ.
The boundary ∂Σ has either the S2 or the S4 shrink to 0 radius, so that either f2 or f4
vanishes respectively, and h2 = 0 throughout ∂Σ. Since f1 6= 0 on ∂Σ, we also have h1 = 0
on segments of ∂Σ if and only if the S4 shrinks to zero on that segment. All solutions have
a single asymptotic AdS5 × S5 region. A schematic picture for the case where Σ is a genus
1 surface is given in Figure 1. The presence of a non-trivial homology 3-sphere indicates the
presence of a non-vanishing RR 3-form charge as will be computed in section 10.5.
The plan of this paper is as follows. In section 2, we review half-BPS Wilson loops in
the context of AdS/CFT. In section 3, we present our Ansatz as AdS2 × S2 × S4 warped
over a two dimensional space Σ. The general ten-dimensional Killing spinor is decomposed
with respect to the AdS2 × S2 × S4 factors. In section 4, the BPS equations are reduced by
utilizing the Killing spinors. In section 5, reality conditions are imposed on the solution and
the BPS equations are reduced to equations on a two dimensional complex spinor. In section
6, these equations are reduced to an integrable system. In section 7, the integrable system is
mapped to a first order system which can be solved in terms of two harmonic functions. The
explicit form of the metric factor, dilaton and three form fluxes in terms of the harmonic
4
functions are given. In section 8, it is shown that the only solution with a constant dilaton
is AdS5×S5. In section 9, the conditions for obtaining regular solutions are derived and the
boundary conditions on the harmonic functions are derived. In section 10, a general class of
regular solutions is constructed with a genus g hyperelliptic surface. In section 11, the genus
1 case is discussed in detail and all the quantities are explicitely expressed in terms of elliptic
functions. In section 12, we study the collapse of a branch cut on Σ between consecutive
branch points, and show that the genus g solution collapses to a regular genus g−1 solution.
In three appendices we give our conventions for the Clifford algebra, Killing spinors, Bianchi
identities and equations of motion.
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2 Wilson loops in gauge theory and supergravity
The Wilson loop operator is an important gauge invariant observable in gauge theories. For
N = 4 super Yang-Mills theories, the appropriate operator is defined as [17, 18, 27]
WR(C) = TrR P exp
(
i
∫
C
dτ(Aµx˙
µ + φI y˙
I)
)
(2.1)
Here, TrR labels the trace over an arbitrary representation R of SU(N) and (x
µ(τ), yI(τ))
parameterizes a path in R1,3 × R6 coupling the curve C to the gauge field and the six
adjoint scalars of N = 4 SYM. The Wilson loop operator can preserve some supersymmetry.
In particular, it was shown in [27] that the preservation of eight Poincare´ supersymmetries
restricts the path in R1,9 to be null, i.e. x˙2+y˙2 = 0. The preservation of eight superconformal
symmetries furthermore fixes the trajectory on R1,3 to be a timelike line, i.e. x0 = τ, xi = 0
and the trajectory on R6 to be given by y˙I = nI , where nI is a unit vector in R6. Hence the
half-BPS Wilson loop operator in the representation R becomes
WR(C) = TrR P exp
(
i
∫
C
dτ(A0 + nIφ
I)
)
(2.2)
2.1 Symmetries of the half-BPS Wilson loop
In the following, we review the derivation of the supergroup preserved by the half-BPS
Wilson loop. The choice of the unit vector nI breaks the SO(6) R-symmetry to SO(5). The
superconformal symmetry SO(4, 2) is broken by the timelike straight line as follows. The
condition xi = 0, i = 1, 2, 3 is left invariant by SO(3) spatial rotations. The condition x˙0 = 1
is invariant under time translations, dilations and special conformal transformations which
together generate SO(2, 1). Hence the residual bosonic symmetry is
SO(2, 1)× SO(3)× SO(5) (2.3)
The sixteen unbroken supersymmetries transform under the (4, 4) of the bosonic symmetry
group and form a supergroup OSP (4∗|4).
For the supergravity description of the half-BPSWilson loops, we seek a general Ansatz in
Type IIB supergravity with the above symmetry. The factor SO(2, 1) requires the geometry
to contain AdS2, the factor SO(3) requires S
2, and the factor SO(5) requires S4. Two
dimensions remain undetermined by the symmetries alone, so that the most general space
of interest to us will be of the form,
AdS2 × S2 × S4 × Σ (2.4)
where Σ stands for the two-dimensional parameter space, over which the above products are
warped.
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2.2 Geometry of fluxes
The holographic dual description of a (probe) Wilson loop operator in the fundamental
representation of SU(N) is given by a string worldsheet in the AdS5×S5 bulk which ends on
the contour C of the Wilson loop on the boundary of AdS5×S5. The holographic description
of half-BPS Wilson loop operators in higher dimensional representations of SU(N) was
developed by several authors [19, 20, 21, 22]. It appears that there are two equivalent
descriptions in terms of D-branes with fundamental string charge.
In the first proposal [20, 21, 22], a Wilson loop in the k-th symmetric tensor representation
(which is labeled by a Young-tableau of a row of k boxes) is given by a D3 brane with
AdS2×S2 worldvolume with k units of fundamental string charge dissolved on the AdS2. A
general Young-tableau with p rows with ni, i = 1, · · · , p is given by an array of D3 branes
with ni units of fundamental string charge dissolved on the i-th D3-brane.
In the second proposal [19, 20], a Wilson loop in the k-th anti-symmetric tensor represen-
tation (which is labeled by a Young-tableau of a column of k boxes) is given by a D5 brane
with worldvolume AdS2×S4 where k units of fundamental string charge are dissolved on the
AdS2 worldvolume. Similarly to the first proposal a general representation with q columns
with mi, i = 1, · · · , q boxes is given by an array of D5-branes with mi units of fundamental
string charge disolved on the i-th D5-brane.
In both descriptions the D-branes are effectively treated as probes and the back-reaction
on the geometry is neglected. The probe brane description of the Wilson loops is, however,
very useful to determine the correct ansatz for the fluxes and scalars. The Born-Infeld form
of the action for a Dp-brane is given by
S = τp
∫
dp+1σ e−Φ
√
−det(g +B + 2πα′F ) + µp
∫
C ∧ e2πα′F (2.5)
A non-vanishing fundamental string charge manifests itself as a non-zero electro-magnetic
field strength Fµν in the AdS2 worldvolume direction. In the probe approximation the
worlvolume electric field will be a source for other supergravity fields.
For a probe D3-brane with AdS2 × S2 worldvolume the Born-Infeld action contains the
following term linear in the electric field
2πα′τ4
∫
d4σ e−ΦBµνF
µν + 2πα′µ4
∫
F ∧ C2 + µ4
∫
C4 (2.6)
Consequently the electric field sources the NSNS two form potential B2 in the AdS2 directions
and the RR two form potential C2 in the S
2 direction.
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For a probe D5-brane with AdS2 × S4 worldvolume the Born-Infeld action contains the
following term linear in the electric field
2πα′τ6
∫
d6σ e−ΦBµνF
µν + µ6
∫
C6 + 2πα
′µ6
∫
F ∧ C4 (2.7)
Consequently, the electric field sources the NSNS two form potential B2 in the AdS2 direc-
tions and the RR six form C6 potential along AdS2×S4. By electromagnetic duality the six
form potential is related to the RR two form potential C2 which will be sourced along the
S2 direction. Note that the strength of the probe brane sources differ in the two cases the
direction in which the NSNS and RR fluxes are sourced are the same. In addition the probe
brane sources the dilaton but not the RR axion.
In the rest of the paper the completely back-reacted solution which is dual to half-BPS
Wilson loops will be constructed.
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3 The Ansatz
As discussed in section 2, the half-BPS Wilson loop preserves the bosonic symmetries
SO(2, 1) × SO(3) × SO(5) and is invariant under 16 supersymmetries. Our conventions
for Type IIB supergravity will follow the ones used in [10, 11] which coincide with those of
[28]. As a Type IIB supergravity geometry, Σ will carry an orientation as well as a Rieman-
nian metric, and is therefore a Riemann surface, generally non-compact, and with boundary.
The symmetries determine the general form of the metric and the presence of the fundamen-
tal string charge and D5 branes dtermine the presence of NSNS and RR three form fluxes,
leading to the following Ansatz for the supergravity fields.
3.1 Ansatz for the Type IIB fields
The appropriate supergravity ansatz for the metric is given by (2.4) which is a warped
product of AdS2 × S2 × S4 factors over a two dimensional surface Σ.
ds2 = f 21ds
2
AdS2
+ f 22ds
2
S2 + f
2
4ds
2
S4 + ds
2
Σ (3.1)
where f1, f2, f4 and ds
2
Σ are real functions on Σ. We introduce an orthonormal frame,
AdS2 e
µ = f1 eˆ
µ µ = 0, 1
S2 ei = f2 eˆ
i i = 2, 3
S4 em = f4 eˆ
m m = 4, 5, 6, 7
Σ ea a = 8, 9 (3.2)
where eˆµ, eˆi, eˆm, and ea refer to orthonormal frames for the spaces AdS2, S
2, S4, and Σ
respectively. In particular, we have1
ds2AdS2 = ηµν eˆ
µ ⊗ eˆν ds2S2 = δij eˆi ⊗ eˆj
ds2S4 = δmn eˆ
m ⊗ eˆn ds2Σ = δab ea ⊗ eb (3.3)
where η = diag[−+]. The dilaton and axion fields are represented by the 1-forms P and Q
which vary over Σ, and whose structure is given as follows,
P = pae
a, Q = qae
a (3.4)
1The convention of summation over repeated indices will be used throughout whenever no confusion is
expected to arise, with the ranges of the various indices following the pattern of the frame in (3.2). Complex
frame indices on Σ will often be used, with the following conventions, ez = (e8 + ie9)/2, ez¯ = (e8 − ie9)/2,
and the non-vanishing components of the metric on Σ are given by δzz¯ = δz¯z = 2.
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while the anti-symmetric tensor forms F(5) is self dual and given by
F(5) =
(
− e0123 ∧ F + e4567 ∧ ∗2F
)
(3.5)
In agreement with the symmetries and the probe analysis the three form field strength is
constructed from the unit volume form on AdS2 and S
2,
G = e01 ∧ G + ie23 ∧ H (3.6)
where we have introduced the following 1-forms on Σ to represent the reduced fields,
G ≡ gaea F ≡ faea
H ≡ haea ∗2F ≡ εab faeb ε89 = +1 (3.7)
Here, fa, qa are real, while ga, ha, pa are complex.
3.2 The general ten-dimensional Killing spinor
The requirement that 16 supersymmetries remain preserved by the Ansatz puts severe
restrictions on the supergravity fields, which result from enforcing the BPS equations,
δλ = δψM = 0. Whenever the dilaton is subject to a non-trivial space-time variation,
∂Mφ 6= 0, the dilatino BPS equation δλ = 0 will allow for at most 16 independent supersym-
metries ε. Therefore, the gravitino BPS equation cannot impose any further restrictions on
the number of supersymmetries, but should instead simply give the space-time evolution of
ε. Thus, at any fixed point in the parameter space Σ, ε must be a Killing spinor on each of
the spheres S2 and S4, as well as on AdS2. The Killing spinor equations on AdS2× S2× S4
are given by
(
∇ˆµ − 1
2
η1 γµ ⊗ I2 ⊗ I4
)
χη1,η2,η3η0 = 0 µ = 0, 1(
∇ˆi − i
2
η2 I2 ⊗ γi ⊗ I4
)
χη1,η2,η3η0 = 0 i = 2, 3(
∇ˆm − i
2
η3 I2 ⊗ I2 ⊗ γm
)
χη1,η2,η3η0 = 0 m = 4, 5, 6, 7 (3.8)
Here, ∇ˆµ, ∇ˆi, and ∇ˆm, are respectively the covariant derivatives acting in the Dirac spinor
representations for AdS2, S
2, and S4, with respect to the canonical spin connections asso-
ciated with the frames eˆµ, eˆi and eˆm. The spinors χη1,η2,η3η0 are 16-dimensonal. The integra-
bility conditions for each of these equations are automatically satisfied, so that for fixed η,
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the number of independent (complex) Killing spinors is respectively 2, 2 and 4 for the three
equations. The indices η0, η1, η2, η3 are independent and may take values ±1, and therefore
uniquely label a basis of the 16-dimensional spinor space. The label η0 arises because the S
4
equation is for a 4-component spinor, whose solutions are labeled by the pair (η0, η3). Since
the Killing spinor equation does not actually depend on η0, this index simply labels two
linearly independent spinors for which the reduced BPS equations are identical. Therefore,
the index η0 will be dropped, with the understanding that the solution space for χ
η1,η2,η3
remains 16-dimensional. (See [10] for the discussion of the analogous issues for AdS4.)
For any one of the chirality matrices γ(s), for s = 1, 2, 3, the product γ(s)χ satisfies (3.8)
with the opposite value of ηs. We may therefore identify the corresponding spinors,(
γ(1) ⊗ I2 ⊗ I4
)
χη1,η2,η3 = χ−η1,η2,η3(
I2 ⊗ γ(2) ⊗ I4
)
χη1,η2,η3 = χη1,−η2,η3(
I2 ⊗ I2 ⊗ γ(3)
)
χη1,η2,η3 = χη1,η2,−η3 (3.9)
To examine the Killing spinor properties, we begin by decomposing the 32 component (com-
plex) spinor ε onto the Σ-independent basis of spinors χη1,η2,η3η0 , with coefficients which are
Σ-dependent 2-component spinors ζη1,η2,η3 ,
ε =
∑
η1,η2,η3
χη1,η2,η3 ⊗ ζη1,η2,η3 (3.10)
The 10-dimensional chirality condition Γ11ε = −ε reduces to
γ(4)ζ−η1,−η2,−η3 = −ζη1,η2,η3 (3.11)
The Killing spinor equations are invariant under charge conjugation χ→ χc, with
(χc)η1,η2,η3 = B(1) ⊗ B(2) ⊗ B(3) (χη1,η2,η3)∗ (3.12)
Since (B(1)⊗B(2)⊗B(3))∗ = B(1)⊗B(2)⊗B(3), and (B(1)⊗B(2)⊗B(3))2 = I16, we may impose,
without loss of generality, the reality condition χc = ±χ on the basis. The sign assignments
are related by (3.9), and after choosing χ+++ = +B(1) ⊗B(2) ⊗B(3)(χ+++)∗ are found to be
B(1) ⊗ B(2) ⊗B(3) (χη1,η2,η3)∗ = η2χη1,η2,η3 (3.13)
The η2 comes from the fact B(2) anti-commutes with γ(2), while B(1) and B(3) commute with
γ(1) and γ(3) respectively. Upon imposing the reality condition (3.13) on the basis of spinors
χ, and the chirality condition (3.11) on ζ , and recalling that χη1η2η3 has double degeneracy
due to the suppressed quantum number η0, we indeed recover 16 complex components for
the spinor ε.
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3.3 Notation
We introduce a matrix notation in the 8-dimensional space of η by,
τ (ijk) ≡ τ i ⊗ τ j ⊗ τk i, j, k = 0, 1, 2, 3 (3.14)
where τ 0 = I2, and τ
i with i = 1, 2, 3 are the standard Pauli matrices. Multiplication by
τ (ijk) is defined as follows,
(τ (ijk)ζ)η1,η2,η3 ≡
∑
η′1,η
′
2.η
′
3
(τ i)η1η′1(τ
j)η2η′2(τ
k)η3η′3ζη′1,η′2.η′3 (3.15)
or more explicitly
ζη1,η2,η3 = (ζ)η1,η2,η3
ζ−η1,η2,η3 = (τ
(100)ζ)η1,η2,η3
η1ζ−η1,η2,η3 = (+i τ
(200)ζ)η1,η2,η3
η1ζη1,η2,η3 = (τ
(300)ζ)η1,η2,η3 (3.16)
This notation is analogous to the one introduced in [16], and used in [10].
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4 Reduction of the BPS equations
The starting point is the supersymmetry transformation of the gravitino and dilatino
δλ = i(Γ · P )B−1ε∗ − i
24
(Γ ·G)ε (4.1)
δψM = DMε+
i
480
(Γ · F(5))ΓMε− 1
96
(
ΓM(Γ ·G) + 2(Γ ·G)ΓM
)
B−1ε∗
In order to preserve 16 supersymmetries, these equation must vanish for sixteen independent
spinors ε. For non-constant dilaton (P 6= 0), the dilatino equation will reduce the amount
of supersymmetries from 32 to 16, and so the gravitino equation must impose no additional
restrictions. To proceed, we first reduce these equations using the SO(2, 1)×SO(3)×SO(5)
Ansatz. This will yield algebraic gravitino equations along the directions of the maximally
symmetric spaces, AdS2, S
2, and S4. Using the decomposition of the ten-dimensional Killing
spinor, (3.10), we are able to write the BPS equations entirely in terms of ζ . The χη1,η2,η3 then
label the 16 independent supersymmetries. From the reduced BPS equations, we obtain a
simple set of constraints on bilinears of ζ . The net effect of these constraints is to impose a set
of projections on ζ . This has two benefits, first ζ is reduced to two complex components and
second using an explicit SL(2,R) transformation we map the problem to one with vanishing
axion. That is real dilaton/axion field P and vanishing Q. This is similar to calculations in
[10], [13], where the problem was also reduced to one with vanishing axion by an SL(2,R)
transformation.
4.1 The SO(2, 1)× SO(3)× SO(5) reduction of the BPS equations
We give the explicit reduction of the dilatino equation. The gravitino equations can be
reduced using the same method, so we simply quote the final result.
First we reduce the charge conjugate of the supersymmetry transformation spinor,
B−1ε∗ ∑
η1,η2,η3
χη1,η2,η3 ⊗ (−i η2)B(4)ζ∗η1,−η2,η3 (4.2)
where we have used the explicit form of B given in (A.8), the reality condition on the basis
of Killing spinors χη1,η2,η3 given by (3.13), as well as the chirality condition given by (3.9).
Using this result, the first term in the dilatino equation reduces to
i(Γ · P )B−1ε∗ − ∑
η1,η2,η3
χη1,η2,η3 ⊗
(
paσ
aσ2τ (131)ζ∗
)
η1,η2,η3
(4.3)
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We have again used the matrix notation for ζ introduced in (3.14). The τ -matrices act on
the eight-dimensional space spanned by the indices {η1, η2, η3}, while the σ-matrices act on
the two-component spinor, ζη1,η2,η3 . We use a slight abuse of notation, and define σ
8,9 ≡ σ1,2.
The second term reduces as
− i
24
(Γ ·G)ε ∑
η1,η2,η3
χη1,η2,η3 ⊗
(
+
i
4
gaσ
aτ (011)ζ − i
4
haσ
aτ (101)ζ
)
η1,η2,η3
(4.4)
Putting these two terms together yields the dilatino equation. Since χη1,η2,η3 spans a basis,
the dilatino equation requires that the coefficient of each χη1,η2,η3 vanish separately. After
dropping the summation and χη1,η2,η3 , and multiplying by τ (131), we have the final form of
the reduced dilatino equation,
(d) paγ
aσ2ζ∗ +
1
4
gaσ
aτ (120)ζ +
i
4
haσ
aτ (030)ζ = 0 (4.5)
The gravitino equations are obtained using the same methods. One additional step is to
replace the covariant derivative of the spinor along the AdS2, S
2, and S4 directions by the
corresponding group action, SO(2, 1), SO(3), and SO(5) as defined in (3.8). It is important
to note that an additional term appears in going from ∇ to ∇ˆ. This is due to the warp
factors appearing in the ten-dimensional metric. For example, the covariant derivative along
AdS2 is given by
∇µε =
(
1
f1
∇ˆµ + 1
2
Daf1
f1
ΓµΓ
a
)
ε (4.6)
where Da ≡ eMa ∂M and M is a space-time (Einstein) index. After a bit of work, we obtain
the following gravitino equations,
(µ) 0 = − i
2f1
τ (211)ζ +
Daf1
2f1
σaζ +
1
2
faσ
aτ (110)ζ +
1
16
(
3gaτ
(120) + ihaτ
(030)
)
σaσ2ζ∗
(i) 0 = +
1
2f2
τ (021)ζ +
Daf2
2f2
σaζ +
1
2
faσ
aτ (110)ζ − 1
16
(
gaτ
(120) + 3ihaτ
(030)
)
σaσ2ζ∗
(m) 0 = +
1
2f4
τ (002)ζ +
Daf4
2f4
σaζ − 1
2
faσ
aτ (110)ζ − 1
16
(
gaτ
(120) − ihaτ (030)
)
σaσ2ζ∗
(a) 0 = Daζ +
i
2
ωˆaσ
3ζ − i
2
qaζ +
1
2
fbσ
bσaτ (110)ζ +
1
16
(
3ga − gbσab
)
τ (120)σ2ζ∗
+
i
16
(
−3ha + hbσab
)
τ (030)σ2ζ∗ (4.7)
Here, σab is defined by σab ≡ 1
2
(σaσb − σbσa) = iεabσ3; the derivatives Da are defined with
respect to the frame ea, so that eaDa = d, the total differential on Σ.
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4.2 Symmetries of the reduced BPS equations
The reduced BPS equations exhibit continuous as well as discrete symmetries, which will be
exploited to further reduce the BPS equations.
4.2.1 Continuous symmetries
The continuous symmetries are as follows. Local frame rotations of the frame ea on Σ gener-
ate a gauge symmetry U(1)c, whose action on all fields is standard. The axion/dilaton field
B transforms non-linearly under the continuous S-duality group SU(1, 1) of Type IIB super-
gravity. As was discussed in section 3.1 of [10], B takes values in the coset SU(1, 1)/U(1)q,
and SU(1, 1) transformations on the fields are accompanied by local U(1)q gauge transfor-
mations, given in section 3.1 of [10],
U(1)q ζ → eiθ/2ζ
qa → qa +Daθ ga → eiθga
pa → e2iθpa ha → eiθha (4.8)
The real function θ depends on the SU(1, 1) transformation, as well as on the field B.
4.2.2 Discrete symmetries
The reduced BPS equations are invariant under three commuting involutions. The first two
act on ζ separately from ζ∗ and leave the fields fa, pa, qa, ga, ha unchanged,
Iζ = −τ (111)σ3ζ
J ζ = τ (320)ζ (4.9)
Both I and J commute with the symmetries U(1)q and U(1)c.
4.2.3 Complex conjugation
The third involution K amounts to complex conjugation. This operation acts non-trivially
on all complex fields, and its action on ζ depends on the basis of τ -matrices. In a basis in
which both σ2 and τ 2 are purely imaginary, the involution K has the following form. Taking
the complex conjugates of pa, ga, ha, letting qa → −qa and mapping ζ → iτ (012)σ2ζ∗ will leave
the BPS equations invariant.
Complex conjugation, defined this way, however, does not commute with the SU(1, 1)
transformations, since ζ transforms under SU(1, 1) by multiplication under a local U(1)q
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gauge transformation. Therefore, we relax the previous definition of complex conjugation,
and allow for complex conjugation modulo a U(1)q gauge transformation with phase θ,
Kζ = eiθτ (012)σ2ζ∗ Kpa = e4iθ p¯a
Kqa = −qa + 2Daθ Kga = e2iθ g¯a
Kha = e2iθ h¯a (4.10)
which continues to be a symmetry of the BPS equations. The need for such a compenating
gauge transformation should be clear from the fact that ζ and ζ∗ transform with opposite
phases under U(1)q. On the other hand, K commutes with the group U(1)c of frame rotations.
In Type IIB theory only a single chirality is retained, so we have the condition
Iζ = −τ (111)σ3ζ = ζ (4.11)
This subspace is invariant under the remaining involutions, since J and K commute with I.
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5 Reality properties of the supersymmetric solutions
It is familiar from solving for the Janus solution with 4 supersymmetries in [13] and with
16 supersymmetries in [10] that the BPS equations imply certain reality conditions, which
imply that every solution may be mapped into a “real” solution, for which the axion field
vanishes. In [10], these reality conditions were derived by first obtaining from the BPS
equations certain bilinear constraints on the spinors ζ , and using those to show that only a
single eigenspace of each involution I, J and K should be retained. The reality conditions
for the present problem will be obtained in this manner as well. We repeat an abbreviated
form of the analysis of [10] here, because, even though the analysis is very similar, its results
will be different in subtle but crucial ways.
5.1 Restriction to a single eigenspace of J
We shall show here that ζ must obey the projection relation,
J ζ = τ (320)ζ = νζ (5.1)
where either the ν = +1 or the ν = −1 eigenspace is retained, but not both. To derive this
result, we start by remarking that the chirality condition implies the vanishing of the spinor
bilinears ζ†Mσaζ = 0, for any τ -matrix M which satisfies {τ (111)σ3,Mσa} = 0. Another set
of bilinear constraints may be obtained by multiplying the dilatino equation by ζ†Mσ1,2,
where M is a τ -matrix which satisfies
(Tτ (120))t = −Tτ (120) (Tτ (030))t = −Tτ (030) (5.2)
The ga and ha terms vanish and one is left with
ζ†Tσ1,2ζ = 0 T ∈ T ≡ {τ (200), τ (201), τ (310), τ (311)} (5.3)
We now move onto the gravitino equations. We first note that we have τ (110)T = T . It then
follows that if we multiply the first three gravitino equations by ζ†Tσ0,3, then only the first
term in each equation survives and we obtain
ζ†Uσ0,3ζ = 0 U ∈ U ≡ {τ (011), τ (010), τ (101), τ (100), τ (221), τ (220),
τ (331), τ (330), τ (202), τ (203), τ (312), τ (313)} (5.4)
These constraints can be solved by first finding a matrix which anti-commutes with all of
the matrices in U . There are two candidates τ (320) and τ (231), which under multiplication
by τ (111) are equivalent to each other. The U constraints are automatically satisfied upon
imposing the projection condition (5.1); using the methods of Appendix D of [10], one proves
that the projection condition (5.1) is the general solution to the bilinear constraints.
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5.2 Restriction to a single eigenspace of K
We obtain additional constraints by multiplying the (µ), (i), and (m) gravitino equations
by ζ†σpM , where p = 0, 3 so that either the ga or ha term vanishes, but not both. For the
case when ga survives, we choose M = τ
(002), and for the case when ha survives, we choose
M = τ (003). We give explicit formulas for the first case, and simply quote the results from
the second case. After multiplying the gravitino equations by 2ζ†τ (002)σp, we have
0 = − 1
f1
ζ†τ (213)σpζ +
Daf1
f1
ζ†τ (002)σpσaζ + faζ
†τ (112)σpσaζ +
3
8
gaζ
†τ (122)σpγaσ2ζ∗
0 = − i
f2
ζ†τ (023)σpζ +
Daf2
f2
ζ†τ (002)σpσaζ + faζ
†τ (112)σpσaζ − 1
8
gaζ
†τ (122)σpγaσ2ζ∗
0 = +
1
f4
ζ†τ (000)σpζ +
Daf4
f4
ζ†τ (002)σpσaζ − faζ†τ (112)σpσaζ − 1
8
gaζ
†τ (122)σpγaσ2ζ∗ (5.5)
For p = 0, the first three terms are real in the first and third equations and so the imaginary
part of the fourth term must vanish. For p = 3 the first three terms are purely imaginary in
the second equation, and again the real part of the fourth term must vanish. This gives two
bilinear constraints involving ga; listing also the corresponding constraints involving ha,
Im
(
gaζ
†τ (122)σaσ2ζ∗
)
= 0 Re
(
gaζ
†τ (122)σ3σaσ2ζ∗
)
= 0
Im
(
ihaζ
†τ (033)σaσ2ζ∗
)
= 0 Re
(
ihaζ
†τ (033)σ3σaσ2ζ∗
)
= 0 (5.6)
Taking p = 0 in the second equation of (5.5), the last three terms are seen to be real using
the above constraint, while the first term is purely imaginary, and so the first term must
vanish. For the first and third equations of (5.5), we take p = 3 and find that the first term
is real while the last three terms are imaginary and so again, the first term must vanish. We
quote the corresponding results for the ha case
ζ†τ (022)ζ = 0 ζ†τ (023)ζ = 0
ζ†τ (001)ζ = 0 ζ†τ (000)σ3ζ = 0
ζ†τ (212)σ3ζ = 0 ζ†τ (213)σ3ζ = 0 (5.7)
The constraints (5.7) are solved by imposing a reality condition on ζ ,
σ2ζ∗ = e−iθτ (012)ζ (5.8)
where θ is an arbitrary phase function on Σ, which is not fixed by the bilinear constraints.
This result is readily verified by using (5.8) in the form ζ† = e−iθζ tσ2τ (012) to eliminate
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ζ† in (5.7) and then recognizing that the remaining equations are of the form ζ tMζ with
M anti-symmetric, and thus vanishes. With the methods used in Appendix D of [10], one
demonstrates that (5.8) is in fact the most general solution to the bilinear constraints (5.7).
The remaining constraints (5.6) may be simplified by eliminating σ2ζ∗, from (5.6), using
(5.8). Next, we use the assumption that ζ†τ (130)σaζ and ζ†τ (021)σaζ are not identically zero
(this will be verified to hold on all the solutions) to obtain,
Im
(
pae
−2iθ
)
= Im
(
i gae
−iθ
)
Im
(
i hae
−iθ
)
= 0 (5.9)
Here we have included also the result of handling the dilatino equation.
5.3 SU(1, 1) map to solutions with vanishing axion
The arguments that the reality conditions (5.9) imply that every solution to the BPS equa-
tions can be mapped to a “real” solution with vanishing axion proceed in parallel with the
AdS4 case, treated in [10]. We repeat the keys aspects here for completeness. The first
equation in (5.9) implies that the dilaton/axion 1-form P satisfies P = e2iθP˜ , where P˜ is a
real form. Using the Bianchi identity dQ + iP ∧ P¯ = 0, of eq (3.5) of [10], it follows that
dQ = 0, so that Q is pure gauge. Additionally, from the SU(1, 1) transformation laws (3.13)
and (3.14), it follows that the phase θ is to be interpreted as the accompanying U(1)q gauge
transformation of an SU(1, 1) transformation that maps the solution to the BPS equations
onto a solution for which P˜ is real, and Q = 0. Performing now this SU(1, 1) transformation
on all fields, allows us to set e−iθ = i, so that the reality conditions (5.9) become,
p¯a = pa g¯a = ga a = 8, 9
qa = 0 h¯a = ha (5.10)
Complex conjugation is now a symmetry with σ2ζ∗ = iτ (012)ζ .
5.4 Reduction to two dimensions
The projection conditions reduce the number of independent components of ζ from sixteen
complex components to two complex components. The next step is to make this reduction
explicit in the BPS equations. The projection conditions are
ζ = −τ (111)σ3ζ
ζ = ντ (320)ζ
ζ∗ = iσ2τ (012)ζ (5.11)
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In order to implement the first projection, it is convenient to use the following rotated basis
for the τ -matrices,2
τ 1 =
(
1 0
0 −1
)
τ 2 =
(
0 −i
i 0
)
τ 3 =
(
0 −1
−1 0
)
(5.12)
The reduction proceeds as follows. First we denote the components of ζ by ζη1η2η3η4 where
ηi = ±. The first projection then fixes the overall sign of the ηi to be negative. The next
step is to use the second projection constraint so that the BPS equations contain τ -matrices
whose action preserves the sign of η1. This guarantees that equations with different η1 indices
decouple, and we may fix η1 = +. The equations with η1 = − are then automatic. Using
the new basis, the only change needed is to change the first term in the (µ) equation to
+
iν
2f1
τ (131)ζ (5.13)
Next we use the reality condition to fix η4 = −. In order to implement this last projection,
we introduce a chiral basis for ζ . We now retain the chiral component of each equation, and
use the reality condition which relates ζ± as
ζ+ = −τ (012)ζ∗− (5.14)
to eliminate ζ+ from the equations. The equations become
(d) 0 = pzζ− +
1
4
gzτ
(132)ζ− − i
4
hzτ
(022)ζ−
(µ) 0 = +
iν
2f1
τ (123)ζ∗− +
Dzf1
2f1
ζ− +
1
2
fzτ
(110)ζ− +
3
16
gzτ
(132)ζ− − i
16
hzτ
(022)ζ−
(i) 0 = − 1
2f2
τ (033)ζ∗− +
Dzf2
2f2
ζ− +
1
2
fzτ
(110)ζ− − 1
16
gzτ
(132)ζ− +
3i
16
hzτ
(022)ζ−
(m) 0 = − 1
2f4
τ (010)ζ∗− +
Dzf4
2f4
ζ− − 1
2
fzτ
(110)ζ− − 1
16
gzτ
(132)ζ− − i
16
hzτ
(022)ζ−
(a+) 0 = Dzζ
∗
− +
i
2
ωˆzζ
∗
− + fzτ
(110)ζ∗− −
1
4
gzτ
(132)ζ∗− −
i
4
hzτ
(022)ζ∗−
(a−) 0 = Dzζ− − i
2
ωˆzζ− +
1
8
gzτ
(132)ζ− +
i
8
haτ
(022)ζ− (5.15)
These equations are now explicitly decoupled and we can restrict attention to the two-
component spinors ξ, whose components we denote by α and β,
ζ− =
(
ζ+++−
ζ+−−−
)
=
(
α
β
)
≡ ξ (5.16)
2Notice that the transposition and complex conjugation properties of these matrices are identical to those
in the standard basis.
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The key point is that the above τ -matrices transform the above two components of ζ denoted
by ξ solely into each other. The action of the τ -matrices on ξ takes the following form
τ (132) = −σ2 τ (123) = −σ2
τ (110) = +σ3 τ (033) = +σ1
τ (022) = −σ1 τ (010) = +σ3 (5.17)
where σ are now inthe standard basis of Pauli matrices. Using this notation, the reduces
BPS equations become
(d) 0 = pzξ − 1
4
gzσ
2ξ +
i
4
hzσ
1ξ
(µ) 0 = − iν
2f1
σ2ξ∗ +
1
2
Dzf1
f1
ξ +
1
2
fzσ
3ξ − 3
16
gzσ
2ξ +
i
16
hzσ
1ξ
(i) 0 = − 1
2f2
σ1ξ∗ +
1
2
Dzf2
f2
ξ +
1
2
fzσ
3ξ +
1
16
gzσ
2ξ − 3i
16
hzσ
1ξ
(m) 0 = − 1
2f4
σ3ξ∗ +
1
2
Dzf4
f4
ξ − 1
2
fzσ
3ξ +
1
16
gzσ
2ξ +
i
16
hzσ
1ξ
(a+) 0 = Dzξ
∗ +
i
2
ωˆzξ
∗ + fzσ
3ξ∗ +
1
4
gzσ
2ξ∗ +
i
4
hzσ
1ξ∗
(a−) 0 = Dzξ − i
2
ωˆzξ − 1
8
gzσ
2ξ − i
8
haσ
1ξ (5.18)
It will be useful to have the transpose of the next to last equation as well,
0 = Dzξ
† +
i
2
ωˆzξ
† + fzξ
†σ3 − 1
4
gzξ
†σ2 +
i
4
hzξ
†σ1 (5.19)
5.5 Algebraic relations for the radii f1, f2, and f4
The reduced gravitino BPS equations contain sectors which are purely algebraic and may be
used to produce algebraic expressions for the radii f1, f2 and f4 in terms of ξ, or equivalently,
in terms of α and β. The results are as follows,
f1 = −ξ†ξ = −(α¯α + β¯β)
f2 = νξ
†σ3ξ = ν(α¯α− β¯β)
f4 = νξ
†σ1ξ = ν(α¯β + β¯α) (5.20)
The derivation is completely analogous to the derivation given in [10] for the corresponding
radii, and will not be reproduced here. The key in the derivation is to multiply the (µ), (i),
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and (m) equations respectively by ξ†, ξ†σ3, and ξ†σ1, and use (a+) and (a−) equations to
derive the following derivative equations,
Dz
(
ξ†σpξ
)
= −fzξ†σ3σpξ + 1
4
ξ†
(
gzσ
2 − ihzσ1
)
σpξ +
1
8
ξ†σp
(
gzσ
2 + ihzσ
1
)
ξ (5.21)
for p = 0, 1, 3. Eliminating gz, hz, and fz from both sets of equations yields (5.20) up to
overall multiplicative constants, which are fixed by using the remaining linearly independent
combinations of the (µ), (i), and (m) equations.
5.6 The remaining reduced BPS equations
Once the relations for the radii (5.20) have been extracted from the reduced BPS equations
(5.18), only equations (d), (a±) and one particular combination of the (m) equations,
(m) 0 = −iν − ifzξtσ1ξ + 1
8
gzξ
tξ +
1
8
hzξ
tσ3ξ (5.22)
remain. We may choose conformal coordinates w, w¯ on Σ, in terms of which the metric on
Σ takes the form, ds2Σ = 4ρ
2dwdw¯. The frames, derivatives and connection are then,
ez = ρ dw Dz = ρ
−1∂w ωˆz = +iρ
−2∂wρ
ez¯ = ρ dw¯ Dz¯ = ρ
−1∂w¯ ωˆz¯ = −iρ−2∂w¯ρ (5.23)
In local complex coordinates, and expressing ξ in terms of α and β using (5.16), the remaining
reduced BPS equations (5.22) take the form,
(d) 4pzα + i(gz + hz)β = 0
4pzβ − i(gz − hz)α = 0
(m) −i ν − 2iαβfz + 1
8
(gz + hz)α
2 +
1
8
(gz − hz)β2 = 0
(a+)
1
ρ
∂wα¯− 1
2ρ2
(∂wρ)α¯ + fzα¯− i
4
(gz − hz)β¯ = 0
1
ρ
∂wβ¯ − 1
2ρ2
(∂wρ)β¯ − fzβ¯ + i
4
(gz + hz)α¯ = 0
(a−) 1
ρ
∂wα+
1
2ρ2
(∂wρ)α +
i
8
(gz − hz)β = 0
1
ρ
∂wβ +
1
2ρ2
(∂wρ)β − i
8
(gz + hz)α = 0 (5.24)
These equations will be the starting point for the complete solution of the reduced BPS
equations, to be carried out in the subsequent sections.
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6 The BPS equations form an integrable system
The exact solution of the AdS4 BPS equations in [10] was obtained by mapping the BPS
equations onto an integrable system which was then mapped onto free field equations in
turn. The same method also works for the problem at hand. The integrable system is very
similar, but not identical, to the one found and used in [10]. The differences between the
two system will produce key differences between the physical supergravity solutions. For
this reason, and for the sake of completeness, we shall reproduce here the key manipulations
required for the integrable system.
First, the dilatino equation (d) may be used to solve for gz and hz in terms of α, β, pz,
gz = 2i
(
α
β
− β
α
)
pz
hz = 2i
(
α
β
+
β
α
)
pz (6.1)
in all equations, and the (m) equation may be solved to obtain fz,
fz = − ν
2αβ
+
α4 − β4
4α2β2
pz (6.2)
The remaining equations may be cast in the following form,
(a+) ∂w ln
(
α¯
β¯
)
− νρ
αβ
+
α4 − β4
2α2β2
ρpz −
( |β|2
|α|2 −
|α|2
|β|2
)
ρpz = 0
∂w ln
(
α¯β¯
)
− ∂w ln ρ−
( |β|2
|α|2 +
|α|2
|β|2
)
ρpz = 0
(a−) ∂wα + 1
2ρ
(∂wρ)α +
1
2
β2
α
ρpz = 0
∂wβ +
1
2ρ
(∂wρ)β +
1
2
α2
β
ρpz = 0 (6.3)
Notice that, while there is considerable similarity with the reduced BPS equations (7.3) and
(7.4) of [10], the details differ. In particular, the coefficients of ρpz are qualitatively different.
6.1 Solution of the (a−) system
Multiplying the first (a−) equation of (6.3) by 2ρα and the second by 2ρβ, we obtain the
equivalent equations,
∂w
(
ρα2
)
+ (ρpz) ρβ
2 = 0
∂w
(
ρβ2
)
+ (ρpz) ρα
2 = 0 (6.4)
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It follows that ρpz is the gradient of a real function, which we shall denote by φ. The dilaton
field, in standard normalization, is related to φ by φ = Φ/2,
ρpz = ∂wφ (6.5)
Adding and subtracting both equations in (6.4), we get
∂w
(
ln
(
ρ(α2 + β2)
)
+ φ
)
= 0
∂w
(
ln
(
ρ(α2 − β2)
)
− φ
)
= 0 (6.6)
These equations may be solved in terms of two arbitrary holomorphic functions κ and λ,
ρ(α2 + β2) = κ¯ e−λ¯−φ
ρ(α2 − β2) = κ¯ e+λ¯+φ (6.7)
To be more precise, λ is a scalar function, but κ is a form of weight (1, 0), in a normalization
where the frame component ez is a form of weight (−1, 0). This gives a complete solution of
the (a−) system. The product of the two relations in (6.7) gives,
ρ2
(
α4 − β4
)
= κ¯2 (6.8)
The parametrization in terms of κ and λ is convenient since the following will occur,
α2
β2
=
1 + e2φ+2λ¯
1− e2φ+2λ¯
4ρ2α2β2 = κ¯2
(
e−2φ−2λ¯ − e2φ+2λ¯
)
(6.9)
The spinor components α and β may be computed as well,
α = (κ¯/ρ)−
1
2 ch (φ+ λ¯)
1
2
β = i(κ¯/ρ)−
1
2 sh (φ+ λ¯)
1
2 (6.10)
but this of course has required a choice of signs, which we fix by the above formula.
6.2 Solution of the (a+) system
Taking the logarithmic derivatives of the complex conjugates of equations (6.9) provides the
combinations of derivatives applied to α¯ and β¯ that enter into the (a+) equations,
∂w ln
(
α¯
β¯
)
=
1
2
(
α¯2
β¯2
− β¯
2
α¯2
)
(∂wφ+ ∂wλ)
∂w ln
(
ρα¯β¯
)
= ∂w ln κ− 1
2
(
α¯2
β¯2
+
β¯2
α¯2
)
(∂wφ+ ∂wλ) (6.11)
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Eliminating now the logarithmic derivatives between (6.11) and the (a+) equations, and
then eliminating any further algebraic α- and β-dependences through (6.7) and (6.9), we
obtain the following first order system,
[
1
sh (2φ+ 2λ)
+
1
sh (2φ+ 2λ¯)
− 2 ch (λ− λ¯)|sh (2φ+ 2λ)|
]
∂wφ =
i
√
2νρ2κ¯−1
sh (2φ+ 2λ¯)
1
2
− ∂wλ
sh (2φ+ 2λ)
(6.12)
and
∂w ln ρ
2 = ∂w ln κ+
ch (2φ+ 2λ)
sh (2φ+ 2λ)
(∂wφ+ ∂wλ)− 2ch (2φ+ λ+ λ¯)|sh (2φ+ 2λ)| ∂wφ (6.13)
This system of first order equations is virtually identical to the one encountered in equation
(7.12) of [10]; the differences are by a replacement of sh by ch in the numerator of the third
term on the lhs of the first equation, and in the numerator of the second term on the rhs in
the second equation, in addition to various signs and factors of i.
6.3 Integrability and the universal dilaton equation
The above system of first order differential equations is integrable. The proof is completely
analogous to the proof given for the corresponding first order system in [10]. Here, we
shall limit ourselves to stressing the minor differences. A key ingredient in the proof was the
derivation of a second order partial equation for the dilaton φ and the holomorphic function λ
alone. This is also the case here, and the corresponding equations is obtained by eliminating
ρ between the above first order equations,
∂w∂w¯φ− 2sh (4φ+ 2λ+ 2λ¯)|sh (2φ+ 2λ)|2 ∂wφ∂w¯φ
∂w¯φ ∂wλ
sh (λ− λ¯)
sh (2φ+ 2λ¯)
sh (2φ+ 2λ)

− 1
ch (λ− λ¯) −
sh (2φ+ 2λ)
1
2
sh (2φ+ 2λ¯)
1
2

+ c.c. (6.14)
The integrability conditions on φ and ln ρ2 now follows as in [10]. Note the minor differences
between (6.14) and the corresponding equation (7.16) in [10].
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7 Complete Analytical Solution
In [10], a judiciously chosen change of variables was discovered, under which the dilaton
equation, analogous to (6.14), was mapped to an equation akin to Liouville and Sine-Gordon
field theory, and the first order system, analogous to (6.12), is mapped to the corresponding
Ba¨cklund pair. This integrable system, in turn, was mapped onto a set of linear equations, to
which the full solution may be derived and expressed in terms of two real harmonic functions.
With minor, but significant, alterations, these changes of variables may be adapted to the
present system of equations, which may also be solved completely via these methods.
The change of variables (which coincides with the one carried out in [10] for the dilaton),
e2iϑ ≡ sh (2φ+ 2λ)
sh (2φ+ 2λ¯)
(7.1)
maps the dilaton equation (6.14) to the following equation,
∂w¯∂wϑ+
1
sinµ
(
e−iϑ∂w¯ϑ ∂wµ+ e
iϑ∂wϑ ∂w¯µ
)
− 2 cosµ
(sinµ)2
∂wλ∂w¯λ¯ sinϑ = 0 (7.2)
where we use the notation λ − λ¯ = iµ, with µ real. An alternative form of the equation
exploits the special relation that exists between the second and third terms to recast (7.2)
as a conservation equation,
∂w¯
(
∂wϑ+ 2i
∂wµ
sinµ
e−iϑ
)
+ ∂w
(
∂w¯ϑ− 2i ∂w¯µ
sinµ
e+iϑ
)
= 0 (7.3)
Equations (7.2) and (7.3) are clearly again of the Liouville and Sine-Gordon type, but differ
in subtle ways from the corresponding equation found in [10].
7.1 Changing variables in the first order system
To simplify the first order system (6.12), we carry out the change of variables (7.1) but, in
addition, need to use instead of ρ the new variable ρˆ, defined by,
ρ8 ≡ ρˆ
8
16
κ4κ¯4(sin 2µ)2
cosµ− cosϑ
(cosµ+ cosϑ)3
(7.4)
The first-order system of equations becomes,
∂wϑ = −i ∂wµ
sin µ
e−iϑ − i∂w ln sinµ+ iνρˆ2 κ eiϑ/2
∂w ln ρˆ
2 =
i
2
∂wϑ− ∂wµ
sin µ
e−iϑ (7.5)
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We make a further change of variables, and define
ψ ≡ sinµ
ρˆ2
e−iϑ/2 (7.6)
It is immediate to recast the first order system in terms of Ψ,
∂wψ = ν κ sin µ
∂wψ¯ = ψ¯
cosµ
sinµ
∂wµ+ ψ
∂wµ
sinµ
(7.7)
Integrability of this system is now easily checked.
7.2 Solving the first order system
We begin by defining the holomorphic scalar functions A(w) and B(w) by,
∂wA = −ν
2
κ e+λ
∂wB = −ν
2
κ e−λ (7.8)
up to additive constants. The first equation in (7.7) is readily solved, and we find,
ψ(w, w¯) = ie−λ¯(w¯)A(w)− ieλ¯(w¯)B(w) + ϕ(w) (7.9)
where ϕ(w) is an as yet to be determined holomorphic function. Next, we substitute this
result into the second equation of (7.7), and find,
2e−λ¯A¯ − 2eλ¯B¯ − 2e−λ¯A+ 2eλ¯B
= i
(
eλ−λ¯ − e−λ+λ¯
) ∂wϕ
∂wλ
− i
(
eλ−λ¯ + e−λ+λ¯
)
ϕ− 2iϕ¯ (7.10)
By the same arguments as we used in [10], the general solution is found to be
ϕ = −ie−λ(A− r1) + ieλ(B + r2) (7.11)
where r1, r2 are two arbitrary real constants. Assembling now all contributions to ψ, we find,
ψ = ie−λ¯
(
A+ A¯
)
− ieλ¯
(
B + B¯
)
(7.12)
and the constants r1, r2 have been absorbed into the integration constants ofA and B without
loss of generality.
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7.3 Solving for the Dilaton
From the definition of the complex field ψ in (7.6), it is manifest that both ϑ and ρˆ may
be recovered from ψ. In turn, from ϑ and ρˆ, one derives the Σ-metric ρ using (7.4), and
the dilaton φ using (7.1), and one derives α and β using (6.10), and ultimately the metric
factors f1, f2, and f4 using (5.20). The results are most conveniently expressed in terms of
two real harmonic functions h1 and h2 (on Σ), which are defined by,
h1 ≡ A+ A¯
h2 ≡ B + B¯ (7.13)
These steps are all familiar from [10]. In terms of h1 and h2, we have
ψ = ie−λ¯h1 − ieλ¯h2
κ2 = 4∂wh1∂wh2
e2λ =
∂wh1
∂wh2
(7.14)
The function ϑ is then given by
eiϑ = −e
−λh1 − eλh2
e−λ¯h1 − eλ¯h2 (7.15)
The dilaton may is computed using (7.1), and the third formula in (7.14), and we find,
e4φ = − 2h1h2|∂wh2|
2 − h22(∂wh1∂w¯h2 + ∂wh2∂w¯h1)
2h1h2|∂wh1|2 − h21(∂wh1∂w¯h2 + ∂wh2∂w¯h1)
(7.16)
Notice the overall sign difference with the AdS4 dilaton solution of [10]. In view of the
positivity requirements on e4φ, this sign difference will have drastic effects on the singularity
behavior of the solutions.
A number of combinations of the harmonic functions will be pervasive, and we shall give
them shorthand notations,
V = ∂uh1∂u¯h2 − ∂u¯h1∂uh2
W = ∂uh1∂u¯h2 + ∂u¯h1∂uh2
N1 = 2h1h2|∂uh1|2 − h21W
N2 = 2h1h2|∂uh2|2 − h22W (7.17)
The dilaton and metric formulas will take simpler forms, and the regularity conditions on
the solutions will be naturally expressed in terms V,W,N1, and N2.
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7.4 Solving for the Σ-metric
Combining the definition of ψ in (7.6), the solution for ψ in (7.14), the formula for ϑ in
(7.15), and the relation between ρ and ρˆ in (7.4), and expressing the result directly in terms
of the notation (7.17), we find,
ρ8 = −W
2N1N2
h41h
4
2
(7.18)
This equation may be further simplified by including a factor of the dilaton. Multiplying by
e±2φ we obtain a perfect square on the right hand side. Taking the square root, we have
e+2φρ4 =
|WN2|
h21h
2
2
e−2φρ4 =
|WN1|
h21h
2
2
(7.19)
Notice that positivity of e4φ and of ρ8 require the same condition that N1N2 < 0.
7.5 Solving for the Radii
The radii of AdS2, S
2 and S4 are given respectively by (5.20), namely
f1 = −(α∗α + β∗β)
f2 = ν(α
∗α− β∗β)
f4 = ν(α
∗β + β∗α) (7.20)
It is important to note that the metric factors are explicitly real. Furthermore, f1 is never
zero unless α and β both vanish; in this case all of the metric factors would be zero. The
solution (6.10) for α and β in terms of λ and κ, gives us formulas for α and β, and thus
for f1, f2 and f3. It is somewhat more convenient to work with products of metric factors
multiplied by the Σ-metric factor ρ,
ρ2f1f2 = −2νW (7.21)
ρ2f1f4 = −2ν
(
(∂wh2)
2((∂w¯h2)
2e−4φ − (∂w¯h1)2)
) 1
2
+ c.c.
ρ2f2f4 = 2
(
(∂wh1)
2((∂w¯h2)
2 − e4φ(∂w¯h1)2)
) 1
2
+ c.c. (7.22)
Using the dilaton solution (7.16), the terms under the square roots simplify because some of
their factors are now perfect squares. After some simplifications, one obtains,
ρ2f1f4 = −2ν
(
W
N2
) 1
2
(
∂wh2(h1∂w¯h2 − h2∂w¯h1) + s ∂w¯h2(h1∂wh2 − h2∂wh1)
)
ρ2f2f4 = 2
(−W
N1
) 1
2
(
∂wh1(h1∂w¯h2 − h2∂w¯h1) + s ∂w¯h1(h1∂wh2 − h2∂wh1)
)
(7.23)
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Here, we have introduced the common sign factor s = ±1, which arises from taking the
square roots. Reality of ρ2f1f4 and ρ
2f2f4 forces a correlation between the sign s in the
above parentheses and the signs of W,N1, N2. Recall that to have a well-defined dilaton,
we need N1 and N2 to be of opposite signs. If WN1 < 0, then the square roots in both
expressions are taken of positive quantities, which requires the s = +1; while if WN1 > 0,
the square root is taken over a negative quantity, which requires s = −1.
With definite sign choices, the formulas simplify considerably, and for the sake of further
simplification, we shall present here their squares,
N1W < 0 ρ
4f 21 f
2
2 = +4W
2
ρ4f 21 f
2
4 = +4N2Wh
−2
2
ρ4f 22 f
2
4 = −4N1Wh−21 (7.24)
and for the opposite signs,
N1W > 0 ρ
4f 21 f
2
2 = +4W
2
ρ4f 21 f
2
4 = +4h
2
2WV
2N−12
ρ4f 22 f
2
4 = −4h21WV 2N−11 (7.25)
From these combinations, we extract the radii themselves, as well as the products of pairs
of radii, which will be very useful later on,
N1W < 0 f
4
1 = −4e+2φh41
W
N1
f 22 f
2
4 = 4e
−2φh22
f 42 = +4e
−2φh42
W
N2
f 21 f
2
4 = 4e
+2φh21
f 44 = +4e
−2φ N2
W
f 21 f
2
2 = 4e
+2φh
2
1h
2
2W
N2
(7.26)
and for the opposite signs,
N1W > 0 f
4
1 = −4e−2φh42
W
N2
f 22 f
2
4 = −4e−2φh41h22
V 2
N21
f 42 = +4e
+2φh41
W
N1
f 21 f
2
4 = −4e+2φh21h42
V 2
N22
f 44 = +4e
+2φh41h
4
2
V 4
N1N22W
f 21 f
2
2 = +4e
−2φh
2
1h
2
2W
N1
(7.27)
Recall that, since V is purely imaginary, we have V 2 < 0.
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7.6 The three form fluxes and the Bianchi identities
It will be helpful to have explicit expressions for the complex gauge potential B(2), and the
associated complex field strength,
F(3) = dB(2) = H(3) + iC(3) (7.28)
Its real part H(3) is the NSNS 3-form field strength, while its imaginary part C(3) is the RR
3-form field strength. The Bianchi identities on the 3-forms are just the statement that F(3)
is closed. These forms will be needed to evaluate the corresponding charges. In terms of the
AdS2 × S2 × S4 × Σ Ansatz, and conformal gauge on Σ, the forms reduce as follows,
H(3) = eˆ
01 ∧ e+φ(gzρdw + gz¯ρdw¯)
C(3) = eˆ
23 ∧ e−φ(hzρdw + hz¯ρdw¯) (7.29)
The forms eˆ01 and eˆ23 are the unit volume forms respectively on AdS2 and on S
2 and are
automatically closed. The requirement that F(3) is closed then implies the local existence of
real functions b1 and b2, such that
B(2) = b1eˆ
01 + ib2eˆ
23
db1 = e
+φ(gzρdw + gz¯ρdw¯)
db2 = e
−φ(hzρdw + hz¯ρdw¯) (7.30)
The calculation of b1,2 proceeds in analogy with the corresponding calculation in [10]. The
starting point is obtained by recasting the weight (1, 0) part of the 1-forms db1,2 in terms of
the dilaton and α and β,
e+φf 21ρgz = 2ie
+φ(α2 − β2)α¯β¯
(
αα¯
ββ¯
+
ββ¯
αα¯
+ 2
)
∂wφ
e−φf 22 ρhz = 2ie
−φ(α2 + β2)α¯β¯
(
αα¯
ββ¯
+
ββ¯
αα¯
− 2
)
∂wφ (7.31)
and expressing these forms as total derivatives. The second (a+) equation in (6.3) is used to
express the combination of the first two terms in the large parenthesis on the rhs in terms
of a total derivative. Using also the complex conjugates of the solutions in (6.9) to the (a−)
equations, the entire combinations may be expressed as derivatives,
e+φf 21ρgz = ∂w
(
2iρ−1α¯β¯ κ¯ e+2φ+λ¯
)
e−φf 22ρhz = ∂w
(
2iρ−1α¯β¯ κ¯ e−2φ−λ¯
)
(7.32)
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We may now extract b1,2 up to some anti-holomorphic functions as
b1 = 2iρ
−1α¯β¯ κ¯ e+2φ+λ¯ + η1(w¯)
b2 = 2iρ
−1α¯β¯ κ¯ e−2φ−λ¯ + η2(w¯) (7.33)
Since b1,2 must be real, the following combinations must be harmonic,
2iρ−1α¯β¯ κ¯ e±(2φ+λ¯) + 2iρ−1αβ κ¯ e±(2φ+λ) (7.34)
and this may indeed be checked explicitly to be the case, in parallel with [10]. The remaining
calculation may be carried out along the lines of [10] as well. We introduce the duals of h1
and h2 denoted by h˜1 and h˜2, so that
b1 = −2ih
2
1h2V
N1
− 2h˜2 h˜1 ≡ i(A− A¯)
b2 = −2ih1h
2
2V
N2
+ 2h˜1 h˜2 ≡ i(B − B¯) (7.35)
Note that the overall sign of the 2-form B(2) and its 3-form field strength F(3) depend on the
sign choice made for α and β in taking the square roots is (6.10).
7.7 Transformation rules
There are a number of simple transformations on the harmonic functions h1 and h2 which
result in simple transformation laws for the dilaton, metric factors, and 3-form field gz, hz.
1. Common scaling h1,2 → c2h1,2; leaves the dilaton φ invariant and
ρ→ c ρ f1 → c f1 f2 → c f2 f3 → c f3
gz → c−1 gz hz → c−1 hz fz → c−1 fz (7.36)
2. Inverse scaling h1 → e−φ0h1 and h2 → eφ0h2; shifts the dilaton, φ→ φ+ φ0 and leaves
all other fields invariant.
3. Sign reversal h1 → −h1, h2 → h2, ν → −ν; leaves the dilaton and ρ invariant, and
W → −W N1,2 → −N1,2
f1 → f1 f2 → −f2 f4 → f4
gz → −gz hz → hz fz → −fz (7.37)
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4. Interchange h1 ↔ h2;
W →W N1,2 → N2,1 φ→ −φ
f1 → f1 f2 → f2 f4 → f ′4
gz → ihz hz → igz fz → f ′z (7.38)
The main effect of this transformation is to swap the S2 with AdS2, which effectively
swaps electric charge with magnetic charge. The prime indicates that the fields do
not transform simply. For example for the metric factor f4, the exchange of h1 and h2
changes the choice of sign for the square root in (7.23).
5. Lastly, we give the action of the “S-duality” transformation coming from the SU(1, 1)
symmetry of Type IIB supergravity. It’s action is given by setting θ = π
4
in the U(1)q
transformation,
V : e+φ → e−φ gz → igz hz → ihz (7.39)
The effect here, in contrast to transformation of item 4, is to exchange the NSNS and
RR fields.
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8 Constant Dilaton Solutions and AdS5 × S5
Constancy of the dilaton, φ = φ0, implies that the solution is AdS5 × S5 with SO(2, 4) ×
SO(6)-invariant metric. To show this, it is most convenient to analyze the first order equation
(6.12), under the assumption ∂wφ0 = 0. This readily gives an expression for the Σ-metric ρ,
in terms of the constant φ0 and the holomorphic functions κ and λ,
√
2νρ2 = −iκ¯ ∂wλsh (2φ0 + 2λ¯)
1
2
sh (2φ0 + 2λ)
(8.1)
The second first-order equation (6.13) is then automatically solved. Reality of νρ2 implies
the following relation between κ, λ and the constant φ0,
−i ∂wλ
κ sh (2φ0 + 2λ)
3
2
= i
∂w¯λ¯
κ¯ sh (2φ0 + 2λ¯)
3
2
(8.2)
Since the left hand side is holomorphic, and the right hand side is anti-holomorphic, both
must be a constant and real. For later convenience, we shall denote this constant by
1/(2
√
2νc2), where c is real. This equation gives κ as a function of λ and the constant
c. It also gives a formula for ρ2, and this the Σ-metric, in terms of λ only,
ds2Σ = ρ
2|dw|2 = 2c
2|dλ|2
|sh (2φ0 + 2λ)|2 (8.3)
where we have used the fact that dw∂wλ = dλ, since λ is holomorphic. In view of the
positivity of ρ2, we must choose c real. It is natural to change conformal coordinates on Σ
and use directly the coordinate in which ds2Σ is flat Euclidean,
ds2Σ = 2c
2|dz|2 z = −iπ
2
+
1
2
ln
(
sh (φ0 + λ)
ch (φ0 + λ)
)
(8.4)
The shift of z by −iπ/2 is made for later convenience. Using (7.8), and the above expressions
for κ and λ, now all expressed as functions of the new conformal coordinate z, we readily
obtain the combinations ∂zA and ∂zB, and hence the harmonic functions h1 and h2,
∂zA = 2c2e−φ0 sh (z) h1 = c2e−φ0
(
ez + e−z + ez¯ + e−z¯
)
∂zB = 2c2e+φ0 ch (z) h2 = c2e+φ0
(
ez − e−z + ez¯ − e−z¯
)
(8.5)
In the sequel of this section, we shall show that this geometry indeed uniquely corresponds
to the AdS5 × S5 solution.
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8.1 The AdS5 × S5 solution
At this point, it is useful to express the real harmonic functions h1 and h2 in terms of the
real coordinates x, y defined by z = x+ iy. From (8.5), we then have
h1 = 4c
2e−φ0 (ch x) cos y
h2 = 4c
2e+φ0 (sh x) cos y (8.6)
We first compute the composite functions defined in (7.17),
W = +4c4 sh 2x
V = −4i c4 sin 2y
N1 = −64c8e−2φ0 (cos y)4 sh 2x
N2 = +64c
8e+2φ0 (cos y)4 sh 2x (8.7)
The dilaton and ρ metric factor are given by
e4φ = e4φ0 ρ4 = 4c4 (8.8)
To evaluate the remaining metric factors, we note that W and N1 have opposite signs, and
so we must use the first set of metric equations, (7.26). The metric factors are readily
computed and found to be given by the customary expressions in a coordinate system where
the Σ-metric ρ is constant,
f 21 = 8c
2(ch x)2
f 22 = 8c
2(sh x)2
f 24 = 8c
2(cos y)2 (8.9)
This is AdS5 × S5 with radius R2 = 8c2. The boundary structure of the space is as follows,
• The domain is the half-strip, 0 ≤ x ≤ ∞ with −π/2 ≤ y ≤ π/2 (see figure 2);
• AdS2 never shrinks to zero;
• S2 shrinks to zero when W and h2 are zero at x = 0;
• S4 shrinks to zero when V , h1 and h2 are zero at y = −π/2, π/2;
• Throughout the inside of the domain, we have h1 > 0 and h2 > 0;
• (−N1) and N2 are positive, which guarantees a real dilaton.
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Figure 2: The u-plane (top) and z-plane (bottom) for AdS5 × S5.
8.2 Mapping the AdS5 × S5 solution to the lower half-plane
To generalize the AdS5×S5 solution, it will be more convenient to parametrize the solution
by the lower half-plane, as in [10]. The half-strip 0 ≤ Re(w) < ∞ and −π
2
≤ Im(w) ≤ π
2
is
mapped to the lower half-plane Im(v) < 0 by the following conformal transformation,
v = −i sh (z) (8.10)
In particular, the imaginary segment from [−πi/2,+πi/2] in the z-strip is mapped to the real
segment from [−1,+1] in the v-plane. The half-line segments −iπ/2 +R+ and +iπ/2 +R+
in the z-strip are mapped respectively to the real axis segments [−1,−∞] and [+1,+∞]
of the v-plane. Finally, the real segment [0,+∞] in the z-strip is mapped to the negative
imaginary axis in the v-plane.
To simplify the expressions, we make use of transformations 1. and 2. of subsection 7.7
to fix c = 1/
√
2 and φ0 = 0, without loss of generality. Expressing the harmonic functions
(8.5) in terms of the v-coordinates, we obtain,
h1 =
√
1− v2 + c.c.
h2 = i(v − v¯) (8.11)
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Note that h1 vanishes along the real axis when |v| > 1 and is real when |v| < 1. We shall
choose the square root such that h1 > 0 for |v| < 1. The function h2 is manifestly positive
for Im(v) < 0 and vanishes along the real axis. The differentials of h1 and h2 are given by,
∂h1 = − vdv√
1− v2
∂h2 = idv (8.12)
We see that in the AdS5× S5 solution, the differentials are both constant multiples of dv as
v →∞. This results in a divergence in the harmonic functions as v →∞.
It is natural to investigate whether the AdS5×S5 solution admits simple generalizations
of the type achieved by the supersymmetric Janus solution in [10]. Upon maintaining the
same boundary conditions as for AdS5 × S5, and the same branch points and cuts, the only
possible generalization is,
∂h1 = −(v − a)dv√
1− v2 (8.13)
while keeping h2 unchanged, for some constant a. The function h1 is readily obtained by
integrating the differential ∂h1, and we have,,
h1 = b+
√
1− v2 − a arcsin(v) + c.c. (8.14)
Requiring h1 to vanish at v = ±1 leads to a = b = 0, and the solution is just AdS5 × S5.
8.3 Preparing for generalization
In the formulation of the AdS5 × S5 differentials given in (8.12), there are branch points at
v = ±1, and a double pole at ∞. Notice that ∞ is not a branch point in this formulation.
Actually, there are two different points at ∞, one for each Riemann sheet. To put this
solution in a form which is closer to the Janus solution and hyperelliptic Ansatz of [11], we
perform a Mo¨bius transformation on the coordinate v to a coordinate u, in which one of the
branch points, say v = −1, is sent to u =∞, and v =∞ is brought back to 2 distinct finite
points. The Mo¨bius transformation in question is u − u0 = −1/(v + 1), and the resulting
differentials are3
∂h1 = −i (u− u0 + 1) du
(u− u0)2√u− e1
∂h2 = i
du
(u− u0)2 (8.15)
3Here, we omit a factor of 1/
√
2 in ∂h1, which may be restored at will using transformations 1. and 2.
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where the branch point is now at e1 = u0 − 1/2. The lower v-half-plane is mapped into the
lower u-half-plane (see figure 2). The two infinities in the v-half-plane are mapped to the
points which we denote by (u0,+s(u0)) and (u0,−s(u0)), where s2(u) = u− e1.
The formulation (8.15) of AdS5 × S5 is better suited to exhibit the similarities and
differences between the AdS2 solution of this paper and the AdS4 solution of paper [11]. For
AdS4, the differentials ∂h1 and ∂h2 had double poles at the branch points, but nowhere else.
For AdS2, the differentials ∂h1 and ∂h2 are regular at the branch points (in fact ∂h2 vanishes
at both branch points), but now there are two double poles away from the branch points. It
is the formulation of (8.15) that will be most readily amenable to generalization.
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9 Conditions for Regular Solutions
The general solution to the BPS equations, obtained in section 7 in terms of two real harmonic
functions h1 and h2 on Σ, does not always correspond to acceptable Type IIB geometries. For
example, the harmonic functions must be chosen so that the right hand side of the dilaton
equation (7.16) yields a positive or zero value for eφ. In addition, the metric factors may
develop singularities. For example, the AdS5× S5 metric factors in (8.9) diverge as x→∞.
After mapping ∞ to a finite point u0 located on ∂Σ, this divergence shows up as a double
pole in the Abelian differentials given in (8.15). The gravity dual to a Wilson loop should
have only one such asymptotic AdS5 × S5 region. Correspondingly, we will allow only one
such AdS5 × S5 singularity located on ∂Σ.
We restrict attention to solutions where N1, N2 and W have definite sign throughout
the domain Σ. If this were not the case, these quantities would develop zeros on the inside
of Σ, which would – generically – lead to singularities in the dilaton, or in the radii f1, f2
or f4. Without loss of generality, transformation 3. of section 7.7 may be used to choose
W positive. Reality of the dilaton φ and positivity of ρ2 then require that N1 and N2
have opposite signs. We now make the additional assumption that WN1 < 0, so that the
expressions for the metric factors in (7.26) are valid. We repeat them here for convinence
f 21 f
2
4 = 4e
2φh21
f 22 f
2
4 = 4e
−2φh22
f 41 = −e2φh41
W
N1
(9.1)
Using transformation 4., it is possible to map solutions with WN1 > 0 to solutions with
WN1 < 0, but this map does not guarantee that regular solutions are mapped to regular
solutions. In particular, the problem of generating regular solutions in the case WN1 > 0 is
an open question.
9.1 Topology conditions
Since we are interested in the gravity duals of Wilson loops, we require the ten-dimensional
geometry to have a boundary with the topology of AdS5×S5. This means that every point in
∂Σ, except for the AdS5×S5 singularity mentioned in the first paragraph, must correspond
to a regular interior point in the ten-dimensional geometry. This is achieved by requiring
either S2 or S4 to shrink to zero size on ∂Σ. The product f 22 f
2
4 given in (9.1) vanishes if
and only if h2 vanishes (assuming a regular dilaton). This means the boundary is specified
39
completely by h2 = 0,
∂Σ = {Im(v) < 0 such that h2(v) = 0} (9.2)
We make the additional requirement that the product f 22 f
2
4 vanishes on a single line so that
∂Σ has a single component. It is useful to choose conformal coordinates on the lower half-
plane in which h2 = −2Im(v); since h2 is a harmonic function to begin with, this can always
be done. These are the coordinates used in (8.11) for AdS5 × S5. Note that h2 is positive
throughout the lower half-plane. The product f 22 f
2
4 vanishes automatically on the real axis,
which is now the boundary, ∂Σ.
Using the restrictions of the first three paragraphs of this section, namely the AdS5×S5
singularity restriction from the first paragraph, the sign choices of the second paragraph,
and the boundary AdS5× S5 topological restrictions of the third paragraph, we derive a set
of restrictions on the harmonic functions. We first compute a few useful quantities in the
well-adapted coordinates v = x+ iy, and enforce the sign choices,
W = −∂yh1 ≥ 0
N1 = −h1
(
y(∂xh1)
2 + y(∂yh1)
2 + h1W
)
≤ 0
N2 = −4y
(
h1 − yW
)
≥ 0 (9.3)
The metric factor f1 never vanishes. This follows from (7.20), where it is obvious that f1
may vanish if and only if α and β vanish. The metric products in (9.1) imply the harmonic
functions h1 and h2 may not contain singularities, except for the AdS5 × S5 singularity
located on ∂Σ. Finally, the product for f1f4 given in (9.1) implies that f4 vanishes whenever
h1 vanishes, which may only happen on ∂Σ. Given the sign choice W > 0 and the explicit
form in (9.3) it follows that h1 is positive throughout the lower half-plane.
9.2 Summary of Topology and regularity conditions
We summarize the restrictions as follows.
(R1) The harmonic functions h1 and h2 are non-singular except for one point on ∂Σ corre-
sponding to the asymptotic AdS5 × S5 region.
(R2) The boundary ∂Σ is defined by the line h2 = 0.
(R3) The function h1 may vanish only on the segment of ∂Σ where S
4 shrinking to zero.
The regions of ∂Σ where h1 6= 0 correspond to S2 shrinking to zero.
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(R4) The functions h1 and h2 are positive definite inside Σ, but may vanish on ∂Σ.
Given that h1 vanishes only on ∂Σ, it follows from (9.3) that N2 is a sum of two positive
quantities and vanishes only on ∂Σ. In order for the dilaton to be regular, N1 may vanish
only when N2 does, and so only vanishes on ∂Σ. Finally, in order for f1, given in (9.1), to
be regular and non-zero in the bulk of Σ, W may vanish only when N1 vanishes, and so only
vanishes on ∂Σ as well. Given that h1, h2, W , N1 and N2 never vanish in the bulk of Σ, it
can be verified that the equations for the dilaton in (7.16), the metric factor ρ in (7.18), and
the metric factors f1, f2, and f4 in (9.1) all give regular results. The requirements on W , N1
and N2 may be condensed to the single additional requirement
(R5) (−WN1) > 0 throughout Σ.
This follows from the factW orN1 may vanish if and only if their product vanishes. Secondly,
N2 may vanish only if W vanishes.
9.3 Dirichlet or Neumann conditions and regularity on ∂Σ
Remarkably, the non-linear inequalities of (9.3) admit a linearization, similar to the one
derived in [11]. There, the boundary condition W = 0 was decomposed into a sequence of
alternating Neumann and Dirichlet boundary conditions for the harmonic functions h1 and
h2. An analogous mechanism will now be identified for the problem at hand.
To this end, we assume that h1 admits a Taylor expansion in powers of y away from the
boundary at y = 0. We have the following expansion,
h1 = a0(x) + a1(x)y + a2(x)y
2 + a3(x)y
3 +O(y4) (9.4)
where a0, a1, a2, a3 are real functions of x. Since h1 is harmonic, it satisfies (∂
2
x + ∂
2
y)h1 = 0.
It follows that a0(x) completely determines the coefficients of the terms with even powers of
y, while a1(x) completely determines the coefficients of the terms with odd powers of y; we
have 2a2(x) = −∂2xa0(x) and 6a3(x) = −∂2xa1(x).
Since N2 automatically vanishes at y = 0, regularity of the dilaton at y = 0 requires that
also N1 vanishes at y = 0. This requirement may be enforced on the Taylor expansion of N1,
N1 = −1
4
a20a1 −
1
4
(
a0a
2
1 + 2a
2
0a2 − a0(∂xa0)2
)
y +O(y2) (9.5)
We see that we must have either a0 = 0 or a1 = 0. Equivalently, at y = 0, the harmonic
function h1 satisfies either ∂yh1 = 0, or h1 = 0, i.e. it satisfies either Neumann or vanishing
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Dirichlet boundary conditions on ∂Σ. This result is analogous to the boundary value problem
derived in the AdS4 case in [11].
We now verify both sets of boundary conditions yield regular solutions on ∂Σ. This may
be verified directly from the Taylor expansion. In the case of Neumann boundary conditions,
W , N1 and N2 have the following expansions,
W = 2a2y +O(y3)
N1 = −1
2
a20a2y +
1
4
a0(∂xa0)
2y +O(y3)
N2 =
1
16
a0y +O(y3) (9.6)
In the case of vanishing Dirichlet boundary conditions, with a0 = 0, N1 and N2 have the
following expansions,
W = a1 +O(y2)
N1 =
1
2
a21a3y
4 +
1
4
a1(∂xa1)
2y4 +O(y6)
N2 = −1
8
a3y
4 +O(y6) (9.7)
Using either set of expressions, it can be verified that the equations for the dilaton in (7.16),
the metric factor ρ in (7.18), and the metric factors f1, f2, and f4 in (7.26) all give regular
results in the limit y → 0.
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10 Hyperelliptic Solutions
In this section, we shall present the general hyperelliptic form of regular solutions to the
BPS equations. From the point of view of the Riemann surface Σ, the AdS5 × S5 solution
corresponded to Σ being a (half-) plane, and the harmonic functions h1 and h2 obeying
alternating Neumann and vanishing Dirichlet boundary conditions. The construction to be
given in this section will generalize Σ to a hyperelliptic Riemann surface of general genus
with boundary, where the harmonic functions obey generalized alternating Neumann and
vanishing Dirichlet boundary conditions.
The starting point of the construction will be a hyperelliptic Riemann surface of arbitrary
genus g, with real branch points e1, e2, · · · , e2g+1, e2g+2 = ∞, and the following associated
hyperelliptic curve,
s2 = (u− e1)
g∏
i=1
(u− e2i)(u− e2i+1) (10.1)
For later convenience, we choose the branch points to be ordered as follow,
e2g+1 < e2g < · · · < e2 < e1 (10.2)
Physical considerations underly the choice of possible differentials ∂h1 and ∂h2.
First and foremost, the gravity dual to a Wilson loop should have only a single asymptotic
AdS5 × S5 region. In the formulation (8.15) of AdS5 × S5, this corresponds to the two
double poles at (u0,±s(u0)). Thus, we shall require that the differentials ∂h1 and ∂h2 in the
hyperelliptic generalization have precisely the same double pole structure as AdS5×S5 had.
We shall without loss of generality keep the ordering e1 < u0.
Second, the harmonic function h2 may be used for a description of the boundary of Σ. As
argued in the previous section, throughout the boundary, we have h2 = 0, and this equation
in turn describes the boundary completely. Thus, we shall leave h2 unmodified from its
AdS5 × S5 expression in (8.15).
Third, the differential ∂h1 should be generalized in such a way that it remain regular,
except at the double poles u0. Assembling all of the above requirements, we arrive at the
following differentials,
∂h1 = −i P (u) du
(u− u0)2 s(u)
∂h2 = i
du
(u− u0)2 (10.3)
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Here, P (u) is a polynomial in u. Since h1 will obey alternating Neumann and vanishing
Dirichlet boundary conditions on ∂Σ, represented here by the real line Im(u) = 0, the
polynomial P must have either only imaginary or real coefficients. Without loss of generality,
we may choose the coefficients to be all real. Since ∂h1 should be regular at the branch point
at ∞, the polynomial P must have degree at most g + 1. In analogy with the AdS5 × S5
solution, ∂h1 should be non-vanishing at ∞, so that P (u) must be exactly of degree g + 1.
10.1 Counting parameters
At this point, it is useful to count the number of parameters of the hyperelliptic Ansatz. By
the regularity arguments exhibited in 9.1, the function h1 is required to vanish on the real
axis in the regions with Dirichlet boundary conditions. There are exactly g+ 1 such regions
which gives g period relations. The polynomial P has g+1 free parameters, while there are
2g − 1 parameters ei (up to overall SL(2,R) conformal rotations of Σ) and the parameter
u0, yielding a total of 3g + 1 parameters. After solving the g + 1 constraints, this leaves 2g
free parameters. In addition, there are 3 parameters for SU(1, 1) rotations to the general
solution with axion, 1 for the overall dilaton shift, and 1 for the overall radius. The total
is 2g + 5. When g = 0, the dilaton and axion are constant so there are a total of only 3
parameters. This counting agrees with the result of subsection 8.2 that AdS5 × S5 is the
only non-singular solution with g = 0.
10.2 Regularity conditions, W > 0
In this subsection, we shall enforce two of the regularity conditions, arrived at in section 9,
namely W > 0 and h1, h2 > 0. From (10.3), we readily evaluate W to be,
W = − 1|u− u0|4
(
P (u)
s(u)
+ c.c.
)
(10.4)
Examining the behavior of W in the neighborhood of a putative complex zero ui of P (u),
with Im(ui) < 0, it is clear thatW cannot maintain a constant sign circling around ui. (This
argument was made fully explicit in [11].) Thus, all g + 1 zeros of P (u) must be real, and
we shall denote them by αb for b = 1, · · · , g + 1, so that
P (u) =
g+1∏
b=1
(u− αb) (10.5)
Reality of the zeros αb does not by itself guarantee positive W . To enforce positivity of W
on the real axis, we need the behavior of s(u) on the the real axis. Clearly, the phase of s(u)
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changes by a factor of i upon traversing any branch point. This behavior is given by
s(u)/|s(u)| = −1 u ∈ U1 ≡]e1,+∞[∪
n1⋃
j=1
]e4j+1, e4j ]
s(u)/|s(u)| = +i u ∈ U2 ≡
n2⋃
j=0
]e4j+2, e4j+1[
s(u)/|s(u)| = +1 u ∈ U3 ≡
n3⋃
j=0
]e4j+3, e4j+2]
s(u)/|s(u)| = −i u ∈ U4 ≡
n4⋃
j=0
]e4j+4, e4j+3[ (10.6)
The upper limits of these unions are given by
n1 = [g/2]
n2 = [(2g − 1)/4] + n−∞
n3 = [(g − 1)/2]
n4 = [(2g − 3)/2] + 1− n−∞ (10.7)
where n−∞ = 1 when g is even and n−∞ = 0 when g is odd, and e2g+2 = −∞. The analysis
of W > 0 on the real axis proceeds as follows.
When u ∈ U2 or u ∈ U4, s(u) is imaginary while P (u) is real, so that we have W = 0
automatically on those segments. Using the analysis of section 9.2, this is the boundary
component on which the sphere S2 shrinks to zero; W > 0 places no restrictions here.
When u ∈ U1, or u ∈ U3 both s(u) and P (u) are real, and W > 0 imposes the conditions,
u ∈ U1 P (u) ≥ 0
u ∈ U3 P (u) ≤ 0 (10.8)
This means that P (u) changes sign across each interval in U2 and each interval in U4, so
that it must have an odd number of zeros in each of these intervals. The total number of
intervals in U2 ∪U4 is precisely g+1. Since P (u) has at most g+1 zeros, we find that P (u)
has no zeros in U1 ∪U3 and has precisely one zero in each interval in U2 ∪U4. Thus, we have
a unique ordering of the branch points and zeros of P (u), given by,
αg+1 < e2g+1 < · · · < e2b+1 < e2b < αb < e2b−1 < e2b−2 < · · · < e2 < α1 < e1 < u0 (10.9)
for b = 2, · · · , g. This ordering is a necessary condition for W > 0. We have no general proof
that the ordering conditions are also sufficient, though they will appear to be in the elliptic
case, to be treated in detail in the subsequent section.
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10.3 Regularity conditions, h1, h2 > 0
The function h2 is readily obtained by integrating the differential ∂h2 and enforcing the
boundary condition h2 = 0 at ∂Σ and we find,
h2(u) = − i
u− u0 +
i
u¯− u0 =
i(u− u¯)
|u− u0|2 (10.10)
and this is manifestly positive in the lower half u plane. Positivity of h1 requires that
Im(∂h1) < 0 along the h1 Dirichlet intervals U1 and U3. This condition precisely coincides
with the condition W > 0, as is also clear from the form of W given in (9.3).
10.4 Vanishing Dirichlet conditions
By construction, the function h2 vanishes all along the boundary ∂Σ. The only vanishing
Dirichlet condition which is not automatic is on h1. It is enforced by the vanishing of the
following line integrals that join consecutive Dirichlet segments for h1,∫ e2j−1
e2j
∂h1 = 0 j = 1, · · · , g + 1 (10.11)
where e2g+2 = −∞. These integrals are automatically real since by definition ∂h1 has an
overall factor of i in (10.3), and on the integration intervals, s(u) is purely imaginary.
10.5 Homology 3-spheres and RR 3-form charges
The g homology 3-spheres of the genus g solutions are given by
S3b = [e2b+1, e2b]×f S2 b = 1, · · · , g (10.12)
and the associated RR 3-form charge is given by
Cb =
∫
S3
b
C(3) = 8π
∫ e2b
e2b+1
dh˜1 = 8πi
∫ e2b
e2b+1
∂h1 + c.c. (10.13)
This allows us to write down an explicit formula for these charges,
Cb = 16π
∫ e2b
e2b+1
P (u) du
(u− u0)2 s(u) (10.14)
These integrands are manifestly real and of uniform sign, and thus the charges are real and
non-vanishing.
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11 Elliptic Solutions
In this section, we work out the genus 1 case in complete detail, and show that regular
solutions do indeed exist. We shall also evaluate their 3-form and 5-form charges and identify
the corresponding fluxes.
The starting point for the genus 1 construction is the elliptic curve, and its uniformization
by the Weierstrass ℘-function,
s(u)2 = (u− e1)(u− e2)(u− e3)
℘′(z)2 = 4(℘(z)− e1)(℘(z)− e2)(℘(z)− e3) (11.1)
Here, we have u = ℘(z) and the sign of s(u) is chosen so that 2s(u) = ℘′(z). Without
loss of generality, we may translate u and the branch points ei by an overall constant, and
choose e1 + e2 + e3 = 0. In terms of the half-periods ω1 (real), ω2 = ω1 + ω3, and ω3 (purely
imaginary), we have ei = ℘(ωi) for i = 1, 2, 3. We shall also make use of the Weierstrass
ζ(z)- and σ(z)-functions, which are defined, in terms of ℘(z) by
ζ ′(z) = −℘(z)
ζ(z) = σ′(z)/σ(z) (11.2)
and the requirement that σ(z) = z +O(z3).
11.1 Elliptic differentials
For the genus 1 case, P (u) has two real zeros, α1 and α2, subject to the ordering condition,
α2 < e3 < e2 < α1 < e1 < u0 (11.3)
To completely integrate the elliptic case, it will turn out to be convenient to use the following
alternative parametrization of P (u) = (u− α1)(u− α2),
P (u) = (u− u0)2 +B1(u− u0) +B2
B1 = 2u0 − α1 − α2
B2 = (u0 − α1)(u0 − α2) (11.4)
The constants B1 and B2 are real, and in view of the relative ordering of the branch points
and zeros, we have B1 > 0 and B2 > 0. The differentials ∂h1 and ∂h2 are then uniquely
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specified by α1, α2 and u0, and given by,
∂h1 = −i (u− u0)
2 +B1(u− u0) +B2
(u− u0)2
du
s(u)
∂h2 = i
du
(u− u0)2 (11.5)
Given that u0 corresponds to the AdS5 × S5 limiting region, u0 must be real and lie in the
interval [e1,+∞]. We define the point w0 by u0 = ℘(w0) and use the fact that u0 ∈ [e1,+∞]
to further locate w0 ∈ [0, ω1]. The differentials may then be expressed in terms of the
uniformization coordinates z,
∂h1 = −2i
(
B2
(℘(z)− ℘(w0))2 +
B1
℘(z)− ℘(w0) + 1
)
dz
∂h2 = +i
℘′(z)dz
(℘(z)− ℘(w0))2 (11.6)
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Figure 3: The geometry of the genus 1 solution.
11.2 Evaluation of the harmonic functions h1 and h2
It is straightforward to calculate h2, and we find,
h2 = −2i
(
1
℘(z)− ℘(w0) −
1
℘(z)− ℘(w0)
)
=
2i(℘(z)− ℘(z¯))
|℘(z)− ℘(w0)|2 (11.7)
To calculate h1, we need the following integrals for n = 1, 2,
In(z, w0) ≡
∫ dz
(℘(z)− ℘(w0))n (11.8)
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These integrals may be calculated explicitly, using the addition formula for the ζ-function,
ζ(z + w0) = ζ(z) + ζ(w0) +
1
2
℘′(z)− ℘′(w0)
℘(z)− ℘(w0) (11.9)
recast in the following form obtained by antisymmetrizing w0,
ζ(z + w0)− ζ(z − w0) = 2ζ(w0)− ℘
′(w0)
℘(z)− ℘(w0) (11.10)
Integrating the right hand side in z yields the integral we need which is proportional to B1,
I1(z, w0) =
1
℘′(w0)
(
ln σ(z − w0)− ln σ(z + w0) + 2ζ(w0)z
)
(11.11)
up to an additive integration constant. The integral we need proportional to B2 may be
derived from (11.11) by differentiating in w0,
I2(z, w0) =
1
℘′(w0)2
(
− ζ(z − w0)− ζ(z + w0)− 2z℘(w0)
−1
2
(
12℘(w0)
2 − g2
)
I1(z, w0)
)
(11.12)
where we have used the standard notation for the modular form defined by g2 = 4(e1e2 +
e2e3 + e3e1). Putting all together, we obtain the following expression for h1,
h1 = B0 − 2iB2
(
I2(z, w0)− I2(z¯, w0)
)
− 2iB1
(
I1(z, w0)− I1(z¯, w0)
)
− 2i
(
z − z¯
)
(11.13)
where B0 is a real integration constant.
11.3 Vanishing Dirichlet boundary conditions
In order to have a non-singular solution, the harmonic functions must vanish on the Dirichlet
parts of the boundary. Attention only needs to be paid to h1 since h2 always satisfies Dirichlet
boundary conditions on the real z-axis. The boundary structure for h1 is
−∞ < u < e3 : ∂h1 = real Neumann
e3 < u < e2 : ∂h1 = imag Dirichlet
e2 < u < e1 : ∂h1 = real Neumann
e1 < u <∞ : ∂h1 = imag Dirichlet (11.14)
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On the z half-plane, the vanishing Dirichlet requirements are given by
h1(ρ) = h1(ρ+ ω3) = 0 ρ ∈ R (11.15)
Evaluating the harmonic function on the real axis gives
h1 = B0 − 2i
℘′(w0)
(
B1 − B2(12℘(w0)
2 − g2)
2℘′(w0)2
)
(11.16)
×
(
ln σ(z − w0)− ln σ(z¯ − w0)− ln σ(z + w0) + ln σ(z¯ + w0)
)
We leave in the log functions since discontinuities may arise from crossing branch cuts, all
other functions are singly valued (when z is restricted to region (I) in the fundamental
domain). To analyze the discontinuities, we first choose the branch cut for the log function
to run along the negative real axis. Consider first the case when Re(z) > w. As z approaches
the real axis σ(z ±w0) and σ(z¯ ±w0) have real parts greater than zero and imaginary parts
above or below the real axis. Since the branch cut runs along the negative axis the log terms
simply cancel each other. Requiring h1 to vanish leads to the condition B0 = 0. Now consider
the case when Re(z) < w0, for simplicity take Re(z) = 0. Now σ(z+w0) and σ(z¯+w0) again
have real parts on the positive real axis, but σ(z − w0) and σ(z¯ − w0) have real parts along
the negative real axis. This is understood from the fact σ(z) is an odd function of z. Now as
z approaches the real axis, the log terms involving z−w0 and z¯−w0 pick up a discontinuity
from the branch cut and no longer cancel. This is because the σ(z−w0) approaches the real
axis from above while σ(z¯−w0) approaches the real axis from below. This implies that their
pre-factor must vanish which yields the condition
B1 =
B2(12℘(w0)
2 − g2)
2℘′(w0)2
(11.17)
The above conditions are sufficient to ensure that h1 vanishes along the real axis. To enforce
the vanishing of h1 on the second Dirichlet boundary it suffices to require h1 to vanish at
ω3. This gives B2 as
1 =
B2
ω3℘′(w0)2
(
2ω3℘(w0) + ζ(ω3 − w0) + ζ(ω3 + w0)
)
(11.18)
This relation may be simplified using the formula ζ(ω3 − w0) + ζ(ω3 + w0) = 2ζ(ω3), which
can be derived from (11.10) and the fact ℘′(ωi) = 0. The Dirichlet constraints have now
completely fixed the polynomial coefficients. There remains the two half-periods ωi and
the point u0. We may fix ω1 = 1 by a scaling transformation, leaving ω3 and u0 as the
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remaining parameters. In summary, after satisfying vanishing Dirichlet boundary conditions,
the harmonic functions are given by
h1 = 2i
(
ζ(z − w0) + ζ(z + w0)− 2ζ(ω3)
ω3
z − c.c.
)
h2 = +
i
℘′(w0)
(
ζ(z + w0)− ζ(z − w0)− c.c.
)
(11.19)
where we have dropped an overall positive coefficient of [2℘(w0)+2ζ(ω3)/ω3]
−1 in the expres-
sion for h1. By transformations 1. and 2. of subsection 7.7, this results in a constant shift of
the dilaton, and an overall constant re-scaling of the metric and fluxes. In the expression for
h2 we have made use of the identity (11.10) to rewrite the inverse of the Weierstrass function
in terms of the Weierstrass zeta function.
11.4 Positivity conditions and regularity
The harmonic function h2 is manifestly positive in view of the second relation in (11.7).
In order to study the positivity of h1, it will be useful to have a series expansion for the
Weierstrass ζ- function in terms of trigonometric functions,
ζ(z) = z
ζ(ω3)
ω3
+
π
2ω3
∞∑
m=−∞
cotg
(
πz
2ω3
+
mπω1
ω3
)
(11.20)
The harmonic function h1 is then given by,
h1 =
iπ
ω3
∞∑
m=−∞
[
cotg
(
π
2ω3
(z + w0 + 2mω1)
)
+ cotg
(
π
2ω3
(z − w0 + 2mω1)
) ]
+ c.c. (11.21)
This may be simplified using the trigonometric identity,
cotg u+ cotg u¯ =
sin(u+ u¯)
| sin(u)|2 (11.22)
and we obtain,
h1(z, z¯) =
iπ
ω3
h(z, z¯) sin
(
π
2ω3
(z − z¯)
)
(11.23)
h(z, z¯) =
∞∑
m=−∞


1∣∣∣∣ sin
(
π
2ω3
(z + w0 + 2mω1)
)∣∣∣∣2
+
1∣∣∣∣ sin
(
π
2ω3
(z − w0 + 2mω1)
)∣∣∣∣2


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The harmonic function h1 is manifestly positive. We have now satisfied the regularity re-
quirements (R1)-(R4) of section 9. It sill remains to satisfy requirement (R5), which is
N1W > 0 throughout Σ and vanishes only on ∂Σ. While we have not been able to show this
analytically, numerical investigations, shown 4 in figure 4, indicate that requirement (R5)
holds in the elliptic case for any values of the parameters ω3, w0.
0 0.5 10
0.02
0.04
w3=0.5i w0=0.5
0 0.5 10
2x10-5
4x10-5
w3=0.5i w0=0.25
0 0.5 10
3x10-7
6x10-7
w3=0.5i w0=0.1
0 0.5 10
0.25
0.5
w3=2i w0=0.5
0 0.5 10
0.04
0.08
w3=2i w0=0.25
0 0.5 10
0.002
0.004
w3=2i w0=0.1
0 0.5 10
0.1
0.2
w3=i w0=0.5
0 0.5 10
0.01
0.02
w3=i w0=0.25
0 0.5 10
5x10-4
1x10-3
w3=i w0=0.1
Figure 4: Plots of (−N1W ) versus Re(z) for values of ω3 = i2 , i, 2i and w0 = 12 , 14 , 110 . The
different lines in each plot are for evenly spaced values of Im(z) with 0 < Im(z) < Im(ω3)
(red) and Im(z) = 0, Im(ω3) (blue). On ∂Σ, (−N1W ) = 0 as expected.
11.4.1 Explicit solution with ω3 = i and w0 =
1
2
Here, we present plots of the dilaton and the metric factors in the case ω3 = i and w0 =
1
2
.
It is clearly from figure 5 that the dilaton is not constant, so that the solution is different
4In figure 4, a multiplicative factor of |z−w0|10 has been included to regularize the singularity at z = w0
which corresponds to the asymptotic AdS5×S5 region, while in figures 5 and 6, an analogous multiplicative
factor of |z − w0|2 has been included.
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from AdS5 × S5. The metric factor f1 never vanishes, while f2 and f4 vanish only on ∂Σ.
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Figure 5: Plots of the dilaton (left) and the metric factor f 21 (right) for the elliptic case with
ω3 = i and w0 =
1
2
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Figure 6: Plots of the metric factor f 22 (left) and the metric factor f
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4 (right) for the elliptic
case with ω3 = i and w0 =
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2
.
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12 Collapse of branch cuts
We recall the general ordering condition (10.9) on the branch points and zeros of the genus
g hyperelliptic solution,
αg+1 < e2g+1 < · · · < e2b+1 < e2b < αb < · · · < e1 < u0 (12.1)
for b = 1, · · · , g. From this condition, it is clear that consecutive pairs of branch points come
in two varieties, according to whether their firbration involves an S2 or an S4,
[e2b+1, e2b]×f S2 D5− brane
[e2b, e2b−1]×f S4 D3− brane (12.2)
Here, the product ×f stands for a fibration, not for a product of sets. The collapse of a
branch point in each variety corresponds to the collapse of the corresponding S3 or S5, since
the radii of S2 and S4 are always 1.
This situation is to be contrasted with the AdS4 × S2 × S2 × Σ case in [11], where each
segment between consecutive branch points always corresponded to a homology 3-sphere.
The shrinking of one of these S3 in a genus g solution was regular or singular depending
on how the limit of the real zeros was taken. We showed in [11] that a singular limit exists
in which naked D5-branes and NS5-branes are recovered. These naked solutions, in turn
admitted a probe limit, which reflected the familiar singularity structure of the D5- and
NS5-branes in flat space-time.
The situation for the AdS2 × S2 × S4 × Σ solutions of this paper is rather different. We
shall show that the limit of collapsing branch cuts of a regular genus g hyperelliptic solution
only leads to the non-singular solution of genus g − 1, but there is no room for naked D5-
branes, NS5-branes, or D3-branes. To keep calculations as explicit as possible, we illustrate
this effect on the genus 1 solution.
12.1 The genus 1 solution
We study the collapse of a branch cut in the genus 1 case, where the ordering of branch
points and zeros is given as follows,
α2 < e3 < e2 < α1 < e1 < u0 (12.3)
The collapse of the segment [e3, e2] corresponds to a collapsing S
3, while the collapse of the
segment [e2, e1] (or of [−∞, e3]) corresponds to a collapsing S5. The behaviors of these two
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collapses are qualitatively different. We recall the expression for the differential ∂h1 and the
harmonic function h2 in the u-coordinates,
∂h1 = −i (u− α1)(u− α2)du
(u− u0)2
√
(u− e1)(u− e2)(u− e3)
h2 = −i
(
1
u− u0 −
1
u¯− u0
)
(12.4)
where the square root is taken to be negative for u > e1.
12.2 The collapse of [e2, e1]
As e1 − e2 → 0, we necessarily also have α1 → e1 = e2. As a result, the differential ∂h1
simplifies considerably,
∂h1 = −i (u− α2)du
(u− u0)2√u− e3 (12.5)
Comparison with (8.15) immediately reveals that this is just the AdS5×S5 solution at genus
0, with α2 = e3 − 1/2. In figure 1, this collapse corresponds to the upper S5 shrinking to 0.
Note that in the process, the homology 3-sphere disappears as well.
12.3 The collapse of [e3, e2]
By an overall translation of u, we may fix e1 = 0, and it will be convenient to designate the
shifted branch points by k2 ≡ −e3 = −e2, with k > 0. The collapse of the branch points
for generic α1 and α2 would leave a pole located in a region with vanishing S
2. But α1
and α2 are actually completely determined in terms of u0 and the moduli. Here, we shall
recover these relations directly from the genus 1 solution. To uniformize the square root, we
introduce the coordinate w2 ≡ u, with w20 ≡ u0, and w takes values in the second quadrant,
Re(w) < 0 and Im(w) > 0. In these coordinates, the differential becomes simply
∂h1 = −2i (w
2 − α1)(w2 − α2)
(w2 − w20)2(w2 + k2)
dw (12.6)
To integrate we decompose in partial fractions
∂h1 = −2i
(
A
(w − w0)2 +
A
(w + w0)2
+
B
w − w0 −
B
w + w0
+
iC
w + ik
− iC
w − ik
)
dw (12.7)
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where the constant coefficients are given by
A =
(w20 − α1)(w20 − α2)
4w20(w
2
0 + k
2)
> 0
B =
1
2w0
(1− 2A− 2kC)
C =
(k2 + α1)(k
2 + α2)
2k(w20 + k
2)2
< 0 (12.8)
Integrating the harmonic function, we obtain
h1 = −2i
[
D − A
(
1
w − w0 +
1
w + w0
)
+B ln
(
w − w0
w + w0
)
− iC ln
(
w − ik
w + ik
)
− c.c.
]
h2 = −i
[
1
w2 − w20
− c.c.
]
(12.9)
where D is a purely imaginary integration constant.
The boundary structure is the same as in the elliptic case (11.14), but with the branch
points e2 and e3 identified. Translating to the w-plane, h1 satisfies Neumann conditions
along the imaginary w-axis, and vanishing Dirichlet conditionas along the real w-axis. In
these coordinates, real infinity and imaginary infinity correspond to the same branch point
in the u-plane, so h1 should also be required to vanish at imaginary infinity. The explicit
conditions are
h1(ρ) = 0 ρ ∈ R h1(iρ) = 0 ρ→∞ (12.10)
Vanishing at w = ∞ clearly requires D = 0. Vanishing on the left and right of w0 requires
that the coefficient of the branch cut discontinuity of ln(w − w0) vanish as well, so that we
must have B = 0. Once B = D = 0, it is manifest that h1 vanishes at imaginary infinity,
and that all of the vanishing Dirichlet conditions (12.10) are satisfied.
The term proportional to A > 0 in h1 is easily seen to be positive for w in the second
quadrant. But the term proportional to C < 0 is negative there. In particular, as w → ik,
this term would make h1 tend to −∞, producing a behavior which is unacceptable for a
physical solution. Thus, we must have C = 0, which in turn require that α1 = −k2 or
α2 = −k2. The vanishing of B now requires that 2A = 1, which determined α2 = −w20 or
α1 = −w20 respectively. In either case do we recover the genus 0 solution which is AdS5×S5.
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A Clifford algebra basis adapted to the Ansatz
We use the convention η = diag[−+ · · ·+], and choose a basis for the Clifford algebra which
is well-adapted to the AdS2 × S2 × S4 × Σ Ansatz, with the frame labeled as in (3.2),
Γµ = γµ ⊗ I2 ⊗ I4 ⊗ I2 µ = 0, 1
Γi = γ(1) ⊗ γi ⊗ I4 ⊗ I2 i = 2, 3
Γm = γ(1) ⊗ γ(2) ⊗ γm ⊗ I2 m = 4, 5, 6, 7
Γa = γ(1) ⊗ γ(2) ⊗ γ(3) ⊗ γa a = 8, 9 (A.1)
where a convenient basis for the lower-dimensional Clifford algebras is as follows,
iγ0 = σ2 γ4 = σ1 ⊗ I2 γ8 = σ1
γ1 = σ1 γ5 = σ2 ⊗ I2 γ9 = σ2
γ2 = σ2 γ6 = σ3 ⊗ σ1
γ3 = σ1 γ7 = σ3 ⊗ σ2 (A.2)
so that the chirality matrices take the form,
γ(1) = −γ01 = σ3 γ(3) = −γ4567 = σ3 ⊗ σ3
γ(2) = iγ
23 = σ3 γ(4) = −iγ89 = σ3 (A.3)
We shall also need the chirality matrices on the various components of AdS2× S2× S4×Σ,
and they are chosen as follows,
Γ(1) = −Γ01 = γ(1) ⊗ I2 ⊗ I4 ⊗ I2
Γ(2) = +iΓ
23 = I2 ⊗ γ(2) ⊗ I4 ⊗ I2
Γ(3) = −Γ4567 = I2 ⊗ I2 ⊗ γ(3) ⊗ I2
Γ(4) = −iΓ89 = I2 ⊗ I2 ⊗ I4 ⊗ γ(4) (A.4)
The 10-dimensional chirality matrix in this basis is given by
Γ11 = Γ0123456789 = Γ(1)Γ(2)Γ(3)Γ(4) = γ(1) ⊗ γ(2) ⊗ γ(3) ⊗ γ(4) (A.5)
The complex conjugation matrices in each component are defined by
(γµ)∗ = +B(1)γ
µB−1(1) (B(1))
∗B(1) = +I2 B(1) = I2(
γi
)∗
= −B(2)γiB−1(2) (B(2))∗B(2) = −I2 B(2) = γ2 = σ2
(γm)∗ = −B(3)γmB−1(3) (B(3))∗B(3) = −I4 B(3) = iγ46 = σ2 ⊗ σ1
(γa)∗ = −B(4)γaB−1(4) (B(4))∗B(4) = −I2 B(4) = γ9 = σ2 (A.6)
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where in the last column we have also listed the form of these matrices in our particular
basis. It is also useful to note how the B(i) commute past the chirality matrices γ(i)
B(1)γ(1) = +γ(1)B(1)
B(2)γ(2) = −γ(2)B(2)
B(3)γ(3) = +γ(3)B(3)
B(4)γ(4) = −γ(4)B(4) (A.7)
The 10-dimensional complex conjugation matrix B is defined by (ΓM)∗ = BΓMB−1 and
BB∗ = I, and in this basis is given by
B = −Γ2579 = +iB(1) ⊗ γ(2)B(2) ⊗ B(3) ⊗ B(4)
= I2 ⊗ σ1 ⊗ σ2 ⊗ σ1 ⊗ σ2 (A.8)
and satisfies B∗ = B, and B2 = I.
It is useful to check that the self-duality of F(5) is compatible with the chirality conventions
of the Γ-matrices. To this end, we evaluate
Γ0123 = iΓ(1)Γ(2)
1
5!
(F(5) · Γ) = −ifaΓ(1)Γ(2)Γa
(
I + Γ11
)
Γ4567 = −Γ(3) (A.9)
which has the correct projection properties. Here, we have used, εabγb = iγaγ(4), a, b = 8, 9.
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B The geometry of Killing spinors
We review the relation between the Killing spinor equation and the parallel transport equa-
tion in the presence of a flat connection with torsion on AdS2, and even-dimensional spheres.
B.1 Minkowski AdS2
For Minkowski signature, we have AdS2 = SO(2, 1)/SO(1, 1). The Clifford algebra of
SO(2, 1) is built from the Clifford generators γµ, with µ = 0, 1,
{γµ, γν} = 2ηµν η = diag[−+] (B.1)
and the matrix, γ♯ ≡ iγ0γ1, which is proportional to the chirality matrix, but has (γ♯)2 = −1.
The matrices γ♯, γ0, γ1 form a 2-dimensional representation of the Clifford algebra,
{γµ¯, γ ν¯} = 2η¯µ¯ν¯ η¯ = diag[−−+] (B.2)
for µ¯, ν¯ = ♯, 0, 1. The corresponding Maurer-Cartan form on SO(2, 1) is given by
ω(t) = V −1dV =
1
4
ω
(t)
µ¯ν¯γ
µ¯ν¯ V ∈ SO(2, 1) (B.3)
It obviously satisfies the Maurer-Cartan equations, dω(t) + ω(t) ∧ ω(t) = 0. We decompose
ω(t) onto the SO(1, 1) connection and cotangent space frame on AdS2
ω(t) =
1
4
ωµνγ
µν +
1
2
eµγ
µγ♯
{
ωµν ≡ ω(t)µν µ, ν = 0, 1
eµ ≡ ω(t)µ♯ µ = 0, 1
(B.4)
The Maurer-Cartan equations dω(t) + ω(t) ∧ ω(t) = 0 for ω(t) imply the absence of torsion
and the constancy of curvature. The Killing spinor equation coincides with the equation for
parallel transport,
(
d+ V −1dV
)
ε
(
d+
1
4
ωµνγ
µν +
1
2
ηeµγ
µγ♯
)
ε = 0 (B.5)
For η = +1, the general solution is given by ε+ = V
−1ε0 and ε0 is constant, while for η = −1,
the solution is ε− = γ
♯ε+.
B.2 Even-dimensional spheres
The sphere is a coset, SN = SO(N + 1)/SO(N), and we consider the case N even. The
Clifford algebra of SO(N + 1) is built from the Clifford generators γm of SO(N),
{γm, γn} = 2δmn (B.6)
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for m,n = 1, 2, ..., N , supplemented with the chirality matrix, γ♯ ≡ (i)γ1...N , where the (i) is
chosen so that (γ♯)2 = +1,
{γm¯, γn¯} = 2δm¯n¯ (B.7)
for m¯, n¯ = ♯, 1, 2, ..., N . The corresponding Maurer-Cartan form on SO(N + 1) is given by
ω(t) = V −1dV =
1
4
ω
(t)
m¯n¯γ
m¯n¯ V ∈ SO(N + 1) (B.8)
It obviously satisfies the Maurer-Cartan equations, dω(t) + ω(t) ∧ ω(t) = 0. We decompose
ω(t) onto the SO(N) and SN directions of cotangent space,
ω(t) =
1
4
ωmnγ
mn +
1
2
emγ
mγ♯
{
ωmn ≡ ω(t)mn m,n = 1, 2, · · · , N
em ≡ ω(t)m♯ m = 1, 2, · · · , N
(B.9)
The Maurer-Cartan equations dω(t) + ω(t) ∧ ω(t) = 0 for ω(t) imply the absence of torsion
and the constancy of curvature. The Killing spinor equation coincides with the equation for
parallel transport,(
d+ V −1dV
)
ε =
(
d+
1
4
ωmnγ
mn − 1
2
ηemγ
mγ♯
)
ε = 0 (B.10)
For η = −1, the general solution is given by ε− = V −1ε0 and ε0 is constant, while for η = +1,
the solution is ε+ = γ
♯ε−.
B.3 Explicit form of Killing equations on AdS2, S
2, and S4
• For AdS2 we have γ0 = −iσ2, γ1 = σ1, and γ♯ = iγ(1) = iσ3. The Killing spinor equation
is then, for µ = 0, 1,(
∇ˆµ − i η1
2
γµγ(1)
)
ε = 0 ⇔
(
∇ˆµ − η1
2
γµ
)
ε′ = 0 (B.11)
where ε′ = e−i
pi
4
γ(1)ε, and η1 = ±1.
• For S2 we have γ2 = σ2, γ3 = σ1, and γ♯ = γ(1). The Killing spinor equation is then, for
i = 2, 3, (
∇ˆi − η2
2
γiγ(2)
)
ε = 0 ⇔
(
∇ˆi − i η2
2
γi
)
ε′ = 0 (B.12)
where ε′ = e−i
pi
4
γ(2)ε, and η2 = ±1.
• For S4, the γm, m = 4, 5, 6, 7 were given above and γ♯ = γ4567 = −γ(3). The Killing spinor
equation is given by, for m = 4, 5, 6, 7,(
∇ˆm − η3
2
γmγ(3)
)
ε = 0 ⇔
(
∇ˆm − i η3
2
γm
)
ε′ = 0 (B.13)
where ε′ = e−i
pi
4
γ(3)ε, and η3 = ±1.
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C The Reduced Bianchi identities and Field Equations
Using the differential form notation of §1.2, it is straightforward to reduced the Bianchi
identities to this Ansatz. We find,
0 = dP − 2iQ ∧ P
0 = dQ+ iP ∧ P¯
0 = dG + 2(d ln f1) ∧ G − iQ ∧ G + P ∧ G¯
0 = dH + 2(d ln f2) ∧H − iQ ∧H − P ∧ H¯
0 = d(∗2F) + 4(d ln f4) ∧ (∗2F)
0 = dF + 2 (d ln(f1f2)) ∧ F + 1
8
(
G ∧ H¯ + G¯ ∧ H
)
(C.1)
The field equations of Type IIB supergravity, reduced to the two-parameter Ansatz of §1.2
are given as follows. The BPS equations will imply that every solution may be mapped to
one with vanishing axion and thus Q = 0, and ga, ha and pa real.
Using the convention f 2dB = dφ, the dilaton equation becomes,
DaDaφ+ 2(D
aφ)Da ln(f1f2f4)− 1
4
(gag
a + hah
a) = 0 (C.2)
The 3-form field equations reduce to the following two real equations,
Daga + 2gaD
a ln(f2f
2
4 )− paga + 4faha = 0
Daha + 2haD
a ln(f1f
2
4 ) + p
aha + 4faga = 0 (C.3)
Finally, the Einstein equations, respectively for the components mn, i1j1, i2j2, and ab are as
follows, (all other components must vanish by SO(2, 3)× SO(3)× SO(3) symmetry),
0 = +
3
f 24
− 3 |Daf4|
2
f 24
− 2D
af4Da(f1f2)
f1f2f4
− D
aDaf4
f4
− 4fafa − 1
8
gag
a +
1
8
hah
a
0 = − 1
f 21
− |Daf1|
2
f 21
− 4D
af4Daf1
f1f4
− 2D
af1Daf2
f1f2
− D
aDaf1
f1
+ 4faf
a +
3
8
gag
a +
1
8
hah
a
0 =
1
f 22
− |Daf2|
2
f 22
− 4D
af4Daf2
f2f4
− 2D
af1Daf2
f1f2
− D
aDaf2
f2
+ 4faf
a − 1
8
gag
a − 3
8
hah
a
0 = −4DbDaf4
f4
− 2DbDaf1
f1
− 2DbDaf2
f2
+R(2)δab − 2DaφDbφ− 4δabfcf c + 8fafb
−1
8
δab (gcg
c − hchc)− 1
2
(−gagb + hahb) (C.4)
61
References
[1] J. M. Maldacena, “The large N limit of superconformal field theories and supergravity,”
Adv. Theor. Math. Phys. 2, 231 (1998) [Int. J. Theor. Phys. 38, 1113 (1999)] [arXiv:hep-
th/9711200].
[2] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, “Gauge theory correlators from non-critical
string theory,” Phys. Lett. B 428, 105 (1998) [arXiv:hep-th/9802109].
[3] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phys. 2, 253 (1998)
[arXiv:hep-th/9802150].
[4] E. D’Hoker and D. Z. Freedman, “Supersymmetric gauge theories and the AdS/CFT corre-
spondence,” in Strings, Branes, and Extra Dimensions, S.S. Gubser, J.D. Lykken, Eds, World
Scientific (2004), arXiv:hep-th/0201253.
[5] O. Aharony, S. S. Gubser, J. M. Maldacena, H. Ooguri and Y. Oz, “Large N field theories,
string theory and gravity,” Phys. Rept. 323 (2000) 183 [arXiv:hep-th/9905111].
[6] J. H. Brodie, L. Susskind and N. Toumbas, “How Bob Laughlin tamed the giant graviton from
Taub-NUT space,” JHEP 0102 (2001) 003 [arXiv:hep-th/0010105].
[7] A. Hashimoto, S. Hirano and N. Itzhaki, “Large branes in AdS and their field theory dual,”
JHEP 0008, 051 (2000) [arXiv:hep-th/0008016].
[8] M. T. Grisaru, R. C. Myers and O. Tafjord, “SUSY and Goliath,” JHEP 0008 (2000) 040
[arXiv:hep-th/0008015].
[9] H. Lin, O. Lunin and J. M. Maldacena, “Bubbling AdS space and 1/2 BPS geometries,” JHEP
0410, 025 (2004) [arXiv:hep-th/0409174].
[10] E. D’Hoker, J. Estes and M. Gutperle, “Exact half-BPS type IIB interface solutions. II: Flux
solutions and multi-janus,” arXiv:0705.0024 [hep-th].
[11] E. D’Hoker, J. Estes and M. Gutperle, “Exact half-BPS type IIB interface solutions. I: Local
solution and supersymmetric janus,” arXiv:0705.0022 [hep-th].
[12] D. Bak, M. Gutperle and S. Hirano, “A dilatonic deformation of AdS(5) and its field theory
dual,” JHEP 0305, 072 (2003) [arXiv:hep-th/0304129].
[13] E. D’Hoker, J. Estes and M. Gutperle, “Ten-dimensional supersymmetric Janus solutions,”
Nucl. Phys. B 757, 79 (2006) [arXiv:hep-th/0603012].
[14] E. D’Hoker, J. Estes and M. Gutperle, “Interface Yang-Mills, supersymmetry, and Janus,”
arXiv:hep-th/0603013.
62
[15] A. B. Clark, D. Z. Freedman, A. Karch and M. Schnabl, “The dual of Janus ((<:) < − > (:>))
an interface CFT,” Phys. Rev. D 71, 066003 (2005) [arXiv:hep-th/0407073];
I. Papadimitriou and K. Skenderis, “Correlation functions in holographic RG flows,” JHEP
0410, 075 (2004) [arXiv:hep-th/0407071].
[16] J. Gomis and C. Romelsberger, “Bubbling defect CFT’s,” JHEP 0608, 050 (2006) [arXiv:hep-
th/0604155].
[17] J. M. Maldacena, “Wilson loops in large N field theories,” Phys. Rev. Lett. 80 (1998) 4859
[arXiv:hep-th/9803002].
[18] S. J. Rey and J. T. Yee, “Macroscopic strings as heavy quarks in large N gauge theory and
anti-de Sitter supergravity,” Eur. Phys. J. C 22, 379 (2001) [arXiv:hep-th/9803001].
[19] N. Drukker and B. Fiol, “All-genus calculation of Wilson loops using D-branes,” JHEP 0502,
010 (2005) [arXiv:hep-th/0501109].
[20] J. Gomis and F. Passerini, “Holographic Wilson loops,” JHEP 0608, 074 (2006) [arXiv:hep-
th/0604007].
[21] J. Gomis and F. Passerini, “Wilson loops as D3-branes,” JHEP 0701, 097 (2007) [arXiv:hep-
th/0612022].
[22] S. Yamaguchi, “Bubbling geometries for half-BPS Wilson lines,” Int. J. Mod. Phys. A 22,
1353 (2007) [arXiv:hep-th/0601089].
[23] S. A. Hartnoll and S. Prem Kumar, “Multiply wound Polyakov loops at strong coupling,”
Phys. Rev. D 74 (2006) 026001 [arXiv:hep-th/0603190].
[24] O. Lunin, “On gravitational description of Wilson lines,” JHEP 0606 (2006) 026 [arXiv:hep-
th/0604133].
[25] J. P. Gauntlett, J. B. Gutowski, C. M. Hull, S. Pakis and H. S. Reall, “All supersymmetric
solutions of minimal supergravity in five dimensions,” Class. Quant. Grav. 20, 4587 (2003)
[arXiv:hep-th/0209114].
[26] J. Gillard, U. Gran and G. Papadopoulos, “The spinorial geometry of supersymmetric back-
grounds,” Class. Quant. Grav. 22, 1033 (2005) [arXiv:hep-th/0410155].
[27] N. Drukker, D. J. Gross and H. Ooguri, “Wilson loops and minimal surfaces,” Phys. Rev. D
60 (1999) 125006 [arXiv:hep-th/9904191].
[28] J. H. Schwarz, “Covariant Field Equations Of Chiral N=2 D=10 Supergravity,” Nucl. Phys.
B 226 (1983) 269.
63
