Abstract. We study nonlinear dispersive equations of the form dtu + d2i+xu + P{u,dxu, ... ,dl'u) = Q, x,t£R, j e Z+ , where P(*) is a polynomial having no constant or linear terms. It is shown that the associated initial value problem is locally well posed in weighted Sobolev spaces. The method of proof combines several sharp estimates for solutions of the associated linear problem and a change of dependent variable which allows us to consider data of arbitrary size.
Introduction
In this paper we consider the initial value problem is a polynomial having no constant or linear terms; i.e., ¿i (1.2) P(z)=^aaza with¿o>2 \<*\=i0
and z = (zx, ... , z2j+x).
The class described in (1.1) generalizes several models arising in both mathematics and physics. In particular, it contains the KdV hierarchy [14] , higherorder models in water waves problems and in elastic media (see [ 12] and references therein), and the equations discussed in [3, §7] .
Our purpose is to study local well-posedness of the IVP (1.1). Here the difficulties appear from the fact that, in general, techniques such as standard energy estimates, space-time (LxLt-) estimates, Galerkin's method, and so on cannot be applied.
In [ 10] we showed that ( 1.1 ) is locally well posed for small data u0 £ Hs (R) n L2(|x|m dx) = XStm . There the smallness assumption on the data was removed for P(-) 's independent of the highest derivative dxju (for related results see [2, 17, 18, 19] ). Our main result here establishes the local well-posedness of the IVP (1.1) in Xs<m without any size restriction on the data. To achieve it we include the fact that the results in [10] extend to diagonal systems and a change of dependent variable. This allows us to write the equation in ( 1.1 ) (after a few differentiations with respect to the x-variable) as a diagonal system (1.3) dtcok + d2j+xcok + Qk(cox, ... , com , dxcox,..., d2j-xcom) = 0 for k = I, ... , m = mij) where the nonlinear terms, Qk , are independent of the highest derivatives, i.e., those of order 2j. To study system (1.3) we follow the arguments in [10] . In this case some modifications are needed since the Qk 's introduced by the change of variable involve nonlocal operators. The use of a change of dependent variable was suggested by recent works of Hayashi and Ozawa [4, 5] on nonlinear Schrödinger equations (see also [13] ). In these works this change of variable was called a gauge transformation.
The main results of this paper are the following. (where H denotes the Hubert transform in the space variable and P(-) is as in ( 1.2)), which generalizes the Benjamin-Ono hierarchy [15] , and they extend to systems as (1.8a) dtux +d2j+lux +Px(ux, ... , um, ... , d2j~lul, ... ,d2j~lum, d2jux) = 0, dtuk + d2j+luk + Pk(ux ,...,um,..., d2J~lux,..., d2j~lum) = 0, k = 2, ... , m and more generally
which contain those deduced in [16] (for example, [16, (1.7) ] is a particular case of (1.8a) and [16, (1.13) , (3.29)] belong to the class in (1.8b)). In the case (1.8b) our results apply only to small data. The authors thank J.-C. Saut for pointing out these applications of our results. The plan of the paper is as follows. In §2 we state all the linear estimates needed in the proof of Theorems 1.1 and 1.2. In §3 we explain how to use a change of dependent variable to write the equation in ( 1.1 ) as a system in (1.3). To simplify the exposition we shall only consider the case 7 = 1. The general case follows the same pattern. Finally in §4 we prove Theorems 1.1-1.2. Again for simplicity of the exposition we shall take the case j = 1 and lo > 3 (Theorem 1.2). The former assumption allows us to work in HS(R) and thus to avoid the use of weighted spaces. The techniques needed in the general case ¿o = 2-weighted norms, the use of the vector fields x + (2j + l)td2j, and so on-have been explained in detail in [8, 10] .
Linear estimates
We begin with the following sharp homogeneous and inhomogeneous versions of the local smoothing effect of Kato type [6] exhibited by the group {e'a*J }~00 . There exist constants, c¡, such that
Proof. Version (2.1) of the homogeneous local smoothing effect was proven in [7, §4] (for previous results in this direction see [1, 20, 21] As in [8, 9] to complement the above estimate we need to bound the ZZ-norm of the maximal function supm,^ \e'9"J+ u0(x)\. For our purpose here it suffices to consider the case p -2 . Proof. See [8, 9] .
We observe that a global (in time) version of (2.5) can be obtained only when L2 is replaced by Lx with p > 4 (see [11] ). On the other hand to estimate the Lj.-norm of the maximal function (as in (1.6)) one has to use weighted norms, i.e., L2(|x|mt7x)-norm. These are essential in the proof of Theorem 1.1. Here we shall restrict ourselves to the case Iq > 3 in (1.2) (Theorem 1.2), for which estimate (2.5) suffices.
A CHANGE OF DEPENDENT VARIABLE
In this section we shall show how to use a gauge transformation to reduce the equation in (1.1) to a system of the type (1.3). The advantage is that the nonlinear terms in (1.3) do not involve the highest derivatives, i.e., those of order 2j . As was mentioned above the use of a gauge transformation was suggested by recent works of Hayashi and Ozawa [4, 5] . To simplify the exposition we shall restrict ourselves to the case 7 = 1; i.e., Combining (3.6) and (3.7) we can rewrite (3.5) In the previous section we showed that the IVP (1.1) can be written as (4.1) ' dtcuk + d>cok + Pkicuo, ... , cok+x, dxcok+x) = 0, k = 0, 1, ... , 4, dtco5 + d^co5 + P5 (<D, coo, ... , co6, dxco6) 
with <P = <&(co) as in (3.6) and where, for a fixed z, P0(-), ■■■ , A(-), Ps(z, •), P(,(z, •) are polynomials in the class (1.2) with the same to as P in (1.1), and the same holds for ?(•) with ¿0 -1 instead of ¿0 • As was mentioned in the introduction we shall consider only the case k > 3 (Theorem 1.2). In this situation the data u0 £ HS(R). Thus co(0) = (coo, ... , co6)(x, 0) £ (//^(K))7 with s' = s -6 to be determined.
In the proof of Theorem 1.2 we shall use the following notation:
for any T > 0, Proof. Estimate (4.9) follows by combining the Leibniz rule and the GagliardoNirenberg inequality.
To obtain (4.10) one needs (4.9) and the estimate (4.13) (see (3.6) ).
sup ||0 '(-, i)lloo<£"exp sup The above argument combined with the mean value theorem and the form of O in (3.6) shows that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use Hence choosing a = 2c\\co(0)\\H, and T such that c ri(l + ri)(a + ízí7')exp(íz2 + a'1"1) < i we obtain that the map A(-) defined in (4.7) defines a contraction in Yf . This basically completes the proof of Theorem 2.1 (for more details see [8] [9] [10] ).
Note added in Proof
After this work was completed, Professor W. Craig informed us that his student H. S. Cai generalized some of the results proved here.
