We present the results of a numerical study designed to address the question of whether there is a column density threshold for star formation within molecular clouds. We have simulated a large number of different clouds, with volume and column densities spanning a wide range of different values, using a state-of-the-art model for the coupled chemical, thermal and dynamical evolution of the gas.
INTRODUCTION
Ever since the pioneering work of Schmidt (1959) , astrophysicists have been interested in understanding the relationship between the surface density of gas in a galaxy and the star formation rate. Observational work by a large number of authors, summarised in the comprehensive reviews of Kennicutt (1998) and Kennicutt & Evans (2012) has demonstrated convincingly that on large scales (∼ kpc or larger) there is a clear power-law relationship between the star formation rate surface density, ΣSFR, and the surface density of molecular hydrogen, ΣH 2 , such that
Although the existence of this correlation -commonly referred to as the Kennicutt-Schmidt law -is undisputed, its nature remains unclear. For instance, there is ongoing debate regarding the value of the power-law index N . Recent work by Bigiel and collaborators (Bigiel et al. 2008 (Bigiel et al. , 2011 Schruba et al. 2011) suggests that N = 1.0 ± 0.2, consistent with a linear relationship. However, Shetty et al. (2013a,b) argue that the data actually is more consistent with a sublinear relationship, while other studies argue for higher values of N , ranging from N ∼ 1.5 (e.g. Kennicutt et al. 2007; Liu et al. 2011) to N ∼ 2.0 (e.g. Narayanan et al. 2012) .
Another important issue that remains uncertain is the extent to which this relationship is determined by the physics of star formation within individual molecular clouds. If a correlation exists on the scale of individual clouds between their column densities and the rate at which they form stars, then one would naturally expect to obtain a similar correlation on much larger scales, when one averages over many different clouds. However, this is not the only way to obtain such a correlation. Indeed, in the extreme case in which the column densities of individual molecular clouds are uncorrelated with their star formation rates, then one can still obtain a large-scale, linear correlation between ΣSFR and ΣH 2 , provided only that there is a correlation between the number of clouds and the number of star-formation regions, and that one is considering scales large enough to encompass many different examples of both, so that the smallscale stochasticity averages out.
Observations of nearby molecular clouds provide some insight into this issue. The fact that stars are observed to form only in dense molecular clouds, and not in diffuse molecular or atomic clouds suggests that even if a relationship of the form of Equation 1 holds on the scale of individual clouds, it cannot hold for all clouds: there must be some minimum threshold column density below which it breaks down. This hypothesis draws support from a number of simple theoretical models that suggest that it should exist as a consequence of the fact that in order to form stars efficiently, clouds must be able to shield themselves effectively from the external interstellar and extragalactic radiation fields (Schaye 2004; Krumholz, Leroy & McKee 2011; Glover & Clark 2012a ). However, until now no detailed numerical study of this idea has been carried out.
In addition, several recent observational studies suggest that there is indeed a good correlation between the local column density of gas and the star formation rate, but only within regions of the cloud that have high column densities (Evans et al. 2009; Heiderman et al. 2010; Lada, Lombardi & Alves 2010; Lada et al. 2012) . These studies show that star formation appears to occur only in gas with a total column density greater than around 120 M⊙ pc −2 , corresponding to an H2 column density of around 5 × 10 21 cm −2 , or a K-band extinction AK ≃ 0.8. The reason for this behaviour is currently unclear.
In light of this discussion, our aim in this paper is to address three key questions:
• Is there a mean column density below which clouds are unable to harbour star formation?
• Within a star-forming cloud, does all star formation occur above some intrinsic column density, and if so, then why does this occur?
• Does the column density of a cloud affect the rate at which stars form within it, or is this simply set by the mass volume density (and thus free-fall time) of the cloud (see e.g. Krumholz & Tan 2007)? Until very recently, it has been difficult to explore these issues using high resolution 3D simulations of star formation within molecular clouds, as the models have lacked a sufficiently detailed and accurate model of the thermal physics of the clouds. However, recent developments (Glover & Mac Low 2007a,b; Glover et al. 2010; Glover & Clark 2012a,b; have now made such a study possible.
In this paper, we present results from a study in which we simulated a suite of clouds with different masses and sizes, selected so as to sample a wide range of different volume and column densities, including those found within regions of nearby star formation. Our simulations were performed using a modified version of the GADGET-2 smoothed particle hydrodynamics (SPH) code (Springel 2005) . We have modified GADGET-2 to include a detailed thermodynamical model of the gas that accounts for the main heating and cooling processes in the interstellar medium, capturing the line emission that dominates the cooling in the warm neutral medium and cold neutral medium, as well as the dust cooling that occurs once the gas and dust are thermally coupled in pre-stellar cores.
The paper is arranged in the following manner. In Section 2, we present our suite of cloud simulations, along with Figure 1 . Points denote the masses and radii of the clouds examined in this study. Clouds that were found to be able to form stars are represented by filled circles, while clouds that were unable to form stars are represented by the open circles. For comparison, we plot both lines of constant column density (dotted) and volume density (dashed). The lines of constant column density were computed from N = M/µmpπr 2 , where M and r are the mass and radius of the cloud respectively, µ is the mean molecular weight and mp is the proton mass. The lines of constant volume density were computed assuming a uniform sphere of mass M and radius r. The dot-dashed line shows Larson's mass-radius relation (Larson 1981) . The numerical simulations are grouped by mass (20, 156, 1250 , and 10,000 M ⊙ ). The colours of the points in this plot will be used to distinguish clouds of the same mass in subsequent plots, and are the same as those given in Table  1 . Note that we performed a second simulation with a mass of 10,000 M ⊙ and density of 264 cm −3 , which had a different turbulent seed. We have omitted this cloud from the figure for clarity, but it will appear in subsequent figures, and will be denoted by a green line/symbol. details of our numerical model of the ISM and star formation. In Section 3 we discuss whether there exists a column density threshold, below which clouds are unable to form stars. The properties of the clouds, such as their temperature and density distributions are presented in Section 4. We then show how the star formation rate (in our star-forming clouds) depends on the global properties of the cloud in Section 5. In Section 6 we examine how the star formation rate correlates to the mass in "dense" gas, as discussed by Lada et al. (2010) . In this section, we also suggest a new origin for this observed correlation, based on a simple shielding argument. The implications of this study for the "star formation rate per free-fall time" (e.g. are discussed in Section 7. Finally, the main conclusions of this paper are summarised in Section 8. Table 1 . Overview of the clouds studied in this paper. The cloud identifier will be used throughout the paper when discussing a particular model. Clouds are listed here first by decreasing initial number density (n 0 ), and then by decreasing mass. The initial column number densities (Σ 0 ) are calculated from N = M/µmpπr 2 , where M and r are the mass and radius of the cloud respectively, µ is the mean molecular weight and mp is the proton mass. All number densities quoted in this paper are with respect to the number of H nuclei. The turbulent velocities listed here are the full 3D RMS values. SFR I and SFR F are the 'instantaneous' and 'full' star formation rates, respectively. The former is calculated by dividing the mass in stars (around 10 percent of the cloud mass at the point of termination) by the period during which the cloud is actively forming stars. The latter is derived from the mass in stars divided by the total time elapsed from the beginning of the simulation. More details can be found in Section 5. 
SIMULATIONS

The numerical model
We model the evolution of the gas in our simulations using a modified version of the GADGET-2 smoothed particle hydrodynamics code (Springel 2005) . We have modified the publicly available code in several respects. To begin with, we have added a sink particle implementation, based on the prescription in Bate, Bonnell & Price (1995) , to allow us to follow the evolution of the gas beyond the point at which the first protostar forms. Our particular implementation is the one first described in Jappsen et al. (2005) . SPH particles are first considered as candidates for conversion to sink particles once their number density exceeds 10 7 cm −3 , the density at which the Jeans mass for 10 K gas becomes comparable to our mass resolution limit in the most poorly resolved simulation. However, sink particle creation only occurs if the candidate particle passes a number of tests: the gas must be gravitationally bound, collapsing (negative velocity divergence), accelerating towards a common point (negative acceleration divergence), and be located further than a predefined distance from any other sink. In our simulations, this distance is set to 1200 AU, or roughly twice the expected Jeans length in gas with n = 10 7 cm −3 and T = 10 K. Once a sink forms, it is free to accrete any gas that falls within the 'accretion radius' of 600 AU, provided that it is not only bound to the sink particle, but is more tightly bound to that sink particle than to any other.
In addition, we have implemented an external pressure term (e.g. Benz 1990 ) into the SPH equations. This enables us to model a constant pressure boundary, as opposed to the vacuum or periodic boundary conditions that are the only choices available in the standard version of GADGET-2. The details of this term can be found in Clark et al. (2011) .
To set the value of the external pressure term, Pext, we first run the code without it, and let the outer layer of each cloud evolve to its equilibrium temperature. The temperature and density of this outer layer are then used to calculate a value for Pext for each cloud. This value is held constant during the course of the simulation.
To model the chemical and thermal evolution of the gas, we use the treatment described in Glover & Clark (2012b,c) . This treatment combines the network for hydrogen chemistry introduced by Glover & Mac Low (2007a,b) with an approximate model of CO formation and destruction proposed by Nelson & Langer (1999) . Comparison of this simple CO model against the more complex model presented in Glover et al. (2010) demonstrates that it produces comparable results at roughly a third of the computational cost (Glover & Clark 2012b) . Our model includes H2 formation on dust grains (following the classic prescription of Hollenbach & McKee 1979 ), but does not include any other grain surface processes, such as the freeze-out of CO. However, we do not expect this omission to significantly affect the thermal balance of the gas (Goldsmith 2001) .
We assume that our clouds are illuminated by the standard interstellar radiation field (ISRF), using the parameterisation of Draine (1978) for the ultraviolet portion of the spectrum, and that of Black (1994) at longer wavelengths. We keep the radiation field strength fixed in all of our models. To treat the penetration of radiation into the model clouds, we use the TreeCol algorithm , as described in Glover & Clark (2012a) . Our treatment accounts for the effects of dust extinction, H2 self-shielding (following Draine & Bertoldi 1996) , CO self-shielding and the shielding of CO by H2 (Lee et al. 1996) . We take the cosmic ray ionization rate to be ζH = 3 × 10 −17 s −1 . This is somewhat lower than the values now thought to be appropriate for the diffuse ISM (see e.g. McCall et al. 2003; Shaw et al. 2008; Indriolo & McCall 2012) , but is consistent with the value determined for gas within dense prestellar cores (see e.g. van der Tak & van Dishoeck 2000; Maret & Bergin 2007) . Variations in this value of a factor of a few are unlikely to significantly affect our results (Glover & Clark 2012c ). In addition to our 3D models, whose initial conditions are described in section 2.2 below, we also have run a large suite of one-zone models using the same chemical and thermal treatment as in the dynamical models. For each of these one-zone models, we specify the gas number density n and the total column density N . The latter quantity is then used to compute the attenuation of the ISRF due to dust absorption, H2 self-shielding etc. under the assumption that the gas is chemically homogeneous. The one-zone models are run until the gas reaches chemical and thermal equilibrium. Although these calculations are extremely simplified in comparison to our full 3D models, they have the great advantage that they are very fast, and hence it is possible to fully sample the range of number densities and column densities considered in this study with much higher resolution than would be possible using our dynamical models. As we shall see in later sections, these simplified models prove to be helpful for interpreting the results from our full 3D runs.
The clouds modelled in this study
One important goal of this paper is to address a fairly simple question: if a cloud is born with a certain mass and size, will it form stars? As such, we want to cover a wide range of cloud masses and sizes to see how the conditions in the cloud change. At first glance the problem may seem trivial. At the very minimum, a cloud can only collapse if its mass exceeds the Jeans mass,
where ρ is the mass density, T is the temperature, and µ is the mean molecular weight, in units of the proton mass mp, and where this expression has been derived by equating the gravitational energy of a uniform density sphere to its internal thermal energy. As many of the cooling processes in molecular clouds are a function of density, one would imagine that it should be simple to determine when a cloud is bound. However the heating processes, such as H2 dissociation and photoelectric emission from dust, depend on both the mass density and the column density of the cloud. This means that the temperature of the gas is not determined purely by local conditions, but is also a function of position within the cloud. Add to that the fact that turbulence can sweep up large regions of gas to create dense (and thus cool) structures, not to mention holes through which the external radiation field can penetrate, and we can see that the problem is potentially more complex than one would first imagine.
The suite of clouds studied in this paper are shown in the mass-radius diagram in Figure 1 . For convenience, we have also plotted lines of constant column density, as well as lines of constant number density. The oft-quoted law of 'constant column', or Larson's third law (Larson 1981 ) is also shown. Our ensemble of models is centred around 4 different cloud masses: 10,000 M⊙, 1250 M⊙, 156 M⊙, and 20 M⊙.
All of the clouds are initially uniform density spheres, and as such have a distinct edge, and evolve under nonperiodic gravity. At the start of the simulations, we impose a turbulent velocity field that has a power spectrum of P (k) ∝ k −4 , which is left to freely decay as the simulation evolves. The initial magnitude of the turbulence is chosen such that the bulk kinetic energy is half the magnitude of the gravitational energy of the cloud. To ensure that the turbulent velocity field is modelled with the same spatial resolution in each simulation, we decided to keep the number of SPH particles fixed at 2 million for all of the clouds. We note that this means that the mass resolution (usually taken to be 100 times the mass of a single SPH particle; see e.g. Bate & Burkert 1997) varies considerably between the different simulations, from 0.001 M⊙ in the 20 M⊙ clouds to 0.5 M⊙ in the 10,000 M⊙ clouds. However, Glover & Clark (2012a) have shown that the star formation rate in 10,000 M⊙ clouds is already converged at 0.5 M⊙ resolution, implying that the differing mass resolution employed here should not significantly affect the ability of the clouds to form stars. Physically, we can understand this by noting that a mass resolution of 0.5 M⊙ is already sufficient to resolve essentially all of the pre-stellar cores in the cloud that go on to form stars. Improving the mass resolution beyond this point improves our ability to model fragmentation within these cores, which is important if one is interested in the initial mass function of the stars that form, but not if one merely wants to know how much mass is converted to stars per unit time.
We fix the chemical composition of the gas by assuming that the hydrogen, helium and oxygen start in fully atomic form, and that all of the carbon is initially in the form of C + . We note that in reality, the conversion of hydrogen from H to H2 will likely occur before or during the assembly of the cloud (Dobbs et al. 2008; , and for this reason we slightly overestimate the heating rate of the gas in the clouds, owing to the contribution made by H2 formation heating. However, in practice this process is of only minor importance compared to other heating mechanisms, such as the photoelectric effect, cosmic ray heating, or the influence of dynamical processes such as shocks or adiabatic compression (Glover & Clark 2012a ). We therefore do not expect our main results to be sensitive to this choice.
Each of our simulations was run until one of two conditions was met: either 10% of the mass of the cloud had been converted into stars, or three gravitational free-fall times (computed for the mean cloud density) had elapsed. We found that in practice, the simulations split into two categories: either they ran for the full three fall-fall times without forming any stars, or they reached the required star formation efficiency within two free-fall times (a full discussion of the star formation rate will be given in Section 5). . Column density images from several of our low and medium density runs. Each panel has the cloud label that can be used to identify the clouds in Table 1 . The size of the box is chosen to match the diameter of the cloud at the beginning of the simulation. For the starless clouds, the image shows the state of the gas after a single free-fall time. The other clouds are shown just before the onset of star formation. In the left-hand panel, the coloured region indicates the equilibrium temperatures predicted by our one-zone model, plotted as a function of the mass and radius of the clouds. The centre panel shows the number of Jeans masses, N J , contained within the clouds, while the right-hand panel shows the Mach number of the turbulence within the cloud. In both cases, these values are computed assuming that the cloud is isothermal and at the equilibrium temperature predicted by our one-zone model. In addition, when computing the Mach number, we have assumed that the kinetic energy of the turbulence is the same as in our SPH simulations, i.e. E kin = 0.5|Egrav|. In all three panels, the lines and white circles have the same meanings as in Figure 1 .
IS THERE A COLUMN DENSITY
THRESHOLD FOR STAR FORMATION?
Results from three-dimensional models
The first goal of our paper is to establish how the ability of a cloud to form stars depends on its mean column density. Is there a clear column density threshold, below which clouds are unable to collapse and form stars, or is the situation more complicated? The results of our simulations demonstrate that although the cloud column density plays an important role in determining whether a given cloud can form stars, the behaviour cannot be described in terms of a single column density threshold, valid for all cloud masses. This is illustrated in Figure 1 , where in addition to showing the mass and radius of our model clouds, we also indicate how successful they were at forming stars. Filled circles in Figure 1 correspond to star-forming clouds, while open circles denote "sterile" clouds that do not form any stars within three gravitational free-fall times. We see that if we increase the cloud radius while keeping the cloud mass fixed, which corresponds to reducing both the volume density and the column density of the cloud, then eventually our clouds become sterile. For our cloud models with masses of 156 M⊙ and 1250 M⊙, this transition occurs at a column density of around 10 21 cm −2 , and it is tempting to identify this as a threshold column density. However, our lowest mass clouds become sterile at higher column densities, while our highest mass clouds are still able to form stars at somewhat lower column densities, suggesting that there is no single threshold value that is valid for all cloud masses.
Results from one-zone models
To get a better understanding of the physics involved, we performed a large number of one-zone models of 'clouds' (defined by a single mass, radius, volume density, and column density) to compute an estimate of the temperature in the regime of interest in the mass-radius diagram. These temperatures can then be used in conjunction with the cloud's volume density to compute a mean Jeans mass. From this, we can estimate the number of Jeans masses in the cloud (i.e. NJ = M cloud /mJ), which should give a good indication of the likelihood that a given cloud will be capable of star formation. The results from such an analysis are shown in Figure 3 . Also shown is the mean Mach number of the turbulence that one would expect to find in the clouds, computed using the assumption that the turbulent kinetic energy is equal to half of the gravitational energy, as in the initial conditions for our 3D models.
From the left-hand panel of Figure 3 , which shows the temperatures derived from our one-zone model, we see that for clouds with column densities greater than N ∼ 10 21 cm −2 , lines of constant temperature roughly follow lines of constant column density. This is due primarily to the influence of photoelectric heating, which is the dominant heat source in low N clouds, but which becomes much less effective once the cloud becomes optically thick to photons with hν > 6 eV. In the unshielded regime, the equilibrium temperature of the cloud is around 100 K or more, but once the cloud becomes able to shield itself against the incident photons and reduce the efficacy of the photoelectric heating, its temperature drops to around 20 K, driven by C + cooling. Additional cooling occurs once the visual extinction exceeds a few magnitudes and the cloud becomes capable of maintaining a large CO fraction. At even higher column densities, the CO lines become optically thick and the equilibrium temperature rises slightly, but it remains relatively small, of order 10 K.
If we now look at the number of Jeans masses that we expect to find in the clouds, illustrated in the centre panel of Figure 3 , we see that lines of constant column density do not correspond to lines of constant NJ. Instead, NJ is significantly smaller for low mass, high volume density clouds, than for higher mass, lower volume density clouds with the same column density. This behaviour is actually fairly simple to understand. An idealised spherical cloud with volume density n and radius R has a mass that scales as M ∼ nR 3 ∼ N 3 n −2 , where N ∼ nR is the column density of the cloud, measured between the edge and the centre. If the temperature of the gas is T , then the Jeans mass within the cloud scales as mJ ∼ T 3/2 n −1/2 . Therefore NJ = M/mJ ∼ N 3 T −3/2 n −3/2 . If we assume that T remains almost constant as we vary n provided that we keep the column density N fixed, then we find that at constant column density, NJ ∼ n −3/2 . In other words, our cloud contains fewer Jeans masses when its density is high than when its density is low. This behaviour occurs because although mJ decreases with increasing n, the cloud mass decreases much more rapidly: for a cloud at fixed column density, M ∼ n −2 . An obvious requirement for star formation to occur is that at least part of our cloud must be unstable to gravitational collapse. Supersonic turbulence can create unstable regions within clouds that are themselves gravitationally unbound (see e.g. Clark et al. 2005; Dobbs et al. 2011 ), but nevertheless, we expect clouds with NJ ≫ 1 to be much more effective at forming stars than clouds with NJ ≪ 1. If we therefore adopt the requirement that NJ > 1 in order for efficient star formation to occur, then our analysis above demonstrates that this condition will be satisfied at different column densities for different cloud masses. In other words, there is no single column density threshold -the threshold value is a function of the cloud mass, in agreement with the results plotted in Figure 3 . However, we also see that NJ depends strongly on the value of the column density, particularly once the cloud starts to shield itself from the influence of the interstellar radiation field. We would therefore not expect the threshold value to vary by much as we vary the cloud mass. Again, this is in good agreement with the results shown in Figure 3 , which show that the threshold column density for efficient star formation varies by less than an order of magnitude as we vary the cloud mass by almost three orders of magnitude.
In general, we find that the simple Jeans analysis from the one-zone models does a good job of predicting regions of the mass-radius diagram in which star formation should be possible. However, if we look at the most massive clouds in our study, we see that the predictive power of the one-zone model begins to break down. All of our simulated 10 4 M⊙ clouds form stars, even though the one-zone model predicts that the lowest density example (run n5-m10000) should have NJ < 1. One important reason that the one-zone model breaks down in this case is that our assumption that the cloud has an approximately isothermal temperature distribution becomes increasingly inaccurate as we move to lower mean densities. In our dense, low column density clouds, the difference between the temperature at the edge of the cloud and in the mildly shielded region at the cloud centre is fairly small, as the plots in Figure 4 demonstrate. As we decrease the cloud density, however, the temperature difference grows significantly. This occurs because at densities below Table 1 . Starless clouds are depicted after one initial free-fall time, while star-forming clouds are shown immediately before the onset of star formation. The bottom row shows the cumulative mass distribution of the Jeans masses. Assuming the cumulative mass is spatially coherent, curves sitting above the black-dashed line show clouds (or parts of the cloud) that should be able to collapse -at least according to the classical Jeans analysis. As such, one would expect star-forming clouds to sit (at least in part) above the black-dashed line, while the sterile clouds should sit completely below the line. The figure demonstrates that this is indeed the case.
n ∼ 10 cm −3 , the equilibrium temperature becomes a very steep function of density (see e.g. Wolfire et al. 1995) . Small differences in the thermal pressure (due, for instance, to the small amount of shielding that is present at the cloud centre) lead to density gradients that then create much larger differences in the temperature and pressure.
The role of turbulence
Another weakness in our one-zone models is that they do not allow us to account for the effect of turbulence within the clouds, which can create bound sub-structures even in clouds with NJ < 1 (Clark et al. 2005) . We can get some idea of the regions in the mass-radius diagram in which we might expect turbulence to be important by computing the expected turbulent Mach number for each cloud. The resulting values are plotted in the right-hand panel of Figure 3 . We see that in practice, clouds with NJ ∼ 1 that are initially close to virial equilibrium, as in this case, will have a turbulent Mach number of around 1. This is to be expected: clouds with only a single Jeans mass have thermal and gravitational energies that are equal, and clouds that are close to virial equilibrium have kinetic energies that are comparable to their gravitational energy, so it follows that the turbulent kinetic energy and thermal energy of these clouds will also be comparable.
The turbulence within the clouds contributes to their global stability, but on smaller scales leads to enhanced fragmentation (Mac Low & Klessen 2004) . It plays an important role in driving star formation in our large, low-density clouds, where the amount of mass entrained by the turbulent flows is large, and where relatively small changes in the local volume and column densities can lead to much larger changes in the gas temperature and hence the local Jeans mass. Additionally, it should be noted that the turbulent velocity fields that are used to impose the initial turbulence in the clouds in our simulations are created with a "natural" mix of 2:1 solenoidal to compressive modes. If one were to adopt a higher compressive contribution (due, for example, to orbit crowding within spiral arms, or to compression by a supernova remnant or H ii regions), then more high density gas would be created, enhancing the prospects for star formation Federrath & Klessen 2012) .
Our simulations suggest that the cloud mass needs to be 10 4 M⊙ in order for stars to form when the cloud-averaged column density is below 10 21 cm −2 . In lower mass clouds, the required column density is a factor of a few larger. Nevertheless, even in this case, the required column densities are significantly smaller than the threshold value of around 10 22 cm −2 proposed by Heiderman et al. (2010) . This suggests that the observed "threshold" in local star-forming regions is probably a tracer of the star formation activity, rather than a physical condition that must be met before star formation can occur, as we discuss further in Section 6 below. In fact, our calculations suggest that clouds can harbour active star forming sites when their column density is a factor of a few below lower than 10 21 cm −3 , provided that they have masses around 10 5 M⊙and higher. Given that this is a typical mass for a giant molecular cloud (GMC), it would seem that star formation should have no problems in proceeding in such low column and volume density environments.
PHYSICAL CONDITIONS IN THE CLOUDS
Although the one-zone calculations seem to be able to predict where star formation can occur on the mass-radius diagram, they say nothing about the internal structure of the clouds, and the range of densities and temperatures that one should expect. To this end, in Figure 4 we look at the temperature and density distributions in our 3D model clouds. As in all of our figures, star-forming clouds are depicted just before the onset of star formation (within 10 4 yr of the first sink particle forming -set by the rate at which we write snapshots), while the sterile clouds are depicted after one initial free-fall time. However, we note that in the starforming clouds, the onset of star formation tends to occur at around a free-fall time (see Table 1 ), and so all the clouds are shown at a roughly equivalent evolutionary point.
The probability density functions (PDF) describing the number density in each of the clouds are shown in the top row of panels in Figure 4 . We see that clouds that form stars (the solid lines) have significantly broader PDFs than their sterile counterparts (the dot-dashed lines). This is a direct consequence of the gravitational collapse that is occurring on small scales within the star-forming clouds. This leads to the density PDFs of these clouds developing power-law-like features at the high density end, similar to those reported by a number of previous studies (see e.g. Klessen 2000; Slyz et al. 2005; Vázquez-Semadeni et al. 2008; Collins et al. 2011; Kritsuk, Norman & Wagner 2011; Federrath & Klessen 2013 ).
If we now look at the temperature PDFs, shown in the middle row of panels in Figure 4 , we see that it is more difficult to distinguish between star-forming and sterile clouds. The width of the temperature PDFs is determined primarily by the mean density of the cloud, rather than by whether or not the cloud is collapsing. Our massive clouds, which have relatively low mean densities, have broad temperature PDFs, because at low densities, the equilibrium gas temperature is a strongly varying function of density. On the other hand, our lower mass, denser clouds have narrower temperature PDFs, because at higher densities, the dependence of temperature on density is less pronounced. Nevertheless, even in this case it is clear that our clouds are not isothermal, but rather exhibit a range of different temperatures.
We also see that the mean temperature of the clouds is not a good diagnostic of whether or not they will form stars. The sterile clouds in runs n264-m20 and n1000-m20 have temperature distributions that peak around 30 K, but so does the star-forming cloud in run n264-m156, while the star-forming clouds in runs n5-m10000 and n10-m10000 have distributions that peak at much higher temperatures. The best indication of star formation comes from the low density end of the PDF. All of our star-forming clouds con-tain gas with T < 20 K, often in large quantities. On the other hand, none of our sterile clouds contain gas that is this cold. We can explain this difference rather easily. In order to produce gas with T < 20 K, we require two things: a relatively high extinction, so that the gas is well-shielded from photoelectric heating, and a high CO fraction, as C + cooling alone has difficulty in cooling the gas below 20 K (Glover & Clark 2012a) . Both conditions are satisfied within the dense, gravitationally collapsing structures that form within our star-forming clouds, but are generally not satisfied within the lower density, gravitationally stable gas that we find within our sterile clouds. The presence of very cold gas is therefore a consequence of the gravitational collapse of the clouds.
The bottom row of panels in Figure 4 shows the amount of bound gas that is present in each cloud. The panels show the cumulative amount of mass in the cloud that has a Jeans mass below the value plotted on the x-axis. The black dashed line shows the linear relationship that denotes how much of the cloud is gravitationally bound (at least in terms of the thermal support), such that the amount of mass lying above this line represents the amount of gas that is potentially available for star formation. We see that all of the sterile clouds lie below the dashed line, implying that they have no regions within them that are gravitationally bound. This result is consistent with the outcome of the Jeans analysis that we performed using the results from the one-zone cloud models, and provides a natural explanation for why these clouds fail to form stars. On the other hand, we see that in most of the star-forming clouds, essentially all of the gas is gravitationally unstable and hence is potentially able to form stars. The one exception is the very diffuse n5-m10000 cloud, in which most of the gas is gravitationally stable, with only around 10% being unstable and available for star formation.
THE STAR FORMATION RATE
We have seen that clouds with a wide range of different masses and densities are capable of forming stars. However, an important question remains: once these clouds start to form stars, how quickly does the conversion of gas into stars proceed? In what follows, we first discuss the different ways to measure the star formation rate in the clouds, before going on to discuss specific comparisons to our models.
Measuring the star formation rate
There are two relatively straightforward ways to measure the star formation rate (SFR) in our simulations. The first is to ask how long the cloud takes to convert a given mass into stars, with the clock starting at the point at which the cloud is "assembled". In our case, as our clouds are preassembled at the start of the simulation, this amounts to measuring the time from the beginning of the simulation. This star formation rate is then defined by Mstars/t end = fSFEM cloud /t end , where Mstars is the mass in stars, t end is the time taken to form these stars, and fSFE is the star formation efficiency, defined here as fSFE ≡ Mstars/M cloud , where M cloud is the initial mass of the cloud. We will refer Figure 6 . The star formation rate as a function of M cloud /t ff , the ratio of the cloud mass to the initial free-fall time. The upper panel shows our estimate of the "instantaneous" star formation rate, SFR I , while the lower panel shows the "full" star formation rate, SFR F , corresponding to the star formation rate averaged over the full evolutionary timescale of the cloud. Symbol shapes and colours are the same as those given in Table 1 . Table 1. to this definition as the "full" star formation rate -SFRFas it considers the full evolutionary timescale of the cloud.
The second way to measure the star formation rate in the clouds is to consider the amount of mass that is currently being turned into stars -the "instantaneous" rate, which we will denote by SFRI. The main problem with this definition is that the instantaneous star formation rate varies substantially on short time periods, owing to the inherent stochasticity of the star formation process. This is illustrated in Figure 5 , where we show the mass in stars as a function of time for each of our star-forming clouds. If SFRI were constant in a given cloud, then the mass of stars formed in that cloud would be directly proportional to the time elapsed since the beginning of star formation, and one would see a straight line in Figure 5 . For some of our model clouds (e.g. n5-m10000), we do find an approximately linear relationship between Mstars and time, but for others (e.g. n264-m10000), there is much more variability in the relationship. In view of this issue, we do not consider the true, instantaneous star formation rate, but instead the value averaged over the cloud's star-forming period. We therefore set SFRI = Mstars/(t end − tSF), where tSF is the time at which the first star forms, as measured from the start of the simulation.
Which of these two rates is more appropriate to use when making comparisons with observational data depends on the nature of the observations. For example, when comparing predicted star formation rates with observational values derived from counting the number of jets and outflows, SFRI is the best choice, as these observations directly reflect the current rate at which stars are forming in the clouds. SFRF is potentially a better choice when the observational measure of the SFR is related to integrated quantities, such as the total far-infrared flux, or the number of YSOs in the cloud. As the comparisons made in this paper are of this nature, we argue that SFRF is the best measure for our purposes. Nevertheless, we present both values in the next section, so that the reader can see the dependency on the choice of star-formation measure.
The dependency of the star formation rate on the cloud properties
It has long been suggested that the star formation rate in a GMC can be described as some fraction ǫ of the cloud's mass M cloud collapsing into stars on the cloud's mean freefall time t ff ,
Originally, the idea became popular as an explanation of the Kennicutt-Schmidt law (Schmidt 1959; Kennicutt 1998 With these later models, it has become common to express the star formation rate in terms of ǫ, the fraction of the cloud converted to stars per free-fall Figure 8 . The SFRs as a function of the total mass in the cloud. Symbol shapes and colours are those given in Table 1 . Figure 9 . The SFRs as a function of the mass in the cloud that is traced by CO. The latter is defined by M CO = m i x co,i /Xc, where i denotes the sum over the particles, m i is the particle mass, x co,i is the fractional abundance of CO relative to hydrogen, and Xc is the total elemental abundance of C relative to H. Symbol shapes and colours represent the mass of each cloud (i.e. not just that traced by CO), and density, as given in Table 1. time.
1 Federrath & Klessen (2012) showed that for the definition of ǫ given above, ǫ should vary substantially with the properties of the cloud, but in general should be in the range of 0.1 to 1 (although in some cases, it can fall outside this Figure 10 . The surface density of the SFR as a function of the initial surface density of the cloud (given by the total mass). Symbol shapes and colours are the same as those in Figure 9 . range in both directions). Benchmarking the models against numerical simulations, they found a relatively good agreement over a wide parameter range.
In Figure 6 we plot our two estimates of the SFR against M cloud /t ff . The dashed lines in this plot are lines of constant ǫ. We see that for our preferred measure of the star formation rate, SFRF, we find values for ǫ that are mostly in the range 0.05-0.2. For our other measure of the star formation rate, SFRI, the ǫ has a higher mean of around 0.6. Although the physics in our models differs from those of Federrath & Klessen (2012) , we find that our clouds are in good agreement with their results.
Given that density appears in the derivation of the star formation rate per free-fall time, we would expect the SFR in our clouds to depend on the mean density in the cloud. In Figure 7 we see that this depends strongly on how the SFR is measured. In the case where ǫ is derived from SFRF, it varies with cloud density, with high-density clouds collapsing to form stars faster than low density clouds. In contrast, when ǫ is derived from SFRI there is very little dependence on the cloud density. Again, the results for the SFRI case make sense when we consider that the instantaneous star formation rate is more likely correlated with the dense gas component, and thus not sensitive to the free-fall time of the cloud as a whole.
Although the star formation rate is a function of the density in the simple free-fall time model, it is clearly a much stronger function of the cloud's mass. Given the range of density and mass in our sample clouds, we would then expect the overall star formation efficiency to be well correlated with the total mass in the cloud. This is demonstrated in Figure 8 . However, the density dependency does introduce scatter, as expected, and the resulting dispersion in the SFR for our clouds is over an order of magnitude.
Since stars will form most easily in regions that have low Jeans masses, it is also interesting to examine whether there is a correlation between the SFR and the amount of cold, dense gas in the clouds. From our previous studies (see e.g. Molina et al. 2011; Glover & Clark 2012c; , we know that there is a good correlation between CO and cold gas, since to form large quantities of CO, we need to shield the gas from the external radiation field, and this same shielding also strongly reduces the effects of photoelectric heating, allowing the gas to reach low temperatures. It is therefore natural to try to use CO as a measure of the cold, dense component of the clouds. Modelling the detailed 12 CO and 13 CO emission from our simulated clouds lies outside the scope of our present study, and so for this analysis we use a simpler measure of the amount of gas traced by CO. We define a quantity
where mi and xCO,i are the mass and CO abundance of particle i, Npart is the total number of SPH particles, and XC is the elemental abundance of carbon, measured by number and with respect to the number of hydrogen nuclei. (In all of the simulations presented here, XC = 1.4 × 10 −4 ). In Figure 9 , we show how the SFR in our clouds varies as a function of MCO. We see from the Figure that the relationship between MCO and the SFR is much tighter than the relationship between the SFR and total cloud mass, and has a slope of around 1. In this case, the density of the cloud does not introduce scatter: in low density clouds, only a small fraction of their total mass is traced by CO, while in higher density clouds, a larger fraction is traced by CO. This effect tightens the relationship seen in Figure 8 .
If one were to divide both axes in Figure 9 by a constant area, the resulting relationship between the surface density of star formation and the surface density of gas traced by CO would be linear, as suggested by Bigiel et al. (2008) . The overall trend in our simulations is therefore consistent with both observational (Lada et al. 2012) , and theoretical predictions (Krumholz, Leroy & McKee 2011; Krumholz et al. 2012; Padoan et al. 2012 ) that the star formation rate correlates well with the mass in dense gas. Note, however, that these results do not say how the surface density of CO emission in these clouds correlates with the SFR, and so one needs to be careful when comparing to the observed relation.
In contrast, we find that when we consider the total area and total mass of our clouds (including the atomic envelope), the Kennicutt-Schmidt law no longer holds. This is shown in Figure 10 , in which we plot the star formation rate for each cloud against its initial surface density (which remains roughly constant over the timescales we consider here). We see that the resulting distribution has no clear trend, consistent with the findings of Heiderman et al. (2010), who showed that the star formation rate in local clouds is not a function of their column density. Figure 11 . The top panel shows the mass residing above a column density of 0.025 g cm −2 , equivalent to a K-band extinction of 0.8, as a function of time after the onset of star formation in each cloud. In the bottom panel we show the mass above a number density of 10 4 cm −3 , again as a function of time after the onset of star formation. All line-styles/colours are the same as those in Figure 5 . The lines show that in our suite of clouds (which span a diverse range of conditions) the two mass fractions are not correlated. Further, we see that once star formation is underway, the mass above the column density threshold is approximately constant.
6 THE AK = 0.8 "THRESHOLD" FOR STAR FORMATION Lada, Lombardi & Alves (2010; hereafter LLA10) showed that the number of young stellar objects (YSOs) in nearby molecular clouds is strongly correlated with the mass that resides above a K-band extinction of AK = 0.8, corresponding to a gas surface density of roughly 120 M⊙ pc −2 . The relationship that they obtain can be written as
If one assumes that the number of YSOs can be taken as a measure of the star formation rate, and further assumes a mean YSO age of 2 Myr and a mean YSO mass of 0.5 M⊙, then their observations imply that the star formation rate in nearby clouds scales with MK>0.8 as
The interpretation of this correlation put forward in LLA10 is that the mass above an extinction AK = 0.8 corresponds to the mass residing in regions with number density n > 10 4 cm −3 . As justification, they cite the fact that high density tracers such as N2H
+ that are known to trace gas with n > 10 4 cm −3 are typically observed only towards regions with AK ∼ 0.8 or above (Bergin et al. 2001 (Bergin et al. , 2002 ; 
Aguti et al. 2007
). Theoretically, we expect the amount of dense gas to correlate strongly with the star formation rate, so if we can identify this gas with the gas at AK 0.8, then we will obtain a correlation between SFR and MK>0.8, as observed.
Although this interpretation is seductive, one can see there is an obvious flaw in the reasoning: the fact that high density gas is found in high extinction regions does not necessarily imply that the high extinction regions are composed solely of high density gas. Surveys of Milky Way GMCs show that many have mean surface densities that are higher than 120 M⊙ pc −2 (see e.g. Solomon et al. 1987; Roman-Duval et al. 2010) , and yet the mean volume densities in these clouds are typically only a few times 100 cm −3 . Clearly the interpretation that all, or even most, gas residing at column densities greater than 120 M⊙ pc −2 has an intrinsic volume density above 10 4 cm −3 is overly simplistic, and only really applicable to isolated, starless cores, rather than the massive star-forming regions that make up the cloud sample in LLA10.
We can use our simulations to test the assumption that the gas above the column density threshold corresponds to gas above number densities of 10 4 cm −3 . In Figure 11 we plot, for all the star-forming clouds in our study, the mass above a column density of 120 M⊙ pc −2 -which we use as a proxy for AK 0.8 -as a function of time after the onset of star formation. The column densities were obtained from maps similar to those shown in Figure 2 . We also show the mass (in gas, not stars) residing above a number density of n = 10 4 cm −3 . The results show that the mass residing above the column density threshold is roughly constant once star formation is underway in our clouds. We also see that mass above the threshold is a function both of the mass and of the mean density of the cloud. Furthermore, these mass fractions are not particularly sensitive to our choice of random turbulent field: runs n264-m10000 and n264-m10000-s2 (the solid dark-blue and green lines), performed with different realisations of the turbulent field, yield very similar results for MK>0.8. The only clouds that show a significant evolution in the mass above the threshold are n5-m10000 (the solid orange line) and n2640-m20 (the dotted, dark-blue line), both of which show a downward trend as they evolve. Interestingly, this is accompanied by a drop in the star formation rates of these clouds (see Figure 5) .
However, we see that the amount of gas above 10 4 cm −3
in these clouds evolves quite differently. First, we see that the assumption that AK 0.8 corresponds to gas with n > 10 4 cm −3 is a poor one, at least for these simple cloud models. At early times, the amount of gas above the threshold volume density can be orders of magnitude smaller than the amount of gas above the column density threshold. The second feature we note is that the mass above the volume density threshold is strongly time-dependent for most of the clouds in our suite. Although a cloud may contain a significant amount of mass above the column density threshold, not all of it is initially gravitationally bound. At first, only a single core (or small cluster-forming clump) goes into collapse, and so the mass above n = 10 4 cm −3 is around a few tens of solar masses. As progressively more of the cloud goes into collapse, and larger clusters are formed, the fraction of gas above n = 10 4 cm −3 rises. Gradually, the fractions of mass above the two thresholds do become quite similar, but only at fairly late times in the clouds' evolution, when our simulations are approaching a SFE of around 10 percent.
One implication of these results is that LLA10's relationship is not an evolutionary process, but rather that clouds are born with an inherent ability to form stars. In our clouds, the mass above the column density threshold remains roughly constant once star formation has set in, but we know from Figure 5 that the mass is constantly rising after this point. If the clouds were caught at very different stages of their evolution, then the correlation between NYSOs (or the mass in stars) and MK>0.8 would be weak. The fact that it is a fairly tight correlation implies that we are catching them at a similar stage in their star formation cycle (assuming that the clouds in our study are representative of those studied by LLA10). Indeed, LLA10 adopt a mean value of 2 ± 1 Myr for the ages of their YSOs, to account for the wide range of protostellar ages in their cloud sample. The implication is that these regions have been forming stars for at least 2 Myr. We see from our Figure 11 that the correlation between the gas at high volume densities (the actively star-forming gas) and the gas at high column densities only holds once star formation is well underway in the clouds. For the large clouds, this amounts to a few Myr of evolution.
So what is the correlation between SFR and MK>0.8 in our models, and does it reproduce the observed results? Given the limited resolution in our study, our sink particles are rather large -roughly the size of a dense protostellar core -and so we are unable to reproduce the star-count method used in LLA10 to estimate the SFR. As such we will use the star formation rates as measured directly from our simulations (described above in Section 5).
In Figure 12 , we plot the star formation rates that we measure for our model clouds versus the mass of gas with AK 0.8, as measured immediately prior to the onset of star formation (again, using column density images such as those in Figure 2) . In this figure, we show both our measures of the star formation rate (SFRI and SFRF).
Although the overall trend in our clouds follows that found in LLA10, we tend to find systematically higher star formation rates. The SFRF measure yields a closer fit to the observed trend, and for the higher mass clouds, is within a factor of two. This is primarily because this measure of the rate involves averaging over the total cloud lifetime (including the star formation period), which for star-forming clouds clearly amounts to at least one free-fall time. For the clouds with number densities n ∼ 100 cm −3 or less (i.e. our highmass clouds), this amounts to a period of around 2 Myr, similar to the age adopted by LLA10 in their determination of the star formation rate. It should also be remembered that our simulations do not include the effects of stellar feedback, and hence will tend to over-estimate the true star formation rate. If small-scale feedback (e.g. winds, or jets) removes 50% of the protostellar core mass before it has the chance to form stars, then all of our points would shift downwards in Figure 12 by a factor of two, putting them in better agreement with the LLA10 measurements.
Another important result that we can see in Figure 12 is the fact that for the low-mass clouds, our points lie several orders of magnitude off the line. This behaviour is easily explained. The star formation rate for a single protostellar core cannot be much smaller that Mcore/t ff,core , where t ff,core is the free-fall time of the core, unless the core is magnetically sub-critical, which is certainly not the case in our simulations, and which does not appear to be the case in real molecular clouds (Crutcher 2012) . Furthermore, the core mass for a star-forming core must greater than the Jeans mass at the same density, or else the core would not be gravitationally unstable. At n = 10 4 cm −3 , the density of a typical protostellar core, we have MJ ∼ 2 M⊙ and t ff,core ∼ 5 × 10 5 yr. At higher densities, both of these values decrease, but if the gas in the core is approximately isothermal then both MJ and t ff will scale with density as n −1/2 , making their ratio independent of density. Therefore, the star formation rate for a single protostellar core can never be significantly smaller than Mcore/t ff,core ≃ 2/5 × 10 5 ≃ 4 × 10 −6 M⊙ yr −1 . Clouds that form many protostellar cores can clearly have star formation rates that sit far above this value, but no cloud can have a star formation rate much below this value, since it is not possible to form less than a single core (unless the cloud is not forming stars at all). Our least massive star-forming clouds have very low values of MK>0.8, since the total cloud mass is low, and have star formation rates close to this minimum value, far above what one would expect if the LLA10 correlation held down to arbitrarily low values. We note that the sample of clouds presented in LLA10 contains only clouds with more than 100 M⊙ above the AK 0.8 threshold, and so does not constrain this very low mass region, where we expect the correlation to break down.
So what is the origin of the "threshold" column density? Is it simply that the dense gas fraction (eventually) matches the fraction of gas above the column density thresholdas discussed above -or is there something else going on? We can gain considerable insight into the answer to this Figure 13 . Variation of the particles' Jeans mass (calculated from the particles' temperature and density) with the projected column density, as seen looking down the z-axis in the simulation. The column density images used here have a resolution of 0.02 pc. We see that along a given line of sight, the Jeans mass can vary substantially. However, for regions with a column density above 100 M ⊙ pc −2 , the scatter drops substantially. This reflects the column density at which the gas can shield itself from the ISRF, thereby reducing the effect of the photoelectric emission heating.
question by examining how the local Jeans mass of the gas varies as a function of the line-of-sight column density. This is illustrated in Figure 13 for two of our model clouds. To construct this Figure, we first calculated the Jeans mass for each SPH particle, using its local values of the density, temperature and mean molecular weight. We then binned the particles by their (x, y) position, using a grid with a cell size of 0.02 pc, and calculated the column density of the gas in each bin. Finally, we assumed that each particle in a bin shared the same projected column density (i.e. we ignored variations on scales smaller than the cell size of the grid). The vertical striations we see in Figure 13 are therefore simply due to the fact that many SPH particles -with a range of densities and temperatures -contribute to one point in the column density image.
For both of the clouds shown here, we see the same general trend in the Jeans mass distribution: between 10 to 100 M⊙ pc −2 the scatter in the Jeans mass is over two orders of magnitude, but at higher columns, the scatter abruptly decreases. The reason for the sudden decrease in the scatter is that once the projected column density reaches a value of around 100 M⊙ pc −2 , the gas becomes shielded from the ISRF to the point where the heating effects from the photoelectric emission become negligible.
A projected column density of around 100 M⊙ pc −2 corresponds to a visual extinction AV ∼ 5, significantly higher than the value of AV ∼ 1 at which photoelectric heating is generally thought to stop playing a central role in regulating the gas temperature in molecular clouds. There are two reasons for this apparent discrepancy. First, the projected column density measured along a particular line of sight includes all of the material along that line of sight from one boundary of the cloud to the other. However, even in a uniform cloud, the column density between any point on that line of sight and the nearest cloud boundary can never be larger than half this value. Second, the turbulence in the cloud opens channels through which the radiation can penetrate (see e.g. Bethell, Zweibel & Li 2007) , and hence the angle-averaged value of the column density about a given point on the line of sight will generally not be the same as the value measured along the line of sight. For points along high column density lines of sight, the angle-averaged or "effective" extinction, A V,eff , will typically be lower than the line of sight value, while the opposite is true for the lowest column density sight-lines.
This effect is illustrated in Figure 14 , where we show plots for several of our simulations that compare the effective visual extinction for each SPH particle with the "observed" extinction, A V,obs , i.e. the value measured along the line of sight passing through the SPH particle. To compute the effective visual extinction, we use the following formula
where AV,i is the extinction corresponding to the column density in the direction defined by pixel number i, and we sum over all Npix pixels in our TreeCol column density map.
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We see from Figure 14 that most of the mass along lines of sight with A V,obs < 5, corresponding to a projected column density < 100M⊙ pc −2 , has a low effective extinction and hence will be strongly heated by the ISRF. Along lines of sight with A V,obs > 5, on the other hand, we find that typically A V,eff > 1-2, implying that photoelectric heating will be unimportant in the majority of this gas.
Given these results, we propose that the observed column density threshold reflects the extinction required for clouds to shield themselves from their environment. It is not Figure 14 . We compare the "effective" visual extinction, A V,eff , for each SPH particle -that is, the angular averaged A V as seen by the SPH particle during the simulation -with the particle's "observed" extinction, A V,obs , as would be derived from our lineof-sight column density maps (such as those in Figure 2) . The distributions are shown for three contrasting cloud models. Our values of A V,eff are calculated via Equation 7, and once again we use the data from immediately before the onset of star formation in these clouds.
a "threshold" in the precise sense of the word, but rather a marker -above this column density, the observed amount of mass and the number of Jeans masses are well correlated, while at lower column densities there is considerable scatter. Note that although the initial conditions for the two clouds represented in Figure 13 are very different, the average (mass-weighted) Jeans mass around the threshold column density varies by no more than a factor of 2-3 from one cloud to the other. This also suggests that above the threshold column density, the conditions in the star-forming regions of the cloud tend to be similar, regardless of the more general conditions of the parent cloud. Further, the fact that column density enters the photoelectric heating term via an exponential, suggests that variations of even a factor of 10 in the strength of the local ISRF should not produce much variation in the threshold column density, although much larger changes may have a more pronounced effect.
Finally, we should note that an alternative explanation for the observations is simply that the AK>0.8 threshold draws a boundary that is less polluted by line-of-sight clouds that are nothing to do with the star formation complex in general. Our current models are unable to test this hypothesis, but a suite of models that account for the large-scale flows in which clouds form (e.g. Vázquez-Semadeni et al. 2006; Heitsch et al. 2006; Vázquez-Semadeni et al. 2007; Hennebelle et al. 2008; Banerjee et al. 2009; Vázquez-Semadeni et al. 2009; Rosas-Guevara et al. 2010; ) may be able to address this question in the future
DISCUSSION
Our finding in Section 6 that the mass at high column densities -above 120 M⊙ pc −2 -is not well correlated to the mass at densities above 10 4 cm −3 , has an implication for the "slow star formation" model as presented by Krumholz & Tan (2007) . Lada et al. (2010) propose that the star formation rate is modelled by (their Equation 3),
were ǫ is the star formation rate per free-fall time (as discussed in Section 5.2), t ff (10 4 cm −3 ) is the free-fall time of the gas at 10 4 cm −3 , and M n>10 4 cm −3 is the mass residing at number densities greater than 10 4 cm −3 , which LLA10 assume is equivalent to the mass in gas above the column density threshold of AK = 0.8. In order to get good agreement with their observational relation between the SFR and the mass above the column density threshold, they require that ǫ = 0.018. In these circumstances, the star formation would be said to be slow, since very little of the "high density" gas is being converted to stars in a free-fall time. However, we have seen in this study that the correlation between gas at high column densities and the gas at high volume densities can be poor, but that the clouds can still follow the SFR relation proposed by LLA10. In the case of our clouds, the star formation rate per free-fall time is actually close to unity at densities of around 10 4 cm −3 . Thus if M n>10 4 cm −3 = MA K>0.8 in real star-forming clouds -and from our discussion in the previous section, it would seem that this is likely -then the star formation rate per free-fall time at high densities may also be much faster than claimed by Krumholz & Tan (2007) . It should be noted that Krumholz & Tan (2007) do not base their determination of the star formation rate per free-fall time on an analysis like that in LLA10; they instead infer it from the observed correlation between HCN emission and star formation (Gao & Solomon 2004a,b; Wu et al. 2005) . Note, however, that Elmegreen (2007) has critiqued the use of HCN observations as a measure of the mass at high densities, and how it can be used to derive a star formation rate per freefall time.
Further support for rapid star formation in high density gas comes from another intriguing feature of the LLA10 result: the SFR in local clouds appears to correlate better with the total gas residing above an extinction of AK = 0.8, than with the mass above any higher value for the extinction. If ǫ were small (i.e star formation at all densities is "slow") in real clouds, then one would expect the tight correlation between SFR and MA K>0.8 to extend to higher densities. A simple explanation of why the correlation breaks down is that the gas at higher densities (both column and volume) collapses to form stars quickly, and so we are less likely to observe it. A caveat here is the extinction maps used in LLA10 also lose sensitivity as the column density increases. A re-examination of this relationship using Herschel dust emission may provide a way of testing this hypothesis.
In summary, we conclude that the observational relation presented in LLA10 can be interpreted in terms of the rapid star formation picture, as presented by Elmegreen (2007) . This also appears to be more in keeping with the numerical models presented here and elsewhere (Federrath & Klessen 2012) , however there are still considerable uncertainties.
CONCLUSIONS
We present a suite of turbulent cloud calculations that span a wide range in mass and radius, and thus sample a range of possible volume and column densities. Our goal is to determine whether there exists a threshold -in either volume or column density -below which star formation is suppressed. The calculations were preformed using a modified version of the publicly available SPH code GADGET-2 (Springel 2005) , which includes a sink particle implementation to handle regions of star formation, and a time-dependent chemical network that is coupled to a model of the ISM that accounts for the main heating and cooling processes. In addition to these 3D SPH calculations, we perform a large number of one-zone cloud models that give a more complete coverage of the parameter space. We find that the one-zone models are generally a good indicator of star forming ability of the full 3D SPH models.
The results of our study can be summarised as follows:
• We find that for clouds with masses of the order 1000 M⊙ and below, there exists a column density threshold of ∼ 10 21 cm −2 , below which, clouds are sterile. Clouds with larger masses (10 4 M⊙) are still able to form stars down to ∼ 5 × 10 20 cm −2 , with resulting volume densities of around 5 cm −3 . We find that the ability of a cloud to form stars is well described by a simple Jeans mass argument. These results demonstrate that clouds with properties similar to the general ISM in spiral arms of the Milky Way are capable of forming stars. These results suggest that the ∼ 116 M⊙ pc −2 "threshold" for star formation, as reported by Heiderman et al. (2010) and Lada et al. (2010) is simply a consequence of the star formation process, rather than a prerequisite for it.
• In light of the point above, our results also demonstrate that star formation can occur in "clouds" that are CO-dark. The clouds in our study contain a CO-rich region in their centres, which is also the region in which the stars are forming. However, the low density envelope often remains dark in CO, despite containing much of the mass of the cloud. As such, global models that assume that star formation is confined to molecular gas are likely to over-simplify the galacticscale star formation process.
• We find that the temperature and density PDFs in the sterile clouds are narrower than those in the star-forming clouds. In the density PDF, the star-forming clouds display the same power-law profile at high densities that has been reported elsewhere in the literature.
• We find that the mass above a column density of ∼ 120 M⊙ pc −2 correlates well with the star formation rate (SFR) in our clouds. When we adopt a measure for the SFR that counts from the beginning of the simulations to their end, we find a good agreement with the results from Lada et al. (2010) for local clouds. As discussed above, we find no evidence that 120 M⊙ pc −2 is a "threshold" for star formation. Instead we suggest that this column density is point at which clouds are able to shield themselves from the ISRF and the heating effects of photoelectric emission, and as such, these columns are likely to correlate well with the appearance of cold gas.
Finally, we stress that in this study, we have restricted our attention to clouds in an environment similar to that in the local ISM. The question of whether there is a higher column density threshold for star formation in clouds that are located in more extreme environments, such as the Central Molecular Zone of the Milky Way (Longmore et al. 2013) , is an interesting one, but lies outside of the scope of our present effort.
