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1. Introduction
Let
F =
{
f ∈ C(R+;R+) \ {0}: lim
s→0+
f (s)
s
= lim
s→∞
f (s)
s
= 0
}
,
where R+ = [0,∞). For every f ∈ F , one can prove that the numbers
c f = max
s>0
f (s)
s
and cF = max
s>0
2F (s)
s2
(1.1)
are well deﬁned and positive, where F (s) = ∫ s0 f (t)dt , s 0. Moreover, one has that c f > cF (see Section 2), and the values
c f and cF may be arbitrary close to each other. Indeed, if a > 1 and f (s) = min{max{0, s − 1},a − 1}, then f ∈ F , and one
has c f = a−1a and cF = a−1a+1 .
The purpose of the present paper is to describe a novel bifurcation phenomena for elliptic problems deﬁned on com-
pact Riemannian manifolds. In order to describe our results, let us consider a d-dimensional (d  3) compact Riemannian
manifold (M,h) without boundary, and
Λ+(M) =
{
α ∈ L∞(M;R): essinfM α > 0
}
.
As usual, h is the Laplace–Beltrami operator on (M,h); its expression in local coordinates is
hu = hij
(
∂i ju − Γ ki j∂ku
)
.
For ﬁxed f ∈ F and α,β ∈ Λ+(M), we consider the perturbed eigenvalue problem
−hu + α(σ )u = λβ(σ ) f (u) + μγ (σ )g(u) on M, (Pλ,μ)
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Gχ,p =
{
g ∈ C(R+,R): g(0) = 0, sup
s>0
|g(s)|
χ + sp < ∞
}
for some χ  0 and p ∈ [1, d+2d−2 ). It is clear that F ⊂ Gχ,p and G0,p ⊂ Gχ1,p = Gχ2,p for every χ  0, χ1,χ2 > 0 and
p ∈ [1, d+2d−2 ). Note that if g(s) =
√
s, s 0, then g ∈ Gχ,p \ (F ∪ G0,p) for every χ > 0 and p ∈ [1, d+2d−2 ).
The functional space we are dealing with is the Sobolev space H1α(M) deﬁned as the completion of C
∞(M) with respect
to the norm ‖ · ‖α = √〈·,·〉α , where
〈u1,u2〉α =
∫
M
〈∇u1,∇u2〉hdσh +
∫
M
α(σ )u1u2 dσh,
for every u1,u2 ∈ C∞(M). Here, 〈·,·〉h denotes the inner product on covariant tensor ﬁelds associated to h, ∇u is the
covariant derivative of u, and dσh is the Riemannian measure. Solutions of the problem (Pλ,μ) are being sought in weak
form in the Sobolev space H1α(M); namely, u ∈ H1α(M) is a weak solution of (Pλ,μ) if∫
M
(〈∇u,∇v〉h + α(σ )uv)dσh =
∫ (
λβ(σ ) f (u) + μγ (σ )g(u))v dσh, for all v ∈ H1α(M).
Clearly, H1α(M) is a Hilbert space, its norm ‖ · ‖α is equivalent with the standard norm ‖ · ‖1 on H1(M); actually, the latter
norm is nothing but ‖ · ‖α with α = 1. Moreover, for every u ∈ H1α(M), we have
min
{
1,essinfM α
1/2}‖u‖1  ‖u‖α max{1,‖α‖1/2L∞ }‖u‖1. (1.2)
Note that H1α(M) is compactly embedded into L
q(M) for every q ∈ [1,2d/(d − 2)); the Sobolev embedding constant will be
denoted by Sq > 0. The norm of the Lebesgue spaces Lq(M) are denoted by ‖ · ‖Lq , q ∈ [1,∞].
Our bifurcation result reads as follows.
Theorem 1.1. Let f ∈ F and α,β ∈ Λ+(M). The following statements hold:
(i) For every 0  λ < c−1f ‖β/α‖−1L∞ , every γ ∈ L∞(M;R), and every g ∈ G0,1 , there exists δ > 0 such that for every μ ∈ [0, δ],
problem (Pλ,μ) has only the trivial solution.
(ii) For every compact interval [a,b] ⊂ (c−1F ‖α/β‖L∞ ,∞), there exists η > 0 with the following property: for every λ ∈ [a,b], every
γ ∈ L∞(M;R), and every g ∈ Gχ,p with χ  0 and p ∈ [1, d+2d−2 ), there exists δ > 0 such that for everyμ ∈ [0, δ], problem (Pλ,μ)
has at least two distinct, nonzero, nonnegative weak solutions whose norm in H1α(M) is less than η.
The threshold values c−1f ‖β/α‖−1L∞ and c−1F ‖α/β‖L∞ are constructed independently; the value c−1f ‖β/α‖−1L∞ is obtained
via a direct argument, while c−1F ‖α/β‖L∞ comes from a sharp estimate applying a Ricceri-type three critical points theorem.
When βα ≡ c for some c > 0, natural candidates for solutions of problem (Pλ,0) are the constant functions on M which
appear as ﬁxed points of the function s → λcf (s), s  0. If σ → β(σ )α(σ ) is not a constant on M , it appears a small gap
between the threshold values c−1f ‖β/α‖−1L∞ and c−1F ‖α/β‖L∞ (due to the fact that c f > cF ); for the elements λ lying in this
gap-interval we have no information on the number of solutions for (Pλ,μ). Another question is to prove (i) not only for
perturbations belonging to G0,1 but also from the larger class of functions Gχ,p with χ  0 and p ∈ [1, d+2d−2 ).
Problem (Pλ,0) has been studied in the pure power case, i.e., when f (s) = |s|p−1s, p > 1, see Cotsiolis and Iliopoulos
[2,3] for M = Sd , and Vázquez and Véron [7] for general compact Riemannian manifolds. In the aforementioned papers
the authors obtained existence and multiplicity of solutions for (Pλ,0) by means of various variational arguments. Recently,
Kristály and Ra˘dulescu [4] studied problem (Pλ,0) in the sublinear case, guaranteeing only the existence of an open interval
Π ⊂ R+ such that for every λ ∈ Π problem (Pλ,0) has at least two distinct solutions; see also the paper by Bonanno,
Molica Bisci and Ra˘dulescu [1], and the recent monograph by Kristály, Ra˘dulescu and Varga [5]. In this way, Theorem 1.1
contains not only a much precise information about the nonexistence and existence of solutions of (Pλ,0) when f ∈ F but
also the stability of the nonexistence and existence phenomena for the perturbed problem (Pλ,μ) whenever μ is suﬃciently
small.
The paper is organized as follows. In Section 2 we ﬁrst prove that c f > cF whenever f ∈ F , and we recall a recent
three critical points result of Ricceri [6] which plays a crucial role in the proof of the second statement in Theorem 1.1.
In Section 3 we prove Theorem 1.1, while in the last section we apply our main result to a perturbed singular elliptic
problem deﬁned on even-dimensional Euclidean spaces.
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1. For every f ∈ F we have c f > cF . We ﬁrst prove that c f  cF . Indeed, let s0 > 0 be a maximum point for the function
s → 2F (s)
s2
, i.e., cF = 2F (s0)s20 . Then, s0 is a critical point for s →
2F (s)
s2
; a simple calculation shows that f (s0)s0 = 2F (s0).
Therefore,
c f = max
s>0
f (s)
s
 f (s0)
s0
= 2F (s0)
s20
= cF .
Now, we assume that c f = cF =: C . Let
s˜0 = inf
{
s0 > 0: C = 2F (s0)
s20
}
.
Note that s˜0 > 0. Fix t0 ∈ ]0, s˜0[ arbitrary. In particular, we have that 2F (t0) < Ct20. One the other hand, from the deﬁnition
of c f , one has f (s) c f s = Cs for all s 0. Combining these facts, we obtain
0 = 2F (s˜0) − C s˜20 =
(
2F (t0) − Ct20
)+ 2
s˜0∫
t0
[
f (s) − Cs]ds < 0,
a contradiction. Therefore, c f > cF for every f ∈ F .
2. Ricceri’s three critical point theorem. We recall the following notion: if X is a Banach space, we denote by WX the
class of those functionals I : X → R having the property that if {un} is a sequence in X converging weakly to u ∈ X and
lim infn I(un) I(u) then {un} has a subsequence converging strongly to u.
Theorem 2.1. (See [6, Theorem 2].) Let X be a separable and reﬂexive real Banach space, let I1 : X → R be a coercive, sequentially
weakly lower semicontinuous C1 functional belonging to WX , bounded on each bounded subset of X and whose derivative admits a
continuous inverse on X∗; and I2 : X → R a C1 functional with compact derivative. Assume that I1 has a strict local minimum u0
with I1(u0) = I2(u0) = 0. Setting the numbers
τ = max
{
0, limsup
‖u‖→∞
I2(u)
I1(u)
, limsup
u→u0
I2(u)
I1(u)
}
, (2.1)
κ = sup
I1(u)>0
I2(u)
I1(u)
, (2.2)
assume that τ < κ .
Then, for each compact interval [a,b] ⊂ (1/κ,1/τ ) (with the conventions 1/0 = ∞ and 1/∞ = 0) there exists η > 0 with the
following property: for every λ ∈ [a,b] and every C1 functional I3 : X → R with compact derivative, there exists δ > 0 such that for
each μ ∈ [0, δ], the equation
I ′1(u) − λI ′2(u) − μI ′3(u) = 0
admits at least three solutions in X having norm less than η.
3. Proof of Theorem 1.1
Let f ∈ F and g ∈ Gχ,p . Since f (0) = g(0) = 0, instead of f :R+ →R+ and g :R+ →R, we consider their extensions to
the whole R, by letting f (s) = g(s) = 0 for every s 0. If u ∈ H1(M) is a (weak) solution of (Pλ,μ), it is nonnegative.
Proof of Theorem 1.1(i). Let γ ∈ L∞(M; R), and g ∈ G0,1. In particular, there exists cg > 0 such that |g(s)| cg |s| for every
s ∈R. Assume that u ∈ H1(M) is a solution of (Pλ,μ). Multiplying (Pλ,μ) by the test function u ∈ H1(M), we obtain
‖u‖2α =
∫
M
(〈∇u,∇u〉h + α(σ )u2)= λ
∫
M
β(σ ) f (u)u + μ
∫
M
γ (σ )g(u)u
 λ‖β/α‖L∞c f
∫
α(σ )u2 + μ‖γ /α‖L∞cg
∫
α(σ )u2 
(
λ‖β/α‖L∞c f + μ‖γ /α‖L∞cg
)‖u‖2α.
M M
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δ = (1− λ‖β/α‖L∞c f )(‖γ /α‖L∞ + 1)−1c−1g > 0,
and if μ ∈ [0, δ], the above estimate implies u = 0, which concludes the proof. 
Proof of Theorem 1.1(ii). Let I1, I2 : H1α(M) →R be deﬁned by
I1(u) = 1
2
‖u‖2α and I2(u) =
∫
M
β(σ )F
(
u(σ )
)
dσh, u ∈ H1α(M). (3.1)
It is clear that both I1 and I2 are well-deﬁned functionals of class C1. Now, we prove that u → I2(u)I1(u) inherits the properties
of f ∈ F ; namely,
lim
u→0
I2(u)
I1(u)
= lim‖u‖α→∞
I2(u)
I1(u)
= 0. (3.2)
Since f ∈ F , for every ε > 0, there exists δε ∈ (0,1) such that
0 f (s) ε
2‖β/α‖L∞ s+ for all |s| δε and |s| δ
−1
ε , (3.3)
where s+ = max(s,0). Fix p ∈ (1, (d+ 2)/(d− 2)). The function s → f (s)sp is bounded on [δε,∞). Therefore, for some mε > 0,
we have in particular that
0 f (s) ε
2‖β/α‖L∞ s+ +mεs
p
+ for all s ∈R.
Consequently, for every u ∈ H1α(M), one gets
0 I2(u) =
∫
M
β(σ )F (u)
∫
M
β(σ )
[
ε
4‖β/α‖L∞ u
2+ +
mε
p + 1u
p+1
+
]

∫
M
[
ε
4
α(σ )u2 + mε
p + 1β(σ )|u|
p+1
]
 ε
4
‖u‖2α +
mε
p + 1‖β‖L∞ S
p+1
p+1‖u‖p+1α .
Thus, for every u = 0,
0 I2(u)
I1(u)
 ε
2
+ 2mε
p + 1‖β‖L∞ S
p+1
p+1‖u‖p−1α .
Since p > 1 and ε > 0 is arbitrarily small, when u → 0, we obtain the ﬁrst limit in (3.2).
Now, we ﬁx r ∈ (0,1). Since f ∈ C(R,R), there also exists a number Mε > 0 such that
0 f (s)
sr
 Mε for all s ∈
[
δε, δ
−1
ε
]
,
where δε ∈ (0,1) is from (3.3). Combining the latter relation with (3.3), we obtain
0 f (s) ε
2‖β/α‖L∞ s+ + Mεs
r+ for all s ∈R.
A similar calculation as above shows that
0 I2(u)
ε
4
‖u‖2α +
Mε
r + 1‖β‖L∞ S
r+1
r+1‖u‖r+1α .
For every u = 0, we have that
0 I2(u)
I1(u)
 ε
2
+ 2Mε
r + 1‖β‖L∞ S
r+1
r+1‖u‖r−1α .
Due to the arbitrariness of ε > 0 and r ∈ (0,1), by letting the limit ‖u‖α → ∞, we obtain the second relation in (3.2).
Let us ﬁx s0 > 0 such that F (s0) > 0; this choice is possible, due to the fact that f ∈ F . Now, let us0 (σ ) = s0 be the
constant function on M . Then, we have
I2(us0) = ‖β‖L1 F (s0) > 0 and I1(us0) = ‖α‖L1 s2 > 0.0
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λ∗ = inf
I2(u)>0
I1(u)
I2(u)
. (3.4)
On account of (2.2), it is clear that
λ∗ = κ−1 > 0. (3.5)
Now, we are in the position to apply Theorem 2.1, by choosing X = H1α(M), as well as I1 and I2 from (3.1). Standard
arguments from functional analysis show that the functional I1 is coercive, sequentially weakly lower semicontinuous which
belongs to WH1α(M) , bounded on each bounded subset of H1α(M), and its derivative admits a continuous inverse on H1α(M)
∗
.
Moreover, I2 has a compact derivative on H1α(M), due to the fact that H
1
α(M) is compactly embedded into L
q(M) for every
q ∈ [1,2d/(d − 2)). Moreover, I1 has a strict global minimum u0 = 0, and I1(0) = I2(0) = 0. The deﬁnition of the number τ
(see (2.1)) and (3.2) give that τ = 0. Furthermore, since H1α(M) contains the (positive) constant functions on M , we have
that
κ = sup
I1(u)>0
I2(u)
I1(u)
 sup
s>0
2
∫
M β(σ )F (s)∫
M α(σ )s
2
= cF ‖β‖L1‖α‖L1
 cF ‖α/β‖−1L∞ .
Consequently,
λ∗ = κ−1  c−1F ‖α/β‖L∞ .
In particular, on account of Theorem 2.1, for every interval [a,b] ⊂ (c−1F ‖α/β‖L∞ ,∞), there exists η > 0 with the following
property: for every λ ∈ [a,b], every γ ∈ L∞(M;R), and every g ∈ Gχ,p with χ  0 and p ∈ [1, d+2d−2 ), there exists δ > 0 such
that for every μ ∈ [0, δ], the equation I ′1(u) − λI ′2(u) − μI ′3(u) = 0 admits at least three distinct solutions in H1α(M) whose
norm is less than η > 0, where I3 : H1α(M) →R is deﬁned by
I3(u) =
∫
M
γ (σ )G
(
u(σ )
)
dσh,
with G(s) = ∫ s0 g(t)dt . Here, we exploited again the fact that H1α(M) is compactly embedded into Lq(M) for every q ∈
[1,2d/(d − 2)), thus I3 is of class C1 with compact derivative. Since weak solutions of (Pλ,μ) are exactly the critical points
of the functional I1 − λI2 − μI3, the proof is completed. 
Remark 3.1. A challenging problem at this point, as we already pointed out in the Introduction, is to answer the following
question: What is the number of solutions of (Pλ,0) when λ belongs to the interval [c−1f ‖β/α‖−1L∞ , c−1F ‖α/β‖L∞]?
Remark 3.2. An elementary estimate also shows that κ  cF ‖β/α‖L∞ . In conclusion, we have a two-sided estimate for λ∗;
namely, we have
c−1F ‖β/α‖−1L∞  λ∗  c−1F ‖α/β‖L∞ .
In particular, if β/α = c for some c > 0, then λ∗ = c−1F c−1.
Remark 3.3. It would be interesting to prove (i) not only for perturbations from G0,1 but also for functions belonging to the
class Gχ,p with χ  0 and p ∈ [1, d+2d−2 ).
4. An application to singular elliptic problems
In this section we present an application of Theorem 1.1 to the singular elliptic problem in the form
−v = λ|x|−m−2K (x/|x|) f (|x|mv)+ μ|x|−m−2N(x/|x|)g(|x|mv), x ∈R2m+2 \ {0}, (Sλ,μ)
where m 1, f ∈ F , g ∈ Gχ,p with χ  0 and p ∈ [1, 2m+32m−1 ), K ,N ∈ L∞(S2m+1;R), and λ,μ 0 are some parameters. Here,
S
2m+1 denotes the standard (2m + 1)-dimensional unit sphere. Our result reads as follows.
Theorem 4.1. Let f ∈ F and K ∈ Λ+(S2m+1), m 1. The following statements hold:
(i) For every 0 λ < c−1f ‖K‖−1L∞m2 , every N ∈ L∞(S2m+1;R), and every g ∈ G0,1 , there exists δ > 0 such that for every μ ∈ [0, δ],
problem (Sλ,μ) has only the trivial solution.
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every N ∈ L∞(S2m+1;R), and every locally Lipschitz function g ∈ Gχ,p with χ  0 and p ∈ [1, 2m+32m−1 ), there exists δ > 0 such
that for every μ ∈ [0, δ], problem (Sλ,μ) has at least two distinct, nonzero, nonnegative classical solutions viλ,μ (i = 1,2) such
that R2m+2 \ {0}  x → |x|mviλ,μ(x) ∈ H1(S2m+1) and ‖| · |mviλ,μ‖1 < η.
Proof. First, we are dealing with (ii). The solutions of (Sλ,μ) are being sought in the particular form
v(x) = v(|x|, x/|x|)= u(r,σ ) = r−mu(σ ), (4.1)
where (r, σ ) ∈ (0,∞) × S2m+1 are the spherical coordinates in R2m+2 \ {0}. By means of the transformation (4.1), the
equation (Sλ,μ) reduces to
−hu +m2u = λK (σ ) f (u) + μN(σ )g(u), σ ∈ S2m+1, (4.2)
where h denotes the Laplace–Beltrami operator on (S2m+1,h) and h is the canonical metric induced from R2m+2. It re-
mains to apply Theorem 1.1(ii) for (M,h) = (S2m+1,h), α =m2, β = K , and γ = N , respectively. We notice that in this case
the weak solutions become also classical solutions in (4.2), due to the facts that f ∈ F and g is a locally Lipschitz function,
respectively.
Now, we prove the thesis from (i). On account of Theorem 1.1(i) and the aforementioned argument, we expect to have
the threshold value c−1f ‖K‖−1L∞m2 for nonexistence. Although we cannot apply directly the above approach since a solution
of (Sλ,μ) need not be of the form (4.1), it seems that c
−1
f ‖K‖−1L∞m2 is after all the right threshold value for nonexistence in
problem (Sλ,μ).
To see this, we proceed as follows. First, since g ∈ G0,1, there exists cg > 0 such that |g(s)|  cg |s| for every s ∈ R.
As before, we assume that g(s) = 0 for every s  0. Now, let v ∈ D1,2(R2m+2) be a solution of (Sλ,μ). We multiply the
equation (Sλ,μ) by the test function v and integrate it on R2m+2; by using the standard Hardy inequality, we obtain∫
R2m+2
|∇v|2 dx = λ
∫
R2m+2
|x|−m−2K (x/|x|) f (|x|mv)v dx+ μ
∫
R2m+2
|x|−m−2N(x/|x|)g(|x|mv)v dx

(
λc f ‖K‖L∞ + μcg‖N‖L∞
) ∫
R2m+2
|x|−2v2 dx

(
λc f ‖K‖L∞ + μcg‖N‖L∞
) 4
(2m + 2− 2)2
∫
R2m+2
|∇v|2 dx
= (λc f ‖K‖L∞ + μcg‖N‖L∞) 1
m2
∫
R2m+2
|∇v|2 dx.
Let 0 λ < c−1f ‖K‖−1L∞m2 be ﬁxed arbitrarily. We choose
δ = (m2 − λc f ‖K‖L∞)(‖N‖L∞ + 1)−1c−1g > 0.
If μ ∈ [0, δ], the above estimate implies that ∫
R2m+2 |∇v|2 dx = 0, thus v = 0. This ends our proof. 
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