Smoothing Dynamic Systems with State-Dependent Covariance Matrices by Aravkin, Aleksandr Y. & Burke, James V.
Smoothing Dynamic Systems with State-Dependent Covariance Matrices
Aleksandr Y. Aravkin and James V. Burke
Abstract— Kalman filtering and smoothing algorithms are
used in many areas, including tracking and navigation, medical
applications, and financial trend filtering. One of the basic
assumptions required to apply the Kalman smoothing frame-
work is that error covariance matrices are known and given.
In this paper, we study a general class of inference problems
where covariance matrices can depend functionally on unknown
parameters. In the Kalman framework, this allows modeling
situations where covariance matrices may depend functionally
on the state sequence being estimated. We present an extended
formulation and generalized Gauss-Newton (GGN) algorithm
for inference in this context. When applied to dynamic systems
inference, we show the algorithm can be implemented to
preserve the computational efficiency of the classic Kalman
smoother. The new approach is illustrated with a synthetic
numerical example.
I. INTRODUCTION
The Kalman filter [16] and smoother [19] are efficient
algorithms to estimate the state of a dynamic system given
noisy measurements. Over the last 10 years, the optimiza-
tion perspective on the smoothing problem has produced
many extensions to dynamic system estimation, including
methods for smoothing systems with nonlinear process and
measurement models [8], systems with nonlinear inequality
constraints [10], robust Kalman smoothing [6], [5], [4], and
smoothing of sparse systems [1].
In all of the above extensions, the variances of process
and measurement errors are assumed to be fixed and known.
In practice, these quantities are often not known, and may in
fact depend on the state. For example, radar position errors
are known to depend on the aspect angle as well as the
position of the target [21]. In some applications [17], it may
be of interest to do Kalman filtering in polar coordinates or
other coordinates that induce a state dependence in measure-
ment errors. Modeling of process error covariance may also
be state dependent — for example, Bar-Shalom [7] suggests
that the right choice of process noise level for flight tracking
models depends on the turn rate range expected. Therefore
if we are estimating turn rate as part of the state, the process
noise level can be modeled as a function of (a portion of)
the state.
These ideas motivate extensions of the standard Kalman
smoothing formulation to situations where process and mea-
surement variances have known functional dependence on
the state. Several such extensions have already been con-
sidered. In [21], the Unscented Transform is used to fit
models with state-dependent matrices acting on observation
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noise. Linear systems with additive observation noise where
measurement error variance is a known function of the
state are studied in [22]. Linear systems with control inputs
transformed by state-dependent matrices are considered in
[14]. Finally, adaptive system identification, as presented
in [13], also falls into this class.
In this paper, we formulate the state-dependent covariance
problem as a statistical estimation problem, and develop
algorithms for obtaining the maximum a posteriori (MAP)
estimate. The ideas presented here extend those developed
in [11] for diagonal covariance matrices in kinetic tracer
studies. In the theoretical development, we allow the process
and measurement functions to be nonlinear, and we allow
the functional dependence of covariance on the state to be
nonlinear as well.
The paper proceeds as follows. In Section II, we review
the statistical origins of the Kalman smoother, casting it
as a structured nonlinear regression problem. We show that
consideration of state-dependent variance in such a regres-
sion brings to the forefront terms that are usually ignored,
and develop an extended MAP objective to optimize. The
proposed formulation can be used for general nonlinear re-
gression where variance depends in a known functional way
on the parameters. In Section III we build a new algorithm for
solving the resulting optimization problems, exploiting their
convex composite structure. The key step is a special convex
subproblem, which we solve in Section IV. In Section V, we
show the necessary details required to implement this method
for time series analysis, so as to preserve the computational
complexity of the classic smoothing algorithms. In Section
VI, we provide a numerical experiment using simulated data
that demonstrates the performance of the new smoother and
the potential modeling capabilities of the approach. We end
with conclusions.
II. KALMAN SMOOTHING WITH STATE-DEPENDENT
UNCERTAINTY
The dynamic structure of the Kalman smoothing problem
is specified as follows:
x1 = g1(x0) +w1,
xk = gk(xk−1) +wk k = 2, . . . , N,
zk = hk(xk) + vk k = 1, . . . , N ,
(1)
where gk, hk are known (nonlinear) process and measure-
ment functions, and wk ∈ Rn, vk ∈ Rm(k) are mutually
independent Gaussian random variables with positive definite
covariance matrices Qk and Rk, xk ∈ Rn are the unknown
states, and zk ∈ Rm(k) are the observed measurements.
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Considering model (1) and using Bayes’ theorem, the
conditional likelihood of the entire state sequence {xk} given
the measurement sequence {zk} is given by
p
({xk}∣∣{zk}) ∝ p ({zk}∣∣{xk})p ({xk}) , (2)
which in turn can be written in terms of the likelihood of
state increments p(wk) and measurement residuals p(vk):
p
({zk}∣∣{xk})p ({xk}) = κ N∏
k=1
p(vk)p(wk)
= κ
N∏
k=1
exp
(
− 1
2
(zk − hk(xk))>R−1k (zk − hk(xk))
− 1
2
(xk − gk(xk−1))>Q−1k (xk − gk(xk−1))
)
,
(3)
where we define g1(x0) = x0. The constant of proportional-
ity κ is usually ignored, since in classic models, the variance
terms Qk and Rk are fixed. It is given by
κ =
n∏
k=1
1
(2pi)n/2 det(Qk)
1
(2pi)m(k)/2 det(Rk)
. (4)
Our main contribution here is to remove the assumption
that Qk and Rk are fixed and known, and instead model
these covariance matrices as known C2 functions of the state.
In this setting, κ in (4) is no longer a constant, and must
be accounted for. To design our approach, we assume that
we are given the inverse Cholesky factors Q−1/2k (xk) and
R
−1/2
k (xk) as functions of the state. For simple (e.g. diagonal
variance) models, there is no loss of generality here; one
can easily transform between different representations. When
Qk and Rk are full, however, the assumption that inverse
Cholesky factors are available is essential for our approach.
In addition to considerations of computational efficiency, the
main motivation behind the assumption is the selection of
an appropriate convex-composite model; this is explained in
detail in the next section.
In order to develop a simpler notation for estimating the
entire state sequence, we define functions g : RnN → RnN
and h : RnN → RM , with M = ∑kmk, from components
gk and hk as follows:
g(x) =

x1
x2 − g2(x1)
...
xN − gN (xN−1)
 , h(x) =

h1(x1)
h2(x2)
...
hN (xN )
 . (5)
Given a sequence of column vectors {uk} and matrices
{Tk} we use the following notation:
vec({uk}) =

u1
u2
...
uN
 , diag({Tk}) =

T1 0 · · · 0
0 T2
. . .
...
...
. . . . . . 0
0 · · · 0 TN
 ,
R = diag({Rk})
Q = diag({Qk})
x = vec({xk})
w = vec({g0, 0, . . . , 0})
z = vec({z1, . . . , zN})
g0 = g1(x0).
(6)
With this notation, and under Gaussian assumptions, the
extended MAP object for the Kalman smoother, which
incorporates state-dependent variance terms, is given by
1
2
‖Q−1/2(x)(g(x)− w)‖22 +
1
2
‖R−1/2(x)(h(x)− z)‖22
− log det
(
Q−1/2(x)
)
− log det
(
R−1/2(x)
)
.
(7)
With (7) in front of us, we see why the log determinant terms
play an important role. Without these terms, an optimization
approach to minimize a weighted sum of squares will aim
to drive Q−1/2(x) and R−1/2(x) to 0 if at all possible.
The function − log(·) acts as a barrier to prevent this from
happening.
III. CONVEX COMPOSITE FORMULATION AND
ALGORITHM
We would like to apply the generalized Gauss-Newton
methodology for minimizing convex composite functions
[12] to the objective (7). The first step in this process is
to write this objective in convex composite form, that is, in
the form f = ρ ◦ F , where ρ is convex and F is smooth.
The choice of the functions ρ and F depend on how we
wish to model the representation of the problem. The most
straightforward way to rewrite (7) is the more general form
J(x) :=
1
2
c(x)TW (x)−1c(x) +
1
2
log det(W (x)),
where c : RnN → RM+nN and W : RnN → SM+nN++ are
smooth maps given by
c(x) =

x1 − g0
h1(x1)− z1
x2 − g2(x1)
h2(x2)− z2
...
xN − gN (xN−1)
hN (xN )− zN

, (8)
W (x) =

Q1(x1) 0
0 R1(x1)
...
. . . . . .
...
QN (xN ) 0
0 RN (xN )

(9)
where SM+nN++ is the cone of real symmetric (M + nN)×
(M + nN) positive definite matrices.
Then J = ρˆ ◦ Fˆ with
ρˆ(c,W ) :=
1
2
cTW−1c+
1
2
log det(W )
Fˆ (x) = (c(x),W (x)).
Although the function Fˆ in this formulation can be assumed
smooth, the function ρˆ is not convex. Indeed, ρˆ is the
difference of two convex functions. When viewed as a
function of (c,W−1), it is still not jointly convex in these
arguments.
Here, we propose an approach that applies in many
practical settings and yields an efficient solution procedure.
However, a price is paid in a more complex model for
the covariance matrices. Specifically, we assume that the
Cholesky factors for Q−1k (xk) and R
−1
k (xk) are given to us
as explicit functions of the state. We denote these factors by
Q
−1/2
k (xk) and R
−1/2
k (xk), respectively. In some settings,
the matrices Qk(xk) and Rk(xk) are modeled as diagonal
matrices, in which case the inverse Cholesky factors are
easily computed diagonal matrices. We provide an example
of this type in the final section. Under this modeling assump-
tion, the objective (7) can be abstracted to the more general
form
K(x) =
1
2
c(x)TV (x)TV (x)c(x)− log ◦det[V (x)] , (10)
where c : RnN → RM+nN is exactly as in (8) and V :
RnN → LM+nN is given by
V (x) =

Q
−1/2
1 0
0 R
−1/2
1
...
. . . . . .
...
Q
−1/2
N 0
0 R
−1/2
N
 , (11)
where all blocks of V are functions of x, and LM+nN
is the subalgebra of (M + nN) × (M + nN) real lower
triangular matrices. Throughout, we assume that both c and
V are twice continuously differentiable and that dom(K) :=
{x |K(x) < +∞} = {x ∣∣V (x) ∈ LM+nN++ } 6= ∅, where
LM+nN++ is the cone of (M + nN)× (M + nN) real lower
triangular matrices with strictly positive entries on the di-
agonal. Now K can be written in convex composite form
K(x) = ρ ◦ F with
ρ(u, v) =
1
2
uTu−
∑
i
log[vi] (12)
F (x) =
[
F1(x)
F2(x)
]
=
[
V (x)c(x)
vec[{Vii(x)}]
]
. (13)
Note that dom(ρ) = RM+nN × RM+nN++ .
The direction finding subproblem in a Gauss-Newton
method takes the form
min
d
ρ(F (x) + F ′(x)d) + ω
2
dTd ,
for some ω ≥ 0. The quadratic term ω2 dTd is a regularization
term that both guarantees the uniqueness of the solution
and regulates its magnitude. The convergence analysis of
methods of this type rely heavily on the difference function
∆(x; d) = ρ ( F (x) + F ′(x)d )−K(x) . (14)
which is important for both convergence criteria and the line
search in the overall method. In particular, [12, Lemma 2.3]
K ′(x : d) = inf
t>0
t−1∆(x; td) for all d ∈ RnN , x ∈ dom(K)
(15)
since, whenever F2(x) > 0, then, for all d, F2(x) +
F ′2(x)(td) > 0 for all t sufficiently small.
Linearizing the functions Fi(x) in (12) yields approxima-
tions F˜i(x; d) := Fi(x) + F ′i (x)d, which in turn gives the
approximation
K˜(x; d) = ρ[F˜1(x; d), F˜2(x; d)] . (16)
This is the objective for the direction finding subproblem.
Here,
F˜1(x; d) =
(
V (x)∂xc(x) + (c(x)
T ⊗ IN )∂xV (x)
)
d
+V (x)c(x)
F˜2(x; d) = vec ({Vii(x) + ∂xVii(x)d}) .
(17)
Note that we must be sure that F˜2(x; d) is component-wise
greater than zero. For details of these derivations, see [2].
The Gauss-Newton subproblem is now given by
∆¯(x) := min
d∈RnN
∆(x; d) + ω
2
dTd
= min
d∈RnN
1
2
F˜1(x; d)
TF˜1(x; d) +
ω
2
dTd−
∑
i
log[F˜2(x; d)] .
(18)
Due to our assumptions on c and V , these subproblems
are always well defined, are convex, and have a unique
solution which must always exist. In addition, they provide
an estimate for the first-order optimality for K.
Theorem 3.1: [12, Theorem 3.6] Let x ∈ dom(K). Then
the following three statements are equivalent:
(i) ∆¯(x) = 0,
(ii) d¯ = 0 solves (18), and
(ii) 0 ∈ ∂K(x), where ∂K(x) = F ′(x)T∂ρ(F (x)) is the
generalized subdifferential of K at x [20, Definition
8.3].
In particular, these conditions imply that x is a first-order
stationary point for K.
If we ignore dependence on x, the optimization problem
in (18) can be rewritten as
min
d∈RnN
1
2
dTCd+ aTd−
∑
i
log[si]
s.t. s = vec{Vii}+ ∂xvec{Vii}d,
(19)
where
C = ωI + V˜ TV˜
a = V˜ TV c
V˜ = [V ∂xc+(c
T ⊗ IN )∂xV ]
(20)
Note that a is the gradient of the quadratic portion of the
extended objective with respect to the state sequence x. The
quantity (cT⊗ IN )∂xV that appears in (20) can be rewritten
as
(cT ⊗ IN )∂xV =
∑M+nN
i=1 ci∂xVi· . (21)
The Lagrangian associated with the extended subprob-
lem (19) is given by
L(d, s, λ) =
1
2
dTCd+ aTd−
∑
i
log[si]
+ λT (s− vec{Vii} − ∂xvec{Vii}d) ,
(22)
for s > 0 and λ > 0. The corresponding optimality
conditions state that a direction d solves (19) if and only
if there exist s, λ ∈ RM+nN++ such that
∇dL = Cd+ a− ∂xvec{Vii}Tλ = 0
∇sL = −D(s)−11+ λ = 0
∇λL = s− vec{Vii} − ∂xvec{Vii}d = 0 ,
(23)
where D(s) := diag(s).
We refer to (19) as the extended subproblem. In the next
section, we show that this problem can be rapidly solved.
This motivates the Extended Gauss-Newton method for (10).
Algorithm 3.1: Generalized Gauss-Newton Algorithm.
The inputs to this algorithm are
• x0 ∈ dom(K) := {x : K(x) < ∞} ⊂ RNn: initial
estimate of state sequence
• ε ≥ 0: overall termination criterion
• ω > 0: regularization parameter
• β ∈ (0, 1): step size selection parameter
• γ ∈ (0, 1): line search step size factor
The steps are as follows:
1) Set the iteration counter ν = 0.
2) (Generalized Gauss-Newton Step)
Find descent direction dν solving (19) and set ∆ν :=
∆¯(xν) = ∆(xν ; dν). Terminate if ∆ν ≥ −ε.
3) (Line Search) Set
tν = max γ
i
s.t. i ∈ {0, 1, 2, · · · } and
s.t. ρ
(
F (xν + γidν)
) ≤ ρ (F (xν)) + βγi∆ν .
4) (Iterate) Set xν+1 = xν + tνdν and return to Step 2.
Remark 3.2: Note that the line search is well defined
whenever ∆ν 6= 0. Indeed, since whenever diag(V (x)) > 0,
then, for all d, F2(x; td) > 0 for all t sufficiently small. Con-
sequently, since x0 ∈ dom(K), we have {xν} ⊂ dom(K).
In addition, by (15), K ′(xν ; dν) ≤ ∆ν < ∆¯(xν), so that
γ−i∆(xν ; γidν) < β∆ν for all i sufficiently large.
Theorem 3.2: [Convergence] Let {xν} be generated by
Algorithm 3.1 with  = 0. Then either the algorithm
terminates finitely at a first-order stationary point for K or
the sequence {xν} is infinite and every cluster point of the
sequence is a first-order stationary point for K.
The proof is given in the appendix.
In the next section, we show how to solve the subprob-
lem (19) for a general state-dependent covariance regression
problem.
IV. SOLVING THE EXTENDED SUBPROBLEM
To solve the direction finding subproblem, we apply a
damped Newton method directly to the optimality conditions
(23). We present the high-level method here, with details
concerning Kalman smoothing given in the next section.
Let E(s, λ, d) denote the KKT system given in (23),
rearranged in a particular order:
E(s, λ, d) =
s− vec{Vii} − ∂xvec{Vii}dD(s)D(λ)1− 1
Cd+ a− ∂xvec{Vii}Tλ
 (24)
Our goal is to find (s, λ, d) for which E(s, λ, d) = 0. We
use damped Newton’s method on E which requires solving
the Newton equation
∇E(s, λ, d)
∆s∆λ
∆d
 = −E(s, λ, d), (25)
where ∇E(s, λ, d) is given by I 0 −∂xvec{Vii}D(λ) D(s) 0
0 −∂xvec{Vii}T C
 . (26)
Define
V = ∂xvec{Vii}.
Then, using row operations
R2 = R2 −D(λ)R1
R3 = R3 + VTD(s)−1R2,
we obtain the modified systemI 0 −V0 D(s) D(λ)V
0 0 Φ
∆s∆λ
∆d
 =
αβ
γ
 , (27)
where
Φ = C + VTD(s)−1D(λ)V (28)
and
α = −s+ vec{Vii}+ Vd
β = 1−D(λ) (vec{Vii}+ Vd)
γ = VT
(
λ+D(s)−1 (1−D(λ)(vec{Vii}+ Vd))
)
−Cd− a .
By (20), the matrix C is always positive definite and so Φ
is always positive definite and hence invertible. This allows
us to recover the Newton direction:
∆d = Φ−1γ
∆λ = D(s)−1
(
1−D(λ)(vec{Vii}+ V(d+ ∆d))
)
∆s = −s+ vec{Vii}+ V(d+ ∆d) .
(29)
Note that any damping scheme requires that s > 0 for the
objective to be finite, and hence, in addition, we require that
λ > 0 since we need D(s)D(λ)1 = 1 .
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Fig. 1. True state x1 (black curve), Extended Smoother estimate (thick red dash-dot), Kalman filter estimate (blue dash-dot) and Kalman Smoother
estimate (green dashed curve). Measurements are displayed as diamonds, and those outside the axis range are displayed on the figure boundary.
V. STRUCTURE OF THE EXTENDED KALMAN
SMOOTHING OBJECTIVE
We now specify the method in the previous section to
the Kalman smoothing problem, and demonstrate that the
computational efficiency of the Kalman smoother can be
preserved.
The functions c(x) and V (x) are given by (8) and (11).
With these definitions, objective K(x) in (10) is ex-
actly (7), and can be written explicitly as follows:
1
2
(
cT(x)V (x)TV (x)c(x)
)
− log ◦det[V (x)]
=
1
2
N∑
k=1
‖[zk − hk(xk)]‖2R−T/2k (xk)R−1/2k (xk)
+
1
2
N∑
k=0
‖xk − gk(xk−1)‖2Q−T/2k (xk)Q−1/2k (xk)
− log det(R−1/2k (xk))− log det(Q−1/2k (xk)),
(30)
where, for any symmetric positive definite matrix Q,
‖u‖2Q := uTQu.
We now derive the explicit forms for C and a in (20) for
the Gauss-Newton subproblem (19). Recall that C and a are
given by
C =ωI+[V ∂xc+(c
T ⊗ IN )∂xV ]T[V ∂xc+(cT ⊗ IN )∂xV ],
a =cTV TV ∂xc+ c
TV T(cT ⊗ IN )∂xV.
where
(cT ⊗ IN )∂xV =
∑M+nN
i=1 ci∂xVi·,
and
∂xc(x) =

I 0
H1 0 . . . 0
−G2 I . . .
0 H2 0 . . .
−G3 . . . 0
. . . HN−1 0
−GN I
0 HN

, (31)
with Gk = ∂xkgk+1(xk), Hk = ∂xkhk(xk), and the depen-
dence on x has been suppressed to decrease the notational
burden. Note that the matrix G is invertible, and so ∂xc(x)
is injective, that is, Null(∂xc(x)) = {0}. In addition, since,
we require vec{Vii} > 0 at every iteration, the matrix
V TV is always positive definite. Consequently, the matrix
∂xc
TV TV ∂xc is always positive definite.
Define w˜(x) and v˜(x) in (6) by
w˜k(x) = xk − gk(xk−1) (32)
v˜k(x) = zk − hk(xk) (33)
In the expressions below, we will use notation w˜k,i to mean
the ith component of w˜k.
The matrix (cT ⊗ IN )∂xV has the following block struc-
ture:
[(cT ⊗ IN )∂xV ] =

Q˜1 0 0 0 0 · · · 0
R˜1 0 0 0 0 · · · 0
0 Q˜2 0 0 0 · · · 0
0 R˜2 0 0 0 · · · 0
0 0 0
. . .
. . . · · · 0
0 0 0
. . .
. . . QN−1 0
0 0 0
. . .
. . . RN−1 0
0 0 0 · · · · · · 0 Q˜N
0 0 0 · · · · · · 0 R˜N

(34)
where
Q˜i =
n∑
j=1
w˜i,j∂xi [Q
−1/2
i ]j· (35)
R˜i =
m(i)∑
j=1
v˜i,j∂xi [R
−1/2
i ]j· . (36)
Then we can write down the gradient a:
a =
[
aT1 a
T
2 · · · aTN
]T
,
where
aj = −v˜Tj R−1j (xj)∂x(j)hj(xj) + w˜Tj Q−1j (xj−1)
+w˜Tj+1Q
−1
j+1(xj)∂x(j)gj+1(xj)
+w˜Tj Q
−T/2
j Q˜j + v˜
T
j R
−T/2
j R˜j .
(37)
Using (31) and (34), we can form
Ψ := V ∂xc+ (c
T ⊗ IN )∂xV,
and obtain a closed form solution for C = ΨTΨ:
C =

C1 A
T
2 0
A2 C2 A
T
3 0
0
. . . . . . . . .
0 AN CN

Ck=ωI+[Q
−1/2
k +Q˜k]
T[Q
−1/2
k +Q˜k]+∇gTk+1Q−1k+1∇gk+1
+ [−R−1/2k ∇hk + R˜k]T[−R−1/2k ∇hk + R˜k]
Ak = −(Q−1/2k + Q˜k)TQ−1/2k ∇gk .
(38)
Remark 5.1: The matrix (38) is block tridiagonal, and so
it can be inverted with effort O(n3N) using any of the
algorithms in [9], [3]. The proof sketch is given in the
appendix.
Recall the direction finding equation (25) in the Extended
GN algorithm:
∇E(s, λ, d)
∆s∆λ
∆d
 = −E(s, λ, d).
The solution to this system is given by (29), with Φ as in (28),
C as in (38), and [VTD(s)−1D(λ)V]k given by
∂x(k)diag{Q−1/2k }TD(sQk)−1D(λQk)∂x(k)diag{Q−1/2k }
+∂x(k)diag{R−1/2k }TD(sRk)−1D(λRk)∂x(k)diag{R−1/2k } .
VI. NUMERICAL RESULTS
In this section, we present some numerical experiments
to show the advantages and modeling possibilities of the
new Kalman smoother. The simulation model we consider
is similar to the one presented in [10]. The ‘ground truth’
time series for this simulated example is given by
x(t) =
[
1− 2 cos(t)
t− 2 sin(t)
]
.
The time between measurements is a constant denoted by
∆t. The models for the mean of xk given xk−1 and for
process covariance Qk [15], [18] are
gk(xk−1) =
[
1 0
∆t 1
]
xk−1 , Qk =
[
∆t ∆t2/2
∆t2/2 ∆t3/3
]
.
The measurement model for the mean of zk given xk is
hk(xk) = x2,k , where x2,k denotes the second component
of xk.
The main innovation of the example is in the measurement
variance model. The smoother takes inverse Cholesky factors
as input, and these are assumed to be 3 − x1,k. Then the
variance model is given by Rk(xk) = (3 − x1,k)−2. The
measurements were generated using the measurement model,
from two full periods of the time series x(t), with N = 100
discrete time points equally spaced over the interval [0, 4pi],
and with noise sampled from N(0, Rk(xk)). Since the true
state x1 varies in the interval [−1, 3], the variance for the
observations goes to infinity when t is a multiple of pi.
This simulation illustrates a situation where the measure-
ments are very reliable for some state values, but completely
unpredictable for others. This phenomenon may occur for
example if sensors report garbage values when the attitude
of a vehicle is in a particular configuration. The measurement
model presented here can be easily adapted by the user to
take their beliefs about the system into account. The main
point is that as long as the inverse Cholesky factors for the
variance can be coded as a smooth function of the state,
smoothed estimates for state values can be obtained taking
into account this bad behavior of the measurements.
The result of the simulation is shown in Figure 1. The
extended Kalman smoother (thick red dash-dot) is able to
recover the ground truth (shown in black) with no appreciable
difference. The Kalman filter (thin blue dash-dot) is strongly
affected by the outlying measurements, as expected. The
Kalman smoother (green dashed) is able to smooth the
measurements, but cannot pick up the oscillations of the
ground truth, which are small in magnitude compared to the
size of the errors.
This last point is the most important — it is not just the
magnitude of the outliers that makes the Kalman smoother
fail, although it can be seen to be rather far off the ground
truth. The biggest challenge of the situation presented is
knowing which measurements to trust, since this information
depends on the state being estimated.
VII. CONCLUSIONS
In this paper, we presented extended formulations for
modeling dynamic systems in cases where the covariance
matrices are known functions of the state. The formula-
tion includes variance-control terms arising from statisti-
cal modeling assumptions. These terms give rise to an
extended convex-composite structure, and we propose a
new method, the extended Gauss-Newton, which repeatedly
solves extended convex subproblems by exploiting their KKT
optimality conditions. When applied to dynamic inference
problems, the proposed approach preserves the complexity
of the classic Kalman smoother.
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VIII. APPENDIX
A. Proof sketch of Remark 5.1
Recall the matrix inversion lemma:
Lemma 8.1 (Matrix Inversion Lemma): Assume matrices
M1 ∈ Rm1×m1 and M2 ∈ Rm2×m2 are symmetric positive
definite. Then for any matrix U ∈ Rm1×m2 , the following
matrix is also symmetric positive definite:
S = M−11 −M−11 U(M2 + UTM−11 U)−1UTM−11 . (39)
From this, we get an immediate and useful corollary:
Corollary 8.2: For a positive definite matrix M2, and any
matrix U , we have
‖UT (M2 + UUT )−1U‖2 < 1,
where ‖ · ‖2 denotes the spectral norm.
Simply take M1 = I in lemma 8.1. The conclusion of the
lemma gives the result.
Corollary 8.2 can be applied to show that the algorithms
in [3] yield invertible blocks at every iteration. Application
of these algorithms to C in (38) requires inverting matrices
of form
H+ + V T (I − UT (H + UUT )−1U)V,
where H and H+ are always positive definite. The second
term in the sum is clearly seen to be positive semidefinite
by Corollary 8.2. To be specific, at the first iteration,
V = Q
−1/2
2 + Q˜2,
H = ωI + (Q
−1/2
1 + Q˜1)
T (Q
−1/2
1 + Q˜1)
+ (−R−1/21 ∇h1 + R˜1)T(−R−1/21 ∇h1 + R˜1),
U = ∇gT2 Q−1/22 ,
H+ = ωI + (−R−1/22 ∇h2 + R˜2)T(−R−1/22 ∇h2 + R˜2)
The full argument can be made by induction, but we do not
include it here.
B. Proof of Theorem 3.2
The algorithm can only terminate if
0 = ∆ν = ∆(x
ν ; dν) ≤ ∆(xν ; dν) + ω
2
‖dν‖2 = ∆¯(xν) ≤ 0,
i.e., ∆¯(xν) = 0, or equivalently, xν is a first-order stationary
point for K by Theorem 3.1.
Assume that the algorithm does not terminate finitely,
and let xˆ be a cluster point of the sequence of iterates
{xν}. Since this is a descent algorithm, it is necessarily
the case that K(xν) ↓ K(xˆ). Let J ⊂ N and xˆ ∈ RnN
be such that xν J→ xˆ, and suppose to the contrary that xˆ
is not a first-order staionary point for K, i.e. ∆¯(xˆ) < 0.
We now use the optimality conditions (23) to show that
the subsequence of search directions {dν}J is bounded. Let
(sν , λν , dν) denote the triple satisfying these conditions for
each xν . Then multiplying the second condition in (23) by
sν and the third condition in (23) by λν and combining, we
find that
M + nN = (λν)T(vec{Vii(xν)}+ ∂xvec{Vii(xν)}dν).
By combining this with the first condition in (23), we find
that
M + nN = (λν)Tvec{Vii(xν)}+ (C(xν)dν + a(xν))Tdν
≥ a(xν)Tdν + (dν)TC(xν)dν
≥ ω‖dν‖22 − ‖a(xν)‖2‖dν‖2,
where the first inequality follows since λν > 0 and
diag(V (xν)) > 0, and the second inequality follows from
(20). Consequently, the subsequence {dν}J is bounded due
to the continuity of
a(x) = ∇
(
1
2
c(x)TV (x)TV (x)c(x)
)
.
With no loss in generality, we can now assume that there
is a dˆ such that dν J→ dˆ. By continuity,
∆ν = ∆(x
ν ; dν)→ ∆(xˆ; dˆ).
Moreover, for all d ∈ RM+nN ,
∆(xν ; dν) + ω
2
(dν)Tdν ≤ ∆(xν ; d) + ω
2
dTd .
Taking the limit over ν ∈ J gives
∆(xˆ; dˆ) + ω
2
dˆTdˆ ≤ ∆(xˆ; d) + ω
2
dTd .
Therefore, ∆(xˆ; dˆ) + ω
2
dˆTdˆ = ∆¯(xˆ).
Recall our working assumption that ∆¯(xˆ) < 0. Since we
have just shown that ∆ν → ∆¯(xˆ), we must therefore have
ξ := supν∈J ∆ν < 0. Since K(x
ν+1) − K(xν) ≤ βtν∆ν
with K(xν) convergent, we must have tν → 0. Again, with
no loss in generality, 1 > tν ↓J 0. By continuity, there are
δ > 0 and µ > 0 such that
diag(V (x)) ∈ diag(V (xˆ)) + µB ⊂ RM+nN++ and
diag(V (x) + V ′(x)d) ∈ diag(V (xˆ)) + µB
for all x ∈ xˆ + γ−1δB and d ∈ γ−1δB. Since {dν}J
is bounded and tν ↓J 0, we can assume with no loss in
generality that xν ∈ xˆ+ δB and tνdν ∈ δB with 1 > tν for
all ν ∈ J . Let
κ1 := sup
{
1
2
‖V (x)c(x)‖22 : x ∈ xˆ+ δB
}
.
Since κ1B× µB ⊂ intr(dom(ρ)), ρ is Lipschitz continuous
on κ1B × µB with Lipschitz constant κ2 > 0. Also, the
function F defined in (13) is such that F ′ is Lipschitz
continuous on xˆ+ γ−1δB with Lipschitz constant κ3 > 0.
Due to the way the step sizes tν are chosen and the fact
that tνdν ∈ δB and 1 > tν for all ν ∈ J , we have
γ−1tνβ∆¯(xν) < K(xν + γ−1tνdν)−K(xν)
≤ ∆(xν ; γ−1tνdν)
+ κ2‖F (xν + γ−1tνdν)− F (xν)− F ′(xν)(γ−1tνdν)‖
≤ γ−1tν∆¯(xν) + κ2κ3
2
(γ−1tν)2‖dν‖22.
Consequently,
0 < (1− β)∆¯(xν) + κ2κ3
2
(γ−1tν)‖dν‖22
≤ (1− β)ξ + κ2κ3
2
(γ−1tν)‖dν‖22.
Taking the limit over ν ∈ J in this inequality gives the
contradiction 0 ≤ (1− β)ξ < 0.
