Basic univariate and bivariate statistics for symbolic data: a critical
  review by Irpino, Antonio
ar
X
iv
:1
31
2.
22
48
v1
  [
sta
t.M
E]
  8
 D
ec
 20
13
Basic univariate and bivariate statistics for
symbolic data: a critical review
Abstract
This few lines shows the main problem with the state-of-the-art of
basic statistics for histogram and interval data.
1 Numerical symbolic modal data
[Histogram valued description] We assume that S(i) = [y
i
; yi] (the support is
bounded in R). The support is partitioned into a set of ni intervals S(i) =
{I1i, . . . , Inii}, where Ihi =
[
y
hi
, yhi
)
and h = 1, . . . , ni, i.e.
i. Ihi ∩ Imi = ∅; h 6= m ;
ii.
⋃
l=1,...,ni
Ihi = S(i)
For histograms it is supposed that each interval is uniformly dense. It is possible
to define the modal description of i as follows:
Y (i) = {(Ihi, πhi) | ∀Ihi ∈ S(i); πhi = Φi(yhi ≤ y ≤ yhi) =
∫
Ihi
φi(z)dz ≥ 0}
where
∫
S(i)
φi(z)dz = 1. In this case, the modal-numeric description is:
Y (i) = {(I1i, π1i), . . . , (Inii, πnii)}.
With Y (i) it is possible to associated a distribution function Φi(y) as follows:
Φi(y) =
∑
h<ℓ
πhi + πℓi ·
y − y
ℓi
yℓi − yℓi
where (ℓ ∈ 1, . . . , ni : yℓi ≤ y ≤ yℓi).
According to [9], the corresponding quantile function (the inverse of Φi(y)) is
defined as :
Φ−1i (t) = yℓi +
t− Φi(yℓi)
πℓi
· (yℓi − yℓi), (1)
where
(
ℓ ∈ 1, . . . , ni : Φi(yℓi) ≤ t ≤ Φi (yℓi)
)
.
1
Example The pulse rate of the i patient in a day is described through a
histogram with support S(i) = [80, 120]. The empirical frequency distribution
of the observed pulse rate is described as a histogram as follows:
Y (i) = {([80, 90), 0.1), ([90, 100), 0.3), ([100, 110), 0.4), ([110, 120], 0.2)}.
It follows that Φi(y) is:
Ihi ∈ S(i) [80, 90) [90, 100) [100, 110) [110, 120]
[Φi(yhi); Φi(yhi)] [0, 0.1) [0.1, 0.4) [0, 4, 0.8) [0.8, 1]
.
In this case, if we want to compute the quantile at level t = 0.5 (i.e.,the median
of the distribution) according to Eq. (1), we obtain that
Φ−1i (0.5) = 100 +
0.5− 0.4
0.4
· (110− 100) = 102.5 .
2 Basic univariate statistics for numerical sym-
bolic data
The first to propose a set of univariate and bivariate statistics for symbolic data
was Bertrand and Goupil [1], and subsequently Billard and Diday [5] improved
them. The Bertrand and Goupil [1] approach relies on the so-called two level
paradigm presented in SDA in [6]: the set-valued description of a statistical unit
of a higher order is the generalization of the values observed for a class of the
lower order units. For example, the income distribution of a nation (the higher
order unit) is the empirical distribution of the incomes of each citizen (the lower
order units) of that nation. Naturally, other generalization of grouping criteria
can be taken into consideration.
The generalization process from lower to higher order units considered by Bertrand
and Goupil [1] and by Billard and Diday [5] implies the following assumptions:
given two symbolic data y(1) and y(2) described by the frequency distributions
f1(y) and f2(y), a lower order unit can be described by a single value y0 that has
a probability of occurring equal to f1(y0)+f2(y0)2 . The univariate statistics pro-
posed by Bertrand and Goupil [1] and by Billard and Diday [5] for a symbolic
variable (namely, a variable describing higher order units, or a class of units)
correspond to those of the classic variable used for describing the (unknown)
lower order units. Thus, given a set E of n higher order units described by the
numerical symbolic variable Y , the mean, the variance and the standard devia-
tion proposed by Bertrand and Goupil [1] and extended by Billard and Diday
[5] correspond to those of a finite mixture of n density (or frequency) functions
with mixing weights equal to 1
n
. Given n density functions denoted with φi(y)
with the respective means µi = E(Yi) and variance σ
2
i = E[(Yi − µi)
2], and
given the finite mixture density φ(y) as follows:
φ(y) =
n∑
i=1
1
n
φi(y) =
1
n
n∑
i=1
φi(y), (2)
2
Fru¨hwirth-Schnatter [8] shows that the mean µ = E(Y ) and the variance
σ2 = E[(Y − µ)2] of φ(y) are the following:
µ = E(Y ) =
1
n
n∑
i=1
µi; (3)
σ2 = E[(Y − µ)2] =
1
n
n∑
i=1
(
µ2i + σ
2
i
)
− µ2. (4)
The Fru¨hwirth-Schnatter [8] mean and variance lead to the Billard and Diday
[5] mean and variance for an interval or a histogram symbolic variable. For the
sake of simplicity, we show that this is true for interval-valued data. Indeed,
the histogram-valued data are treated as a particular case of weighted interval
descriptions. Let Y be an interval-valued variable, thus, the generic symbolic
data is y(i) = [ai; bi] with ai ≤ bi belonging to R. According to [1], y(i) is
considered as a uniform distribution in [ai; bi], with mean equal to µi =
ai+bi
2
and variance equal to σ2i =
(bi−ai)
2
12 . Given a set of n units described by an
interval-valued variable, the symbolic sample mean Y¯ [5, eq. (3.22)] is:
Y¯ =
1
2 · n
n∑
i=1
(bi + ai). (5)
It is straightforward to show its equivalence with µ in eq.(3), indeed:
Y¯ =
1
n
n∑
i=1
(bi + ai)
2
=
1
n
n∑
i=1
µi = µ.
In [5, eq. (3.22)] is also proposed the symbolic sample variance as follows:
S2 =
1
3 · n
n∑
i=1
(
b2i + bi · ai + a
2
i
)
︸ ︷︷ ︸
(I)
−
1
4 · n2
[
n∑
i=1
(ai − bi)
]2
︸ ︷︷ ︸
(II)
. (6)
Considering that:
µ2i + σ
2
i =
(
bi + ai
2
)2
+
(bi − ai)
2
12
=
(bi + ai)
2
4
+
(bi − ai)
2
12
=
=
3b2i + 3a
2
i + 6biai + b
2
i + a
2
i − 2biai
12
=
=
4b2i + 4a
2
i + 4biai
12
=
b2i + bi · ai + a
2
i
3
the term (I) of eq. (6) can be expressed as follows:
1
3 · n
n∑
i=1
(
b2i + bi · ai + a
2
i
)
=
1
n
n∑
i=1
(
µ2i + σ
2
i
)
.
The term (II) is clearly µ2, indeed:
1
4 · n2
[
n∑
i=1
(ai − bi)
]2
=
[
1
n
n∑
i=1
(ai − bi)
2
]2
=
[
1
n
n∑
i=1
µi
]2
= µ2.
3
Thus, S2 in eq. (6) corresponds to eq. (4), indeed:
S2 = (I)− (II) =
1
n
n∑
i=1
(
µ2i + σ
2
i
)
− µ2 = σ2. (7)
The same correspondences also hold for the mean and the variance of the other
numerical modal symbolic variables.
3 Bertrand and Goupil [1] approach to basic
statistics
A bit of notation
Interval data Y1 and Y2 are interval-valued data. Y1(i) = [ai1, bi1] and Y2(i) =
[ai2, bi2].
Histogram data Y1 and Y2 are histogram-valued data.
Y1(i) = {([ai1,1, bi1,1], πi1,1), . . . , ([ai1,hi1 , bi1,hi1 ], πi1,hi1)}
such that
hi1∑
r=1
πi1,hi1 = 1
and
Y2(i) = {([ai2,1, bi2,1], πi2,1), . . . , ([ai2,hi2 , bi2,hi2 ], πi2,hi2)}
such that
hi2∑
r=1
πi2,hi2 = 1.
hi1 is not necessarily equal to hi2.
Bertrand and Goupil [1] and [2]
Univariate statistics for intervals Bertrand and Goupil [1] consider each
interval as a uniform distributions. Under this hypothesis the mean is
Y¯ =
1
n
n∑
i=1
bi + ai
2
being µi =
bi+ai
2 then
Y¯ =
1
n
n∑
i=1
µi
the variance is
S2 =
1
3n
n∑
i=1
(
b2i + biai + a
2
i
)
−
1
4n2
[
n∑
i=1
(bi + ai)
]2
4
being σi =
√
(bi−ai)2
12 and being
µ2i +σ
2
i =
(bi + ai)
2
4
+
(bi − ai)
2
12
=
4b2i + 4a
2
i + 4aibi
12
=
1
3
(
b2i + aibi + a
2
i
)
then
S2 =
1
n
n∑
i=1
(µ2i + σ
2
i )− Y¯
2.
Bivariate statistics for intervals In the bivariate case, Bertrand and Goupil
[1] assume that, if the individual is observed for two interval-valued vari-
ables, the joint distribution whose marginals are the two uniforms is de-
rived under an (implicit) independence assumption, i.e., given Y1(i) ∼
U(ai1, bi1) and Y2(i) ∼ U(ai2, bi2) the within covarianceCOV (Y1(i), Y2(i)) =
0 thus (Y1 ∩ Y2)(i) = Y1(i) · Y2(i) = U(ai1, bi1) · U(ai2, bi2).
Using the same approach of Billard [4], we can decompose the cross-
variation into a Within and a between component as follows
CSW =
n∑
i=1
COV (Y1(i), Y2(i))
that is equal to 0 because each COV (Y1(i), Y2(i)) = 0, and a between that
is equal to
CSB =
n∑
i=1
(µi1 − Y¯1)(µi2 − Y¯2) =
n∑
i=1
µi1µi2 − nY¯1Y¯2
thus
CST = CSW + CSB = 0 + CSB =
n∑
i=1
µi1µi2 − nY¯1Y¯2. (8)
Considering the independence and the uniform assumption the covari-
ance of a set of bi-variate intervals is
COV =
CST
n
=
1
n
n∑
i=1
µi1µi2 − Y¯1Y¯2.
Univariate statistics for histograms Is analogue to the intervals. Themean
Y¯ =
1
2n
n∑
i=1
Hi∑
h=1
(bih + aih)πih︸ ︷︷ ︸
2·µi
=
1
n
n∑
i=1
µi
while the variance is
S2 =
+∞∫
−∞
(
y − Y¯
)2
f(y)dy
5
Using the approach suggested by Billard [4] we can divide nS into a
within and a between part. The within sum of squares SSW is the sum
of internal variability:
SSW =
n∑
i=1
σ2i =
n∑
i=1
+∞∫
−∞
(y − µi)
2
fi(y)dy =
n∑
i=1

 +∞∫
−∞
y2fi(y)dy − µi
2


where considering that fi(y) =
πih
bih−aih
if aih ≤ y ≤ bih, we have
Hi∑
h=1
πih
bih − aih
bih∫
ahi
y2dy =
Hi∑
h=1
πih
bih − aih
1
3
[
b3hi − a
3
hi
]
=
1
3
Hi∑
h=1
πih
[
a2ih + bihaih + b
2
ih
]
thus
SSW =
n∑
i=1
σ2i =
1
3
n∑
i=1
Hi∑
h=1
πih
[
a2ih + bihaih + b
2
ih
]
−
n∑
i=1
µ2i .
the between sum of squares is
SSB =
n∑
i=1
(
µi − Y¯
)2
=
n∑
i=1
µ2i − nY¯
2
thus
SST = SSW+SSB =
1
3
n∑
i=1
Hi∑
h=1
πih
[
a2ih + bihaih + b
2
ih
]
−
n∑
i=1
µ2i+
n∑
i=1
µ2i−nY¯
2
thus the variance is
S2 =
SST
n
=
1
3n
n∑
i=1
Hi∑
h=1
πih
[
a2ih + bihaih + b
2
ih
]
− Y¯ 2
Bivariate statistics for histograms Also in this case, Bertrand and Goupil
[1] assume the internal independence for bivariate histogram-valued de-
scription, i.e., they assume that that it is assumed that COV (Y1(i), Y2(i)) =
0. Therefore, using the Billard [4] approach we can write:
CSW =
n∑
i=1
COV (Y1(i), Y2(i))
that is equal to 0 because each COV (Y1(i), Y2(i)), and a between that is
equal to
CSB =
n∑
i=1
(µi1 − Y¯1)(µi2 − Y¯2) =
n∑
i=1
µi1µi2 − nY¯1Y¯2
thus
CST = CSW + CSB = 0 + CSB =
n∑
i=1
µi1µi2 − nY¯1Y¯2.
6
A general drawback is that given two variables Y1 and Y2 such that Y1(i) = Y2(i)
for each i = 1, . . . , n, looking at the formulas it easy to observe that even if
S2(Y1) = S
2(Y2),
CST (Y1, Y2) 6= n · S
2(Y1) or CST (Y1, Y2) 6= n · S
2(Y2). (9)
4 Billard and Diday [5] 2006 approach to basic
statistics
Univariate statistics for intervals They are the same of Bertrand and Goupil
[1] under the hypothesi of uniform distribution in each interval-valued de-
scription.
Bivariate statistics for intervals Are a particular modification of the Bertrand
and Goupil [1], but without solving some drawbacks (the covariance of
two identical interval variables is different from the variance of the two
variables.
Univariate statistics for histograms They are the same of Bertrand and
Goupil [1] under the hypothesi of uniform distribution in each histogram-
valued description.
Bivariate statistics for histograms Are a particular modification of the Bertrand
and Goupil [1], but without solving some drawbacks (the covariance of
two identical interval variables is different from the variance of the two
variables. Another problem arise, if the histograms are the same but have
a different bin partition.
5 Billard [4] 2008 approach to basic statistics
d efine interval descriptions and histogram descriptions
Univariate statistics for intervals Are the same of Bertrand and Goupil [1]
under the hypothesi of uniform distribution in each interval-valued de-
scription.
Bivariate statistics for intervals The main novelty of the Billard [4] ap-
proach is related to the definition of the cross-variation between two
interval-valued variables. Indeed, it is assumed that
CSW =
n∑
i=1
COV (Y1(i), Y2(i)) =
n∑
i=1
(bi1 − ai1)(bi2 − ai2)/12. (10)
The assumption that COV (Y1(i), Y2(i)) = (bi1−ai1)(bi2−ai2)/12 is related
to an assumption (not declared in the paper) of perfect positive internal
correlation between of the two uniforms describing the i-th individual.
In fact, being σ2i1 =
(bi1−ai1)
2
12 and σ
2
i2 =
(bi2−ai2)
2
12 and denoting with
CORR(Y1(i), Y2(i)) the correlation between Y1(i) and Y2(i), we can write:
CORR(Y1(i), Y2(i)) =
COV (Y1(i), Y2(i))
σi1σi2
= 1→
7
→ COV (Y1(i), Y2(i)) = σi1σi2 =
(bi1 − ai1)(bi2 − ai2)
12
Naturally the between component remain the same, i.e.
CSB =
n∑
i=1
(µi1 − Y¯1)(µi2 − Y¯2) =
n∑
i=1
µi1µi2 − nY¯1Y¯2
thus
CST = CSW + CSB =
n∑
i=1
(bi1 − ai1)(bi2 − ai2)/12 +
n∑
i=1
µi1µi2 − nY¯1Y¯2
and being
n∑
i=1
(bi1−ai1)(bi2−ai2)
12 +
n∑
i=1
(bi1+ai1)(bi2+ai2)
4 − nY¯1Y¯2 =
=
n∑
i=1
[
(bi1−ai1)(bi2−ai2)
12 +
(bi1+ai1)(bi2+ai2)
4 − Y¯1Y¯2
]
=
=
n∑
i=1
[
1
6 (2bi1bi2 + bi1ai2 + ai1bi2 + 2ai1ai2)− Y¯1Y¯2
]
we have that
CST = CSW+CSB =
n∑
i=1
[
1
6
(2bi1bi2 + bi1ai2 + ai1bi2 + 2ai1ai2) + Y¯1Y¯2
]
that, being independent for translations, it can be expressed as in [4] as
follows
CST = CSW + CSB =
= 16
n∑
i=1
[
2(bi1 − Y¯1)(bi2 − Y¯2) + (bi1 − Y¯1)(ai2 − Y¯2)+
+(ai1 − Y¯1)(bi2 − Y¯2) + 2(ai1 − Y¯1)(ai2 − Y¯2)
]
Even if it is not discussed in the paper [4], this formulation seems a nu-
merical trick for solving the problem in Eq. (9). In fact in this case it is
easy to show that, given two interval-valued variables Y1 and Y2 such that
Y1(i) = Y2(i) for each i = 1, . . . , n,
CST (Y1, Y2) = n · S
2(Y1) = n · S
2(Y2).
However, this is true only for interval valued data (as we see in a
while).
Univariate statistics for histograms Are the same of Bertrand and Goupil
[1] under the hypothesis of uniform distribution in each bin of the histogram-
valued description.
Bivariate statistics for histograms In this case Billard [4], without any jus-
tification, extend the covariance using a weighted formulation of equation
that implies, for each couple of bins of the two histograms that describe
the i-th individual, as follows:
COV (Y1, Y2) =
1
6n
n∑
i=1
hi1∑
r=1
hi2∑
s=1
{[
2
(
bi1,r − Y¯1
) (
bi2,s − Y¯2
)
+
(
bi1,r − Y¯1
) (
ai2,s − Y¯2
)
+
+
(
ai1,r − Y¯1
) (
bi2,s − Y¯2
)
+ 2
(
ai1,r − Y¯1
) (
ai2,s − Y¯2
)]
πi1,rπi2,s
}
8
However, this formulation does not solve the problem in Eq. (9), and
further it is sensible to a recodify of the histograms that does not change
the density. We see this with two examples. Further, when the the number
of bins increases h.. → +∞, in general π... → 0, the consequence is that
COV → 1
n
n∑
i=1
µi1µi2 − Y¯1Y¯2. The proof is intuitive (because the bivariate
histogram tends to coincide with the density of a bivariate distribution
under independence assumption).
Example: problem in Eq. (9) persists We have the following
dataset of 2 individuals described by 2 histogram variables.
i Y1 Y2
1 {([10, 20], 0.4), ([20, 30], 0.6)} {([10, 20], 0.4), ([20, 30], 0.6)}
2 {([50, 60], 0.2), ([60, 70], 0.8)} {([50, 60], 0.2), ([60, 70], 0.8)}
basic statistics
Y1 =
1
2
(
20+10
2 0.4 +
30+20
2 0.6 +
60+50
2 0.8 +
70+60
2 0.8
)
= 42
Y2 =
1
2
(
20+10
2 0.4 +
30+20
2 0.6 +
60+50
2 0.8 +
70+60
2 0.8
)
= 42
S21 =
1
3·2
{ [
102 + 10 · 20 + 202
]
0.4 +
[
202 + 20 · 30 + 302
]
0.6+[
502 + 50 · 60 + 602
]
0.2 +
[
602 + 60 · 70 + 702
]
0.8
}
− 422 = 469, 3¯
S22 =
1
3·2
{ [
102 + 10 · 20 + 202
]
0.4 +
[
202 + 20 · 30 + 302
]
0.6+[
502 + 50 · 60 + 602
]
0.2 +
[
602 + 60 · 70 + 702
]
0.8
}
− 422 = 469, 3¯
COV (Y1, Y2) =
= 16·2


[
2(10− 42)(10− 42) + (20− 42) · (10− 42)+
+(10− 42) · (20− 42) + 2(20− 42) · (20− 42)
]
0.4 · 0.4+
+
[
2(10− 42)(20− 42) + (10− 42) · (30− 42)+
+(20− 42) · (20− 42) + 2(20− 42) · (30− 42)
]
0.4 · 0.6+
....


= 449.3¯
Table 1: EX1
Example: COV is not invariant to recodify of the same histogram
into different bins If we take Y2 and rewrite it by splitting the bins
into two parts we do not change the density or the cumulative function
associated with each histogram. However, COV (Y1, Y2) changes. In order
to show this, in Tab. 2, we have recodified the second variable, as follows:
Y2(1) = {([10, 20], 0.4), ([20, 30], 0.6)}=
= {([10, 15], 0.2), ([15, 20], 0.2), ([20, 25], 0.3), ([25, 30], 0.3)}
and
Y2(2) = {([50, 60], 0.2), ([60, 70], 0.8)}=
= {([50, 55], 0.1), ([55, 60], 0.1), ([60, 65], 0.4), ([65, 70], 0.4)}
.
Thus, rewriting the histogram without changing its distribution or its
density, COV changes, but not the univariate statistics. Continuing to
9
bisecting bins, it is easy to show that COV (Y1, Y2) tend to the covaraince
of the biveriate distribution of the means of the histograms that is equal
to 441. In appendix, the Matlab code of the numerical proof.
i Y1 Y2
1 {([10, 20], 0.4), ([20, 30], 0.6)} {([10, 15], 0.2), [15, 20], 0.2), ([20, 25], 0.3)[25, 30], 0.3)}
2 {([50, 60], 0.2), ([60, 70], 0.8)} {([50, 55], 0.1), ([55, 60], 0.1), ([60, 65], 0.4), ([65, 70], 0.4)}
basic statistics
Y1 = 42
Y2 = 42
S21 = 469, 3¯
S22 = 469, 3¯
COV (Y1, Y2) = 445.16¯
Table 2: EX2, the second variable is split but the histogram have always the
same density function
Appendix
Code for proof related to example 1 and 2.
The function covstatbillard(HM) computes the basic statistics for two his-
togram variables. HM is a structure where each element is a histogram.
function res=cov stat billard(HM)
%this function compute the basic statistics of Billard 2008 IASC
n=size(HM,1);
ALL1=[];
ALL2=[];
meds=[];
for i=1:size(HM,1);
ALL1=[ALL1; HM(i,1).h];
ALL2=[ALL2; HM(i,2).h];
meds(i,1)=sum(( HM(i,1).h(:,2)+HM(i,1).h(:,1))/2.*HM(i,1).h(:,3));
meds(i,2)=sum(( HM(i,2).h(:,2)+HM(i,2).h(:,1))/2.*HM(i,2).h(:,3));
end
m1=1/n*sum((ALL1(:,2)+ALL1(:,1))/2.*ALL1(:,3));
m2=1/n*sum((ALL2(:,2)+ALL2(:,1))/2.*ALL2(:,3));
res.m1=m1;
res.m2=m2;
tmp1=0;
for i=1:n
for r=1:size(HM(i,1).h,1)
tmp=(HM(i,1).h(r,1)−m1)ˆ2+...
(HM(i,1).h(r,1)−m1)*(HM(i,1).h(r,2)−m1)+...
(HM(i,1).h(r,2)−m1)ˆ2;
tmp1=tmp1+1/(3*n)*tmp*HM(i,1).h(r,3);
end
end
var1=tmp1;
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res.var1=var1;
tmp2=0;
for i=1:n
for r=1:size(HM(i,2).h,1)
tmp=(HM(i,2).h(r,1)−m2)ˆ2+...
(HM(i,2).h(r,1)−m2)*(HM(i,2).h(r,2)−m1)+...
(HM(i,2).h(r,2)−m2)ˆ2;
tmp2=tmp2+1/(3*n)*tmp*HM(i,2).h(r,3);
end
end
var2=tmp2;
res.var2=var2;
covar=0;
tmp=0;
for i=1:n
for r=1:size(HM(i,1).h,1)
for t=1:size(HM(i,2).h,1)
tmp2=2*(HM(i,1).h(r,1)−m1)*(HM(i,2).h(t,1)−m2)+...
(HM(i,1).h(r,1)−m1)*(HM(i,2).h(t,2)−m2)+...
(HM(i,1).h(r,2)−m1)*(HM(i,2).h(t,1)−m2)+...
2*(HM(i,1).h(r,2)−m1)*(HM(i,2).h(t,2)−m2);
tmp=tmp+1/(6*n)*tmp2*HM(i,1).h(r,3)*HM(i,2).h(t,3);
end
end
end
covar=tmp;
res.covar=covar;
res.covCE=meds(:,1)'*meds(:,2)*1/n−mean(meds(:,1))*mean(meds(:,2));
The next script starts from a configuration of histograms, thus split each bin in
two equal parts and recompute basic statistics.
% define 2x2 histogram−valued table
H11=[10 20 0.4;...
20 30 0.6];
H21=[50 60 0.2;...
60 70 0.8];
H12=[10 20 0.4;...
20 30 0.6];
H22=[50 60 0.2;...
60 70 0.8];
% set up the structure HM
HM(1,1).h=H11;
HM(1,2).h=H12;
HM(2,1).h=H21;
HM(2,2).h=H22;
res=cov stat billard(HM);
res.covar
%now we do 5 splits and recompute basic statistics
for i=1:5
for r=1:size(HM,1)
for s=1:size(HM,2)
tmp=HM(r,s).h;
%%
tmp2=[];
for k=1:size(HM(r,s).h,1);
11
uno=HM(r,s).h(k,1);
tre=HM(r,s).h(k,2);
due=(tre+uno)/2;
pp=HM(r,s).h(k,3)/2;
tmp2=[tmp2;[uno due pp; due tre pp]];
end
HM(r,s).h=tmp2;
end
end
res=cov stat billard(HM);
res.covar
res.covCE
end
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