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Abstract
In this paper, a shape optimization problem constrained by a random ellip-
tic partial differential equation with a pure Neumann boundary is presented. The
model is motivated by applications in interface identification, where we assume
coefficients and inputs are subject to uncertainty. The problem is posed as a min-
imization of the expectation of a random objective functional depending on the
uncertain parameters. A numerical method for iteratively solving the problem is
presented, which is a generalization of the classical stochastic gradient method in
shape spaces. Moreover, we perform numerical experiments, which demonstrate
the effectiveness of the algorithm.
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1 Introduction
Shape optimization is concerned with problems where an objective function is
supposed to be minimized with respect to a shape, or a subset of Rd . Many rel-
evant problems contain additional constraints in the form of a partial differential
equation (PDE), which describe the physical laws that the shape should obey. In
applications, the material coefficients and external inputs might not be known ex-
actly, but rather be randomly distributed according to a probability distribution
obtained empirically. In this case, one might still wish to optimize over a set of
these possibilities to obtain a more robust design. The random parameters are mod-
eled with random fields, for example with a Karhunen-Loe`ve expansion [13, 14]
or polynomial chaos [30]. The PDE constraint is then replaced by a set of PDE
constraints, or a random PDE constraint, accounting for all possible realizations of
the stochastic space.
∗University of Vienna, caroline.geiersbach@univie.ac.at
†Chemnitz University of Technology, estefania.loayza@math.tu-chemnitz.de
‡Helmut-Schmidt-University / University of the Federal Armed Forces Hamburg,
welker@hsu-hh.de
1
ar
X
iv
:1
90
2.
01
16
0v
2 
 [m
ath
.O
C]
  3
 Fe
b 2
02
0
One challenge in shape optimization is finding the correct model to describe
the set of shapes; another is finding a way to handle the lack of vector structure
of the shape space. In principle, a finite dimensional optimization problem can
be obtained for example by representing shapes as splines. However, this repre-
sentation limits the admissible set of shapes, and the connection of shape calculus
with infinite dimensional spaces [6, 26] leads to a more flexible approach. Re-
cently, it was suggested to embed shape optimization problems in the framework
of optimization on shape spaces [21, 29]. One possible approach is to cast the sets
of shapes in a Riemannian viewpoint, where each shape is a point on an abstract
manifold equipped with a notion of distances between shapes; see, e.g., [15, 16].
From a theoretical and computational point of view it is attractive to optimize in
Riemannian shape manifolds because algorithmic ideas from [1] can be combined
with approaches from differential geometry. Here, the Riemannian shape gradient
can be used to solve such shape optimization problems using the gradient descent
method. In the past, major effort in shape calculus has been devoted towards ex-
pressions for shape derivatives in the so-called Hadamard form, which are integrals
over the surface (cf. [6, 26]). During the calculation of these expressions, volume
shape derivative terms arise as an intermediate result. In general, additional reg-
ularity assumptions are necessary in order to transform the volume into surface
forms. Besides saving analytical effort, this makes volume expressions preferable
to Hadamard forms. In this paper, we consider the Steklov-Poincare´ metric, which
allows to use the volume formulations (cf. [22]).
Additional challenges arise in the stochastic setting. When the number of pos-
sible scenarios in the probability space is small, then the optimization problem
can be solved over the entire set of scenarios. This approach is not relevant for
most applications, as it becomes intractable if the random field has more than a
few scenarios. For problems with random PDEs, either the stochastic space is
discretized, or sampling methods are used. If the stochastic space is discretized,
one typically relies on a finite-dimension assumption, where a truncated expansion
is used as an approximation of the infinite-dimensional random field. Numerical
methods include stochastic Galerkin method [3] and sparse-tensor discretization
[23]. Sample-based approaches involve taking random or carefully chosen real-
izations of the input parameters; this includes Monte Carlo or quasi Monte Carlo
methods and stochastic collocation [2]. In the stochastic approximation approach,
dating back to a paper by Robbins and Monro [18], one uses a stochastic gradi-
ent in place of a gradient to iteratively minimize the expected value over a ran-
dom function. Recently, stochastic approximation methods have been proposed
to efficiently solve PDE-constrained optimization problems involving uncertainty
[7, 11]. In this paper, we demonstrate a novel use of the stochastic gradient method
on a model shape optimization problem.
The paper is structured as follows. In Section 2, a model problem will be
presented; the model is an interface identification problem with uncertainty arising
from PDE constraints containing random parameters and inputs. The problem
will be formulated as a minimization problem over the expected deviation from
a target measurement. The proposed algorithm for the numerical solution to the
problem will be reviewed in Section 3. Numerical experiments demonstrating the
effectiveness of the method are shown in Section 4. Finally, closing remarks are
shared in Section 5.
2 Model formulation
We consider a model interface identification problem, which has been studied in
the deterministic setting in a number of texts [5, 12, 26], and which we modify
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Figure 1: Illustration of the domain D
to allow for stochastic data. We allow for a domain containing multiple shapes,
leading to a multi-interface identification problem as illustrated in Figure 1. This
model is for instance used in electrical impedance tomography, where the distribu-
tion of materials with different properties is examined based on measurements on
the boundary.
Let D⊂R2 be a bounded domain with boundary ∂D. This domain is assumed
to be Lipschitz and partitioned in an open subdomain D0 ⊂ D and a finite num-
ber N ∈ N of disjoint open subdomains Di ⊂ D with variable boundaries ui :=
∂Di, unionsqi=0,...,NDi
⊔(unionsqi=1,...,Nui) = D, where unionsq denotes the disjoint union. For
i = 1, . . . ,N, the union of all domains Di is denoted by Dint := unionsqi=1,...,NDi and the
union of all boundaries ui is called the interface and denoted by u := unionsqi=1,...,Nui.
Figure 1 illustrates this situation. In our setting, D is meant to be composed of up
to N + 1 distinct materials. One should keep in mind that D depends on u, i.e.,
D = D(u). If u changes, then the subdomains Di ⊂ D change in a natural manner.
For the model, we concentrate on one-dimensional smooth shapes. In [16], the
set of all one-dimensional smooth shapes is characterized by
Be = Be(S1,R2) := Emb(S1,R2)/Diff(S1). (1)
Here, Emb(S1,R2) denotes the set of all embeddings from the unit circle S1 into
R2, which contains all simple closed smooth curves in R2. Note that the bound-
ary of the subdomain already characterize a shape. Thus, we can think of one-
dimensional smooth shapes as images of simple closed smooth curves in the plane
of the unit circle. In (1), Diff(S1) is the set of all diffeomorphisms from S1 into it-
self, which characterize all smooth reparametrizations. These equivalence classes
are considered because we are only interested in the shape itself and images are not
changed by reparametrizations. More precisely, shapes that have been translated
represent the same shape. In contrast, shapes with different scaling are not equiv-
alent in this shape space. In the following, we assume ui ∈ Be for all i = 1, . . . ,N.
In this model, we allow different random variables accounting for source terms
and material coefficients subject to uncertainty. It is assumed that probability dis-
tributions are known, for example by priorly obtained empirical samples. We allow
for uncertainty in source terms and material constants by definition of a probabil-
ity space (Ω,F ,P), where F ⊂ 2Ω is the σ -algebra of events and P : Ω→ [0,1]
is a probability measure. In this paper, the probability space is to be understood
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as a product space (Ω,F ,P) = (Ω f ×Ωg×Ωκ ,F f ×Fg×Fκ ,P f ×Pg×Pκ )
as in [10]. We assume without loss of generality that this product space is com-
plete. We define f : D×Ω f → R and g : ∂D×Ωg → R as a volume input and a
boundary input function, respectively. We assume that these functions are finite di-
mensional noise in that there exist random vectors ξ f (ω) = (ξ 1f (ω), . . . ,ξ
m1
f (ω))
with ξ if : Ω→ Ξif ⊂ R and ξg(ω) = (ξ 1g (ω), . . . ,ξm2g (ω)) with ξ ig : Ω→ Ξig ⊂ R
such that
f (x,ω) = f (x,ξ f (ω)), g(x,ω) = g(x,ξg(ω)) on D×Ω.
On each subdomain Di, the material is assumed to be constant, but randomly
distributed. The function
κ : D×Ωκ → R, (x,ω) 7→
N
∑
i=0
κi(ω)1Di(x). (2)
defines the random material coefficient over the domain D, where κi are indepen-
dent real-valued random variables and 1Di denotes the indicator function of the
set Di. To simplify notation, we set ξ := (ξκ ,ξ f ,ξg), Ξ := Ξinκ ×Ξoutκ ×Ξ1f ×
·· · × Ξm1f × Ξ1g × ·· · × Ξm2g and now write κ(ξ ) = κ(·,ξ ), f (ξ ) = f (·,ξ ), and
g(ξ ) = g(·,ξ ) for a given ξ ∈ Ξ.
For J : BNe ×Ξ→R, we use the notation J(·,ξ ) : BNe →R to denote a determin-
istic functional for a single realization ξ ∈Ξ. Here, BNe stands for the cross-product
of the shape manifold Be with itself N times, one for each ui. The expectation is
then defined as the integral E[J(u,ξ )] :=
∫
Ω J(u,ξ (ω))dP(ω). For the tracking-
type objective functional
J(u,ξ ) :=
1
2
∫
D
(y(x,ξ )− y¯(x))2 dx (3)
we consider the following problem:
min
u=unionsqi=1,...,N ui
with ui∈Be
{
j(u) := E
[
J(u,ξ )
]}
(4)
s.t. y : D×Ξ→ R, (x,ξ ) 7→ y(x,ξ ) satisfies
−∇ · (κ∇y) = f , in D×Ξ (5)
κ
∂y
∂n
= g, in ∂D×Ξ (6)
where D = D(u) depends on u and y¯ : D→ R denotes (deterministic) observed
measurements. With the tracking-type objective functional J(·,ξ ) the model is
fitted to the data measurements y¯. The following continuity conditions are imposed
explicitly for the state and flux at the interface:s
κ
∂y
∂n
{
= 0, JyK= 0, in u×Ξ, (7)
where the jump symbol J·K is defined on u by JvK = v1− v2 with v1 = tr1(v) and
v2 = tr2(v) and tr1, tr2 are the trace operators defined on u and D0.
Remark 1 A regularization term such as perimeter regularization can be added
to the objective functional (3). This is often necessary for analytical investiga-
tions, e.g., in order to establish that a problem is well-defined or to guarantee the
existence of unique solutions. In simulations, we observed that the scaling of the
perimeter penalization needed to be set so small as to be negligible, so for simplic-
ity we leave off this term.
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In order to solve model problem (4)–(7), we need to calculate its shape deriva-
tive. We use the standard notation for the Sobolev space H1(D), where H10 (D)
indicates the subspace of H1(D) containing functions with disappearing trace, and
its vector valued versions H1(D,Rd), H10 (D,R
d). For Hr(D)-valued random vari-
ables y : Hr(D)×Ξ→ R, we recall y ∈ L2(Ξ,Hr(D)) if
‖y‖2L2(Ξ,Hr(D)) := E[‖y‖rHr(D)]< ∞.
In addition, we define the Hilbert space H1av(D) := {v ∈ H1(D)|
∫
D vdx = 0}. In
the following, ξ ∈ Ξ is fixed but arbitrary. The weak formulation of the boundary
value problem (5)–(7) for a fixed realization ξ ∈ Ξ is: find y = y(·,ξ ) ∈ H1av(D)
such that
aξ (y, p) = bξ (p) , ∀p ∈ H1av(D) (8)
with
aξ (y, p) =
∫
D
κ(x,ξ )∇y(x,ξ )T∇p(x)dx, (9)
bξ (p) =
∫
D
f (x,ξ )p(x)dx+
∫
∂D
g(x,ξ )p(x)ds, (10)
where κ is defined as in (2). In order for the shape derivative to be well-defined,
we make the following technical assumptions: y¯ ∈ H1(D), f ∈ L2(Ξ,H1(D)) and
g ∈ L2(Ξ,L2(∂D)).
The Lagrangian of (4)–(7) is defined as
Lξ (u,y, p) := J(u,ξ )+aξ (y, p)−bξ (p), (11)
where J(·,ξ ) is defined in (3), aξ in (9) and bξ in (10). For any ξ ∈ Ξ, a saddle
point (y, p) ∈ H1av(D)×H1av(D) of the Lagrangian is given by
∂Lξ (u,y, p)
∂y
=
∂Lξ (u,y, p)
∂ p
= 0, (12)
which leads to the state equation (5)–(7) and the adjoint equation
−∇ · (κ∇p) = y¯− y, in D×Ξ (13)
κ
∂ p
∂n
= 0, in ∂D×Ξ (14)
for p : D×Ξ→ R, (x,ξ ) 7→ p(x,ξ ). As with the state equation, we have interface
conditions for the adjoint equation:s
κ
∂ p
∂n
{
= 0, JpK= 0, in u×Ξ. (15)
The design equation is given by the shape derivative. If we consider the perturba-
tion of identity, the shape derivative of L at u and fixed ξ ∈ Ξ in the direction of
a sufficiently smooth vector field V is defined by
dLξ (u,y, p)[V ] := lim
t→0+
Lξ (Ft(u),y, p)−Lξ (u,y, p)
t
, (16)
where Ft(u) := {id(x)+ tV (x) : x ∈ u} and F0(u) = u. Using standard techniques
for calculating the shape derivative (min-max approach [6], chain rule approach [27],
rearrangement method [12]), we get the shape derivative of our model problem in
volume formulation:
dJ(u,ξ )[V ] =
∫
D
−κ∇yT (∇V +∇V T )∇p− (y− y¯)∇y¯TV −∇ f TV p
+div(V )
(
1
2
(y− y¯)2 +κ∇yT∇p− f p
)
dx.
(17)
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Remark 2 Note that the shape derivative arises in two equivalent notational forms:
dJ(u,ξ )[V ] :=
∫
D
R(x)V (x)dx (volume/weak formulation),
dJ(u,ξ )[V ] :=
∫
u
r(s)〈V (s),n(s)〉ds (surface/strong formulation).
Here, R is a differential operator acting linearly on the vector field V and r∈ L1(u).
In this paper, we use the volume formulation.
Remark 3 In this paper, we consider the perturbation of identity. Of course, it is
also possible to use, e.g., the speed method in order to transform the domain D. In
this case, the definition of Ft changes.
Remark 4 As mentioned in the introduction, the algorithm proposed in this work
is basically a generalization of the stochastic gradient method. For this method,
descent directions can be chosen as the gradient of J(·,ξ ) for a randomly chosen
ξ . This will be clarified in the next section. This is the reason why the shape
derivative is computed just for J(·,ξ ) and not for j.
Now that we have the state, adjoint and design equations, we are ready to solve
our problem computationally. In the next section, we will present our proposed
method for the computational solution of the problem, including the discretization
scheme, optimization method, and post-processing techniques for the improve-
ment of mesh aspect ratios.
3 Algorithmic and computational details
This section is split into two subsections. Section 3.1 is devoted to the presentation
of the algorithmic aspects for the solution of the problem described in section 2.
To our knowledge, this is a novel application of the stochastic gradient method to
a shape optimization problem under uncertainty. In section 3.2, we focus on com-
putational aspects and combine these with the algorithmic details of section 3.1
resulting in a stochastic shape gradient method for a discretized version of the
model problem.
3.1 Algorithmic aspects
The stochastic gradient method is an algorithm for solving problems of the form
min
x
E[J(x,ξ )]. (18)
The method uses iterations of the form xn+1 = xn− tn∇J(xn,ξ n), where at iter-
ation n the stochastic gradient at xn for a random sample ξ n ∈ Ω, is given by
∇J(xn,ξ n)≈ ∇E[J(xn,ξ )]. We make the assumption that it is possible to generate
independent and identically distributed (i.i.d.) samples ξ n from a known probabil-
ity distribution. This method dates back to [18] and has been used in many dif-
ferent applications, notably as well in optimization on manifolds [4] and in PDE-
constrained optimization [7]. Much research has been devoted to the proper choice
of the step size tn. The least involved choice is the so-called Robbins-Monro step
size,
tn ≥ 0,
∞
∑
n=0
tn = ∞,
∞
∑
n=0
(tn)2 < ∞, (19)
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which was also used in the original work [18] to establish almost sure convergence
of the sequence {xn} to a stationary point for (18). It is notable that the Armijo
rule tn := αρmn with minimal mn ∈ N0 satisfying
J(xn− tn∇J(xn,ξ n),ξ n)≤ J(xn,ξ n)− tnc‖∇J(xn,ξ n)‖2 (20)
with α > 0, ρ ∈ (0,1), c ∈ (0,1) may not converge without additional variance
reduction techniques. If instead of choosing a single realization at iteration n, one
chooses Nn samples ξ n = (ξ n,1, . . . ,ξ n,Nn) with Nn → ∞ as n→ ∞, then conver-
gence using (20) can be demonstrated under relatively weak assumptions [28, 24].
Note that this involves increasingly expensive calculations for the estimate of the
objective function J(x,ξ n) = 1/Nn∑Nnl=1 J(x,ξ
n,l) and likewise for the stochastic
gradient ∇J(x,ξ n). In numerical simulations, we will compare both of these ap-
proaches. Further step size rules can be reviewed in a nice summary by George
and Powell [9].
Now, we formalize what is meant by stochastic gradient for our problem. In
this work, we focus on one-dimensional smooth shapes which are elements of
the shape space Be defined in (1). This shape space is a Riemannian manifold
(cf. [16, 17]). If we want to optimize on a Riemannian shape manifold, we have to
find a representation of the shape derivative with respect to the Riemannian metric
under consideration, called the Riemannian shape gradient, which is required to
formulate optimization methods on a shape manifold. In [22], the authors present
a metric based on the Steklov-Poincare´ operator, which allows for the computation
of the Riemannian shape gradient as a representative of the shape derivative in
volume form. Besides saving analytical effort during the calculation process of
the shape derivative, this technique is computationally more efficient than using
an approach which needs the surface shape derivative form. For example, the
volume form allows us to optimize directly over the hold-all domain D containing
one or more elements ui ∈ Be, whereas the surface formulation would give us
descent directions (in normal directions) for the boundary ui only, which would
not help us to move mesh elements around the shape. Additionally, when we are
working with a surface shape derivative, we need to solve another PDE in order to
get a mesh deformation in the hold-all domain D. Following the ideas presented
in [22], we choose the Steklov-Poincare´ metric, denoted by GS. In the setting of
the shape space Be, the mesh deformation vector V ∈ H10 (D,R2) can be viewed as
an extension of a Riemannian shape gradient to the hold-all domain D because of
the identities
GS(v,u) = dJ(u,ξ )[U ] = a(V,U) ∀U ∈ H10 (D,R2), (21)
where v = (tr(V ))T n,u = (tr(U))T n with tr(·) denotes again the trace operator on
the Sobolev spaces. Here, a(·, ·) : H10 (D,R2)×H10 (D,R2)→ R is a symmetric
and coercive bilinear form. One option for the operator a(·, ·) is chosen to be the
bilinear form associated with the linear elasticity problem, i.e.,
aelas(V,U) :=
∫
D
(λ tr(ε(V )) id+2µε(V )) : ε(U)dx, (22)
where ε(U) := 12 (∇U +∇U
T ), A : B denotes the Frobenius inner product for two
matrices A,B and λ ,µ denote the Lame´ parameters. To summarize, for a fixed
ξ ∈ Ξ, we need to solve the following so-called deformation equation: find V ∈
H10 (D,R
2) such that
aelas(V,U) = dJ(u,ξ )[U ] ∀U ∈ H10 (D,R2). (23)
The main advantage of this Steklov-Poincare´ metric approach is that the iden-
tity (21) holds, meaning that the Riemannian metric GS(·, ·), which is naturally
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defined over the interfaces, can be equivalently reformulated in terms of the bilin-
ear form a(·, ·) over the whole domain. This last observation is the main approach
we will use in the numerical solution of our model problem.
Remark 5 In general, we need the concept of the exponential map and vector
transports in order to formulate optimization methods on a shape manifold. The
calculations of optimization methods have to be performed in tangent spaces be-
cause manifolds are not necessarily linear spaces. This means points from a tan-
gent space have to be mapped to the manifold in order to get a new shape-iterate,
which can be performed with the help of the exponential map. However, the com-
putation of the exponential map is prohibitively expensive in the most applications
because a calculus of variations problem must be solved or the Christoffel symbols
need to be known. It is much easier and much faster to use a first-order approx-
imation of the exponential map. In [1], it is shown that a so-called retraction is
such a first-order approximation and sufficient in most applications. We refer to
[20], where a suitable retraction on Be is given.
3.2 Computational aspects
In order to numerically solve problem (4)–(7), we need to consider some kind
of discretization; we use the finite element method (FEM). Let Dh be a trian-
gulation of the domain D with a partition of subsets Di,h := Di ∩Dh such that
Dh =unionsqi=0,...,NDi,h. Moreover, let ui,h :=Di,h∩D0,h denote the discretization of the
interfaces for i = 1, . . . ,N and ∂Dh := ∂D∩Dh. We assign Dint,h := unionsqi=1,...,NDi,h
and uh := unionsqi=1,...,Nui,h. We consider the set,
Wh :=
{
y ∈ H1(D) ∣∣y|T ∈P1 for all T in Dh} .
where P1 is the space of all first degree polynomials. Furthermore, let us define
the spaces
Wav,h :=
{
y ∈ H1av(D)
∣∣y|T ∈P1 for all T in Dh}
where H1av(D) := {v ∈ H1(D)|
∫
D vdx = 0}, and
W0,h :=
{
V ∈ H10 (D,R2)
∣∣Vi|T ∈P1 for all i = 1,2 and T in Dh} .
Once we have discretized the domain and found an approximation for the Sobolev
spaces, we are able to present the discrete version of the state equation, which is
given in its weak formulation as follows:
Find yh ∈Wav,h :
∫
Dh
κh∇yTh∇ph dx =
∫
Dh
fh ph dx+
∫
∂Dh
gh ph ds ∀ph ∈Wav,h,
(24)
where Ih : C(D¯)→Wh is the piecewise linear interpolation of a continuous function
in the space Wh and κh := Ih(κ), fh := Ih( f ), gh := Ih(g). In the same way, the
adjoint state will be computed by solving the problem
Find ph ∈Wav,h :
∫
Dh
κh∇pTh∇vh dx =
∫
Dh
(yh− y¯h)vh dx, ∀vh ∈Wav,h (25)
where y¯h := Ih(y¯). Furthermore, as explained in the previous section, these equa-
tions need to be solved for a random ξ . For readability, we have suppressed the
dependence of κh, yh, and ph on ξ .
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Once we have computed the state and adjoint variables, the shape derivative
will be given by the discrete counterpart of equation (17), i.e.,
dJ(uh,ξ )[Uh] =
∫
Dh
−κh∇yTh (∇Uh +∇UTh )∇ph− (yh− y¯h)∇y¯Th Uh−∇ f Th Uh ph
+div(Uh)
(
1
2
(yh− y¯h)2 +κh∇yTh∇ph− fh ph
)
dx
(26)
Finally, the discretized version of the deformation equation is given by: find
Vh ∈W0,h such that
aelas(Vh,Uh) = dJ(uh,ξ )[Uh] ∀Uh ∈W0,h. (27)
As mentioned in Remark 5, after the computation of the deformation field, we need
to use the exponential function or an approximation of it (like a retraction mapping)
in order to update the shape for the next iteration. In this context, following the
ideas of [20], we have chosen a retraction that in its discretized version acts like
the perturbation of identity method. That means we assign a direction given by Vh
to each of the nodes of the triangulation Dh and move them with certain step size.
In order to guarantee good behavior of the method (invertibility of the operator Ft
from the perturbation by identity), this step sizes need to be small; otherwise, the
algorithm could produce low aspect ratios or overlapping elements. One of the
principal reasons for this behavior is that the perturbation by identity method does
not consider mesh connectivity, or how close a node is to its neighbors. In order to
overcome this drawback, we use the following techniques.
As discussed in [22], an unmodified right-hand side of the discretized defor-
mation equation leads to deformation fields causing meshes with bad aspect ratios.
Thus, we set values of the discretized shape derivative to zero if the corresponding
element does not intersect with the interface, i.e.,
dJ(uh,ξ )[Uh] = 0 ∀Uh with supp(Uh)∩uh = /0.
Furthermore, in order to ensure good behavior of the mesh along iterations of the
algorithm, we follow ideas from [19]; for each iteration step n, we choose the
Lame´ parameters as follows: λ = 0 and µ ∈ [µmin,µmax] decreasing smoothly
from u to the outer boundary. One possible way to model this behavior is to solve
the following Poisson equation
∆µh = 0 in D0,hunionsqDint,h
µh = µmax on uh (28)
µh = µmin on ∂Dh.
In section 4.2, we will present an experiment that shows the importance of the
choice for µmin and µmax. Correct choices for these parameters ensure that the
cells in the mesh maintain good aspect ratios throughout the optimization process.
In algorithm 1, we present the Stochastic Shape Gradient Method (SSGM) for-
mulated specifically for the discrete version of the model problem described in sec-
tion 2.
The model problem (4)-(6) is formulated for one-dimensional shapes ui ∈ Be,
i = 1, . . . ,N. This means that we are dealing with objects in 2D. Of course, it is
possible to generalize our problem to 3D shapes. For a generalization, we refer
to to [25], which considers a multiple shape interface problem in 3D. One fo-
cus of this paper is the performance of 3D computations. Here, the effectiveness
of the computations is guaranteed by using multigrid methods and parallelization
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Algorithm 1 Stochastic shape gradient method for the model problem
Initialization: Choose D0 = unionsqi=0,...,ND0i,hunionsqi=1,...,N u0i,h
for n = 0,1, . . . do
Generate ξ n ∈ Ξ, choose tn ≥ 0
ynh← Solve the state equation given in (24) with ξ = ξ n
pnh← Solve adjoint random equation given in (25) using yh = ynh and ξ = ξ n
dJξn(D
n
h)[Uh]← Assemble the random discrete shape derivative (26) with Uh
such that
supp(Uh)∩uh = /0
µnh ← Solve Poisson equation given in (28)
V nh ← Compute the mesh deformation vector field by solving the deformation
equation (27)
Set Dn+1h = D
n
h− tnV nh
end for
techniques. We want to mention that our proposed method can also be applied
to higher-dimensional objects. However, one needs to take into account that prob-
lems occur, which are due to the high dimension. In 3D, we have to deal with many
degrees of freedom. Thus, our method needs some tuning in higher dimensions to
solve the problem efficiently. For example, parallelization techniques or multi-
grid methods can be performed, as suggested by [25]. Since addressing this kind
of question goes beyond the scope of this paper, we restrict ourselves to 2D. Al-
though the stochastic gradient, the numerical solution of PDEs, constrained shape
optimization problems had been widely studied in the past, there have not been
a combination of both, and the scientific computing is challenging as the experi-
ments in the next section show. We want to highlight that the main advantage of
our method is the lower computational cost added by considering random param-
eters. This fact is obtained due to the low complexity of the stochastic gradient.
Furthermore, up-to-the authors’ knowledge, there has not been an extensive study
on the different techniques for preventing mesh destruction and bad aspect ratios
like the ones presented here.
Remark 6 We want to mention that model problem (4)-(6) for N = 1 in higher
dimensions is investigated analytically in [8]. In particular, an asymptotic conver-
gence result on Riemannian manifolds is proven.
4 Numerical experiments
The principal aim of this section is to show the behavior of algorithm 1 through
numerical experiments. This section is divided into five experiments. The first one
shows the applicability to a problem with multiple shapes. The second one presents
an analysis of the behavior of the meshes for different values of the parameters
µmin and µmax in the equation (28). The third shows convergence to different
target shapes. The fourth shows the influence of the individual random variables
on the outcome. Finally, we look at results obtained using different step size rules
and probability distributions with high variance.
Throughout this section we choose D = (0,1)2 and discretize as described
in section 3.2 with up to 10,000 triangles. In all experiments, the volume input f is
set to f ≡ 0. We use N (ρ,σ ,a,b) to denote a truncated normal distribution with
mean ρ , standard deviation σ , and lower and upper bounds denoted by a, b, respec-
tively. We consider a simplified version of the model where κint := κ1 = · · ·= κN .
10
Figure 2: Target shape u¯
The measurement y¯ is generated by solving the state equation (24) on a target shape
u¯ with constant parameters κ0 = 1.5, κint = 4 and g = 10. Unless otherwise indi-
cated, the bounds of the Lame´ parameter µ were set to µmin = 10 and µmax = 25.
In all experiments, we use a single realization ξ n at each iteration n to gen-
erate the stochastic shape gradient. For some convergence plots, we approximate
function values E[J(un,ξ )] and the L2-norm of the shape gradient E[‖V n‖L2(D,R2)]
using additional sampling at each point un by the estimates
jˆn :=
1
m
m
∑
l=1
J(un,ξ n,l)≈E[J(un,ξ )], vˆn := 1m
m
∑
l=1
‖Vn(ξ n,l))‖L2(D,R2)≈E[‖V n‖L2(D,R2)]
with m i.i.d. samples {ξ n,1, . . . ,ξ n,m} generated at each n.
4.1 Multiple shapes
The main objective of this experiment is to present the numerical solution of prob-
lem (4)- (7) for the target configuration depicted in Figure 2. Additionally, we
present experiments on meshes with different sizes to observe their effect on the
solution. We used the Armijo line search rule (20) with α = 50, ρ = 0.5, and c =
10−4 and the random parameters κ0 ∼N (1.5,10−2,1,2), κint ∼N (4,10−2,3,5)
and g∼N (10,10−2,9,11).
First, we used a mesh with approximately 3,000 elements. We let the algorithm
iterate 300 times, and Figure 3 shows the initial, an intermediate and the final
shapes obtained. A convergence plot for a single sample of the objective function
value and stochastic shape gradient is shown in Figure 5a. Furthermore, we use
m = 100 samples to approximate the objective function at the last iteration to find
jˆ300 ≈ 0.00323.
Second, we would like to show that the solutions can be improved just by
taking a finer mesh for both the initial and target shapes, in this case with around
10,000 elements. In Figure 4, we present the obtained solutions. Moreover, the
convergence plot for this experiment is showed in Figure 5b, and the value of the
objective function is approximated with m= 100 samples with jˆ300 ≈ 0.00311. As
expected, we observe a lower objective function value with the finer mesh.
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(a) D0 (b) D150 (c) D300
Figure 3: Shapes obtained on a coarse mesh
(a) D0 (b) D150 (c) D300
Figure 4: Shapes obtained on a fine mesh
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(a) Mesh with 3000 elements
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(b) Mesh with 10,000 elements
Figure 5: Convergence plots
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D0
u
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(a) Example of the domain D (b) Initial configuration D0
Figure 6: Experiment: Influence of Lame´ parameters
4.2 Influence of the Lame´ parameters on the mesh qual-
ity
For simplicity, from now on we only will consider shapes as depicted in Figure 6a;
i.e., consisting only of one interior interface. The main goal of this experiment is
to show the importance of the parameters µmin and µmax in achieving better aspect
ratios of the final meshes. The initial shape was chosen to be an ellipse as depicted
in Figure 6b on a mesh with about 10,000 triangles. We used the Armijo line
search rule (20) with α = 400, ρ = 0.5, c = 10−4 and κ1 ∼N (1.5,10−2,1,2),
κint ∼N (4,10−2,3,5) and g ∼N (10,10−2,9,11). We let the algorithm iterate
200 times.
Figures 7 and 9 show that of the tested values, the aspect ratio for the final
mesh is the best in the case where we choose µmin = 10,µmax = 25. These results
suggest that the correct choice of these values is problem-dependent and would
be an opportunity for future research. Specifically, we have improved the aspect
ratios of the cells near to the moving boundary by increasing the value of µmin and
the non-moving boundary by increasing the value of µmax.
4.3 Different target shapes
In this experiment, we show convergence to different target shapes. We used
the Armijo line search rule (20) with α = 400, ρ = 0.5, c = 10−4 and κ0 ∼
N (1.5,10−2,1,2), κint∼N (4,10−2,3,5) and g∼N (10,10−2,9,11). The mea-
surement y¯ was generated for two different target shapes u¯: the ellipse (Figure 11a)
and a small circle (Figure 10a). The starting shape D0, final shape D200 and con-
vergence plot is shown in each figure. In the convergence plots, one sees a clear
decrease in the objective function value and the norm of the shape gradient as well
as significant progress toward to the target shape.
4.4 Influence of the individual random variables
The main purpose of this experiment is to study the influence of the individual
random variables on the performance of the algorithm. That means we will choose
different values to be deterministic while other will remain random. The initial
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(a) (b)
Figure 7: (a) Shape obtained after 200 iterations using µmin = 0.5 and µmax = 1,
(b) zoomed areas
shape D0 is depicted in Figure 12a and the target shape u¯ is depicted in Figure 12b.
The behavior of the objective function and the norm of the shape gradient are
depicted in Figure 13, where we choose the following parameters.
Figure 13a: κ0 ∼N (1.5,10−2,1,2), while κint = 4 and g = 10.
Figure 13b: κint ∼N (4,10−2,3,5), while κ0 = 1.5 and g = 10.
Figure 13c: g∼N (10,10−2,9,11), while κ0 = 1.5 and κint = 4.
Figure 13d: κ0 ∼N (1.5,10−2,1,2), κint ∼N (4,10−2,3,5), and g = 10.
Figure 13e: κ0∼N (1.5,10−2,1,2), κint∼N (4,10−2,3,5) and g∼N (10,10−2,9,11).
Figure 13f: κ0 = 1.5, κint = 4 and g = 10.
By comparing Figures 13b and 13f we can conclude that the randomness in
κint influences the behavior of the algorithm only minimally. That agrees with
the model, since this parameter affects only the moving boundary from the in-
side. Comparing Figures 13a, 13d, and 13e, we observe that the stochastic shape
gradient appears to be most sensitive to the parameter κ0, which induces greater
oscillations in the objective function throughout optimization. We can also see
in Figure 13c that the stochastic shape gradient and objective function value do not
appear to be very sensitive to randomness in the boundary condition g.
4.5 Step size rules for high variance distributions
In this experiment, we will show the influence of the step size tn in Algorithm 1
on convergence in the high-variance case. We will compare the Robbins-Monro
step size rule (19) with the Armijo line search rule (20) as well as a modification
of the latter. To demonstrate the effect of high variance on the problem, we will
work with the following random variables with higher variance than in the past ex-
amples: κ0 ∼N (1.5,0.2,1,2), κint ∼N (4,0.2,3,5) and g ∼N (10,0.2,9,11).
The initial shape is shown in Figure 14a and the target measurement y¯ is generated
on the shape in Figure 14b. Convergence plots are shown with m = 1000 samples
for each iteration n.
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(a) (b)
Figure 8: (a) Shape obtained after 200 iterations using µmin = 1 and µmax = 25,
(b) zoomed areas
4.5.1 Robbins-Monro step size
We work with the rule tn = αn−0.85, which obviously satisfies the conditions
in (19). In Figures 15 and 16, we compare results of a simulation using α = 800
and α = 400, respectively. This demonstrates that a poorly chosen constant can
drastically affect convergence speed. Interestingly, at n = 200, the better choice
α = 800 has jˆ200 ≈ 0.371, while α = 400 has jˆ200 ≈ 0.368, so a slightly lower
objective function value. However, as one clearly sees from the plots, even with
m = 1000 samples, the estimated function values are quite noisy; therefore, we
cannot conclude that the shape obtained in Figure 16 has a lower objective func-
tion value than the one in Figure 15.
4.5.2 Armijo line search
We use the Armijo line search rule (20) with α = 300, ρ = 0.5, c = 10−4 and
Nn ≡ 1 sample per iteration. In Figure 17, one sees the final shape as well as a plot
of the objective function. In this simulation, the Armijo line search was successful
in the first iteration for every n, effectively making the step size constant tn ≡ 150.
Unlike the Robbins-Monro rule, this step size rule does not reduce variance well,
since large steps are taken even if one has already reached the neighborhood of
the optimum. This induces large oscillations in the shape, which may compromise
mesh integrity. The objective function value also oscillates heavily as a result, as
one can see in the plot of the objective function. At n= 200, jˆ200 ≈ 0.360, where it
is noted that one would need to take more samples before making a fair comparison
with the previous example.
4.5.3 Armijo line search with damping
To mimic the variance reduction property of the Robbins-Monro rule, we introduce
Armijo line search with damping to reduce oscillations around the optimum. This
line search takes the form
tn = αnρmn (29)
for a decreasing sequence αn ∈ [αmin,αmax]. Here, we choose α0 = 400, ρ = 0.5,
and c = 10−4, and damp αn every 20th iteration (i.e. α20 = 0.9α0, α21 = · · · =
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(a) (b)
Figure 9: (a) Shape obtained after 200 iterations using µmin = 10 and µmax = 25,
(b) zoomed areas
(a) Initial configuration D0 (b) D200
0 50 100 150 200
0
0.5
1
1.5
2
2.5
3
0
2
4
6
·10−2
Iterations
A
ve
ra
ge
ob
je
ct
iv
e
fu
n
ct
io
n
(jˆ
n
)
·10−5
A
ve
ra
ge
L
2
-n
or
m
of
V
n
(vˆ
n
)jˆn
vˆn
(c) Convergence plot
Figure 10: Convergence of circle to ellipse
α39 = α20, α40 = 0.9α20, etc.) Figure 18 shows the shape and a plot of objective
function. Although the function values still oscillate, the extreme values are lower.
At n= 200, jˆ200≈ 0.361. While this experiment shows some promise in the hybrid
step size rule (29), it is to be noted that to the authors’ knowledge, no convergence
theory for this method exists; this would be an opportunity for future research.
4.5.4 Concluding observations
Notably, all of these methods are quite sensitive to the scaling of the step size,
requiring the user to tune parameters offline. This is in some sense unavoidable
for iterative methods on nonconvex problems. For all step size rules, if the scaling
is chosen to be too large, mesh destruction or bad aspect ratios of the mesh may
appear as seen in Figures 19 and 20. For the Robbins-Monro rule, the danger of
mesh destruction occurs at the beginning, when the step size is its largest. Fig-
ure 19 shows how the mesh has bad aspect ratios already at the second iteration
if tn = 2000 · n−0.85. Figure 20 shows a mesh with bad aspect ratios at the final
iteration, where high oscillations around iteration n = 175 caused a compromised
mesh.
The Armijo rule, which is widely used for deterministic problems, should be
used with care for stochastic problems. As mentioned in Section 3, current con-
vergence theory requires that one takes more and more samples of the gradient
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(a) Initial configuration D0 (b) D200
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(c) Convergence plot
Figure 11: Convergence of ellipse to circle
(a) Initial configuration D0 (b) Target shape u¯
Figure 12: Experiment: Influence of the individual random variables
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(a) κ0 random
0 50 100 150 200
0
0.5
1
1.5
2
2.5
0
1
2
3
4
·10−2
Iterations
O
b
je
ct
iv
e
fu
n
ct
io
n
·10−5
L
2
-N
or
m
of
V
n
J(un, ξn)
‖V n‖L2(D,R2)
(b) κint random
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(c) g is random
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(d) κ0 and κint random
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(e) Completely random
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(f) Deterministic
Figure 13: Convergence plots
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(a) Initial configuration D0 (b) Target shape u¯
Figure 14: Experiment: Step size rules
(a) D200
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(b) Objective function
Figure 15: Robbins-Monro rule tn = 800n−0.85
(a) D200
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(b) Objective function
Figure 16: Robbins-Monro rule tn = 400n−0.85
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(a) D200
0 50 100 150 200
3.5
4
4.5
5
·10−2
Iterations
A
ve
ra
ge
ob
je
ct
iv
e
fu
n
ct
io
n
jˆ n
jˆn
(b) Objective function
Figure 17: Armijo line search with tn = 300 ·0.5mn
(a) D200
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(b) Objective function
Figure 18: Armijo line search with tn = αn ·0.5mn
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(a) (b)
Figure 19: (a) D2 with Robbins-Monro rule (19) and α = 2000, (b) zoomed areas
(a) (b)
Figure 20: (a) D200 with Armijo line search rule (20) and α = 400, (b) zoomed areas
to achieve variance reduction. The Robbins-Monro rule, which naturally reduces
variance over the optimization, suffers from a lack of robustness: slight changes in
the scaling of the step size lead to drastically different efficiency in the first stage
of optimization, as we saw in the experiments. An idea is to try to reduce variance
while still allowing for large step sizes, which we used to develop the damping pro-
cedure. This method, however, introduces an additional parameter needing to be
tuned, namely the damping rate. So far, no theoretical results exist for such a pro-
cedure, but it would be an interesting topic to explore, particularly for nonconvex
problems.
5 Conclusion
A stochastic shape interface problem was investigated computationally. The prob-
lem under consideration is of high importance because adding randomness makes
numerical simulations for real-world problems with uncertainty in the model. In
order to solve the problem, we combine the gradient descent method using the
shape derivative in its volume expression with the well-known stochastic gradi-
ent, which results in a stochastic gradient descent method for shape optimization
problems in shape spaces. We present various numerical experiments in this paper
by applying this method to the shape interface model. Numerical solutions of the
problem are presented, where the domain consists of multiple shapes. Moreover,
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the influence of the Lame´ parameters on the mesh quality and the influence of in-
dividual random variables on the performance of the algorithm are investigated. In
a further experiment, we perform computations for different target shapes, observ-
ing the convergence of a circle to an ellipse and vice versa. In a final experiment,
which focuses on the various step size rules, we use an example with higher vari-
ance and compare simulations for the Robbins-Monro step size rule, the Armijo
line search rule, and a hybrid method we call Armijo line search with damping.
The strengths and weaknesses of the methods are compared.
Many interesting questions remain, some of which we will attempt to address
in future work. For example, how to extend our method efficiently to problems
with two-dimensional shapes, i.e., where the underlying domains are subsets of
R3. Moreover, it is well done that with highly dimensional problems it arises the
question of improving the performance of the algorithm. For example, paralleliza-
tion techniques could be solution. Additionally, it would be useful to compute ef-
ficiency estimates so that a termination condition can be defined for the algorithm.
As we demonstrated in the last experiment, step size plays a big role, especially
when the variance is high; although no convergence theory exists for the Armijo
with damping rule, it may a good choice in applications, as it appears to possess
the strengths of the other two methods.
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