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ABSTRACT  
The purpose of this study is to predict HbA1c in diabetics. The obstacles behind the prediction of 
HbA1c is the limitations in the laboratory to provide services for diabetics regarding HbA1 check-
up. HbA1c prediction is made by a combination of K-Means and C4.5 methods. K-Means is used to 
classify continuous data. From the results of the K-Means classification will be used by C4.5 to 
create a rule (decision tree). The prediction results obtained will be carried out as a validation 
process to determine the level of accuracy by using K-Fold Cross-Validation. The accuracy value 
obtained is 72%. The resulting benefit from the prediction of HbA1c can be used as an alternative 
solution to overcome limitations in the laboratory in terms of HbA1c check-up servicing and the 
results of HbA1c prediction can also be used as a recommendation by doctor in determining the 
medical decision for diabetics. 
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ABSTRAK  
Tujuan dari penelitian ini yaitu melakukan prediksi HbA1c pada penderita diabetes. Adapun kendala 
yang melatarbelakangi prediksi HbA1c adalah adanya keterbatasan pada laboratorium untuk 
memberikan pelayanan kepada penderita diabetes dalam hal pemeriksaan HbA1c. Prediksi HbA1c 
dilakukan dengan kombinasi metode K-Means dengan C4.5. K-Means digunakan untuk 
mengelompokkan data yang bersifat kontinu. Dari hasil pengelompokan K-Means akan digunakan 
oleh C4.5 untuk membuat rule (pohon keputusan). Hasil prediksi yang didapatkan akan dilakukan 
proses validasi untuk mengetahui tingkat keakurasian dengan menggunakan K-Fold Cross 
Validation. Nilai akurasi yang didapatkan sebesar 72%. Manfaat yang dihasilkan dari prediksi 
HbA1c adalah dapat digunakan sebagai alternatif solusi untuk mengatasi keterbatasan pada 
laboratorium dalam hal pelayanan pemeriksaan HbA1c dan hasil prediksi HbA1c dapat juga 
digunakan sebagai rekomendasi oleh dokter dalam menentukan keputusan medis pada penderita 
diabetes.  
 
Kata kunci: Kombinasi, Prediksi, HbA1c, Validasi, Diabetes 
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1. PENDAHULUAN 
Hasil survei mengenai masyarakat yang menderita diabetes, didapatkan sekitar 30% penderita 
diabetes tidak mengetahui penyakitnya dan penderita diabetes tersebut baru mengetahuinya setelah 
mendapatkan hasil diagnosis keluar dari hasil tes laboratorium, bahkan sekitar 25% telah terkena 
komplikasi mikrovaskular [1]. Komplikasi mikrovaskular yakni komplikasi yang dapat 
menyebabkan kerusakan pada mata, ginjal, indra perasa, dan lain-lain yang terjadi pada pembuluh 
darah kecil. Diprediksi ada 439 juta orang yang pada tahun 2030 akan menderita penyakit diabetes. 
Sehingga penyakit diabetes merupakan persoalan kesehatan di semua negara [2]. 
Hemoglobin yang berhubungan dengan glukosa disebut dengan HbA1c (hemoglobin A1c) 
atau glycated hemoglobin. Glukosa akan saling mengikat dengan hemoglobin yang ada didalam sel 
darah merah yang terjadi didalam darah. HbA1c ini nanti digunakan dokter untuk memberikan 
keputusan yang sesuai bagi penderita diabetes. Keputusan tersebut mengandung obat yang akan 
diberikan, larangan yang diberikan untuk penderita, berapa kali harus menemui dokter untuk 
mengontrol diabetes penderita dan lain-lain. Usulan diperlukan prediksi HbA1c untuk mengatasi 
keterbatasan dalam pemberian pelayanan tes HbA1c pada laboratorium bagi penderita diabetes. 
Adapun penelitian yang berhubungan dengan bidang medis yang dimana pada penelitian 
tersebut, membandingkan algoritma Decision Tree C4.5 dengan algoritma Naive Bayes. Hasil 
akurasi yang diperoleh yaitu algoritma Decision Tree C4.5 sebesar 90%. Untuk algoritma Naive 
Bayes sebesar 89.58% [3]. Dan terdapat juga hasil penelitian mengenai pengelompokan data yang 
dimana penelitian tersebut membandingkan metode Clustering K-Means dengan Agglomerative 
Hierarchical Clustering (AHC). Hasil yang didapatkan dari penelitian tersebut menunjukkan bahwa 
metode Clustering K-Means lebih baik dalam mengelompokkan data dibandingkan dengan metode 
Agglomerative Hierarchical Clustering (AHC) [4]. 
Sehingga dapat disimpulkan dalam penelitian ini akan menerapkan metode klasifikasi C4.5 
untuk memprediksi HbA1C pasien penderita diabetes. Dan untuk pengelompokan menggunakan 
metode clustering K-Means. Pengelompokan dilakukan terlebih dahulu sebelum melakukan proses 
metode C4.5. 
 
2. METODE PENELITIAN 
Tahapan-tahapan yang digunakan dalam proses data mining adalah CRISP-DM (Cross-
Industry Standard Process Model for Data Mining). Adapun gambaran tahapan diagram CRISP-DM 
sebagai berikut (gambar 1): 
Gambar 1. Diagram CRISP-DM [5] 
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2.1.  Business Understanding 
Menjelaskan bagaimana bisnis atau sistem yang sedang berjalan yang berkaitan dengan 
penelitian yang dilakukan. Adapun penelitian pada tahapan business understanding sebagai berikut: 
a. Menentukan Tujuan Bisnis (Determine Business Objectives) 
Untuk mengenali proses diagnosis diabetes pada pasien dan mengetahui proses penanganan 
pasien penderita diabetes. 
b. Menilai Situasi (Assess the Situation) 
Adapun diagram alur proses diagnosis diabetes pada pasien dan diagram alur perawatan 
pasien yang telah terkena diabetes [6]. 
c. Menentukan Tujuan Data Mining (Determine the Data Mining Goals) 
Tujuan data mining adalah untuk memprediksikan hasil HbA1c. 
2.2. Data Understanding 
Memahami data yang akan digunakan dalam penelitian. Adapun penelitian pada tahapan data 
understanding sebagai berikut: 
a. Mengumpulkan Data Awal (Collect the Initial Data) 
Data yang dikumpulkan dari dataset yang diambil dari UCI Machine Learning yang di 
publikasi kan dari penelitian sebelumnya yang berjudul Impact of HbA1c Measurement on 
Hospital Readmission Rates: Analysis of 70,000 Clinical Database [7]. 
b. Mendeskripsikan Data (Describe the Data) 
Mendeskripsi setiap atribut–atribut yang terdapat pada dataset yang digunakan. 
c. Mengeksplorasi Data (Explore the Data) 
Mendeskripsikan tipe nilai dan jenis nilai pada tiap atribut pada dataset yang digunakan. 
d. Memverifikasi Kualitas Data (Verify Data Quality) 
Mendeskripsikan total nilai kosong (missing) pada tiap atribut pada dataset yang 
digunakan. 
2.3. Data Preparation 
a. Mendeskripsikan Data Set (Data Set Description) 
Deskripsi data sesuai pada 2.2. bagian b. mendeskripsikan data. 
b. Memilih Data (Select Data) 
Pada penelitian lebih bertujuan pada memprediksi nilai HbA1c. Untuk hal tersebut dari 
atribut–atribut data pada dataset hanya akan di digunakan beberapa yang dibutuhkan dalam 
proses prediksi HbA1c. Adapun atribut–atribut data yang digunakan untuk metode K-
Means dan C4.5 sebagai berikut: 
Tabel 1. Atribut Metode K-Means 
No Nama Atribut 
1 Time in Hospital 
2 Numbers of Lab Procedures 
3 Numbers of Procedures 
4 Number of Diagnoses 
 
Tabel 2. Atribut Metode C4.5 
No Nama Atribut 
1 Gender 
2 Age 
3 Admission Type 
4 Discharge Disposition 
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No Nama Atribut 
5 Admission Source 
6 Diagnosis 1 
7 Diagnosis 2 
8 Diagnosis 3 
9 A1c test result 
10 Change of Medications 
11 Diabetes Medications 
12 Readmitted 
 
Atribut hasil proses K-Means akan digunakan pada proses C4.5. Pada tabel 1 dan 2 
menjelaskan atribut nilai yang akan digunakan langsung berdasarkan dari dataset yang 
digunakan. 
c. Membersihkan Data (Clean Data) 
Dari hasil atribut–atribut yang telah dipilih, akan pembersihan pada data yang terdapat pada 
atribut ini. Dalam penelitian ini akan menghapus data dari atribut A1c Test Result yang 
bernilai None. Tujuan menghapus nilai adalah agar proses klasifikasi dengan metode C4.5 
hasil yang dikeluarkan lebih tepat dan hasil prediksi tidak terdapat nilai none (tidak 
diketahui). 
Adapun jumlah data dalam data set tersebut berjumlah 101767 data. Setelah dilakukan 
pembersihan data, data yang tersisa berjumlah 17019. 
2.4. Modeling 
Modeling pada tahapan ini menjelaskan bagaimana pemodelan yang akan diterapkan dalam 
data mining. Adapun gambaran langkah-langkah pemodelan data mining sebagai berikut: 
 
 
Gambar 2. Alur Pemodelan Utama 
 
 
 
Start
Proses Penentuan Rule
Proses Prediksi
End
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Gambar 3. Alur Pemodelan Pohon Keputusan (Rule) Prediksi HbA1c 
 
 
Gambar 4. Alur Pemodelan Prediksi HbA1c 
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Gambar 5. Diagram Tahapan K-Means [8] 
 
 
Gambar 6. Diagram Tahapan C4.5 [9] 
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Selanjutnya adalah rumus yang akan digunakan dari tiap metode sebagai berikut : 
a. Metode K-Means 
1. Rumus Mencari Jarak Objek Centroid (Euclidean Distance) [8]. 
𝑑(𝑥, 𝑦) = √∑(𝑥𝑖−𝑦𝑖)2
𝑛
𝑖=1
 (1) 
Keterangan:  
d = jarak antara x dan y 
x = data pusat klaster 
y = data pada atribut 
i = setiap data 
n = jumlah data 
xi = data pada pusat klaster ke i 
yi = data pada setiap data ke i 
2. Rumus Menentukan Centroid Baru [8]. 
𝐶𝑖 =  
∑ 𝑥𝑖  ∈  𝑠𝑖
𝑛
𝑖=1
𝑛
 (2) 
Keterangan:  
Ci = centroid baru ke i 
si = objek ke i 
xi = nilai pada objek ke i 
n = jumlah data pada tiap kelompok 
 
b. Metode C4.5 
1. Rumus Entropy [10] 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ − 𝑝𝑖 ∗  log 2  𝑝𝑖
𝑛
𝑖=1
 (3) 
Keterangan:  
S = Himpunan Kasus  
n = jumlah partisi S  
pi = proporsi dari Si terhadap S 
2. Rumus Gain [10] 
𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑
|𝑆𝑖|
|𝑆|
∗ 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑖)
𝑛
𝑖=1
 (4) 
Keterangan: 
S = Himpunan Kasus  
A = Atribut 
n = jumlah partisi atribut A  
|Si| = jumlah kasus pada partisi ke-i 
|S| = jumlah kasus dalam S 
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Adapun penerapan proses metode K-Means dan C4.5 sebagai berikut: 
A. Proses K-Means 
Pada proses K-Means hanya akan dijelaskan sebagian. Contoh proses yang 
dijelaskan disini adalah proses K-Means pada atribut Time In Hospital. Dalam perhitungan 
ini menggunakan 10 data sampel dari dataset yang digunakan. Perhitungan ini menetapkan 
jumlah kelompok (cluster) berjumlah 3. Penentuan jumlah kelompok berdasarkan 
kebutuhan. Adapun langkah sebagai berikut: 
1. Tentukan Nilai Centroid Awal (Random) 
Tabel 3. Nilai Centroid Loop-1 Time In Hospital 
Perulangan Nama Centroid Nilai Centroid 
Loop - 1 
Centroid 1 1 
Centroid 2 14 
Centroid 3 8 
 
Pada tabel 3 merupakan penentuan nilai centroid awal atribut time in hospital 
secara random. 
2. Perhitungan Euclidean Distance setiap centroid pada tabel 3. 
Tabel 4. Nilai Euclidean Distance Centroid 1 Loop-1 Time In Hospital 
No Perhitungan 
Hasil Euclidean Distance 
Centroid 1 
1 √(𝟏 − 𝟏)𝟐 0 
2 √(𝟑 − 𝟏)𝟐 2 
3 √(𝟏𝟒 − 𝟏)𝟐 13 
4 √(𝟐 − 𝟏)𝟐 1 
5 √(𝟏𝟒 − 𝟏)𝟐 13 
6 √(𝟗 − 𝟏)𝟐 8 
7 √(𝟏𝟑 − 𝟏)𝟐 12 
8 √(𝟓 − 𝟏)𝟐 4 
9 √(𝟖 − 𝟏)𝟐 7 
10 √(𝟏𝟒 − 𝟏)𝟐 13 
 
Pada tabel 4 merupakan hasil perhitungan Euclidean Distance Centroid 1 Loop-
1 Time In Hospital yang dimana nilai yang digunakan pada perhitungan ini berdasarkan 
nilai dari dataset atribut time in hospital dan nilai centroid 1 pada tabel 3 dan 
menggunakan rumus 1. Untuk kolom  hasil Euclidean Distance Centroid 1 merupakan 
hasil dari perhitungan dari kolom perhitungan. 
Untuk perhitungan Euclidean Distance Centroid 2, dan Euclidean Distance 
Centroid 3 dilakukan seperti pada tabel 4 namun berdasarkan nilai centroid masing-
masing pada tabel 3. 
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3. Menentukan Pengelompokan Berdasarkan Hasil Euclidean Distance 
 
Tabel 5. Penentuan Cluster Loop–1 Time In Hospital 
Loop – 1 Time In Hospital 
ED-1* ED-2* ED-3* Cluster 1 Cluster 2 Cluster 3 
0 13 7 1 - - 
2 11 5 1 - - 
13 0 6 - 1 - 
1 12 6 1 - - 
13 0 6 - 1 - 
8 5 1 - - 1 
12 1 5 - 1 - 
4 9 3 - - 1 
7 6 0 - - 1 
13 0 6 - 1 - 
*Note :  
- ED adalah Euclidean Distance. Dan nilai Euclidean Distance ini merupakan nilai yang telah dihitung 
sebelumnya 
- Angka 1 pada Cluster 1, Cluster 2, Cluster 3 merupakan tanda bahwa data dikelompokkan pada 
cluster.  
 
Dalam penentuan  cluster dilakukan berdasarkan nilai dari Euclidean Distance 
yang telah di hitung sebelumnya pada tabel 4. Untuk penentuannya, dari tiap baris 
tersebut yang memiliki nilai Euclidean Distance terendah maka akan menjadi cluster 
dari kelompok Euclidean Distance tersebut. Adapun contoh pada tabel 5 untuk Cluster 
Loop–1 Time In Hospital. 
4. Menetukan Pengelompokan Nilai Atribut Time In Hospital 
 
Tabel 6. Hasil Cluster Loop–1 Time In Hospital 
No. time_in_hospital Cluster Loop–1 
1 1 Cluster 1 
2 3 Cluster 1 
3 14 Cluster 2 
4 2 Cluster 1 
5 14 Cluster 2 
6 9 Cluster 3 
7 13 Cluster 2 
8 5 Cluster 3 
9 8 Cluster 3 
10 14 Cluster 2 
 
Pada tabel 6 merupakan hasil dari penentuan cluster loop–1 time in hospital pada tabel 
5. Dan nilai pada kolom time in hospital berdasarkan dari tabel dataset yang digunakan 
atribut time in hospital. 
5. Menentukan Nilai Centroid Baru 
Tabel 7. Nilai Centroid Loop-2 Time In Hospital 
Perulangan Nama Centroid Perhitungan Nilai Centroid 
Loop – 2 
Centroid 1 (1 + 3 + 2) 3⁄  2 
Centroid 2 (14 + 14 + 13 + 14) 4⁄  13.75 
Centroid 3 (9 + 5 + 8) 3⁄  7.333333333 
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Pada tabel 7 merupakan penentuan nilai centroid loop-2 atribut time in hospital 
yang dimana nilai perhitungan berdasarkan hasil pengelompokan dari tabel 6 dan 
menggunakan rumus 2. Kolom nilai centroid merupakan hasil dari perhitungan dari 
kolom perhitungan. 
Jika Nilai setiap centroid baru sama dengan nilai setiap centroid sebelumnya, maka 
proses K-Means selesai. Jika tidak ulangi proses dari langkah ke 2 yaitu perhitungan 
Euclidean Distance setiap centroid menggunakan nilai centroid baru. 
Langkah 1-5 diatas juga dilakukan untuk menentukan pengelompokan pada 
atribut num lab procedures, num procedures, dan num diagnoses. Setelah dikelompokan 
pada proses K-Means. Hasil pengelompokan akan digunakan untuk proses C4.5. 
B. Proses C4.5 
Pada proses C4.5 pertama tentukan atribut mana yang akan diprediksi. Dalam kasus 
ini atribut yang akan diprediksi adalah A1cResult. Untuk atribut yang akan diprediksi 
dilakukan perhitungan entropy pada tabel 8. 
 
Tabel 8. Nilai Entropy A1cResult 
Jenis Nilai Jumlah Perhitungan Entropy Entropy 
Norm 4 (
4
10
× (−1)) × log2 (
4
10
) 0.528771238 
>7 3 (
3
10
× (−1)) × log2 (
3
10
) 0.521089678 
>8 3 (
3
10
× (−1)) × log2 (
3
10
) 0.521089678 
Total Data 10 Total Entropy (A1cResult) 1.570950594 
 
Setelah didapatkan nilai entropy A1cResult berdasarkan rumus 3, maka tahap 
selanjutnya hitunglah nilai entropy dan gain tiap atribut lainnya. Dalam perhitungan nilai 
gain tiap atribut lainnya akan bersangkutan dengan nilai total entropy A1cResult, yang 
dimana nilai entropy A1cResult akan digunakan dalam hitung gain total tiap atribut. 
Adapun contoh perhitungan entropy pada atribut gender. 
 
Tabel 9. Nilai Entropy Gender 
Jenis Nilai Jumlah Perhitungan Entropy Entropy 
F
em
a
le
 
Norm 1 (
1
5
× (−1)) × log2 (
1
5
) 0.464385619 
>7 2 (
2
5
× (−1)) × log2 (
2
5
) 0.528771238 
>8 2 (
2
5
× (−1)) × log2 (
2
5
) 0.528771238 
Total Data (Female) 5 Total Entropy (Female) 1.521928095 
M
a
le
 
Norm 3 (
3
5
× (−1)) × log2 (
3
5
) 0.442179356 
>7 1 (
1
5
× (−1)) × log2 (
1
5
) 0.464385619 
>8 1 (
1
5
× (−1)) × log2 (
1
5
) 0.464385619 
Total Data (Male) 5 Total Entropy (Male) 1.370950594 
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Pada tabel 9 dilakukan perhitungan nilai entropy pada tiap jenis nilai yang terdapat 
pada atribut gender. Pada kolom jumlah, merupakan jumlah data yang dikelompokkan 
berdasarkan tiap jenis atribut gender yang memiliki nilai norm, >7, dan >8  pada atribut 
A1cresult. Perhitungan ini berdasarkan dari data hasil K-Means dan menggunakan rumus 
3. Hasil nilai pada kolom entropy berdasarkan perhitungan dari kolom perhitungan entropy. 
Dan total entropy merupakan total dari nilai entropy tiap jenis nilai pada atribut gender. 
 
Tabel 10. Nilai Gain Atribut Gender 
Perhitungan Total Gain Gender 
1.570950594 − ((
5
10
× 1.521928095) + (
5
10
× 1.370950594))  0.12451125 
 
Pada tabel 10 merupakan perhitungan dan hasil nilai gain pada atribut gender. 
Perhitungan yang dilakukan pada tabel 10 menggunakan nilai total entropy atribut 
A1cresult pada tabel 8 dan menggunakan total data dan total entropy tiap jenis nilai pada 
atribut gender pada tabel 9 dan menggunakan rumus 4. Kolom total gain gender merupakan 
hasil dari perhitungan pada kolom perhitungan tabel 10. 
Setelah dilakukan perhitungan entropy dan gain pada setiap atribut. Dari nilai gain 
semua atribut kecuali A1cresult carilah nilai gain yang tertinggi. Nilai gain tertinggi akan 
menjadi root pada pohon keputusan (Decision Tree). Pada kasus ini nilai gain tertinggi 
adalah atribut Diagnosis 1. 
 
Tabel 11. Root Decision 
Nama Atribut 
Jenis Nilai 
Jumlah 
Diagnosis 1 Norm >7 >8 
Diagnosis 1 
411 1 0 0 1 
427 1 0 0 1 
434 1 0 0 1 
250.13 1 0 0 1 
V57 0 0 1 1 
276 0 0 1 1 
998 0 0 1 1 
584 0 1 0 1 
410 0 1 0 1 
295 0 1 0 1 
 
Pada tabel 11, bagian jenis nilai Diagnosis 1 digunakan untuk menjadi leaf tree. 
Untuk hasil keputusan tiap leaf tree berdasarkan jumlah jenis nilai  Norm, >7, dan >8 dari 
tiap jenis nilai Diagnosis 1. Jika tiap jenis nilai Diagnosis 1 hanya memiliki satu jenis 
jumlah dari nilai Norm, >7, dan >8. Maka hasil keputusan pada leaf tree akan mengikuti 
nilai tersebut. Contoh jenis nilai Diagnosis 1 yaitu 411 hanya memiliki jumlah jenis nilai 
pada nilai Norm, sedangkan >7 dan >8 berjumlah 0. Maka hasil keputusan pada nilai 411 
adalah Norm. Jika tiap jenis nilai atribut memiliki jumlah nilai selain salah satu dari Norm, 
>7, dan >8. Maka hasil pada leaf tree pada jenis nilai atribut tersebut harus ditentukan 
dengan mengulangi kembali semua langkah dari awal C4.5 kecuali atribut yang telah 
menjadi tree tidak perlu dihitung kembali. Pada modeling ini, hasil dari tiap nilai jenis 
atribut Diagnosis 1 menunjukkan hanya memiliki 1 nilai dari 3 jenis nilai A1cResult. 
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Sehingga perhitungan selesai dan  tidak perlu melakukan perulangan. Adapun hasil 
decision tree sebagai berikut (gambar 7):  
 
 
 
Gambar 7. Decision Tree C4.5 
2.5. Evaluation 
Mengevaluasi model dan hasil yang dilakukan pada tahap modeling. Adapun hasilnya dalam 
kasus ini adalah jumlah data yang digunakan akan mempengaruhi mempengaruhi bentuk decision 
tree. Dalam kasus ini menggunakan 10 data sebagai sample. 
2.6. Deployment 
Menerapkan hasil dari model yang didapatkan dari tahapan modeling. Adapun implementasi 
diterapkan pada pembuatan aplikasi untuk memprediksi HbA1c dan didalam aplikasi tersebut 
terdapat pengimplementasian metode K-Means dan C4.5. 
2.7. Validasi Akurasi 
Validasi akurasi bukan merupakan tahapan CRISP-DM. Tahapan ini akan menguji validasi 
tingkat keakurasian hasil prediksi HbA1c terhadap metode K-Means dan C4.5. Dalam pengujian 
validasi akurasi menggunakan K-Fold Cross Validation. Adapun rumus K-Fold Cross Validation 
sebagai berikut  rumus (5) [11]: 
 
akurasi =
∑ klasifikasi benar
∑ data uji
 × 100% (5) 
Keterangan:  
akurasi = hasil akurasi 
klasifikasi benar = jumlah prediksi benar 
data uji = jumlah data yang  
    dilakukan pengujian 
Gambar 8. Pembagian Data Training  dan Data Testing 
 
Pada gambar 6 merupakan pembagian data training dan data testing pada tiap skema 
pengujian. Yang dimana pada kasus ini setiap kelompok data terdapat 5 jumlah data didalamnya. 
Diagnosis 1
Norm >7 >8
411; 427; 434; 250.13 
584; 410; 295
V57; 276; 998 
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Tabel 12. Perhitungan Akurasi K-Fold Cross Validation 
Pengujian Ke 
- 
Jumlah Prediksi 
Benar 
Jumlah Prediksi 
Salah 
Perhitungan Akurasi 
1 2 3 
(𝟐 + 𝟒 + 𝟒 + 𝟒 + 𝟒)
𝟐𝟓
(× 𝟏𝟎𝟎%) 72% 
2 4 1 
3 4 1 
4 4 1 
5 4 1 
 
Tabel 12 merupakan perhitungan akurasi K-Fold Cross Validation yang dimana nilai pada 
kolom jumlah prediksi benar dan jumlah prediksi salah berdasarkan data pada skema gambar 5. Dan 
pada tabel 12 menggunakan rumus  5. Kolom akurasi pada tabel 12 merupakan hasil perhitungan 
dari kolom perhitungan. 
 
3. HASIL DAN PEMBAHASAN  
3.1. Perbandingan Hasil 
 
Gambar 9. Rapidminer Hasil Decision Tree C4.5 
 
 
 
Gambar 10. Microsoft Excel Hasil Decision Tree C4.5 
 
Diagnosis 1
Norm >7 >8
411; 427; 434; 250.13 
584; 410; 295
V57; 276; 998 
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Gambar 11. Aplikasi Hasil Decision Tree C4.5 
 
Dari hasil pada gambar 7, 8, dan 9. Didapatkan kesimpulan bahwa hasil decision tree C4.5 
pada rapidminer, microsoft excel, dan aplikasi adalah memiliki hasil yang sama. Pada hasil  decision 
tree C4.5 didapatkan bahwa atribut yang menjadi root adalah atribut diagnosis 1. Hasil yang 
didapatkan dari setiap decision tree pada rapidminer, microsoft excel, dan aplikasi yang proses dari 
K-Means hingga C4.5 berdasarkan dari tiap-tiap tools tersebut. 
3.2. Implikasi 
Dari hasil penelitian yang didapatkan bahwa data pasien penderita diabetes pada penelitian ini 
dapat digunakan pada metode K-Means dan C4.5. Dikarenakan dari penelitian dengan menggunakan 
metode K-Means dan C4.5 pada data penderita diabetes didapatkan hasil prediksi dan akurasi. 
Akurasi hasil validasi menggunakan K-Fold Cross Validation sebesar 72%. Berdasarkan hasil 
akurasi yang didapatkan tersebut, maka prediksi HbA1c dapat digunakan sebagai salah satu solusi 
untuk mengatasi keterbatasan laboratorium dalam memberikan pelayanan pemeriksaan HbA1c pada 
penderita diabetes. 
 
4. KESIMPULAN DAN SARAN  
4.1. Kesimpulan 
Hasil penelitian ini dapat digunakan sebagai salah satu solusi untuk mengatasi keterbatasan 
pada laboratorium dalam memberikan alternatif keputusan pelayanan pemeriksaan HbA1c pada 
penderita diabetes yang akan melakukan kontrol / konsultasi ke dokter. Namun adapun ketentuan 
atau syarat supaya hasil penelitian ini dapat dijadikan solusi yaitu dalam proses training pada metode 
K-Means dan C4.5 yang digunakan untuk menentukan pola atau rule prediksi HbA1c diharuskan 
menggunakan data training yang banyak, bervariasi, dan terdapat unsur unik pada data tersebut. Jika 
tidak memenuhi ketentuan tersebut maka yang terjadi ketika ingin memprediksi HbA1c pada 
penderita diabetes yang dimana data penderita tersebut nilainya tidak ada dalam pola atau rule maka 
hasil prediksi HbA1c yang didapatkan memiliki tingkat keakurasian yang rendah dan bahkan juga 
hasil yang didapatkan adalah tidak diketahui. 
Dan juga hasil akurasi validasi yang didapatkan dengan K-Fold Cross Validation terdapat pada 
tabel 12 sebesar 72% 
4.2. Saran 
Pengembangan kedepannya dapat menggunakan metode yang berbeda dari metode pada 
penelitian ini sehingga dapat dibandingkan. Dari perbandingan tersebut akan menghasilkan 
kesimpulan metode mana yang menghasilkan akurasi prediksi HbA1c yang terbaik. 
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