The ever-increasing public interest in location and positioning services has originated a demand for higher performance global navigation satellite systems (GNSSs). In order to achieve this incremental performance, the estimation of line-of-sight (LOS) delay with high accuracy is a prerequisite for all GNSSs. The delay lock loops (DLLs) and their enhanced variants (i.e., feedback code tracking loops) are the structures of choice for the commercial GNSS receivers, but their performance in severe multipath scenarios is still rather limited. In addition, the new satellite positioning system proposals specify the use of a new modulation, the binary offset carrier (BOC) modulation, which triggers a new challenge in the code tracking stage. Therefore, in order to meet this emerging challenge and to improve the accuracy of the delay estimation in severe multipath scenarios, this paper analyzes feedback as well as feedforward code tracking algorithms and proposes the peak tracking (PT) methods, which are combinations of both feedback and feedforward structures and utilize the inherent advantages of both structures. We propose and analyze here two variants of PT algorithm: PT with second-order differentiation (Diff2), and PT with Teager Kaiser (TK) operator, which will be denoted herein as PT(Diff2) and PT(TK), respectively. In addition to the proposal of the PT methods, the authors propose also an improved early-late-slope (IELS) multipath elimination technique which is shown to provide very good mean-time-to-loselock (MTLL) performance. An implementation of a noncoherent multipath estimating delay locked loop (MEDLL) structure is also presented. We also incorporate here an extensive review of the existing feedback and feedforward delay estimation algorithms for direct sequence code division multiple access (DS-CDMA) signals in satellite fading channels, by taking into account the impact of binary phase shift keying (BPSK) as well as the newly proposed BOC modulation, more specifically, sine-BOC(1,1) (SinBOC(1,1)), selected for Galileo open service (OS) signal. The state-of-art algorithms are compared, via simulations, with the proposed algorithms. The main focus in the performance comparison of the algorithms is on the closely spaced multipath scenario, since this situation is the most challenging for estimating LOS component with high accuracy in positioning applications.
INTRODUCTION
Today, with the glorious advance in satellite navigation and positioning technology, it is possible to pinpoint the exact location of any user anywhere on the surface of the globe at any time of day or night. Since its launch in the 1970s, the United States (US) Navstar global positioning system (GPS), has become the universal satellite navigation system and reached full operational capability in 1990s [1] . This has created a monopoly, resulting in technical, political, strategic and economic dependence for millions of users [2] . In recent years, the rapid improvement and lowered price of computing power have allowed the integration of GPS chips into small autonomous devices such as hand-held GPS receivers, personal digital assistants (PDAs), and cellular phones, increasing the speed of its consumption by the general public. In order to capitalize on this massive rising demand, and to cope with civil and military expectations in terms of performance, several projects were launched to give birth to a second generation of global navigation satellite systems (GNSSs) in the 1990s [3] . This led to two major GNSS decisions: the modernization of the current US GPS, known as GPS II, and the independent European effort to create its own GNSS, known as Galileo [4, 5] . These two systems are now being finalized and are expected to be available to the public by the end of the decade. It is anticipated that once 2 EURASIP Journal on Advances in Signal Processing the new European satellite navigation system Galileo is operational, the vast majority of all user receivers sold will be both GPS and Galileo capable [2] . The benefits of receiving signals from both constellations include improved accuracy, reliability, and availability [2] .
Galileo signals, as well as GPS signals, are based on directsequence code division multiple access (DS-CDMA) technique. Spread spectrum systems are known to offer frequency reuse, better multipath diversity, better narrowband interference rejection, and potentially, better capacity compared to narrowband techniques [6] . On the other hand, code and frequency synchronization are fundamental prerequisites for the good performance of the receiver. These two tasks pose several problems in the presence of mobile wireless channels, due to the various adverse effects of the channel, such as the multipath propagation, the possibility of having the line-of-sight (LOS) component obstructed by closely spaced nonline-of-sight (NLOS) components, or even the absence of LOS, and the high level of noise (especially in indoor scenarios). Moreover, the fading statistics of the channel and the possible variations of the oscillator clock limit the coherent integration time at the receiver (i.e., the receiver filters which are used to smooth the various estimates of channel parameters cannot have the bandwidth smaller than the maximum Doppler spread of the channel without introducing significant errors in the estimation process) [7] [8] [9] [10] [11] . The Doppler shift induced by the satellite is also prone to deteriorate the receiver performance, unless correctly estimated and removed. Moreover, the fading behavior of the channel paths induces a certain Doppler spread, directly related to the terminal velocity. Typical GNSS receivers estimate jointly the code phase and the Doppler shifts or spreads via a two-dimensional search in time-frequency plane. The delay-Doppler estimation is usually done in two stages: acquisition (or coarse estimation), followed by tracking (or fine estimation). The acquisition and tracking stages will be treated here together, assuming implicitly that the frequencytime search space is reduced, for example, via some assistance data (e.g., Doppler assistance, knowledge of previous delay estimates, etc.). In this situation, the delay estimation problem can be seen as a tracking problem (i.e., very accurate delay estimates are desired) with initial code misalignment of several chips or tens of chips and initial Doppler shift not higher than few tens of Hertz.
One particular situation in multipath propagation is the situation when LOS component is overlapping with one or several closely spaced NLOS components [7, [9] [10] [11] [12] [13] [14] [15] [16] making the delay estimation process more difficult. This closely spaced path scenario is most likely to be encountered in indoor positioning applications or in outdoor urban environments, and is the main focus of our paper.
The main algorithms used for GPS and Galileo code tracking, providing a certain sufficiently small Doppler shift, are based on what is typically called a feedback delay estimator and are implemented based on a feedback loop. The most known feedback delay estimators are the delay lock loops (DLLs) or early-minus-late (EML) loops [13, [17] [18] [19] [20] [21] . The classical EML fails to cope with multipath propagation [6] . Therefore, several enhanced EML-based techniques have been introduced in order to mitigate the effect of multipaths, especially in closely spaced path scenarios. One class of these enhanced EML techniques is based on the idea of narrowing the spacing between early and late correlators, that is, narrow EML (nEML) [22] [23] [24] . Another class of enhanced EML structures uses a modified reference waveform for the correlation at the receiver, that narrows the main lobe of the crosscorrelation function, at the expense of deterioration of signal power. Examples belonging to this class are the high resolution correlator (HRC) [24] , the strobe correlators [23, 25] , the pulse aperture correlator (PAC) [26] and the modified correlator reference waveform [23, 27] . One other similar tracking structure is the multiple gate delay (MGD) correlator [28] [29] [30] , where the number of early and late gates and the weighting factors used to combine them in the discriminator are parameters of the model. While coping better with the ambiguities of BOC correlation function, MGD may have poorer performance in multipaths than the narrow EML correlator and is very sensitive to the parameters chosen in the discriminator function (i.e., weights and number of correlators) [31] .
One more feedback code tracking structure is the earlylate-slope (ELS) [32] correlator, also known as multipath elimination technique (MET), which is based on two correlator pairs at both sides of the correlation function's central peak with parameterized spacing. Based on these two correlator pairs, the slopes of early and late sides of the correlation function can be computed and then, the intersection point will be used for pseudorange correction. However, simulation results performed in [23] showed that ELS technique is outperformed by HRC from the point of view of the multipath error envelopes (MEE), for both BPSK and SinBOC(n,n)-modulated signals. ELS is also outperformed by narrow correlator for very closely spaced paths (i.e., below 0.1 chip separation) and for paths spaced at about 1/2th of the envelope of the correlation function (i.e., 1 chip spacing for BPSK signals and 0.5 chip spacing for SinBOC(n,n) [23] .
The feedback loops typically have a reduced ability to deal with closely spaced path scenarios under realistic assumptions (such as the presence of errors in the channel estimation process), a relatively slow convergence, and the possibility to lose the lock (i.e., they may start to estimate the LOS delay with high estimation error) due to the feedback error propagation. Alternatively, various feedforward approaches have been proposed in the literature and they have been summarized in [8] . While improving the delay estimation accuracy, these approaches are sensitive to the noise-dependent threshold choice.
One of the most promising feedforward code tracking algorithms is the multipath estimating delay lock loop (MEDLL) [15, 33] , implemented by NovAtel for GPS receivers. The MEDLL is a method for mitigating the effects due to multipath within the receiver tracking loops. The MEDLL does this by separating the incoming signal into its LOS and multipath components. Using the LOS component, the unbiased measurements of code and carrier phase can be made. Performance evaluation of narrow EML, wide EML (i.e., EML correlator with chip spacing of 1 chip) and 3 MEDLL in terms of multipath mitigation capability is presented in [34] for GPS C/A codes. The MEDLL shows better performance than narrow and wide EML DLLs, but it does not completely eliminate all multipath errors. Especially multipath signals with small relative delays are difficult to eliminate. However, the advantage of MEDLL is that it reduces the influence of multipath signals by estimating both LOS and multipath parameters. However, the performance analysis of MEDLL has not been much studied for SinBOC(1,1) modulated signals. Moreover, classical MEDLL is based on a maximum-likelihood search, which is computationally extensive. Here, we reduce the search space, by using a noncoherent MEDLL approach and by incorporating a phase search unit, based on statistical distributions of multipath phases. We will also include MEDLL in our performance comparison, as a benchmark algorithm.
Another feedforward technique is the slope differential (SD) approach, a recent multipath mitigation scheme based on the slope difference of the prompt correlator output (the correlation is computed between the received signal and the locally generated reference signal). This technique was first proposed in [35] . Advantage of the SD scheme is that it does not require a high speed digital signal processing for the narrow early-late spacing since it employs only the prompt correlator unlike standard DLLs [35] . In [35] , it is assumed that the amplitude of the LOS signal is always larger than the amplitude of the multipath signal, which is a rather limiting assumption from the point of view of realistic multipath propagation scenarios. Therefore, a slightly modified approach, named as second-order differentiation (Diff 2), is proposed in [31] . Unlike SD, Diff 2 computes an adaptive threshold based on the estimated noise variance of the channel obtained from the feedforward loop in order to estimate the delay of the first arriving path. Because of this adaptive threshold, Diff 2 is able to estimate the first path delay even in multipath profiles where the first path power is less than or equal to the consecutive path powers [31] .
The matched filter (MF) concept is another popular feedforward technique which is extensively studied in [8, 36, 37] . MF is based on a threshold computation which is determined according to the channel condition provided by the feedforward loop. At first, the noise level is estimated and then a linear threshold is computed based on the noise variance plus some weight factor obtained from the feedforward loop. The choice of the weight factor is dependent on the modulation type. For SinBOC(1,1)-modulated signals, it has to be chosen such that the side lobe peaks of the envelope of the correlation function (CF) between the received signal and locally generated reference signal can be compensated. Therefore, the first peak of MF which is above the linear threshold corresponds to the estimated delay of the first path.
Another very promising code tracking algorithm is Teager-Kaiser (TK)-based delay estimation algorithm. The principle and the properties of the TK-based delay estimation algorithm are described in detail in [38, 39] . TK approach proved to give the best results for WCDMA scenarios in the presence of overlapping paths [9, 38] . According to [8] , the performance of this algorithm is also very promising in closely spaced multipath scenarios for LOS delay estimation of SinBOC(1,1)-modulated signal in terms of accuracy and complexity. However, the best results performed with TK estimator were obtained with infinite receiver bandwidth. The presence of bandwidth limiting filter affects adversely the performance of TK estimator.
The purpose of our paper is two-fold: first, to propose an improved early-late-slope (IELS) technique, which increases the MTLL and decreases the RMSE compared with the narrow correlator, and secondly, to introduce two peaktracking-based techniques with optimized parameters, that provide the best LOS estimation accuracy among the other studied algorithms. Aditionally, the step-by-step implementation of a noncoherent MEDLL with incorporated phase estimation is given for both SinBOC and BPSK signals. In our improved ELS (IELS) technique, we propose two major updates to the basic ELS model. The first update is the adaptation of random spacing between the early and the late correlator pairs. This is mainly because of the fact that the random spacing between the early and late correlator pairs will generally provide more accuracy in order to draw slopes in the early and late sides of the correlation function as compared to fixed spacing, especially when fading channel model is concerned. The second update is the utilization of the feedforward information in order to determine the most appropriate peak on which the IELS technique should be applied. The peak tracking (PT) algorithms, as mentioned above, combine the advantages of feedback and feedforward techniques, in such a way that the delay estimation accuracy is increased, while still preserving a good mean time to lose lock (MTLL). We remark that the basic ideas of a peak tracking-like algorithm have been introduced by the authors in [40] . However, in [40] , the PT was using only the second-order derivative estimates and its parameters were chosen empirically. Moreover, the algorithm presented in [40] is valid only for Galileo SinBOC(1,1)-modulated signals, while the work here is valid for both GPS and Galileo signals. We also explain here the choice of all the PT parameters and we introduce also the PT-with-TK algorithm.
Simulation results in multipath fading channels are included, in order to compare the performance of the proposed algorithm with the performance of various feedback and feedforward algorithms (some of them have been already mentioned in this introductory chapter, and the rest of them, which are less known or new, are explained in Sections 2 and 3). The procedure of PT algorithm is detailed in Section 4. The last two sections are dedicated to the simulation results and conclusions.
SIGNAL AND CHANNEL MODEL
In what follows, the continuous-time model is adopted for clarity purpose. The signal s(t) transmitted from one satellite, with pseudorandom (PRN) code can be written as:
where E b is bit energy, p mod (t) is the modulation waveform (e.g., BPSK for C/A GPS code or SinBOC(1,1) for L1 Galileo signals), and c(t) is the spread navigation data
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(spreading is done with a pseudorandom code of chip interval T c and spreading factor S F ):
Above δ(·) is the Dirac unit pulse, b n is the nth data bit (for pilot channels, b n = 1, ∀n) and c k, n is the kth chip (±1 valued) corresponding to the nth spread bit. The modulation waveform for BPSK and SinBOCmodulated signals 1 can be written as [41] :
where N B is BOC modulation order: N B = 1 for BPSK modulation 2 and N B = 2 f sc / f c where f sc is the subcarrier frequency and f c is the carrier frequency for SinBOC modulation, T B = T c /N B is the BOC interval, and p TB (t) is the pulse shaping filter (e.g., for unlimited bandwidth, p TB (t) is a rectangular pulse of width T B and unit amplitude).
The received signal r(t), after multipath propagation and Doppler shift introduced by the channel is
where L is the number of channel paths, a l,n is the lth path amplitude during nth code epoch, φ l, n is the lth path phase during nth code epoch, and τ l is the lth path delay (typically assumed to be slowly varying or constant within the observation interval) and η(t) is a wideband additive noise, incorporating all sources of interferences over the channel. Assuming that the signal is sampled at N s samples per chip (for BPSK) or per BOC interval (for BOC modulation), then the power spectral density of η(·) can be written as
where N 0 is the noise power in 1 kHz bandwidth (i.e., bandwidth corresponding to one code epoch).
At the receiver side, the incoming signal r(t) is correlated with a replica (reference signal) s ref (t) of the modulated PRN code. The correlation output R(·) can be written as:
where the correlation is performed over one spreading length of duration S F T c (this corresponds to 1 millisecond for GPS and Galileo), E(·) is the expectation operator with respect to the random variables (e.g., PRN code, channel effects, etc.), and
is the reference modulated PRN code with a code phase τ and Doppler shift f D .
Since the main focus in this paper is the multipath tracking, we will assume in what follows that there is only a small residual Doppler error after the acquisition process Δ f D = f D − f D . Also, if we assume ideal codes and pilot channelbased estimation (or data removed before the correlation process), then E(c(t) ⊗ c(t)) = δ(t). With these assumptions, after several manipulations and by replacing (1) to (4) into (5) we get:
where
is the autocorrelation of the modulation waveform (including BPSK or BOC modulation and pulse shaping and whose detailed expression can be found in [41] ), and
is a deterioration factor due to small residual Doppler errors (and it was obtained via integrating e − j2πΔ fDt over one code epoch). The filtered noise η(τ) power spectral density (PSD) N 0 depends on the PSD of the modulation waveform,
where the BPSK and BOC PSD are given by 3 [41] :
and, respectively:
In (8), P filter ( f ) is the transfer function of the pulse shaping filter. For example, for infinite bandwidth, P filter ( f ) = 1 over the bandwidth of interest. In a practical receiver, in order to cope with noise, coherent and noncoherent integration of the correlation function might be used. The output after coherent integration over N c code symbols is
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The matched filter (MF) output after N nc noncoherent integration blocks become:
Under the assumption of zero-mean additive noise η(·), (12) becomes
where a l = E(a l,n ) and φ l = E(φ l,n ) are the average amplitude and phase values of path l over one code symbol interval, Δ τ l = τ l − τ, and η(τ) is the filtered and averaged noise (after coherent and noncoherent integration).
CODE TRACKING ALGORITHMS

Early late slope technique (ELS)
The early-late-slope (ELS) multipath mitigation technique can be easily explained by having a look at the signal's autocorelation function (ACF) [32] . The general idea is to determine the slope at both sides of the ACF's central peak.
Once both slopes are known, they can be used to compute a pseudorange correction that can be applied to the measured pseudorange. This multipath mitigation technique has temporarily been used in some of NovAtel's GPS receivers, where it has been called multipath elimination technology (MET). The principle of forming pseudorange corrections is illustrated in Figure 1 . Here, R(τ) can be, for example, the coherent correlation function of (11) or the noncoherent output J MF (τ, τ, f D ) of (12) . It can be noticed that the autocorrelation peak is distorted due to the influence of the multipath signal. The slope of the correlation function on the early side of the peak is a 1 , and a 2 is the slope of the late side of the peak. The spacing between the early and late correlators is d. Using the slope information the following error function can be derived to accurately estimate how much the correlators need to be moved so that they are centered on the peak [32] :
where T is the tracking error. This is actually the τ-coordinate of the intersection of the two straight lines (i.e., the slopes a 1 and a 2 ). T will equal zero when the two correlators are positioned equidistant on each side of the peak. When T is non-zero it can be used to feed back to the hardware to keep the early and late correlators centered on the peak.
Improved early late slope technique (IELS)
In our improved ELS (IELS) technique, there are two major updates to the basic ELS model. The first update is the adaptation of random spacing between the early correlators (i.e.,
Figure 1: Computation of a pseudorange correction T by analyzing the slopes on both sides of the ACF the spacing between E1 and E2) and also between the two late correlators (i.e., the spacing between L1 and L2). The reason is quite straightforward. The random spacing between the correlators will generally be more appropriate than fixed spacing to draw correct slopes in both the early and late sides of the correlation function, especially when fading channel model is concerned. The second update is the utilization of the feedforward information in order to determine the most appropriate peak on which the IELS technique should be applied. Unlike BPSK, BOC-modulated signal has side peaks with nonnegligible magnitudes. Therefore, there should be a fair way to get rid of these side peaks not being considered as the central peak. Similar with PT algorithm (that will be explained in Section 3.4), an IELS threshold is computed based on the estimated noise variance provided from the feedforward structure. The chosen IELS peak is the one which is above the threshold level as well as the closest to the previous estimation.
Multipath estimating delay lock loop (MEDLL) implementation
Multipath estimating delay lock loop (MEDLL) is mainly designed to reduce both code and carrier multipath errors by estimating the parameters (i.e., amplitudes, delays, phases) of LOS plus multipath signals [15, 33] . The MEDLL of NovAtel uses several correlators (e.g., 6 to 10) per channel in order to determine accurately the shape of the multipathcorrupted correlation function. Then, a reference correlation function is used in a software module in order to determine the best combination of LOS and NLOS components (i.e., amplitudes, delays, phases and number of multipaths). An important aspect of the MEDLL is an accurate reference correlation function which could be constructed by averaging measured correlation functions over a significant amount of total averaging time [33] . The classical MEDLL approach involves the decomposition of correlation function into its direct and multipath components. The MEDLL estimates the amplitude (a l ), delay 6 EURASIP Journal on Advances in Signal Processing (τ l ) and phase (φ l ) of each multipath component using maximum likelihood criteria. Each estimated multipath correlation function is in turn subtracted from the measured correlation function. After the completion of this process, only the estimate of the direct path correlation function is left. Finally, a standard EML DLL is applied to the direct path component and an optimal estimate of the code tracking error is obtained [34, 42] . There are several implementations possible for MEDLL algorithm. Here, we chose a noncoherent MEDLL to make the implementation of the algorithm much faster and comparable with the complexity and the implementation of the other discussed algorithms. The steps used in our MEDLL implementation for BPSK and SinBOC(1,1) signals are summarized below.
(1) Find the maximum peak of R(τ) (where (12)) and its corresponding delay τ 1 , amplitude a 1 and phase φ 1 . However, we have to mention that the phase information is lost due to noncoherent integration, thus we recover it by generating random (uniformly distributed in [0 2π]) phases φ l and by choosing that one corresponding to the minimum mean square error of the residual function R (k) (τ), k being the iteration index (see next step). In practice, N random = 50 phases proved to give accurate enough results (with no so significant computational burden).
(2) Subtract the contribution of the calculated peak, in order to have a new approximation of the correlation function
Here R mod, ideal (·) is the reference correlation function for a BPSK or SinBOC-modulated signal, in the absence of multipath (which can be, e.g., computed only once, according to ideal codes [41] , and stored at the receiver). We remark that the choice of phase is not important during the first step (due to the squared absolute value), and, thus the phase estimation can be ignored during the first step. Find out the new peak of the residual function R (1) (·) and its corresponding delay τ 2 , the amplitude a 2 and phase φ 2 . Subtract the contribution of the first two peaks from R(τ) and find a new estimate of the first peak, as the peak of the residual R (2) 
The reestimated values of the delay and amplitude of first peak are rewritten in τ 1 and a 1 , respectively. For more than two peaks, once the two first peaks are found, the search for the lth peak is based on the residual
The procedure is continued iteratively until all desired peaks are estimated (see next steps).
(3) The previous step is repeated until a certain criterion of convergence is met, that is, when residual function is below a threshold (e.g., set from 0.4 to 0.5 here) or until the moment when introducing a new delay does not improve the performance (in the sense of root mean square error between the original correlation function and the estimated correlation function).
Ignoring completely the phase information and keeping only the amplitude estimates is also possible for MEDLL implementation, in order to decrease the computational burden. However, slight deterioration of performance is noticed, as seen in the illustrative MEDLL examples of Figure 2 ("Old MEDLL" method refers to the situation when the phase information is not taken into account, while the "New MEDLL" method refers to the situation when the phase information is searched for, in a random manner as explained above, with N random = 50). Here, N s is the oversampling factor (a chip interval has 40 samples in this example). By increasing the number of random points N random , the "New MEDLL" would approach the performance of coherent MEDLL.
Peak tracking algorithm
The motivation behind the development of the new PT algorithm was to find such an algorithm that fully utilizes the advantages of both feedforward and feedback techniques and improves the fine delay estimation. PT utilizes the adaptive threshold obtained from the feedforward loop in order to determine some competitive delays, that is, the delays which are competing as being the actual delay (i.e., the delay of the first arriving path). The adaptive threshold is based on the estimated noise variance of the absolute value of the correlation function between the received signal and the locally generated reference signal. At the same time, PT explores the advantage of feedback loop by calculating some weight factors based on the previous estimation in order to take decision about the actual delay. However, the utilization of feedback loop is always a challenge since there is a chance to propagate the delay error to subsequent estimations. Therefore, the delay error should remain in tolerable range (e.g., less than or equal to half of the width of main lobe of the envelope of the correlation function) so that the advantage from feedback loop could be properly utilized.
For a SinBOC(1,1)-modulated signal, the width of main lobe of the envelope of an ideal CF between the locally generated reference signal and the received code is about 0.7 chips as shown in Figure 3 . Thus, when we deal with SinBOC(1,1) signals, we assume in what follows a maximum allowable delay error less than or equal to half of the width of the main lobe (i.e., 0.7/2 = 0.35 chips). This means that, if the delay error is higher (in absolute value) than 0.35 chips, the lock is considered to be lost and the acquisition and tracking processes should be restarted. For BPSK signals, the maximum delay error will be 1 chip (since the width of the main lobe is 2 chips).
The details of the PT algorithm are given in Section 4. Among the feedforward delay tracking algorithms, the matched filter (MF), the second-order differentiation (Diff 2), and the Teager-Kaiser (TK) algorithms are described in the next subsections. Diff 2 and TK algorithms represent also parts of the building blocks of PT algorithm with Diff 2 technique, denoted herein as PT(Diff 2) and of PT algorithm with TK technique (PT(TK)).
MF peak and MF technique
In this context, the term MF peak is defined as any local maximum point in the CF squared envelope that is greater than Mohammad Zahidul H. Bhuiyan et al. or equal to a specific threshold (i.e., MF Thresh , as explained in Section 3.7.1). The MF peak (MF Peak ) is actually the normalized amplitude of local maximum point of the CF squared envelope, which can be obtained using the following equation:
where ECF here stands for the squared envelope (squared absolute value) of the correlation function between the received signal and the locally generated reference signal: ECF = J MF (τ, τ, f D ) (see (12)), ∧ is the intersection and operator, and l MF is the length of the set MF. Above, it was assumed that the samples of ECF are denoted via x i . In what follows, we refer to this method as matched filter (MF) method, by analogy with [8] .
Diff 2 peak and Diff 2 techniques
Second-order differentiation (Diff 2) peak is defined as any local maximum of the second-order derivative of the ECF, that is greater than or equal to a specific threshold (i.e., Diff 2 Thresh ). The Diff 2 peak (Diff 2 Peak ) is also normalized with respect to the maximum value of the secondorder derivative of the ECF. We have:
where Diff 2 is the second-order differentiation of J MF (τ, τ, f D ) from (12) , l Diff 2 is the length of the set Diff 2. Since the local maxima of ECF are also seen in the maxima of its second-order derivative, the Diff 2 method includes the MF estimates, but it can also detect closely-spaced paths.
In Figure 4 , MF peaks and Diff 2 peaks are marked according to the definition described before. Figure 4 represents a plot for 2 path Nakagami-m fading channel model with m = 0.5 for SinBOC(1,1)-modulated signal. In this example case, decaying power delay profile (PDP) is used with a multipath separation of about 0.75 chips. carrier to noise ratio (CNR) is considerably high, that is, 100 dB-Hz, in order to emphasize the multipath channel effect. In Figure 4 , the peaks marked in the two subplots correspond to the channel delays and also to the MF and Diff 2 peaks (both MF and Diff 2 algorithms estimate correctly the channel paths in this example).
Noise thresholds for MF and Diff 2 algorithms
Noise threshold (N Thresh ) is obtained based on the noise level of the ECF. The noise level is estimated by taking the mean of out-of-peak values of the ECF. The out-of-peak values are all the ECF points which fall outside the rectangular window shown in Figure 5 . The rectangular window is chosen such that it contains all side lobe peaks of the ECF, due to BOC modulation, as well as multipath effects (we have to assume a maximum delay spread of the channel, but this choice proved not to be so critical). Hence, the width of the rectangular window should not be less than 2 chips. In this example case, the width of the rectangular window was 2.4 chips.
MF threshold
MF Threshold (MF Thresh ) is basically computed from the estimated noise threshold N Thresh and a weight factor W MF using the following equation:
where MF Peak and N Thresh were defined above and W MF is defined as follows (the exact choice within these intervals proved not to be critical):
W MF was chosen optimized empirically (e.g., based on the levels of the side lobes of ECF of SinBOC(1,1)-modulated signal). Figure 6 represents an ideal ECF for SinBOC(1,1)-modulated signal where the side lobe peak have approximatively the value 0.25. Therefore, W MF could be chosen according to (18) in order to avoid side lobe peaks being considered as the competitive peaks. Definition of competitive peaks is presented in Section 3-1. 
Diff 2 threshold
Diff 2 threshold (Diff 2 Thresh ) is computed from the estimated noise threshold N Thresh and a weight factor W D via:
where Diff 2 Peak and N Thresh were defined above and W D is defined as follows (based on the second-order derivative values of an ideal ECF):
The second-order differentiation of ECF is very sensitive to noise which emphasizes the fact that the weight factor W D should be chosen higher than the weight factor W MF chosen for MF Thresh . That is why the weight factor W D is slightly greater than W MF .
Teager-kaiser (TK) peaks and TK technique
The nonlinear quadratic TK technique was first introduced for measuring the real physical energy of a system [43] . Since its introduction, it has widely been used in various speech processing and image processing applications and, more recently, it has also been applied in code division multiple access (CDMA) applications [38, 39, 44] . It was found that this nonlinear technique exhibits several attractive features such as simplicity, efficiency and ability to track instantaneouslyvarying spatial modulation patterns [45] . Teager-Kaiser operator is chosen in the context of this paper because it proved to give the best results in delay estimation process when used with other CDMA type of signals, as explained in [38, 39, 44] . Teager-Kaiser operator Ψ TK (·) to a real or complex continuous signal x(t) is given by [39] :
For discrete signals x(n), TK operator is defined as [39] :
TK peak is defined as any local maximum of the TeagerKaiser operator applied to the ECF, that is greater than or equal to a specific threshold (i.e., TK Thresh ):
where TK = Ψ TK (J MF (τ, τ, f D )) is the TK operator applied to ECF and l TK is the length of the set TK. Above, TK Threshold (TK Thresh ) is computed similarly with MF and Diff 2 thresholds:
where W TK weight was obtained from the TK applied to an ideal ECF and by optimization based on simulations, that is,
Competitive peaks concept
The competitive peaks are to be used in the proposed peak tracking algorithms. A competitive peak (C Peak ) can be obtained using the following equations:
where the symbol ∪ is used as the union of two sets. This means that we combine the delay estimates given by MF and Diff 2, or by MF and TK, and form a set of "competitive" delays, from which the final estimate will be selected. Since, for GNSS applications, the point of interest is to find the delay of the first arriving path (i.e., the LOS path), therefore, it would be enough to consider only the first few competitive peaks (in their order of arrival). Hence, we assume that:
(28) Figure 7 shows the competitive peaks for the same path profile as in Figures 4 and 5 . The competitive peaks are obtained using (26) . As it can be seen from Figure 7 , for this particular example, there are in total two competitive peaks which compete to be considered as being the actual delay of the LOS path.
In this example, the first competitive peak corresponds to the delay of the first arriving path whereas the second competitive peak corresponds to the delay of the second arriving path which is approximately 0.75 chips apart from the first path. An example of peak tracking algorithm with TK technique is shown in Figure 8 . Figure 4 represents a plot for 2 path Nakagami-m fading channel model with m = 0.5. Here, decaying power delay profile (PDP) is used with a multipath separation of about 0.75 chips. Carrier-to-noise ratio (CNR) is considerably high, that is, 100 dB-Hz, in order to emphasize the multipath channel effect. According to Figure 8 , the first competitive peak corresponds to the delay of the first arriving path whereas the second competitive peak corresponds to the delay of the second arriving path which is about 0.75 chips apart from the first path.
DESCRIPTION OF PEAK TRACKING ALGORITHMS
The general architecture of PT algorithms (i.e., PT with Diff 2 and PT with TK) is shown in Figure 9 . In what follows, the step by step procedure of PT algorithms is presented.
Step 1: noise estimation
N Thresh is estimated according to Section 3.7, which is then used to determine ACF Thresh , Diff 2 Thresh and TK Thresh . These thresholds are then provided as input to the next step.
Step 2: competitive peak generation
Step 2(a): Look for MF peak(s) in ECF domain using (15).
Step 2(b): Look for Diff 2 peak(s) in Diff 2 domain using (16) (for PT(Diff 2) method) or for TK peak(s) in TK domain using (23) (for PT(TK) method).
Step 2(c): Find competitive peak(s) using (26) .
The competitive peak(s) obtained from step 2 are then fed into steps 3(a), 3(b) and 3(c) in order to assign weights in each substep for each particular competitive peak. 
Step 3(a): weight based on peak height
Assign weight(s) (a i ), i = 1, . . . , L, based on the competitive peak height(s) using the following equation:
where T MF and T Diff 2/Tk are the MF and Diff 2/TK correlation values, respectively, corresponding to a competitive peak:
Step 3(b): weight based on peak position
Assign weight(s) b i , i = 1, . . . , L based on peak positions in ECF distribution: the first peak is more probable than the second one, the second one is more probable than the third one and so on. This is based on the assumption that typical multipath channel has decreasing power-delay profile. In the simulation, the following weights were used based on peak positions:
. . , L denotes the weight factor for ith peak; that is, b 1 is the weight for 1st peak, b 2 is the weight for 2nd peak, and, so on. It is logical to assign higher weights for the first few competitive peaks as compared to later peaks since the objective is to find the delay of the first path. Figure 10 represents the assignment of weights based on peak position.
Step 3(c): weight based on previous estimation
Assign weight(s) c i , i = 1, . . . , L based on the feedback from the previous estimation: the closer the competitive peak is from the previous estimation, the higher the weight would be for that particular competitive peak. Weight is assigned to each competitive peak according to (33) as follows:
where ( τ err ) i is the delay error of the ith competitive peak with respect to the previous estimation. For example, for a delay difference of 0.1 chips from the previous estimation, the weight factor c i would be 0.9, and for a delay difference of 0.2 chips, the weight factor c i would be 0.8 and so on.
Step 4: compute the decision variable
The decision variable (regarding which of the competitive peaks will be declared as LOS peak),
. . , L is computed according to the following equation:
which means that the first two weights a i and b i have higher weight than the third weight. This decision variable was also optimized empirically, via simulations.
Step 5: find estimated delay of the LOS path
The LOS delay can then be obtained via: Table 1 summarizes the weights assigned in the example path profile shown in Figure 7 for PT(Diff 2). Similar results were obtained with PT(TK). In this example case, there are two competitive peaks meaning that we need to assign weights only for those two peaks. In assigning weights for c i , i = 1, . . . , L, PT assumes that there is no initial error present from the previous estimation. In step 4, the algorithm simply computes the decision variable d i , i = 1, . . . , L using (34) for each competitive peak. And, finally, in step 5, PT(Diff 2) algorithm selects the peak which has the maximum value for the decision variable d i . In our case, it is d 1 . Therefore, in this example, the first competitive peak corresponds to the true delay of the LOS path. 
MEE CURVES
The comparison in terms of multipath error envelopes between the different considered algorithms is shown in Figure 11 for 2-path static channels with linear path amplitude values 1 and 0.8. The upper envelope is obtained for in-phase paths, and the lower envelope is obtained for -180 degrees phase shift between the paths. The receiver bandwidth here was set to 8 MHz and the noncoherent correlators were used. We recall the following notations used in the figures' captions: From Figure 11 , the best MEE performance is obtained with the feedforward algorithms (TK, Diff 2, PT/TK, and PT/Diff 2), followed by MEDLL approaches. We also remark that IELS algorithm outperforms the narrow correlator for closely spaced multipath (unlike the results reported in [23] ). However, even after the improvements, ELS algorithm is outperformed by HRC method. However, MEEs are rather poor performance criteria since they assume only static 2-path channels and do not take into account the channel changes. More robust performance estimators are those based on root mean square error and mean-time-to-lose-lock values of the delay estimates, as shown in Section 6.
SIMULATION RESULTS
Simulation results have been carried in Nakagami-m closely spaced path scenarios for both SinBOC(1,1) and BPSK signals, and for both limited and unlimited bandwidths. The results are described in the next two subsections.
SinBOC(1,1) case
Simulation results were carried for both infinite bandwidth situation and for some severe bandwidth situation (i.e., 8 MHz double-sided bandwidth limitation). The received filter for finite bandwidth case was a 8-MHz 5th order butterworth filter with 0.1 dB passband ripples and 40 dB stopband attenuation. The received signal was sampled at N s = 10 samples per BOC interval, N s being the oversampling factor (i.e., here we have N B N s = 20 samples per chip). The channel paths were assumed to have a Nakagami-m amplitude variation (m = 0.5). The channel paths number was assumed to be randomly varying between 2 and 5 paths (uniform distribution), and the successive path separation was also a random variable, distributed between 1/(N s N B ) and 0.35 chips (i.e., closely spaced path scenarios). The channel paths were assumed to obey a decaying power delay profile (PDP), with the decaying factor μ = 0.2/N S /N BOC . 8000 random points were used in the computation of RMSE and MTLL values. The RMSE was computed only on those delay estimation values which were (in absolute value) less or equal to 0.35 chips (i.e., half of the main lobe of the ECF). The MTLL was computed as the average number of delay estimates whose error (in absolute value) was less than 0.35 chips. The RMSE values are plotted in meters here, by using the relationship RMSE [m] = RMSE [chips] cT c , where c is the speed of light. It was also assumed that the initial delay estimate coming from the acquisition stage is accurate to 0 chip delay error, but that the LOS delay is randomly varying in time (with a uniform distribution of ±0.05 chips around the previous delay). Thus, the purpose of the delay tracking unit is to keep the lock, that is, to follow these delay variations. A coherent integration time of N c = 20 ms was used, followed by noncoherent integration on N nc = 4 blocks.
A snapshot of estimated LOS delay versus the true LOS delay for two of the considered algorithms is shown in Figure 12 for SinBOC(1,1) signal and 8 MHz receiver bandwidth. Simulation results for SinBOC(1,1) case are shown in Figures 13 and 14 , for infinite and finite bandwidth, respectively.
As seen in Figures 13 and 14 , the best RMSE performance for both SinBOC(1,1) is achieved by MEDLL and PT(Diff 2) approaches. However, MEDLL has quite poor MTLL performance (it tends to lose lock faster), thus the best tradeoff between RMSE and MTLL is achieved, by PT(Diff 2) and HRC algorithms. PT(TK) has poorer performance than PT(Diff 2) algorithm.
BPSK case
For BPSK signals, similar parameters as for SinBOC(1,1) signal were used in the simulations. The only differences were a higher oversampling factor N s = 16, for an increased accuracy (since the number of samples per chip is N s for BPSK case, while, for SinBOC(1,1), it was 2N s ) and the successive path spacing of 1 chip (since the width of the ECF is 2 chips for BPSK). Also, the RMSE values are computed over the delay estimates which are at most half of the main lobe width apart from the true LOS estimate, which corresponds to 1 chip for BPSK case. The statistics were also done for N rand = 8000 random realizations (each random realization has a length of N c N nc milliseconds), thus the best MTLL that can be achieved by our simulations is N rand N c N nc (here, this corresponds to 640 s).
A snapshot of estimated LOS delay versus the true LOS delay for two of the considered algorithms is shown in Figure 15 for BPSK signal and 8 MHz receiver bandwidth. RMSE and MTLL values for BPSK case are shown in Figures  16 and 17 , for infinite and finite bandwidth case, respectively. 
CONCLUSIONS
In this paper, novel peak tracking delay estimation algorithms have been proposed for Galileo and GPS signals. PT algorithms combine the feedback and feedforward delay estimators in order to achieve reduced RMSE delay error and promising mean time to lose lock. Among all the considered algorithms, the best tradeoff between RMSE and MTLL was achieved via PT(Diff 2) algorithm, which decreased considerably the delay estimation error at moderate to high CNRs, while still preserving a better MTLL compared with other feedforward tracking approaches. We also presented an improved early-late-slope technique which outperforms the narrow correlator especially in the presence of short delay multipath, where the classical ELS was showing worse results. We have as well presented a reduced complexity implementation of a noncoherent MEDLL, where the phase information was searched for via statistical assumptions. Extensive simulation results in both limited and unlimited receiver bandwidth have been presented, including 9 feedback and feedforward delay tracking algorithms. We have also shown that at small CNRs (e.g., up to 25 dB-Hz for a coherent integration time of 20 milliseconds), narrow correlator is still the best choice among the considered algorithms. However, its performance is still far from accurate. Better results can be achieved via increasing CNRs (or, alternatively) increasing N c , with a combined feedback-feedforward approach.
