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Abstrakt
Práce se zabývá metodami pro °e²ení advek£ní rovnice. Obsahuje teoretický po-
pis t¥chto metod a popis jejich implementace v programovém vybavení MATLAB.
V záv¥ru prezentujeme získané výsledky z provedených experimet· a stanovujeme
nejlep²í metodu.
Klíčová slova : advekce, numerické metody, upwind, Laxova-Wendroffova metoda,
Hartenova-Zwasova metoda, semilagrangeovská metoda, BFECC
Abstract
This thesis deals with numerical methods for solving advection equation. The paper
contents theoretic description of the methods and their implementation in MATLAB
software. In conclusion we present experimental outcomes and provides the best
method.
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Úvod
Lidé se odedávna snaºili namodelovat dynamiku fyzikálních jev· jako tok °eky, ohe¬,
proud¥ní v¥tru, apod. Na rozdíl od minulosti dnes máme k dispozici velký výpo£etní
výkon, a proto je moºné tuto kapacitu vyuºít a vytvá°et numerické modely, které
dostate£n¥ p°esn¥ odpovídají realit¥. Takovéto modely vyuºívají advek£ní rovnici
jako základ pro simulaci dynamiky tekutin £i jiného pohybu fyzikáln¥ odpovídají-
címu proud¥ní. Lze tedy nap°íklad provést simulaci chování vody v °í£ním koryt¥,
pohyby mrak· nebo dokonce proud¥ní kou°e.
Zmín¥né modely neslouºí jen v¥dc·m a jejich laborato°ím. Velmi £asto jsou po-
uºívané v po£íta£ové grafice a p°i tvorb¥ po£íta£ových her, ve kterých se vývojá°i
snaºí vytvo°it co nejreáln¥j²í prost°edí (kou°, voda, ohe¬). Nutno podotknout, ºe
s rostoucím výkonem dne²ních po£íta£· se jim to da°í více neº dob°e.
Pro modelování t¥chto jev· ov²em nesta£í jen advek£ní rovnice, ale je t°eba
aplikovat n¥kterou z nep°eberného mnoºství metod.
Cílem této práce je poskytnout £tená°i p°ehled o základních metodách pro °e²ení
advek£ní rovnice. Pokud by se m¥l text zaobírat kompletní problematikou numeric-
kého modelování problém· s advek£ní rovnicí £i problém· dynamiky tekutin, musel
by být o mnoho rozsáhlej²í a ve výsledku by mohl p·sobit zna£n¥ chaoticky. Proto
se práce zam¥°uje jen na ur£itý omezený okruh problematiky zahrnující vybranou
p¥tici základních metod. Tyto metody byly vybrány na základ¥ jejich vlastností a
typ·. Je v²ak nasnad¥ °íci, ºe je text zam¥°en spí²e matematicky.
Sou£ástí práce je krom¥ teorie také rozbor implementace. tená° nalezne po-
t°ebné informace v£etn¥ konkrétních úryvk· kódu. Z praktických d·vod· je v²ak
tento kód napsán v pseudojazyku a nikoliv p°ímo v n¥jakém konkrétním jazyku.
Hlavním d·vodem pro tento krok je zejména omezená ²í°ka stránky a p°ehlednost
uvedených algoritm·.
První kapitola se zabývá teorií pot°ebnou k pochopení pojm· a uvedených metod.
Konkrétn¥ se jedná o metodu typu upwind, Laxovu-Wendroffovu metodu, Hartenovu-
Zwasovu metodu , algoritmus BFECC a semilagrangeovskou metodu. Informace
o prvních t°ech zmín¥ných metodách byly £erpány z [5], k algoritmu BFECC pak
z [4] a k semilagrangeovské metod¥ z [7]. Sou£ástí teoretické £ásti bude samoz°ejm¥
vysv¥tlení základních pojm·.
V druhé kapitole je provedena analýza problematiky z pohledu implementace.
Jinými slovy je zde provedena analýza a diskuze jednotlivých moºností implementace
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metod a pouºití ur£itých technik k jejich implementaci z teoretického hlediska.
Kapitola £íslo t°i se pak zaobírá samotnou implementací metod pro advek£ní
rovnici. Jsou zde rozebrány algoritmy jednotlivých metod a popsány zp·soby jakými





Výraz advekce je pouºíván pro p°enos hmoty proud¥ním. Nap°íklad se m·ºe jednat
o proud¥ní vody v °ece, proud¥ní vzduchu, dynamiku kou°e a ohn¥. V²echny tyto
d¥je se dají £áste£n¥ popsat pomocí advek£ní rovnice:
𝑞𝑡 + 𝑢𝑞𝑥 = 0 (1.1)
kde q(x,t) je funkce reprezentující neznámou veli£inu v bod¥ x a v £ase t. Funkce
u = u(x) reprezentuje rychlost. V p°ípad¥ 1D bude prom¥nná x vektor a rychlost
bude dána zvolenou konstantou.
Pro advek£ní rovnici je nutné definovat po£áte£ní a okrajové podmínky, jelikoº
v¥t²ina úloh není °e²ena na celém oboru reálných £ísel, ale jen na kone£ném inter-
valu. Nap°íklad na úseku délky L, kde L je p°edem zvolené. Obvykle se po£áte£ní
podmínky definují následovn¥:
𝑞(𝑥, 0) = 𝑞0(𝑥) (1.2)
Okrajové podmínky se definují na základ¥ typu °e²ené úlohy. Tyto podmínky jsou
obvykle specifikovány fyzikálním jevem, který chceme modelovat. N¥které z nich
mohou být definované na pravém okraji, jiné na levém, vºdy vyuºijeme k jejich
definici rychlost a její sm¥r.
𝑢 > 0 ⇒ 𝑞𝐿(𝑡) ∨ 𝑢 < 0 ⇒ 𝑞𝑅(𝑡), (1.3)
kde 𝑞𝐿(𝑡), resp. 𝑞𝑅(𝑡) je hodnota, která popisuje chování na levém, resp. pravém
okraji zvoleného intervalu.
Advek£ní rovnici lze °e²it analyticky, není to v²ak tak jednoduché, jak by se
na první pohled mohlo zdát. Advek£ní rovnice je parciální diferenciální rovnicí a
její °e²ení pro po£áte£ní podmínku zadanou pomocí hodnot není jednoduché. Práv¥
z tohoto d·vodu se °e²í spí²e numericky. Pro kompletnost v²ak bude dále uvedeno i
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°e²ení analytické.
M¥jme advek£ní rovnici v základním tvaru a po£áte£ní podmínku:
𝑞𝑡 + 𝑢𝑞𝑥 = 0, 𝑞(𝑥, 0) = 𝑞0(𝑥) (1.4)
Definujme °e²ení po p°ímkách:
𝑥 = 𝑢𝑡 + 𝑐 (1.5)
Vezm¥me obecný bod ̂︀𝑥 v £ase ̂︀𝑡 a definujme bod ?˜?, který ur£uje polohu zvoleného
bodu ̂︀𝑥 v £ase 0:
𝑞( ̂︀𝑥,̂︀𝑡 ) = 𝑞(?˜?, 0) = 𝑞0(?˜?), (1.6)
Potom ̂︀𝑥 = 𝑢̂︀𝑡 + 𝑐. Z této rovnice vyjád°íme c a dosadíme jej do obecné rovnice
p°ímky 𝑥 = 𝑢𝑡 + ̂︀𝑥− 𝑢̂︀𝑡. Nyní dosadíme do vztahu pro q :
𝑞( ̂︀𝑥,̂︀𝑡 ) = 𝑞( ̂︀𝑥− 𝑢 ̂︀𝑡, 0) = 𝑞0(̂︀𝑥− 𝑢 ̂︀𝑡) (1.7)
Z této rovnice vyplyne obecné °e²ení advekce:
𝑞(𝑥, 𝑡) = 𝑞0(𝑥− 𝑢𝑡) (1.8)
V praxi se v²ak £asto setkáváme s vícerozm¥rnými p°ípady. Proto jsou v²echny simu-
lace v této práci zaloºeny na dvourozm¥rných datech i dvourozm¥rném rychlostním
poli. Obecn¥ by se tato rovnice dala zapsat stejným zp·sobem jako rovnice pro 1D
p°ípad uvedená vý²e, ale pro p°ehlednost bude lépe uvést jí v rozepsaném tvaru.
𝑞𝑡 + u · ∇𝑞 = 0 (1.9)
I pro tento tvar advekce platí, ºe 𝑞 = 𝑞(𝑥, 𝑦, 𝑡) jsou data v bod¥ (𝑥, 𝑦) a £ase 𝑡, dále
u = (𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦)) je vektor, jehoº sloºky jsou rychlostní pole ve sm¥ru x (sloºka
u), resp. y (sloºka v).
Pro advek£ní rovnici je i zde nutné definovat po£áte£ní a okrajové podmínky,
jelikoº v¥t²ina úloh není °e²ena na celém prostoru, ale jen na konkrétním intervalu.
Nap°íklad (𝑥, 𝑦) ∈< 0, 𝐾 > × < 0, 𝐿 >, kde K a L jsou p°edem zvolené. Obvykle
se po£áte£ní podmínky definují následovn¥:
𝑞(𝑥, 𝑦, 0) = 𝑞0(𝑥, 𝑦) (1.10)
Okrajové podmínky se definují na základ¥ typu °e²ené úlohy. Tyto podmínky jsou
specifikovány na základ¥ modelovaného fyzikálního jevu. V tomto p°ípad¥ okrajové
podmínky definují pomocí sou£inu vn¥j²í normály plochy £i oblasti s vektorem rych-
losti. Zde záleºí na znaménku, které nám udává sm¥r toku.
Analytické °e²ení advek£ní rovnice pro dv¥ neznámé (x a y) je obdobné jako pro
jednorozm¥rný p°ípad. Pro kompletnost zde bude uvedeno. M¥jme advek£ní rovnici
v základním tvaru a po£áte£ní podmínku:
𝑞𝑡 + 𝑢𝑞𝑥 + 𝑣𝑞𝑦 = 0, 𝑞(𝑥, 𝑦, 0) = 𝑞0(𝑥, 𝑦) (1.11)
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Definujme °e²ení po p°ímkách:
𝑥 = 𝑢𝑡 + 𝑐, 𝑦 = 𝑣𝑡 + 𝑑 (1.12)
Vezm¥me obecný bod (̂︀𝑥, ̂︀𝑦) v £ase ̂︀𝑡 a definujme bod (?˜?, 𝑦), který ur£uje polohu
zvoleného bodu (̂︀𝑥, ̂︀𝑦) v £ase 0:
𝑞( ̂︀𝑥, ̂︀𝑦,̂︀𝑡 ) = 𝑞(?˜?, 𝑦, 0) = 𝑞0(?˜?, 𝑦), (1.13)
Pak ̂︀𝑥 = 𝑢̂︀𝑡+ 𝑐, ̂︀𝑦 = 𝑣̂︀𝑡+𝑑. Z t¥chto rovnic vyjád°íme c a d a dosadíme je do rovnic
pro p°ímku 𝑥 = 𝑢𝑡 + ̂︀𝑥− 𝑢̂︀𝑡 a 𝑦 = 𝑣𝑡 + ̂︀𝑦 − 𝑣̂︀𝑡. Nyní dosadíme do vztahu pro q :
𝑞( ̂︀𝑥, ̂︀𝑦,̂︀𝑡 ) = 𝑞( ̂︀𝑥− 𝑢 ̂︀𝑡, ̂︀𝑦 − 𝑣 ̂︀𝑡, 0) = 𝑞0(̂︀𝑥− 𝑢 ̂︀𝑡, ̂︀𝑦 − 𝑣 ̂︀𝑡) (1.14)
Z této rovnice vyplyne obecné °e²ení advekce:
𝑞(𝑥, 𝑦, 𝑡) = 𝑞0(𝑥− 𝑢𝑡, 𝑦 − 𝑣𝑡) (1.15)
Nyní je ov²em nutné stanovit, zda je vý²e uvedené °e²ení jednozna£né. Vyslovme
tedy následující tvrzení:
Je-li po£áte£ní podmínka 𝑞0 spojit¥ diferencovatelná, funkce u je také spojit¥ di-
ferencovatelná ∀𝑥. Kaºdým bodem mnoºiny 𝑀 = ((𝑥, 𝑡), 𝑥 ∈< 0, 𝐿 >, 𝑡 ∈< 0, 𝑇 >
prochází jediná charakteristika a tato charakteristika protíná interval < 0, 𝐿 > v je-
diném bod¥. Pak existuje jediné °e²ení úlohy. Toto °e²ení se nazývá klasické.
e²ení se dá zobecnit i na nespojitá data, ale tímto se v této práci nebudeme zabý-
vat. Trzení lze formulovat i pro vícerozm¥rný p°ípad po£áte£ní podmínky.
Jelikoº v¥t²inou nemáme zadáno analyticky 𝑞0 a zárove¬ pot°ebujeme efektivn¥ vy-
hodnotit neznámou q, tak se pro °e²ení pouºívají numerické metody, jejichº typy a
vlastnosti budou uvedeny dále v tomto textu.
1.2 Numerické metody
Obecn¥ se numerické metody pro °e²ení advek£ní rovnice d¥lí na dva druhy a to
metody kone£ných diferencí neboli eulerovské a metody vyuºívající chrakteristik ne-
boli lagrangeovské. Oba dva druhy metod mají specifické vlastnosti. V dal²ím textu
budou popsány zejména metody eulerovského typu. Jedinou vyjímku bude tvo°it
semilagrangeovská metoda, která spojuje oba p°ístupy.
Metody kone£ných diferencí vyuºívají pro °e²ení problému pom¥rné diference, tedy
rozdíl hodnot mezi dv¥ma body m°íºky, kterými nahrazují derivace. V²echny tyto
metody jsou snadné na pochopení a implementaci ale mají velkou nevýhodu, ºe
nejsou vhodné pro nehladká data. N¥které z t¥chto metod jsou v bodech nespoji-
tosti náchylné k oscilacím. Jak bude dále uvedeno mezi metody kone£ných diferencí
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pat°í nap°íklad metoda upwind, Laxova-Wendroffova metoda a Hartenova-Zwasova
metoda. Tyto metody budou porovnány, jak mezi sebou, tak s metodou semilagran-
geovskou.
Druhým typem metod jsou metody lagrangeovské. Tyto metody vyuºívají k °e-
²ení charakteristiky dat neboli v tomto p°ípad¥ jejich rychlostní pole. Tyto metody
narozdíl od eulerovských nemají pevn¥ stanovenou m°íºku pro data, respektive má
tato m°íºka prom¥nlivý krok. Jako p°íklad uve¤me silo£áry okolo ty£ového magnetu.
Ty jsou v blízkosti magnetu více nahu²t¥né neº ve v¥t²ích vzdálenostech od objektu.
Body m°íºky by pro tento p°íklad byly rozmíst¥ny stejným zp·sobem. Na rozdíl od
pevn¥ dané m°íºky v p°ípad¥ diferen£ních metod m·ºou lagrangeovské metody lépe
vystihnout rozmíst¥ní bod· v prostoru v£etn¥ míst nespojitosti dat. lagrangeovské
metody jsou proto obvykle stabiln¥j²í neº metody kone£ných diferencí.
Jednotlivé numerické metody uvedené v této £ásti budou °azeny podle svého °ádu
a sloºitosti. Jinými slovy bude nejprve uvedena metoda upwind zastupující me-
tody prvního °ádu. Následn¥ budou zmín¥ny metody druhého °ádu (nap°. Laxova-
Wendroffova metoda) a nakonec se text zam¥°í na metodu BFECC, která ke svému
b¥hu vyuºívá jednodu²²í metody upwind a semilagrangeovskou metodu. V p°ípad¥
metody BFECC se nejedná o samostatnou metodu °e²ení advek£ní rovnice, ale o al-
goritmus zp°es¬ující °e²ení.
Pro pot°eby této práce bylo nutné zvolit m°íºku, na kterou budou aplikovány jed-
notlivé metody a která bude rozm¥rov¥ odpovídat zvoleným dat·m. Byla zvolena
£tvercová, pravidelná m°íºka s konstantním krokem. Tato m°íºka byla zavedena ná-
sledovn¥:
∆𝑥 > 0, ∆𝑡 > 0
𝑡𝑛 = 𝑛∆𝑡 𝑛 ∈ N
𝑥𝑗 = 𝑗∆𝑥 𝑗 ∈ N
Tyto vztahy popisují jednoduchou m°íºku aplikovanou na daná data. ∆𝑡 a ∆𝑥 jsou
zvolené kroky £asu a délky, j je celé £íslo udávající velikost dat a n je celé £íslo
udávající po£et £asových krok·.
V této £ásti textu bude pouºito ozna£ení q pro p°esnou hodnotu dat a Q pro apro-
ximaci dat.
1.2.1 Metoda typu upwind
Tato metoda je nejjedodu²²í metodou z metod uvedených v této práci. Upwind lze
odvodit p°ímo z advek£ní rovnice rozvinutím do Taylorova polynomu, kde uºijeme
v²echny £leny aº do £len· s derivacemi prvního °ádu. Tyto derivace nahradíme po-
m¥rnými diferencemi prvního °ádu. Jedná se tedy o metodu prvního °ádu.
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Metoda ke své £innosti vyuºívá dop°edných a zp¥tných diferencí. Diferencí rozu-
míme rozdíl hodnot dvou bod· nacházejících se vedle sebe ve zvoledné m°íºce dat
d¥lený krokem m°íºky :
𝑄𝑗 −𝑄𝑗−1
∆𝑥
V závislosti na znaménku hodnoty rychlostního pole bereme bu¤ bod p°ed nebo
bod za aktuálním bodem vzhledem ke sm¥ru vektoru rychlosti. V uvedené diferenci
je aktuální bod 𝑥𝑗 s hodnotou 𝑄𝑗 bodem, ve kterém stanovujeme novou hodnotu.
P°i implementaci metody je moºné brát v úvahu jen levé nebo jen pravé diference.
P°esn¥j²í je ov²em kompaktní verze metody, která bere v úvahu oba druhy diferencí.








𝑗 −𝑄𝑛𝑗−1) + 𝑢−𝑗 (𝑄𝑛𝑗+1 −𝑄𝑗)), (1.16)
kde 𝑢+𝑗 , resp. 𝑢
−
𝑗 , jsou definované jako maximum, respektive minimum, z p°íslu²né
hodnoty rychlostního pole a hodnoty 0, tedy 𝑢+𝑗 = 𝑚𝑎𝑥{𝑢𝑗, 0}, resp. 𝑢−𝑗 = 𝑚𝑖𝑛{𝑢𝑗, 0}.
Vzorec metody ve zmín¥ném tvaru odpovídá metod¥ upwind pro jednorozm¥rná
data. Jelikoº budou v této práci pouºívána výhradn¥ dvojrozm¥rná data, bude nutné













𝑖,𝑗 −𝑄𝑛𝑖−1,𝑗) + 𝑣−𝑖,𝑗(𝑄𝑛𝑖+1,𝑗 −𝑄𝑛𝑖,𝑗)), (1.17)
kde 𝑣+𝑖,𝑗 , resp. 𝑣
−
𝑖,𝑗 , jsou definované jako maximum, respektive minimum, z p°í-
slu²né hodnoty rychlostního pole a hodnoty 0 ve sm¥ru kolmém na u, tedy 𝑣+𝑖,𝑗 =
𝑚𝑎𝑥{𝑣𝑖,𝑗, 0},resp. 𝑣−𝑖,𝑗 = 𝑚𝑖𝑛{𝑣𝑖,𝑗, 0}.
Výhodou metody je její implementa£ní jednoduchost, rychlost výpo£tu a pam¥-
´ová nenáro£nost.
Hlavní nevýhodou metody typu upwind je fakt, ºe zkresluje data, £ímº se stává prak-
ticky nepouºitelnou. V p°ípad¥ jiº zkreslených dat metoda nep°esnosti umoc¬uje a
výsledná chyba naprosto znehodnotí získané výsledky.
1.2.2 Laxova-Wendroffova metoda
Stejn¥ jako p°edchozí metoda je i tato odvoditelná z Taylorova rozvoje advek£ní
rovnice s jedním významným rozdílem. Je nutné brát i £len reprezentující druhý °ád
Taylorova polynomu. Jedná se tedy o metodu druhého °ádu.
Dal²ím moºným zp·sobem pro její získání je p°idání korek£ního £lenu do rovnice

















Tato metoda funguje velice dob°e na jiº zkreslená data zejména v porovnání s meto-
dou upwind. Na druhou stranu m·ºe nastat problém u dat, která mají p°íli² strmý
gradient nebo pro data s nespojitostmi. V takových p°ípadech se v procesu této
metody vytvá°ejí oscilace a tím se sníºuje p°esnost metody.
Ov²em v tomto tvaru je metoda tém¥° nepouºitelná kv·li velkým oscilacím a proto
v této práci bude pouºita metoda v následujícím tvaru p°evzatá z £lánku [5]. Tento
tvar metody taktéº produkuje oscilace p°i nespojitosti dat, ov²em tyto oscilace jsou

















𝑗+1 − 2𝑄𝑛𝑗 + 𝑄𝑛𝑗−1) (1.19)
































𝑖−1,𝑗 − 2𝑄𝑛𝑖,𝑗 + 𝑄𝑛𝑖+1,𝑗) (1.20)
1.2.3 Hartenova-Zwasova metoda
V tomto p°ípad¥ se jedná o metodu, která je odvozená z vý²e uvedené metody. Jedná
se o zp°esn¥ní a zobecn¥ní Laxovy-Wendroffovy metody. Tvar metody bude velice
podobný rovnici uvedené vý²e. Pouze korek£ní £len bude p°enásoben tzv. limite-
rem Φ. Základní my²lenka je taková, ºe pokud bude limiter vhodn¥ zvolen, budou
výsledky metody p°esn¥j²í a omezí se rozkmitání, které by zp·sobovalo v p°ípad¥

























kde J je definované na základ¥ znaménka u p°íslu²né hodnoty rychlostního pole
(podobn¥ jako prvky 𝑢+ a 𝑢− u metody upwind), tedy 𝑢 > 0 → 𝐽 = 𝑗 − 1 a pro
𝑢 ≤ 0 → 𝐽 = 𝑗 + 1. Z vý²e uvedeného vztahu pro 𝜃𝑛𝑗 je vid¥t, ºe se jedná o pom¥r
diferencí. Diference ve jmenovateli je dána jako diference ve sm¥ru rychlostního pole
a diference v £itateli je zp¥tnou diferencí pro aktuální bod.
Limiter· existuje celá °ada. Nap°íklad [8]:
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van Albada 𝜑(𝜃) =
𝜃2 + 𝜃
𝜃2 + 1




minmod 𝜑(𝜃) = 𝑚𝑎𝑥(0,𝑚𝑖𝑛(1, 𝜃))
van Leer 𝜑(𝜃) =
𝜃 + |𝜃|
1 + |𝜃|
Limiter van Leer bude pouºit v této práci p°i ve²kerých experimentech s touto
metodou. Z p°edpisu pro tuto metodu je patrné, ºe limiter Φ𝑗 m·ºe do zna£né míry
m¥nit tvar metody. Pro Φ𝑗 = 0 ∀𝑗 se vynuluje celý korek£ní £len a výsledkem je
rovnice základní metody typu upwind. P°i dosazení Φ𝑗 = 1 ∀𝑗 je pro zm¥nu vý-
sledkem Laxova-Wendroffova metoda. Tento fakt m·ºe velice usnadnit implementaci
obou vý²e zmín¥ných metod. V praxi posta£í vytvo°it metodu s limiterem a pomocí
parametru pouze m¥nit tvar limiteru.
1.2.4 Semilagrangeovská metoda
V následujícím odstavci bude popsána semilagrangeovská metoda. Tato metoda se
od vý²e popsaných metod li²í, jelikoº spojuje vlastnosti lagrangeovských metod a
metod kone£ných diferencí, k nimº se °adí v²echny metody popsané vý²e. Metoda
snoubí p°esnost °e²ení metod kone£ných diferencí se stabilitou metod zaloºených na
lagrangeovském p°ístupu.




Kaºdá hodnota bodu x se dá ur£it pomocí vztahu:
𝑞(𝑥, 𝑡) = 𝑞(𝑥− 𝑢𝑡, 0),
coº znamená, ºe kaºdý bod lze ur£it pomocí hodnoty rychlostního pole a daného
£asu. Z vý²e uvedeného vztahu lze odvodit platnost následující rovnosti:
𝑞(𝑥, 𝑡) = 𝑞(𝑥− 𝑢∆𝑡, 𝑡−∆𝑡).
Vztah pro metodu lze odvodit na základ¥ koeficientu posunu 𝛼 a následujícího
vztahu:
𝛼 = 𝑥𝑘+1 − 𝑥𝑘




Po úpravách a dosazení za 𝛼 dostaneme metodu ve tvaru:






Z vý²e uvedených vztah· vyplývá, ºe výpo£tem nového bodu x se dostaneme mimo
body m°íºky a tedy hodnotu v tomto novém bod¥ je t°eba interpolovat z hodnot
v okolních bodech. Tedy hodnota v bod¥ 𝑥𝑘+1 je interpolována z bod· leºících na
jeho okolí, do kterého se posuneme vlivem rychlosti.
Tento tvar metody je aplikovatelný na jednorozm¥rná data. Pro úplnost bude
uveden i tvar metody pro dvojrozm¥rná data. V tomto p°ípad¥ máme bod (x,y) a
stejné jako je uvedeno vý²e m·ºeme uvaºovat platnost následujících vztah·:
𝑞(𝑥, 𝑦, 𝑡) = 𝑞(𝑥− 𝑢𝑡, 𝑦 − 𝑣𝑡, 0),
𝑞(𝑥, 𝑦, 𝑡) = 𝑞(𝑥− 𝑢∆𝑡, 𝑦 − 𝑣∆𝑡, 𝑡−∆𝑡).
Tvar metody se poté lze rozepsat do následujících vztah·:
𝛼 = 𝑥𝑘+1 − 𝑥𝑘
𝛽 = 𝑦𝑘+1 − 𝑦𝑘
(𝑥𝑘+1, 𝑦𝑘+1) = (𝑥𝑘 + 𝑢(𝑥𝑘+1 − 𝛼
2
, 𝑦𝑘 + 𝑣(𝑦𝑘+1 − 𝛽
2
))
Po dosazení za koeficienty a úpravách dostaneme metodu v kone£ném tvaru:











Dále stejn¥ jako v 1D p°ípad¥ následuje interpolace hodnot v bodech ur£ených vý²e
uvedeným vztahem.
1.2.5 Metoda BFECC
V tomto p°ípad¥ se op¥t nejedná o jednoduchou metodu, nýbrº (stejn¥ jako u metody
Hartenovy-Zwasovy) se jedná o algoritmus zp°esn¥ní metody pouºité v jeho základu.
Algoritmus BFECC má iterativní charakter.
Nech´ funkce 𝐿(., .) p°estavuje implementaci metody upwind nebo semilagran-
govské metody. Je moºné zapsat rovnici pro funkci L:
𝑄𝑛+1 = 𝐿(u, 𝑄𝑛).
Rovnice p°edstavuje jedno provedení funkce, respektive algoritmu definovaném v L.
Metodu BFECC je pak moºné zapsat ve tvaru:






𝑄 = 𝐿(−u, 𝐿(u, 𝑄𝑛))
Jedná se tedy o algoritmus zp°esn¥ní výsledk· metody definované v L pomocí více-




V této £ásti práce budou popsány cíle a moºná úskalí p°i implementaci jednotlivých
metod z teoretického hlediska. Postupn¥ budou popsány v²echny pot°ebné £ásti,
které budou pak v dal²í kapitole implementovány.
2.1 Cíl implementační části práce
Hlavním cílem je implementovat jednotlivé metody popsané v kapitole 2 a prov¥°it
jejich vlastnosti. Z toho vyplývá, ºe bude pot°eba pouºít r·zná vstupní data a r·zná
rychlostní pole tak, aby byly vlastnosti metod potvrzeny nebo vyvráceny.
2.2 Matlab
Jednotlivé metody budou implementovány v prost°edí Matlab firmy Mathworks.
Mezi p°ednosti tohoto systému pat°í jednoduchost zápisu programu a obrovské
mnoºství p°edvytvo°ených funkcí. Díky tomu je moºné v Matlabu velice rychle vy-
tvo°it funk£ní prototyp algoritmu a teprve poté se v¥novat programu z pohledu
estetiky, p°ehlednosti a rychlosti. Poslední zmín¥ná vlastnost tohoto programového
vybavení je jeho nejv¥t²í nevýhodou. Rychlost výpo£t· je oproti jiným programova-
cím jazyk·m velice malá. To je také d·vod pro£ musí být pouºit výkonný po£íta£ i
pro relativn¥ malé mnoºství dat.
2.3 Data
V práci budou pouºita r·zná data, jejichº p°esná podoba bude zmín¥na v kapitole 4.
Obecn¥ v²ak algoritmy budou testovány na programov¥ vytvo°ených datech apro-
ximujících nespojité i spojité objekty, £ernobílém a barevném obrázku. A£ se dle
názvu jedná o 4 druhy naprosto rozdílných dat, mají spole£nou reprezentaci v po-
£íta£i. Jinými slovy se ve v²ech p°ípadech jedná o matici °ádu MxN. Dá se k nim
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tedy po vytvo°ení/na£tení p°istupovat stejným zp·sobem.
Obrázek 2.1: P°íklad dat
To je zárove¬ d·vod, pro£ je nasnad¥ vytvo°it matlabovský skript, který v reakci
na ur£itý parametr nabídne ta data, která jsou pot°eba p°i experimentu. V zásad¥
bude pot°eba jen jeden textový parametr a tím je typ zvolených dat. Návrh podoby








Je velice d·leºitou sou£ástí v²ech experiment·, nebo´ metody pracují s daty práv¥
v závislosti na podob¥ rychlostního pole. Základním rychlostním polem m·ºe být
nap°íklad konstantní pole ve sm¥ru osy x i y. Dal²ím polem, které bude v experi-
mentech pouºito bude pole otá£ející se kolem ur£eného st°edu. Takovéto pole má
velice zajímavou funkci z pohledu obrázk·. V²e bude ukázáno v kapitole 4.
Tvorba jednotlivých polí je zaloºena na stejném postupu. Pro posuvné pole je
t°eba zvolit pouze konstanty v obou sm¥rech, abychom ur£ili, kam chceme posou-
vat. Tedy dvojrozm¥rné posuvné pole u = (𝑢, 𝑣) má dv¥ sloºky u a v, které jsou
konstantami a ur£ují sm¥r posunu. V p°ípad¥ rota£ního pole u = (𝑢, 𝑣) není tvorba
takto jednoduchá. Zde je t°eba zvolit st°ed rotace (v na²em p°ípad¥ st°ed m°íºky)
a poté pomocí rovnic kruºnice napo£ítávat body a jednotlivé hodnoty pole. Tedy
sou°adnice bod· (𝑥, 𝑦) jsou stanoveny:
𝑥 = 𝑠𝑡𝑟𝑒𝑑 + 𝑟 sin𝜙
𝑦 = 𝑠𝑡𝑟𝑒𝑑 + 𝑟 cos𝜙,
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kde 𝑟 je polom¥r kruºnice, na které se práv¥ nacházíme (ve skriptu dáno pomocí
hodnoty cyklu, kde po£ítáme x a y). Hodnoty u a v v bodech (x,y) jsou dány:
𝑢(𝑥, 𝑦) = 2𝜋𝑟∆𝑥 sin𝜙
𝑣(𝑥, 𝑦) = −2𝜋𝑟∆𝑥 cos𝜙,
kde 𝑟 je polom¥r kruºnice, na které leºí bod (x,y) a úhel 𝜙 je stejný jako u výpo£tu
bodu. Vzhledem k tomu, ºe struktura v²ech polí je stejná, bude dobré op¥t vytvo°it
jeden skript, který bude na základ¥ parametr· vracet pot°ebné rychlostní pole. Na-
rozdíl od skriptu pro vytvá°ení dat zde bude pot°eba více parametr·. Konkrétn¥ se
jako ideální jeví kombinace t¥chto t°í :
∙ Typ rychlostního pole
∙ Velikost dat podle kterých se nastaví i velikost rychlostního pole
∙ Krok m°íºky (vzdálenost dvou sousedních bod· pole)











Obrázek 2.2: P°íklad rychlostního pole
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2.5 Metody
V této sekci bude uveden pouze obecný rozbor pro metody. Podrobn¥ji budou me-
tody rozebrány v následující kapitole. Kaºdá z metod pouºitých p°i experimentech
bude pot°ebovat vlastní skript, který na základ¥ zadaných parametr· - to jest vstup-
ních dat, rychlostního pole, konstant vrátí data upravená. Následuje výpis p°edpo-





∙ Krok m°íºky (prostorový krok)
Cílem této kapitoly bylo teoreticky popsat postup p°i implementaci metod. V²e bude




Jak uº bylo °e£eno v p°ede²lé kapitole, bude implementace jednotlivých metod pro-
vedena v programovém vybavení Matlab spole£nosti Mathworks. V dal²ích odstav-
cích bude popsána implementace jednotlivých £ástí skriptu pro experimenty a také
implementace jednotlivých metod.
3.1 Tvorba dat pro experimenty
V této £ásti bude podrobn¥ popsáno vytvá°ení dat, nad kterými bude algoritmus
jednotlivých metod provád¥t experimenty. V²echny typy dat budou z pohledu algo-
ritmu dvou-dimenzionální.
3.1.1 Válec a kvádr
Tato data byla pouºita pro nejjednodu²²í experimenty. V p°ípad¥ válce jejich vy-
tvo°ení spo£ívá v nastavení matice dat tak, aby byla do ur£itého polom¥ru (kolem
st°edu matice) vypln¥na jedni£kami a mimo tuto oblast nulami. Pro kvádr je vy-
tvo°ení jednodu²í nebo´ jde pouze o napln¥ní matice jedni£kami a nulami tak, aby
jedni£ky tvo°ily £tverec. Jedná se tedy o programov¥ vytvo°ená nespojitá data. Na
následujících obrázcích je graf t¥chto dat vykreslený v programu Matlab. Výpo£et
dat ve tvaru válce je jednoduchý. Pro válec se nejprve po£ítají v cyklu body na
kruºnicích jak jiº bylo uvedeno u rychlostního pole. Tedy vytvo°íme 2 vno°ené cykly
vn¥j²í p°es úhel a vnit°ní p°es polom¥r. Tímto cyklem po£ítáme jednotlivé body.
𝑥 = 𝑠𝑡𝑟𝑒𝑑 + 𝑟 sin𝜙
𝑦 = 𝑠𝑡𝑟𝑒𝑑 + 𝑟 cos𝜙
Dále se v tomto cyklu nachází podmínka, která bod·m, leºícím uvnit° námi zvole-
ného polom¥ru válce, p°i°adí hodnotu 1. Pro kvádr se pouze dosadí matice jedni£ek
do v¥t²í matice o rozm¥ru dat napln¥né nulami tak, aby se jejich st°edy kryly.
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Tedy pro válec dostaneme:
𝑞0(𝑥, 𝑦) = 1∀𝑥 ∈ (𝑠𝑡𝑟𝑒𝑑− 𝑟, 𝑠𝑡𝑟𝑒𝑑 + 𝑟)∀𝑦 ∈ (𝑠𝑡𝑟𝑒𝑑− 𝑟, 𝑠𝑡𝑟𝑒𝑑 + 𝑟),
kde 𝑟 je polom¥r válce. Pro kvádr dostaneme:
𝑞0(𝑥, 𝑦) = 1∀(𝑥, 𝑦) ∈ (𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒/4, 3/4𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒)𝑥(𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒/4, 3/4𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒)
Je pot°eba °íci, ºe pro dokonalý válec by bylo pot°eba, aby se válec skládal z neko-
ne£ného mnoºství bod· a byl tedy v prom¥nných x a y spojitý. To ov²em p°i nu-
merických pokusech není moºné. Proto je pouºita m°íºka ur£ité velikosti a vzniklá





























Obrázek 3.1: Data ve tvaru válce a kvádru
3.1.2 Gaussova funkce
Pro pot°eby pokus· bylo pot°eba vytvo°it také hladká data. To spl¬uje práv¥ Gaus-
sova funkce. Její vytvo°ení spo£ívá ve vyuºití funkce Gaussova pravd¥podobnost-
ního normálního rozd¥lení, které lze v Matlabu snadno roz²í°it do dvou rozm¥r·









kde 𝜇 je st°ední hodnota a 𝜎2 je rozptyl. Na následujícím obrázku je graf Gaussovy
funkce. I zde se jedná o ur£itou aproximaci poºadované funkce.
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Algoritmus 1: Algoritmus tvorby dat ve tvaru Gaussovy funkce
1. vytvo°ení Gaussova rozd¥lení s poºadovanými parametry pomocí
matlabovské funkce normpdf(), g = normpdf(body pro






2. rozmnoºení dat na dvojrozm¥rný tvar (funkce repmat() - nazveme maticí
X), tedy X = repmat(g,gridSize,1)
3. znásobení matice X s transpozicí sama sebe 𝑠 = 𝑋 *𝑋 ′
















Obrázek 3.2: Data ve tvaru dvojrozm¥rné gaussovy funkce
3.1.3 Obrázek
Posledním typem dat je £ernobílý a barevný obrázek. Ty byly pouºity spole£n¥
s rychlostním polem otá£ejícím se kolem ur£eného st°edu. Pouºití £ernobílého ob-
rázku je prakticky stejné jako v p°ípad¥ vytvo°ených dat. Má to velice jednoduchý
d·vod. Obrázek je z pohledu po£íta£e stejná matice jako v p°ípad¥ vý²e zmín¥ných
dat.
Algoritmus 2: Algoritmus tvorby dat ve tvaru £ernobílého obrázku
1. na£tení obrázku pomocí matlabovské funkce imread(), tedy
𝑜𝑏𝑟1 = 𝑖𝑚𝑟𝑒𝑎𝑑(𝑛𝑎𝑚𝑒)
2. pokud je obrázek barevný, ale je poºadován £ernobílý pouºijeme funkci pro
p°evod rgb2gray() jinak pokra£ujeme bodem 3, 𝑜𝑏𝑟 = 𝑟𝑔𝑏2𝑔𝑟𝑎𝑦(𝑜𝑏𝑟1).
3. p°evedení typu dat z uint8 na double, 𝑜𝑏𝑟_𝑛𝑒𝑤 = 𝑑𝑜𝑢𝑏𝑙𝑒(𝑜𝑏𝑟)
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Obrázek 3.3: Data ve tvaru £ernobílého obrázku
V p°ípad¥ barevných obrázk· je v první °ad¥ pot°eba v¥d¥t jak jsou v Matlabu (re-
spektive v technologii, ve které se budou experimenty provád¥t) uchovávány. V této
práci byly pouºity pouze obrázky v barevné palet¥ RGB. Tyto obrázky mají data
uloºená v trojrozm¥rné matici o rozm¥ru obrázku a t°etí rozm¥r je 3 (po£et ba-
revných sloºek). Pro aplikaci je t°eba je rozloºit na jednotlivé matice pro barevné
sloºky. Matice R - £ervený kanál, matice G - zelený kanál, matice B - modrý kanál.
Obrázek 3.4: Data ve tvaru barevného obrázku
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Algoritmus 3: Algoritmus tvorby dat ve tvaru barevného obrázku
1. na£tení obrázku pomocí matlabovské funkce image = imread()
2. rozloºení obrázku na jednotlivé matice reprezentující kaºdou ze 3
základních barev pomocí jednoduchého p°íkazu: nap° pro £ervený kanál
𝑅 = (𝑑𝑜𝑢𝑏𝑙𝑒)(𝑖𝑚𝑎𝑔𝑒(:, :, 1)), zárove¬ p°evedení na typ double
3.2 Rychlostní pole
V této £ásti popí²i tvorbu jednotlivých rychlostních pouºitých p°i experimentech
z implementa£ního hlediska. Celkem byly pouºity tyto typy rychlostních polí:
∙ rota£ní pole
∙ posuvné pole
Na následujících °ádcích bude popsán algoritmus tvorby polí:
Algoritmus 4: Algoritmus tvorby rychlostních polí
1. Vytvo°ení m°íºky velikostí odpovídající dat·m q = zeros(vel. mřížky, vel.
mřížky)
2. po£ítání jednotlivých bod· na kruhu pomocí rovnic kruºnice
𝑥 = 𝑠𝑡𝑟𝑒𝑑 + 𝑟 sin𝜙, 𝑦 = 𝑠𝑡𝑟𝑒𝑑 + 𝑟 cos𝜙
3. Kaºdému bodu se podle typu pole p°i°adí hodnota (konstanta nebo
hodnota pro rotaci)
4. Pole se vykreslí pomocí funkce quiver
3.3 Metoda typu upwind a Laxova-Wendroffova me-
toda
Implementace t¥chto dvou metod je jednoduchá. Jedná se pouze o p°epsání rovnic
metod do matlabovské syntaxe a aplikace na data s vyuºitím rychlostního pole.
V následujícím algoritmu bude ukázáno schéma, které bude pouºité u v²ech metod.
Kaºdá metoda bude implementována jako funkce jak jiº bylo popsáno v p°edchozí
kapitole.
3.4 Hartenova-Zwasova metoda
Op¥t se jedná o obdobnou implementaci jako vý²e pouze je zde t°eba o²et°it správné
nastavení hodnot 𝑢+ a 𝑢− pop°ípad¥ 𝑣+ a 𝑣− v rámci cyklu, který po£ítá jednotlivé
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Algoritmus 5: Schéma pro tvorbu metod v pseudokódu
1.na£tení parametr· - data, rychlostní pole, konstanty
2.v cyklu ur£ení pot°ebných hodnot v kaºdém bod¥(nap°. pro upwind
hodnoty 𝑢+ = 𝑚𝑎𝑥(𝑢𝑗, 0), 𝑢− = 𝑚𝑖𝑛(𝑢𝑗, 0),
3.vlastní metoda - p°epsání metody uvedené v teorii do matlab. syntaxe, zde
konec cyklu
4.vrácení výstupu funkce - vºdy data
iterace. Proto je v této práci k implementaci vyuºit výsledek metody upwind, jelikoº
toto sta£í pro správné výsledky. Ve skriptu implementující tuto metodu se nachází i
cyklus po£ítající metodu upwind. Algoritmus pro tento skript je stejný jako u metody
upwind, ale navíc se po£ítají hodnoty limiteru.
3.5 Semilagrangeovská metoda
Implementace téhle metody se dá rozd¥lit do dvou krok·. Prvním krokem je výpo-
£et koeficientu posunu 𝛼 pomocí metody prosté iterace, která je realizována while
cyklem, který kon£í po spln¥ní zvolené podmínky. Druhým krokem je interpolace.
Zde bylo vyuºito funkce interp, resp. interp2, která je sou£ástí základní sady matla-
bovských funkcí. Tato funkce má parametry - maticemi x, resp x a y, reprezentující
body m°íºky ([𝑥, 𝑦] = 𝑚𝑒𝑠ℎ𝑔𝑟𝑖𝑑(1 : ∆𝑥 : 𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒, 1 : ∆𝑥 : 𝑔𝑟𝑖𝑑𝑆𝑖𝑧𝑒) ), dále data
a poté body, ve kterých je provád¥na interpolace. Tyto body jsou dány pomocí ko-
eficientu 𝛼, resp. 𝛼 a 𝛽, a tvo°í matici xi, resp. xi, yi, 𝑥𝑖(𝑖, 𝑗) = 𝑥(𝑖, 𝑗) − 𝛼. Funkce
interp umoº¬uje po£ítat interpolaci pro v²echny body najednou nebo interpolovat
polohy jednotlivých bod· postupn¥.
Pro dvojrozm¥rnou metodu je pot°eba algoritmus roz²í°it o druhý koeficient tak,
aby kaºdý koeficient byl pro jeden sm¥r, tedy 𝛼 pro sm¥r osy x a 𝛽 pro sm¥r osy y.
Oba koeficienty je t°eba po£ítat ve stejném cyklu. Pro dvojrozm¥rná data je pouºita
funkce interp2, která má následující zápis:
𝑄_𝑛𝑒𝑤 = 𝑖𝑛𝑡𝑒𝑟𝑝2(𝑥, 𝑦,𝑄, 𝑥𝑖, 𝑦𝑖),
kde x a y jsou matice ur£ující m°íºku, Q jsou po£áte£ní data a 𝑥𝑖 a 𝑦𝑖 jsou matice
bod·, ve kterých provádíme interpolaci.
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Algoritmus 6: Algoritmus semilagrangeovské metody v pseudokódu
1.výpo£et 𝛼 pomocí prosté iterace (cyklus while),




) v cyklu p°es rozm¥ry dat (koeficienty i a
j ) a výpo£et matic xi,yi. (zde x(i),y(j) body vektor· x = 1: ∆𝑥:gridSize, y =
1: ∆𝑥:gridSize)
2.interpolace na daných bodech (xi,yi) pomocí funkce interp2,
𝑞 = 𝑖𝑛𝑡𝑒𝑟𝑝2(𝑥, 𝑦, 𝑞, 𝑥𝑖, 𝑦𝑖, 𝑡𝑦𝑝 𝑖𝑛𝑡𝑒𝑟𝑜𝑝𝑜𝑙𝑎𝑐𝑒)
3.6 Metoda BFECC
Tato metoda se od vý²e uvedených li²í, jelikoº je implementována pomocí vlast-
ního algoritmu uvedeného níºe a pomocí metody upwind nebo semilagrangeovské
metody. P°íkaz First-Order-Step m·ºe v algoritmu p°edstavovat implementaci
Algoritmus 7: Algoritmus BFECC v pseudokódu
1. 𝐹𝑖𝑟𝑠𝑡−𝑂𝑟𝑑𝑒𝑟 − 𝑆𝑡𝑒𝑝(𝑢, 𝑣, 𝑞𝑛) −→ 𝑞#
2. 𝐹𝑖𝑟𝑠𝑡−𝑂𝑟𝑑𝑒𝑟 − 𝑆𝑡𝑒𝑝(−𝑢,−𝑣, 𝑞#) −→ 𝑞
3. 𝑞* := 𝑞𝑛 + 1
2
(𝑞𝑛 − 𝑞)
4. 𝐹𝑖𝑟𝑠𝑡−𝑂𝑟𝑑𝑒𝑟 − 𝑆𝑡𝑒𝑝(𝑢, 𝑣, 𝑞*) −→ 𝑞𝑛+1
metody upwind nebo metody semilagrangeovské. Tento p°íkaz odpovídá funkci L
popsané v teorii. Vstupem do p°íkazu First-Order-Step je rychlostní (parametry
u a v) a datové (v²echny parametry q) pole. Do tohoto skriptu je op¥t vstupem
rychlostní pole, data a konstanty.
3.7 Vykreslování
Pro vykreslování jednotlivých výsledk· je v Matlabu k dispozici n¥kolik funkcí,
jejichº pouºití zna£n¥ uleh£í práci. Na druhou stranu neexistuje metoda, která by
na základ¥ typu dat rozhodla, jak daná data vykreslit. Proto bylo pot°eba takovýto
skript vytvo°it. V zásad¥ skript obaluje a sjednocuje pouºití dvou matlabovských
funkcí :
∙ Funkci imshow(), která vykreslí obrazová data tak jako klasický prohlíºe£ ob-
rázk· - tj. hodnoty reprezentuje jako jednotlivé barvy £ernobílého nebo RGB
spektra.
∙ Funkci surf(), která trojrozm¥rn¥ vykreslí zadaná dvojrozm¥rná data.
Ob¥ zmín¥né funkce mají jen jeden parametr, který reprezentuje data pro vykreslení.
Obalující skript má proto dva parametry. Prvním jsou data stejn¥ jako u vestav¥ných
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funkcí a pak typ dat, aby funkce v¥d¥la, jak data vykreslit. Skript vytvo°ený pro
vykreslení má v této práci parametr· více, jelikoº prvních n parametr· ur£uje data
od n metod ur£ená k vykreslení.
3.8 Testovací skript
V této sekci bude popsána struktura skriptu vytvo°eného pro testování. Základem
skriptu je soubor index.m. V tomto souboru jsou volány jednotlivé skripty pro
na£tení dat, tvorbu rychlostního pole, skripty pro metody, vykreslení výsledku a
nakonec jsou tu i vypo£ítávány normy pro porovnání metod. Následující algoritmus
znázor¬uje postup jakým je provád¥n test.
Algoritmus 8: Postup testování metod
1.ur£ení koeficient· (£asový a prostorový krok, velikost m°íºky) - pevn¥
zadané
2.na£tení nebo vytvo°ení dat pomocí skriptu data()
3.vytvo°ení rychlostního pole pomocí skriptu pole()
4.£asový cyklus obsahující jednotlivé metody
5.vykreslení dat pomocí skriptu vykresleni()
6.výpo£et jednotlivých norem
Mimo vizuálního porovnání metod pomocí obrázk· je t°eba vytvo°it i porovnání,
které lze vyjád°it p°esn¥ji (nap°. £íseln¥). Proto pro jednotlivé metody testovací
skript vypo£ítá normy. Tyto normy ur£ují, jak moc se li²í p·vodní data od dat, na
které byla alplikována daná metoda. Pro tento výpo£et je pouºita funkce norm(),
která je implementována p°ímo Matlabem.
𝑛𝑜𝑟𝑚𝑎 = 𝑛𝑜𝑟𝑚(𝑄−𝑄𝑢𝑝𝑟𝑎𝑣𝑒𝑛),
kde 𝑄𝑢𝑝𝑟𝑎𝑣𝑒𝑛 jesou data po aplikaci n¥které z metod. Pro kaºdou metodu bude vy-
po£ítána tato norma a poté bude provedeno porovnání. Platí, ºe £ím men²í je norma,




V této kapitole budou ukázány výsledky metod na n¥kolika typech dat a poté bude
provedeno porovnání p°esnosti metod pomocí norem, jak jiº bylo zmín¥no v minulé
kapitole. Celá kapitola bude £len¥na podle typ· dat, na kterých je provád¥n kon-
krétní test. Pro kaºdou podkapitolu bude vºdy uvedena sada obrázk·, kde budou
znázorn¥ny výsledky p·vodních metod. Na konci kaºdé podkapitoly bude uvedena
tabulka s £íselnými hodnotami norem pro jednotlivé metody. Následn¥ provedu po-
rovnání metod a slovn¥ popí²i, co normy vyjad°ují.
Pro v²echny typy dat bylo pouºito jednotné nastavení a to bylo následující:
∙ £asový krok ∆𝑡 = 0.0005 (ve skriptu ozna£eno písmenem k)
∙ krok m°íºky ∆𝑥 = 1 (ve skriptu ozna£eno písmenem h)
∙ rota£ní pole (typ 1 nebo 2, viz. obr.4)
Normy uvedené v tabulkách a výsledky jsou pro rota£ní pole typ 1 a £asový údaj je
pro jeden £asový krok dané metody. Po£et £asových krok· pro jednotlivé typy dat
byl volen tak, abychom dostali stejný tvar kv·li posouzení p°esnosti pomocí norem.
Pro dal²í typy pole se normy li²í jen minimáln¥ a je zachován pom¥r mezi normami
pro jednotlivé metody.
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Obrázek 4.1: Rychlostní pole pouºitá k testování metod (vlevo typ 1, vpravo typ 2)
4.1 Válec
P·vodní data byla ve tvaru znázorn¥ném na následujícím obrázku. Je to válec o po-















Obrázek 4.2: Data ve tvaru válce
volen 𝑇 = 250, tedy oto£ení o osminu (není t°eba volit více díky soum¥rnosti válce).
Výsledky metod jsou uvedeny v p°íloze (5). Následuje tabulka norem pro jednotlivé
metody.
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typ metody norma doba výpo£tu jednoho £asového kroku [s]
metoda upwind 4.0891 0.103485
Laxova-Wendroffova metoda 2.8415 0.006319
Hartenova-Zwasova metoda 2.5457 0.110195
semilagrangeovská metoda 4.1147 0.502500
metoda BFECC se zákl. upwind 2.7848 0.274589
metoda BFECC se zákl. semilagrange 2.9210 1.703359
Tabulka 4.1: Tabulka norem pro válec
4.2 Kvádr
P·vodní data byla ve tvaru znázorn¥ném na následujícím obrázku. Je to kvádr o roz-















Obrázek 4.3: Data ve tvaru kvádru
volen 𝑇 = 500, tedy oto£ení o £tvrtinu (tímto dostaneme stejný £tverec). Výsledky
metod jsou uvedeny v p°íloze (5). Následuje tabulka norem pro jednotlivé metody.
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typ metody norma doba výpo£tu jednoho £asového kroku [s]
metoda upwind 8.5384 0.138074
Laxova-Wendroffova metoda 6.3651 0.007146
Hartenova-Zwasova metoda 6.2704 0.128437
semilagrangeovská metoda 8.9406 0.527506
metoda BFECC se zákl. upwind 6.3834 0.286875
metoda BFECC se zákl. semilagrange 6.1027 1.661483
Tabulka 4.2: Tabulka norem pro kvádr
4.3 Gaussova funkce
















Obrázek 4.4: Data ve tvaru dvojrozm¥rné Gaussovy funkce
byl volen 𝑇 = 250, tedy oto£ení o osminu (není t°eba volit více díky soum¥rnosti
funkce). Výsledky metod jsou uvedeny v p°íloze (5). Následuje tabulka norem pro
jednotlivé metody.
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typ metody norma doba výpo£tu jednoho £asového kroku [s]
metoda upwind 1.2108 0.122016
Laxova-Wendroffova metoda 1.6359 0.026933
Hartenova-Zwasova metoda 1.6441 0.161784
semilagrangeovská metoda 1.2927 0.896581
metoda BFECC se zákl. upwind 1.6591 0.291043
metoda BFECC se zákl. semilagrange 0.0363 1.618665
Tabulka 4.3: Tabulka norem pro Gaussovu funkci
4.4 Černobílý obrázek
P·vodní data byla ve tvaru znázorn¥ném na následujícím obrázku. Po£et iterací byl
Obrázek 4.5: Data ve tvaru £ernobílého obrázku
volen 𝑇 = 2000, tedy oto£ení o celý kruh. Výsledky metod jsou uvedeny v p°íloze
(5). Následuje tabulka norem pro jednotlivé metody.
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typ metody norma doba výpo£tu jednoho £asového kroku [s]
metoda upwind 3.66785e03 0.287784
Laxova-Wendroffova metoda 1.4808e03 0.035861
Hartenova-Zwasova metoda 1.4180e03 0.342171
semilagrangeovská metoda 4.9376e03 1.691374
metoda BFECC se zákl. upwind 1.5379e03 0.812007
metoda BFECC se zákl. semilagrange 1.0388e03 4.753137
Tabulka 4.4: Tabulka norem pro £ernobílý obrázek
4.5 Barevný obrázek
P·vodní data byla ve tvaru znázorn¥ném na následujícím obrázku. Po£et iterací byl
Obrázek 4.6: Data ve tvaru barevného obrázku
volen 𝑇 = 2000, tedy oto£ení o celý kruh. Výsledky metod jsou uvedeny v p°íloze (5).
V p°ípad¥ t¥chto dat jsou normy vytvo°eny jako pr·m¥r norem pro matice jednot-
livých barevných kanál· obrázku. Následuje tabulka norem pro jednotlivé metody.
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typ metody norma doba výpo£tu jednoho £asového kroku [s]
metoda upwind 3.5309e03 0.306232
Laxova-Wendroffova metoda 1.6070e03 0.034638
Hartenova-Zwasova metoda 1.4883e03 0.376165
semilagrangeovská metoda 4.5953e03 1.856436
metoda BFECC se zákl. upwind 1.6292e03 0.901415
metoda BFECC se zákl. semilagrange 1.1035e03 4.368316
Tabulka 4.5: Tabulka norem pro barevný obrázek
4.6 Zhodnocení
Z hodnot uvedených v jednotlivých tabulkách vyplývá, ºe ve v¥t²in¥ p°ípad· je nej-
lep²í metodou Hartenova-Zwasova metoda. Dal²í metodou, která dává velmi dobré
výsledky je metoda BFECC se základem semilagrangeovské metody. Tato metoda
je velmi dobrá na hladká data (Gaussova funkce, obrázek), ale výsledky na data
s nespojitostmi jsou hor²í. Dal²í metody dávají ²patné výsledky a to z n¥kolika
d·vod·.
Pro metodu upwind vychází norma velká, jelikoº upwind je metoda prvního
°ádu. Pro Laxovu-Wendroffovu metodu dostáváme lep²í výsledek, který není díky
oscilacím nejlep²í, ale je lep²í neº u metody upwind díky vy²²ímu °ádu metody. Dále
ov²em výsledek Laxovy-Wendroffovy metody zhor²uje fázový posun, coº je dob°e
patrné na datech ve tvaru obrázku (5,5) a proto je samotná Laxova-Wendroffova
metoda nepouºitelná.
Semilagrangeovská metoda dává ²patný výsledek kv·li typu pouºité interpolace.
Oba dva typy metody BFECC dávají p°im¥°en¥ dobrý výsledek ale stále nejsou
nejlep²í, jelikoº produkují oscilace. Pro BFECC se základem semilagrangeovské me-
tody dostáváme relativn¥ lep²í výsledky. Oscilace v tomto p°ípad¥ jsou men²í, neº
u druhého typu BFECC a tato metoda je velmi dobrá na hladká data (viz. 4.3,).
Pro lep²í výsledky v²ech metod kone£ných diferencí by bylo t°eba o²et°it vznik
oscilací a obdobn¥ jako je to u Hartenovy-Zwasovy metody tomuto jevu zabránit. Pro
semilagrangeovskou metodu je t°eba pro lep²í výsledek pouºít jiný typ interpolace
neº lineární, která je pouºita v tomto p°ípad¥. Pro metodu BFECC je t°eba taktéº




Tato práce se zabývala metodami pro °e²ení advek£ní rovnice. Celkem byly zmí-
n¥ny 4 metody eulerovského typu a metoda semilagrangeovská. Tyto metody byly
popsány z teoretického hlediska a poté rozebrány z hlediska implementa£ního. Na zá-
klad¥ tohoto rozboru byly následn¥ metody implementovány. Ov²em implementací a
testováním bylo prov¥°eno mnohem více. Zejména je °e£ o vlastnostech jednotlivých
metod.
Metody byly testovány na n¥kolika r·zných typech dat a na základ¥ t¥chto test·
bylo zji²t¥no po°adí jednotlivých metod dle p°esnosti výsledku a rychlosti výpo-
£tu. Ve v¥t²in¥ p°ípad· se jako nejlep²í metoda jevila Hartenova-Zwasova metoda.
U ostatních metod se ve výsledku projevily vlastnosti, které zhor²ily výsledek, nap°.
u Laxovy-Wendroffovy metody se projevily oscilace.
Dal²ími úkoly, které je t°eba vy°e²it je vylep²ení jednotlivých metod. U metod
kone£ných diferencí se jedná o o²et°ení vzniku oscilací, u metody semilagrangeovské
se jedná o vytvo°ení lep²í interpolace. Následn¥ je t°eba vytvo°it komplexn¥j²í systém
posouzení správnosti a p°esnosti metod a dal²ím úkolem je vytvo°it a aplikovat
£asov¥ prom¥nné pole.
Výsledkem celé této práce tedy bylo jednak implementování metod pracujících
s advek£ní rovnicí dále vyhodnocení výsledk· a stanovení pr·m¥rn¥ nejlep²í metody.
Dal²ím cílem této práce bylo p°ehledn¥ sepsat a uspo°ádat metody pro práci s ad-
vek£ní rovnicí a to takovým zp·sobem, aby byly pochopitelné i pro £lov¥ka, který
s advek£ní rovnicí dosud nepracoval.
Výsledky a postupy obsaºené v této práci jsou popsány relativn¥ obecn¥ a p°i
p°ípadné aplikaci na konkrétní problém z reálného sv¥ta bude dozajista pot°eba do




















































































Obrázek 5.1: Výsledky metod - vlevo naho°e metoda upwind, vpravo naho°e Laxova-
Wendroffovametoda, uprost°ed Hartenova-Zwasova (vlevo) a semilagrangeovská me-




















































































Obrázek 5.2: Výsledky metod - vlevo naho°e metoda upwind, vpravo naho°e Laxova-
Wendroffovametoda, uprost°ed Hartenova-Zwasova (vlevo) a semilagrangeovská me-





























































































Obrázek 5.3: Výsledky metod - vlevo naho°e metoda upwind, vpravo naho°e Laxova-
Wendroffovametoda, uprost°ed Hartenova-Zwasova (vlevo) a semilagrangeovská me-
toda, dole metoda BFECC se základem upwind (vlevo) a semilagrangeovské metody
(vpravo)
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Obrázek 5.4: Výsledky metod - vlevo naho°e metoda upwind, vpravo naho°e Laxova-
Wendroffovametoda, uprost°ed Hartenova-Zwasova (vlevo) a semilagrangeovská me-
toda, dole metoda BFECC se základem upwind (vlevo) a semilagrangeovské metody
(vpravo)
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Obrázek 5.5: Výsledky metod - vlevo naho°e metoda upwind, vpravo naho°e Laxova-
Wendroffovametoda, uprost°ed Hartenova-Zwasova (vlevo) a semilagrangeovská me-
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