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Abstract
Agent-based models, particularly those applied to financial markets, demonstrate the ability to produce
realistic, simulated system dynamics, comparable to those observed in empirical investigations. Despite
this, they remain fairly difficult to calibrate due to their tendency to be computationally expensive, even
with recent advances in technology. For this reason, financial agent-based models are frequently validated
by demonstrating an ability to reproduce well-known log return time series and central limit order book
stylized facts, as opposed to being rigorously calibrated to transaction data. We thus apply an established
financial agent-based model calibration framework to a simple model of high- and low-frequency trader
interaction and demonstrate possible inadequacies of a stylized fact-centric approach to model validation.
We further argue for the centrality of calibration to the validation of financial agent-based models and
possible pitfalls of current approaches to financial agent-based modeling.
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1. Introduction
Agent-based modeling is a relatively new tech-
nique that has shown increased prevalence
in recent years, with applications across a di-
verse array of fields (Macal and North 2010).
Agent-based models (ABMs) are characterized
by a bottom-up development process, in which
the properties of and interactions between the
micro-constituents of a system are modeled as
opposed to the overall system dynamics (Macal
and North 2010).
The appeal of these models can be strongly
linked to the increased focus on the discipline
of complexity science in contemporary litera-
ture, in which it is argued that many systems
exhibit emergent properties which cannot be
explained by the properties of their constituent
parts, but rather result from the interactions be-
tween these constituent parts (Heylighen 2008).
Macal and North (2010) indicate that this focus
on representing individual agents and their
interactions within ABMs leads to emergent
behaviors not explicitly programmed, demon-
strating an ability to model phenomena which
could be described as complex.
One should, however, be skeptical of the
idea that all complex behavior in a system can
be replicated using a bottom-up modeling ap-
proach. Wilcox and Gebbie (2014) propose the
idea of hierarchical causality in the financial
system, stating that there is in fact a hierar-
chy representing different levels of abstraction,
each leading to different nuances in overall be-
havior. This would imply that there is both
bottom-up and top-down causation within the
financial system and that replicating complex
behavior within it is more nuanced than simply
replicating the bottom-up processes that may
be present. Nevertheless, financial ABMs rep-
resent a significant attempt at the replication of
complex behaviors emerging in financial sys-
tems.
Considering the fact that overall system be-
havior is not explicitly modeled in most cases,
ABMs dispense with most assumptions regard-
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ing overall system dynamics when compared
to other approaches, particularly relevant in
financial applications where common assump-
tions, such as the Gaussianity of log return
distributions, market efficiency and rational ex-
pectations have become increasingly criticized
due to incompatibility with empirical obser-
vations (LeBaron 2005). Not surprisingly, the
absence of these assumptions has led to the
existence of a wide variety of financial ABMs,
all able to replicate empirically-observed re-
turn time series stylized facts, such as volatility
clustering and a fat-tailed distribution (Barde
2016).
Despite the apparent successes of financial
agent-based modeling, there still exist many
critics of the approach, particularly skeptical of
the extent to which the models have been vali-
dated (Hamill and Gilbert 2016). Fabretti (2013)
notes that the literature regarding the applica-
tion of quantitative calibration techniques to
financial ABMs remains relatively sparse, with
much of the remaining literature relying on less
rigorous qualitative calibration techniques, in
which parameters are manually selected such
that well-known log return time series stylized
facts are recovered by the candidate models. A
similar approach is also employed in models
including central limit order book (LOB) styl-
ized facts, such as in the work conducted by
Preis et al. (2006).
While the recovery of stylized facts is a
good starting point to indicate that a model
may be based upon sound principles, rigorous
validation would require a model to produce
return time series with statistical properties
similar to those observed in actual transaction
data, such that a simulated series could be said
to come from the same distribution as a series
drawn from empirical data (Fabretti 2013). We
thus require model parameters that allow a
particular ABM to reproduce these statistical
properties. This, in turn, results in a calibration
problem in which the model must be calibrated
to transaction data to obtain these parameters.
There is thus an intrinsic link between calibra-
tion and validation.
It should be noted that the vast majority of
financial ABM calibration literature involves
the application of calibration techniques to
models involving closed-form solutions for
prices applicable at a daily time scale. In
essence, prices are determined as weighted
sums or averages of individual trader price
expectations or order prices and sizes during
each iteration of a simulation representing a se-
ries of trading sessions, with a session typically
representing a single day of trading. Members
of this class of models, representing earlier
work in the field, include the Farmer and Joshi
(2002) and Kirman (1991) models, among many
others.
This simplification is generally appropriate
for the daily time scale considered by these
models, since this mechanism could be seen
as analogous to the closing auctions found at
the end of each trading day in real financial
markets, where trader demands, represented
as unexecuted limit orders, are considered and
a closing price determined which maximizes
the executable volume in the closing auction
period. This would typically involve a form
of averaging. It is clear, however, that such
a simplification would not be appropriate for
intraday time scales and hence high-frequency
trader activity.
A number of successful strategies have
emerged for the calibration of models with
closed-form solutions for prices, with the two
most prominent being the method of simulated
moments and maximum likelihood estimation.
The work of Gilli and Winker (2003) and Fab-
retti (2013), on which we base our investigation,
details the application of the method of simu-
lated moments. Similar experiments involving
maximum likelihood estimation are presented
in Alfarano et al. (2005), Alfarano et al. (2006)
and Alfarano et al. (2007). Also worth noting
is the work of Amilon (2008), which presents
a comparison of maximum likelihood and the
efficient method of moments.
Despite the pervasiveness of the above two
methods in ABM calibration literature, new
methods and augmentations to existing ap-
proaches have also been proposed in recent
years, with computational constraints remain-
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ing a key obstacle. Notable examples include
the work of Recchioni et al. (2015), which em-
ploys gradient methods, the work of Guerini
and Moneta (2016), which estimates vector au-
toregressive models from simulated and real
world data and compares their structure, and
the work of Grazzini and Richiardi (2015),
which presents a discussion on approaches able
to estimate ergodic models (Grazzini 2012)
and in what circumstances such approaches
are successful. A fairly exhaustive survey of
existing ABM calibration methods is presented
by Kukacka and Barunik (2016).
In contrast to models with closed-form so-
lutions for prices, contemporary models, such
as those of Preis et al. (2006), Chiarella et al.
(2009) and Jacob Leal et al. (2015), focus in-
stead on recreating double auction markets at
an intraday time scale in which agent orders
are stored in a central LOB and orders are exe-
cuted using realistic matching processes. It is
apparent, however, that the addition of realis-
tic matching processes severely increases the
computational expense associated with the sim-
ulation process, which may have an adverse
effect on calibration attempts. Furthermore,
many of the previously mentioned calibration
methodologies tend to assume and therefore
require a closed-form solution for prices. These
are likely reasons why models of this class still
remain largely uncalibrated in a convincing
manner.
It is important to be aware of what the ideal-
istic sufficient and necessary conditions are for
a model to be considered identifiable, namely
the objective function having a reasonable and
unique extremum at the true parameter values
(Canova and Sala 2009). Some caution is re-
quired in the context of ABMs of the type we
consider as they can at best be approached via
indirect estimation to provide consistency be-
tween moments and data as opposed to being
rigorously estimated; hence we retain the termi-
nology of calibration (Cooley 1997) as opposed
to estimation, in the sense that we attempt
to provide consistency between the data and
model parameters because we cannot directly
test the structure of the models themselves.
The primary focus of this investigation is to
expand upon the work conducted by Fabretti
(2013), who introduces a strategy for the cali-
bration of the Farmer and Joshi (2002) model,
one of the aforementioned daily models with
a closed-form solution for prices. Using this
strategy, we attempt to calibrate the Jacob Leal
et al. (2015) model, a more sophisticated intra-
day ABM representing a double auction market
based around a central LOB, with both high-
and low-frequency trader activity present. A
key advantage of the method of Fabretti (2013)
is that it does not require the candidate model
to have a closed-form solution for prices, mak-
ing it compatible with the Jacob Leal et al.
(2015) model.
As per the investigation conducted by Fab-
retti (2013), our approach involves the con-
struction of an objective function using the
method of simulated moments and a mov-
ing block bootstrap (Winker et al 2007), fol-
lowed by the application of heuristic optimiza-
tion methods, namely the Nelder-Mead sim-
plex algorithm with threshold accepting (Gilli
and Winker 2003) and genetic algorithms (Hol-
land 1975). The need for heuristic optimization
methods stems from the tendency of objective
functions in our context to lack smoothness,
which causes traditional optimization methods
to find local as opposed to global minima (Gilli
and Winker 2003).
The dataset used in calibration consists of
Thomson Reuters Tick History (TRTH) data
for a stock listed on the Johannesburg Stock
Exchange (JSE). Prior to a change in the billing
model towards the end of 2013, the JSE had
minimum transaction costs that made high-
frequency trading largely unprofitable (Harvey
et al. 2017). We thus apply the aforementioned
calibration methodology in an attempt to gain
a deeper understanding of the emergence of
high-frequency trading in a developing market.
2. The Jacob Leal et al. Model
Referring to Figure 1, the model consists of
two agent types, high-frequency (HF) and low-
frequency (LF) traders, where each LF trader
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may be following either a chartist or fundamen-
talist strategy. These agents interact through
the posting of limit orders to a central LOB,
with time progressing through a series of T
one-minute trading sessions.
During each session, each active trader
agent places a single limit order, with price
and size determined by the trader’s current
strategy. Thereafter, limit orders in the order
book are matched according to price and then
time priority until all possible trades have been
executed, with the final trade price defining
the market price for the session.
LOB
LF Traders
(Chartist,
Funda-
mentalist)
HF
Traders
Market
Price Time
Series
Limit OrdersLimit Orders
Match Orders, Calculate Prices
Results in
Figure 1: An illustration of the agent types and interac-
tions within the model
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Figure 2: Flowchart describing a typical simulation of T
one-minute trading sessions
It should be noted that at any point in the
simulation, all traders have access to the his-
tory of past market prices and fundamental
values as well as the current state of the LOB.
In Figure 2, we summarize the key events
associated with Jacob Leal et al. (2015) model
trading sessions. The opening auction is our
own added initialization process, discussed in
detail in Section 2.D.
A. LF Trader Agent Specification
Each simulation contains NL LF traders, where
different LF traders are represented by the in-
dex i = 1, ..., NL. Each LF trader has its own
trading frequency, θi, drawn from a truncated
exponential distribution with mean θ and up-
per and lower bounds θmax and θmin respec-
tively. This is described by Jacob Leal et al.
(2015) as representing the chronological time
frame associated with LF traders. This time
frame is discussed at length by Easley et al.
(2012). At each activation, active LF traders ran-
domly select either the chartist or fundamental-
ist strategy for the session, with the probability
of being chartist given by Φci,t.
We now elaborate on the simulation event
overview presented in Figure 2 with appropri-
ate equations for an arbitrary session t ≤ T.
After activation, the i-th LF trader places
a limit order, which requires the specifica-
tion of both an order size and an order price.
Should the i-th LF trader agent be following
the chartist strategy, we calculate the order size
according to
Dci,t = α
c(P¯t−1 − P¯t−2) + ect (1)
where P¯t is the market price (in units of cur-
rency) for session t, 0 < αc < 1 and ect ∼
N (0, (σc)2).
Conversely, in the case of the fundamental-
ist strategy, we calculate the order size accord-
ing to
D fi,t = α
f (Ft − P¯t−1) + e ft (2)
where Ft = Ft−1(1 + δ)(1 + yt) is the funda-
mental price (in units of currency) for session
4
t, δ > 0, 0 < α f < 1, e ft ∼ N
(
0, (σ f )2
)
and
yt ∼ N
(
0, (σy)2
)
.
The order price is identical under both
strategies and is determined according to
Pi,t = P¯t−1(1+ δ)(1+ zi,t) (3)
where zi,t ∼ N
(
0, (σz)2
)
.
Once the order is placed, it remains in the
LOB until it is matched or until γL sessions
have passed, resulting in its removal from the
order book. At the end of each session, the i-th
LF trader calculates their profits according to
pisi,t = (P¯t − Pi,t)Dsi,t (4)
where s = c for the chartist strategy and s = f
for the fundamentalist strategy.
Finally, the i-th LF trader determines their
probability of being chartist in the next session
according to
Φci,t =
epi
c
i,t/ζ
epi
c
i,t/ζ + epi
f
i,t/ζ
(5)
where ζ > 0 is the intensity of switching pa-
rameter.
B. HF Trader Agent Specification
Each simulation contains NH HF traders,
where different HF traders are represented
by the index j = 1, ..., NH . In contrast to LF
traders, HF traders in the model follow an
event-based activation procedure as opposed
to a chronological trading frequency. This is
again consistent with the work of Easley et al.
(2012), in which it is suggested that HF traders
follow an event time paradigm.
In an arbitrary session, t ≤ T, the j-th HF
trader will activate should the following acti-
vation condition be satisfied∣∣∣∣ P¯t−1 − P¯t−2P¯t−2
∣∣∣∣ > ∆xj (6)
where ∆xj is drawn from a truncated uniform
distribution, with support between ηmin and
ηmax.
Following activation, active HF traders ei-
ther buy or sell, where this choice is made ran-
domly with equal probability. In a construction
again consistent with the empirical findings of
Easley et al. (2012), HF trader agents in the
model exploit order book dynamics created by
LF trader agents earlier in each trading session
by setting their order sizes according to order
volumes present in the order book, in an at-
tempt to absorb the orders of LF traders. This
is represented by each active HF trader in the
simulation setting their order size randomly ac-
cording to an exponential distribution 1, with
the mean being the average order volume in
the opposite side of the order book. For an
HF trader who is selling units of the asset, the
opposite side of the order book would consist
of buy orders and vice-versa.
After the setting of the order size as previ-
ously discussed, the j-th HF trader sets their
order price (provided they are active) accord-
ing to
Pj,t = Pbidt (1− κJ) (7)
if selling, or according to
Pj,t = Paskt (1+ κj) (8)
if buying, where Pbidt and P
ask
t are the best bid
and ask in the order book respectively for ses-
sion t and κj is a uniform random variable with
support between κmin and κmax.
Once the order is placed, it remains in the
LOB until it is matched or until γH < γL ses-
sions have passed, resulting in its removal from
the order book. Finally, at the end of each ses-
sion, the j-th HF trader calculates their profit
according to:
pij,t = (P¯t − Pj,t)Dj,t (9)
where Dj,t is the j-th HF trader’s order size for
the session.
1In the original paper by Jacob Leal et al. (2015), a Poisson distribution is used, where the mean volume is weighted by
0 < λ < 1. We retain this weighting by λ, but discussions on why the distribution was changed can be found in Section
2.D.
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C. Matching Engine and Market
Clearing
Jacob Leal et al. (2015) indicate that orders are
to be matched by price and then time priority.
In our implementation, it is noted that after all
trader agents have placed orders in a particular
session, a crossing of the bid-ask spread is typi-
cally observed. In other words, Paskt − Pbidt < 0
after all orders have been placed. This implies
that the best bid and best ask can immediately
be matched, resulting in a trade.
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Figure 3: Illustration of a typical limit order book con-
figuration before (top) and after (bottom) order
matching for an arbitrary session, showcasing
an initial crossing of the bid-ask spread
We set the trade price equal to the average
of the prices of the matched buy and sell or-
ders and the trade size equal to the size of the
smallest order in the matched pair. We can
thus execute all executable limit orders at the
end of each session by continually matching
the best bid to the best ask until the bid-ask
spread is no longer crossed, with the best bid
and best ask changing as orders are depleted.
Should there be a tie for the best bid or best
ask, the order that was placed earliest is al-
ways executed first. The market price for each
session is simply the final trade price for that
session.
It is evident that the model’s mechanism
of batch order placement by all active traders
before matching orders at the end of each ses-
sion is not realistic. In a true, continuous dou-
ble auction market, attempts to match orders
would be made continuously, as orders are
placed, rather than at the end of a specified pe-
riod. Markets of this type would also involve
additional order types, such as market orders.
The order matching processes present in the
model are therefore market clearing processes
reminiscent of closing auctions at the end of a
trading day rather than the continuous match-
ing found in double auction markets during
intraday periods. This is, however, fairly stan-
dard practice in many other models, notably
that of Preis et al. (2006).
D. Required Modifications
We implement the model as it was originally
presented, with two minor changes.
Firstly, we implement our own method of
initialization. This stems from the fact that
model initialization procedures are not dis-
cussed in detail by Jacob Leal et al. (2015). In
order to be consistent with the opening auc-
tions found at the start of each trading day
in actual double auction markets, we begin
with an analogous event in the first simulated
trading session. In this session, all LF traders
in the simulation place limit orders to buy
or sell according to a random initial strategy,
where the probability of each LF trader be-
ing either chartist or fundamentalist is initially
equal. This mimics the large spike in activity
that can be observed at the start of a trading
day, an aspect of intraday seasonality (Lehalle
2013; Cartea et al. 2015).
Secondly, for the parameters originally sug-
gested by Jacob Leal et al. (2015), αc = 0.04,
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σc = 0.05, α f = 0.04 and σ f = 0.01, as well
as an initial market price of P¯0 = 100 and an
initial fundamental value of F0 = 100, it was
found that the model produced LF trader or-
der sizes typically less than 1 under both the
chartist and fundamentalist strategies. Refer-
ring to Eqn. (1), it is evident that even for rel-
atively large price changes over a one-minute
period (∼ 10 units of currency), the model will
produce order sizes typically less than 1 for
the given parameters. Even if αc and σc were
to be made larger, the fact that αc is bounded
above by 1 means that typical price changes
(∼ 1 units of currency) will still result in the
same problematic order size dynamics. Anal-
ogous issues apply to Eqn. (2). This in itself
is somewhat problematic, as real markets only
allow for whole number order sizes.
Furthermore, the fact that HF trader order
sizes were originally set according to a Poisson
distribution, with mean dependent on the av-
erage order size on the opposite side of the or-
der book, resulted in the majority of active HF
trader order sizes being 0 when combined with
these unusual LF trader order sizes. For this
reason, an exponential distribution was used
instead, allowing for the unusually small mean
order sizes found in the model to remain as is
without resulting in 0 values for HF trader or-
der sizes. Exponential distributions are used to
determine order sizes in many models through-
out existing literature, a notable example being
given by Mandes (2015). This provides suitable
justification for this choice of distribution.
It should be noted that when matching or-
ders, the only consideration with regards to
order sizes is that they be sensible in relation
to one another, with actual magnitudes being
of more importance for studies involving trade
volume effects. Thus, for our purposes, this
simple correction is sufficient and these un-
usual order sizes will not affect the dynamics
of the obtained market price time series. A
more comprehensive correction of this order
size issue should be considered in studies in
which trade volumes and order sizes are im-
portant characteristics.
3. Replication of Stylized Facts
Considering the minor changes made, it is es-
sential that we demonstrate the ability of our
implementation of the model to reproduce well-
known stylized facts of return time series2 and
provide some evidence of the similarity be-
tween our results and those obtained by Jacob
Leal et al. (2015).
Table 1: Parameters for Stylized Fact Replication
Parameter Value Parameter Value
T 1200 σy 0.01
NL 10000 δ 0.0001
NH 100 σz 0.01
θ 20 ζ 1
[θmin, θmax] [10, 40] γL 20
αc 0.04 γH 1
σc 0.05 [ηmin, ηmax] [0, 0.2]
α f 0.04 λ 0.625
σ f 0.01 [κmin, κmax] [0, 0.01]
Parameters for simulations used to verify the implemented
model’s ability to replicate well-known return time series
stylized facts, set according to those specified in Table 4
in the work conducted by Jacob Leal et al. (2015)
We provide this required evidence by simu-
lating series of prices using the implemented
model and using these prices to calculate se-
ries of log returns. We generate a total of 50
price paths (Monte Carlo replications) using
the default parameters provided by Jacob Leal
et al. (2015). We then proceed to construct a his-
togram approximating the distribution of the
obtained log returns pooled over all the con-
ducted Monte Carlo replications, along with a
fitted normal density function, as well as a Q-Q
plot for the same simulated data. Thereafter,
we consider the autocorrelation functions of the
returns and absolute values of the returns and
provide the associated 95% confidence bands.
As is evident in Figures 4 and 5, the distri-
bution of the simulated log returns is leptokur-
tic and fat-tailed when compared to a normal
distribution.
2A study of stylized facts in the context of the JSE is presented by Wilcox and Gebbie (2008).
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Figure 4: Histogram representing the distribution of the
simulated log returns
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Figure 5: Q-Q plot comparing the distribution of the
simulated log returns to a normal distribution
Referring to Figure 6, the series of simu-
lated log returns demonstrates behaviors con-
sistent with those presented in the empirical in-
vestigations of Cont (2001), with no significant
pattern or deviation from zero being observed
in the autocorrelation function for almost all
lags. When considering Figure 7, however, we
observe initially significant autocorrelation for
shorter lags with a steady decline in autocor-
relation as the lag increases in the case of the
series of the absolute values of the simulated
log returns. The latter of these observations
can be taken as evidence of volatility clustering
(Cont et al. 1997).
All of the aforementioned properties are
presented as key stylized facts of empirically-
observed return time series by Cont (2001). It is
therefore apparent that our implementation of
the model is able to reproduce well-known log
return times series stylized facts and generates
behaviors consistent with those demonstrated
by Jacob Leal et al. (2015).
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Figure 6: Autocorrelation function for the series of log
returns, with one-minute session lags
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Figure 7: Autocorrelation function for the series of the
absolute values of the log returns, with one-
minute session lags
It is worth noting that Jacob Leal et al. (2015)
consider only the stylized facts of log return
time series in the process of model validation.
In general, the stylized facts of the central LOB
have become increasingly important in recent
years and the exclusion of these characteristics
is problematic if relying on stylized facts for
model validation. A comprehensive survey of
LOB stylized facts is provided by Bouchaud et
8
al. (2002). It may also be worth considering the
Hurst exponent, as has been done by Preis et
al. (2006).
4. Calibration Framework
We consider the approach presented by Fabretti
(2013). Considering the framework’s success
in existing calibration experiments involving
the Farmer and Joshi (2002) model, we repro-
duce it without alteration where possible in
an attempt to ascertain if the framework pro-
duces equally successful results when applied
to intraday models.
The calibration problem is formally defined
as follows:
min
θ∈Θ
f (θ) (10)
where θ is a vector of parameters, Θ is the
space of feasible parameters and f is the objec-
tive function.
A. Objective Function Construction
We construct the objective function for the con-
sidered dataset using the method proposed by
Winker et al (2007).
The transaction data set is obtained in the
TRTH (Thomson Reuters 2016) format, pre-
senting a series of trades, quotes and auction
quotes. We convert the data set to a series of
one-minute price bars, with each price corre-
sponding to the final quote mid price for each
minute, where the mid price of a quote is given
as the average of the level 1 bid price and level
1 ask price associated with that quote. From
this series of prices, we may obtain a series of
log prices 3, which is the series we attempt to
calibrate the model to.
We make use of a combination of k = 5
moments and test statistics to represent the sta-
tistical properties of the log price time series
previously mentioned, remaining consistent
with Fabretti (2013). We use:
1. The mean, representing the central ten-
dency of the measured series.
2. The standard deviation, giving an indica-
tion of the spread of the measured series.
3. The kurtosis, acting as a measure of the
mass contained in the tails of the proba-
bility distribution of the measured series.
4. The Kolmogorov-Smirnov (KS) test, com-
paring the empirical CDFs of the log price
time series obtained from the transaction
data and another simulated using the
model.
5. The generalized Hurst exponent (Di Mat-
teo 2007), with q = 1, representing the
scaling properties of the measured series.
We define the:
1. realized log prices, R = {rt}, t = 1, ..., T, to
be a realization of the log price process,
drawn from transaction data.
2. exact moments, m = (m1, ..., mk), to be the
true values of the k selected moments
of the log price process. We cannot pre-
cisely know these true values; we can
only estimate their values according to
a particular realization of the log price
process.
3. estimated moments, me = (me1, ..., m
e
k), to
be the estimate of m based on R.
4. simulated moments, msi (θ), to be the esti-
mate of the k selected moments for the
simulated series, generated using param-
eter set θ, where the index i corresponds
to the estimate associated with a particu-
lar simulation run.
Using the method of simulated moments,
we require:
E[(ms|θ)] = m (11)
which yields:
E[(ms|θ)−m] = 0 (12)
3While Fabretti (2013) chooses log prices for convenience, it was found that the weight matrix required by the method
was extremely ill-conditioned when considering either prices or log returns, motivating our choice to retain this convention.
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Assuming m is given and calculating the re-
quired expectation as the arithmetic average:
1
I
I
∑
i=1
[(msi |θ)−m] = 0 (13)
Using our estimate, me, we set:
Gˆ(θ) =
1
I
I
∑
i=1
[(msi |θ)−me] (14)
For most of our experiments, we consider
I = 5, with any deviations from this conven-
tion stated. This limited number of Monte
Carlo replications is selected primarily due to
computational constraints, since a single sim-
ulation is capable of taking a fairly significant
amount of time to complete.
Roughly 7 hours of computational time is
required by each Nelder-Mead simplex experi-
ment and roughly 10 hours of computational
time is required by each of the genetic algo-
rithm experiments, despite being parallelized
and run on a relatively powerful desktop com-
puter 4.
While this is not ideal, computational diffi-
culties remain a major obstacle in ABM calibra-
tion (Grazzini et al. 2015) and are difficult to
solve in practice, especially when simulations
are complex and involve realistic matching pro-
cesses. Nevertheless, it is important to note this
relevant caveat.
Our objective function is finally given by:
f (θ) = Gˆ(θ)TWGˆ(θ) (15)
where W is a k× k matrix of weights.
W is set to be the inverse of the variance-
covariance matrix of me, denoted Cov[me].
This selected weight matrix takes the uncer-
tainty of estimation associated with me into
account and assigns larger weights to moments
associated with greater uncertainty and vice-
versa.
We can estimate Cov[me] by applying a
moving block bootstrap (Kunsch 1989) to R
with a window length of b to create n boot-
strapped samples and then use these boot-
strapped samples to calculate approximate dis-
tributions for each estimated moment or test
statistic. Thereafter, we can use these distribu-
tions to calculate a covariance matrix 5 approx-
imating Cov[me].
For all data sets considered, we set b = 100
and n = 10000, again consistent with Fabretti
(2013).
B. Heuristic Optimization Methods
The heuristic optimization methods employed
in the minimization of the aforementioned ob-
jective function, namely the Nelder-Mead sim-
plex algorithm with threshold accepting (Gilli
and Winker 2003) and genetic algorithm (Hol-
land 1975), are presented in Appendix A and
Appendix B respectively.
5. Data
The considered dataset is acquired in the TRTH
(Thomson Reuters 2016) format, presenting a
tick-by-tick series of trades, quotes and auction
quotes.
As previously stated, we convert the dataset
to a series of one-minute price bars, with each
price corresponding to the final quote mid
price for each minute, where the mid price
of a quote is given as the average of the level 1
bid price and level 1 ask price associated with
that quote. From this series of prices, we obtain
a series of log prices, which is the series we
attempt to calibrate the model to. The rationale
behind this sampling strategy is as follows:
Trades appear more infrequently in the
transaction data than in the model, where
trades occur every minute. For this reason, the
sampling of trade prices becomes problematic,
with a large number of the one-minute periods
considered in the data containing no trades.
Quotes were therefore chosen instead, as we
typically have at least one quote available dur-
ing each minute of trading in the transaction
4HP Z840 workstation with 2 Intel Xeon E5-2683 CPUs, providing 2× 16 = 32 workers.
5Specifically, we set Cov[me]i,j = Cov[mei , m
e
j ], where Cov[a, b] corresponds to the empirical covariance of a and b.
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data.
The consideration of quote mid prices is an
attempt to be consistent with the fact that trade
prices in the Jacob Leal et al. (2015) model are
essentially also mid prices and the final quote
mid price was considered as the market price
for each minute since the final trade price was
selected as the market price in the model.
It is evident, however, that reconciling an
event-based intraday transaction dataset and a
model that produces a series of chronologically-
sampled prices is by no means intuitive and
for this reason the above assumptions were
necessary.
The transaction dataset often presents
events occurring outside of standard trading
hours, 9:00 to 17:00, but we consider only
quotes occurring in the period from 9:10 to
16:50 on any particular trading day. This is nec-
essary as the opening auction occurring from
8:30 to 9:00 tends to produce erroneous data
during the first 10 minutes of continuous trad-
ing and the fact that the period from 16:50 to
17:00 represents a closing auction.
In all calibration experiments, we consider
one-week periods, corresponding to a total
of 2300 one-minute price bars, representing
460 minutes of trading each day from Monday
to Friday. We consider a single stock, Anglo
American PLC, over the period beginning at
9:10 on 1 November 2013 and ending at 16:50
on 5 November 2013. The associated weight
matrix required by the method of simulated
moments is presented in Appendix C.
6. Calibration Results
A. Free and Fixed Parameters
For most of our calibration experiments, we
consider 10 free parameters, with the remain-
der of the parameters set to be fixed. More
specifically, we set αc, α f , σc, σ f , σy, δ, σz, λ,
NL and NH , defined in Section 2, to be free pa-
rameters and randomly generate initial values
for these parameters during each calibration
experiment. We initialize NH and NL between
100 and 10000 for each population member or
simplex vertex and initialize the remaining free
parameters with values between 0 and 0.1. This
particular set of free parameters was selected
due to the fact that it represents a broad range
of model characteristics, including order size,
order price and trader population dynamics,
while still remaining computationally tractable.
The results related to this free parameter set
are presented in Sections 6.B to 6.E.
It must be noted that in the above, as is
the case in the work of Fabretti (2013), we con-
sider more free parameters (10) than objective
function moments (5). This particular feature
of the investigation may be open to criticism
and must be acknowledged and dealt with to
ensure the validity and robustness of our con-
clusions. We therefore also perform supple-
mentary calibration experiments in which we
consider a smaller free parameter set including
only the following parameters: δ, σz, NH and
NL. In other words, we consider fewer free
parameters than objective function moments
and demonstrate that the results obtained in
these experiments are indeed consistent with
those obtained when considering more free pa-
rameters than objective function moments. The
results related to this free parameter set are
presented in Section 6.F.
In both of the above cases, all other param-
eters are constant and their values are set to
be identical to those presented in Table 1, with
P¯0 = F0 and P¯1 set to be the first two prices of
the measured price time series from which we
calculate the series of measured log prices.
It is important to ensure that the initial
value to which the simulated price time series
is set does not happen to be an outlier of the
empirically-observed price time series. In order
to demonstrate this, we apply the well-known
boxplot method proposed by Tukey (1977), in
which we are required to determine the inter-
val
[Q1 − 1.5IQR, Q3 + 1.5IQR],
where Q1 is the lower quartile, Q3 is the upper
quartile and IQR is the interquartile range of
the measured price time series.
Applying this method to our processed
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data set, we obtain the interval
[217.2638, 278.3337],
with any points outside of this interval pre-
dicted to be potential outliers. Therefore, our
chosen value of P¯0 = F0 = 238.75 is well within
the interval and we can therefore say with rela-
tive confidence that our chosen initial price is
not an outlier.
B. Nelder-Mead Simplex Algorithm
Due to the fact that we consider n = 10 free
parameters in our calibration experiments, we
begin with n + 1 = 11 simplex vertices, each
consisting of randomly generated initial values
for the 10 free parameters.
In our experiments, it was noted that 250
iterations of the Nelder-Mead simplex algo-
rithm with threshold accepting almost always
produced convergent behavior and we thus
conducted 20 calibration experiments with this
fixed number of iterations. Despite the pres-
ence of convergent behavior, the obtained pa-
rameter sets were surprisingly different for var-
ious calibration experiments, with a significant
dependence on the set of initial vertices. This
is strongly indicative of convergence to local
minima, even with the inclusion of methods
aiming to overcome this problem, namely the
threshold accepting heuristic.
More optimistically, however, a fairly signif-
icant number of these experiments (more than
half) seemed to converge to parameter sets
with objective function values in a relatively
small range, a similar result to that obtained
by Fabretti (2013), indicating that our imple-
mentation has, at the very least, produced sim-
ilar behaviors when attempting to calibrate the
model. Furthermore, the obtained parameter
sets in this region of similar objective function
values produced model behaviors that were
fairly consistent with those demonstrated by
the empirical data, with the error between the
simulated and measured moments, notably the
mean, standard deviation and Hurst exponent,
being within similar ranges to those obtained
by Fabretti (2013). An assessment of the quality
of the model fit is presented in Section 6.D.
Table 2: Nelder-Mead Simplex Calibration Results
Parameter 95% Conf Int s√n
αc [0.0249, 0.111] 0.0205
σc [0.0322, 0.0939] 0.0147
α f [0.0299, 0.0597] 0.00711
σ f [0.0389, 0.0747] 0.00853
σy [0.00689, 0.0547] 0.0114
δ [0.000391, 0.00212] 0.000413
σz [0.0159, 0.0429] 0.00643
λ [0.0250, 0.0696] 0.0107
NL [2420, 5693] 782.0283
NH [3611, 7746] 987.594
95% confidence intervals for the set of free parameters,
obtained from 20 independent calibration experiments
involving the Nelder-Mead simplex algorithm combined
with the threshold accepting heuristic
Referring to Table 2, it is apparent that the
calibration process, while able to reduce the
search region from [0, 0.1] and [100, 10000] to
the regions roughly specified by the confidence
intervals 6 shown, still produces results where
the vast majority of these intervals are still far
too large to identify any true convergence to
a unique set of optimal parameters. Despite
this general trend, however, we see an interest-
ing irregularity. The parameter δ does indeed
seem to demonstrate convergent behavior and
the algorithm has identified a very small confi-
dence interval for δ. It is clear that this requires
more thorough investigation and is discussed
in detail in Section 6.E.
Therefore, the obtained results are more or
less indicative of an ability to find feasible pa-
rameter sets, but we find it problematic that we
do not obtain stable or unique parameters and
that there is evidence of a strong dependence
on the initial simplex. It is evident that the
method converges to reasonable solutions, but
we cannot be sure that the obtained solutions
truly minimize the objective function, which
6The intervals are calculated as: x¯± t∗ s√n , where x¯ is the sample mean, s is the sample standard deviation, n is the
sample size, and t∗ is the appropriate critical value for the t distribution.
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can be perceived as fairly problematic.
C. Genetic Algorithm
We found that convergence was observed in
almost all of the genetic algorithm experiments
after approximately 100 generations. For this
reason, we conducted 10 calibration experi-
ments, with random initial populations us-
ing the same initial parameter range as in the
Nelder-Mead simplex calibration experiments,
and iterated the populations for 100 genera-
tions. This smaller number of calibration ex-
periments was selected due to the increased
computational cost of the genetic algorithm.
Table 3: Genetic Algorithm Calibration Results
Parameter 95% Conf Int s√n
αc [0.0367, 0.0773] 0.00899
σc [0.0459, 0.0840] 0.00843
α f [0.0234, 0.0706] 0.0104
σ f [0.0187, 0.0708] 0.0115
σy [0.0332, 0.0932] 0.0133
δ [0.000114, 0.00108] 0.000213
σz [−0.00222, 0.0144] 0.00367
λ [0.0468, 0.0924] 0.0101
NL [469, 5337] 1075.947
NH [3335, 7881] 1004.866
95% confidence intervals for the set of free parameters,
obtained from 10 independent calibration experiments
involving the genetic algorithm
Referring to Table 3, it is clear that the ob-
tained calibration results point to similar con-
clusions as were obtained using the Nelder-
Mead simplex algorithm. We obtain similar
parameter confidence intervals for each cali-
brated parameter and again find that all pa-
rameters, with the exception of δ, seem unable
to be uniquely determined.
D. Comparison of Calibrated Model
and Empirical Data
It was mentioned in the preceding sections
that while no unique parameter set could be
established, a number of the experiments con-
verged to different parameter sets with similar
objective function values producing reasonable
behavior when compared to the empirical data.
In this section, we consider the best parameter
sets, presented in Table 4, obtained in both the
Nelder-Mead simplex and genetic algorithm
experiments, associated with Tables 2 and 3
respectively.
Table 4: Best Parameter Sets Obtained Using Each Cali-
bration Method
Calibrated Parameter θNM+TA θGA
αc 0.0433 0.0025
σc 0.0233 0.0728
α f 0.0068 0.0222
σ f 0.0805 0.0228
σy 0.0017 0.0021
δ 0.00004 0.00002
σz 0.0309 0.0238
λ 0.0657 0.0149
NL 9783 9668
NH 5150 5949
Best parameter sets obtained through the implementation
of Nelder-Mead simplex algorithm combined with the
threshold accepting heuristic and the genetic algorithm
For each of these parameter sets, we sim-
ulate 50 price paths and obtain the 95% con-
fidence interval for the estimates of the mean,
standard deviation, kurtosis, and Hurst expo-
nent of the simulated log prices and compare
these to the empirical moments obtained from
the transaction data.
Referring to Table 5, we see that the cali-
bration strategy has resulted in log price paths
with comparable means and standard devia-
tions to that observed in the empirical data,
along with a reasonable, but slightly underes-
timated generalized Hurst exponent estimate
for the Nelder-Mead simplex parameters and
a fairly accurate generalized Hurst exponent
estimate for the genetic algorithm parameters.
This indicates that the calibration experiments
performed, though not conclusive in determin-
ing a unique parameter set, were able to pro-
duce reasonable fits for some of the moments.
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We also see, as was the case in the investiga-
tion of Fabretti (2013), that the genetic algo-
rithm tends to perform slightly better than the
Nelder-Mead simplex algorithm with thresh-
old accepting.
Table 5: Comparison of Empirical and Calibrated Mo-
ments
θNM+TA θGA Data
m1 [5.4931, 5.5436] [5.4450, 5.5273] 5.5143
m2 [0.0292, 0.0449] [0.0263, 0.0532] 0.0300
m3 [2.1092, 2.6760] [1.9029, 2.6317] 1.2402
m4 [0.5110, 0.5239] [0.5551, 0.5826] 0.5658
95% confidence intervals for simulated moments obtained
using calibrated parameters compared to the empirically
measured moments, with m1, ..., m4 corresponding to the
mean, standard deviation, kurtosis and generalized Hurst
exponent respectively
In contrast to this, the kurtosis is more sig-
nificantly overestimated. This seems to stem
from flaws in the calibration methodology. In
both our own investigation and that of Fab-
retti (2013), the kurtosis tended to be the most
poorly fit moment after model calibration. This
is likely explained by the fact that both our
own weight matrix and that of Fabretti (2013)
tends to assign a very small weight to errors on
the kurtosis. Considering that the method em-
ployed was reproduced without alteration, it
may be necessary for the choice of moments or
the construction of the weight matrix to be re-
visited in future, since both our weight matrix
and that of Fabretti (2013) tends to be signifi-
cantly biased towards finding good fits for the
mean and standard deviation at the expense of
the other considered moments. A possible al-
ternative to the currently constructed objective
function is the information theoretic criterion
proposed by Lamperti (2015) and applied in
Lamperti (2016).
This has, however, demonstrated that the
method in question has indeed found reason-
able fits for the most significantly weighted
moments in the objective function.
E. Parameter Analysis
In an attempt to illustrate the behavior of the
objective function with respect to changes in
parameter values, we generate surfaces rep-
resenting the objective function values corre-
sponding to various parameter value pairs, as
has been done by Gilli and Winker (2003) and
Fabretti (2013). The process of generating these
surfaces is as follows:
1. We choose any pair of parameters drawn
from the 10 free parameters selected in
the calibration experiments.
2. We then define the space of possible val-
ues for each parameter in the pair. In
general, we set the space to be [0, 0.1] on
R for all parameters, with the exception
of NL and NH , where we set the space to
be [100, 10000] on R.
3. This results in a two-dimensional space
whose x-axis is defined by the possible
values of one of these selected parame-
ters and whose y-axis is similarly defined
by the possible values of the other param-
eter.
4. We then populate this two-dimensional
space by generating 1000 points using an
appropriate two-dimensional Sobol se-
quence. In the case of NL and NH , we
round the values of the obtained points.
5. These randomly generated parameter val-
ues are then used to simulate 5 price and
hence log price time series (Monte Carlo
replications) using the Jacob Leal et al.
(2015) model, with all other free param-
eter values set according to θNM+TA in
Table 4.
6. We can thus evaluate the objective func-
tion at each of the generated points and
obtain an approximate surface of objec-
tive function values corresponding to all
possible values of the parameters in the
pair using cubic interpolation.
After the consideration of surfaces for a
number of parameter pairs, we found that
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there are 3 main types of surface behaviors
that emerge, with only one of these behaviors
resulting in satisfactory calibration results.
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Figure 8: Objective function surface demonstrating type
1 behavior: NH and NL
Referring to Figure 8, illustrating what we
will call type 1 behavior, we see that changes
in NL and NH have a haphazard effect on the
objective function, with very little evidence of
structure. It is evident that even slight changes
in these parameters have the potential to re-
sult in fairly large relative differences in objec-
tive function values, leading to a surface domi-
nated by a series of peaks and valleys, with no
clear path to a global minimum or discernable
trend emerging. This is the likely reason that
both the Nelder-Mead simplex algorithm with
threshold accepting and genetic algorithm had
a tendency to converge to local minima, even
with attempts made in both search methods
to avoid this. It seems very unlikely that the
model can be calibrated in a meaningful way
with respect to parameters demonstrating this
type of behavior, as the observed degeneracies
are fairly severe, with such parameters generat-
ing unpredictable, near-random effects on the
considered objective function. Other param-
eters generating similar behaviors include αc,
α f , σc, σ f and λ.
Referring to Figure 9, illustrating what we
call type 2 behavior, we see that there is indeed
a trend presented by σy, albeit with many local
minima and maxima obscuring this trend, re-
sulting in a fairly noisy surface with some form
of overall path to a global minimum emerging.
While this type of behavior is indeed more
promising than the first, both optimization
methods failed to demonstrate any real con-
vergence with respect to σy. This is most likely
due to the presence of a very large number
of local minima and a lack of smoothness hid-
ing the observed trend from the optimization
methods considered.
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Figure 9: Objective function surface demonstrating type
2 behavior: λ and σy
Finally, referring to Figure 10, illustrating
what we will call type 3 behavior, we see that δ
demonstrates a very well-behaved effect on the
objective function, resulting in a very smooth
surface, far more amenable to calibration. Be-
ing the parameter that best demonstrates this
kind of behavior, it is not surprising that it
was the only parameter that demonstrated true
convergence in the calibration experiments con-
ducted.
It should be noted that the effect of σz is far
less significant than that of δ, but still appears
to result in well-defined effects on the objective
function, observable when δ is close to 0. In
the calibration results previously presented, σz
typically performed much better than the other
parameters, with the exception of δ, having a
much smaller confidence interval, but likely
did not show true convergence since the effect
of δ on the objective function is extremely dom-
inant, with σz only producing a noticeable ef-
fect when δ is small, but still larger than values
to which δ tends to converge in the calibration
experiments.
Calibration experiments involving a fixed
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δ may result in convincing convergence for σz,
but such investigations are beyond the scope
of this investigation.
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Figure 10: Objective function surface demonstrating
type 3 behavior: δ and σz
A key realization is the fact that the effects
of the other parameters on the objective func-
tion are small in comparison to the effect of
δ. Parameters demonstrating type 1 behavior,
as shown in Figure 8, tend to result in objec-
tive function values of no more than 5000 for
their worst possible combinations, absolutely
insignificant in comparison to δ, resulting in
values in excess of 2 × 107 if chosen poorly.
Though σy produces a significant effect on the
objective function, the worst values of δ still
produce objective function values more than
10 times that of the worst values of σy.
This is somewhat disconcerting, as it points
to one of two possible conclusions.
The first, which we tend to lean toward, is
that model itself may be flawed in some re-
spects. To substantiate these claims, 7 of the 10
free parameters we considered demonstrated
what we referred to as type 1 behavior, pro-
ducing haphazard and predominantly small
effects on the objective function values. In con-
trast to this, δ and to a lesser extent σy and
σz, demonstrate far more significant effects on
the objective function, which seem to have re-
sulted in δ dominating the calibration process,
leading it to be the only successfully calibrated
parameter. This seems to indicate that 7 of the
parameters considered demonstrate some form
of parameter degeneracy, resulting in a model
that is primarily driven by a single parameter,
δ. This is further illustrated by the fact that sim-
ilar objective function values were obtained for
many of the calibration experiments conducted
and that these in general resulted in a reason-
able fit to the empirical data. This suggests
that choosing δ well may be enough to obtain
reasonable calibration, at least with regard to
the moments considered. We suggest possible
reasons for this in Section 7.
Alternatively, it may simply be a case that
the method of calibration, more specifically the
weight matrix, is flawed in some respects, re-
sulting in these observed behaviors. While we
do indeed acknowledge that there are flaws in
method of Fabretti (2013) and hence our own,
the successful use of the methodology to cali-
brate the Farmer and Joshi (2002) model and
the fact that we were able to obtain reasonable
fits to empirical data and obtain convergence
in the parameter δ seems to negate these con-
cerns. We address these issues in more detail
in Section 7.
F. Supplementary Calibration Experi-
ments
In this section, we address potential criticism
relating to the approach taken to calibrate the
model, such that we are able to ensure that
our conclusions are robust. Specifically, we
address the fact that we attempt to calibrate
10 free parameters in the preceding calibration
experiments, but employ only 5 moments in
our objective function.
In this context, it is important to realize
that the work of Fabretti (2013) and the body
of work on which it is based, namely the work
of Gilli and Winker (2003), similarly employs
fewer moments than free parameters in the
conducted estimation procedures.
Nevertheless, not addressing such criticism
would place significant doubt on whether the
conclusions reached in this investigation are
robust or simply the result of experimental
design. We therefore repeat our calibration
experiments, as before, but this time consider
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a smaller free parameter set and apply only
the Nelder-Mead simplex algorithm combined
with the threshold accepting heuristic.
In these experiments, we set NH , NL, δ and
σz to be the only free parameters and verify
that δ once again emerges as a more easily
identifiable parameter than the remaining free
parameters and that the associated objective
function surface once again demonstrates type
3 behavior. In addition to this, we verify that
NH and NL are once again difficult to uniquely
identify and that the associated parameter sur-
face again demonstrates type 1 behavior, in-
dicative of parameter degeneracies.
Table 6: Nelder-Mead Simplex Calibration Results (Re-
duced Free Parameter Set)
Parameter 95% Conf Int s√n
δ [0.0016, 0.0063] 0.0011
σz [0.0238, 0.0452] 0.0051
NL [835, 3696] 683.5941
NH [2082, 8935] 1637.0516
95% confidence intervals for the reduced set of free pa-
rameters, obtained from 20 independent calibration ex-
periments involving the Nelder-Mead simplex algorithm
combined with the threshold accepting heuristic
Table 7: Best Parameter Set Obtained Through Calibra-
tion (Reduced Free Parameter Set)
Calibrated Parameter Value
δ 0.000008
σz 0.0001
NL 1005
NH 7299
Best parameter set obtained through the implementation
of the Nelder-Mead simplex algorithm combined with the
threshold accepting heuristic in experiments involving
the reduced free parameter set
As is clearly evident in Table 6, we observe
that δ once again emerges as showing some
evidence of convergence, with a much smaller
confidence interval and standard error than the
remaining free parameters. Furthermore, refer-
ring to Figures 11 and 12, we observe that NH
and NL once again result in a type 1 objective
function surface, though slightly different to
that observed in Figure 8, while δ and σz once
again result in a type 3 objective function sur-
face that is nearly identical to that presented
in Figure 10. This is in spite of the fact that
the calibration experiments were repeated with
fewer free parameters than objective function
moments.
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Figure 11: Objective function surface illustrating type 1
behavior (NH and NL), generated using the
parameter values in Table 7 as the base values
for the free parameters, with all other param-
eters set according to the values specified in
Table 1
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Figure 12: Objective function surface illustrating type
3 behavior (δ and σz), generated using the
parameter values in Table 7 as the base values
for the free parameters, with all other param-
eters set according to the values specified in
Table 1
It is therefore evident that our results can-
not be explained as a mere consequence of the
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relative number of moments and parameters
employed in the calibration procedures.
7. Discussion of Results
As was shown in Section 6, αc, σc, α f , σ f , λ,
NL and NH demonstrate evidence of parameter
degeneracies and have a haphazard effect on
the objective function, while σy and σz present
evidence of an observable objective function
trend and δ demonstrates a clear relationship
between its values and the objective function
value. This dominance of δ on the model dy-
namics may be a direct result of the model’s
construction:
Firstly, referring to Eqn. (3), we see that LF
trader order prices for a particular session are
set according to a single iteration of a geomet-
ric random walk referencing the market price
of the previous session. Not surprisingly, δ is
an important parameter in determining the na-
ture of the aforementioned geometric random
walk and hence δ plays an important role in the
setting of LF trader order prices in the model.
Furthermore, HF trader orders expire at the
end of each session (γH = 1) and HF trader
order prices are set to be slight perturbations
of existing LF trader orders in the order book,
hence we see that δ would have a significant
impact on HF trader prices in each session as
well.
Secondly, referring to Eqn. (2), we see that
both δ and σy, another parameter shown to
demonstrate structure in the calibration exper-
iments, drive the equation which determines
the fundamental value. Because order sizes un-
der both the chartist and fundamentalist strate-
gies are predominantly determined by the mar-
ket price and fundamental value time series,
both of which are driven by or heavily influ-
enced by geometric random walks including δ
as a parameter, we see that δ has a significant
effect on both the model’s order size and price
dynamics. This is in contrast to the remain-
ing parameters, which typically only influence
one aspect of the model. This leads to a fairly
significant coupling of dynamics in the model,
making δ far more important than the remain-
ing model parameters and possibly leading it
to dominate the calibration experiments as it
has. Chakraborti et al. (2011) state that it is
often difficult to identify the role played by
and dependencies between the various param-
eters present in ABMs, despite their ability to
reproduce well-known stylized facts. Our in-
vestigation has demonstrated a similar finding.
We see that σy, σz and δ, the only param-
eters demonstrating any structured effect on
the objective function in the calibration experi-
ments, appear in two geometric random walks
included in the model’s equations. It may be
that these random walk dynamics dominate
the model, with the parameters not considered
in these random walks degenerating to noise.
It was previously shown in Section 6.E that the
effects of σy, σz and δ on the objective func-
tion are far more significant than that of the
remaining parameters, again pointing to a simi-
lar conclusion. This suggests that the inclusion
of a random walk may be a far stronger and
dominant model assumption than one may per-
ceive it to be at first glance.
These observed degeneracies may also find
their origin in the more realistic matching pro-
cesses used to determine market prices in in-
traday ABMs of double auction markets, in
contrast to the approximating equations used
in daily models, which have been more suc-
cessfully calibrated by Fabretti (2013) and Gilli
and Winker (2003). Perhaps the indirect calcu-
lation of prices through order matching does
not lead to the same well-defined dynamics
as an approximating equation that considers
the effects of all parameters with simple as-
sumptions regarding their relationship? It is
also worth considering why only parameters
dealing with order price dynamics, δ and σz,
resulted in a smooth objective function surface.
The exact nature and cause of these de-
generacies requires further investigation and
would likely require the consideration of other
models also involving realistic order matching
processes, but with a different approach to that
of Jacob Leal et al. (2015), since it is possible
that degeneracies may emerge due to the cur-
rent LF trader order price mechanism.
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As an example, one might consider the
Preis et al. (2006) model, also involving realistic
matching processes in a continuous double auc-
tion market, but using a market microstructure-
based order placement mechanism as opposed
to a random walk determining order prices. In
general, this type of order placement mecha-
nism is more desirable, since the use of a ran-
dom walk by Jacob Leal et al. (2015) is unintu-
itive and results in orders being placed without
any consideration of the dynamics of the order
book. Considering the importance of price im-
pact in contemporary literature (Lehalle 2013;
Cartea et al. 2015), order placement behaviors
more directly rooted in the dynamics of the
order book are worth investigating.
It is evident through the calibration exper-
iments conducted that the model or perhaps
even this particular class of continuous double
auction models present a number of obstacles
that render them difficult to calibrate defini-
tively. This, in essence, presents a number of
challenging questions. How can we be sure
that the parameter NH truly influences the na-
ture of HF trading in a simulated market rather
than introducing noise into a random walk
model? Furthermore, how can we trust the
conclusions drawn by Jacob Leal et al. (2015) re-
garding the parameter NH and the prevalence
of flash crashes, when NH seems to be a degen-
erate parameter? It should also be noted that
Figure 8, demonstrating the presence of many
vastly different combinations of NL and NH
resulting in similar objective function values,
suggests that answering the question raised at
the start of this investigation, namely the ex-
tent to which HF trading strategies have been
adopted in South Africa, is essentially impos-
sible, as the values obtained for NL and NH
demonstrate almost no structure in general.
Being unable to obtain unique calibrations
for a particular model rigorously is in fact a
more serious issue than it is presented as in
much of the literature. Without a unique set
of parameters allowing us to reproduce the
properties of financial time series drawn from
a particular market, how can we argue that in-
troducing and observing changes in the model
truly reflects the same changes in the market?
It is important, however, to remember that
we have attempted to calibrate the model to
a single week of data for a particular stock
traded on a particular market. Therefore, the
above are not definitive conclusions, but rather
discussions related to potential calibration chal-
lenges identified by this particular investiga-
tion. In future, it would certainly be worth
applying similar methodologies to other intra-
day datasets to verify whether this behavior
is common or isolated. It may very well be
that other data sets yield more well-defined be-
haviors with respect to important parameters,
such as NH .
Of course, it is entirely possible, but in our
opinion unlikely, that the aforementioned con-
cerns result from the calibration methodology
and not the model itself. Firstly, it must be
noted that the weight matrix, shown in Ap-
pendix C, was obtained by inverting a matrix
that is non-singular, but only just. Fabretti
(2013) also performs the aforementioned inver-
sion of a near-singular matrix, though we in-
verted a less ill-conditioned matrix. This could
of course be used to explain the haphazard
behaviors demonstrated by some of the param-
eters, but if and only if this was a general trend.
As we have shown, this same weight matrix
results in fairly well-defined behaviors with re-
gard to the parameter δ, making this argument
harder to justify. It should be noted that the cal-
ibration experiments did not fail as such. While
most of the parameters could not be uniquely
identified, δ showed evidence of convergence
and the obtained fits of the model to the em-
pirical data, shown in Section 6.D, were in fact
relatively good, more or less in line with that
of Fabretti (2013), who was considered to have
been successful. It is also worth noting that
we have not deviated from the methodology of
Fabretti (2013), regarded as a valid calibration
approach.
In addition to the above, we have also ad-
dressed the criticism that the number of free
parameters considered in the calibration experi-
ments exceeds the number of moments used to
construct the objective function in Section 6.F.
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If, in the continuous time limit and under the
assumptions of ergodicity and stationarity, the
number of moments in the objective function
is at least the same as the number of parame-
ters in model to be calibrated, then there can
be perfect model parameter identification and
the parameter values found are the solution
that minimizes the objective function (Canova
and Sala 2009). This is not in general possible,
in part due to the large number of parameters
characteristic of the class of models considered.
Under-identified moment estimators must
be approached with care (Canova and Sala
2009), however, the problem of estimation of
an ABM can reside with the model itself rather
than the estimation method when a subset of
the parameters can be well-identified – a subset
with a clear and specific physical interpreta-
tion. This may imply that calibration (which is
weaker than estimation because of the auxiliary
assumptions made) can be used to determine
whether a model is appropriate or not. The
model we have investigated demonstrates de-
generacies even when considering fewer free
parameters than moments in separate experi-
ments (where the same subset of parameters
remained identifiable), which we consider suf-
ficient to negate concerns related to over- and
under-identification (Bollen 1989; Rigdon 1995;
Canova and Sala 2009) and sufficient to ques-
tion the model specification, even though the
model is able to recover various stylized facts.
Regardless of one’s stance on whether the
behavior observed in this investigation is iso-
lated, or indicative of general trends in rules-
based ABMs involving realistic order-matching
processes at an intraday time scale, we have
demonstrated a concern. While Section 3
demonstrates the ability of our implementa-
tion of the model to replicate a number of es-
tablished log return time series stylized facts,
this did not account for the fact that the model
demonstrated evidence of parameter degenera-
cies and appeared to be driven predominantly
by a single parameter, with much of the re-
maining processes tending towards noise. This
is testament to a problematic oversight that
permeates the breadth of much of the contem-
porary literature on the subject: the sufficiency
of stylized facts as a form of validation. The
perceived sufficiency of stylized facts as a form
of validation is so pervasive that Panayi et al.
(2013) suggest it is more or less standard prac-
tice in financial agent-based modeling. While
a model must replicate stylized facts to be vali-
dated, the replication of stylized facts can only
be taken as a first step and successful calibra-
tion to transaction data must be achieved to
truly validate a model.
Despite a number of shortcomings, ABMs
still have many important contributions to offer.
In particular, the effect of HF trader activity on
the stability and dynamics of financial markets
is still being debated (Easley et al. 2012) and
ABMs may hold the answers to many unan-
swered questions. Other modeling approaches,
such as those employed by Gerig (2012), have
been used to show the price synchronizing fea-
tures of HF trading, as well as features leading
to improvements in market efficiency during
normal periods and negative consequences dur-
ing times of stress. ABMs are well placed to
contribute similarly to this debate.
In future work, it may very well arise that
rules-based, intraday ABMs involving realis-
tic matching processes may all demonstrate
similar flaws when subjected to rigorous cali-
bration. For this reason, it would be necessary
to mention possible alternatives that may rep-
resent a step up from overly-simplified daily
closed-form models.
One such alternative is to revisit the math-
ematics of trader rules and consider the re-
placement of the disjointed order price, order
size and trader activation rules with a sin-
gle structure, namely a Hawkes process, to
generate trade events. In recent years, much
progress has been made in using Hawkes pro-
cesses to generate realistic occurrences of order
book events (Bacry et al. 2015; Martins and
Hendricks 2016). Hawkes processes may also
allow the model to function more appropri-
ately in an event-based paradigm (Hendricks
et al. 2016a), possibly negating a need to down-
sample event-based tick data into a chronologi-
cal series, which may have resulted in the prob-
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lems previously observed. An example of the
incorporation of Hawkes process into agent-
based order book simulation is presented by
Toke (2011).
Alternatively, it may be advantageous to
dispense with rules entirely, focusing instead
on large scale simulations involving many pur-
poseful, reinforcement-learning agents with no
initially assumed rules (Hendricks and Wilcox
2014; Hendricks 2016; Wilcox and Gebbie 2014)
and focus on competing, adaptive agents in a
game theoretic framework (Galla and Farmer
2013; Lachapelle et al. 2015). This may require
a more effective adoption of a large-scale multi-
agent system (MAS) approach for the mod-
eling of ABM systems for market simulation
applications7, which would require appropri-
ately reactive software platforms, such as Akka
(Wampler 2015). This in turn would create new
challenges for model validation.
8. Conclusion
We have provided an example of a financial
ABM that is capable of recovering a num-
ber of well-known stylized facts of return
time series, while also demonstrating param-
eter degeneracies and calibration difficulties.
This casts doubt on the meaningfulness of
the stylized fact-centric ABM model valida-
tion prevalent in much of the contemporary
literature as it relates to intraday ABMs ap-
proximating continuous double auction market
phenomenology and dynamics. Furthermore,
the observed parameter degeneracies make it
extremely challenging to accept any insight
gained through varying parameter values and
observing changes in model behavior.
This work does not serve to undermine the
extensive and predominantly successful work
that has been done in the domain of finan-
cial agent-based modeling, particularly with
regards to closed-form daily ABMs, but rather
to caution model developers against the blind
acceptance of stylized fact-centric validation,
which can, as it has here, fail to identify funda-
mental model problems.
We suggest that future model validation
processes should instead focus on demonstrat-
ing the ability of an ABM to reproduce the
statistical properties of empirically measured
transaction data through calibration, while still
including stylized-fact verification as a sepa-
rate component of model validation.
Accidental agreements between models and
stylized facts need to be guarded against.
The pragmatic calibration approach of Fabretti
(2013) provides an additional probe of model
structure in the context of continuous double-
auction markets, one that may further help bal-
ance the tenants of verisimilitude and model
corroboration with the conceptual benefits of
ABMs.
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Appendices
A. Nelder-Mead Simplex Algorithm
The Nelder and Mead (1965) simplex algorithm
is based upon the fundamental idea that the
current solution consists of the points of a sim-
plex with n+ 1 vertices in the parameter space,
Θ, where n is the number of parameters being
calibrated in our context. During each iteration,
we calculate the value of f , the objective func-
tion, at the vertices of the simplex and consider
the vertex with the worst objective function
value. We then consider the reflection, expan-
sion, in-contraction and out-contraction points
of this vertex. If this leads to a point where the
value of the objective function is improved, we
update the vertex with the worst objective func-
tion value, but if none of these points leads to
an improvement, the simplex shrinks. We con-
sider the version of the algorithm presented by
Gilli and Winker (2003) and perform 5 Monte
Carlo replications when applying the method.
Algorithm 1: Nelder-Mead Simplex Algorithm
1: while stopping criteria not met do
2: Rename vertices such that f (θ(1)) ≤ ... ≤
f (θ(n+1))
3: if f (θR) < f (θ(1)) then
4: if f (θE) < f (θR) then
5: θ∗ = θE
6: else
7: θ∗ = θR
8: end if
9: else
10: if f (θR) < f (θ(n)) then
11: θ∗ = θR
12: else
13: if f (θR) < f (θ(n+1)) then
14: if f (θO) < f (θ(n+1)) then
15: θ∗ = θO
16: else
17: shrink
18: end if
19: else
20: if f (θ I) < f (θ(n+1)) then
21: θ∗ = θ I
22: else
23: shrink
24: end if
25: end if
26: end if
27: end if
28: if not shrink then
29: θ(n+1) = θ∗
30: end if
31: end while
Table 8: Nelder-Mead Simplex Vertex Transformations
Operation Equation
Mean θ¯ = 1n ∑
n
i=1 θ
(i)
Reflection θR = (1+ ρ)θ¯ − ρθ(n+1)
Expansion θE = (1+ ρξ)θ¯ − ρξθ(n+1)
Out-contraction θO = (1+ ψρ)θ¯ − ψρθ(n+1)
In-contraction θ I = (1− ψρ)θ¯ + ψρθ(n+1)
Shrink simplex θ(i) = θ(1) − σ(θ(i) − θ(1)),
toward θ(1) i = 2, ..., n + 1
Computation of transformed points as required by the
Nelder-Mead simplex algorithm. We set ρ = 1, ξ = 2,
ψ = 12 and σ =
1
2 , as is the standard for the algorithm
(Gao and Han 2010)
While the Nelder-Mead simplex algorithm
is relatively robust in the case of a smooth ob-
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jective function, it tends to converge to local
minima when the objective function being con-
sidered is not smooth. Gilli and Winker (2003)
highlight this problem in the context of agent-
based modeling, as typical objective functions
associated with agent-based modeling prob-
lems are usually not smooth. For this reason,
the Nelder-Mead simplex algorithm is com-
bined with the threshold accepting heuristic to
aid convergence to a global minimum.
In threshold accepting, we randomly per-
turb a set of parameters and accept new param-
eter sets which are not worse than our current
best set, as measured by the objective function,
by more than a certain threshold, τ. We typi-
cally have a set of nR thresholds, τr, r = 1, ..., nR.
When combining this heuristic with the Nelder-
Mead simplex algorithm, we begin by shifting
the current simplex in a random direction, with
the magnitude of this shift also being random.
We then accept this new simplex if the vertex
with the best objective function value in the
new simplex has an objective function value
less than the best in the previous simplex, after
the threshold has been added.
We implement the required random shift
as follows:
1. We begin by randomly selecting one of the
free parameters considered in the opti-
mization problem.
2. We then multiply the mean value of this pa-
rameter across the simplex vertices by a
random number drawn from U (−0.5, 0.5)
and add this quantity to the current value
of the selected parameter at each vertex.
We perform nR = 3 rounds in each appli-
cation of threshold accepting, each consisting
of ns = 5 steps, with τ1 = 15 , τ2 =
1
10 and
τ3 = 0. We perform 3 Monte Carlo replications
in round 1, 4 in round 2 and 5 in Round 3.
A single step in the combined algorithm
(Gilli and Winker 2003), involving both the
Nelder-Mead simplex algorithm and threshold
accepting heuristic, is described as follows:
Algorithm 2: Combined Algorithm (NM + TA)
1: Generate u from U (0, 1)
2: if u < ξ then
3: for r = 1 to nR do
4: for s = 1 to ns do
5: Generate θnew ∈ Nθold using a ran-
dom shift
6: if f (θnew) < f (θold) + τr then
7: Accept θnew
8: end if
9: end for
10: end for
11: else
12: Generate θnew ∈ Nθold with a simplex
search and check for acceptance
13: end if
14: if θnew is accepted then
15: θold = θnew
16: end if
In the above, we set ξ = 0.15.
B. Genetic Algorithm
We refer to the class of algorithms proposed
by Holland (1975). In essence, genetic algo-
rithms are parameter selection and perturba-
tion strategies, inspired by evolutionary pro-
cesses in nature, used to solve optimization
problems. Like organisms in the natural world,
superior solutions survive and pass on char-
acteristics, whereas inferior solutions tend to
become extinct.
The basic principles of genetic algorithms,
as summarized by Whitley (1994), are given as
follows:
1. We begin with an initial population, usu-
ally randomly generated, consisting of
possible solutions to the optimization
problem, which are called chromosomes
in the context of the literature.
2. Chromosomes that represent better solu-
tions to the target problem (as measured
by a fitness function), are given better
opportunities to reproduce (crossover) as
compared to inferior chromosomes.
3. Reproduction (crossover) ultimately re-
sults in a new population that hope-
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fully contains improved chromosomes,
in other words, those that result in lower
(higher) objective function values in the
context of a minimization (maximization)
problem.
Genetic algorithms have become increasingly
prevalent in contemporary literature, a result
of the fact that they are both intuitive and rel-
atively robust. They do not require gradient
information and are thus well suited to func-
tions with many local minima (or maxima)
and non-differentiable functions. For this rea-
son, genetic algorithms are typically widely ap-
plied, unless an applicable gradient or problem-
specific method exists (Whitley 1994). Consid-
ering that the constructed objective function in
our framework does indeed have many local
minima and considering the lack of any special-
ized algorithms for ABM calibration, a genetic
algorithm seems to be a viable candidate.
We consider the Simple Genetic Algorithm
(SGA), described by Goldberg (1989) as fol-
lows:
Algorithm 3: Simple Genetic Algorithm
1: Randomly initialize the population 8
2: Determine the fitness values of the current
population
3: while best individual in the population
does not meet the required tolerance do
4: Select parents at random to create an
intermediate population
5: Perform a crossover operation on the
parents to generate offspring
6: Apply the mutation operation to the
population of offspring
7: Calculate the fitness values for the new
population
8: end while
The genetic operators highlighted in the
above algorithm are discussed in detail as fol-
lows:
1. During a selection operation, chromo-
somes are randomly selected with re-
placement and probability proportional
to their current fitness values to create an
intermediate population.
2. During a crossover operation, chromo-
somes are first randomly paired for re-
combination. Since the selection process
sufficiently shuffles the population, the
pairs are simply set to be the first and
second chromosomes in the intermedi-
ate population, the third and fourth chro-
mosomes in the intermediate population
and so on. Thereafter, the strings recom-
bine, with probability pc, to form new
chromosomes that constitute the new
population. The specific recombination
process is dependent on the implementa-
tion.
3. During the mutation operation, a slight
perturbation is applied to the population,
with a very small probability, pm. This
typically involves the slight shifting of a
single parameter value associated with a
single chromosome in the population.
It should be noted that fitness and objec-
tive functions need not be the same. Fitness
functions typically measure the performance
of a chromosome relative to the population
whereas objective functions tend to measure
the performance of the chromosome in the con-
text of the optimization problem itself. In our
case, however, we set the fitness function to be
identical to the objective function defined for
the calibration framework.
We make use of MATLAB’s ga function, an
implementation of the above algorithm, pack-
aged as part of the Global Optimization Tool-
box. The problem encoding as well as the
crossover and mutation operators in our con-
text are defined as per the defaults for this func-
tion. Parallel objective function evaluations are
performed using a master-slave paradigm, sim-
ilar to that implemented by Hendricks et al.
(2016b).
8We set the population size to be 100 and consider 5 Monte Carlo replications per individual.
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C. Weight Matrix Required by the Method of Simulated Moments
The weight matrix below corresponds to the data set representing transaction data for Anglo
American PLC over the period beginning at 9:10 on 1 November 2013 and ending at 16:50 on 5
November 2013. The diagonal elements correspond to the mean, standard deviation, kurtosis, KS
test statistic and Hurst exponent respectively.
W =

5.0346× 104 −1.2885× 104 −736.6343 3.0220× 103 391.2534
−1.2885× 104 7.8957× 105 2.5435× 103 −341.4378 −6.1999× 103
−736.6343 2.5435× 103 28.7473 −88.4746 17.2640
3.0220× 103 −341.4378 −88.4746 723.4611 56.7301
391.2534 −6.1999× 103 17.2640 56.7301 2.3549× 103

It should be noted that the above weight matrix is similar to that obtained by Fabretti (2013).
Our weight matrix is obtained by inverting Cov[me], which had a condition number of 1.2772× 105.
While this may seem problematic, it must be noted that Fabretti (2013) inverts Cov[me] with a
condition number of 2.6964× 105 to obtain the weight matrix, indicating that our weight matrix is
at least as stable.
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