In this paper, we show an approximation in law of the complex Brownian motion by processes constructed from a stochastic process with independent increments. We give sufficient conditions for the characteristic function of the process with independent increments that ensure the existence of the approximation. We apply these results to Lévy processes. Finally we extend this results to the m-dimensional complex Brownian motion.
 1 
Introduction and main result.
The purpose of this paper is to investigate a weak approximation of a complex Brownian motion. The most typical processes taken as approximations to Gaussian processes are usually based on Donsker approximations ( the functional central limit theorem) or on Kac-Stroock type approximations. In this paper, we will deal with this family of approximations.
In 1974, Kac [7] described the solution of the telegrapher's equation in terms of a Poisson process. Eight years later, Stroock [9] showed the weak convergence of this solution to a Brownian motion. More precisely, given {N t , t ≥ 0} a standard Poisson process, the laws of the processes x ε {x ε (t) = ε This result have been extended in order to obtain approximations of other processes as, among others: m-dimensional Brownian process [5] , SPDE driven by Gaussian white noise [2] , fractional SDE [4] , multiple Wiener integrals [3] or complex Brownian motion [1] .
Although all this cases are built begining from a Poisson process, a detailed study of the proofs shows that the authors use only some properties of the Poisson process that can be found in a bigger class of processes as Lévy processes. In this paper we will show how to do this extension.
More precisely, we will deal with approximations of the complex Brownian motion built from an unique stochastic process with independent increments. Let us recall that {B t , t ∈ [0, T ]} is a complex Brownian motion if it takes values on C and its real part and its imaginary part are two independent standard Brownian motions.
We consider the processes
where {X t , t ≥ 0} is a stochastic processes with independent increments and c(θ) is a constant, depending on θ, that we will determine latter. Let us recall that our approximations can be written as
Notice that when X is a Poisson process it has been proved in [1] that for θ = 0 and θ = π the limit is a complex Brownian motion. When θ = π we obtain an alternative version of Stroock's results since in this case
The aim of this paper is to study the weak limits of the processes (1) when ε tends to zero depending on the value of θ, showing that Lévy processes can be used to approximate a complex Brownian motion.
In section 2, we recall some basic facts on Lévy processes and we present the classical methodology to get weak approximations of Gaussian processes.
Section 3 is devoted to give the main results of the paper. First we give some conditions on the characteristic functions of the process X that ensures the weak convergence of (1) to a complex Brownan motion. Then, we show when the characteristic functions of Lévy processes satisfy such conditions. In section 4 we study the m-dimesional case, showing how we can obtain a m-dimensional complex Brownian motion from an unique Lévy process.
Along the paper K denote positive constants, not depending on ε, which may change from one expression to another one. The real part and the imaginary part of a complex number will be denoted by Re[·] and Im[·].
Preliminaries

Lévy processes
Set {X s , s ≥ 0} a Lévy process, that is, X has stationary and independent increments, is continuous in probability, is càdlàg and X 0 = 0, and it is defined on a complete probability space (Ω, F , P). There are many important examples of Lévy processes: Brownian motion, Poisson Process, jump-diffusion processes, stable processes, subordinators, etc.
Consider φ Xt (u) its characteristic function. Remember that it can be written as
where ψ X (u) is called the Lévy exponent of X. It is well known that the Lévy exponent can be expressed, by the Lévy-Khinchine formula, as
where a ∈ R, σ ≥ 0 and η is a Lévy measure, that is, R\{0} min{x 2 , 1}η(dx) < ∞.
For notation and simplicity along the paper we will write
and
Notice that a(−u) = a(u) and b(−u) = −b(u).
We refer the reader to [8] for more information about Lévy processes.
Weak approximations of the complex Brownian motion
For any ε > 0, set {x ε (t), t ∈ [0, T ]} a complex stochastic process with x ε (0) = 0. Consider P ε the image law of x ε in the Banach space
In order to prove that P ε converges weakly as ε tends to zero towards the law on C([0, T ], C) of a complex Brownian motion we have to check that the family P ε is tight and that the law of all possible weak limits of P ε is the law of two independent standard Brownian motions.
In order to prove that the family P ε is tight, we need to prove that the laws corresponding to the real part and the imaginary part of the processes x ε are tight. Using the Billingsley criterium (see Theorem 12.3 of [6] ) and that our processes are null on the origin, it suffices to prove that there exists a constant K such that for any s < t
The second part of the proof consists in the identification of the limit law. Let {P εn } n be a subsequence of {P ε } ε (that we will also denote by {P ε }) weakly convergent to some probability P . We want to see that the canonical process Y = {Y t (x) =: y(t)} is a complex Brownian motion under the probability P , that is, the real part and the imaginary part of this process are two independent Brownian motions. Using Paul Lévy's theorem it suffices to prove that under P , the real part and the imaginary part of the canonical process are both martingales with respect to the natural filtration, {F t }, with quadratic
To see that under P the real part and the imaginary part of the canonical process X are martingales with respect to its natural filtration {F t }, we have to prove that for any s 1 ≤ s 2 ≤ · · · ≤ s n ≤ s and for any bounded continuous function ϕ : C n −→ R,
Since P ε w ⇒ P , we have that,
and we get the same with the imaginary part. So, it suffices to see that
To chek the quadratic variation, it is enough to prove that for any s 1 ≤ s 2 ≤ · · · ≤ s n ≤ s and for any bounded continuous function ϕ :
Finally to prove that < Re[Y ], Im[Y ] > t = 0, it suffices to check that for any s 1 ≤ s 2 ≤ · · · ≤ s n ≤ s and for any bounded continuous function ϕ :
3 Approximations to a complex Brownian motion
As we have explained, we built our approximations from a stochastic process X with independent increments. We will deal with X using the study of its characteristic function φ X . Let us introduce a set of usefull hypothesis (H θ ) for the characteristic function φ X of a process X:
In the next Theorem we give some sufficient conditions on the characteristic function of the process {X s , s ≥ 0} to get the convergence to a complex Brownian motion. Proof: We will follow the method explained in Subsection 2.2.
Step1: Tightness. We have to check (5) , that is, that there exists a constant K(θ) such that for any s < t
From the properties of the complex numbers we have that
Using that for x 1 < x 2 < x 3 < x 4 and ρ i ∈ {0, 1} for i = 1, 2, 3, 4 with
and the last expression (11) can be written as the sum of 24 integrals of the type
where c 1 ∈ {1, −1}, c 2 ∈ {−2, 0, 2} and c 3 ∈ {1, −1}. Notice that since the process X has independent increments, we have that
and we obtain,
where we have used that for any random variable Z, φ Z (−u) = φ Z (u) . So, each one of the 24 integrals of the type (12) is bounded by
Clearly, hypothesis (H θ 1) completes the proof of this step.
Step 2: Martingale property. It is enough to check (6) and (7). So, it suffices to see that
and,
converge to zero when ε tends to zero.
Thus, it is enough to prove that
converges to zero when ε tends to zero. But applying the Schwartz inequality and using that the function ϕ is bounded it is enough to prove the convergence to zero of
Notice that this last expression can be bounded by
that from (H θ 3) converges to zero when ε goes to zero.
Theorem 3.2 Define for any
where {X s , s ≥ 0} is a Lévy process with Lévy exponent ψ X and
.
Consider P 
Proof:
The results follows as a particular case of Theorem 3.1. It suffices to check that the characteristic function φ X of the Lévy process X satisfies (H θ ) for any θ such that a(θ)a(2θ) = 0 (recall definitions (3) and (4)).
Proof of (H θ 1): We can write
Using that a(θ) > 0 we complete the proof of (H θ 1).
Proof of (H θ 2): Note first that
Following the same computations and taking into account that a(−θ) = a(θ), and that b(−θ) = −b(θ) we obtain that
and (H θ 2) is clearly true.
Proof of (H θ 3): Notice that
, that converges to zero when ε goes to zero. ✷ Remmark 3.3 Given a Lévy process with characteristic function given by the Lévy-Khinchine formula (2) , the condition Re[ψ X (θ)] = 0 is equivalent to
that is, σ = 0 and
Remmark 3.4 When we consider {X t , t ≥ 0} a standard Poisson process it is well-known that it is a Lévy process with Lévy exponent
that corresponds to the Lévy-Khinchine formula (2) with a = 0, σ = 0 and η = δ {1} . Then the condition Re[ψ X (θ)]Re[ψ X (2θ)] = 0 yields that θ = kπ for any k ≥ 1.
When θ = (2k + 1)π , we have that 
The m-dimensional case
The aim of this section is to extend this result to a m-dimensional case for any m ≥ 1. We will give the extensions of Theorem 3.1 and 3.2.
We define for any ε > 0 and for any 1 ≤ j ≤ m In order to simplify calculus and notation we will denote by θ the m values θ 1 , θ 2 , . . . , θ m . Since we have to control more quadratic covariations we will need to introduce new hypothesis on θ, (H θj ,θ h ) for a characteristic function 
