Abstract-Online learning has been successfully applied in various machine learning problems. Conventional analysis of online learning achieves a sharp generalization bound with a strongly convex assumption. In this paper, we study the generalization ability of the classic online gradient descent algorithm under the quadratic growth condition (QGC), a strictly weaker condition than strong convexity. Under some mild assumptions, we prove that the excess risk converges no worse than O(log T/T ) when the data are independently and identically distributed (i.i.d.). When the data are generated from a φ-mixing process, we achieve the excess risk bound O(log T/T + φ(τ )), where φ(τ ) is the mixing coefficient capturing the non-i.i.d. attribute. Our key technique is based on the combination of the QGC and the martingale concentrations. Our results indicate that the strong convexity is not necessary to achieve the sharp O(log T/T ) convergence rate in online learning. We verify our theories on both synthetic and real-world data.
to O(log T /T ) when the loss function is strongly convex [9] , [14] . However, the strong convexity is not always satisfied in machine learning problems, for example, least square regression, logistic regression, and the dual problem of SVM. Therefore, it is natural to ask whether we can achieve the same accelerated convergence rate without strong convexity.
Research on optimization algorithms under relaxed strongly convex conditions attracted much attention in recent years [15] [16] [17] [18] [19] [20] . In one of the early works, Luo and Tseng [21] achieved a linear convergence rate for feasible descent algorithms with the so-called error bound property. Since then, various conditions, including the quadratic growth condition (QGC), have been proposed to achieve a linear convergence rate for different algorithms [15] , [17] , [18] , [22] . More recently, Karimi et al. [16] discussed the relationship between various relaxed strongly convex conditions. For convex functions, they show that the QGC considered in this paper is equal to the error bound property and the much older Polyak-Łojasiewicz condition but weaker than other conditions including the strong convexity.
However, the above-mentioned works all focus on batch or stochastic settings where we can access earlier instances at least twice. In this paper, we turn our attention to the online learning setting where instances come sequentially and can only be retrieved once. In other words, only the newest instance is used in each iteration. We find that the strong convexity is not necessary to achieve an O(log T /T ) convergence rate in online learning. With the QGC (see Section III for the definition), we can achieve an O(log T /T ) learning rate under i.i.d. sampling. For the more challenging and realistic non-i.i.d. case, the achievable learning rate is shown to be O(log T /T + φ(τ )), where φ(τ ) is the mixing coefficient that captures the dependence between online samples. Table I lists our results compared with the standard (strongly) convex online learning. The key technique used in our proofs is the combination of the QGC and the martingale concentrations. Our key ingredient is to factorize the QGC into a negative 2162-237X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. quadratic term and to merge this term with the random perturbation induced by OGD, leading to the desired convergence rate. According to [23] , the O( √ T ) regret bound for general convex loss is optimal. Combining it with the generalization error bound [13] , we can only get an O(1/ √ T ) learning rate without the strong convexity in conventional analysis.
Online algorithms, such as OGD [1] , Adagrad [24] , and Adam [25] , are widely used in the optimization of neural networks and achieve much success in practice [26] , [27] . The convergence analysis of these algorithms is made under the convex or strongly convex assumption [24] , [25] . However, the loss functions of neural networks are usually nonconvex. Interestingly, the QGC can be satisfied even for nonconvex functions (see Fig. 1 ). Although the convex assumption is needed in our analysis, our sharper bounds include many nonstrongly convex machine learning problems, such as logistic regression and Lasso [28] . They are important building blocks for various learning systems. For example, multiclass logistic regression can be used as the loss function in training neural networks. In this sense, our results also shed some lights on the more challenging nonconvex problems. Besides, our proof framework can potentially be extended to more online algorithms, such as online Newton's step [9] and Adagrad [24] .
The remainder of this paper is organized as follows. In Section II, we review related works briefly. We compare the QGC with the strong convexity in Section III. We present our main results and proof sketches in Section IV. Experimental designs and results are included in Section V. We conclude this paper in Section VI.
II. RELATED WORK
Relaxed strongly convex conditions have been studied for over 25 years. In a pioneer work, Luo and Tseng [21] proved that the error bound property is sufficient to achieve a linear convergence rate for feasible descent algorithms. Recently, Karimi et al. [16] proved that the QGC can be derived from the error bound property. For convex functions, they proved that both conditions are equal to the Polyak-Łojasiewicz condition. The QGC has been applied in the analysis of different optimization algorithms to achieve acceleration. For example, Gong and Ye [15] achieved a linear convergence rate for variance reduced SGD [29] , [30] . Beck and Shtern [22] proved a linear convergence rate for the conditional gradient method. It is also applied to the fast gradient descent algorithm to achieve an accelerated linear convergence rate [17] . A sublinear convergence rate is achieved via modified stochastic subgradient methods by Xu et al. [20] .
Despite the success in batch and stochastic problems, online learning under relaxed strongly convex conditions is rarely discussed. In conventional online learning analysis, Cesa-Bianchi et al. [13] proved that the generalization error is O(1/ √ T ) for general convex loss on i.i.d. data. When loss functions are strongly convex, Kakade and Tewari [14] proved an O(log T /T ) generalization error. Agarwal et al. [31] discussed the generalization ability of online learning methods when data are non-i.i.d. sampled from a stable mixing process. They achieved comparable results as the i.i.d. case except for an extra term controlled by the mixing coefficient.
III. QUADRATIC GROWTH CONDITION
In this section, we introduce the QGC and show that it is strictly weaker than the strong convexity.
Consider a real-valued function f (w) defined on W ⊆ R n . We assume that the minimum of f (w) exists and the optimal set is nonempty. Denote f = min w∈W f (w) and W = {w ∈ W | f (w) = f }. The QGC is defined as follows:
Definition 1 (Qudratic Growth Condition): A function f (w) satisfies the QGC if there exists μ > 0 such that
wherew = W {w} is the projection of w onto the optimal set W . For comparison, we recall the definition of the strong convexity.
Definition 2 (Strong Convexity [32] ):
for any two points w 1 and w 2 ∈ W . μ > 0 is the strong convexity parameter. It is not difficult to show that the strong convexity implies the QGC.
Lemma 1: A μ-strongly convex function f (x) is also a μ-QGC function.
Proof: According to the optimality ofw, we have
Combining with (2) and let w 1 = w and w 2 =w, we immediately get Furthermore, the following three properties of the QGC show that it is strictly weaker than the strong convexity. In Fig. 1 , we give one nonstrongly convex example for each property.
1) The optimal set of loss functions satisfying the QGC may not be unique, for example, f 1 (x) and f 4 (x) in Fig. 1 . However, it is well known that the minimizer of strongly convex function is unique.
2) The QGC only requires a lower bound of f (w) against the minimum f , while the strong convexity requires that the quadratic lower bound (2) holds for any two points in the domain. Fig. 1 is linear and, hence, nonstrongly convex.
3) The QGC is not necessarily closed under addition. For example, the sum of Fig. 1 is
We have min( f 3 (x) + f 4 (x)) = 1 and x = 1. It does not satisfy the QGC, because (x − 1) 3 ≥ (μ/2)(x − 1) 2 does not hold for any μ > 0 when x → 1 + .
Remark 1:
In online learning, the exp-concavity is another useful condition weaker than the strong convexity [9] . The exp-concavity requires that exp(−α f (x)) is concave for some α > 0. However, it is also a "two-point" bound like the strong convexity. To see this,
is convex for any α > 0. Therefore, the QGC is not stronger than the exp-concavity.
Besides, there are many important nonstrongly convex machine learning problems satisfying the QGC [28] , [33] , [34] . According to the analysis in [15] and [22] , problems of the form (3) satisfy the QGC if g(.) is strongly convex and W is polyhedral
However, the loss function is not strongly convex when the column rank of A is deficient. We give three examples 1 in Table II .
IV. MAIN RESULTS
The classic OGD algorithm is given in Algorithm 1. In each iteration, the algorithm receives a new training instance x t with loss f t (w t ). Then, a projected gradient descent step is carried out. The output is the average of solutions {w i }. c > 0 is a step size constant, which will be specified later. In Sections IV-A and IV-B, generalization error bounds of OGD under i.i.d. and non-i.i.d. sampling are analyzed, respectively. To make the analysis complete, the regret of OGD under the QGC is discussed in the Appendix.
Algorithm 1 OGD
Receive a training instance x t and f t (w t ).
A. Analysis for I.I.D. Sampling
Suppose {x t } is i.i.d. with distribution . The generalization ability of an online learning algorithm is measured by the excess risk
Following the standard convex online learning framework, we need the following bounded assumption in analysis.
Assumption 1 (Boundness):
The feasible set W ⊂ R m is convex with the radius D
by the definition of f (w) and continuity.
With Assumption 1, we prove Lemmas 2 and 3. They are stepping stones to bound the excess risk with the sum of {w t −w t 2 }, which will be further bounded by the QGC. The proofs are postponed to the Appendix. Lemma 2: Suppose {x i } is i.i.d. and Assumption 1 holds. With probability at least 1 − δ, we have
where γ could be any positive constant.
In the proof of Lemma 2, we prove that {g(w t ) − g t (w t ), w t −w t } is a martingale difference sequence and then apply Bartlett's lemma [35] . The proof of Lemma 3 uses the nonexpansiveness of projection. Now, we are ready to give our first main theorem.
Theorem 1: Suppose {x i } is i.i.d. and Assumption 1 holds. f (w) is μ-QGC. Choose step size η t = c/t with c ≥ (2γ /μγ − 8G) and γ ≥ (8G/μ), then with probability at least 1 − δ
Proof: By the convexity of f (w), we have
Recall that A T is bounded by Lemma 3 and B T is bounded by Lemma 2. We have with probability at least 1 − δ
On the other hand, by the QGC (1)
After multiplying both sides of (6) with −(1/2) and adding it to (5), we get
To ensure
We combine the QGC with the martingale concentration inequality. The key step is subtracting (6) from (5) on both sides. It removes the term w t −w t 2 in the perturbation and leaves the O(log T /T ) term only.
B. Analysis for φ-Mixing Process
In this section, we consider the more challenging non-i.i.d. setting. We assume that the training instances are generated from a φ-mixing process. In order to define a φ-mixing process, we need to introduce the total variance distance between two distributions.
Definition 3 (Total Variance Distance [31] ): Suppose P and Q are two distributions defined on the probability measure space (S, F ), where S is the sample space and F is a σ -field. P and Q have densities p and q with respect to an underlying measure μ(s). The total variance distance between P and Q is defined by
The total variance distance measures the difference between two distributions. Denote the σ -field 
Definition 4 (φ-Mixing Coefficient [31] ): Given the stationary distribution of a stochastic process, the φ-mixing coefficient is
According to the definition, the φ-mixing coefficient of i.i.d. sampling is 0 for any k. This means that i.i.d. sampling is a special case of φ-mixing process. φ-mixing captures the non-i.i.d. attribute by measuring the distance between the conditional distribution of the instance and the stationary distribution. In the literature, there are other types of mixing processes, such as β-mixing [36] . We focus on φ-mixing process in this paper due to its simplicity. The other situations can be similarly analyzed.
Our main goal is to bound the excess risk. To this end, we need to assume that the loss function is smooth.
Assumption 2 (Smoothness): When {x i } is generated from a φ-mixing process, f t (w) is L-smooth satisfying
Similar to the i.i.d. case, we have the following three lemmas in the φ-mixing process case.
Lemma 4: Suppose Assumption 1 holds and {x t } is φ-mixing with φ(τ ). With probability at least 1 − δ, we have
where τ is an integer smaller than T . Lemma 6: Under Assumption 1
where τ is an integer smaller than T . In Lemma 4, we bound the sum of {g(w t ) − g t +τ (w t ), w t −w t } rather than {g(w t )−g t (w t ), w t −w t } as in Lemma 2. This is because the latter one is no longer a martingale difference sequence. Using this technique, we wrap the summation into τ groups of martingale difference sequences and an extra term controlled by φ(τ ). Lemmas 5 and 6 further bound the residual caused by Lemma 4.
With these lemmas, we obtain the convergence rate under the φ-mixing process.
Theorem 2: Suppose {x i } is generated from a φ-mixing process and both Assumptions 1 and 2 hold. f (w) is μ-QGC. Choose step size η t = c/t with c ≥ (2γ /γ μ − 16G) and γ > (16G/μ), then with probability at least 1 − δ
Proof: Following Theorem 1, we have
A T is bounded by Lemma 3 as in the i.i.d. case. However, we cannot bound B T in the same way, since {x i } is no longer i.i.d.
To overcome this difficulty, we split B T into three chaining blocks
The last inequality is due to the Cauchy-Schwartz inequality [37] . C T , D T , and E T can be bounded by Lemmas 4-6, respectively. Combining all these bounds and rearranging, we have with probability at least 1 − δ
Again, we use the QGC (1) to get
Multiply both sides with −(1/2) and plug into (9)
Choose γ > (16G/μ) and c ≥ (2γ /γ μ − 16G). According to the convexity, we have
Compared with the i.i.d. case, the above bound has an extra term O(φ(τ ))
. This is unavoidable, because the conditional distribution of x i differs from the stationary distribution used in the excess risk. This difference is upper bounded by φ(τ ) according to the definition. An interesting corollary of Theorem 2 is that when the φ-mixing coefficient decays fast enough, we can still obtain an O(log T /T ) convergence rate with loss function satisfying the QGC.
Corollary 1: Suppose {x i } is generated from a φ-mixing process with φ(τ ) ≤ k 1 exp(−k 2 τ ), where k 1 , k 2 > 0. Under the assumptions and settings in Theorem 2, with probability at least 1 − δ
up to a logarithmic factor after T iterations in Algorithm 1.
where M(T ) is defined in Theorem 2. Replace φ(τ ) and M(T ) with their values in Theorem 2 and the proof is completed.
V. EXPERIMENT
To verify our theories, we investigate two online learning tasks: online sparse linear regression (OSLR) and online multitask feature learning (OMTFL). When data are i.i.d., we compare the convergence rate under different step sizes. For φ-mixing data, we compare the convergence rate under different mixing coefficients. A resampling algorithm is designed to generate φ-mixing data.
A. Online Learning Tasks 1) Online Sparse Linear Regression:
OSLR solves the linear regression problem in an online manner with loss function defined by
where is the (stationary) distribution of the data tuple (x, y). The 1 constraint induces sparsity in the solution. According to (11) ,
The efficient projection algorithm onto the 1 -ball is given in [38] . By (11), the excess risk can be reformulated into the form g(Aw) + b T w, where
The feasible set of (11) 
The l 1,∞ -ball constraint induces row sparsity in W . The projection algorithm onto 1,∞ -ball is given in [39] . Similarly, OMTFL (12) satisfies the QGC, but the excess risk is nonstrongly convex if any one of the N covariance matrix E j [x j x j T ] is singular.
B. Generating φ-Mixing Data
In Algorithm 2, we present a resampling strategy to generate fully controllable φ-mixing data from i.i.d. data. We make x t either newly sampled or resampled from previous instances. Obviously, x t depends on previous instances. We show that {x t } is φ-mixing. x t =x t . 5: else 6: Sample an integer k ∈ {0, 1, 2 . . . s − 1} from Q.
Algorithm 2 Generating φ-Mixing

7:
if k = 0 then 8: x t =x t .
9:
else 10: x t = x t −k .
11:
end if 12: end if 13 : end for Output: φ-mixing data {x t }.
First, the density of {x t } given Q is where π(x) is the density of and Q(i ) is the probability of k = i . According to (13) , p(x t ) = π(x). Therefore, {x t } is identically but not independently distributed. The generating process is static, since the resampling probability is fixed. Recall the definition of φ-mixing coefficient, we have
The sequence {a n } is defined by
By (14), {a n } is increasing from 0 to 1 when Q(0) > 0. Therefore, φ(k) will decrease to 0 when k → ∞. Thus, the resampling process is a φ-mixing process with mixing Table III . Their mixing coefficients are plotted in Fig. 2. 
C. I.I.D. Data
On synthetic and real data sets, we apply OGD to solve OSLR (11) and OMTFL (12) . We compare the convergence rate of the (estimated) excess risk with different step sizes. Table IV summarizes the statistics of data sets. The synthetic data set is identically and independently sampled from N multivariable normal distributions {N (0, i )} (N = 1 for OSLR and N = 3 for OMTFL). We set the rank of i as 0.8 × m in the singular case and set i with full rank in the strongly convex case.
For real-world data sets, we copy some randomly selected dimensions of the original features. This guarantees the singularity of the covariance matrices, since the data matrices consist of duplicated features. If the dimension is smaller than 100, we expand it to 100 by feature duplication. Otherwise, we expand the dimension by 20%. We set N in OMTFL equal to the number of classes (we set N = 2 for wine quality) and sample a new instance from each class in each iteration.
In all data sets, we randomly choose
where is a zero-meaned random noise. We set z = 2 in all cases. For synthetic data set, we directly compute the value of the excess risk. For realworld data sets, we estimate the excess risk by computing the average loss of 50 test instances. We adopt two step size schemes
For each step size, we compare four choices of c ∈ {1, 5, 10, 20}. η 1 (t) is the step size used in our analysis as well as the strongly convex case [9] . η 2 (t) is used in the analysis of convex case [8] . In each case, we average the performance over 50 trials. The results are shown in Fig. 3 . In the first row of Fig. 3 , the convergence rates are similar for strongly convex case and nonstrongly convex case. This verifies that OGD under the QGC achieves the same convergence rate as the strongly convex case.
The results also show that there is an appropriate interval of c for η 1 (t) and η 2 (t). The appropriate step size is smaller when the data dimension is higher. In some cases, the best results for both step sizes are similar. The appropriate interval for η 1 (t) is wider than η 2 (t). Intuitively, this makes sense, because η 1 (t) damps faster than η 2 (t) and makes it less sensitive.
D. φ-Mixing Data
We use the distributions in Table III to generate φ-mixing data via Algorithm 2 and compare the convergence rate. According to our generating algorithm, the excess risk is unchanged for different mixing coefficients and hence comparable. We fix the step size η 1 (t) with c = 1. The rest of the parameters are the same as for the i.i.d. case. The convergence curves are plotted in Fig. 4 .
On all data sets, the convergence rate is faster for a smaller mixing coefficient. According to Theorem 2, the convergence rate on φ-mixing data is O(log T /T + φ(τ )). Therefore, this coincides with our analysis and confirms that the term φ(τ ) induced by the dependence is unavoidable.
VI. CONCLUSION
In this paper, we revisit the classic OGD algorithm and study its generalization ability under the QGC, a strictly weaker condition than the strong convexity. We prove that with a damped step size c/t, the excess risk converges on order of O(log T /T ) on i.i.d. data. For non-i.i.d data such as φ-mixing process, a similar convergence rate is achievable except for an extra term controlled by the mixing coefficient. This paper shows that the strong convexity is not necessary to achieve an O(log T /T ) learning rate in online learning. Our results provide a sharper convergence rate for a wide range of online machine learning problems. For the more challenging nonconvex problems, the QGC can also be satisfied. It is interesting to further study whether we can remove or relax the convex assumption to cover more problems. Due to the flexibility of our framework, it is potentially possible to extend our analysis to other online algorithms, such as online Newton step [9] and Adagrad [24] . We leave these topics for the future research.
B. Proof of Lemma 2
Proof:
and hence E [ξ t ] = 0. According to Assumption 1, it is easy to verify that
Therefore, {ξ t } is a martingale difference sequence. By Bartlett's lemma [35] , with probability at least 1
The second inequality is because 2 √ ab ≤ (a/γ ) + γ b for any γ > 0. Taking δ = δ 0 log 2 T , the proof is completed.
C. Proof of Lemma 3
Proof: From the updating rule of OGD, we have
The first inequality is because of the definition of projection. The second inequality comes from the nonexpansiveness of projection and W {w t } =w t . After rearranging
Sum up both sides of (17) 
where we use η t = c/t and g t (w t ) ≤ G.
D. Proof of Lemma 4
Proof: Denote
The original summation can be divided into τ groups {ξ s j }
I(s)
j =1 as follows:
It is easy to verify that
By Bartlett's lemma, with probability at least 1 − δ 0 log 2 I(s), we have
Recall the definition of φ(τ ) Combine (19) and (20) , with probability at least 1 − δ 0 log 2 I(s) 
+ (T − τ )G Dφ(τ ).
Taking δ = τ δ 0 log 2 max s {I(s)}, the proof is completed.
E. Proof of Lemma 5
Proof: From the updating rule, we have 
By the smoothness of f t (w) in Assumption 2, we have The second equality is a rearranging of the first equality. The second inequality is due to the nonexpansiveness of projection. The third inequality is according to (21) . Then, we have 
