Abstract. Reeder and Yu have recently given a new construction of a class of supercuspidal representations called epipelagic representations [RY14]. We explicitly calculate the Local Langlands Correspondence for certain families of epipelagic representations of unitary groups, following the general construction of Kaletha [Kal15]. The interesting feature of our computation is that we find simplifications within L-packets of the two novel invariants introduced in [Kal15], the toral invariant and the admissible L-embedding.
Introduction
The purpose of this paper is to explicitly compute the local Langlands correspondence for certain epipelagic representations of (special) unitary groups. The epipelagic representations are a class of supercuspidal representations with minimal positive depth introduced and studied by Reeder and Yu in [RY14] , where they discovered a systematic construction of epipelagic representations.
We should clarify what we mean by "the" local Langlands correspondence. Kaletha has given an explicit construction of L-packets of epipelagic representations in [Kal15] . His construction is compatible with a plethora of expected properties of a Langlands correspondence, and this is what we take to be the "local Langlands correspondence". So, at a high level this paper is simply an explication of Kaletha's construction in the case of unitary groups. However, carrying out Kaletha's recipe is not totally straightforward even in these special cases. It involves a number of intricate calculations, and the main contribution of the present work is to simplify and interpret the output of these calculations in a manner that clarifies the ultimate shape of the L-packets. In doing so, we discover an interesting structural feature, which is however a little technical to state and will be explained over the course of the introduction.
The motivation for the computation here comes from a desire to understand the relationship between Kaletha's construction of the Langlands correspondence for epipelagic representations and an earlier suggestion by , §7). To explain this, we need to delve a little more into the details and history of epipelagic representations.
1.1. The work of Reeder-Yu and of Kaletha. Given a group G over a local field F , one has the BruhatTits building B G (F ). For each point x ∈ B G (F ) there is a (decreasing) Moy-Prasad filtration {G x,r ∶ r ∈ R}. From its subquotients one extracts an algebraic groupG x acting on a representation V x over the residue field k F of F .
In [RY14] §2, an (irreducible) epipelagic representation is built out of the following data:
1 After briefly recalling Kaletha's construction of epipelagic L-packets from epipelagic Langlands parameters in §4, we run it in reverse to describe the Langlands parameter attached to ρ λ,ψ in §5. One has to compute the (character associated to the) toral invariant ǫ λ , and the admissible embedding L j, which involves lengthy calculations of χ-data, etc.
Although [Kal15] completely prescribes the choices needed to determine ǫ λ and L j, the raw answer is too complicated to see what is going on. The novel aspect of our calculations here is in distilling this raw answer to a form that elucidates the structure of the L-packets. We will state the result for G = U n ; a similar but slightly more complicated description holds for SU n . Remark 1.2. We warn at the outset that we are working with a crude notion of L-packets: our "L-packets" consist of those representations of the single group G which have the same Langlands parameter. In other words, we are ignoring representations of inner forms.
The epipelagic representations built from a stable functional λ coincide with those built from another stable functional λ ′ conjugate to λ underG x (k); thus epipelagic representations are really indexed by (rational) conjugacy classes. We find that if ρ λ,ψ and ρ λ ′ ,ψ ′ appear in the same L-packet, then λ and λ ′ are conjugate under theG x (k F )-action on V x (k F ). To emphasize the difference between this and the previous notion of conjugacy, in this case we say that λ and λ ′ are stably conjugate. The question of which pairs (λ, ψ) appear comes down to a recipe involving the toral invariant ǫ λ and L j. Now, it is possible to parametrize the space of choices for ǫ λ and L j by the same group C ∨ λ . Furthermore, there is a canonical identification C λ ≅ C λ ′ when λ and λ ′ are stably conjugate, which we use to view these parameters in the same group. Motivated by the possibility of an interesting "cancellation" between the the two, we consider the "difference" between ǫ λ and L j in C ∨ λ . Curiously, the result depends qualitatively on the whether the rank of our unitary group is even or odd.
For U n with n even, we find that the toral invariant ǫ λ depends only on the stable conjugacy class of λ, i.e. it is constant underG(k F )-orbits (whereas a priori it is a function ofG(k F )-orbits). This implies that the toral invariant is constant among representations in the same L-packet. This constancy is fairly non-obvious from the raw calculation, and is established in Corollary 5.6. The data of the L-embedding L j is still quite complicated, and in this case our understanding of the L-packets is still unsatisfactory to our minds.
For U n with n odd, the picture of the L-packets is somewhat more satisfactory. The rational orbits within the stable orbits can also be naturally parametrized by C ∨ λ , and we find that the relative position between "ǫ λ − L j" for two different pairs ρ λ,ψ and ρ λ ′ ,ψ ′ appearing in the same L-packet coincides exactly with the relative position of the rational orbits of λ and λ ′ within their stable orbit. The precise statement appears in Proposition 5.13. In fact the characters ψ are also parametrized by the same group C ∨ λ , and we find: Theorem 1.3. For the representations of the form ρ λ,ψ of U n , with n odd, constructed in §3.2, two such representations ρ λ,ψ and ρ λ ′ ,ψ ′ lie in the same L-packet if and only if λ + ψ = λ ′ + ψ ′ as elements of C ∨ .
The more precise statements, which however require some more notation and explanation, appear in Corollary 5.14 and Corollary 5.15.
Our computation that the difference between ǫ λ and L j is the relative position of conjugacy classes confirms a suspicion, stemming from the work of [RY14] , that the toral invariant and L-embedding might "cancel out" to something simpler for certain types of groups. However, it also rebuffs our initial expectations, also stemming from the results of [RY14] (Remark 1.1), that the L-packets would consist of ρ λ,ψ with fixed λ. In fact we find the complete opposite: Corollary 1.4. For U n , with n odd, the L-packet of ρ λ,ψ consists of {ρ λi,ψi } where {λ i } represents an enumeration of the rational orbits within the stable orbit of λ, and {ψ i } is an enumeration of the characters of C λ .
Remark 1.5. The later paper [Kal16] offers a different construction of the Langlands correspondence for a much more general class of representations, and also features a type of "cancellation" in which the particular choice of L-embedding in [Kal15] becomes irrelevant. It is not clear to what extent, if any, the two types of cancellation are related, although they seem to be at least philosophically connected.
The restrictions ρ λ,ψ SU n are already irreducible (Corollary 3.12), so their Langlands parameters can be deduced from the ones for ρ λ,ψ . This leads to: Corollary 1.6. For SU n , with n odd, the L-packet of ρ λ,ψ SU n consists of {ρ λi,ψi SU n } where {λ i } represents an enumeration of the rational orbits within the stable orbit of λ, and {ψ i } is an enumeration of the characters of C λ ∩ SU n with multiplicity 2.
The outcome of the computation in the case where n is even is not sufficiently clear for us to deduce these sorts of qualitative statements in that case.
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Notation
We collect here some notation which will be used frequently throughout the paper.
• We fix a local field F , of residue characteristic p > 2. We write W F for the Weil group of F , Γ F = Gal(F F ), I F ◁ Γ F for the inertia subgroup, and P F ◁ I F for the wild inertia subgroup.
• Let E F be a ramified quadratic extension. We will sometimes denote the Galois conjugation of E over F by e ↦ e. Let ̟ F be a uniformizer for F . For later convenience we choose ̟ E so that its conjugate over F is precisely −̟ E .
• For K a local field or finite field, we will often denote by K d the unique unramified extension of K of degree d.
• We denote by k F the residue field of F , and similarly for other local fields. Fix a faithful additive character χ∶ k F → C × .
• For T a torus in a reductive group G over F , we denote by R(T, G) the set of roots for S in G, and Ω(T, G) the Weyl group of G relative to T . Throughout the paper we will conflate notation for an algebraic group over p-adic field with that of its points.
Epipelagic representations
We want to define certain epipelagic representations for SU n or U n over F . These representations are built out of induction from certain maximal compact subgroups of characters which define "stable functionals in the Moy-Prasad filtration". We recall the essentials of the definition and notation from [RY14] §2.
3.1. The Moy-Prasad filtration. Let G be a reductive group over F . To a point x in the Bruhat-Tits building B G (F ), Moy and Prasad [MP94] attached a filtration {G x,r ∶ r ∈ R} of G(F ), which jumps at fractions whose denominators are multiples of an integer depending on x. Similarly, at the level of Lie algebras we have a Moy-Prasad filtration {g x,r ∶ r ∈ R} such that g x,r+1 = ̟ F g x,r for all r. We do not recall the definition here; see [RY14] §4 for a reference. However we note that for x ∈ B G (F ), G x,0 (F ) is the parahoric group attached to x by Bruhat-Tits theory; it is contained with finite index inside the stabilizer G x of x.
We will take x to be a point of B G (F ) which becomes a hyperspecial vertex in
We will now specialize this discussion to G = U n , the special unitary group associated with the extension E F defined by the standard hermitian product on the vector space E ⊕n :
⟨(x 1 , . . . , x n ), (y 1 , . . . , y n )⟩ = x 1 y n + x 2 y n−1 + . . . + x n y 1 . Z. We will also be interested in the group SU n , for which the analogous statements follow easily from the U n case.
Remark 3.1. In terms of the integral model G, we can think of G x,r 2 as the congruence subgroup given by the kernel of reduction mod ̟ r E :
where the admittedly notation G(O F ) mod ̟ r E means "consider G(O F ) as matrices with entries in O E , and reduce mod ̟ r E ". A similar remark applies to the filtration on the Lie algebra.
Remark 3.2. The group G x,0 G x,0+ acts by conjugation on each G x,r G x,r+ and g x,r g x,r+ . We denote bỹ G x the algebraic group over k F underlying G x,0 G x,0+ .
We use the Killing form to identify g with its dual, which descends to an identification g x,r g x,r+ ≅ (g x,−r g x,−r+ )
∨ . In particular, we obtain an identification g x,1 2 g x,1 ≅ (g x,−1 2 g x,0 ) ∨ . On the other hand, multiplication by ̟ F also defines an isomorphism g x,−1 2 g x,0 ∼ → g x,1 2 g x,1 . Thus, the Killing form induces an isomorphism g x,1 2 g x,1 ≅ (g x,1 2 g x,1 )
3) This is evidently equivariant for the conjugation action of G x,0 G x,1 2 ≅ SO n (k F ), where the isomorphism is to be proven in Lemma 3.8.
3.2. Construction of epipelagic representations. Assume now that G is a tamely ramified quasi-split reductive group over F . For a point x ∈ B G (F ), we denote by r(x) the smallest positive number for which G x,r(x) ⊊ G x,0 . In our case of interest, r(x) = 1 2.
). An irreducible representation π of G(F ) is epipelagic if π has depth r(x) and a non-zero vector invariant under G x,r(x)+ .
We review the construction of epipelagic representations from [RY14] §2. At this point we must note that [RY14] §2 is formulated under the hypothesis that G is also semisimple, which is the case for SU n but not U n . However, the proofs of the statements below are valid for reductive groups without any change to the proofs. ([Kal15] is formulated in the generality that we work with here.) It would be possible to carry our the entire computation of this paper just for SU n , which is what we originally tried to do, but it is actually very useful at several points in the calculation to use that the theory extends to U n . LetG x be the algebraic group over k F underlying G x G x,r(x) and G x be the algebraic group over k F underlying G x,0 G x,r(x) . The paper [RY14] is phrased using G x , but for our purposes it is more convenient to work withG x . Let V x the algebraic representation ofG x over k F underlying G x,1 2 G x,1 .
To build an epipelagic representation, we need to start with a functional λ on V x which is stable for thẽ G x in the sense of geometric invariant theory, meaning that it has finite stabilizer and closed orbit as an algebraic representation. Then we inflate the composition χ ○ λ∶ V x (f) → C × to a character χ λ of G x,r(x) , and consider the compact induction π x (λ) ∶= ind
Proposition 3.4 ([RY14], Proposition 2.4). The representation π x (λ) is a finite direct sum of irreducible epipelagic representations.
We can be a little more precise about the summands appearing in π x (λ). Let H x,λ ⊂ G x be the stabilizer of the character χ λ on G x,r(x) . Then ind
χ λ is a direct sum of representations χ λ,ψ , where ψ parametrizes the representations of H x,λ G x,1 2 , and we let We note that the epipelagic representations obtained from λ depend only on the conjugacy class of λ. The following lemma is undoubtedly well-known, but we did not find its statement in the literature.
Lemma 3.6. If λ and λ ′ are stable functionals on V x which are conjugate underG x , then {ρ λ,ψ } = {ρ λ ′ ,ψ ′ }.
Proof. Let H λ (resp. H λ ′ ) be the stabilizer of λ (resp. λ ′ ) in G x , and χ λ (resp. χ λ ′ ) the character of H λ (resp. H λ ′ ) used to induce ρ λ,ψ (resp. ρ λ ′ ,ψ ′ ). By Mackey's formula, we have ρ λ,ψ ≅ ρ λ ′ ,ψ ′ if and only if Remark 3.7. We see from the proof of Lemma 3.6 that it makes sense to identify C λ and C λ ′ for rationally conjugate λ and λ ′ , and thus to compare ψ ∈ C λ and ψ ′ ∈ C λ ′ .
We now specialize this discussion to our case of interest to construct certain epipelagic representations. The first task is to find some stable functionals, so we need to identify the representation in question.
Lemma 3.8. For G = U n and the choice of x as above, we haveG x ≅ O n , the split orthogonal group, and G x ≅ SO n .
Proof. Using the description in Remark 3.1, we may identify G x G x,1 2 with the group of automorphisms of k E = k F preserving the split quadratic form
It only remains to note that G x,0 G x,1 2 is the connected component.
Lemma 3.9. For the choice of x as above, we have V x ≅ Sym 2 (Std) as representations of SO n .
Proof. As a representation of SO n , we view Sym 2 (Std) as the space of n × n self-adjoint matrices (with respect to the form (3.2.1)) over k E = k F , with the conjugation action of SO n . Using Remark 3.1, we can view V x as the space of n × n matrices over k E preserving the form (3.1.1). Since the conjugation of E over F induces multiplication by −1 on
) the condition of preserving the form (3.1.1) translates to the self-adjointess condition −A † +A = 0.
Since (3.1.2) furnishes an identificationV x ≅ V x a stable functional on V x is the same as a stable vector in V x . Then λ ∈ V x is stable if and only if it is regular semisimple when viewed as a self-adjoint matrix (cf.
[BG14] §6 for this statement, although this was undoubtedly known long ago). Abusing notation, we also let λ denote the functional on V x,1 2 corresponding to λ under the Killing form, and χ λ the corresponding character of G x,1 2 .
The epipelagic representations associated to χ λ are summands of ind
To parametrize them explicitly, we identify the stabilizer of χ λ in G x . Viewing λ ∈ Sym 2 V x as a self-adjoint matrix, the regularity of λ implies that any n × n matrix commuting with λ is a polynomial in λ. If p λ (x) denotes the characteristic polynomial of λ, the space of matrices which can be expressed as a polynomial in λ is k F [x] p λ (x). Since any such matrix is self-adjoint, it is furthermore orthogonal if and only if it squares to 1. Hence the stabilizer of λ within O n is the group scheme
this is the stabilizer of λ inG x (k F ). This discussion shows that H x,λ fits into an extension
This sequence admits a splitting since G x,1 2 is pro-p while C λ is a power of 2 (Schur-Zassenhaus Theorem), hence we can write
Since C λ acts trivially on λ, we may extend χ λ to a character of the semidirect product H x,λ . The possible extensions are parametrized precisely by the characters of C λ : for any character ψ of C λ , we have a character
Now we can describe the components of ind
χ λ , according to Proposition 3.5.
Lemma 3.10. We have ind
Proof. By Frobenius reciprocity, for each character ψ of C λ we have
so every character of the form χ λ ⋅ ψ can be embedded into ind
Since these characters are all distinct, dimension-counting shows that they must fill up the entire induced representation, so we deduce the result.
Corollary 3.11. The (irreducible) epipelagic representations corresponding to λ are the representations ind
χ λ ⋅ ψ. Now we note that the same discussion applies for SU n , using the same λ to produce an epipelagic representation. The following Lemma says that the restriction of ρ λ,ψ to SU n (F ) is already irreducible, so that it necessarily coincides with an epipelagic representation of SU n (F ) built from λ.
Lemma 3.12. Each representation ρ x,λ SUn(F ) is already irreducible, and we have
if and only if λ and λ ′ agree on SU n (F ) ∩ C λ .
Proof. The second claim follows immediately from the first and [RY14] Proposition 2.4(2). To prove the first claim, by Mackey's formula and Proposition 3.5 it suffices to see that
Since λ was chosen to be regular semisimple, any lift of it to G x,1 2 is a polynomial with distinct roots, so its centralizer (which is contained in H x,λ ) is a torus of the form ∏ U 1 (E i F i ) with E i , F i unramified extensions of E, F respectively. The proof is then concluded by recalling that the norm map for an unramified extension E i E is surjective onto U 1 (E F ) when restricted to U 1 (E i F i ).
Langlands correspondence for epipelagic representations
We review the construction of the local Langlands correspondence for epipelagic representations in [Kal15] . Let G a tamely ramified quasi-split reductive group over F . (1)T = C(ϕ(P F ),Ĝ) is a maximal torus ofĜ.
(2) The image of ϕ(I F ) in Ω(T ,Ĝ) ⋊ I F is generated by a regular elliptic element.
, where m is the order of the regular elliptic element, then ϕ(w) = (1, w).
The Langlands correspondence predicts that to a Langlands parameter ϕ∶ W F → L G there should correspond an L-packet Π ϕ of representations of G(F ). Kaletha constructed this correspondence for epipelagic parameters in [Kal15] , and we summarize the description of the L-packets, following [Kal15] §5. We should clarify here that when we say "L-packet" we mean only the constituents of the L-packets considered in [Kal15] which are representations of our chosen U n . In other words we are ignoring representations of inner forms, and considering only those representations of U n which lie in same L-packet in the sense of [Kal15] .
4.1.
Step one: factorization through an admissible embedding. LetŜ be the Galois-module whose underlying abelian group is the complex torusT and whose Galois action is furnished by the composite
We will construct a particularĜ-conjugacy class of embeddings L j∶ L S → L G which are tamely ramified in the sense that L j(1, w) = (1, w) for all w ∈ P F . In this conjugacy class there is an embedding such that L j(Ŝ) =T , and such that the following two homomorphisms are equal:
Since L j contains the image of ϕ, choosing such an embedding gives a factorization of ϕ through a homo-
It is worth noting that there are many possibilities for the conjugacy class of admissible embedding
Moreover, for epipelagic representations the choice of L j is really significant, in contrast to previous incarnations of this contruction (see discussion on [Kal15] , p.3). The correct conjugacy class is specified by a subtle construction of χ-data from the particular parameter ϕ, as described in [Kal15] §5.2. We will not go into the details here, leaving them for when we actually need to compute, in §5.5.
4.2.
Step two: the toral invariant. By the local Langlands correspondence for tori, from the Langlands
Step one, we obtain a character
.3 describes a construction starting from a pair (S(F ), χ) of a tamely ramified maximal torus and a character of S(F ), and producing an epipelagic representation of G(F ). We will elaborate on this in the next step. However, this construction is not applied to (S(F ), χ S, L j ): we first need to modify the character χ S, L j by a character
Thus the second step is the computation of the toral invariant and the character ǫ ϕ . The toral invariant is a collection of characters of unit groups of local fields labelled by the roots of G. Again, we postpone the details until we actually need to compute it, in §5.3.
4.3.
Step three: Local Langlands for tori. For each admissible (cf. [LS87] p.222 for the definition) embedding j∶ S ↪ G, S is an elliptic tamely-ramified maximal torus, hence determines a point x in the BruhatTits building for 
for all x and r. The character χ factors through S(F ) 2 e where e is the ramification degree of the field extension splitting S (which is 2 in our case of interest), and hence descends to a character of
By the decomposition (4.3.1) we extend it to a character on
Since the resulting character is stabilized by S(F ), it extends tô
where ǫ ϕ is the character obtained form the toral invariant, and j ranges over admissible embeddings j∶ S ↪ G.
Calculation of Langlands parameters and L-packets
5.1. Overview. By reversing Kaletha's construction explained in §4, we will calculate the Langlands parameters of the epipelagic representations of U n and SU n constructed in §3.4, and identify the L-packets. By §3.2, particularly Lemma 3.12, all the Langlands parameters for the relevant epipelagic representations of SU n are obtained from those for U n , so we are reduced to computing the latter.
We will begin by identifying the (tamely ramified) anisotropic torus S corresponding to the given point x ∈ B G (F ). Then we will extract from the stable functional a character on S(F ), as discussed in §4.3. At this point we must calculate the toral invariant and the corresponding character ǫ f of S (here the subscript f depends on S, and stands for something that has not yet been explained), and modify the character by ǫ f . Then we will apply the local Langlands correspondence to obtain a Langlands parameter
Finally, we will calculate the admissible embedding L j∶ L S ↪ L G and compose the preceding Langlands parameter with it; the resulting composition
is then the Langlands parameter we seek.
In what follows, we retain the notation of §3.4. In particular, G = U n and x is a point of B G (F ) which becomes hyperspecial in B G (E). We have a regular semi-simple element λ ∈ V x ≅ Sym 2 (Std), meaning that its characteristic polynomial viewed as a self-adjoint n × n matrix over k E = k F has distinct roots in k E . The centralizer of λ inG x is the group scheme
while the centralizer of λ inG x (k F ) is denoted C λ . The epipelagic representations ρ λ,ψ are parametrized by the choice of T and a character ψ of C λ .
5.2. The anisotropic torus. We now identify the (tamely ramified) maximal torus corresponding to the point x, in the sense of ([Pra01] Remark 3). Choose a liftλ ∈ g x,1 2 of λ. Any such choice has characteristic polynomial with distinct roots, since the roots are even distinct after reduction, and hence is automatically regular semisimple. We may thus define a maximal torus S ⊂ G such that S(F ) = Z G(F ) (λ).
Lemma 5.1. The torus S is tamely ramified and anisotropic, and corresponds to the point x.
Proof. Letp λ (x) be the characteristic polynomial ofλ, viewed as an n × n matrix over E.
, and we may identify
, which is an unramified extension of E, hence tamely ramified over F . The conjugate transpose defines an involution on Eλ, whose fixed field is a quadratic subfield Fλ ⊂ Eλ. The condition of being unitary corresponds to having norm 1 under Nm Eλ Fλ . Therefore we see that
Finally, we show that S corresponds to x in the building of G over F . Let E ′ λ be the splitting field ofp λ , so E ′ λ ⊃ Eλ. Viewingλ as a matrix, we can diagonalize it over E ′ λ , since it is regular semisimple. Moreover, we can pick the conjugating element to be in G(O E ′ λ ) by Hensel's Lemma (becauseλ is a lift of a regular semisimple matrix over the residue field). So S is conjugate to the standard diagonal subgroup of
. Therefore in the building of G over E ′ λ , S corresponds to the point represented by the maximal compact subgroup
the corresponding point in the building of G over F is represented by the maximal compact subgroup
For later use, we record some more precise information about the torus S that comes out of the proof of Lemma 5.1. We factor the characteristic polynomial as
We fix notation for the character group. Let
where the maps are the "diagonal" embeddings, being dual to the norm. We may pick a basis for the cocharacter group such that
If σ i ∈ Gal(E i F ) denotes a lift of Frobenius and τ i ∈ Gal(E i F ) denotes the involution with fixed field F i , we can choose the basis such that the Galois action given by σ i λ
r , and the roots of S are α
where if i = j then r ≠ s. Therefore, the character group X * (S) can be described as
5.3. The toral invariant. Let G be a reductive group defined over a local field F , and S ⊂ G a torus defined over F . Let R(S, G) be the set of roots of G with respect to S. We attach a toral invariant to the pair (S, G) following [Kal15] §4. The toral invariant is a function f ∶ R(S, G) → {±1}, and enters into the local Langlands correspondence via an attached character ǫ f ∶ S(F ) → C × that we will define.
5.3.1. Definition of the toral invariant. We first recall the definition of the toral invariant from [Kal15] , §4. The set of roots R(S, G) carries an action of Γ ∶= Gal(F F ).
Definition 5.2. An orbit of the Γ-action on R(S, G) is symmetric if it is preserved by multiplication by −1. Otherwise the orbit is called asymmetric. If I ⊂ Γ denotes the inertia group, then every Γ-orbit decomposes into a disjoint union of I-orbits, which have the property that they are either all preserved by multiplication by −1 or none are, in which case we call them inertially symmetric or inertially asymmetric respectively.
A root α ∈ R(S, G) is called (inertially) symmetric or asymmetric if its orbit is. We define
We may now define the toral invariant, following [Kal15] §4.1. Let S ⊂ G be a maximal torus and R(S, G) the roots of G with respect to S. The toral invariant is a function
We have a corresponding one-dimensional root subspace g α ⊂ g defined over
be the coroot corresponding to α, and choose X α ∈ g α (F α ). Let τ α ∈ Γ ±α ∖ Γ α . Then τ α X α is a non-zero element of g −α (F α ), and we set
It is easily checked that f (X α ) lies in F × ±α , and is well-defined up to norms from F α , so if we set κ α ∶ F × ±α → {±1} to be the quadratic character associated to F α F ±α (which kills norms from F α ) then
is independent of the choice of X α .
Remark 5.3. To flesh this out, we note that if α is symmetric and inertially symmetric, i.e. F α F ±α is totally ramified quadratic (which applies for all roots in our situation), then κ α can be identified with the Legendre symbol on
It is determined by the formula (5.3.3) below, so we will omit the definition from first principles.
5.3.2.
Computing the toral invariant. We begin by recalling a useful result ( [Kal15] , Lemma 4.12) for computing the toral invariant. To state it, we introduce some notation. We say that the root values of γ ∈ S(F ) are topologically semi-simple (resp. unipotent ) if for all α ∈ R(S, G) the element α(γ) ∈ F × α is topologically semi-simple (resp. unipotent) (see [AS08] for the terminology).
Lemma 5.4. If the action of I on X * (S) is tame and generated by a regular elliptic element, then for every γ ∈ S(F ) whose root values are topologically semi-simple we have
For every γ whose root values are topologically unipotent, we have ǫ f (γ) = 1.
The assumption is satisfied for all epipelagic parameters. This implies that ǫ f factors through S S 1 2 ≅ C λ , and is given by
(Note that in our case, every root is inertially symmetric, hence a fortiori symmetric.) We have
be the "indicator" of the ith component. The roots which are non-trivial on c i are the ±α
r,s where j ≠ i. The splitting field of α
To compute the toral invariant we introduce some new notation. The factorization p λ (x) = ∏ p i (x) induces a splitting of our Hermitian space (V, ⟨⋅, ⋅⟩) into eigenspaces forλ, regarded as a unitary operator on (V, ⟨⋅, ⋅⟩), which we write as
Now comes a simple but important point. Sinceλ is unitary, the form ⟨⋅, ⋅⟩ i has the property that ⟨ex, y⟩ = ⟨x, ey⟩ for any e ∈ E i , where e ↦ e is the conjugation in Gal(E i F i ). By the non-degeneracy of the trace pairing, any hermitian form with this property can be written as ⟨x, y⟩ i = Tr Ei E (η i xy) (5.3.5)
for some η i ∈ F × i (the hermitian property forces η i to be fixed by Gal(E i F i )). Since λ was regular semisimple over k F , there exists an O E -lattice Λ for V and a compatible splitting Λ = ⊕ m i=1 Λ i . Thus we have a similar story over the residue field k F , which will be useful for the computation. We abuse notation by also using η i to denote the image of η i under the isomorphism
Choose a basis {v r,s ∈ g(E d ) which can be identified with the matrix sending
We
r and sends the other basis vectors to 0. Thus
Hence, by the definition of the toral invariant (5.3.2) we have
Since all the roots are inertially symmetric, this is the same as the Legendre symbol (using Remark 5.3)
is the degree of the residue field of F α F , the symbol 
Using these calculations and (5.3.3) we may finally describe the character ǫ f ∶ S(F ) → C × .
Corollary 5.5. Let c i be as in (5.3.4). Then we have
Proof. According to (5.3.3) we have
where the product runs over Galois orbits of roots α
It is easy to see that this occurs if and only if exactly one of i ′ , j ′ equals i. The Galois orbit of α
Galois orbits. Therefore by the computation (5.3.6) this product equals
.
(5.3.7)
To simplify this expression, we use the identity
In order to elucidate the dependence of the toral invariant on the stable orbit, we now manipulate Corollary 5.5 into another form.
The Hermitian form on Λ descends to a symmetric bilinear form on V ∶= Λ ̟ E Λ, and we have a compatible splitting V ≅ ⊕ i V i . Let D i be the the discriminant of V i , as defined in Appendix A. Then by Lemma A.2 we have
Let D be the discriminant of V ; notice that this is independent of λ.
we can rewrite Corollary 5.5 as follows. 
Remark 5.7. Since the d i and D are independent of the particular rational orbit within the stable orbit of λ, the only term in the expression that depends on the rational orbit of λ is ηi q d i n , which disappears when n is even.
5.4. Explication of local Langlands for tori. Following §4, we now have the "right" pair (S, χ) to input into the local Langlands correspondence for tori, obtaining a Langlands parameter W F → L S. at which point we will need to pick the correct admissible embedding L j∶ L S ↪ L G. In order to do so, we will have explicate the data that comes out of the local Langlands correspondence.
First let us flesh out the character χ. It is a product χ S,
f where ǫ f is the character coming from the toral invariant, which we just computed in Corollary 5.6. Note that both ψ and ǫ f factor through S S 1 2 ≅ C λ . On the other hand, χ λ is the character of S 1 2 obtained as the composition
Recall the description (5.2.1),
We make some preliminary observations concerning the local Langlands correspondence for groups of the form U 1 (E i F i ). There is a surjection
Henceĥ induces an injection of dual groupsÛ
The observation is that the dotted arrow is the Local Langlands Correspondence for U 1 (E i F i ). In fact this is an instance a general functoriality property for the LLC for tori, as is clear from the explicit construction of this correspondence in [Lan97] . We will use this diagram to explicate certain information which will be necessary for computing the admissible embedding. From (S, χ) we obtain homomorphisms ϕ i ∶ W Ei → C × , and we will need to know what these maps do to wild inertia and certain lifts of Frobenius. According to our convention (3.1.3), the character χ λ is trivial on S 1 , and can be described on
where we use ̟ E to normalize the logarithm log∶ S(
The map
, where the identification is via 1 + ̟ E x ↦ x. Use the uniformizer ̟ E to identify P Ei P (2) Ei ≅ k × Ei . Since ǫ f and ψ both factor through S S 1 2 , the map ϕ i restricted to wild inertia is given by
(5.4.3)
The admissible embedding. The final step is to describe the correct admissible embeddings
In [LS87] §2.6 it is described how to attach to χ-data aĜ-conjugacy class of embeddings as above, which shall be reviewed shortly. Thus our problem can be rephrased as one of determining the correct χ-data, which is explained in [Kal15] §5.2. One of the interesting and novel aspects of the Langlands correspondence for epipelagic representations is that the χ-data depends subtly on the parameter, whereas in earlier work [Kal13] it had been independent of the admissible embedding.
5.5.1. Background and notation. For the sake of exposition, we explain some background on χ-data and admissible embeddings. This will also give us a chance to fix some notation which we shall need anyway. All this material can be found in [LS87] §2, but it may be easier on the reader to have the relevant facts collected here, presented in a manner streamlined for our current needs.
(1) 
Since the image of 1 ⋊ W F must normalize ξ(Ŝ) =T , we have for any
where ξ 0 (w) ∈ N (T ,Ĝ), and conjugation by ξ(w) acts onT in the same way as the restriction of the Galois action via W F → Γ F . The latter condition specifies the image of ξ 0 (w) in the Weyl group ofĜ with respect toT , which we denote Ω(T ,Ĝ). Let us denote this image of ξ 0 (w) in Ω(T ,Ĝ) by ω(w). For a simple root α ∈ R(S, G), let n(α) = exp(X α ) exp(−X −α ) exp(X α ) denote the associated reflection in G, or equivalently the image of 0 1 −1 0 under the map SL 2 →Ĝ associated with regarding α as a coroot of G. For s α the simple reflection in Ω(T ,Ĝ) we denote n(s α ) = n(α), and more generally for any ω ∈ Ω(T ,Ĝ), we choose a reduced expression ω = ω α1 ω α2 . . . ω αr for ω as a product of simple reflections, and set
(This is independent of the reduced expression, according to [LS87] p. 228.) This provides a set-theoretic section Ω(T ,Ĝ) → N (T ,Ĝ), and can be viewed as a candidate admissible embedding L S ↪ L G, sending w ↦ n(ω(w)) ⋊ w. The problem is that this is not (necessarily) a homomorphism. To make it into a homomorphism, we need to modify the elements n(ω(w)) by elements ofT . This amounts to splitting a certain cocycle, and the χ-data provide such a splitting.
For
where t(θ 1 , θ 2 ) ∈T because the actions of n(θ 1 )n(θ 2 ) and n(θ 1 θ 2 ) onT are equal. Then t(θ 1 , θ 2 ) defines a 2-cocycle on Ω(T ,Ĝ) valued inT . The point is that its inflation to W F is split. A χ-data furnishes a choice of splitting r(w), so that ξ(w) = r(w)n(ω(w)) × w defines an admissible homomorphism ξ∶ L T → L G. In order to explain this, we unfortunately have to introduce yet more terminology. Recall that a gauge is a function p∶ R(S, G) → {±1} such that p(−λ) = −p(λ). A choice of positive system of roots induces a gauge, namely the one assigning +1 to the positive roots, but not all gauges arise from such a choice. We can think of a gauge as a generalization of a choice of positive system. We now summarize some material from [LS87] which is useful for having a general picture of what is going on, but whose rather technical details play no role here. In [LS87] Lemma 2.1 a formulate for t(θ 1 , θ 2 ) is obtained, and serves as motivation to define a more general 2-cocycle t p (θ 1 , θ 2 ) depending on a gauge p, which when p is specialized to the gauge associated to the positive root system associated to the based root datum ofĜ, recovers t(θ 1 , θ 2 ). In [LS87] Lemma 2.1.C it is shown that the cohomology class of the 2-cocycle t p (θ 1 , θ 2 ) is independent of the choice of gauge p, the point being that one can use a more convenient gauge to calculate a splitting.
Next we describe a particular splitting r p for t p (θ 1 , θ 2 ), for a convenient choice of gauge p ([LS87], §2.5). The first step is to make certain choices for coset representatives. Given a χ-datum {χ α ∶ F × α → C × ∶ α ∈ R(S, G)}, we use local class field theory to view the characters χ α as characters on W α ∶= W Fα . Let ǫ ∈ Aut(R(S, G)) be the automorphism acting by −1 on the roots. We initially consider the case where Σ ∶= ⟨Γ, ǫ⟩ acts transitively on the roots. Fix α ∈ R(S, G) and choose representatives σ 1 , . . . , σ n for Γ ±α Γ. The roots are then of the form ±σ i α for some i (i.e. appears with a positive sign). Choose w i ∈ W F mapping to σ i ∈ Γ. Then define u i (w) ∈ W ±α by w i w = u i (w)w j .
(5.5.1)
where i ′ = 0 or 1 as appropriate. We will write down a function r p (w) whose coboundary is t p . Still in the case where Σ acts transitively, we define
In the general case where Σ need not act transitively, we define a factor r To summarize, the corresponding admissible embedding is ξ∶ L S ↪ L G sending w ↦ r p (w)n(ω(w)) ⋊ w, where r p is as above.
5.5.2.
The χ-data of epipelagic parameters. We now describe Kaletha's prescription for extracting the χ-data associated to an epipelagic parameter ϕ∶ W F → L G ([Kal15] §5.2). Given ϕ, we need to prescribe the characters χ α ∶ F × α → C × satisfying the conditions in Definition 5.8, the most important of which is that χ α be trivial on N Fα F±α (F × α ). Obviously χ α can only be non-trivial if α is symmetric, i.e. F α ≠ F ±α , so we restrict our attention to symmetric α.
If α is symmetric but inertially asymmetric, then there exists a unique unramified character satisfying the desired conditions of χ-datum, which is what one takes for χ α . However, in our case of interest all roots are inertially symmetric, so this will never apply.
If α is inertially symmetric, then there are exactly two tamely ramified characters that satisfy the conditions of Definition 5.8, and we need to use the information encoded in ϕ to specify the right one ([Kal15], p.40-41). It is enough to specify the character on a uniformizer ̟ ∈ F × α , since the collection of all uniformizers generate the multiplicative group. Restricting ϕ to the wild inertia subgroup P F , and composing with the root α ofT , we have a homomorphism
Viewing P F ≅ P Fα ⊂ W Fα , this composite extends to W Fα , hence induces by local class field theory a character of the 1-unit group ξ α ∶ U 1 Fα → C × . By assumption this homomorphism is trivial on U 2 Fα . Using the choice of uniformizer ω we obtain a character
(5.5.5) where λ is the Langlands λ-function of ( [Lan] , Theorem 2.1). In the case at hand, namely that of a tamely ramified quadratic extension, there is a concrete description of λ as a normalized Gauss sum: if q ∶= #k F±α , then ([BH05] Lemma 1.5)
Note that this a (fourth) root of unity.
5.5.3. Computation of the admissible embedding. We now undertake the task of "computing" the admissible
We begin with some general observations. Each "anti-coboundary" of t p is tautologically a 1-cochain with coboundary r p , so theĜ-conjugacy classes of such splittings is a torsor for H 
, it suffices to specify a system of classes in
By the Local Langlands Correspondence for tori, the datum of a cohomology
is equivalent to that of a character
In fact, since by construction ([Kal15] §5.2) the L-embedding is made with tamely ramified χ-data, each such character factors through the prime-to-p quotient of U 1 (E i F i ), which is just {±1}. 
with the Galois action factoring (non-trivially) through Gal(E
given by x ↦ xx −1 (as we discussed in §5.4). It suffices to compute the value of the inflated character on ̟ E , since
We now undertake one last simplification. Let σ E = Art E (̟ E ), so σ E is a lift of the (geometric) Frobenius on k E . Recall the Verlagerung functoriality of local class field theory:
Using these representatives, it is trivial to calculate that
The upshot is that, if we view the inflation of φ i to E Now we finally make the embedding explicit. We need to compute the χ-datum {χ α ∶ α ∈ R(S, G)} and then the admissible embedding r p (σ di E ). The first task is to calculate each factor r p from (5.5.3). For this we have to organize the roots into Galois orbits. Recall that the roots were denoted α (i,j) r,s . We divide into cases according to whether or not i = j. 
Since the conjugation of E F acts the roots as negation, we have F ±α
r,s denote the orbit of α (i,j) r,s . We must now choose coset representatives. We choose representatives w 1 , . . . , w [di,dj] for W ±α 
Since each u i (σ a E ) already lies in W α , we have v 0 (u i (w)) = u i (w). So for this w we have, according to (5.5.3)
Note that r is valued in Z d i Z and s is valued in Z d j Z. So as t runs from 1 to d i , r + t takes on every value in Z d i Z exactly once. Write π i ∶Ŝ →Ŝ i ∶=Û 1 (E i F i ) for the projection onto the ith component. Recalling that α
s , the projection of this cocycle toŜ i via π i is
(5.5.8)
r ∈ X * (S i ), since this is the cocharacter corresponding to the "diagonal" embedding
Then we rewrite (5.5.8) as
Now it only remains to compute χ α
). For ease of notation, we abbreviate α ∶= α
r,s for the rest of this computation. We also set
). This will take some painful work to unravel. By the same Verlagerung computation as before, σ
corresponds to ̟ E under the local Artin map for E [di,dj] . To compute ξ α,̟ E , we refer back to the diagram from §5.4.
The character of S(F ) gives, tracing through the diagram, an element of
→T ⊂ GL n in the eventual Langlands correspondence, and according to (5.5.4) we need to understand the composition
is given by restriction to W Ei , and then evaluation of f ∈ Ind
. .} on the identity. In these terms, the restriction of α to Ind
In other words, we have a commutative diagram
Res α

Res
This shows that the character in H
) that we determined in (5.4.2), pre-composed with conjugation by σ −r E . By the description in (5.4.2), we conclude that this restriction is
We still have not determined ξ α,̟ E . It is the character on k Fα
Note that under the identification above, the norm map
Furthermore, since we have identified the restriction of the character to P Ei and E i ⊂ F α , we use this to see that ξ α,̟ E is given by
Sadly we are not done yet: we still need to compute χ α (̟ E ) = λ Fα F±α (ξ α,̟ E ) −1 . By (5.5.6) we have
where for z ∈ C × we write arg(z) = z z ∈ S 1 . We simplify this terrifying expression slightly using the Hasse-Davenport relation:
Lemma 5.10 (Hasse-Davenport, [IR90] p.158-162). Let d ≥ 1 and χ be an additive character of F q . Then
Applying this to (5.5.10), we finally obtain
(5.5.11)
Recall that there are
To summarize: the contribution from the roots of Case 1, namely those α
We have finally finished Case 1. The exhausted reader may take comfort in the fact that the second case is significantly simpler.
Case 2. We consider roots of the form α
where the subscripts are always considered modulo d i .
The orbit of α 
As t runs from 1 to d i , both r − t and s − t assume every value mod Z d i Z exactly once, so that the last sum cancels out to 0. Therefore, this case contributes trivially to r p .
We now proceed in the usual manner to compute r p . We begin by picking cosets {w i ∶= σ
where the third equality uses the fact that χ α (σ di E ) = ±1 is equal to its inverse. It remains to compute χ α (σ di E ). Using norm functoriality for local class field theory,
is the value of the character χ α from the χ-datum on an element of F × α whose norm down to F coincides with
E is a uniformizer of F di 2 , which is the norm of a uniformizer (namely ̟ E ) from the ramified quadratic extension E di 2 F di 2 , so it cannot be a norm from E ′ di 2 to F di 2 . Since χ α always extends the quadratic character on F × ±α corresponding by local field theory to F α F ±α , this shows that χ α (σ di E ) = −1. In summary, the contribution of the roots from Case 2 to r p (σ Finally, putting together the computations from the two cases (cf. (5.5.11)) we find that
which we can simplify slightly to
5.6. Assembly of Langlands parameters. In this section we collect the raw material from the computations to describe the Langlands parameter attached to ρ λ,ψ . In principle this should allow us to describe the L-packets as well. Roughly speaking, what we would like is to view all the ingredients -the toral invariant, the L-embedding, and the character ψ that was used to construct the epipelagic representation -inside a common group, in fact the group C ∨ λ which is Pontrjagin dual to C λ , and to cut out the L-packets as conditions on their position within C ∨ λ . First let's recall the broad picture. An irreducible epipelagic representation is attached to a stable functional λ and a character ψ of C λ ∶= ∏ i µ 2 . Under the local Langlands correspondence, we attach to (λ, ψ) a character of S, hence a Langlands parameter ϕ χ ∶ W F → L S. The parameter is determined on wild inertia by (5.4.2). Note that the expression in (5.4.2) only depends on the stable orbit of λ, and not on ψ.
The character of S has the form χ = χ λ ⋅ ψ ⋅ ǫ λ , where ǫ λ and ψ factor through S S 1 2 ≅ C λ . Thus
Lemma 5.11. The group is C ∨ λ is isomorphic to the subgroup of tamely ramified classes in H 1 (W F ,Ŝ).
Proof. This follows from class field theory forŜ, and was already proved in the beginning of the discussion of §5.5.3.
Using the lemma and the embedding
we can view characters on S S 1 2 , inflated characters of S, as cohomology classes in
Moreover, the condition of triviality on S 1 2 forces its image cohomology class to be unramified. Indeed, a character of S S 1 2 is a character of ∏ i U 1 (E i F i ) that vanishes on elements which are 1 mod ̟ E in each component, hence pull back to unramified characters of E × i via the map E
. Similarly, the L-embedding was determined by a tamely ramified class in H 1 (W F ,Ŝ), under which group the admissible splittings w ↦ r λ (w) formed a torsor, and this tamely ramified class again restricts to an unramified class in
. The Langlands parameter attached to ρ λ,ψ is then explicitly given by
We want to know when ρ λ,ψ and ρ λ ′ ,ψ ′ have the same Langlands parameter. Although local Langlands parameters are considered modulo conjugacy, by demanding that wild inertial map in a fixed way into a fixed maximal torusT ⊂Ĝ, with image having centralizerT by definition 4.1, we have rigidified the parameters up toT -conjugacy. Therefore, ρ λ,ψ and ρ λ ′ ,ψ ′ have equivalent Langlands parameters if and only if
To digest this condition, we will translate all of the data above back to C 
We can view the difference between two admissible embeddings, given by w ↦ r λ (w)r λ ′ (w) −1 , as defining a tamely ramified cohomology class 
We now substitute the expressions for the toral invariant and admissible embedding that we have computed. By Corollary 5.6, we have
Note that this is trivial if n is even, and is
by sending c i (5.3.4) to the ratio of the expressions (5.5.13) for the two admissible embeddings:
Plugging these equations into (5.6.1), we obtain something which is "concrete" enough but quite a mess, since both [ǫ λ ] and [r λ ] were described by extremely complicated formulas. We next proceed, in §5.7, to give a somewhat cleaner characterization by relating [ǫ λ ] + [r λ ] to the position of the orbit of λ within its stable orbit. 5.7. Parametrization of orbits and L-packets. As discussed in §3.1, the action of G x on V x is SO n (k) acting on Sym 2 (Std). The stable orbit of λ ∈ V x is defined to be the intersection of V x (k) with the orbit of λ under SO n (k) in V x ⊗ k. Since D λ ∶= ∏ i Res ki k µ 2 is the stabilizer of λ, the k-rational orbits of λ within the stable orbit are a torsor for ker H
We will explain a way to choose a basepoint for this torsor, which comes from a "Kostant-Weierstrass section". Using this, we can identify the position of the rational orbit of λ in its stable orbit with an element of H 1 (k, D λ ). There is a perfect pairing
inducing (by Tate duality for finite fields)
Thus, the choice of a basepoint allows us to parametrize the rational orbit of λ within its stable orbit by an element of C ∨ λ .
Clearly, a basepoint for each stable orbit can be described by giving a section of
According to [RLYG12] Theorem 28 such a section always exists for the representations under consideration, since they arise from the Vinberg-Levy theory of graded Lie algebras by [RY14] Theorem 4.1
1
. We will pick a particular such section, and call it a Kostant-Weierstrass section.
2 Consider the algebraic group GL n over k, and suppose we have an involution of GL n with fixed subgroup O n . This induces a decomposition gl n = o n ⊕ gl(1) where gl(1) is the space of self-adjoint matrices. (In our case, gl(1) ≅ V x . The notation here follows that of the Vinberg-Levy theory in [RY14] .) The quotient gl(1) SO n is regular, and in fact is the affine space parametrizing characteristic polynomials. In this case we can write down an explicit section gl(1) SO n → gl(1), in the form of a subspace c ⊂ gl(1) which projects isomorphically down to gl(1) SO n :
. . a n−2 a n−1 a n 1 a n−1 1 a n−2
Here all the inner entries are 0, to make the construction work well in all characteristics > 2.
Proposition 5.13. Consider an n-dimensional quadratic space V over k of characteristic > 2, with the bilinear form ⟨(x 1 , . . . , x n ), (y 1 , . . . , y n )⟩ = x 1 y n + x 2 y n−1 + . . . + x n y 1 .
Let λ be a self-adjoint operator on V , with characteristic polynomial p(T ). Suppose p(T ) = ∏ i p i (T ) with p i irreducible, and let
We may write ⟨x, y⟩ = ∑ Tr ki k (η i xy), for some η i ∈ k i . Let δ i be a root of p i (T ). Then the function
viewed as an element of C ∨ λ is exactly the position of λ relative to the Konstant section (5.7.1). Proof. By picking a vector v ∈ V which is cyclic, i.e. such that {T i v} spans V , we may identify V ≅ k[x] p(x). Then any element of V can be represented (uniquely) by a polynomial
1 Paul Levy has informed us that in our setting the main idea for the existence of a section is already contained in early work of Kostant and Rallis [KR71] , and that the relevant case of [RLYG12] Theorem 28 is really due to Panyushev. We thank Paul heartily for teaching us the finer points of the history of these ideas 2 In [RLYG12] any such section is simply called a Kostant section, but this may cause confusion with the special sections with this name in classical invariant theory.
By Lemma A.4, the pairing ⟨⋅, ⋅⟩ on V can be written as ⟨u, v⟩ = ω n−1 (αuv)
for a unique α ∈ k[x] p(x), where ω n−1 (u) is the coefficient of x n−1 in the unique expression for u as a polynomial of degree at most n − 1.
The restriction ⟨⋅, ⋅⟩ Vi is then given by ⟨u, v⟩ Vi = ⟨uh i , vh i ⟩ = ω n−1 (αuvh 2 i ). We aim to rewrite this in terms of the pairing of Lemma A.4 for 
We will use this equation to re-express the right hand side expression above with the right hand side of (5.7.2). By Lemma A.1 and the identity ∏
On the other hand, from the definition of h i we compute directly that
Substituting (5.7.3), (5.7.4), and (5.7.5) into the right hand side of (5.7.2), it simplifies to c i ↦ α q d i . We want to show that this cocycle represents the cohomology class measuring the relative position of λ with respect to the Kostant section. For this it suffices to show that each member of the Konstant section has α = 1. To prove this, let λ be a member of the Kostant section, written in terms of a basis e 1 , . . . , e n as λ = ⎛ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ a 1 . . . a n−2 a n−1 a n 1 a n−1 1 a n−2
Then it is easy to check that e 1 is a cyclic vector for λ acting on V , so that we have an identification
We easily compute that x i = e i + (lower index terms), so that ⟨1,
so that ω n−1 (αx i ) = δ i,n−1 . This identities are satisfied by α = 1, so by non-degeneracy α = 1 is the unique solution.
Let λ KW be the Kostant-Weierstrass section of λ corresponding to (5.7.1). As explained at the beginning of this subsection, we may view
We now restrict our attention to n odd. Combining Proposition 5.13 with (5.6.2) and (5.6.3), we see that in the notation of (5.6.1) we have
(We have used here that the extra signs (−1)
q from Proposition 5.13 cancel out when taking the ratio of the cocycles corresponding to two stably conjugate functionals.) Feeding this into (5.6.1), we conclude:
Theorem 5.14. Consider U n with n odd. The epipelagic representation ρ λ,ψ and ρ λ ′ ,ψ ′ lie in the same L-packet if and only
For special unitary epipelagic representations, the epipelagic representations coming from the point x are just restrictions from U n , according to Lemma 3.12. Let us point out how the discussion changes for SU n .
• The centralizer C λ ∩ SU n is cut out in C λ by the equation det = 1. Therefore it is a subgroup of index 2 unless all d i are even (which of course cannot happen if ∑ d i = n is odd), and in the latter case it is all of C λ .
• The representations ρ λ,ψ and ρ λ ′ ,ψ ′ of U n collapse if and only if λ is rationally conjugate to λ ′ , and ψ C λ ∩SUn = ψ ′ C λ ∩SUn (by Lemma 3.6).
• The Langlands parameter for ρ λ,ψ SU n is then just the quotient of the Langlands parameter for ρ λ,ψ by the center of L U n . This exactly collapses two Langlands parameters which differ by the diagonal matrix diag(−1, . . . , −1). Let z ∈ C ∨ λ be the character defined by z(c i ) = −1 for all i, which corresponds to the aforementioned diagonal matrix.
Corollary 5.15. Consider SU n with n odd. The epipelagic representation ρ λ,ψ SU n and ρ λ,ψ SU n lie in the same L-packet if and only if
Appendix A. Some results on discriminants
Here we collect some facts about the Legendre symbols of discriminants over finite fields. These results may be "well known" (Lemma A.2 especially), but we did not find a reference, and have opted to provide the proofs ourselves.
We recall the setup. Let k be a finite field of size q and k d its unique extension of degree d for each d ≥ 1. If (V, ⟨, ⟩) is a quadratic space over k, we define its discriminant relative to a k-basis {v 1 , . . . , v n } of V to be det (⟨v i , v j ⟩). Choosing a different basis changes the discriminant by a square in k. Therefore, if we denote by ⋅ q the Legendre symbol on k, then disc(V,⟨,⟩) q is well-defined (i.e. independent of a choice of basis). Now consider k d as an k-vector space. Any non-degenerate symmetric bilinear form on k d for which multiplication by λ ∈ k d is self-adjoint can be realized as ⟨x, y⟩ α = Tr k d k (αxy) for some α ∈ k × by the non-degeneracy of the trace pairing.
Lemma A.1. We have Proof. We start by showing how the formula for D α for general α follows from that of D 1 . Notice that on the right hand side of the formula we aim to prove, the only dependence on α is on the third factor, which is clearly 1 when α = 1. Suppose then that we proved that Proof. We have B(x, y) = Tr k d k (βxy) for some β, and then the result follows from Lemma A.2.
We next study the discriminant of a pairing with a different form. Fix a primitive element x ∈ k d so that
. Then every element a ∈ k d admits a unique representation
We define the k-linear functional ω ∶ k d → k by ω(a) = a d−1 . We set (a, b) α = ω(αab) ∀α ∈ k * d . For every α, this is a symmetric bilinear pairing k d × k d → k for which multiplication by any λ ∈ k d is self-adjoint. 
