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 i 
ABSTRACT 
Flash memories are critical for embedded devices to operate properly but are 
susceptible to radiation effects, which make flash memory a key factor to improve the 
reliability of circuitry. This thesis describes the simulation techniques used to analyze 
and predict total ionizing dose (TID) effects on 90-nm technology Silicon Storage 
Technology (SST) SuperFlash Generation 3 devices. Silvaco Atlas is used for both 
device level design and simulation purposes.  
The simulations consist of no radiation and radiation modeling. The no radiation 
modeling details the cell structure development and characterizes basic operations (read, 
erase and program) of a flash memory cell. The program time is observed to be 
approximately 10 μs while the erase time is approximately 0.1 ms.  
The radiation modeling uses the fixed oxide charge method to analyze the TID effects 
on the same flash memory cell. After irradiation, a threshold voltage shift of the flash 
memory cell is observed. The threshold voltages of a programmed cell and an erased 
cell are reduced at an average rate of -0.025 V/krad. 
The use of simulation techniques allows designers to better understand the TID 
response of a SST flash memory cell and to predict cell level TID effects without 
performing the costly in-situ irradiation experiments. The simulation and experimental 
results agree qualitatively. In particular, simulation results reveal that ‘0’ to ‘1’ errors 
but not ‘1’ to ‘0’ retention errors occur; likewise, ‘0’ to ‘1’ errors dominate 
experimental testing, which also includes circuitry effects that can cause ‘1’ to ‘0’ 
failures. Both simulation and experimental results reveal flash memory cell TID 
resilience to about 200 krad.   
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CHAPTER I. INTRODUCTION 
The semiconductor market has continuously grown during the past decade. Among 
all the semiconductor components, memories are playing a leading role. There are two 
broad categories of memories, volatile memories and nonvolatile memories.  
Volatile memories such as Static Random Access Memories (SRAM) and Dynamic 
Random Access Memories (DRAM) have very fast access (program and read) time (in 
the nanosecond range), but data cannot be retained once the power supply is turned off. 
Whereas nonvolatile memory like EPROM, EEPROM and Flash have slower access 
time (in the millisecond range) but they can preserve data even without being powered. 
The nonvolatile characteristic of flash memories come with the price of performance, 
but nonvolatility is crucial since it makes various applications possible. Common 
electronic products such as cellular phones and tablets rely on the nonvolatile memories 
(NVM) to serve the various demands of consumers.  
A classification of nonvolatile memories is shown in Table 1. Flash memories belong 
to the EEPROM family. Among the listed variants of nonvolatile memories, ROM has 
the lowest flexibility for modifying the stored contents (contents are defined during the 
manufacturing process), whereas EEPROM has the highest flexibility for modifying 
the stored contents (contents can be modified electrically). EEPROM use two-transistor 
per cell [1, p. 28] whereas traditional stack gate flash use one-transistor per cell [2]. 
Considering both the flexibility of modifying stored content and performance, flash 
memories have well balanced characteristics in the nonvolatile memory family.  
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Table 1. Classification of Nonvolatile Memory [2, p. 2] 
Acronym Definition Description 
ROM Read-only memory  Memory contents defined during 
manufacture and not modifiable 
EPROM Erasable 
programmable ROM 
Memory is erased by exposure to 
ultraviolet light and programmed 
electrically 
EEPROM Electrically erasable 
programmable ROM 
Memory can be both erased and 
programmed electrically 
 
Flash memories use charge that is stored on the floating gate to realize data storage. 
To program the memory, charge has to be injected into the floating gate. Various charge 
transfer mechanisms have been considered, among all of these mechanisms, 
hot-electron injection (HEI), source-side injection (SSI), Fowler-Nordheim (F-N) 
tunneling through thin oxide (< 12 nm) [3], [4] and enhanced F-N tunneling through 
polyoxides [5], [6] are feasible. Traditional stack gate flash memories use HEI to 
program and F-N tunneling to erase. The drawback of HEI is the high power 
consumption and low efficiency since high voltage (around 20 V) must be applied to 
generate the HEI mechanism. SST SuperFlash memories (SF) use a 1.5-transistor per 
memory cell. SF uses source-side-injection (SSI) to program and enhanced F-N 
tunneling through polyoxides to erase. Lower power consumption and much higher 
program efficiency have been reported in previous study [7] for stack gate flash 
memory using SSI. Additional details about flash memories will be presented in 
Chapter 2.  
Nuclear power is widely used nowadays for its high capacity factor, low fuel cost, 
and low greenhouse gas emission. The trade-off for all these advantages is obvious: the 
cost of nuclear accident is extremely high. The accident at Fukushima encountered a 
lack of proper sensing capability in the post-accident condition. Radiation effects on 
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modern electronics can stop the robots from working properly in such a harsh 
environment. Radiation hardening by design (RHBD) electronics is a technique that 
can extended the life of electronics in a radiation environment with acceptable cost 
compared to traditional shielding and process optimization techniques. Commercial 
off-the-shelf (COTS) devices can be employed due to their flexibility and low cost. 
Previous studies have shown that the unbiased circuit has relatively less degradation 
compared to its biased counterpart, so setting the robot in standby mode by turning off 
most of the vital components could be helpful to accomplish this. Also software 
optimization might be employed to further reduce the degradation under radiation 
environment.  
Studies of the radiation sensitivity of electronic components in robots have shown a 
wide range of hardness, while previous research has shown that nonvolatile memories 
hardness ranged from 3 to 10 krad [8], [9], as did microcontrollers that presumably 
contain such memories. We believe that nonvolatile memories may be one of the weak 
links in the electronic components in hardened robotic circuits. 
Embedded flash (eFlash) nonvolatile memories are physically integrated to host logic 
such as microcontroller and digital signal processor. In order to meet the high-
performance requirement of the host logic and the high voltage requirement for the 
support circuit, the process becomes more complex. But both the embedded flash 
memories and the stand-alone flash memories share large similarities in architecture 
and manufacturing process. So the results obtained in this work can be extended to 
embedded flash memories. The work here focuses on the degradation of the stored data 
after irradiation disregarding the effect of the support circuitry.  
This thesis is organized as follows. Chapter 2 introduces general radiation effects on 
electronics and flash memories basics. Chapter 3 presents the non-radiation modeling 
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of the SST SuperFlash memory cell. Chapter 4 models and simulates the TID effect on 
SuperFlash memory. In Chapter 5, conclusions and directions for future work are 
provided.  
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CHAPTER II. BACKGROUND 
To better understand the rest of this thesis, this chapter provides related knowledge 
such as radiation effects on electronics and flash memories basics.  
2.1 General Radiation Effects on Electronics 
The three primary effects of radiation on electronics are total ionizing dose (TID) 
effects, single event effects (SEE) and displacement damage effects [10]. Neutrons have 
limited effect on our robotic circuitry, so the focus of this study is on TID. These three 
radiation effects are described below but in brief: 
(1) Total dose effects result from the interaction of ionizing radiation with the 
material. The effects depend on the total energy absorbed during the irradiation process.  
(2) Single event effects are caused by high-energy particles passing through the 
material. 
(3) Displacement damage effects are those caused by changing the atom position in 
the material structure due to high-energy particles. 
2.1.1 Total Ionizing Dose (TID) Effects  
2.1.1.1 Overview of Ionizing Damage 
Ionization is caused by the interaction of high-energy radiation, such as photons, 
electrons, protons and energetic heavy ions, with the atoms of that material [11]. A rad 
(radiation absorbed dose) is the unit often used to quantify the radiation effect; the 
material of interest should be specified. For electronics, we are more interested in the 
thermal self-grow silicon dioxide due to its large coverage in modern silicon-based 
processes, so the unit is rad(SiO2) or rad(Si). The stopping power or linear energy 
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transfer (LET) is the energy loss of the radiation particle per unit path length. LET is a 
function of the density of the material of interest [11].  
High-energy radiation can ionize atoms, generating electron-hole pairs. The density 
of electron-hole pairs (ehps) produced along the tracks of charged particles is 
proportional to the energy transferred to the target material [12]. The generated carriers 
induce charge buildup, which can lead to device degradation. Electrons have much 
higher mobility than holes, so electrons are swept out of the oxide faster than holes. 
Under the force of an electric field, electrons and positive charges will move in opposite 
directions. The electrons will drift towards the gate, while the holes will drift towards 
the Si/SiO2 interface. Some of the electrons and holes will recombine after the 
generation of ehps. The holes, which are able to escape recombination, will keep 
drifting towards the Si/SiO2 interface and finally become trapped close to the interface 
of Si/SiO2.  
2.1.1.2 Ionization Defects 
As mentioned previously, high-energy radiation particles generate charge deposition 
within the affected device initially. From charge deposition to the creation of ionization 
defects, four steps are reported [ 13 , pp. 3107-3108]: 1) ehps generation, 2) 
recombination of the ephs, 3) transportation of the free carriers after recombination, 4) 
formation of ionization defects.  
1) ehps generation 
The energy deposited by the high-energy radiation particles will “knock off” the 
electrons within the holes hence creating ehps. At the same time, high-energy radiation 
particles are losing their kinetic energy to the material. The longer the distance the high-
energy radiation particles pass through, the more ehps that will be generated.  
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2) Recombination 
Under the effect of coulombic forces, electrons and holes will recombine as long as 
they are not separated too far from each other.  
3) Transportation of the free carriers 
Free carriers which survived the recombination process will have different results. 
The electrons will be swept out of the dielectric, the holes will transport through the 
dielectric.  
4) Formation of ionization defects 
Two types of ionization defects may be formed in this stage, oxide trapped charge 
and interface traps. The transporting holes may be trapped in the oxide or the Si/SiO2 
interface, hence oxide trapped charge [ 14 ] is formed. The interactions between 
transporting holes and hydrogen-containing defect or dopant form the interface traps 
[15], [16].  
 
2.1.2 Single Event Effects (SEE)  
As mentioned before, high-energy particles passing through material can create 
electron-hole pairs by ionization, and the charge collection as result of ionization leads 
to changes to circuit operation or data stored. The main failures caused by SEE are 
listed in Table 2. Because SEE is not the focus of this thesis, discussion will be limited. 
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Table 2. Types of Single Event Effects [17] 
Acronym Definition Description 
SET Single Event Transient 
Current transient induced by 
passage of ionizing particle, 
can propagate to cause output 
error in combinational logic 
SEU Single Event Upset Change of information stored 
MBU Multiple Bit Upset 
Several memory bits upset by 
passage of the same particle 
 
According to the level of damage caused by the single event effect, two categories 
are found: non-destructive and destructive failures. The former describes circuit failures 
that do not result in serious degradation or catastrophic failure to the circuit, while the 
latter describe the failures leading to catastrophic failure of the circuit. In this thesis, 
the focus will be on soft errors. 
2.1.3 Non-Destructive Failures 
Non-destructive failures are those that do not permanently affect the circuit, but soft 
errors may occur. Once a high-energy particle strikes the circuit, the energy deposited 
by the particle can cause a flip of the stored data. As in Table 2, a SEU is when the 
information stored in the node is changed due to the energy deposited by the particle.  
2.1.3.1 SET and SEU 
If a high-energy particle strikes a node in the circuit and has enough charge to deposit, 
a spike of current or voltage will appear. This phenomenon is named single event 
transient (SET). Afterwards, the logical state of the node can change and cause upset in 
the node. For example, in the case of SRAM, if the single event effect causes the output 
node of the memory cell to flip, the memory cell is upset by the single event effect. But 
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since we know that the datum is held by the positive feedback loop, whether the node 
will become upset or not depends on how much energy is deposited by the particle and 
how long the energy can alter the logical state of the data node.  
2.1.3.2 MBU 
Multiple-bit upset (MBU) happens in a much higher radiation energy situation 
compared to single-bit upset. If a particle hits multiple nodes at one time and has 
sufficient energy that it causes the logical state of more than one node to change, then 
it can cause MBU. In addition, if the particle strikes the shared diffusion of two different 
bits of the memory cells, it may as well cause MBU. 
2.1.4 Displacement Damage Effects 
An energetic particle passing through target material will transfer energy to the 
material causing ionization, as mentioned earlier. The same kinetic energy can also 
transfer to atoms and displace the atoms from their normal lattice position. The 
minimum energy transfer required to “knock” an atom out of its normal lattice position 
is referred to as the displacement damage threshold. There are two types of interactions 
that can happen: elastic scattering and inelastic scattering [18]. If elastic scattering 
occurs, the atom bombarded by the particle will move out of its normal position and 
either lose energy to ionization or displace other atoms. In the case of inelastic 
scattering, the particle is captured by the nucleus of the target atom. There are two 
different cases afterwards: (1) The same particle is emitted by the nucleus with a lower 
kinetic energy and the nucleus remains in an excited status. The nucleus will go back 
to normal state by emitting a gamma ray. The amount of energy reduction of the 
incident kinetic particle can be understood as the transfer of the energy in a form of a 
gamma ray. (2) After capturing the impinging particle, the nucleus emits a different 
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particle subsequently. Hence, the remaining atom transmutes, i.e., the property of the 
remaining atom changes [18]. 
2.2 Flash Memories Basics 
2.2.1 Cell Operations 
The key element in flash memories is the floating gate transistor as shown in Figure 
1(a). There are two polysilicon gates in the cell structure: control gate and floating gate. 
The floating gate is completely surrounded by insulator. Since the floating gate is 
electrically isolated from other nodes, it is commonly referred to as a floating gate. The 
circuit symbol for floating gate transistor is shown in Figure 1(b).  
 
                                      (a)                                                             (b) 
Figure 1. Floating Gate Transistor: (a) Cell Structure (b) Circuit Symbol [2]. 
The basic principle of flash memories is to change charge storage on the floating gate. 
By controlling charge storage on the floating gate, two distinct threshold voltages of 
the cell can be found. When there is no negative charge (electrons) in the floating gate, 
the cell is acting the same as normal NMOS. Thus, it exhibits an Id-Vgs characteristic 
shown as curve (a) in Figure 2. This state is considered as the erased state or “1” state. 
Once electrons are injected into the floating gate, the negative charge will stop the 
positive charge of the control gate from turning the transistor on, hence the threshold 
voltage of the flash memory cell is higher than the case when there are no electrons in 
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the floating gate. This latter state is considered as programmed state or “0” state, shown 
as curve (b) in Figure 1. By altering the threshold voltage of the flash cell, “0” and “1” 
can be stored. 
 
Figure 2. Id-Vgs Characteristic to Illustrate Floating Gate Threshold Voltage 
Shift [19]. 
As previously mentioned in Chapter I, there are four types of commonly used charge 
transfer mechanisms: (1) hot-electron injection (HEI), (2) source-side injection (SSI), 
(3) Fowler-Nordheim (F-N) tunneling through thin oxide and (4) enhanced F-N 
tunneling through polyoxides. Two types of flash memories have dominated the market: 
stack-gate flash memories and SST split-gate SuperFlash flash memories. Stack-gate 
flash memories use HEI to program and use F-N tunneling through thin oxide to erase, 
whereas SST SuperFlash memories use SSI to program and use enhanced F-N tunneling 
through polyoxides to erase. The cell structure of a SST split-gate SuperFlash memory 
cell is also slightly different from that of stack-gate flash memory, it can be equivalent 
to two transistors connected in series. Each transistor controls part of the channel. SST 
SuperFlash memories are the focus of this thesis.  
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2.2.2 Flash Memory Architecture 
For better understanding of the rest of this chapter, the architectural level of flash 
memories is introduced here. As in Figure 3, a basic structure of flash memory has three 
main parts: 1) control logic, where signals typically are reset and write enable; 2) cell 
array, which is a two-dimensional array similar to other types of memories, the array 
consists of rows and columns, where rows are connected to wordlines (WL) and 
columns are connected to bitlines (BL). At the intersection of the rows and columns are 
floating gate transistors. Data are stored in floating gate transistors. 3) An analog block 
contains all the circuitry related to analog functions for memory operations (program, 
erase and read). It also consists of the critical components, like charge pump, which 
generates high voltage to allow F-N tunneling.  
 
Figure 3. Flash Memory Circuit Block Diagram [2, p. 66]. 
2.2.3 Flash Memory Array 
The most commonly used flash memory arrays can be divided into two categories: 
NOR-type and NAND-type.  
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NOR-type flash memories [20] have high-speed random access, and hence are mainly 
used for the ROMS in small microcontrollers. NOR flash memories use hot electron 
injection for programming and F-N tunneling for erase. Figure 4(a) shows the 
equivalent schematic for the NOR flash array, and Figure 4(b) shows the operation 
conditions. 
 
                           (a) 
 
                                                                     (b) 
Figure 4. NOR Flash Memory: (a) Equivalent Schematic, (b) Operation Conditions 
[2, p. 2]. 
NAND-type flash memories have much higher density compared to NOR-type flash 
memories, hence they are mostly used for large amounts of data storage, such as 
solid-state drives (SSD). The equivalent schematic of NAND-type flash is shown in 
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Figure 5. Floating gate transistors are stacked together, hence no contact is needed 
(except at the top and the bottom). Due to less contacts used, the cell size of NAND 
flash is roughly half that of NOR flash [2, p. 71]. NAND flash memories use F-N 
tunneling for both programming and erasing. No large hot-electron current appears in 
the F-N tunneling, hence the band-to-band tunneling is less likely to occur. 
Consequently, the flash cell reliability is increased.  
  
Figure 5. NAND Flash Memory Equivalent Schematic [2, p. 71]. 
2.3 Radiation Effects on Flash Memories 
Ionizing radiation can cause retention errors in memories. There are two types of soft 
errors that can possibly happen in the flash memory, “1” to “0” errors and “0” to “1” 
errors. There are different failure mechanisms that lead to those two types of soft errors. 
In the following text, the different types of failure mechanisms are discussed. 
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2.3.1 Charge Loss Model 
Previous work shows that radiation removes charge from the floating gate. Snyder et 
al. [21] proposed three mechanisms for the decrease of the threshold voltage: 1) holes 
injected into floating gate, 2) holes trapped in oxides, and 3) electron emission. 
1) Holes injected into the floating gate. Radiation imparts energy to the oxide region 
and creates ehps. Electrons are swept away by oxide electric field, the remaining holes 
which are not trapped in the oxide may be injected into the floating gate, hence reducing 
the threshold voltage. 
2) Holes trapped in the oxide. Holes that are trapped along the interface of the oxide 
and floating gate mask the negative charge from electrons in the floating gate.  
3) Electron emission. Radiation excites electrons in the floating gate. Once the 
electrons gain enough energy, electrons may emit out of the floating gate.  
This charge loss model is proposed based on EEPROM, but previous work shows 
that this model is still good for modern flash memories [29], [31], [7]. In Figure 6, the 
results from previous studies of cell threshold voltage shift under the effect of TID are 
shown. The gap between high threshold voltage and low threshold voltage reduces with 
the increase of TID dose. The higher threshold state is affected by radiation more 
significantly as in Figure 7, which compares low energy and high energy photons. 
Figure 8 shows the shifts of the threshold voltage probability density after different 
levels of TID. The results later in this thesis show single directional cell threshold 
voltage shift, but not bi-directional as in Figure 6.  
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Figure 6. Threshold Voltage Plot for Memory Cell [22]. 
 
Figure 7. Low Energy and High Energy Photons Induced Cell Threshold Voltage 
Shift Comparison [23]. 
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Figure 8. Effect of Total Ionizing Dose on Threshold Voltage Distribution of NOR 
Flash Memory [24]. 
As shown in Figure 9, the voltage threshold is reduced due to the radiation effects. 
Once the threshold voltage shift is significant enough to cross the reference voltage, the 
“0” state will read as a “1” state, which causes the “0” to “1” soft error due to radiation 
exposure.  
 
Figure 9. Schematic Illustrations of the Influence of Ionizing Radiations on Threshold 
Voltage Distribution of Floating Gate Cell [25]. 
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2.3.2 Charge Pump Failure 
High voltage is needed to generate F-N tunneling; the voltage is commonly provided 
by an on-chip charge pump. Literature reports that charge pump circuitry is responsible 
for TID failures [8], [26], [27]. As in Figure 10, TID performance under different flash 
memories with or without turning on the charge pump (high voltage is provided by 
external power supply) is shown. When there is no charge pump, the flash memory last 
significantly longer.  
 
Figure 10. Total Dose Failure Levels for Flash Memories in Erase, Write and Read 
Mode [26]. 
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Figure 11. Stand-by Current Degradation [27]. 
Since the internal high voltage is normally generated by an on-chip charge pump, it 
is important to examine them. Charge pumps share the basic design, as in Figure 12. 
Charge is transferred from the power supply (VCC) stage by stage to the output 
capacitor. Given a constant capacitance at the output, the output voltage will increase 
to a voltage which is higher than the power supply. Figure 11 shows that the stand-by 
current of a charge pump will increase due to the total dose effect. A higher stand-by 
current is a heavier load for the charge pump circuitry. Given the drive of the charge 
pump is not changed by the radiation effects, a heavier load leads to a reduced output 
voltage. If the charge pump fail to provide sufficient voltage, programming and erase 
failures could happen.  
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Figure 12. Dickson's Charge Pump [28]. 
Building upon this background knowledge, the next chapter develops a model of the 
SST SuperFlash Generation 3 flash memory cell. 
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CHAPTER III. FUNCTIONAL MODELING 
Non-volatile memory, especially flash memory is becoming more important in 
modern electronics. Circuit simulations are an efficient way to understand circuit 
behavior for designers, but since flash memory is not a CMOS compatible device, most 
circuit simulators do not provide flash memory models for simulation purposes. One of 
the most commonly used ways to simulate flash memory cell is to use the capacitor 
model [29]. Since the behavior of a flash memory cell is largely based on capacitive 
coupling, the capacitor model shows good consistency with the cell behavior. But a 
limitation of the capacitor model is that some important mechanisms related to flash 
memory cell operation such as Fowler-Nordheim tunneling and hot-electron injection 
cannot be properly simulated. Device simulators are more physics related compared to 
circuit level simulators and hence provide good insight into cell level behavior. 
The objective of this study is to develop a predictive model about radiation effects on 
flash memory. To achieve this objective, a flash memory cell model is first developed 
and characterized. The device simulation program Silvaco Atlas [39] is used to describe 
the flash memory cell and characterize its behavior. The inputs and outputs of Atlas are 
shown in Figure 13. Deckbuild provides a run time environment. The flash memory 
cell structure is established by Atlas command lines. After creating the structure file, 
Atlas sets the simulation conditions and saves the output files. Tonyplot is a 
visualization tool to view the result plots.  
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Figure 13. Silvaco Atlas Input and Output [30]. 
3.1 Split-Gate Flash Memory Cell Structure and Operation 
The cell structure of two SuperFlash Gen 3 flash memory cells is shown in Figure 14. 
The cell structure includes a select gate or wordline (SG/WL), a floating gate (FG), an 
erase gate (EG) and a coupling gate (CG). N+ doping regions on the leftmost and the 
rightmost are the drain, which are connected to the bitline (BL). Another n+ doping 
region in the middle (beneath the EG) is the source, which connects to the source line 
(SL). The use of two poly gates instead of one to control the channel is the main 
difference compared to the conventional stack gate flash memory. Both high electron 
collection rates and generation rates are achieved at the same time by using this split-
gate technique [1, p. 21]. In the previous generations of the SuperFlash memory cell, 
only one poly gate (the WL) is used for selecting and erasing. Studies revealed that the 
high voltage during the erase operation (electrons transfer from FG to WL) stresses the 
tunneling oxide between the FG and the WL [33], hence the oxide needs to be thick to 
prevent electrons from tunneling through. This scaling barrier can be eliminated by the 
utilization of a dedicated EG.  
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Figure 14. SuperFlash Generation 3 Cell Structure [34]. 
As discussed earlier, there are three operations for a flash memory cell: read, program 
and erase. The operation conditions for this device are listed in Table 3. The 
manufacturer specifies VCC in the range of 2.6 V to 3.3 V [31]. Details of each 
operation will be discussed in the following sections. 
Table 3. SuperFlash Generation 3 Operation Conditions [33] 
 WL (SG) BL (Drain) Source EG CG 
Erase 0 V 0 V 0 V 11 V 0 V 
Program 1 V ~2 µA 4.5 V 4.5 V 10.5 V 
Read VCC 0.6 V 0 V 0 V VCC 
3.1.1 Read Operation 
During the read operation, a reference voltage (VCC) is applied to the CG and WL. 
Figure 15 shows the conditions for all nodes during a read operation. As previously 
detailed, the channel is controlled by the WL and FG. The WL portion of the channel 
will be turned on as the reference voltage is applied via the WL. If the flash cell is 
programmed (high threshold voltage state), the FG portion of the channel will not be 
turned on, hence a non-conductive state. This case is output as a “0”. If the flash cell is 
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erased (low threshold voltage state), the reference voltage on the CG will turn on the 
FG portion of the channel and the flash cell is conductive. This case is output as a “1”.  
 
Figure 15. Read Conditions for SuperFlash Memory Cell [33]. 
3.1.2 Erase Operation 
The conditions for an erase operation are shown in Figure 16. The coupling ratio 
between the floating gate and the erase gate is 19% [34], which means that for every 1 
V applied on the erase gate, 0.19 V will be coupled to the floating gate. With a voltage 
difference, a significant electric field is built up across the tunneling elements. Under 
the effect of the strong electric field, electrons from the floating gate tunnel through the 
oxide toward the erase gate. The removal of electrons (negative charge) in the floating 
gate leaves a net positive charge (increased potential) on the FG. The increased net 
positive charge reduces the threshold voltage of the cell. The erase operation is self-
limited [32], since the voltage difference between the floating gate and the erase gate 
reduces until the electric field is not strong enough to enable tunneling of electrons.  
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Figure 16. Erase Conditions for SuperFlash Memory Cell [33]. The Flow of 
Electrons from FG to EG Is Shown. 
3.1.3 Program Operation 
The SST SuperFlash uses source side injection (SSI) to transfer electrons into the 
floating gate. Previous work shows that the SSI is able to generate strong hot-electron 
injection while keeping the drain at a relatively low voltage [7], hence allowing the use 
of a small on-chip charge pump from a single power supply [1, p. 21], [32]. 
There are two steps for electrons to be injected into the floating gate. First, the 
electrons need to be “heated” up in the channel by generating a voltage difference 
between the source and the drain. Secondly, the strong vertical electric field at the 
channel attracts electrons to the floating gate. Details about this will be elaborated upon 
in the following text. Program conditions for all nodes are shown in Figure 17.  
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Figure 17. Program Condition for SuperFlash Memory Cell [33]. The Flow of 
Electrons from Drain-source Channel to Floating Gate is Shown. 
As in Figure 17, the source is connected to 4.5 V while the drain is connected to 
ground. A current flow from source to drain is formed due to the potential difference. 
The channel between the source and the drain is split into two sub-channels. The sub-
channel close to the drain is controlled by the wordline and the sub-channel close to the 
source is controlled by the floating gate. A voltage which is slightly higher than the 
threshold voltage (1 V) is applied to the wordline, then the wordline portion of the 
channel is formed. The sub-channel controlled by the floating gate becomes highly 
conductive due to the high coupling ratio between the floating gate and coupling gate, 
which is 40% as in [34, p. 17]. The relatively high coupling ratio between these two 
nodes brings up the floating gate voltage causing a vertical electric field to inject 
electrons from the channel into the floating gate. The vertical electric field peak appears 
at the junction of the two sub-channels [1, p. 22].  
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3.2 Cell Structure Development 
All three operations in the flash memory need to be simulated in a complete cell 
model. There are many different variables in the cell structure, such as oxide thickness 
between different gates, channel length, and doping concentration level. Too many 
degrees of freedom will make the work unachievable. It is necessary to narrow down 
the number of variables, then fix one variable at a time. 
The read operation provides a good way to calibrate the cell structure, since SSI and 
Fowler-Nordheim tunneling are not involved. That is the reason read the operation is 
the first to be implemented here. By plotting the I-V curve of the memory cell, a better 
understanding of cell behavior is gained. Various literatures, including flash memory 
datasheets and scientific publications, provide references for the model. Once the cell 
structure calibration is done, minor changes to the cell structure are expected for the 
program and erase operations. 
A capacitor model is developed based on the cell structure in Figure 14. The flash 
memory cell consists of different polysilicon gates, which are insulated by different 
thickness of SiO2. Since two metal plates with a dielectric in between them form a 
capacitor, the capacitor model shares similar behavior with a flash memory cell. A 
simplified capacitor model is shown in Figure 18. Polysilicon gates and the substrate 
are the nodes around the FG, which is in the middle. CWF is the capacitor formed by the 
WL, the FG and the SiO2 in between. Since the FG is completely insulated by SiO2 on 
four sides, three other capacitors are also formed, which are CCF, CEF and CFS.  
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Figure 18. Floating Gate Transistor Capacitor Model. 
The different oxide thickness values can be calculated by the coupling ratio between 
the poly gates. The thinnest oxide reported presently is 8 nm in an actual manufacturing 
environment, since oxides thinner than 8 nm will cause electron leakage problem, hence 
reducing the data retention time [35]. Setting the oxide thickness (tox) of CEF to 10 nm, 
the other tox values can be calculated by the capacitance and area (note that the area 
related to the FG height is different from the FG length). From [34] and [36], three sets 
of oxide thickness values can be calculated and compared. 
 
Oxide thickness values: set 1 
The capacitance and coupling ratio are reported in [34, p. 17]. Based the reported data, 
oxide thickness values are found, as listed in Table 4.  
Table 4. Capacitance, Coupling Ratio [34, p. 17] and Calculated tox Values for Set 1 
Capacitor Capacitance (fF) Coupling Ratio 
(%) 
tox (nm) 
CCF 0.0432 40 11.445 
CEF 0.0205 19 10 
CWF 0.0131 12 15.649 
CFS 0.0325 29 16.697 
Total 0.1093 100  
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CG
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Oxide thickness values: set 2 
Another set of coupling ratios are given in [34, p. 18] as listed in Table 5. In order to 
find the tox values, two reference capacitance values are needed. 
Table 5. Coupling Ratio Set Two [34, p.18] 
Capacitor Coupling Ratio (%) 
CCF 40 
CEF 15 
CWF 10 
CFS 35 
Total 100 
 
In [36], capacitance values formed by different poly gates were measured for a 
SuperFlash generation 2 device. The main difference between generation 2 and 
generation 3 is the presence of the EG. There is no EG in the cell structure of the 
generation 2 device. The capacitance values in [36] are CCF = 0.0722 fF, CWF = 0.0373fF 
and the total capacitance of FG, which is the sum of the capacitance from all the 
surrounding the FG, equals 0.19 fF. The total FG capacitance times the coupling ratio 
of CEF gives a CEF value of 0.19×0.15 = 0.285 fF. And CFS is the total FG capacitance 
less the other capacitance values. Capacitance results with the corresponding coupling 
ratio are shown together in Table 6. 
Table 6. Measured Capacitance [36] 
Capacitor  Coupling Ratio (%) Capacitance (fF) 
CCF 40 0.0722 
CEF 15 0.0285 (calculated) 
CWF 10 0.0373 
CFS 35 0.052 (calculated) 
Total 100 0.19 
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But the results in Table 6 show that the capacitance is not matching with the 
corresponding coupling ratio, which indicates that CEF should larger than CWF. Only if 
we arbitrarily swap the capacitance values of CWF and CEF would the values match with 
the coupling ratios. So the oxide thickness values set 2 are not used in this study. In 
addition, these values were based on a Gen 2 device rather the Gen 3 cell being studied 
here. 
Oxide thickness values: set 3 
To have a better knowledge of the oxide thicknesses and a better accuracy in the flash 
memory model, another set of oxide thicknesses are calculated by using the data listed 
previously in a different way. If the oxide thickness values are calculated based on the 
total FG capacitance of 0.19 fF and the coupling ratios of set two, a third set of 
capacitance values can be found, hence another set of oxide thickness values is 
calculated, as listed in Table 7. 
Table 7. Calculated tox Set Three 
Capacitor Coupling Ratio (%) Capacitance Value (fF) tox (nm) 
CCF 40 0.076 9.044 
CEF 15 0.0285 10.000 
CWF 10 0.019 15.000 
CFS 35 0.0665 8.160 
Total 100 0.19   
 
Based on the three sets of oxide thickness values, the range of oxide thickness values 
can be found, as listed in Table 8. The range shows that the oxide thickness values are 
quite close except for CFS, which is formed between the FG and the substrate.  
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Table 8. Range of Oxide Thickness Values 
Capacitor Smallest Tox (nm) Largest Tox (nm) Max/Min Tox 
CCF 9.04 11.445 1.266 
CEF 10.000 10.000 1.000 
CWF 15.00 15.649 1.043 
CFS 8.16 16.697 2.046 
 
After obtaining some understanding of the range of all the oxide thickness values, a 
rough cell structure is made. The simulation started with the set 1 tox values, since all 
the values originated from SST reference materials. It was believed that there is a lower 
possibility of finding mistakes in official literature.  
The SuperFlash Generation 3 uses 90 nm technology, hence all the gate lengths 
started with 90 nm in this simulation. The width of the memory cell is not available in 
the literature, consequently 100 nm is picked here due to simplicity. The Atlas simulator 
has a normalized cell width of 1 um. To calibrate the cell width to 100 nm, the 
simulation results are multiplied by 0.1 to calibrate the simulation results to the actual 
physical device [30, p. 92]. All of the dimensions of this starting cell structure are listed 
in Table 9.  
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Table 9. Critical Dimensions of Cell Structure 
Parameters Dimensions (nm) 
tox CCF 11.445 
tox CEF 10 
tox CWF 15.649 
tox CFS 16.697 
SG Length 90 
SG Height 155 
CG Length 82 
CG Height 108 
FG Length 90 
FG Height 34 
EG Length 90 
EG Height 155 
Cell Width 100 
 
The P-type substrate doping concentration is set as 5×1017 /cm3, while the N-type 
doping concentration level is set as 1×1020 /cm3 [37]. All the information needed to 
perform TCAD simulation is ready now.  
The Silvaco TCAD tool suite provides a good platform for device simulation. The 
process of running a simulation can be simplified into three steps: 1) draw the structure, 
2) select the appropriate and proper physics model, and 3) use the simulator to run 
simulation commands with the structure. Structure files are used to tell the simulator 
the device dimensions while the physics models tell the simulator what equations are 
supposed to be solved. The structure files can be defined by Atlas commands, by 
Athena (process oriented) or from DevEdit (GUI). Here the structure is defined by Atlas 
commands. 
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In order to make a structure using Atlas command lines, the MESH, REGION, 
ELECTRODE and DOPING code sections are needed. Details are discussed with the 
code segment in Appendix I. 
The cell structure with doping concentration contour is shown in Figure 19. Too fine 
of a mesh can lead to extremely long simulation time, while a too coarse mesh may lead 
to lack of accuracy. So it is necessary to optimize the mesh to achieve good trade-off 
between accuracy and simulation time. Atlas command lines provide functions such as 
ELIMINATE to remove unnecessary meshes. 
 
 
Figure 19. Cell Structure with Doping Concentration Level. 
Once the structure is finished, different simulations can be implemented by 
specifying different physical models and applying different voltages at the nodes in the 
structure. 
In order to implement the read operation so as to calibrate the cell model behavior, 
0.6 V is applied to the drain, 2 V is applied to the SG and the CG. The source and the 
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EG are connected to the ground. The FG voltage is swept from 0 to 6 V, and the IV 
curve shown in Figure 20 is found.  
 
Figure 20. IV Curve When Gate Lengths Are 90 nm. 
When the simulation results are graphed together with the benchmark from Tkachev 
and Kotov [41] in Figure 21, notice that this simulation result has less current than the 
benchmark. And the simulated drain current maximum slope is less than that of the 
benchmark, and hence its intersection with the x-axis moves closer to the origin, 
indicating a lower threshold voltage from the simulation result. The SuperFlash 
Generation 3 cell structure consists of two transistors in series, each of these two 
transistors controls part of the channel. Notice from the current equations as in [38]. 
 
𝐼𝑑𝑠 = {
0
𝛽(𝑉𝐺𝑇 − 𝑉𝑑𝑠/2)𝑉𝑑𝑠
𝛽
2
𝑉𝐺𝑇
2
   
𝑉𝑔𝑠 = 𝑉𝑡
     𝑉𝑑𝑠 <  𝑉𝑑𝑎𝑡
     𝑉𝑑𝑠 > 𝑉𝑑𝑠𝑎𝑡
  
𝐶𝑢𝑡𝑜𝑓𝑓
𝐿𝑖𝑛𝑒𝑎𝑟
         𝑆𝑎𝑡𝑢𝑟𝑎𝑡𝑖𝑜𝑛
 ( 1 ) 
where 
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𝛽 = 𝜇𝐶𝑜𝑥
𝑊
𝐿
;  𝑉𝐺𝑇 = 𝑉𝑔𝑠 − 𝑉𝑡       ( 2 ) 
A transistor has three different regions. The Ids is the current from the drain to the 
source. The Vgs is the potential difference between the gate and the source. The Vt is 
the threshold voltage for a transistor. The VGT is abbreviated for the potential difference 
between Vgs and Vt, the Vds is the voltage difference between the drain and the source. 
The drain current is proportional to the β factor, which is inversely proportional to the 
channel length (L) and directly proportional to the cell width (W). Hence, the channel 
length (L) and the cell width (W) are the two variables that can be tuned to adjust the 
current. 
 
Figure 21. IV Curve When All Gates Are 90 nm and the Generation 2 Benchmark. 
In order to increase the drain current from the simulation result, the first alteration is 
to tune the channel length (L). The length of the FG is reduced from 90 nm to 80 nm 
and 70 nm. The results are shown in Figure 22. The drain current values increased 
-5
0
5
10
15
20
25
30
35
40
0 2 4 6
D
ra
in
 C
u
rr
e
n
t 
(u
A
)
Fgate Voltage (V)
Tkachev (2012)
 36 
slightly with the shorter channel lengths. But the results also show that after the channel 
length is reduced, the threshold voltages are also reduced slightly. 
 
 
Figure 22. IV Curve After Scaling the Length of FG. 
The threshold voltage, which is the voltage needed to invert the channel, is 
determined by the oxide thickness and the doping concentration level of the channel 
primarily [38]. Even with just two variables (W and L), lots of combinations exist. S. 
K. Saha revealed relevant dimensions as in Table 10 for the SuperFlash generation 2, 
which provides a good direction. In [40], a systematic methodology to scale down the 
SuperFlash generation 2 flash memory cell from 0.18 um [39] to sub-90 nm regime is 
proposed. Hence, this set of dimensions can provide a good reference for the 90 nm 
technology model here. The cell structure with doping concentration contour after 
resizing is shown in Figure 23. Since the overlap dimensions of the N+ diffusion doping 
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region and the corresponding gates (the SG on the left and the FG on the right) are not 
listed in [40], the overlap is first set as zero. 
Table 10. Critical Device Dimensions for Simulation SuperFlash Generation 2 [40] 
 
 
 
Figure 23. Cell Structure with Doping Concentration Level After Resizing. 
I-V characterization results are shown in Figure 24. When the substrate doping 
concentration is set as 1.5×1017 /cm3, the best match with the benchmark among these 
three results is found. 
Parameters Dimensions (nm) 
WL Length 100 
FG Length 120 
Cell Width 140 
Oxide Thickness 
for tunneling 
9 
Oxide thickness 
between the WL 
polysilicon and the 
substrate 
13 
Oxide thickness 
between the CG and 
the FG 
12 
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Figure 24. IV Curves After Resizing the Cell Structure with Different Substrate 
Doping Concentration Level. 
There is one more misalignment between the 1.5×1017/cm3 doping concentration 
result and the benchmark, which is the slope of the curve. The steepness of the slope 
also depends on the channel length. So a 10 nm overlap between the poly gates and N+ 
diffusion is added for both the drain diffusion and the source diffusion. The I-V results 
are shown Figure 25. With the overlap, a much better match to the reference is observed. 
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Figure 25. IV Curve with and Without Overlap. 
Thus, the cell structure dimensions have been established by performing a calibration 
with the Tkachev benchmark. The simulation of this structure for the three cell 
operations will be shown in the next section. The final cell structure cross-sectional 
view is presented in Figure 26 for reference.  
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Figure 26. Final Cell Structure Cross-Sectional View for Computer Modeling and 
Simulation. 
3.3 Simulation Results 
3.3.1 Read Operation Results 
Figure 27 shows the IV characteristic of the flash memory cell developed in the prior 
section. The graph is obtained by doing a read operation. When compared with the 
benchmark [41], still some difference can be found. The model developed here has a 
44 μA maximum current while the benchmark has a maximum current of 38 μA. One 
of the reasons is the difference in technology used in the benchmark model and the 
model developed in this study report. The model developed in this work is using 90 nm 
technology, while the benchmark uses 0.13 um to 0.25 um technology. The non-ideal 
behaviors of a transistor are more significant in advanced MOSFET processes. The 
short channel effect is one of the non-ideal behaviors, which makes the current in the 
saturation region less “flat” compared to an ideal long channel MOSFET [42]. But the 
slope shows a good match, which indicates that the oxide thickness between the FG and 
substrate, and the doping concentration level are appropriately set.  
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Figure 27. The Saha 1.5×1017/cm3 Simulation Result and Tkachev Benchmark. 
3.3.2 Program Operation Results 
The program operation injects electrons into the FG, hence increasing the threshold 
voltage of the cell as discussed earlier. To simulate the program operation, the floating 
gate electrode needs to be specified as “floating” using the following command.  
contact name=fgate n.polysilicon floating 
By setting the FLOATING parameter, the potential of the FG is no longer driven by 
the applied voltage, instead it is controlled by the charge on the FG and the voltage 
coupled from other poly gates.  
A comparison of the IV curve before and after the program operation will show the 
effect of the electron injection. So the first step is to set the cell to the erased state, in 
which the FG has a few electrons on it. To simplify, the simulation starts with FG charge 
equal to 0 [43].  
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After setting the initial state of the FG, the read operation is implemented by setting 
the SG to 2 V, the drain to 0.6 V, the source and the EG to 0 V.  
But here the CG voltage is swept instead of the FG voltage during the calibration, 
because if the FG contact is set as floating, the FG voltage cannot be swept anymore, 
its potential is only controlled by the charge on it.  
The IV curve is obtained as in Figure 28. This curve is to show the relationship 
between the drain current and the CG voltage when the cell is in erased state. The 
threshold voltage is the intersection of the current curve with the x-axis when the slope 
of the curve reaches its maximum value. Comparison of IV results for different 
programming times will be presented later. Notice that the slope is reduced compared 
to that in Figure 27, since the voltage is now controlled by the capacitive coupling, 
hence the slope is reduced by the coupling factor between the CG and the FG.  
 
Figure 28. IV Curve When Zero Charge Is Added to the Floating Gate. 
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After obtaining the IV curve before programming, the second step is to perform the 
programming transient. The HEI parameter must be set here to specify the hot-electron 
injection model.  
We apply 4.5 V to the source and the EG, 1 V to the SG, and connect the drain to the 
ground. The CG is swept from 0 V to 10.5 V in order to implement the program 
operation. 
The Atlas transient simulation mode is used to perform the program simulation. The 
first line below sets the CG voltage at zero until 1 ns into the transient, so that a steady 
state solution can be obtained. The second line sets the CG voltage to ramp to 10.5 V 
over a period of 1 ns. The TSTEP specifies the initial time step. The solutions are 
obtained after programming times of 0 μs, 5 μs and 10 μs. According to [31], 7 μs is 
the programming time for the cell.  
solve vcgate=0 tstep=1.e-14 tfinal=1e-9  
solve vcgate=10.5 ramptime=1e-9 tstep=1e-14 tfinal=5e-6 
In Figure 29, the potential of the FG with the increase of the CG voltage is shown. 
Since the program operation injects electrons into the FG, the longer the operation, the 
more electrons that will be injected into the FG. Hence, the potential on the FG will 
become more negative. But the program operation is self-limiting due to the 
accumulation of the charge on the FG [32, p. 7].  
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Figure 29. FG Voltage Coupling During a Programming Operation. 
The IV curves for different programming times are shown in Figure 30. A longer 
program operation shifts the IV curve to the right, which shifts the intersection of the 
current curve with the x-axis to the right as well, hence increasing the threshold voltage 
of the cell. The threshold voltages after different programming times are shown in 
Figure 31, which reveals that the longer the cell is under the program condition, the less 
effective is the electron injection. Hence the diminishing effectiveness of electron 
injection determines the self-limiting property of the program operation. 
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Figure 30. IV Curves Under Different Programming Times. 
 
Figure 31. Threshold Voltage After Different Programming Times. 
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The results in Figure 30 and Figure 31 show the simulation results conform to the 
expected behavior of SSI.  
In Figure 32, the integration of charge on the FG during the programming transient 
is presented. Since for the three different program times, the shape of the integration of 
charge on the FG is the same, only the case of a 10 μs programming time is shown here. 
 
Figure 32. Integration of Charge on the FG During a Programming Operation. 
3.3.3 Erase Operation Results 
The erase operation is carried out by Fowler-Nordheim tunneling between the EG 
and the FG. Once a large voltage (11 V) is applied on the EG, due to the low coupling 
ratio between the EG and the FG (19%), a significant voltage difference is created, 
hence an electric field is established. The strong electric field between the FG and the 
EG triggers the Fowler-Nordheim tunneling. Excessive electrons in the FG tunnel 
through the oxide towards the EG.  
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In Atlas, the material system consists of three categories: semiconductor, insulator 
and conductor [30, p. 1530]. The poly is treated differently depending on how it is used. 
If the poly is set as an electrode, then the poly is considered as conductor; in other cases, 
the poly is considered as semiconductor [30, p. 1533]. The Fowler-Nordheim current is 
calculated between each electrode (conductor)-insulator and insulator-semiconductor 
segments [30, p. 256]. The FG is an electrode (conductor), and the oxide is an insulator, 
so the EG needs to be a semiconductor to satisfy the Atlas Fowler-Nordheim conditions. 
Hence, the material of the EG is changed to silicon to satisfy the conditions for the 
Fowler-Nordheim tunneling in Atlas. 
Some related parameters in the MODEL statement need to be set so as to perform the 
erase operation [44]. The key parameters here are FNORD and BBT.STD. The FNORD 
specifies electrons tunneling through insulators by the Fowler-Nordheim tunneling, 
which is the main erasure mechanism here. BBT.STD specifies the band-to-band 
tunneling model, since the electric field between the EG and the FG is strong here. The 
MODEL statement is:  
models  cvt srh  fnord bbt.std print nearflg \ 
F.BE=1.4e8 F.BH=1.4e8 
where the former quantity is the pre-exponential factor in the unit of V/cm and the latter 
parameter is the exponential coefficient in the unit of V/cm [30, p. 1384]. 
After the MODEL statement, the charge on the FG needs to be set. As mentioned in 
the previous chapter, there is a high threshold state (programmed) and a low threshold 
state (erase). A cell can only be erased when the cell is at the programmed state. Hence, 
charge needs to be set properly before the erase operation. The ‘q’ command is used to 
set the charge on an electrode. In particular, ‘qfgate’ sets the charge (in C) on the 
electrode fgate, which is the electrode name for the FG in the cell structure here. 
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Multiple lines of SOLVE statements are used here to gradually build-up the charge on 
the FG to reduce the possibility of a convergence problem. 
solve   qfgate=-1e-16  
solve   qfgate=-5e-16 
A transient simulation is used to perform the erasure simulation. The first line below 
sets the EG voltage at zero until 1 ns transient time, so that a steady state solution can 
be obtained. The second line ramps the EG voltage to 11 V over a period of 0.5 ns. The 
solutions are obtained until 1 μs.  
solve v2=0 tstep=1.e-14 tstop=1e-9 
solve v2=11 ramptime=.5e-9 tstep=1.e-14 tstop=1e-6 
In Figure 33, voltages of the EG and the FG (the oxide thickness remains as 9 nm) as 
a function of time are shown. The Fowler-Nordheim tunneling current is exponentially 
dependent on the electric field. So the voltage increase of the FG is significant at the 
beginning of the Fowler-Nordheim tunneling. With the progression of time, the 
tunneling current becomes less and less, hence the voltage increment of the FG becomes 
slower. Once the electric field between the EG and the FG is not strong enough to 
maintain the Fowler-Nordheim tunneling, electrons stop moving towards the EG, hence 
the voltage of the FG stabilizes.  
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Figure 33. Voltage Coupling Between the FG and the EG. 
The Fowler-Nordheim tunneling current resulting from different oxide thickness 
values are shown in Figure 34. The results show that the Fowler-Nordheim tunneling 
current is more significant if the oxide thickness is thinner, because the electric field 
between the EG and the FG is proportional to the oxide thickness in between. The 
simulation shows that the tunneling current densities of the different oxide thickness 
are on the order of 10-8 A/cm2, as the FG-EG area is 140×10-7 cm ×34×10-7 cm = 
4.76×10-11 cm2. In Figure 35, a log time scale version of the same set of results is shown 
for a different perspective. 
 50 
 
Figure 34. FN Tunneling Current Results of Different Oxide Thickness Values.  
  
Figure 35. FN Tunneling Current Results of Different Oxide Thickness Values in Log 
Time Scale. 
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Figure 36. Integration of the Charge on the FG During an Erase Operation. 
Figure 36 shows the integration of the charge on the FG with the progress of the 
transient simulation time. When the flash memory cell is at the programmed state (high 
threshold voltage state), the electrons stored on the FG reduce the potential of the FG 
hence making the voltage difference between the EG and the FG larger. But by 
removing the electrons on the FG, the potential of the FG becomes even larger. The 
higher the FG potential, the less the voltage difference between the FG and the EG, 
hence reduces the Fowler-Nordheim tunneling current. The integration of the charge on 
the FG stabilizes eventually, as in Figure 37.  
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Figure 37. Integration of the Charge on the FG in Log Transient Time. 
This chapter has developed a device model, which is utilized in the next chapter to study 
the impact of ionizing radiation on the cell. 
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CHAPTER IV. RADIATION MODELING 
This chapter develops a radiation effects predictive model for the SuperFlash memory 
cell using the model developed in Chapter III. 
Silvaco Atlas provides a radiation effects module (REM) for ionizing radiation 
related simulations, but the REM requires converting the oxide region into a wide-
bandgap semiconductor material. If the oxide region around the floating gate is 
converted into wide-bandgap semiconductor material, an insulator-semiconductor 
interface no long exists, hence the condition for SSI and Fowler-Nordheim tunneling is 
not satisfied. Even if the oxide is converted only to observe the charge accumulation 
after radiation effects, the simulation is very time consuming. It took more than three 
weeks to finish one-tenth of the simulation using a quad-core computer. If available on 
more powerful computers, the REM could help to provide more accurate results of the 
charge accumulation. The method proposed in the following section is able to work 
around those two problems. 
4.1 Modeling by Fixed Charge Method 
Ionizing radiation creates ehps. The holes which do not recombine with the electrons 
can be trapped at the interface of Si/SiO2, hence changing the threshold voltage of the 
memory cell. This is an effect which may cause the floating gate memory cell to incur 
a soft error when the data stored in the memory cell is read. As discussed in Chapter II, 
flash memories use different threshold voltages to differentiate a cell in the ‘0’ state 
(high threshold voltage state) or the ‘1’ state (low threshold voltage state). If holes are 
trapped at the Si/SiO2 interface, the extra positive charge of the holes reduces the 
voltage needed to turn on the cell, hence reducing the threshold voltage. If a large 
amount of holes are trapped, then the threshold voltage will reduce significantly. A cell 
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which is in ‘0’ state (or high threshold voltage state) will show as a ‘1’ state (low 
threshold voltage state), which causes a 0 to 1 failure.  
A worse case, which does not consider the geminate recombination, is analyzed here. 
Geminate recombination occurs so soon after the electrons and holes are generated that 
none of the carriers are transported. With this assumption, we calculate the amount of 
holes trapped in the oxide at different dosage levels. The calculated equivalent doses of 
different fixed charge values are listed in Table 11. For details of the calculation, please 
refer to Appendix II. The trapped holes are considered as fixed charge in order to 
implement this simulation. So a link between radiation effects and fixed charge is built. 
In Figure 38, the diagram illustrates where the oxide charge is added. The charge is 
added automatically to all the semiconductor-insulator boundaries instead of specific 
regions. The SiO2 is an insulator and all the poly gates (except for the floating gate) are 
semiconductor in the material system in the Atlas simulator. The floating gate is set as 
conductor to satisfy the condition required by the Atlas simulator for Fowler-Nordheim 
tunneling and source side injection to happen, so even though the floating gate is 
surrounded by an insulator, no charge is added to those boundaries. This reduces the 
amount of charge added to the oxide region around the floating gate, and hence may 
reduce the equivalent radiation effects to the floating gate.  
 
Figure 38. Cell Structure with Oxide Charge Added to Represent Radiation Dose. 
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Table 11. Calculated Fixed Oxide Charge to Equivalent Dose Conversion 
Equivalent dose (krad) 
Fixed oxide charge 
(holes/cm2) 
10 1.27×1011 
100 1.27×1012 
200 2.54×1012 
300 3.81×1012 
 
To investigate the effect of the extra layer of fixed oxide charge added to the oxide 
region beneath the SG, the SG is changed to a conductor so that only one layer of oxide 
charge is added to the substrate and the oxide interface. Note that the EG has to remain 
as semiconductor to keep the F-N tunneling functioning.  
4.2 Simulations of Cell Operations After Irradiation 
Results from the following simulations will be presented in the following subsections. 
 Read operation on a programmed cell after irradiation 
 Read operation on an erased cell after irradiation 
 Erase operation on a programmed cell after irradiation 
 Erase operation on an erased cell after irradiation 
 Program operation on a programmed cell after irradiation 
 Program operation on an erased cell after irradiation 
4.2.1 Read Operation on a Programmed Cell after Irradiation 
A flash memory cell is first programmed for 5 μs, then the radiation is applied to the 
programmed cell. Five different dosage levels, 0 krad, 10 krad, 100 krad, 200 krad and 
300 krad are simulated here. The read operation results for each of these doses are 
shown in Figure 39. For a flash memory cell at the ‘0’ state (or high threshold voltage 
state), the 0 krad curve provides a reference response. With 10 krad dosage, the I-V 
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curve shifts slightly toward the left; but when the dosage increases to 100 krad, the 
curve is shifted toward the left significantly; in the case of 200 krad and 300 krad, the 
curves are shifted even more.  
 
Figure 39. Read Operation IV Curves After Different Doses Are Applied to a 
Programmed Cell. 
At 0 and 10 krad, the simulation stops at low drain currents such that it is difficult to 
estimate the turn-on voltage. Nonetheless, the turn-on voltages for 0, 100, 200 and 300 
krad are estimated as 8.1 V, 5.6 V, 3.2 V and 0.8 V, respectively. The estimation is 
shown in Figure 40. The threshold voltage shift per krad can be calculated by using the 
threshold voltage difference divided by the dose increment. The threshold voltage shift 
is found as in Table 12. The threshold voltage shift values in the 100-200 krad and 200-
300 krad cases are better estimate, because they rely less on the 0 krad results. Therefore, 
the value -0.024 V/krad will be used in the following calculation.  
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Table 12. Threshold Voltage Shift Per Krad 
Threshold voltage shift 
(V) 
Dose increment (krad) 
Threshold voltage shift 
per krad (V/krad) 
2.5 0-100  -0.025 
2.4 100-200 -0.024 
2.4 200-300 -0.024 
 
 
Figure 40. Threshold Voltages Estimation Using Read Operation IV Curves After 
Different Doses Are Applied to a Programmed Cell. 
Another way to estimate the threshold voltage shift after irradiation is to use the log 
scale IV curve as in Figure 41. The drain current is converted into log scale.  
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Figure 41. Read Operation IV Curves After Different Doses Are Applied to a 
Programmed Cell (Log Scale). 
The cell threshold voltage values of different dosage levels can be estimated as in 
Figure 42. A 10 μA drain current value is set as a reference point to determine the 
threshold voltage (since the curves are parallel to each other, a different drain current 
reference point will not change the result). The threshold voltage in the cases of 100, 
200 and 300 krad are estimated as 7 V, 4.5 V and 2 V, respectively. Similarly, the 
threshold voltage reduction rate can be calculated as earlier. Using the log scale IV 
curve, the threshold voltage shift is calculated as -0.025 V/krad, which is very close to 
the result from the linear scale IV curve (-0.024 V/krad). The result from the log scale 
IV curve is more accurate because no extrapolation is needed, hence -0.025 V/krad will 
be used in the following text.  
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Figure 42. Threshold Voltages Estimation Using Log Scale Read Operation IV 
Curves After Different Doses Are Applied to a Programmed Cell. 
Then the results from using a conductor SG are explored. The result in linear scale is 
shown in Figure 43, which is similar to the result shown in Figure 39. To better 
investigate the simulation result, threshold voltage estimation is performed using the 
log scale I-V curve.  
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Figure 43. Read Operation IV Curves After Different Doses Are Applied to a 
Programmed Cell (The SG Is a Conductor). 
The cell threshold voltages at different dosage levels are estimated as in Figure 44. 
Compared to the result shown in Figure 42, all three cases exhibit lower threshold 
voltages. The cell threshold voltages are reduced by -0.1 V uniformly in all the three 
cases. The threshold voltage shift per krad after irradiation is -0.025 V/krad, which is 
the same as the rate calculated earlier. Hence, the extra layer of fixed oxide charge 
beneath the SG has minor effect on the read operation of a programmed cell after 
irradiation.  
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Figure 44. Threshold Voltages Estimation Using Log Scale Read Operation IV 
Curves After Different Doses Are Applied to a Programmed Cell (The SG Is a 
Conductor). 
The binary logic value that is read from a cell is determined by comparing the cell 
threshold voltage and the read reference voltage. The read reference voltage should be 
set to a value such that the correct logic value stored in the memory cell can be 
ascertained, hence enough margin is given to both reading a ‘0’ and a ‘1’. The read 
reference voltage is picked simply by finding the middle point of the two different cell 
states. In real life, due to process variation and technology scaling, finding a proper read 
reference value will be more complicated. But since only one cell is simulated here, the 
effect of process variation is negligible. A Generation 2 SST memory cell is designed 
and simulated in [40], the literature reported that the threshold voltage of a programmed 
cell is 10.5 V and that of an erased cell is 0.5 V, which indicates that the read reference 
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voltage can be set as 5 V. If that reference voltage is applicable here, according to the 
value 0.025 V/krad calculated earlier, then a 124 krad dose is needed to shift the 
threshold voltage from 8.1 V to 5 V, which is on the verge of ‘0’ to ‘1’ retention error. 
Therefore, the 200 krad and the 300 krad cases in Figure 40 would be read as a ‘1’, 
which is 0 to 1 error.  
In the read operation, 2 V is applied to the CG. With the 12 nm oxide between the 
CG and FG, a 1.6 MV/cm electric field is formed. As in Figure 45, 80% of the holes 
remain uncombined if that electric field is applied. Dividing the 124 krad failure 
threshold by 80%, 155 krad is found, which is a more realistic estimation. 
 
Figure 45. Fractional yield of holes generated in SiO2 as a function of electric field 
[13, p.3108]. 
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4.2.2 Read Operation on an Erased Cell after Irradiation 
It is first necessary to determine the charge on an erased cell. Prior to being erased, a 
cell could already be in the erased state, or it could be in programmed state. The initial 
charge on the floating gate is set as 5×10-16 C to represent an initially programmed 
condition. An erase operation was simulated for 1 ms transient time and the charge on 
the floating gate was plotted. The result is shown in Figure 46, in which the charge 
stabilized ultimately at 6.39×10-15 C. 
 
Figure 46. Integrated Charge on the Floating Gate After 1 ms Erase Operation Before 
Irradiation. 
After the erase operation, the interface charge is set to 1.27×1012 holes/cm2, which is 
equivalent to a 100 krad dose. The interface charge injection and the erase operation 
were separated to reduce the possibility of experiencing a numerical convergence 
problem. The read operation I-V curves of the erased cell after applying 0 krad, 50 krad, 
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100 krad and 200 krad dose are shown in Figure 47. For a flash memory cell at ‘1’ state 
(or low threshold voltage state), the 0 krad curve provides a reference response. With 
50 krad dosage, the I-V curve shifts slightly toward the left; similar to the case of a 
programmed cell after irradiation, and with higher doses applied, the curve is shifted 
further toward the left. 
 
Figure 47. I-V curve for a Read Operation Applying Different Doses to an Erased 
Cell. 
The threshold voltage can be estimated as in Figure 48 , the turn-on voltages for 0, 
50, 100 and 200 krad are estimated as -21 V, -22 V, -23 V and -25 V, respectively. 
Using the method in the previous subsection, a -0.020 V/krad voltage shift can be found. 
This is similar to the -0.025 V/krad shift in the read operation of a programmed cell in 
the previous subsection. Note that the cgate voltages in Figure 46 stop at around -20 V, 
which makes the curve incomplete if converted into log scale. In an effort to fix that 
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issue, the cgate voltage is swept from -30 V to 0 V. But the simulation does not 
converge, as it repetitively halves the starting voltage. Consequently, the log scale 
estimation is ineffective in this case. 
 
Figure 48. Threshold Voltage Estimation on an Erased Cell After Irradiation. 
The 200 krad dose significantly reduces the threshold voltage of the cell. A cell in a 
“deep” erased state is still read as “1”, since the reference voltage is larger than the cell 
threshold voltage, and a significant amount of current will be sensed in the read-out 
circuitry. Hence, the “deep” erased state will not exhibit any error in the read operation. 
Then, the same simulation is performed after converting the SG into a conductor. The 
results for a linear scale are shown in Figure 49. The cgate voltages stop at -30 V, which 
will provide a more complete log scale result for the threshold voltage estimation.  
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Figure 49. I-V curve for a Read Operation Applying Different Doses to an Erased 
Cell (The SG Is a Conductor). 
Using the log scale curve, the cell threshold voltages for an erased cell are estimated 
as in Figure 50. For the 100, 200 and 300 krad cases, the cell threshold voltages 
are -25 V, -27.5V and -30 V, respectively. Hence, the threshold voltage is reduced 
by -0.025 V/krad, which is identical to the result found for the programmed cell in 
Figure 44. Because of the better resolution with the SG as a conductor, and the fact that 
the -0.025 V/krad matches for both the programmed and the erased cases, this latter 
value is considered the final answer.  
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Figure 50. Threshold Voltage Estimation on an Erased Cell After Irradiation (The SG 
Is a Conductor). 
Comparing results with and without the extra layer of fixed oxide charge show that 
the extra layer of fixed oxide charge has minor effect on both of the cell states after 
irradiation. Based on this conclusion, the cell structure in which the SG is not a 
conductor will be used in the following simulations. 
In the following four subsections, various cell operations after irradiation are 
investigated. Note that the large amount of fixed oxide charge added to the oxide region 
causes more convergence problems in the transient simulation. Applying all the 
external bias conditions before adding the fixed oxide charge can mitigate convergence 
problem significantly. 
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4.2.3 Erase Operation on a Programmed Cell after Irradiation 
Similarly, a flash memory cell can be programmed before irradiation. Here the charge 
on the floating gate is set as -2.23×10-15 C (per Section 3.3.2), which indicates that the 
cell is in programmed state. Then 10 and 100 krad doses are applied, and finally the 
cell is erased. The result of the integration charge on the floating gate after these steps 
is shown in Figure 51, which indicates that the erase operation works fine after 
irradiation since it achieves the same charge level as obtained in Section 4.2.2. Note 
that any problem caused by a low voltage output from the charge pump is not 
considered here; this simulation only shows there is no impact on the Fowler-Nordheim 
tunneling.  
 
Figure 51. The Floating Integration Charge After Erase on a Programmed Cell with 
10 and 100 Krad Doses Applied. 
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4.2.4 Erase Operation on an Erased Cell after Irradiation 
In order to further investigate the effects of irradiation on the erase operation, 
following simulation is implemented. First, set the charge on the floating gate as 
6.39×10-15 C as in Figure 46, so that the cell is in erased state. After applying 10 and 
100 krad doses to the memory cell oxide, another erase operation is implemented. The 
result is shown in Figure 52. Only minor changes on the floating gate integration charge 
is observed, the charge value changed from 6.39×10-15 C to 7.27×10-15 C, which 
indicates that Fowler-Nordheim tunneling is self-limiting.  
 
Figure 52. The Floating Gate Integration Charge After Erase Operation on an Erased 
Cell with 10 and100 Krad Doses Applied. 
4.2.5 Program Operation on a Programmed Cell after Irradiation 
Even though all the flash memories recommend erasure first before programming, a 
program operation on a programed cell would happen in the case of erase failure. The 
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effects of irradiation on program operation can be investigated as follows: set the charge 
on the floating gate as -2.23×10-15 C, so the memory cell is in programmed state; after 
10 and 100 krad doses are applied to the cell, another program operation is performed. 
During the period of the latter program operation, the floating gate integration charge 
is plotted, as in Figure 53. After 10 μs programming, the floating gate integration charge 
stabilized at around -3.15×10-15 C, which is a deeper programming level compared to 
the charge value observed in Figure 32. However, the cell will still be read as a ‘0’, 
because the extra electrons injected in the floating gate lead to a higher cell threshold 
voltage, indicating that the program operation is successful.  
 
Figure 53. The Floating Gate Integration Charge After Program Operation on a 
Programmed Cell with 10 and 100 Krad Doses Applied. 
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4.2.6 Program Operation on an Erased Cell after Irradiation 
Similarly, if a flash memory cell is in erased state before irradiation, the effects of 
irradiation on a subsequent program operation without erasure can be investigated as 
follows: set the charge on the floating gate as 6.39×10-15 C, so the memory cell is in 
erased state; after 10 and 100 krad doses are applied to the cell, program operation is 
performed. During the period of the latter program operation, the floating gate 
integration charge is plotted in Figure 54. After 10 μs programming, the floating gate 
integration charge stabilized at -3.14×10-15 C, which is nearly identical to that in the 
prior subsection. 
 
Figure 54. The Floating Gate Integration Charge After Program Operation on an 
Erased Cell with 10 and 100 Krad Doses Applied. 
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4.2.7 Summary 
Previous subsections have simulated radiation effects on all three operations: read, 
erase and program. Each operation has been investigated with both erased state and 
programmed state cell. Table 13 summarizes these results. The results show that the 
cell threshold voltage is reduced after applying irradiation. For a programmed cell, if 
high dose is applied, the cell state may be read as ‘1’ state, which causes ‘0’ to ‘1’ soft 
error; however, for an erased cell, since the threshold voltage shift due to irradiation is 
single directional, even if high dose is applied to the memory cell, it will still be read 
as ‘1’, and no soft error occurs. 
 
Table 13. Summary of the Results from Previous Sections 
Section 
Initial Pre-
rad Cell State 
Dose(s) 
(krad) 
Post 
Irradiation 
Operation 
Brief Observation 
4.2.1 Programmed 
0, 10, 
100, 200, 
300 
Read Vth shift is -2.5 V/100 krad 
4.2.2 Erased 
0, 50, 
100, 200 
Read Vth shift is -2.5 V/100 krad 
4.2.3 Programmed 10, 100 Erase 
Cell state reached erase state, 
6.39×10-15 C charge on the FG 
4.2.4 Erased 10, 100 Erase 
Cell state maintained at erased 
state, 7.27×10-15 C charge on 
the FG 
4.2.5 Programmed 10, 100 Program 
Cell maintained at programmed 
state, -3.15×10-15 C charge on 
the FG 
4.2.6 Erased 10, 100 Program 
Cell maintained at programmed 
state, -3.14×10-15 C charge on 
the FG 
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4.3 Board Level Experiment 
In order to understand the TID effects on flash memory better, board level in-situ 
experiments were conducted. This section compares those experimental results to the 
simulation results obtained earlier in this chapter.  
4.3.1 Experiment Setup 
A flash daughter card (SST39VF1601C) was used for the experiment. This flash card 
has 16 Mbit of SST cells. The flash card was driven by a PIC24F microcontroller using 
the Explorer16 development board. The flash card was connected to the board through 
a ribbon cable, and was powered by 3.3 VDC. The flash card was placed inside the 
Gammacell 220. The Gammecell provides photon radiation from Co-60 decay. The 
experiment was run using a serial communication link on the development board’s 
UART (Universal Asynchronous Receiver/Transmitter) port connected to a controller. 
A Perl script was used to command and receive data from the program on the PIC24F 
microcontroller. The experiment setup diagram is shown in Figure 55. 
 
Figure 55. Setup of Flash Memory Radiation Experiment. 
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4.3.2 Experimental Results 
The experimental results are shown in Table 14. Flash memories are operated in a 32 
kword block. Various types of data patterns were programmed to different 32 kword 
blocks (all blocks are first erased). Data patterns such as all ones (0xFFFF), all zeros 
(0x0000), diagonal (blocks are split diagonally, half of the addresses are programmed 
as 0x0000, the others are erased and left as 0xFFFF) and checkerboard (odd addresses 
are erased and left as 0xFFFF, even addresses are programmed as 0x0000) are used in 
the experiment. Tests 1 and 2 only read the data patterns during irradiation, while Tests 
3-7 performed in-situ erase, programming and read operations while irradiated. The 
experiment was stopped after a 261 krad dose was accumulated on the flash card. 
Average failure is considered when more than 50% of the memory cells have soft errors.  
Table 14. Experimental Results of Different Data Patterns 
Test Data pattern 
First error 
dose (krad) 
Average 
failure dose 
(krad) 
1 0x0000 Read-only 221 ≥261  
2 0xFFFF Read-only No errors No errors 
3 Diagonal Erasing Once 115 257 
4 Diagonal Erasing Twice 115 257 
5 
Diagonal Erasing Four 
Times 
116 258 
6 
Diagonal Erasing 
Sixteen times 
117 259 
7 Checkerboard 98 259 
 
The Test 1 and 2 experimental results exhibit similar cell behavior as shown in the 
simulation results. In Test 1, the first error observed happened after a 221 krad dose 
was accumulated on the flash memory. The simulation results of a read operation on a 
programmed cell in subsection 4.2.1 showed a 0.025 V/krad voltage shift that led to a 
155 krad failure threshold (accounting for the hole yield factor); however, those 
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simulation results were based on a worst case assumption. If geminate recombination 
were included, then the failure dose would be higher as observed in the experimental 
results. In Test 2, no ‘1’ to ‘0’ errors are observed in the experimental result. This is 
consistent with the simulation results which showed that the radiation induced threshold 
shift is single directional, hence no ‘1’ to ‘0’ error will occur even if a high dose is 
applied.  
For the remaining Tests 3-7 experimental results, errors are first observed at around 
100 krad. These errors however, are from top and bottom rows in the flash memory. In 
these non-read-only tests, these two rows were shown to be more susceptible to 
radiation effects compared to other rows in the same flash memory; it is believed that 
this result is caused by non-uniform design techniques used along the array, which is 
not in the scope of this study. Note that at the average failure doses in tests 3 to 7, the 
‘0’ to ‘1’ soft errors dominate, which can be explained by the single directional 
threshold voltage shift observed in the simulation results. The rest are ‘1’ to ‘0’ errors. 
It is possible that the ‘1’ to ‘0’ error is caused by the degradation of the voltage output 
from the charge pump after irradiation. The cell cannot be erased to the ‘1’ state, hence 
it stays at the ‘0’ state, leading to a ‘0’ to ‘1’ soft error.  
As in discussed Chapter II, the radiation effects on flash memories are complex. 
There are still some unexplained results even after completing the board level 
experiments. The simulation method proposed for predicting the cell behavior was 
performed in place of the costlier (in terms of time, effort and resources) board level 
experiments. Due to those unknowns, the accuracy of the simulation results cannot be 
quantified. In addition, some assumptions were made in order to implement the 
simulation. The limitations of the simulation method may cause those simulation results 
and experimental results not to match perfectly. For instance, no recombination has 
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been assumed, if recombination occurs (without considering other peripheral circuitry), 
the memory cell will fail at a higher dose compared to the simulation results. Another 
limitation is the inability in the simulation to predict the error caused by the degradation 
of the output voltage from the charge pump. Moreover, the actual read reference voltage 
for the specific memory cell used in this study is not reported in publications.  
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CHAPTER V. CONCLUSIONS 
5.1 Summary 
From the simulation results and experimental results, the flash memory cells are 
found to be resilient to TID effects.  
In this thesis, the memory cell structure is first developed with a capacitance model. 
Oxide thickness between different gates are calculated and calibrated. In the no 
radiation model, the program and erase operations showed self-limiting results. The 
charge transferring in the program operation stabilizes after 10 μs transient time; while 
in the erase operation, the charge transfer stabilizes after 0.1 ms. The accumulation of 
the electrons on the floating gate reduces the potential of the floating gate, hence 
increasing the cell threshold voltage. The threshold voltage increase rate slows with the 
progress of transient time. On the other hand, the erase operation removes the electrons 
from the floating gate and reduces the cell threshold voltage. 
The methodology utilized in this work to model TID effects is based on total dose 
induced charge accumulation in the oxide of a flash memory cell. Without considering 
recombination, the worst-case total dose induced charge accumulation in the oxide can 
be found (The fractional hold yield factor is only used in the failure threshold 
estimation). By applying different dosage level equivalent oxide charge to the memory 
cell at both the ‘0’ and ‘1’ states, different operations are evaluated post-irradiation. For 
a programmed cell and an erased cell, the threshold voltage is reduced at an average 
0.025 V/krad after irradiation. This observation indicates that, given a certain read 
reference voltage, with enough dose applied, a ‘0’ to ‘1’ soft error will occur.  
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Although experimental results provide additional insight into the radiation-induced 
flash memory failure modes, the modeling and simulation effort presented provides a 
good understanding of TID effects on flash memory cell at a much lower cost. 
5.2 Recommended Future Work 
The limitations in the TCAD cell level model developed have motivated the 
following as recommendations for future work:  
 Refine the methodology presented for better accuracy and robustness.  
 Expand 2D TCAD solutions to 3D TCAD to better predict total dose response.  
 Refine and extract TCAD model to perform circuit level simulation with a larger 
array size to gain better understanding of radiation effects on a whole array. The 
present model only covers one flash memory cell. 
 Expand the simulation to encompass peripheral circuitry so that the radiation 
response of a flash chip can be predicted more accurately. Moreover, at chip level, 
experimental results can provide better calibration for this simulation method. 
With further calibration, the simulation accuracy will be enhanced, so the 
simulation methodology may serve as a replacement for experiments.  
 The threshold voltage of an erased cell is observed to be a large negative value 
in the simulation result. Literature [45] illustrated that a resistance can be placed 
between the floating gate and the erase gate of a SST SuperFlash Generation 3 
cell in order to model the tunneling current more accurately. The Atlas simulator 
allows adding resistors to a contact in a device structure, but after adding a 
resistor to the floating gate contact, the simulation experienced a convergence 
problem. Moreover, an additional lumped capacitance is often required to model 
the correct coupling capacitance ratio [30, p. 436]. If the extra lump capacitance 
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is added, not only the erase operation will be effected, but the program operation 
will be affected as well, which already showed similar threshold voltage as listed 
in [40].  
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The following text provides details on important code segments in the Atlas codes 
used in developing and calibrating the SST SuperFlash flash memory cell model.  
The SPACE.MULT statement is a scaling factor, the smaller the value, the finer the 
mesh. The default value is 1. After that a series of X.MESH and Y.MESH are used to 
specify the mesh at the location in the X direction and Y direction. The following code 
segment sets the mesh for X direction at location -0.4 µm and the spacing is 0.01 µm. 
mesh   space.mult=1 
x.mesh loc= -0.4   spac=0.01 
Defining each region is the next step which establishes the region dimensions and 
defines the material for the corresponding region. Notice that all the meshes defined in 
the previous step need to be filled with material. The following lines shows how to 
define a 0.5 µm * 0.0075 µm oxide region. 
region num=2 x.min=-0.25 x.max=0.25 y.min=-0.0075 y.max=0 oxide 
After the regions are defined, the location of the electrodes need to be specified. The 
location of the source electrode is specified as follows. 
electrode name=source x.min=0.15 x.max=0.2 y.min=0 y.max=0  
The substrate is doped by p-type dopants while the source and drain are doped with 
n-type dopants. Note that the polysilicon gates need to be doped with n-type dopant as 
well. 
There are two ways of setting the doping area. The first method is to use the region 
number as below: 
doping region=8 uniform conc=5e17 p-type  
The substrate is region number 8 in the structure, doped with concentration level 
5×1017/cm3 p-type dopants.  
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The second approach is to use specific coordinate information to implement doping: 
doping uniform n.type conc=1e20 x.left=-0.4 x.right=-0.2 y.top=0 y.bottom=0.05 
The CONTACT statement specifies the characteristics for electrodes. Specifying the 
coupling gate as n-type poly is shown below.  
contact name=cgate n.polysilicon 
The METHOD statement specifies the numerical solution method to be utilized [30, 
p. 77]. NEWTON is used to solve a nonlinear system [30, p. 1001]. The TRAP 
parameter is the simplest and most effective way to solve poor convergence. If the first 
bias point is not converging, TRAP automatically cuts the bias point into half and solves 
again [30, p. 84]. The maximum number of times of cutting the bias point is set by the 
parameter MAXTRAPS [30, p. 84]. The AUTONR parameter reduces the Lower-
Upper Decomposition (LUD) at each bias point, which is strongly recommended [30, 
p. 1281] to increase the speed of the simulation.  
method newton trap maxtraps=8 autonr 
The following command finds the initial solution with all the nodes zero biased.  
solve init 
The ‘V’ command specifies the voltage on a named electrode or numbered electrode. 
Every electrode is given a unique number to identify it. Some commonly used names 
such as drain and source are recognizable, but other names such as egate and sgate is 
not recognizable. For those commonly used names, using ‘v<name>’ can specify bias 
voltage, otherwise ‘v<n>’ needs to be used (n is the unique number for that electrode). 
Electrode numbers are used in the following code segment for egate and sgate: 6 is for 
egate and 5 for is sgate, which sets the bias conditions to the read operation.  
solve vsource=0 
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solve vdrain=0.6 
solve v6=0 
solve v5=2  
solve vcgate=2 name=cgate 
The sweep operation is implemented by the following command.  
solve name=fgate vfgate=0 vfinal=6 vstep=0.1 
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The following equation is used to calculate how much charge must be added to the 
oxide.  
1 𝑟𝑎𝑑 = 6.25 × 107(
𝑀𝑒𝑉
𝑔𝑟𝑎𝑚
) = 6.25 × 1013(
𝑒𝑉
𝑔𝑟𝑎𝑚
) 
𝑃𝑒𝑟 𝑒ℎ𝑝 𝑖𝑠 17𝑒𝑉 𝑓𝑜𝑟 𝑆𝑖𝑂2  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒ℎ𝑝 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑏𝑦 1 𝑟𝑎𝑑 =
6.25 × 1013(
𝑒𝑉
𝑔𝑟𝑎𝑚)
17(
𝑒𝑉
𝑒ℎ𝑝)
= 3.68 × 1012(
𝑒ℎ𝑝
𝑔𝑟𝑎𝑚
) 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒ℎ𝑝 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑 𝑏𝑦 100 𝑘𝑟𝑎𝑑 = 3.68 × 1012 (
𝑒ℎ𝑝
𝑔𝑟𝑎𝑚
) × 100 × 1000 =
3.68 × 1017(
𝑒ℎ𝑝
𝑔𝑟𝑎𝑚
) 
𝐸𝑎𝑐ℎ ℎ𝑜𝑙𝑒 ℎ𝑎𝑠 𝑎 𝑐ℎ𝑎𝑟𝑔𝑒 𝑜𝑓 1.6 × 10−19(𝐶) 
𝑇𝑜𝑡𝑎𝑙 𝑐ℎ𝑎𝑟𝑔𝑒 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑒𝑑 𝑏𝑦 100 𝑘𝑟𝑎𝑑 𝑝𝑒𝑟 𝑔𝑟𝑎𝑚
= 3.68 × 1017(
𝑒ℎ𝑝
𝑔𝑟𝑎𝑚
) × 1.6 × 10−19(𝐶/𝑒ℎ𝑝)
= 5.88 × 10−2(
𝐶
𝑔𝑟𝑎𝑚
) 
𝐷𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑆𝑖𝑂2 = 2.65(
𝑔𝑟𝑎𝑚
𝑐𝑚3
) 
𝑀𝑎𝑠𝑠 𝑜𝑓 𝑆𝑖𝑂2 = 𝑑𝑒𝑛𝑠𝑖𝑡𝑦 (
𝑔𝑟𝑎𝑚
𝑐𝑚3
) × 𝑉𝑜𝑙𝑢𝑚𝑒(𝑐𝑚3)
= 2.65 (
𝑔𝑟𝑎𝑚
𝑐𝑚3
) × 120(𝑛𝑚) × 13(𝑛𝑚) × 1(𝜇𝑚)
= 2.65 (
𝑔𝑟𝑎𝑚
𝑐𝑚3
) × 120 × 10−7(𝑐𝑚) × 130 × 10−7(𝑐𝑚)
× 1 × 10−4(𝑐𝑚) = 2.65 (
𝑔𝑟𝑎𝑚
𝑐𝑚3
) × 1.56 × 10−15(𝑐𝑚3)
= 4.13 × 10−15(𝑔𝑟𝑎𝑚) 
 90 
𝑇𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑐ℎ𝑎𝑟𝑔𝑒 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑒𝑑 𝑏𝑦 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛(𝐶)
= 𝑇𝑜𝑡𝑎𝑙 𝑐ℎ𝑎𝑟𝑔𝑒 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑒𝑑 𝑏𝑦 100 𝑘𝑟𝑎𝑑 𝑝𝑒𝑟 𝑔𝑟𝑎𝑚
× 𝑀𝑎𝑠𝑠 𝑜𝑓 𝑆𝑖𝑂2 = 5.88 × 10
−2 (
𝐶
𝑔𝑟𝑎𝑚
) × 4.13 × 10−15(𝑔𝑟𝑎𝑚)
= 2.43 × 10−16(𝐶) 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 ℎ𝑜𝑙𝑒𝑠 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑑
=
𝑇𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑐ℎ𝑎𝑟𝑔𝑒 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑒𝑑 𝑏𝑦 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛(𝐶)
1.6 × 10−19(𝐶)
= 1.52 × 103 
 
 
 
 
𝐷𝑒𝑛𝑠𝑖𝑡𝑦 =
1.52 × 103
120(𝑛𝑚) × 1(𝜇𝑚)
=
1.52 × 103
120 × 10−7(𝑐𝑚) × 1 × 10−4(𝑐𝑚)
= 1.27 × 1012(𝑐𝑚−2) 
 
