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Abstract: We study excitations and collisions of kinks in a scalar field theory where the
potential has two minima with Z2 symmetry. The potential is designed in order to create a
square well potential in the stability equation of the kink excitations. The stability equation
is analogous to the Schrödinger equation where we use quantum mechanical techniques to
study the system. We modify the square well potential continuously which allows tunneling
of the eigenfunctions and therefore turning the normal modes of the kink into quasinormal
modes. We show that our model exhibits fractal resonance windows due to resonant energy
exchange mechanism, which disappear as the normal modes of the kink become quasinormal
modes.
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1 Introduction
Solitons and solitary waves are important solutions of nonlinear field equations that appear
in many areas of physics including particle physics, condensed matter physics, cosmology
and optics [1–3]. They are particle-like solutions that have localized energy and propagate
without losing the shape. Examples of solitons are vortices in superconductors [4–6] and
fluids [7] as well as cosmic strings [8, 9], monopoles [10, 11] and instantons [12–14] in high
energy physics. There are also skyrmions [15] and domain walls [16, 17] in magnetic ma-
terials with interesting technological applications. Strictly speaking, solitons are solutions
that collide elastically retaining only a phase after the collision. Example of such a system
is the sine-Gordon model where the complete integrability of the model guarantees that it
behaves like a true soliton. On the other hand, for most solitary waves there is no complete
integrability of the model and thus we observe richer phenomena instead of just a phase
shift after the collision.
In field equations in (1+1) dimensions there are solitary wave solutions called kinks
which interpolate between neighboring minima of the potential. We find solitary waves
with one spatial dimension for instance in polyacetylene [18], josephson junctions [19] and
propagation of light in optical fiber [20] as well as in particle physics interactions [21]. Also
kinks can describe some higher dimensional structures, such as domain walls, which can be
effectively viewed as one-dimensional structures in space. An important model that is well
studied is the φ4 theory where the potential has Z2 symmetry and two minima. In this
model the collision between a kink and an antikink exhibit a rich behavior: they annihilate
for small velocities and reflect for velocities larger than a critical velocity. Moreover, there
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are velocity intervals called resonance windows where the kinks bounce multiple times before
escaping. These resonance windows, which occur due to exchange of the kink translational
energy with the energy of normal mode excitations, alternate between intervals where the
kink and antikink annihilate.
The role of the normal mode excitations in kink-antikink collision has been already
known since the work of Sugiyama, where he could estimate the critical velocity of the φ4
using a collective coordinate approximation [22]. The role of the normal modes excitation
in the resonance windows was first explained in a seminal paper by Campbell et al. [23]
where they showed that there is an interplay between the translational mode of the kink
and the vibrational or "shape" mode in a resonant energy exchange mechanism. These
computations were repeated by the same group for modified sine-Gordon models showing
the effectiveness of their analysis [24, 25]. In [25], Campbell et al. were able to observe
self-similar structure in the resonance windows pattern of the so called double sine-Gordon
model. Later, unequivocal evidence of fractal structure in the φ4 theory was given in [26],
where it was shown that the resonance windows form a nested structre where at the edge of
a 2-bounce windows there is a sequence of 3-bounce windows, while at the edge of 3-bounce
resonance windows there is a sequence of 4-bounce windows and so on.
Resonance windows are found in many other kink and antikink scattering models in-
cluding recently a deformed φ4 model [27], the φ6 model [28], the φ8 model [29] and coupled
two component kinks [30, 31]. In all these works the presence of vibrational modes is an
essential ingredient to find resonance windows. For instance, in a model that interpolates
between a degenerate vacuum with a vibrational mode to a vacuumless model without a
vibrational mode, the resonance windows are suppressed as the vibrational modes disap-
pear [32]. Surprisingly, resonance windows are also found in the φ6 model where the kinks
do not exhibit normal modes. However, in this case the resonance is due to the interplay
of the translational energy with the normal mode of the kink antikink pair [33]. Similar
results were found recently in a model where the kinks have power-law asymptotics [34].
In many of these studies approximate methods such as collective coordinate approxima-
tion are important tools to understand the mechanism behind the resonance. A recent
complete description of the resonance in φ4 and φ6 models using the collective coordinate
approximation has been given in [35].
Resonance windows are not limited to a kink colliding with an antikink. Interestingly,
resonance windows are also observed in interactions of the kink with impurities, where the
energy exchange mechanism occurs between the translational mode of the kink and the
impurity mode, as well as the kink vibrational mode, when it exists [36, 37]. There can also
be collision of kinks from different sectors [28] or multikink collisions [38], both having very
interesting physics. Regarding applications, the φ4 model has been used recently to describe
graphene deformations [39]. Furthermore, effects such as negative radiation pressure in
kinks [40] were used to explain the absence of topological defects in the Universe today [41].
Also in cosmology, higher dimensional solitons have been used to describe the universe [42]
and the collision of these solitons to describe the big bang [43].
In a model of highly interactive kinks where the tails of the kink decay as a power-law
it was found that the kink has no vibrational mode, but has a quasinormal state [44]. In a
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recent work, it was shown for a modified φ4 model that when the normal mode of the kink
becomes a quasinormal mode the resonance windows are suppressed [45]. In the present
paper, we are also interested in investigating how the behavior of the collisions of a kink and
an antikink changes as the normal mode turns gradually into a quasinormal mode, using a
toy model. We construct a model where the potential has two minima and the solution of
the equation of motion is a kink connecting these minima. The stability potential of the
model looks like a potential well in quantum mechanics. We find the normal modes of the
system using the known methods in quantum mechanics. Moreover, we construct another
potential with a similar behavior where the stability equation has the shape of the potential
well with two barriers. The latter potential turns into the original one controlling the free
parameters of the system. The main idea in this paper is to study the behavior of the
system when the normal modes of the potential well turn smoothly into the quasinormal
modes of the potential well with the barriers as well as the kinks associated to them. The
structure of the paper is as follows. In section 2 we present the models we designed to
have kink solutions. In section 3 we study the stability equation of small perturbations
around the kink configurations as well as the effects associated to the transition between
the normal and quasinormal modes. In section 4 we compute the collision between a kink
and an antikink and how it is affected when the quasinormal modes appear. Finally, in
section 5 we summarize our main results and conclusions.
2 Model
Consider a scalar field theory in (1+1) dimensions given by the following Lagrangian
L =
1
2
(∂µφ)(∂
µφ)− V (φ), (2.1)
with the potential for positive φ
V (φ) =
{
λ
2 (−φ2 +A2), 0 ≤ φ < φ1,
γ
2 (φ− φ0)2, φ > φ1,
(2.2)
where all quantities are constant, except for φ. Similarly to the λφ4 potential, we choose
the above potential to have Z2 symmetry meaning V (−φ) = V (φ), which trivially defines
the potential for negative φ and creates two symmetric minima at φ = ±φ0. In contrast
with the λφ4 potential, it is piecewise defined and with maximum powers of φ2. To have the
desired shape, all constants in the potential should be positive. We choose the constants
such that V (φ) and dV/dφ are continuous at φ = φ1 leading to
λ(−φ21 +A2) = γ(φ1 − φ0)2, (2.3)
−λφ1 = γ(φ1 − φ0). (2.4)
These conditions are necessary for the field φ(x, t) and the kink solution φK(x) to be
sufficiently well behaved. In the definition of the potential in eq. (2.2) we have five constants
but only three are independent due to the constraints imposed by eqs. (2.3) and (2.4). We
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Figure 1: (a) Potential V (φ). (b) The kink solution for the potential V (x). (c) Linearized
potential U(x) for the potential in (a). Dashed lines (in grey) mark the limiting points in
the definition of V (φ) and φ(x). In all three graphs we considered γ = 3.0(λ).
set φ0 = 1 which is equivalent to rescaling the fields φ and the constants. This leaves us
with two independent constants in the definition of the potential. The potential V (φ) is
shown in Fig. 1(a).
The equation of motion is
∂2φ
∂t2
− ∂
2φ
∂x2
= −dV
dφ
, (2.5)
and the static kink solutions can be computed using the BPS condition
dφK(x)
dx
=
√
2V (φ). (2.6)
From the above condition one can see that the first and second derivatives of the kink
solution are continuous. We find that the kink centered at the origin is given by
φK(x) =
{
A sin(
√
λx), 0 < x < L,
1− (1− φ1)e−
√
γ(x−L), x > L,
(2.7)
for positive x. The parameter L is the position where φK(x = L) = φ1, given implicitly by
φ1 = A sin(
√
λL). (2.8)
As there are inifinetly many solutions for L in this equation, we choose L such that 0 <√
λL < pi/2. Hence, the kink will not oscillate for 0 < x < L and will have a shape close
to hyperbolic tangent in φ4 theory. Notice that L is not independent of the rest of the
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parameters and as a result we still have only two independent parameters. A typical kink
configuration in our model is shown in figure 1(b).
The stability of the kink can be studied by computing the behavior of small oscillations
around a kink configuration. If we write φ(x, t) = φK(x) + η(x)eiωt, where η is small, we
find a Schrödinger-like equation for η as
Hη ≡
[
− d
2
dx2
+ U(x)
]
η = ω2η, (2.9)
where the linearized potential U(x) is an even function given by
U(x) =
d2V (φ)
dφ2
∣∣∣∣
φ=φK
=
{
−λ, 0 ≤ x < L,
γ, x > L.
(2.10)
for positive x. The potential V (φ) was designed to create a square well in the linearized
potential U(x) as shown in figure 1(c).
We can solve eq. (2.9) resorting to the analogy with the Schrödinger equation. The
linearized potential is the well-known square well in quantum mechanics [46]. Its eigenvalues
for even and odd eigenfunctions are given by the following transcendental equations
k =l tan(lL), (2.11)
−k =l cot(lL), (2.12)
respectively, where k =
√
γ − ω2 and l = √ω2 + λ. The even and odd eigenfunctions are
written in appendix A for reference. To work with dimensionless parameters let us rescale
them as x→ x√λ, t→ t√λ, γ → γ/λ and ω → ω/√λ. When deem necessary, we write the
scaling parameter λ explicitly. With this rescaling we have control over only one parameter
in the system.
There is at least one even solution to the transcendental equations (2.11) and (2.12).
Therefore, the kink has at least one normal mode which is the translational mode with
ω2 = 0. This can be seen by noting that the zero mode condition is
√
γ = tanL, (2.13)
which is automatically satisfied if the system obeys the continuity conditions (2.3), (2.4) and
(2.8). Thus, we see that the continuity of the pontential and its first derivative is a necessary
condition to have a consistent model where the kink has a translational mode. Furthermore,
there are no solutions with ω2 < 0. To see why notice that there are no solutions for
ω2 < −1(λ) because −1 is the minimum of the linearized potential U(x). Moreover, as
L < pi/2, the RHS of equation (2.11) is a continuous monotonically increasing function in
the interval −1 < ω2 < 0, while the LHS is a continuous monotonically decreasing function.
Therefore, ω2 = 0 must be the only solution for ω2 ≤ 0. The other solutions can be found
numerically and we choose the parameters such that the solution has at least one shape
mode, that is, one mode with ω2 > 0.
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Now let us modify the potential V (φ) to create quasinormal modes. We modify the
potential for positive φ in the following form
V (φ) =

λ
2 (−φ2 +A2), 0 ≤ φ < φ1,
γ
2 [(φ− 1 + δ)2 +B2], φ1 < φ < 1− ,
γ′
2 (φ− 1)2, 1−  < φ < 1 + ,
γ
2 [(φ− 1− δ)2 +B2], φ > 1 + ,
(2.14)
where all quantities are constant, except for φ. To have the desired behavior in V (φ) and
in the linearized potential U(x), all quantities should be positive and φ1 < 1 −  < 1 − δ
and γ > γ′. We choose the potential to be still an even function of φ, as the original one.
The continuity condition for V and dV/dφ at φ = φ1 and φ = 1±  results in
λ(−φ21 +A2) = γ[(φ1 − 1 + δ)2 +B2], (2.15)
−λφ1 = γ(φ1 − 1 + δ), (2.16)
[(− δ)2 +B2] = γ′2, (2.17)
γ(− δ) = γ′. (2.18)
These conditions are necessary to have well behaved solitons. The potential V (φ) is shown
in figure 2(a). Note in eqs. (2.17) and (2.18) that δ → 0 and B → 0 as  → 0, where
the initial potential in eq. (2.2) is recovered. The minimum of the potential is set again at
φ = 1. In the definition of the potential in eq. (2.14) there are eight constants but only four
are independent, because of the constraints in eqs. (2.15)–(2.18). With the same rescaling
as in the original potential, there are three parameters one can change to study the system.
The static kink solutions can be computed again. We find that the kink centered at
the origin is given by
φK(x) =

A sinx, 0 < x < L,
φ0 − δ +B sinh(C +√γ(x− L)), L < x < L′,
φ0 − e−
√
γ′[x−(L+∆L)], x > L′,
(2.19)
for positive x, where
C ≡ ln(B/D), (2.20)
and
D ≡
√
B2 + (1− δ − φ1)2 + 1− δ − φ1. (2.21)
L and L′ ≡ L + ∆L are the points where φK = φ1 and φK = 1 − , respectively, and are
given implicitly by the following equations
φ1 = A sinL, (2.22)
 = δ −B sinh(C +√γ∆L). (2.23)
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Figure 2: (a) The piecewise defined potential V (φ) in eq. (2.14). (b) The kink, for the
potential V (x). (b) Linearized potential U(x). Dashed lines (in grey) mark the limiting
points in the definitions of V (φ) and φ(x). In all three graphs we considered γ = 3.0(λ),
∆γ = 2.0(λ),  = 0.05.
A typical kink configuration is shown in figure 2(b). Notice that L and ∆L are not in-
dependent of the rest of the parameters and as a result we still have three independent
parameters.
Now the linearized potential of the stability equation is
U(x) =
d2V (φ)
dφ2
∣∣∣∣
φ=φK
=

−1(λ), 0 < x < L,
γ, L < x < L+ ∆L,
γ −∆γ, x > L+ ∆L,
(2.24)
where ∆γ ≡ γ − γ′. The potential V (φ) was designed to create a potential barrier with a
square well in the center in the linearized potential U(x) as shown in figure 2(c).
3 Stability Equation
We plan to study the stability equation (2.9) for the general case where  6= 0. To find η
in this case we first notice that by similar arguments there is a translational mode with
ω2 = 0 where its existence is guarenteed by the continuity of V (φ) and its first derivative,
and no solution for ω2 < 0. Then, we look at scattering solutions with γ −∆γ < ω2 < γ.
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Hence, we can write the solutions in the different regions of space as
η(x) =

F1e
imx + F2e
−imx, x < −L−∆L
G1e
−kx +G2ekx, −L−∆L < x < L
H1 sin(lx) +H2 cos lx, −L < x < L
I1e
−kx + I2ekx, L < x < L+ ∆L
Jeimx, x > L+ ∆L
(3.1)
where m =
√
ω2 + ∆γ − γ and the capital letters F -J are the constants that we need
to find. Boundary conditions are given by requiring continuity of η(x) as well as its first
derivative at x = ±L and x = ±(L + ∆L). The constants F -J are presented in appendix
B. After some lengthy algebra, one can find the transmission and reflection coeffcients
T =4
∣∣∣∣e2k∆L(1 + iα−km)[cos(2lL) + α−kl sin(2lL)]− 2iα+kmα+kl sin(2lL)
+ e−2k∆L(1− iα−km)[cos(2lL)− α−kl sin(2lL)]
∣∣∣∣−2, (3.2)
R =
T
4
{
e2k∆Lα+km[cos(2lL) + α
−
kl sin(2lL)]− 2α−kmα+kl sin(2lL)
− e−2k∆Lα+km[cos(2lL)− α−kl sin(2lL)]
}2
,
(3.3)
where
α±km ≡
k2 ±m2
2mk
, α±kl ≡
k2 ± l2
2lk
. (3.4)
We plan to investigate how the transmission and reflection coefficients T and R depend
on the parameters of our model. Ideally, one could fix all the parameters of the linearized
potential (γ, ∆γ, L, ∆L) but one, to isolate the effect of each variable. However, this is
not possible due to the fact that after rescaling there are only three independent variables.
Hence, for each value of L we fix the square well in the center of the linearized potential of
the system and isolate the effect of ∆γ and ∆L. These two parameters are not independent
from each other and their relation can by computed numerically from eqs. (2.15)–(2.18)
and also eqs. (2.22) and (2.23). ∆L as a function of ∆γ is shown in figure 3 considering
γ = 4.0 and three values of L = 1.1, 1.1025, 1.105. The linearized potential has a square
well in the center. When we choose γ and L we are fixing the shape of this square well. We
can compute from eq. (2.9) the eigenvalue ω21 of the first excited state of the square well
potential. For γ = 4, we find ω21 = 2.680, 2.671, 2.662 for L = 1.1, 1.1025, 1.105, respectively.
The transmission and reflection coefficients T and R are shown in figure 4 for several
values of the parameters. We find numerically that, when ω2 is close to, but not exactly
at, the normal mode frequency of the square well ω21, there appears a resonance where the
barrier becomes transparent, i.e. T = 1, R = 0. The normal mode frequency ω21 is marked
as a vertical line in figure 4. The peak in the transmission coefficient becomes slightly
more localized around the square well normal modes as L and/or ∆γ (or equivalently ∆L)
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Figure 3: Relationship between parameters of the linearized potential, ∆γ versus ∆L, for
different values of L considering γ = 4.0. There are no solutions for very small values of
∆γ.
increase. This behavior can be understood mathematically by looking at equation (3.2)
and noting that the term that is multiplied by exp(2k∆L) in the denominator of T is zero
when the normal mode equations (2.11) and (2.12) are obeyed. This in turn allows T to
grow and approach 1. Physically, one can understand this behavior by noting that only if
the incident frequency is near the first excited state energy of the square well it could excite
the system into this state, due to resonance, and tunnel through the barrier. Moreover, for
higher values of ∆L we need a more precise tuning of the incident frequency to excite the
system into this excited state. The conclusion is that we expect the excited bound states of
the square well to tunnel through the potential barrier. As a result, the normal modes of the
kink for ∆γ = 0 may become quasinormal modes as we set ∆γ 6= 0. If ω21 < γ −∆γ there
is no tunneling because the scattering energies are higher than the energy of the excited
state of the square well. Therefore, we would see no resonance for very low values of ∆γ as
shown in figures 4(c), (f) and (i).
We can study the tunneling behavior by numerically integrating the time dependent
version of eq. (2.9). If we substitute φ(x, t) = φK(x) + ψ(x, t) in eq. (2.5), where ψ(x, t) is
a small perturbation around the kink configuration, we get
− ∂
2ψ
∂t2
= −∂
2ψ
∂x2
+ U(x)ψ, (3.5)
Substituting the partial derivatives by finite differences, one can solve the eq. (3.5) numeri-
cally. We divide the spacetime in a grid with spacings τ = 0.0002 and h = 0.001. We need
small values of h because the linearized potential is composed of step functions and we need
to locate precisely where the steps occur. We define the field at the gridpoint (xi, tj) as
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Figure 4: Transmission (solid) and reflection (dashed) coefficients as a function of the
incident energy for an incident wave in a barrier with a square well in the center. We vary
∆γ and L and set γ = 4.0. Vertical grey lines are solutions of the transcendental equations
(2.11) and (2.12). The peaks are not exactly centered at the grey lines, but becomes more
localized around it as L increases.
ψi,j . Therefore, the partial derivatives take the form
∂2ψi,j
∂t2
=
ψi,j+1 − 2ψi,j + ψi,j−1
τ2
, (3.6)
and
∂2ψi,j
∂x2
=
ψi+1,j − 2ψi,j + ψi−1,j
h2
. (3.7)
We set the boundaries at x = −50, 50, where the field vanishes. These boundary conditions
cause radiation to be reflected at the boundaries. To avoid this problem, our simulations
are short enough that radiation will not have time to reflect and interact again with the
system. We solve the differential equation for ∆γ 6= 0 considering the excited states of the
square well with ∆γ = 0, as the initial condition (see appendix A). If the eigenvalue ω21 of
the excited state is larger than γ −∆γ, the excited state becomes a quasinormal state and
we expect its amplitude to decay exponentially due to tunneling.
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Figure 5: (a) Evolution of the amplitude c(t) of the perturbation ψ on the eigenstate of the
square well considering ∆γ = 2.05, L = 1.105. The dashed curve is the exponential envelope
of the fit function. (b) and (c) The numerical value of exponential decay rate and the fre-
quency of oscillation of the amplitude c(t), respectively, considering L = 1.1, 1.1025, 1.105.
In all graphs we choose γ = 4.0.
We compute the amplitude of the perturbation ψ(x, t) on the first excited state of the
square well η1(x) as a projection
c(t) =
∫ ∞
−∞
η1(x)ψ(x, t)dx . (3.8)
The evolution of the amplitude is shown in figure 5(a). The parameters are γ = 4.0, ∆γ =
2.05 and L = 1.105. For these parameters the square well in the center of the linearized
potential has one excited state with ω21 = 2.662, which is higher than γ′ = γ −∆γ = 1.95.
As a consequence, we expect that the amplitude of the field for this state to tunnel the
barrier as it oscillates.
We can compute similar curves for several values of the parameters and fit the curves
as
f(t;Af , ωf , δf ,Γ) = Af sin(ωf t+ δf ) exp(−Γt). (3.9)
The fit values ωf and Γ as a function of ∆γ for γ = 4.0 and L = 1.1, 1.1025, 1.105 are
shown in figures 5(b) and (c), respectively. As said before, the square well in the center of
the linearized potential has only one excited bound state for these values of the parameters.
This excited state is our initial condition and it has ω21 = 2.680, 2.671, 2.662 for L =
1.1, 1.1025, 1.105, respectively. It will tunnel through the barrier only if ω21 > γ′ = γ −∆γ.
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In other words, if the energy of the excited state is higher than the value of the linearized
potential U(x) for large x, the perturbation ψ(x, t) will tunnel through the barrier. This
is indeed what we observe in figure 5(b). The decay rate is zero for small ∆γ and as
∆γ increases, γ′ becomes lower than ω21 eventually and Γ becomes non-zero and increases
sharply, indicating that there is tunneling. As ∆γ is further increased Γ starts to decrease
because ∆L is increasing (see figure 3), making tunneling harder.
In figure 5(c) we see the vibrating frequency of the quasinormal state, ωf , as a function
of ∆γ. For small values of ∆γ, ωf should be close to the ω1, because the potential is close
to the square well. Now looking at the figure we see that ωf initially decreases. This is
due to the fact that the potential energy is decreasing which occurs until the system starts
tunneling, that is, when γ′ becomes lower than ω21. After that the ωf keeps decreasing
for a while and then starts increasing towards ω1 because ∆L increases as we increase ∆γ
and the potential approaches the square well potential again. All the computations done
in figure 5 were also done using the full nonlinear equation of motion (2.5) with similar
results.
4 Collisions
Now let us study the collision behavior as we change the potential to create quasinormal
modes. In order to do that we need to integrate eq. (2.5) numerically to find φ(x, t). Again,
the spacetime is divided in a grid with spacings τ = 0.002 and h = 0.01. As before, we
define the field at the gridpoint (xi, tj) as φi,j . We substitute the partial derivatives by finite
differences the same way as in eqs. (3.6) and (3.7) and we set periodic boundary conditions
at x = −100.0, 100.0. The collision we are interested in is between a kink and an antikink.
Therefore, we set the initial condition of the field as the additive ansatz
φ(x, 0) = φK¯
(
x√
1− v2i
−X0
)
+ φK
(
x√
1− v2i
+X0
)
− 1 (4.1)
φ˙(x, 0) =
vi√
1− v2i
[
φ′K¯
(
x√
1− v2i
−X0
)
− φ′K
(
x√
1− v2i
+X0
)]
, (4.2)
where φK¯(x) is the antikink static solution and prime and dot denote derivatives with
respect to the position and time, respectively. We vary the initial velocity of the kink and
antikink vi and set the initial position at X0 = 10.0.
As there are three independent parameters we choose the simplest way to create quasi-
normal modes. We fix γ and ∆γ and vary . We choose ∆γ large enough to guarantee the
existence of quasinormal modes for  6= 0. In the following, first we consider the collision for
 = 0 and show that it presents resonance windows that are well described by the resonant
energy exchange mechanism of Campbell et al. [23]. Then, we consider the collision for
 6= 0, where normal modes become quasinormal modes.
4.1 Potential with  = 0
Setting  = 0 gives the case of collisions of a kink with a translational and vibrational
normal modes which are solutions of the square well potential. We choose the parameters
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(a) (b) (c)
Figure 6: Evolution of the scalar field φ(x, t) during the collision of a kink and an antikink.
Parameters are  = 0, γ = 2.667 and (a) vin = 0.200, (b) vin = 0.228 and (c) vin = 0.340.
In (a) the kink and the antikink annihilate, in (b) they bounce two times before separating
and in (c) they reflect.
such that the kink has only one normal mode. In the collision of a kink with an antikink in
the system there are three possible behaviors: The kink and the antikink may annihilate,
resonate or reflect. It is worth noticing that our model has well behaved collisions that
exhibit all the expected behavior of a kink and antikink collision for a potential similar
to the one in φ4 theory. In figure 6(a) the kink and the antikink collide and then turn
into a bion that oscillates and decays slowly while emitting radiation. In figure 6(b) the
kink and antikink bounce two times before separating in opposite directions. Separation
after multiple bounces are called resonances. Finally, in figure 6(c) the kink and antikink
collide once and then reflect. Resonances occur in resonance windows for velocities below
a critical velocity above which the kink and antikink reflect. These windows alternate
between intervals where the kink and antikink annihilate. This behavior is clear when we
look at the plot of the final velocity of the kink and antikink vf versus the initial velocity
vi shown in figure 7(a). When vf = 0 it means that the kink and antikink annihilate. The
sharp peaks with vf 6= 0 are the resonance windows. The initial velocity at the center of
the first 14 two-bounce resonance windows is shown in table 1. There is a critical velocity
vc above which the kink and antikink reflect. It is vc = 0.298 in our model considering
 = 0 and γ = 2.667.
The resonance phenomenon obey the resonant energy exchange mechanism of Campbell
et al. [23] as shown in figures 7(b) and (c). In short, according to the aforementioned
mechanism after the first collision the kink and antikink lose part of the translational
energy which transforms into the vibrational energy and may be forced to collide once
more. As the vibrational mode is localized at the kink it may recover this energy at the
second collision if the timing is right and be able to fully separate.
In figure 7(b) one can see that the time interval between the two bounces T increases by
one oscillation of the field at the center of the collision φ(0, t) as we go from one resonance
window to the next. As a result, T must fall in a straight line when plotted as a function
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Figure 7: (a) Final velocity after the collision versus the initial velocity of the kink and
anti-kink. (b) Evolution of the center of the scalar field φ(0, t) during the collision of a kink
and an antikink for several bounce windows where n is the window number. (c) Plot of the
time between the first and second collisions versus the window number n. Parameters in
all graphs are  = 0 and γ = 2.667.
n vi n vi
3 0.2288 10 0.2865
4 0.2568 11 0.2876
5 0.2694 12 0.2884
6 0.2763 13 0.2890
7 0.2805 14 0.2895
8 0.2832 15 0.2900
9 0.2851 16 0.2903
Table 1: Velocities vi at the center of two-bounce resonance windows and window number
for the first 14 windows. Parameters are  = 0 and γ = 2.667.
of the window number n as shown in figure 7(c). One can write this relation in the form
ω1T = δ + 2pin, (4.3)
where ω1 is the oscillation frequency of the first excited state of the square well potential
and δ is a phase. The window number of the first two-bounce window is chosen such that
the phase δ is between 0 and 2pi and it increases by one from one window to the next.
Fitting the curve we find δ = 3.719 and ω1 = 1.510 which is close to the theoretical value
ω1 = 1.533 obtained by solving the stability equation (2.9) for the same values of the
parameters.
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Figure 8: Final velocity of the kink and antikink vf as a function of the initial velocity
vi for: (a)  = 0, (b)  = 0.02, (c)  = 0.04 and (d)  = 0.06. As  increases the critical
velocity also increases and higher order resonance windows are suppressed. In all graphs
we consider γ = 2.667, ∆γ = 2.0.
4.2 Potential with  6= 0
Now we study collisions for potentials with  6= 0. This means that the vibrational modes
are now quasinormal modes and thus will tunnel the potential barrier created by the kink.
The final velocity of the kink and the antikink vf as a function of the initial velocity
vi for several values of  is shown in figure 8, considering γ = 2.667, ∆γ = 2.0. As in
[45], we also find that the critical velocity increases, for example the critical velocities are
vc = 0.394, 0.474, 0.548 for  = 0.02, 0.04, 0.06, respectively. That is, the kink and antikink
need higher relative initial velocities to be able to reflect for higher values of . Moreover,
most resonant windows are suppressed as the normal modes become quasinormal modes.
This happens because for  6= 0 translational energy is leaked when it is converted into
vibrational energy and thus it cannot be recovered.
One difference between our result and the result in [45] is that in our model the res-
onance windows are not completly suppressed for higher values of . We usually find one
or two small resonance windows. This may happen because, even though we are losing
energy due to tunneling of quasinormal modes, it can be compensated by an increase in the
translational energy at higher relative initial velocities. Therefore, we may find resonance
windows at higher values of vi. Nevertheless, most resonance windows are suppressed as
we increase  and there appears a much poorer structure of resonance windows.
We can also investigate the self-similarity of the resonance windows in our model. In
figure 9 we show the resonance windows intervals for  = 0.0, 0.4. Other parameters are
again γ = 2.667, ∆γ = 2.0. In figure 9(a) we see that for  = 0.0 our model exhibits
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Figure 9: Resonance windows of the collision between a kink and an antikink for (a)  = 0
and (b)  = 0.4. As we zoom in, the windows show self-similar structure for  = 0 and no
self-similar structure for  = 0.4. In all graphs we consider γ = 2.667, ∆γ = 2.0
self-similarity. As we zoom in near resonance windows we observe the same structure of
higher bounce resonance windows analogous to the one in the φ4 model [26]. However, in
figure 9(b) for  = 0.04 as we zoom in near a resonance windows there is no self-similarity
at all. Actually, we barely see any higher bounce resonance windows.
5 Conclusion
In the present paper, we have designed a scalar field model in (1+1) dimensions which has
a kink and an antikink interpolating between the two symmetric minima of the potential.
This model has a stability equation for perturbations of the kink which is anologous to the
Schrödinger equation with a linearized potential in the shape of the square well potential
in quantum mechanics. We have designed another potential which is a modification of
the original one with the stability potential in the form of a square well potential with two
barriers. In this case, vibrational normal modes of the kink solutions of the former potential
turns into quasinormal modes in the latter one. The analogy with the Schrödinger equation
in our model is very clear and it was used together with numerical integration to show that
these quasinormal modes will tunnel the potential barrier created by the kink and leak
energy. This model is particularly interesting because it has several parameters that can be
varied to study the system dependence on several potential and linearized potential shapes.
However, we have not exhausted the whole parameter space of the model in this work due
to the relevance to our study.
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Although our potential is piecewise defined with manufactured linear stability potential
making it exotic, using the continuity condition for the potential and its derivative with
respect to the scalar field as well as the BPS condition it is well behaved and captures the
most relevant characteristics of the known kink solutions studied in the literature. In fact,
it behaves similarly to the φ4 kink-anti-kink collisions considering our original model with
the square well stability potential,  = 0. The parameter  encodes the information about
the size of the barrier, that is, when it increases from zero the normal modes of the square
well potential may turn into the quasinormal modes due to the appearance of the barriers
causing the energy leak.
In the limit  = 0, we have shown that in a collision between a kink and an antikink
the system exhibits resonance windows which are well described by the resonant energy
exchange mechanism of Campbell et al. [23]. Moreover, it has been shown that for  6= 0, the
resonance windows are suppressed because the normal modes became quasinormal modes
which is similar to the result in [45] with only minor differences. Furthermore, we have
shown that the fractal self-similiraty of the resonance windows is completely lost as soon
as the normal modes become quasinormal modes. This shows that normal modes are
important for the system to exhibit fractal behavior in the kink and antikink collision.
A Square well eigenfunctions
The even eigenfunctions of the square well potential are given by
η2n(x) =

C2ne
k2nx, x < −L,
C2ne
−k2nL cos(l2nx)/ cos(l2nL), −L < x < L,
C2ne
−k2nx, x > L,
(A.1)
where C2n is the normalization constant. The parameters k2n and l2n are functions of ω2n,
which is the (n+ 1)-th solution of the transcendental equation (2.11) in increasing order.
The odd eigenfunctions are given by
η2n+1(x) =

−C2n+1ek2n+1x, x < −L,
C2n+1e
−k2n+1L sin(l2n+1x)/ sin(l2n+1L), −L < x < L,
C2n+1e
−k2n+1x, x > L,
(A.2)
with C2n+1 as normalization constant. The parameters k2n+1 and l2n+1 are functions of
ω2n+1, which is the (n + 1)-th solution of the transcendental equation (2.12) in ascending
order as in the previous case.
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B Transmission and reflection coefficients
The coefficients in eq. (3.1) are given by
I1 =
J
2
ek(L+∆L)eim(L+∆L)β−,
I2 =
J
2
e−k(L+∆L)eim(L+∆L)β+,
H1 =
Jeim(L+∆L)
2
{
ek∆Lβ−[sin(lL)− k
l
cos(lL)] + e−k∆Lβ+[sin(lL) +
k
l
cos(lL)]
}
,
H2 =
Jeim(L+∆L)
2
{
ek∆Lβ−[cos(lL) +
k
l
sin(lL)] + e−k∆Lβ+[cos(lL)− k
l
sin(lL)]
}
,
G1 =
Jeim(L+∆L)
2
e−kL
{
ek∆Lβ−[cos(2lL) + α−kl sin(2lL)]− e−k∆Lβ+α+kl sin(2lL)
}
,
G2 =
Jeim(L+∆L)
2
ekL
{
ek∆Lβ−α+kl sin(2lL) + e
−k∆Lβ+[cos(2lL)− α−kl sin(2lL)]
}
,
F1 =
Je2im(L+∆L)
2
{
e2k∆L[1 + iα−km][cos(2la) + α
−
kl sin(2la)]− 2iα+kmα+kl sin(2lL)
+ e−2k∆L[1− iα−km][cos(2lL)− α−kl sin(2lL)]
}
,
F2 =
J
2
{− ie2k∆Lα+km[cos(2la) + α−kl sin(2la)] + 2iα−kmα+kl sin(2lL)
+ ie−2k∆Lα+km[cos(2lL)− α−kl sin(2lL)]
}
,
(B.1)
using the definitions in eq. (3.4) and also
β± ≡ 1± im
k
.
The transmission and reflection coefficients are given by T = | JF1 |2 and R = |F2F1 |2, respec-
tively.
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