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FINITE-DIMENSIONAL ALGEBRAS WITH SMALLEST RESOLUTIONS OF
SIMPLE MODULES
SHASHIDHAR JAGADEESHAN AND MARK KLEINER
Introduction
Let Λ be an associative ring with identity and with the Jacobson radical r, let modΛ be the
category of finitely generated left Λ-modules, and let Λop be the opposite ring of Λ. All modules
are left unital modules, and if X is a module then pdX is the projective dimension of X . If Λ is
left artinian and M ∈ modΛ, we denote by P (M) a projective cover of M . Throughout the paper
we fix an arbitrary field k. For terminology and notation, we refer the reader to [2, 4].
If Λ is a finite-dimensional k-algebra, any nonzero M ∈ modΛ has a minimal projective resolu-
tion
· · · → P2
d2→ P1
d1→ P0
d0→M → 0, (0.1)
which is a very important but rather complicated homological invariant of the module M . An
interesting numerical invariant of the above resolution is the complexity of M , cΛ(M), which
measures the growth of the size of the n-th term, Pn, as n → ∞. The notion of complexity is
especially important when Λ = kG is the group algebra over k of a finite group G, where char k
divides the order of G, because ckG(M) = cG(M) is the dimension of the cohomological support
variety VkG(M) = VG(M) associated to M (see [4, Ch. 5]). We recall the definition of complexity.
Let N be the set of nonnegative integers, and let b = {bn |n ∈ N} be an arbitrary sequence with
bn ∈ N. The growth of b is the least nonnegative integer γ(b) for which there is a positive real
number A satisfying bn ≤ Anγ(b)−1 for sufficiently large n. If no such integer exists then γ(b) =∞.
By definition, cΛ(M) = γ({dimk Pn}).
For an arbitrary finite-dimensional algebra Λ, the cohomological support variety VΛ(M) of
M ∈ modΛ is defined in [14]. The definition works well for some classes of algebras; in particular,
many properties of the support variety over a group algebra extend to self-injective algebras over
an algebraically closed field that satisfy appropriate finite generation assumptions [6]. However,
some of those properties do not extend to all algebras. For example, let Λ be a self-injective algebra
whose Hochschild cohomology ring HH∗(Λ) contains a commutative noetherian graded subalgebra
H where (i) H0 = HH0(Λ) = Z(Λ) and (ii) Ext∗Λ(Λ /r,Λ /r) is a finitely generated H-module.
Under these assumptions, if M ∈ modΛ then cΛ(M) < ∞, and VΛ(M) is trivial if and only if M
is projective. On the other hand, the authors of [14] and [6] have constructed finite-dimensional
algebras Λ of infinite global dimension over an algebraically closed field for which cΛ(M) = ∞
for some M ∈ modΛ, or VΛ(M) is trivial for all M ∈ modΛ. Some of these algebras belong to
the class of algebras arising in this paper, and Example 3.5 exhibits two such algebras for which
each module is eventually periodic (see the definition below). However, for one of the algebras the
support variety of each module is trivial, while for the other some modules have nontrivial support
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varieties. Thus, at least for the algebras in this class, there is no clear connection between the
cohomological support variety of a module and the behavior of the terms of its minimal projective
resolution. We also note that the notions of complexity and support variety do not distinguish
between modules of finite projective dimension: all such modules have complexity zero and trivial
support variety.
To study modules of arbitrary projective dimension over a class of finite-dimensional algebras
containing all algebras over an algebraically closed field, we examine a numerical invariant of the
resolution (0.1) that is finer than cΛ(M). This invariant is the sequence
p(M) = {p(M)n = ℓ(Pn) |n ∈ N}
where ℓ(X) is the length of X ∈ modΛ.
The obvious question is why p(M) is preferable to {dimk Pn}. There are several answers. First
of all, one can recover cΛ(M) from p(M) because, according to [3], γ({dimk Pn}) = γ(p(M)) so that
cΛ(M) = γ(p(M)), and the latter formula also works when Λ is a left artinian ring. Second, p(M)
is a categorical invariant of M , and thus is preserved under Morita equivalence, while {dimk Pn} is
not. Third, it may be easier to detect finite projective dimension from p(M) than from {dimk Pn},
e.g., if ℓ(Pn) = 1 then Pn is simple projective, so Pn+t = 0 for t > 0, while it is impossible to detect
a simple projective module P from dimk P when dimk P > 1. Finally, for a minimal projective
resolution
· · · → Q2 → Q1 → Q0 → N → 0 (0.2)
of N ∈ modΓ where Γ is a left artinian ring, we can compare the lengths ℓ(Pm) and ℓ(Qn), while
the comparison of dimensions of Pm and Qn over a field may be either impossible or unnatural.
Of course, certain properties of the sequence p(M) have already been addressed in the literature;
see, for instance, [4, Theorem 5.10.4 and Corollary 5.10.7] on the periodicity of M ∈ modΛ when
Λ = kG is the group algebra and cΛ(M) = 1. We recall that given the minimal projective resolution
(0.1), the n-th syzygy of M is ΩnM = Cokerdn+1, and M is said to be eventually periodic if there
exists an integer t > 0 such that Ωs+tM ≃ ΩsM for some integer s ≥ 0; if s = 0 then M is periodic.
The smallest possible t is the period of M .
Our approach to the set of sequences p(X) is based on the introduction of a means to compare
two such sequences, p(X) and p(Y ): we define a preorder 4, i.e., a reflexive and transitive binary
relation, on the set, and say that the minimal projective resolution of X is “smaller” than that of
Y if p(X) 4 p(Y ). There are several ways to define the preorder 4, but all preorders in this paper
are such that if p(X)n ≤ p(Y )n for all n ∈ N, then p(X) 4 p(Y ), i.e., we respect the intuitive
notion of what it means that p(X) is smaller than p(Y ).
The following easily verifiable statement shows that among the modules of fixed length, semisim-
ple modules have the largest resolutions.
Proposition 0.1. Let Λ be a left artinian ring, let L,M,N ∈ modΛ, and let n ∈ N.
(a) If 0→ L→M → N → 0 is an exact sequence then p(M)n ≤ p(L)n + p(N)n.
(b) p(M ⊕N)n = p(M)n + p(N)n.
(c) Let S1, . . . , St be a complete set of pairwise nonisomorphic simple Λ-modules and let mi be
the multiplicity of Si in a composition series of M, 1 ≤ i ≤ t. Then
p(M)n ≤ p(S
m1
1 ⊕ · · · ⊕ S
mt
t )n = m1p(S1)n + · · ·+mtp(St)n.
We are interested in those left artinian rings for which the largest projective resolutions are
as small as possible. In view of Proposition 0.1, semisimple modules have the largest resolutions,
so we wish to know when the minimal projective resolutions of their indecomposable summands,
the simple modules, are as small as possible. More precisely, the problem is to describe the left
artinian rings Λ with the following property.
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(∗) If S is a simple Λ-module and T ∈ modΓ, where Γ is any left artinian ring,
then pdS ≤ pdT implies p(S) 4 p(T ).
For a preorder 4 described below, we solve the problem when Λ is a finite-dimensional k-algebra
that is elementary, which means that Λ / r is isomorphic to a direct product of several copies of
k. This includes all algebras over an algebraically closed field because each such algebra is Morita
equivalent to an elementary algebra. Since a finite-dimensional algebra is elementary if and only
if it is isomorphic to the path algebra of a finite quiver with relations (see [2, Section III.1]), we
characterize the above algebras in terms of quivers and relations (Theorem 3.7). This is our main
result.
We now describe the preorders 4 considered in this paper. For a left artinian ring Λ, we do
not know which sequences a = {an |n ∈ N} of nonnegative integers satisfy a = p(M) for some
nonzero M ∈ modΛ. So we define a preorder 4 on the collection A of all sequences a that satisfy
some obvious necessary conditions for the existence of the indicated module M . In fact, we define
not one, but infinitely many preorders that depend on the positive integer parameter r. When
restricted to the sequences associated with modules, the preorder works as follows. Given an r > 0
and M,N ∈ modΛ, we have p(M) 4 p(N) if and only if pdM ≤ pdN and, for all n ∈ N, if
p(M)n > p(N)n then pdM < n + r (Definition 1.1). Note that if pdM < r and pdN ≥ r,
then p(M) 4 p(N) but p(N) 64 p(M), i.e., the preorder distinguishes between some modules of
finite projective dimension, and if pdM = pdN = ∞ then p(M) 4 p(N) if and only if, for all
n ∈ N, p(M)n ≤ p(N)n. In particular, the preorder (for any r > 0) is easy to understand if Λ is
a selfinjective k-algebra: p(M) 4 p(N) whenever M is projective, and if M is not projective then
p(M) 4 p(N) if and only if, for all n ∈ N, p(M)n ≤ p(N)n .
For the preorders just described, a left artinian ring Λ satisfies (∗) if and only if it satisfies the
following seemingly weaker condition.
(∗∗) If S is a simple Λ-module and T is a simple Γ-module, where Γ is any left artinian ring,
then pdS ≤ pdT implies p(S) 4 p(T ).
This equivalence of (∗) and (∗∗) follows from a careful examination of the proofs in Section 1, we
have no a priori explanation for it.
It is easy to describe the elementary k-algebras satisfying (∗) when r = 1, our main result
concerns the value r = 2, and the case r > 2 is open.
For r = 2 and Λ a left artinian ring, condition (∗) is equivalent (Corollary 1.6(iii)) to the
following.
(F) The radical of each indecomposable projective module is either projective or simple.
Condition (F) is similar to other conditions that have appeared in the literature. One such condition
is the following.
(A) Each submodule of an indecomposable projective module is either projective or simple.
The structure of left artinian rings satisfying (A) is described in [9] as part of the description
of projectively stable rings, i.e., rings for which a morphism of finitely generated modules with-
out nonzero projective direct summands must be zero if it factors through a projective module.
Consider the following condition.
(B) The injective envelope of each simple nonprojective torsionless module is projective.
Then a left artinian ring is projectively stable if and only if it satisfies (A) and (B). Another
condition similar to (F) is the following.
(D) Each indecomposable submodule of an indecomposable projective module is
either projective or simple.
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This condition has to do with rings that are stably equivalent to left hereditary rings. Consider
the following condition.
(E) Each simple nonprojective torsionless module is cotorsionless.
Then a left artinian ring is stably equivalent to a left hereditary left artinian ring if and only if it
satisfies (D) and (E); this is presented in [1, p.40] for artin algebras, but is known to be true in
the indicated setting.
Clearly, (A)⇒(F) but (F)6⇒(A), (D)6⇒(F), and (E)6⇒(F). We prove that (F)⇒(D) (Proposition
2.2). However, a finite-dimensional algebra satisfying (F) need not be stably equivalent to a
hereditary algebra, as follows from our main result and [5]. Hence (F)6⇒(E).
The main result of this paper says that an elementary k-algebra satisfies (F) if and only if it
is isomorphic to a quadratic monomial algebra (see the definition in Section 3) determined by a
(unique) triple (G,D, ρ) where G is a finite quiver (directed graph) with the set of vertices v(G)
and without oriented cycles, D is a subset of v(G) consisting of sinks (vertices at which no arrow
starts), and ρ : D → v(G) is a function such that the sinks in Im ρ belong to D. A simple geometric
construction produces the quadratic monomial algebra from (G,D, ρ).
Section 1 of the paper defines the set of sequences A and preorders 4 as indicated above, and
we show for all of these preorders that if Λ satisfies (∗), then every semisimple module in modΛ
is eventually periodic, and every M ∈ modΛ satisfies cΛ(M) = 1. The section also contains
a computation (Corollary 1.8) of the global dimension of a left artinian ring satisfying (F) in
terms of sequences of morphisms between indecomposable projective modules of length two. In
Section 2, for a left artinian ring Λ satisfying (F), we show that every M ∈ modΛ is eventually
periodic, and develop properties of projective Λ-modules needed for the proof of the main result in
Section 3. Condition (F) is not selfdual in that an algebra Λ may satisfy (F), while Λop does not
(Example 3.5(c)), so we characterize (Proposition 3.9) all elementary k-algebras Λ such that both
Λ and Λop satisfy (F). The point of Section 4 is that an elementary k-algebra Λ satisfying (F) not
only has well-behaved projective resolutions of its modules, but possesses other good homological
properties. Since such an algebra Λ is quadratic monomial, it is a Koszul algebra, and its Ext-
algebra E(Λ) =
∞
⊕
i=0
ExtiΛ(Λ / r,Λ / r) is finitely generated [7, Proposition 2.2]. We show that E(Λ)
is left noetherian, which happens rarely, so considerations of [12, Section 4] apply. In particular,
the Poincare´ series of a finitely generated graded Λ-module is rational. We note that although the
authors of [12] assume E(Λ) noetherian, their proof only uses that E(Λ) is left noetherian.
We are grateful to the referee for the very helpful suggestions. In particular, the referee asked
the following very natural question. For which elementary algebras Λ with property (F) does
the Koszul dual E(Λ) share this property? The question is suggested by our characterization of
those algebras with property (F) for which the opposite algebra shares this property. Since E(Λ)
is in general infinite-dimensional (resp. not left artinian), our results do not apply immediately
because we always assume finite-dimensionality (resp. left artinianness). However, the referee was
wondering to what extent the methods and constructions of this paper actually depend on these
assumptions. Some few small examples the referee looked at do show that Koszul duals can very
well share property (F). We intend to investigate this question in the future.
1. Sequences and projective resolutions
In this section we fix a left artinian ring Λ.
Let A be the set of infinite sequences a = {an |n ∈ N} of nonnegative integers with the property
that a0 > 0 and, for all n, if an ≤ 1 then ai = 0 for i > n. We set dima = sup {n | an > 0},
An = {a ∈ A| dim a ≥ n} for 0 ≤ n < ∞, and A∞ =
∞⋂
n=0
An. We have 0 ≤ dim a ≤ ∞;
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dima = n < ∞ if and only if a ∈ An − An+1; and dima = ∞ if and only if a ∈ A∞. Our
motivation for studying such sequences comes from the obvious fact that if 0 6= M ∈ modΛ, then
p(M) = {ℓ(Pn)} ∈ A and pdM = dim p(M).
In order to introduce appropriate preorders on A, we need the following easy statement. For an
arbitrary preorder (P ,4) we say that an element x ∈ P is a least element if x 4 p for all p ∈ P ; if
x, y ∈ P are least elements, then x 4 y and y 4 x.
Lemma 1.1. (a) Let 0 ≤ m <∞ be an integer. Denote by Γ1 the quotient of the path algebra
over k of the quiver with vertices v1, . . . , vm+1 and arrows αi : vi → vi+1, i = 1, . . . ,m,
modulo the ideal generated by the elements αi+1αi, i = 1, . . . ,m − 1. If T1 is the simple
Γ1-module associated with the vertex v1, then p(T1) = t1 = {an} where an = 2 for n < m,
am = 1, and an = 0 for n > m. In particular, pdT1 = m.
(b) Let Γ2 = k[X ]/(X
2) where k[X ] is the polynomial algebra. If T2 is the simple Γ2-module,
then p(T2) = t2 = {bn} where bn = 2 for all n. In particular, pd T2 =∞.
(c) Let 4 be a preorder on A such that x 4 y whenever xn ≤ yn for all n. For a fixed
0 ≤ m <∞, t1 is a least element of Am. The element t2 is a least element of A∞.
Proof. (a) and (b) We leave the easy verification to the reader.
(c) If c ∈ Am, then cm > 0 whence cn > 1 for n < m. Then an ≤ cn for all n and we conclude
that t1 4 c. If c ∈ A∞, then cn > 1 for all n, whence bn ≤ cn for all n, so t2 4 c. 
We get the most simple-minded preorder on A by setting a ≤ b if and only if an ≤ bn for all n.
Then ≤ is a partial order and we have the following statement.
Proposition 1.2. For the left artinian ring Λ and partial order (A,≤), the following are equivalent.
(a) For each simple Λ-module S, p(S) is the least element of ApdS .
(b) Λ satisfies (∗).
(c) For each indecomposable projective Λ-module P , ℓ(P ) ≤ 2.
Proof. (a)⇒(b) Obvious.
(b)⇒(c) Let Λ satisfy (∗) and let S be a simple Λ-module with m = pdS. If m < ∞ then
p(S) ≤ p(T1) = t1 where T1 is defined in Lemma 1.1(a), whence ℓ(P (S)) ≤ ℓ(P (T1)) = 2. Ifm =∞
then p(S) ≤ p(T2) = t2 where T2 is defined in Lemma 1.1(b), whence ℓ(P (S)) ≤ ℓ(P (T2)) = 2.
(c)⇒(a) Let S be a simple Λ-module with m = pdS. Since ℓ(P ) ≤ 2 for each indecomposable
projective Λ-module P , an easy inductive argument on the minimal projective resolution of S
shows that p(S) = p(T1) = t1 if m < ∞, and p(S) = p(T2) = t2 if m = ∞. By Lemma 1.1(c),
p(S) is a least element of Am. Since (A,≤) is a partial order, p(S) is the least element. 
Proposition 1.2 shows that for the partial order (A,≤), the left artinian rings satisfying (∗) form
a rather small class of radical-square-zero rings. To produce more interesting classes of rings, we
need coarser preorders on A.
Definition 1.1. Let r > 0 be a fixed integer. For a,b ∈ A we set a 4 b if and only if dima ≤ dimb
and, for all n, an > bn implies dima < n+ r.
Applying Definition 1.1 to the minimal projective resolutions (0.1) and (0.2) of modules M and
N , we see that p(M) 4 p(N) if and only if (i) pdM ≤ pdN and (ii) the violation of the intuitive
condition ℓ(Pn) ≤ ℓ(Qn) for some n is allowed only if pdM < ∞, and for at most r terms at the
tail of the resolution of M . Note also that if we formally apply Definition 1.1 to r = 0, we will
obtain the partial order (A,≤).
Proposition 1.3. Let r > 0 be a fixed integer, let (A,4) be given by Definition 1.1, and let
a,b ∈ A.
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(a) The binary relation (A,4) is a preorder.
(b) Both a 4 b and b 4 a hold if and only if dima = dimb and ai = bi for 0 ≤ i ≤ (dim a)−r.
(c) For 0 ≤ m < ∞,b ∈ Am is a least element of Am if and only if dimb = m and bi = 2
for 0 ≤ i ≤ m− r. An element b ∈ A∞ is a least element of A∞ if and only if bi = 2 for
0 ≤ i <∞.
Proof. (a) The reflexivity of 4 is obvious. To prove the transitivity, let a 4 b and b 4 c. Then
dima ≤ dimb and dimb ≤ dim c whence dima ≤ dim c. Let an > cn for some n ≥ 0. If bn ≤ cn
then an > bn, whence dima < n+ r because a 4 b. If bn > cn, then dimb < n+ r because b 4 c
so dima < n+ r. Since dima < n+ r, we get a 4 c.
(b) This is clear.
(c) Let m < ∞. If b ∈ Am is a least element of Am, we must have b 4 t1 where t1 is defined
in Lemma 1.1(a). By Lemma 1.1(c), we also have t1 4 b. Now the statement is an immediate
consequence of (b) and the definition of t1. The same argument with the replacement of t1 by t2
works in the case b ∈ A∞. 
The following statement extends Proposition 1.2.
Proposition 1.4. Let r > 0 be a fixed integer. For the left artinian ring Λ and preorder (A,4),
the following are equivalent.
(a) For each simple Λ-module S, p(S) is a least element of ApdS.
(b) The ring Λ satisfies (∗).
(c) For each simple Λ-module S, either pdS < r or ℓ(P (S)) = 2.
Proof. (a) ⇒ (b) Obvious.
(b) ⇒ (c) Let S be a simple module with m = pdS ≥ r. If m < ∞ then p(S) 4 p(T1)
where T1 is defined in Lemma 1.1(a). Since m ≥ r, we cannot have p(S)0 > p(T1)0. Hence
ℓ(P (S)) = p(S)0 ≤ p(T1)0 = 2. If m =∞ then p(S) 4 p(T2) where T2 is defined in Lemma 1.1(b),
whence ℓ(P (S)) ≤ ℓ(P (T2)) = 2.
(c) ⇒ (a) Let S be a simple Λ-module, and let pdS = m ≤ dim a where a ∈ A. If m < r, then
m − r < 0 so no integer i satisfies 0 ≤ i ≤ m − r. If m ≥ r then p(S)0 = ℓ(P (S)) = 2, and we
obtain by induction on i that if m < ∞ then p(S)i = 2 for 0 ≤ i ≤ m − r, and if m = ∞ then
p(S)i = 2 for 0 ≤ i <∞. By Proposition 1.3(c), p(S) is a least element of ApdS . 
Corollary 1.5. For a fixed integer r > 0, denote by 4 the preorder defined in Definition 1.1 that
depends on r, and suppose that Λ satisfies (∗) relative to 4.
(a) Every semisimple module in modΛ is eventually periodic.
(b) For all M ∈ modΛ, cΛ(M) = 1.
Proof. (a) It suffices to show that every simple Λ-module is eventually periodic, which follows from
Proposition 1.4(c): if pdS = ∞, every projective in the minimal projective resolution of S is of
length 2, so all syzygies are simple.
(b) This is a consequence of (a) and Proposition 0.1(c). 
We write gl. dimΛ for the global dimension of Λ.
Corollary 1.6. Let r > 0 be a fixed integer.
(i) If gl. dimΛ < r then Λ satisfies (∗).
(ii) If r = 1, then Λ satisfies (∗) if and only if ℓ(P ) ≤ 2 for each indecomposable projective
Λ-module P .
(iii) If r = 2, then Λ satisfies (∗) if and only if it satisfies (F).
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Proof. The proof is a straight forward verification of condition (c) of Proposition 1.4(c). Note that
for r = 1, the class of left artinian rings satisfying (∗) coincides with that described in Proposition
1.2. 
For a fixed r ≥ 2, we now estimate gl. dimΛ in the case when gl. dimΛ ≥ r and Λ satisfies (∗).
We need to recall some definitions from [8]. Let Q be the full subcategory of modΛ determined by
the indecomposable nonhereditary projective modules of length 2; recall that a projective module
is hereditary if all its submodules are projective. A path of length n ≥ 0 in Q is a sequence
Qn
fn
−→ Qn−1 −→ · · · −→ Q1
f1
−→ Q0 (1.1)
where, for all i, Qi ∈ Q and fi is a nonzero nonisomorphism. If gl. dimΛ ≥ r and Λ satisfies (∗),
Q is not empty according to Proposition 1.4. Set l = sup{lengths of paths in Q}.
Proposition 1.7. Let r ≥ 2 be a fixed integer. If the left artinian ring Λ satisfies (∗) and has the
property that gl. dimΛ ≥ r, then l + 2 ≤ gl. dimΛ ≤ l + r.
Proof. If gl. dimΛ = m, then pdS = m for some simple Λ-module S. If m = ∞, a minimal
projective resolution of S is an infinite path in Q in view of Propositions 1.4 and 1.3(c). Hence
l =∞ and the statement holds. If r ≤ m <∞, the same argument shows that the first m− r + 1
terms of a minimal projective resolution of S form a path inQ, whencem−r ≤ l andm ≤ l+r. It is
clear that any path inQ of the form (1.1) is an exact sequence of modules, whence T = Coker f1 and
Ker fn are simple nonprojective Λ-modules, so n+2 ≤ pd T ≤ m. Since l = sup{n}, l+2 ≤ m. 
Corollary 1.8. If Λ is nonhereditary and satisfies (F), then gl. dimΛ = l + 2.
Proof. We set r = 2 and use Corollary 1.6 (iii) and Proposition 1.7. Another way to prove the
statement is to use [8, Propositions 4.1 and 4.2] and replace condition (A) by (F). 
For the rest of the paper we focus on the left artinian rings satisfying (F).
2. Projective modules over Λ satisfying (F)
Throughout this section Λ is a left artinian ring. We begin by rephrasing [1, Ch. IV, Lemma
2.2].
Lemma 2.1. Let M be an indecomposable Λ-submodule of ⊕ni=1Qi where each Qi is an indecom-
posable projective Λ-module whose all submodules are either projective or simple. Then M is either
projective or simple.
Proposition 2.2. If Λ satisfies (F) then it satisfies (D).
Proof. We show by induction on ℓ(P ) that each indecomposable projective Λ-module P satisfies
the requirement of (D). This is clear when ℓ(P ) = 1 or ℓ(P ) = 2. Let ℓ(P ) > 2 and let M be
an indecomposable nonprojective submodule of P . Since ℓ(P ) > 2, rP is not simple, hence is
projective by (F), so rP = ⊕ni=1Qi where each Qi is indecomposable projective. Since M is not
projective, M ⊂ rP . Since ℓ(Qi) < ℓ(P ), the induction hypothesis says that each indecomposable
submodule of Qi is either projective or simple. By Lemma 2.1, M is simple. 
Corollary 2.3. If Λ satisfies (F) then every M ∈ modΛ is eventually periodic.
Proof. By Proposition 2.2, Ω1M = P ⊕ T where P is projective and T is semisimple. Now the
statement follows from Corollary 1.5(a). 
Denote by aΛ the two-sided ideal of Λ equal to the sum of nonprojective submodules of SocΛ.
Recall that a module is torsionless if it is a submodule of a finitely generated projective module.
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Proposition 2.4. Suppose Λ satisfies (F).
(a) The ring Λ /aΛ is left hereditary.
Let S be a simple nonprojective Λ-module with the projective cover P (S).
(b) If S is torsionless, then S ≃ rP for some indecomposable projective Λ-module P .
(c) The module S is a projective Λ /aΛ-module if and only if ℓ(P (S)) = 2 and SocP (S) is a
nonprojective Λ-module.
Proof. (a) According to [13, Proposition 5.3], if Λ satisfies (D) then Λ /aΛ is hereditary. It remains
to use Proposition 2.2.
(b) Let P be an indecomposable projective module of the smallest length with S ≃ T and
T ⊂ P . Since S is not projective, T ⊂ rP . If rP is projective, S ≃ U and U ⊂ Q for some
indecomposable summand Q of rP , which is impossible because ℓ(Q) < ℓ(P ). Thus rP is not
projective, so must be simple by (F), whence S ≃ rP .
(c) The sufficiency is straight forward. For the necessity, we note that
P (S)/aΛP (S) ≃ S and aΛP (S) 6= 0. Therefore rP (S) = aΛP (S) and, by [13, Lemma 5.1], aΛP (S)
is not projective. Since Λ satisfies (F), aΛP (S) is simple, so ℓ(P (S)) = 2. 
3. Quivers and relations for algebras satisfying (F)
In this section, Λ is an elementary finite-dimensional k-algebra with the Jacobson radical r.
Denote by H = (v(H), a(H)) a finite quiver with the set of vertices v(H) and the set of arrows
a(H). For each α ∈ a(H), s(α) (t(α)) is the starting (terminal) vertex of α. A vertex x ∈ v(H) is
a source (sink) if no arrow α ∈ a(H) satisfies t(α) = x (s(α) = x). If p is a path in H , s(p) (t(p)) is
the starting (terminal) vertex of p, and we write p : s(p)→ t(p). For each x ∈ v(H), ex stands for
the trivial path at x; a nontrivial path consists of at least one arrow. The length of a path is the
number of arrows in the path, and a path p is an oriented cycle if p is nontrivial and s(p) = t(p).
We recall (see [2, Section III.1]) that a k-algebra Λ is finite-dimensional and elementary if
and only if it is isomorphic to the algebra k[H, ρ(H)] for some quiver H with a set of relations
ρ(H). Here k[H, ρ(H)] is the quotient of the path algebra kH of H modulo the two-sided ideal
〈ρ(H)〉 generated by ρ(H), where 〈ρ(H)〉 and the two-sided ideal 〈a(H)〉 generated by a(H) satisfy
〈a(H)〉m ⊂ 〈ρ(H)〉 ⊂ 〈a(H)〉2 for some positive integer m. The image of a ∈ kH under the natural
projection πρ : kH → k[H, ρ(H)] is denoted by a.
We characterize algebras satisfying (F) in terms of the quiver H and relations ρ(H). Of partic-
ular interest to us are quadratic monomial algebras, for which each element of ρ(H) is a path of
length 2.
In the following definitions ρ is a function whose domain is a set D of sinks of a quiver G, and
ρ(H) is the set of relations on another quiver H that is constructed from the triple (G,D, ρ).
Definition 3.1. Let (G,D, ρ) be a triple consisting of a finite quiver G without oriented cycles, a
subset D of v(G) consisting of sinks, and a function ρ : D → v(G) for which all sinks in Im ρ belong
to D. A morphism ϕ : (G,D, ρ) → (G′,D′, ρ′) is a morphism ϕ : G → G′ of quivers satisfying
ϕ(D) ⊂ D′ and ρ′ϕ|D = ϕρ.
Definition 3.2. The algebra k(G,D, ρ) of the triple (G,D, ρ) is the algebra k[H, ρ(H)], where
the quiver H and the set of relations ρ(H) are obtained as follows. For each d ∈ D we add a
new single arrow αd : d → ρ(d), and then set v(H) = v(G), a(H) = a(G) ∪ {αd | d ∈ D}, and
ρ(H) = {βαd |β ∈ a(H), d ∈ D}. Note that if D = ∅ then k(G,D, ρ) = kG.
Proposition 3.1. Let Λ = k(G,D, ρ) = k[H, ρ(H)], r = radΛ, and z ∈ v(H).
(a) Every oriented cycle in H passes through a vertex in D.
(b) Λ is finite-dimensional.
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(c) If z ∈ D then r e¯z is simple nonprojective.
(d) If z /∈ D then r e¯z is projective.
Proof. (a) Since G has no oriented cycles, an oriented cycle in H must contain at least one of the
added arrows αd, d ∈ D.
(b) Follows from (a) and the definition of ρ(H).
Let Wz be the set of those nontrivial paths in H that start at z and have no subpath belonging
to ρ(H). Clearly, W z = {p¯ |p ∈ Wz} is a k-basis for r e¯z = radΛ e¯z. For each p ∈ Wz we have
p = qγ, where γ ∈ a(H) and q is a path in H .
(c) If z = d ∈ D and p ∈ Wz then, by construction, γ = αd and q = eρ(d). Hence r e¯z = kα¯d is
1-dimensional and, therefore, a simple Λ-module. It is not projective because ρ(d) is not a sink in
H .
(d) Suppose z /∈ D. If z is a sink in H , Λ e¯z is simple projective so r e¯z = 0. If z is not a sink,
let γ1, . . . , γm, m > 0, be the arrows in a(H) (and in a(G)) starting at z. Then Wz =
m⋃
j=1
{qγj |q ∈
Wt(γj)} ∪ {γ1, . . . , γm}, so r e¯z =
m
∐
j=1
Λ e¯t(γj) γ¯j ≃
m
∐
j=1
Λ e¯t(γj) is projective. 
Corollary 3.2. If Λ = k(G,D, ρ) then Λ satisfies (F).
Proof. This follows from parts (c) and (d) of Proposition 3.1 . 
Our goal now is to prove the converse of Corollary 3.2.
Notation 3.3. For the rest of the section, we fix a finite quiver H with a set of relations σ(H),
and assume that the algebra Σ = k[H,σ(H)] is finite-dimensional and satisfies (F); the image of
a ∈ kH under the natural projection πσ : kH → Σ is denoted by aˆ. Let s = radΣ and, for
each z ∈ v(H), denote by Sz (respectively, Pz) the associated simple (indecomposable projective)
Σ-module. We set
D = {d ∈ v(H) | ℓ(Pd) = 2, SocPd is not projective} (3.1)
and define a function ρ : D → v(H) by ρ(d) = y if Sy ≃ SocPd.
Lemma 3.3. In the setting of Notation 3.3, we have:
(a) For each d ∈ D, there exists a unique arrow αd ∈ a(H) such that s(αd) = d. We must
have t(αd) = ρ(d).
(b) If d ∈ D and β ∈ a(H) satisfies s(β) = ρ(d), then βαd ∈ 〈σ(H)〉.
Proof. The statement is an easy consequence of ℓ(Pd) = 2. 
Denote by aΣ the two-sided ideal of Σ equal to the sum of nonprojective submodules of SocΣ,
and let πΣ : Σ→ Σ/aΣ be the natural projection. By Proposition 2.4 (a), Σ/aΣ is hereditary.
Proposition 3.4. Let G = (v(G), a(G)) be the quiver given by v(G) = v(H) and a(G) = a(H)−
{αd | d ∈ D}, where αd’s are described in Lemma 3.3(a). Let ψ : kG→ Σ/aΣ be a unique morphism
of k-algebras determined by ψ(ex) = πΣ(eˆx) for x ∈ v(G), and ψ(γ) = πΣ(γˆ) for γ ∈ a(G). Then
ψ is an isomorphism.
Proof. In view of Lemma 3.3, ψ is onto. To show that ψ is an isomorphism, it suffices to show that
k[G] and Σ/aΣ have the same dimension as k-spaces. The latter will be established if we show
that G is the quiver associated to the (hereditary) algebra Σ/aΣ (see [2, Proposition III.1.13]).
Since rad(Σ/aΣ) = s/aΣ, then (rad(Σ/aΣ))
2 = (s2 + aΣ)/aΣ and we have
Σ/aΣ
/
(s2 + aΣ)/aΣ ≃ Σ/(s
2 + aΣ) ≃ Σ/s
2
/
(s2 + aΣ)/s
2. (3.2)
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From Proposition 2.4(b) and Lemma 3.3 it is clear that Σ/s2
/
(s2 + aΣ)/s
2 = ⊕kβ˜, where β ∈
a(H)− {αd | d ∈ D}, and β˜ is the image of βˆ under the canonical epimorphism
Σ/aΣ →
Σ/s2
(s2 + aΣ)/s2
(see Eq. (3.2)). Therefore Σ/s2
/
(s2 + aΣ)/s
2 has G as its quiver. It remains to use the fact that
if Γ is an elementary algebra, then Γ and Γ/radΓ2 have the same quiver. 
Lemma 3.5. In the setting of Notation 3.3, the triple (G,D, ρ) satisfies the conditions of Definition
3.1.
Proof. Viewing the isomorphism ψ of Proposition 3.4 as identification, we may assume that Σ/aΣ =
kG. Since Σ/aΣ is finite-dimensional, G has no oriented cycles. By Lemma 3.3 and Proposition
3.4, each d ∈ D is a sink in G. If y ∈ Im ρ is a sink in G, then Sy is a projective Σ/aΣ-module and
nonprojective Σ-module. In view of Proposition 2.4(c) and equation (3.1), we get y ∈ D. 
Theorem 3.6. In the setting of Notation 3.3, Σ = k[H,σ(H)] ≃ k(G,D, ρ) = k[H, ρ(H)] = Λ.
Proof. Recall that by Lemma 3.5 and Corollary 3.2, Λ satisfies (F). Since 〈ρ(H)〉 ⊂ aΣ, Lemma
3.3(b) implies that there exists an epimorphism φ : Λ → Σ of k-algebras satisfying φπρ = πσ. To
show φ is an isomorphism, it suffices to show that so is the restriction φ|Λ e¯i = φi : Λ e¯i → Σeˆi,
for each i ∈ v(H). We proceed by induction on dimk Λ e¯i. If dimk Λ e¯i = 1, then dimk Σeˆi = 1,
and φi is an isomorphism. Suppose dimk Λ e¯i = n > 1 and φj : Λ e¯j → Σeˆj is an isomorphism
whenever dimk Λ e¯j < n. Since Λ e¯i is not simple, at least one arrow of H starts at i. Hence Σ eˆi
is not simple and s eˆi 6= 0.
Consider the exact commutative diagram of Λ-modules
0 −−−−→ r e¯i −−−−→ Λ e¯i −−−−→ Si −−−−→ 0
φi| r e¯i
y φi
y
∥∥∥
0 −−−−→ s eˆi −−−−→ Σ eˆi −−−−→ Si −−−−→ 0
. (3.3)
Since Σ satisfies (F), s eˆi is either projective or simple.
If s eˆi is simple nonprojective, ℓ(Σ eˆi) = 2 and i ∈ D. By Proposition 3.1(c), dimk Λ e¯i = 2, and
φi is an isomorphism.
If s eˆi is projective, i /∈ D and, by Proposition 3.1(d), r e¯i is projective. Let γ1, . . . , γm be the
arrows in a(H) starting at i (remember, s eˆi 6= 0). The maps
m
⊕
u=1
Λ e¯t(γu) → r e¯i =
m∑
u=1
Λ γ¯u and
m
⊕
u=1
Σ eˆt(γu) → s eˆi =
m∑
u=1
Σ γˆu induced by the right multiplication by the γu’s are projective covers,
hence, isomorphisms, because r e¯i and s eˆi are projective. We obtain a commutative diagram
m
⊕
u=1
Λ e¯t(γu) −−−−→ r e¯i
m
⊕
u=1
φt(γu)
y yφi| r e¯i
m
⊕
u=1
Σ eˆt(γu) −−−−→ s eˆi
.
By the induction hypothesis, each φt(γu) is an isomorphism, hence so are
m
⊕
u=1
φt(γu) and φi| r e¯i.
Using commutative diagram (3.3), we see that φi is an isomorphism. 
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Theorem 3.7. (a) An elementary finite-dimensional k-algebra satisfies (F) if and only if it
is isomorphic to the algebra k(G,D, ρ) for some triple (G,D, ρ).
(b) For a given algebra satisfying (F), the triple (G,D, ρ) is unique up to isomorphism.
Proof. (a) This follows from Corollary 3.2 and Theorem 3.6.
(b) Let Λ = k[H, ρ(H)] and Λ′ = k[H ′, ρ′(H ′)] be the algebras associated with triples (G,D, ρ)
and (G′,D′, ρ′), respectively. We show that if there exists an isomorphism of k-algebras ψ : Λ→ Λ′,
then there exists an isomorphism φ : G→ G′ such that φ(D) = D′ and ρ′φ|D = φρ.
Since {e¯x|x ∈ v(H)} is a complete set of primitive orthogonal idempotents in the elementary
algebra Λ, so is {ψ(e¯x)|x ∈ v(H)} in Λ
′. It follows that ψ(e¯x) = eˆx′ + r
′, for a unique x′ ∈ v(H ′)
and some r′ ∈ radΛ′, whence the map φ : v(H)→ v(H ′) given by φ(x) = x′ is a bijection. In view
of [2, Proposition 1.14], which is also valid for an elementary k-algebra, φ can be extended to an
isomorphism φ : H → H ′. Since v(G) = v(H) and a(H) = a(G) ∪ {αd | d ∈ D}, where αd is the
unique arrow in H starting at d, and since v(G′), v(H ′), a(G′), and a(H ′) are similarly related, it
suffices to show that φ|D : D → D′ is a bijection. Indeed, assuming the map is a bijection, note
that since φ is an isomorphism of quivers, φ(αd) is the unique arrow in a(H
′) starting at φ(d), so
we must have φ(αd) = αφ(d). Hence φ|a(G) : a(G)→ a(G
′) is a bijection, and ρ′φ|D = φρ, whence
φ : (G,D, ρ)→ (G′,D′, ρ′) is an isomorphism.
To show that φ|D : D → D′ is a bijection, we prove that φ(D) ⊂ D′; the proof of φ−1(D′) ⊂ D is
similar. If d ∈ D, Proposition 3.1 (c) implies that Λ e¯d is an indecomposable projective module of
length 2 with a nonprojective simple socle, and so is ψ(Λ e¯d) = Λ
′ ψ(e¯d) = Λ
′(eˆφ(d)+ r
′) = Λ′ eˆφ(d),
where r′ ∈ radΛ′. Using parts (c) and (d) of Proposition 3.1, we get φ(d) ∈ D′. 
Having shown that a finite-dimensional elementary k-algebra satisfies (F) if and only if it is
isomorphic to a quadratic monomial algebra k(G,D, ρ), we explain how to verify whether a given
quadratic monomial algebra satisfies (F). Our description is similar to that in [5] for the algebras
stably equivalent to hereditary.
Notation 3.4. Let F be a finite quiver with a set of quadratic monomial relations σ(F ), and
denote by pˆ the image of a path p in F under the natural projection kF → k[F, σ(F )]. We set
X ={x ∈ v(F ) |βα ∈ σ(F ) for some α, β ∈ a(F ) with s(α) = x}.
Proposition 3.8. In the setting of Notation 3.4, Σ = k[F, σ(F )] ≃ k(G,D, ρ) for some triple
(G,D, ρ) if and only if the following conditions hold.
(a) For all x ∈ X , there is precisely one α ∈ a(F ) satisfying s(α) = x.
(b) If α ∈ a(F ) satisfies s(α) ∈ X , then for all β ∈ a(F ) satisfying s(β) = t(α), we have
βα ∈ σ(F ).
(c) Each oriented cycle passes through a vertex in X .
Proof. Suppose Σ = k[F, σ(F )] ≃ k(G,D, ρ). By Theorem 3.7(a), Σ satisfies (F). Since Σ is finite-
dimensional, X must satisfy (c). If x ∈ X , there exist α, β ∈ a(F ) with s(α) = x and βα ∈ σ(F ).
Since Σ is a monomial algebra, Σ αˆ is a direct summand of s eˆx where s = radΣ, and Σ αˆ is not
projective because βˆαˆ = 0. Since Σ satisfies (F), Σ αˆ ≃ s eˆx is simple, so (a) and (b) follow.
Suppose F and σ(F ) satisfy (a), (b), and (c). Denote by αx the unique arrow with s(αx) = x ∈
X . Let G be the quiver defined by v(G) = v(F ) and a(G) = a(F )−{αx |x ∈ X}. By (c), G has no
oriented cycles. Define ρ : X → v(G) by ρ(x) = t(αx). By (a), X consists of sinks in G. Suppose
y ∈ Im ρ is a sink in G. By (b), there is β ∈ a(F ) satisfying s(β) = y and, by assumption, β /∈ a(G).
Therefore y ∈ X . We have just proved that (G,D, ρ) satisfies the conditions of Definition 3.1. It
remains to use (b) to conclude that k(G,D, ρ) = k[F, σ(F )]. 
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We now determine when both Λ and Λop satisfy (F). In the sequel, Hop stands for the opposite
quiver of H , and if γ : x→ y is an arrow of H , we denote by γop : y → x the corresponding arrow
of Hop.
Proposition 3.9. An elementary finite-dimensional k-algebra Λ and its opposite satisfy (F) if and
only if Λ ≃ k(G,D, ρ) and the following conditions hold.
(a) Each y ∈ Im ρ is a source in G.
(b) If β ∈ a(G) with s(β) ∈ Im ρ then β is the only arrow of G that ends at t(β).
(c) If ρ(d1) = ρ(d2) and d1 6= d2, then di 6∈ Im ρ, i = 1, 2.
Proof. By Theorem 3.7(a), it suffices to show that if Λ ≃ k(G,D, ρ) = k[H, ρ(H)], then Λop satisfies
(F) if and only if (a), (b) and (c) hold. In view of Definition 3.2, Λop ≃ k[F, σ(F )] where F = Hop
and σ(F ) = {αopβop |βα ∈ ρ(H)}. Using Notation 3.4, we have X = {t(β) |βα ∈ ρ(H)}.
Suppose Λop satisfies (F). If β, β′ ∈ a(G) with t(β) = t(β′) and s(β) ∈ Im ρ, then βα ∈ ρ(H)
for some α ∈ a(H) so that s(βop) = s(β′op) ∈ X . Applying Proposition 3.8(a) to Λop, we
get βop = β′
op
whence β = β′. Thus (b) holds. Let γ ∈ a(G) satisfy t(γ) ∈ Im ρ. Then
t(γ) = t(α) where α ∈ a(H) so βα ∈ ρ(H) for some β ∈ a(H). Hence s(βop) = t(β) ∈ X and
s(γop) = s(αop) = t(βop). Applying Proposition 3.8(b) to Λop, we get γopβop ∈ σ(F ) whence
βγ ∈ ρ(H). The latter contradicts Theorem 3.7(b) because γ ∈ a(G), so (a) holds. Let d1, d2 ∈ D
be distinct vertices satisfying ρ(d1) = ρ(d2) = x. If, say, d1 = ρ(d) for some d ∈ D, then by
Definition 3.2 there exist arrows αd1 : d1 → x, αd2 : d2 → x, and αd : d → d1 in a(H), and
we have αd1αd ∈ ρ(H) whence α
op
d α
op
d1
∈ σ(F ) and x ∈ X . This contradicts Proposition 3.8(a):
αopd1 , α
op
d2
∈ a(F ) are distinct and s(αopd1) = s(α
op
d2
) = x. We conclude that (c) holds.
Suppose (a), (b) and (c) hold. To show Λop satisfies (F), we verify the conditions of Proposition
3.8. Since Λ satisfies (F), Proposition 3.1(a) implies that each oriented cycle in H passes through a
vertex in D. By Lemma 3.3(a), for each d ∈ D, there is a unique arrow αd ∈ a(H) with s(αd) = d
and t(αd) ∈ Im ρ. Hence each oriented cycle contains an arrow β with s(β) = t(αd) ∈ Im ρ. By
Definition 3.2, βαd ∈ ρ(H) whence t(β) ∈ X . Thus each oriented cycle in H passes through a
vertex in X , and so does each cycle in Hop. Hence condition (c) of Proposition 3.8 holds.
Let x ∈ X , then x = t(β) where βα ∈ ρ(H) for some α, β ∈ a(H) and s(β) = t(α) ∈ Im ρ.
Let γop ∈ a(Hop) with s(γop) = t(γ) = x. To show γ = β and, hence, γop = βop, assume, to the
contrary, that γ 6= β. If β ∈ a(G) then, by (b), γ 6∈ a(G) whence x = ρ(s(γ)). By (a), x is a source
in G, a contradiction. If β 6∈ a(G) then x = ρ(s(β)) is a source in G, so γ 6∈ a(G). By Definition
3.2, s(β) 6= s(γ) which, together with x = ρ(s(β)) = ρ(s(γ)) and s(β) ∈ Im ρ, contradicts (c).
Thus we must have γ = β, so condition (a) of Proposition 3.8 holds.
Suppose βop, γop ∈ a(Hop) satisfy s(βop) ∈ X and s(γop) = t(βop). Then t(β) ∈ X and there
exists α ∈ a(H) satisfying βα ∈ ρ(H). It follows that t(γ) = s(β) ∈ Im ρ so that, by (a), γ /∈ a(G).
By Definition 3.2, βγ ∈ ρ(H) whence γopβop ∈ σ(F ). Thus condition (b) of Proposition 3.8
holds. 
We finish this section with examples of elementary k-algebras satisfying (F). In view of Theorem
3.7, it suffices to indicate the triple (G,D, ρ) that determines such an algebra.
Example 3.5. (a) Let (G,D, ρ) be the triple given by v(G) = {1}, a(G) = ∅, D = v(G), and
ρ(1) = 1. Then Λ1 = k(G,D, ρ) = k[H, ρ(H)] is the path algebra of the quiverH with v(H) = v(G)
and a(H) = {α1 : 1 → 1} modulo the ideal generated by ρ(H) = {α21}. Since Λ1 is commutative,
its opposite algebra satisfies (F).
(b) Let v(G) = {1, 2}, a(G) = ∅, D = v(G), and ρ(1) = ρ(2) = 2. Then v(H) = v(G),
a(H) = {α1 : 1 → 2, α2 : 2 → 2}, and ρ(H) = {α2α1, α
2
2}. Since the triple (G,D, ρ) does not
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satisfy condition (c) of Proposition 3.9, the opposite algebra of Λ2 = k(G,D, ρ) does not satisfy
(F).
(c) Let v(G) = {1, 2}, a(G) = {β : 1 → 2}, D = {2}, and ρ(2) = 2. Then v(H) = v(G),
a(H) = {β : 1 → 2, α2 : 2 → 2}, and ρ(H) = {α22}. Since the triple (G,D, ρ) does not satisfy
condition (a) of Proposition 3.9, the opposite algebra of Λ3 = k(G,D, ρ) does not satisfy (F).
(d) Suppose that G and D are the same as in (c) but ρ(2) = 1. Then v(H) = v(G), a(H) =
{β : 1 → 2, α2 : 2 → 1}, and ρ(H) = {βα2}. By Proposition 3.9, the opposite algebra of
Λ4 = k(G,D, ρ) satisfies (F).
Since gl. dimΛ4 < ∞, the support variety of each module in modΛ4 is trivial. The algebras
Λ1, Λ2, and Λ3 have a lot in common: all three are of infinite global dimension, and each module
in modΛi, i = 1, 2, 3, is eventually periodic by Corollary 2.3. All three are quadratic monomial,
hence, Koszul algebras so the cohomology ring HH∗(Λi) maps onto the graded center of the Ext-
algebra E(Λi). Since the graded center of E(Λ2) is the ground field k, the support variety of each
module in modΛ2 is trivial. However, when i equals 1 or 3, the graded center is the polynomial
algebra in one variable with a suitable grading, and E(Λi) is a finitely generated module over the
graded center. In this setting the methods of [14] apply, and using these methods, it is possible to
show that the unique simple Λ1-module and the simple Λ3-module associated to the vertex 2 have
nontrivial support varieties [15].
4. The Ext-algebra of Λ satisfying (F)
In this section, Λ is an elementary finite-dimensional k-algebra satisfying (F). We study the
Ext-algebra E(Λ) =
∞
⊕
i=0
ExtiΛ(Λ / r,Λ / r).
Theorem 4.1. Let Λ ≃ k(G,D, ρ) = k[H, ρ(H)] as described in Definitions 3.1 and 3.2.
(a) E(Λ) ≃ k[H, η(H)] where η(H) = {βγ |β ∈ a(H), γ ∈ a(G)}.
(b) E(Λ) is left noetherian.
Proof. (a) The underlying quiver and relations of the Ext-algebra of a quadratic monomial algebra
are described in [7, Proposition 2.2]. Applying this description to Λ, we obtain the statement as
an immediate consequence of Theorem 3.7.
(b) Let Q be the quiver with v(Q) = v(H) and a(Q) = {αd | d ∈ D}. Let ψ : kH → kQ be
a unique epimorphism of k-algebras determined by ψ(ei) = ei for all i ∈ v(H); ψ(β) = 0 for all
β ∈ a(G); and ψ(αd) = αd for all d ∈ D. Since 〈η(H)〉 ⊂ Kerψ, there exists a unique epimorphism
of algebras φ : k[H, η(H)] → kQ satisfying ψ = φπ where π : kH → k[H, η(H)] is the natural
projection. To prove that E(Λ) is left noetherian, we show that kQ is left noetherian, and Kerφ
is finite-dimensional over k.
For kQ, we use [11, Theorem 8], which says that the path algebra kΓ of a finite quiver Γ is left
noetherian if and only if Γ satisfies the following condition. If there is an oriented cycle passing
through a vertex i of Γ, then only one arrow starts at i. By Definition 3.2, Q satisfies this condition.
It is easy to see that, first, Kerφ is spanned over k by the elements π(p) where p is a path in
Kerψ, and, second, p ∈ Kerψ if and only if p contains an arrow of G. Suppose p ∈ Kerψ is an
oriented cycle in H . Since G has no oriented cycles, p must contain an arrow αd, d ∈ D, and, hence,
a subpath of the form αdγ with γ ∈ a(G), which implies π(p) = 0. Therefore Kerφ is spanned by
the elements π(p) where p ∈ Kerψ and no subpath of p is an oriented cycle. Since there are only
finitely many such paths p, Kerφ is finite-dimensional. 
We note that the Ext-algebra E(Λ) need not be right noetherian. For example, for the algebra
Λ2 of Example 3.5(b), E(Λ2) is the path algebra of the quiver with the set of vertices {1, 2} and
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the set of arrows {α1 : 1 → 2, α2 : 2 → 2}. It is not right noetherian because the loop α2 passes
through the vertex 2, and more than one arrow ends at 2.
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