We develop a parameterized complexity theory for counting problems. As the basis of this theory, we introduce a hierarchy of parameterized counting complexity classes #W[t], for t ≥ 1, that corresponds to and show that a few central W-completeness results for decision problems translate to #W-completeness results for the corresponding counting problems.
Introduction
Counting problems have been the source for some of the deepest and most fascinating results in computational complexity theory, ranging from Valiant's fundamental result [29] that counting perfect matchings of bipartite graphs is #P-complete over Toda's theorem [28] that the class P #P contains the polynomial hierarchy to Jerrum, Sinclair, and Vigoda's [20] fully polynomial randomised approximation scheme for computing the number of perfect matchings of a bipartite graph. In this paper, we develop a basic parameterized complexity theory for counting problems.
Parameterized complexity theory provides a framework for a fine-grain complexity analysis of algorithmic problems that are intractable in general. In recent years, ideas from parameterized complexity theory have found their way into various areas of computer science, such as database theory [19, 24] , artificial intelligence [18] , and computational biology [6, 27] . Central to the theory is the notion of fixed-parameter tractability, which relaxes the classical notion of tractability, polynomial time computability, by admitting algorithms whose running time is exponential, but only in terms of some parameter of the problem instance that can be expected to be small in the typical applications. A good example is the evaluation of database queries: Usually, the size k of the query to be evaluated is very small compared to the size n of the database. An algorithm evaluating the query in time O(2 k · n) may therefore be acceptable, even quite good. On the other hand, an Ω(n k ) evaluation algorithm can usually not be considered feasible. Fixedparameter tractability is based on this distinction: A parameterized problem is fixed-parameter tractable if there is a computable function f and a constant c such that the problem can be solved in time f (k) · n c , where n is the input size and k the parameter value.
A standard example of a fixed-parameter tractable problem is the vertex cover problem parameterized by the size k of the vertex cover. It is quite easy to see that a vertex cover of size k of a graph of size n can be computed in time O(2 k · n) by a simple search tree algorithm based on the fact that at least one of the two endpoints of each edge must be contained in a vertex cover. (As a matter of fact, such an algorithm computes all minimum vertex covers of size at most k). A standard example of a problem that does not seem to be fixed-parameter tractable is the clique problem, parameterized by the size of the clique. Indeed, all known algorithms for deciding whether a graph of size n has a clique of size k have a running time of n Ω(k) .
To give evidence that parameterized problems such as the clique problem are not fixed parameter tractable, a theory of parameterized intractability has been developed (see [11, 12, 13] ). It resulted in a rather unwieldy variety of parameterized complexity classes. The most important of these classes are the classes W[t], for t ≥ 1, forming the so-called W-hierarchy. It is believed that W [1] strictly contains the class FPT of all fixed-parameter tractable problems and that the W-hierarchy is strict. Many natural parameterized problems fall into one of the classes of the W-hierarchy. For example, the parameterized clique problem is complete for the class W [1] and the parameterized dominating set problem is complete for the class W [2] (under suitable parameterized reductions).
So far, the parameterized complexity of counting problems has not been studied very systematically. A few tractability results are known: First of all, some fixed-parameter tractable decision problems have algorithms that can easily be adapted to the corresponding counting problems. An example is the vertex cover problem; since all minimum vertex covers of size at most k of a graph of size n can be computed in time O(2 k · n), a simple application of the inclusion-exclusion principle yields a fixed-parameter tractable counting algorithm for the vertex covers of size k. Similar counting algorithms are possible for other problems that have a fixed-parameter tractable algorithm based on the method of bounded search tree (see [13] ). More interesting are results of Arnborg, Lagergren, and Seese [4] , Courcelle, Makowsky, and Rotics [10] , and Makowsky [22] stating that counting problems definable in monadic second-order logic (in various ways) are fixed-parameter tractable when parameterized by the tree-width of the input graph. For example, Arnborg et al's result implies that counting the Hamiltonian cycles of a graph is fixed-parameter tractable when parameterized by the tree-width of the graph, and Makowsky's result implies that evaluating the Tutte polynomial is fixed-parameter tractable when parameterized by the tree-width of the graph. Courcelle et al. [10] also proved similar results for graphs of bounded clique-width. Frick [16] showed that counting problems definable in first-order logic are fixed-parameter tractable on locally tree-decomposable graphs. For example, this implies that counting dominating sets of a planar graph is fixed-parameter tractable when parameterized by the size of the dominating sets.
We focus on the intractability of parameterized counting problems. We define classes #W[t], for t ≥ 1, of parameterized counting problems that correspond to the classes of the W-hierarchy. Our first results show that a few central completeness results for the classes W [1] and W [2] translate to corresponding completeness results for the first two levels #W [1] and #W [2] of the #W-hierarchy. For example, we show that counting cliques of size k is #W [1] -complete and counting dominating sets of size k is #W [2] -complete (both under parsimonious parameterized reductions). We then characterise the class #W [1] as the class of all counting problems that can be described in terms of numbers of accepting computations of certain nondeterministic programs. To give further evidence that the class #W [1] strictly contains the class of fixed-parameter tractable counting problems, we show that if this was not the case there would be a 2 o(n) -algorithm counting the satisfying assignments of a 3-CNF-formula with n variables. This is the counting version of a result due to Abrahamson, Downey, and Fellows [1] . While these results are necessary to lay a solid foundation for the theory and not always easy to prove, by and large they do not give us remarkable new insights. The theory gets interesting with those counting problems that are harder than their decision versions.
Our main result states that counting cycles and paths of length k in both directed and undirected graphs, parameterized by k, is #W[1]-complete under parameterized Turing reductions. It is an immediate consequence of a theorem of Plehn and Voigt [26] that the decision versions of these problems are fixedparameter tractable (but of course not in polynomial time, because if they were the Hamiltonian path/cycle problem would also be). Alon, Yuster, and Zwick's [2] color coding technique provides algorithms for finding a path of length k in time O(k! · m) in a graph with m edges and for finding a cycle of length k in time O(2 O(k) · n ω ) in a graph with n vertices, where ω < 2.376 is the exponent of matrix multiplication. The hardness of the cycle counting problem in undirected graphs may be surprising in view of another algorithm due to Alon, Yuster, and Zwick [3] showing that cycles up to length 7 in an undirected graph can be counted in time O(n ω ). Our result implies that it is very unlikely that there is such an algorithm for counting cycles of arbitrary fixed length k.
The paper is organised as follows: After giving the necessary preliminaries in Section 2, in Section 3 we discuss fixed-parameter tractable counting problems. This section has the character of a short survey; apart from a few observations it contains no new results. In Section 4, we introduce the #W-hierarchy and establish the basic completeness results. The hardness of counting cycles and paths is established in Section 5. Definitions of all parameterized problems considered in this paper can be found in Appendix A. We would like to point out that some of the results in Section 4 have independently been obtained by others in two recent papers: McCartin [23] proves the #W[1]-completeness of clique and the #W [2] completeness of dominating set. (Our proofs of these results are quite different from hers.) Furthermore, she shows that a number of further completeness results for parameterized decision problems translate to the corresponding counting problems. Arvind and Raman [5] also obtain the #W[1]-completeness of clique. Their main result is that the number of cycles or paths of length k can be approximated by a randomised fixed-parameter tractable algorithm. Indeed, they prove this not only for cycles and paths, but for arbitrary graphs of bounded tree-width. These results nicely complement our main result that exactly counting paths and cycles is hard.
Preliminaries

Parameterized Complexity Theory
A parameterized problem is a set P ⊆ Σ * × N, where Σ is a finite alphabet. If (x, k) ∈ Σ * × N is an instance of a parameterized problem, we refer to x as the input and to k as the parameter.
there is a computable function f : N → N, a constant c ∈ N, and an algorithm that, given a pair
We usually use k to denote the parameter and n = |x| to denote the size of the input. To illustrate our notation, let us give one example of a parameterized problem, the parameterized vertex cover problem, which is well-known to be fixed-parameter tractable:
Problem: Decide if G has a vertex cover of size k.
From now on, we will only give brief definitions of the parameterized problems we consider in the main text, for exact definitions we refer the reader to Appendix A.
To define the classes of the W-hierarchy, we need a few notions from propositional logic. Formulas of propositional logic are built up from propositional variables X 1 , X 2 , . . . by taking conjunctions, disjunctions, and negations. The negation of a formula θ is denoted by ¬θ. We distinguish between small conjunctions, denoted by ∧, which are just conjunctions of two formulas, and big conjunctions, denoted by , which are conjunctions of arbitrary finite sets of formulas. Analogously, we distinguish between small disjunctions, denoted by ∨, and big disjunctions, denoted by .
A formula is small if it only contains small conjunctions and small disjunctions. We define Γ 0 = ∆ 0 to be the class of all small formulas. For t ≥ 1, we define Γ t to be the class of all big conjunctions of formulas in ∆ t−1 , and we define ∆ t to be the class of all big disjunctions of formulas in Γ t−1 .
The depth of a propositional formula θ is the maximum number of nested conjunctions or disjunctions in θ. Note that the definitions of Γ t and ∆ t are purely syntactical; every formula in Γ t or ∆ t is equivalent to a formula in Γ 0 . But the translation from a formula in Γ t to an equivalent formula in Γ 0 usually increases the depth of a formula. For all t, d ≥ 0 we let Γ t,d denote the class of all formulas in Γ t whose small subformulas have depth at most d (equivalently, we may say that the whole formula has depth at most d + t). We define ∆ t,d analogously.
Let CNF denote the class of all propositional formulas in conjunctive normal form, that is, conjunctions of disjunctions of literals; if we ignore arbitrarily nested negations then CNF is just Γ 2,0 . A formula is in d conjunctive normal form if it is a conjunction of disjunctions of at most d literals; the class of all such formulas is denoted by d-CNF.
The weight of a truth value assignment to the variables of a propositional formula is the number of variables set to TRUE by the assignment. For any class Θ of propositional formulas, the weighted satisfiability problem for Θ, denoted by WSAT(Θ), is the problem of deciding whether a formula in Θ has a satisfying assignment of weight k, parameterized by k. We are now ready to define the W-hierarchy:
is the class of all parameterized problems that can be reduced to WSAT(Γ t,d ) for some d ≥ 0 by a parameterized many-one reduction.
We omit the definition of parameterized many-one reductions here and refer the reader to [13] for this definition and further background on parameterized complexity theory.
Relational Structures
A vocabulary is a finite set of relation symbols. Associated with every relation symbol is a natural number, its arity. The arity of a vocabulary is the maximum of the arities of the relation symbols it contains. In the following, τ always denotes a vocabulary.
A τ -structure A consists of a non-empty set A, called the universe of A, and a relation R A ⊆ A r for each r-ary relation symbol R ∈ τ . For example, we view a directed graph as a structure G = (G, E G ) whose vocabulary consists of one binary relation symbol E.
For graphs, we often write {a, b} ∈ E G instead of (a, b) ∈ E G . In this paper, we only consider structures whose universe is finite. We distinguish between the size of the universe A of a τ -structure A, which we denote by |A|, and the size of A, which is defined to be
An expansion of a τ -structure A to a vocabulary
A substructure of A is a structure B with B ⊆ A and R B ⊆ R A for all R ∈ τ . 1 A homomorphism from a τ -structure A to a τ -structure B is a mapping h : A → B where for all R ∈ τ , say, of arity r, and all tuples (a 1 , . . . , a r ) ∈ R A we have h(a 1 ), . . . , h(a r ) ∈ R B . An embedding is a homomorphism that is one-to-one.
The homomorphism problem asks whether there is a homomorphism from a given structure A to a given structure B. We parameterize this problem by the size of A and denote the resulting parameterized homomorphism problem by p-HOM. We will also consider the parameterized embedding problem, denoted by p-EMB, and the parameterized substructure problem (Does structure B have a substructure isomorphic to A?), denoted by p-SUB. Of course when considered as decision problems, p-EMB and p-SUB are equivalent, but as counting problems they are slightly different. All three decision problems are complete for the class W [1] under parameterized many-one reductions [13] .
Logic and Descriptive Complexity
Let us remark that the following notions are not needed for understanding our results on the hardness of counting cycles and paths or their proofs.
The formulas of first-order logic are built up from atomic formulas using the usual Boolean connectives and existential and universal quantification over the elements of the universe of a structure. Remember that an atomic formula, or atom, is a formula of the form x = y or Rx 1 . . . x r , where R is an r-ary relation symbol and x, y, x 1 , . . . , x r are variables. A literal is either an atom or a negated atom. The vocabulary of a formula ϕ is the set of all relation symbols occurring in ϕ. A free variable of a formula ϕ is a variable that is not bound by any existential or universal quantifier of ϕ.
If A is a τ -structure, a 1 , . . . , a n are elements of the universe A of A, and ϕ(x 1 , . . . , x n ) is a formula whose vocabulary is a subset of τ and whose free variables are x 1 , . . . , x n , then we write A |= ϕ(a 1 , . . . , a n ) to denote that A satisfies ϕ if the variables x 1 , . . . , x n are interpreted by a 1 , . . . , a n , respectively. We let ϕ(A) := (a 1 , . . . , a n ) ∈ A n A |= ϕ(a 1 , . . . , a n ) .
To get a uniform notation, we let A 0 be a one-point space and identify ∅ with FALSE and A 0 with TRUE. Then for a sentence ϕ (i.e. a formula without free variables), we have A |= ϕ ⇐⇒ ϕ(A) = TRUE. Furthermore, if the vocabulary of the formula ϕ is not contained in the vocabulary of A then we let ϕ(A) = ∅.
For every class Φ of formulas, we let Φ[τ ] be the class of all ϕ ∈ Φ whose vocabulary is contained in τ . We let both Σ 0 and Π 0 be the class of all quantifier free first-order formulas (although we usually use Π 0 to denote this class). For t ≥ 1, we let Σ t be the class of all first-order formulas of the form ∃x 1 . . . ∃x k ψ, where k ∈ N and ψ ∈ Π t−1 . Analogously, we let Π t be the class of all first-order formulas of the form ∀x 1 . . . ∀x k ψ, where k ∈ N and ψ ∈ Σ t−1 .
We have to define two additional hierarchies (Σ t,u ) t≥1 and (Π t,u ) t≥1 for every fixed u ≥ 1. Again we let Σ 0,u = Π 0,u = Π 0 . We let Π 1,u be the class of all first-order formulas of the form ∀x 1 . . . ∀x k ψ, where k ≤ u and ψ ∈ Π 0 . For t ≥ 2, we let Π t,u be the class of all first-order formulas of the form ∀x 1 . . . ∀x k1 ∃y 1 . . . ∃y k2 ψ, where k 1 , k 2 ≤ u and ψ ∈ Π t−2,u . For t ≥ 1, we let Σ t,u be the class of all first-order formulas of the form ∃x 1 . . . ∃x k ψ, where k ∈ N and ψ ∈ Π t−1,u . Note the asymmetry in the definitions of Π t,u and Σ t,u -the length of the first quantifier block in a Σ t,u -formula is not restricted.
Definability of Parameterized Problems I: Model-Checking Problems
We can use logic to define certain generic families of parameterized problems. For a class Φ of formulas, the model-checking problem for Φ is the problem of deciding whether for a given structure A and a given formula ϕ ∈ Φ we have ϕ(A) = ∅. We parameterize this problem by the length of the formula ϕ and obtain the parameterized model-checking problem p-MC(Φ).
Many parameterized problems can be naturally translated into model-checking problems. For example, the parameterized clique problem is essentially the same as the parameterized model-checking problem for the class
Model checking problems provide another basis for the W-hierarchy: For every t ≥ 1, W[t] is the class of all problems that are reducible to p-MC(Σ t,1 [τ ]) for some vocabulary τ by a parameterized many-one reduction [14, 15] . Observe, furthermore, that for all t ≥ 1 the problems p-MC(Σ t,1 ) and p-MC(Π t−1,1 ) are easily reducible to each other, because for every formula
and every structure A we have ϕ(A) = ∅ if, and only if, ψ(A) = ∅. This explains why the hierarchies (Σ t,u ) t≥1 and (Π t,u ) t≥1 are defined asymmetrically.
Definability of Parameterized Problems II: Fagin-definability
There is a second way of defining parameterized problems that has been dubbed Fagin-definability in [15] . Let ϕ be a sentence of vocabulary τ ∪ {X}, where X is a relation symbol not contained in τ . We view X as a relation variable; to illustrate this we usually write ϕ(X) instead of just ϕ. Let r be the arity of X. For a τ -structure A we let
where (A, R) denotes the τ ∪ {X}-expansion of A with X (A,R) = R. For example, let X be unary and
Then for a graph G, ϕ VC (G) is the set of all vertex covers of G.
With each formula ϕ(X) we associate a parameterized problem p-FD(ϕ(X)) which asks whether for a given structure A, the set ϕ(A) contains a relation with k elements (where k is the parameter). We call p-FD(ϕ(X)) the problem Fagin-defined by ϕ(X).
For example, p-FD(ϕ VC (X)) is precisely the parameterized vertex cover problem.
Algorithm 1 3 Tractable parameterized counting problems
A parameterized counting problem is simply a function F : Σ * × N → N, for some alphabet Σ. Arguably, this definition includes problems that intuitively we would not call counting problems, but there is no harm in including them.
c for some computable function f : N → N and some constant c ∈ N.
The standard example of a fixed-parameter tractable decision problem is the parameterized version of the vertex cover problem. As a first example, we observe that the corresponding counting problem is also fixed-parameter tractable:
Example 4
The parameterized vertex cover counting problem,
Problem: Count the number of vertex covers of G of size k.
is fixed-parameter tractable.
Proof: Essentially, Algorithm 1 is the standard procedure showing that the parameterized vertex cover problem is fixed-parameter tractable. It yields, given a graph G = (G, E G ) as input and k ∈ N as parameter, a set S of subsets of cardinality
Now, we can compute |VC k (G)| by applying the inclusion-exclusion principle to the sets {X ⊆ G | |X| = k and S ⊆ X} for S ∈ S.
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We could now go through a list of known fixed-parameter tractable problems and check if the corresponding counting problems are also fixed-parameter tractable. Fortunately, this boring task can largely be avoided, because there are a few general principles underlying most fixed-parameter tractability results. They are formulated in the terminology of descriptive complexity theory.
(1) Problems definable in monadic second-order logic are fixed-parameter tractable when parameterized by tree-width of the structure (Courcelle [9] ). This accounts for the fixed-parameter tractability of NP-complete problems such as 3-COLOURABILITY or HAMILTONICITY when parameterized by the tree-width of the input graph.
(2) Parameterized problems that can be described as model-checking problems for first-order logic are fixed-parameter tractable on classes of structures of bounded local tree-width and classes of graphs with excluded minors (Frick and Grohe [17] , Flum and Grohe [15] ). This implies that parameterized versions of problems such as dominating set, independent set, or subgraph isomorphism are fixedparameter tractable on planar graphs or on graphs of bounded degree.
(3) Parameterized problems that are Fagin-definable by a first-order formula ϕ(X) where X does not occur in the scope of a negation symbol or existential quantifier are fixed-parameter tractable (Cai and Chen [7] , Flum and Grohe [15] ). This accounts for the fixed-parameter tractability of the standard parameterization of minimisation problems in the classes MIN F + Π 1 [21] , for example, minimum vertex cover.
(4) Parameterized problems that can be described as parameterized model checking problems for Σ 1 -formulas of bounded tree-width are fixed-parameter tractable (Flum and Grohe [15] ). This implies, and is actually equivalent, to the results that the parameterized homomorphism problem and the parameterized embedding problem for relational structures of bounded tree-width are fixed-parameter tractable.
Let us consider the counting versions of these general "meta-theorems". It has already been proved by Arnborg, Lagergren, and Seese [4] that the counting version of (1) holds. Variants and extensions of this result have been proved by Courcelle, Makowsky, and Rotics [10] and Makowsky [22] . Frick proved that (most of) (2) also extends to counting problems [16] . We shall see below that (3) also extends to counting problems. (4) is more problematic. While the counting version of the parameterized homomorphism problem for structures of bounded tree-width is fixed-parameter tractable (actually in polynomial time), the general equivalence between homomorphism, embedding, and model-checking for Σ 1 breaks down for counting problems. This is the point where counting shows some genuinely new aspects, and in some sense, most of this paper is devoted to this phenomenon. Let us turn to (3), the Fagin-definable problems, now: For a formula ϕ(X), we let p-#FD(ϕ(X)) denote the natural counting version of the problem p-FD(ϕ(X)) Fagin-defined by ϕ(X). Recalling the formula ϕ VC (X) that Fagin-defines the parameterized vertex cover problem, we see that the following proposition generalises Example 4.
Proposition 5 Let ϕ(X) be a first-order formula in which X does not occur in the scope of an existential quantifier or negation symbol. Then p-#FD(ϕ(X)) ∈ FPT.
Proof: Let X be of arity r. As for the vertex cover problem one obtains an FPT-algorithm (cf. [15] ) that, given a structure A and k ∈ N, yields a set S of subsets of cardinality ≤ k of A r such that
Again, an application of the inclusion-exclusion principle allows to compute the cardinality of the set on the right hand side.
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This implies that the counting versions of the standard parameterizations of all minimisation problems in the class MIN F + Π 1 are fixed-parameter tractable.
As we have mentioned, the situation with item (4) in the list above is more complicated. The core problem for which counting remains tractable is the homomorphism problem for graphs of bounded treewidth. Again, the algorithm showing tractability can best be illustrated by an example.
Example 6 The number of homomorphisms from a given coloured tree T to a given coloured graph G can be computed in polynomial time.
This can be done by a simple dynamic programming algorithm. Starting from the leaves, for every vertex t of the tree we compute a table that stores, for all vertices v of the graph, the number H(t, v) of homomorphisms h from T t , the induced coloured subtree rooted at t, to G with h(t) = v. Then the total number of homomorphism from T to G is v∈G H(r, v), where r is the root of T .
If t is a leaf, then H(t, v) = 1 if t and v have the same colour and H(t, v) = 0 otherwise. If t has children t 1 , . . . , t l , then if t and v have the same colour we have
If t and v have distinct colours, we have H(t, v) = 0.
The previous example can easily be generalised to structures of bounded tree-width. We just state the result and omit a definition of tree-width and the proof, which is a straightforward generalisation of the example:
Proposition 7 Let w ≥ 1. Then the following restriction of the homomorphism problem is in polynomial time:
Input: Structure A of tree-width at most w, structure B. Problem: Count the homomorphisms from A to B.
For a class Φ of formulas, we let p-#(Φ) denote the counting version of the model-checking problem p-MC(Φ) ("Given A and ϕ ∈ Φ, compute |ϕ(A)|, parameterized by |ϕ|").
With every first-order formula ϕ we associate a graph G ϕ as follows: The vertices of G ϕ are the variables of ϕ, and there is an edge between two vertices if they occur together in an atomic subformula of ϕ. The tree-width of a formula ϕ is the tree-width of G ϕ . For a class Φ of formulas and w ≥ 1, we let Φ[tw w] denote the class of all formulas in Φ of tree-width at most w. Recall that Π 0 denotes the class of all quantifier free formulas.
Proposition 8 For every
, where each ψ i (x) is a conjunction of literals and where ψ i (x) ∧ ψ j (x) is unsatisfiable for all i, j with i = j. Note that this transformation does not change the tree-width of the formula because the set of atomic subformulas remains unchanged. Then for every structure A we have
Thus we can restrict our attention to formulas in Π 0 [tw w] that are conjunctions of literals. Since every literal of a formula whose underlying graph has tree-width at most w contains at most w + 1 variables, by standard techniques (cf. the proof of Theorem 14) the counting problem for such formulas can be reduced to the counting version of the homomorphism problem for structures of tree-width at most w, which is in polynomial time by Proposition 7.
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Remark 9 Note that although its core is a reduction to Proposition 7, the proof of the previous proposition does not yield a polynomial time algorithm. The reason is that the transformation of a formula to an equivalent formula in disjunctive normal form is not polynomial. Indeed, it is easy to see that the unparameterized counting problem for quantifier free formulas of tree-width 0 is #P-complete.
Clearly, if p-MC(Φ) is fixed-parameter tractable then so is p-MC(Φ * ), where Φ * is the closure of Φ under existential quantification. Thus in particular, for w ≥ 1 the problem p-MC(Σ 1 [tw w]) is fixedparameter tractable. The situation is different for the counting problems: The formula
is a Σ 1 -formula of tree-width 1. For all graphs G, the set ϕ(G) is the set of all tuples (a 1 , . . . , a k ) of vertices of G such that {a 1 , . . . , a k } is not a dominating set. Thus G has a dominating set of size at most k if, and only if, |ϕ(G)| < n k , where n is the number of vertices of G. Since the parameterized dominating set problem is complete for the class W [2] this implies:
Classes of intractable problems
Example 11 Valiant's [29] fundamental theorem states that counting the number of perfect matchings of a bipartite graph is #P-complete (whereas deciding whether a perfect matching exists is in P). We consider a trivial parameterization of the matching problem, which is obtained by adding a "dummy" parameter as follows:
Problem: Decide if G has a perfect matching.
Clearly, this problem is in polynomial time and thus fixed-parameter tractable. On the other hand, its counting version ("Count the perfect matchings of G.") cannot be fixed-parameter tractable unless P = #P. The reason for this is that the problem is already #P-complete for the fixed parameter value k = 1, but if it was fixed-parameter tractable it would be in polynomial time for any fixed parameter value.
Of course this example is quite artificial. We are more interested in the question of whether natural parameterized counting problems are fixed-parameter tractable. As examples of such natural problems we mention: p-#CLIQUE ("Count cliques of size k in a graph, where k is the parameter"), p-#DOMINATING SET ("Count dominating sets of size k"), p-#CYCLE ("Count cycles of size k"), or as a more natural parameterization of the matching problem, p-#MATCHING ("Count the matchings of size k in a bipartite graph"). An argument such as the one in Example 11 cannot be used to show that any of these problems is not fixed-parameter tractable, because for any fixed parameter value k the problems are in polynomial time.
Recall that the decision problems p-CLIQUE and p-DOMINATING SET are complete for the classes W [1] [2] -complete, respectively). More interestingly, in the next section we shall prove that p-#CYCLE and a number of similar problems whose decision versions are fixed-parameter tractable are complete for #W [1] .
Definition 12
Let F : Σ * × N → N and G : Π * × N → N be parameterized counting problems.
(1) A parameterized parsimonious reduction from F to G is an algorithm that computes for every in-
and
(for computable functions f, g : N → N and a constant c ∈ N).
We write F ≤ fp pars G to denote that there is a parameterized parsimonious reduction from F to G.
(2) A parameterized T-reduction from F to G is an algorithm with an oracle for G that solves any instance (x, k) of F in time f (k) · |x| c in such a way that for all oracle queries the instances (y, ℓ) satisfy ℓ ≤ g(k) (for computable functions f, g : N → N and a constant c ∈ N).
We write F ≤ fp T G to denote that there is a parameterized T-reduction from F to G.
For a class Θ of propositional formulas, we let #WSAT(Θ) be the counting version of the weighted satisfiability problem for Θ ("Count the weight k satisfying assignments for a formula θ ∈ Θ"). We define the counting analogue of the W-hierarchy in a straightforward way:
Definition 13
The notation #W[t] may be slightly misleading when compared with the notation #P of classical complexity theory (which is not #NP), but since there is no obvious #FPT, we think that it is appropriate. Note that we write FPT to denote both the class of fixed-parameter tractable decision problems and the class of fixed-parameter tractable counting problems; the intended meaning will always be clear from the context.
#W[1]-complete problems
Theorem 14
The following problems are complete for #W [1] under parameterized parsimonious reductions: Proof: Basically, the proof of these results amounts to checking that the many-one reductions proving the W[1]-completeness of the corresponding decision problems are parsimonious (or can be made parsimonious by simple modifications). Some of these reductions are quite simple, and we can sketch them here. For those that are more complicated, we just give appropriate references.
A conjunctive query is a first-order formula of the form ∃x 1 . . . ∃x k (α 1 ∧ . . . ∧ α ℓ ), where α 1 , . . . , α ℓ are atoms. In particular, a quantifier free conjunctive query is just a conjunction of atoms. We denote the class of all conjunctive queries by CQ and the class of all quantifier free conjunctive queries by Π 0 -CQ. If Φ is a class of formulas, then Φ[binary] is the class of all formulas ϕ ∈ Φ whose vocabulary is at most binary.
We will first establish the following chain of reductions:
With every formula ϕ(x 1 , . . . , x k ) ∈ Π 0 -CQ of vocabulary τ we associate a τ ∪{EQ}-structure A ϕ , where EQ is a binary relation symbol not contained in τ . The universe of A ϕ is {x 1 , . . . , x k }, the set of variables of ϕ. For R ∈ τ , say, r-ary, R
Aϕ is the set of all tuples (x i1 , . . . , x ir ) such that Rx i1 . . . x ir is an atom of ϕ. Moreover, EQ
Aϕ is the set of all pairs (x i1 , x i2 ) such that x i1 = x i2 is an atom of ϕ. Note that ||A ϕ || ∈ O(|ϕ|).
For a τ -structure B we let B EQ be the τ ∪ {EQ}-expansion of B in which EQ is interpreted by the equality relation on B. Then it is easy to see that for all (b 1 , . . . , b k ) ∈ B k we have (b 1 , . . . , b k ) ∈ ϕ(B) if, and only if, the mapping x i → b i , for 1 ≤ i ≤ k, is a homomorphism from A ϕ to B. This yields a parsimonious reduction from p-#(Π 0 -CQ) to p-#HOM. p-#HOM ≤ fp pars p-#EMB : Suppose we have structures A and B and want to count the homomorphisms from A to B. Let τ be the vocabulary of A and B and τ * = τ ∪ {P a | a ∈ A}, where for every a ∈ A, P a is a new unary relation symbol that is not contained in τ . Let A * be the τ * -expansion of A with P a = {a} for a ∈ A. We can view A * as the expansion of A where each element gets its individual colour. We let B * the be following τ * -structure: The universe of B * is A × B. For r-ary R ∈ τ and (a 1 , b 1 ) , . . . , (a r , b r ) ∈ A × B we let (a 1 , b 1 ) , . . . , (a r , b r ) ∈ R B * if, and only if, (b 1 , . . . , b r ) ∈ R B . For a ∈ A let P B * a = {a} × B. For a homomorphism h : A → B we let h * : A * → B * be the mapping defined by h * (a) = (a, h(a)). It is easy to see that the mapping h → h * is a bijection between the homomorphisms from A to B and the embeddings from A * to B * .
p-#EMB ≤ fp pars p-#(Π 0 -CQ) : For every τ -structure A we define a formula ϕ A ∈ Π 0 -CQ of vocabulary τ ∪ {NEQ}, where NEQ is a new binary relation symbol. Suppose that A = {a 1 , . . . , a k }. The formula ϕ A has variables x 1 , . . . , x k . For every r-ary R ∈ τ and every tuple (a i1 , . . . , a ir ) ∈ R A , ϕ A contains the atom Rx i1 . . . x ir . In addition, ϕ A contains the atoms NEQx i x j for 1 ≤ i < j ≤ k.
For a τ -structure B we let B NEQ be the τ ∪ {NEQ}-expansion of B in which NEQ is interpreted by the inequality relation on B. Then it is easy to see that for all mappings h : A → B we have: h is an embedding of A into B if, and only if, h(a 1 ), . . . , h(a k ) ∈ ϕ A (B).
Next, we establish the following chain of reductions (for every d ≥ 1): (1) and (2) except p-#SUB.
The proof of Lemma 21 in [19] showing that WSAT (Γ 1,d ) is fixed-parameter many-one reducible to p-MC(CQ) yields a parsimonious reduction from #WSAT(
The proof of Lemma 17 in [19] showing that p-MC(CQ) is fixed-parameter many-one reducible to p-MC(CQ[binary]) yields the claimed parsimonious reduction. Here and in later proofs we use (variants of) the following observation: Let ϕ(x) and ψ(x,ȳ) be formulas and A a structure. If for all tuples a ∈ A we have A |= ϕ(ā) ⇐⇒ A |= ∃ȳψ(ā,ȳ), and for all tuplesā ∈ A there exists at most one tupleb ∈ A such that A |= ψ(ā,b), then |ϕ(A)| = |ψ(A)|. Let G be a graph. For every a ∈ G let X a be a propositional variable. Set
Then α G is (equivalent to) a formula in 2-CNF. The second part of the formula ensures that every variable X a with a ∈ G occurs in α G . The number of cliques of size k is just the number of assignments of weight k satisfying α G .
#WSAT(2-CNF) ≤ fp pars #WSAT(Γ 1,1 ) : 2-CNF is a subset of Γ 1,1 , so the reduction is trivial.
This completes the proof of (⋆⋆). We next show (3). Let τ be a vocabulary that is not monadic. We leave it to the reader to show that p-#CLIQUE ≤
Let A be a τ -structure and ϕ ∈ Π 0 [τ ]. We can assume that ϕ = ϕ 1 ∨ . . . ∨ ϕ m , where each ϕ i is a conjunction of literals and ϕ i ∧ ϕ j is unsatisfiable for all i = j. Let τ ′ := τ ∪ {R | R ∈ τ } ∪ {EQ, NEQ}, where for all R ∈ τ the symbolR is a new relation symbol of the same arity as R and EQ, NEQ are new binary relation symbols. Let A ′ be the τ ′ -expansion of A in whichR is interpreted as the complement of R A and EQ and NEQ are interpreted as equality and inequality, respectively. Since the vocabulary is fixed, A ′ can be computed from A in polynomial time. If n is the size of the universe of A, then computing the relations EQ Finally we want to get rid of the disjunctions in ϕ ′ . For this purpose we introduce a structure A ′′ essentially consisting of m copies of A ′ , the ith one taking care of ϕ 
Moreover set
Rz is obtained from ϕ ′ i by replacing, for all R ∈ τ ′ , atomic subformulas of the form Rz bŷ
Next, we prove the #W[1]-completeness of p-#SUB. We observe that the number of substructures of a structure B that are isomorphic to a structure A equals the number of embeddings of A into B divided by the number of automorphisms of A. Unfortunately, this does not immediately yield a parsimonious reduction from p-#SUB to p-#EMB or vice versa. However, p-#CLIQUE is a restriction of p-#SUB, thus we have p-#CLIQUE ≤ fp pars p-#SUB. To prove that p-#SUB is in #W [1] , we reduce p-#SUB to p-#EMB. Let A, B be τ -structures and let < be a binary relation symbol not contained in τ . Let us call a τ ∪ {<}-structure C in which < C is a linear order of the universe an ordered τ ∪ {<}-structure. Let A 1 , . . . , A m be a list of expansions of A to ordered τ ∪ {<}-structures such that (i) for 1 ≤ i < j ≤ m, the structures A i and A j are not isomorphic, (ii) every expansion A ′ of A to an ordered τ ∪ {<}-structure is isomorphic to an A i for some i, 1 ≤ i ≤ m.
Thus A 1 , . . . , A m is a list of all ordered expansions of A, where each isomorphism type is only listed once.
Let B < be an arbitrary expansion of B to an ordered τ ∪ {<}-structure. Then
Moreover, for each i the number of substructures of B < isomorphic to A i is equal to the number of embeddings of A i into B < . Let ≺ be another binary relation symbol not contained in τ ∪ {<} and τ * = τ ∪ {<, ≺}. Let A * be the τ * -structure obtained by taking the disjoint union of A 1 , . . . , A m and defining ≺ A such that for all a i ∈ A i , a j ∈ A j we have a i ≺ A * a j if, and only if, i < j. ′ can get much larger than A. At least, the same argument as given in the proof of Theorem 14 shows that we can restrict our attention to conjunctions of literals (instead of arbitrary quantifier free formulas). Consider a formula
where α 1 , . . . , α ℓ , β 1 , . . . , β m are atoms. The crucial observation is that for any structure A we have
Note that the two formulas on the left hand side of the equality have fewer negated atoms than ϕ. We can now recursively reduce the number of negated atoms in these two formulas using the same trick until we end up with a family of quantifier free conjunctive queries. This gives us a parameterized Turing reduction from p-#(Π 0 ) to p-#(Π 0 -CQ). 
A machine characterisation of #W[1]
As it is also the case for many other parameterized complexity classes, the definition of the classes #W[t] is a bit unsatisfactory because all the classes are only defined as the closure of a certain problem under a certain type of reduction. In particular, one may ask why we chose parsimonious reductions and not, say, Turing reductions. Indeed, McCartin [23] defined her version of the classes #W[t] using a different form of reductions, and that makes the theory seem a bit arbitrary. Compare this with the situation for the class #P, which has a natural machine characterisation: A classical counting problem F : Σ * → N is in #P if, and only if, there is a polynomial time non-deterministic Turing machine N such that for every instance x of the problem, F (x) is the number of accepting paths of N on input x.
Recently, a machine characterisation of the class W [1] was given [8] . In this subsection, we adapt this characterisation to give a characterisation of #W [1] along the lines of the above mentioned characterisation of #P.
The machine model we use, which has been introduced in [8] , is based on the standard random access machines (RAMs) described in [25] . The arithmetic operations are addition, subtraction, and division by two (rounded off), and we use a uniform cost measure. The model is non-standard when it comes to nondeterminism. A nondeterministic RAM is a RAM with an additional instruction "GUESS i j" whose semantics is: Guess a natural number less than or equal to the number stored in register i and store it in register j. Acceptance of an input by a nondeterministic RAM program is defined as usually for nondeterministic machines. Steps of a computation of a nondeterministic RAM that execute a GUESS instruction are called nondeterministic steps.
Following [8] , we call a nondeterministic RAM program P a W-program, if there is a computable function f and a polynomial p such that for every input (x, k) with |x| = n the program P on every run (1) performs at most f (k) · p(n) steps;
(2) at most f (k) steps are nondeterministic; (3) at most the first f (k) · p(n) registers are used; (4) at every point of the computation the registers contain numbers ≤ f (k) · p(n).
We call a W-program P a W [1] -program, if there is a computable function h such that for every input (x, k), for every run of P The main result of this section is a counting version of this theorem:
and only if, there is a W[1]-program P such that, for all
(x, k) ∈ Σ * × N, F (x, k) is
the number of accepting paths of P on input (x, k).
Proof: First assume that F ∈ #W [1] . Then, by Theorem 14, there is a parsimonious reduction from F to p-#HALT. Hence, there are computable functions f, g, a polynomial p, and an algorithm assigning to every instance (x, k) of F , in time ≤ f (k) · p(n), a nondeterministic Turing machine M = M x,k and a natural number
is the number of accepting paths of M of length k ′ . We can assume that the states and the symbols of the alphabet of M are natural numbers ≤ f (k) · p(n). We define a W-program P that on input (x, k) ∈ Σ * × N proceeds as follows:
1. It computes M and k ′ ;
2. It guesses a sequence of k ′ configurations of M ;
3. It verifies that the sequence of guessed configurations forms an accepting computation of M .
We can do this, in particular line 1, with a W-program using our parameterized parsimonious reduction from F to p-#HALT. Moreover, the number of steps needed by line 2 and line 3 is bounded by h(k) for a suitable computable function h. Finally, the number of accepting paths of P is exactly the number of accepting paths of M .
Assume now that we have a W[1]-program P such that for all (x, k) ∈ Σ * × N, F (x, k) is the number of accepting paths of P on input (x, k). Let f, p, h witness that P is a W[1]-program. For every instance (x, k) ∈ Σ * × N of F we shall define a non-deterministic Turing machine M = M x,k and an integer k ′ such that F (x, k) is the number of accepting paths of M of length at most k ′ . Of course we have to do this in such a way that the mapping (x, k) → (M, k ′ ) is a parameterized reduction. So let (x, k) ∈ Σ * × N and n = |x|. The alphabet of M = M x,k contains 0, 1, . . . , f (k) · p(n). Thus alphabet symbols can be used to represent register content and register addresses of all runs of P on input (x, k). In addition, the alphabet contains a few control symbols. The transition function of M will be defined in such a way that M simulates the computation of P on input (x, k) from the first non-deterministic step onwards. The content of all the registers before the first non-deterministic step is hardwired into M . The changes of the register contents during the at most h(k) non-deterministic steps are written on the worktape, so eventually the worktape contains pairs (i 1 , a 1 ) , . . . , (i ℓ , a ℓ ) in any order, where (i j , a j ) indicates that the current content of register i j is a j , and ℓ ≤ h(k). For more details on the definition of M we refer the reader to [8] . 
where each clause δ i is a disjunction of at most 3 literals, be a formula in 3-CNF, and let X = {X 1 , . . . , X n } be the set of variables of γ. We assume that no clause appears twice; thus we have m ≤ (2n) 3 . We want to compute the number of satisfying assignments of γ in time 2 o(n) . Let k = g(n). Note that (ii) implies n/k ≤ o(n); we will use this repeatedly in the following argument.
Call a truth value assignment to the variables in Y good if for 1 ≤ j ≤ k exactly one variable in Y j is set to true. There is a bijection I between the truth value assignments to the variables in X and the good truth value assignments to the variables in Y defined by
for all A : X → {TRUE, FALSE}, 1 ≤ j ≤ k, and S ⊆ X j . Let
and note that |β| ≤ k · 2 ⌈n/k⌉ 2 ≤ 2 o(n) . Observe that the weight k assignments to the variables in Y satisfying β are precisely the good assignments. Thus there is a bijection between the weight k satisfying assignments for β and the assignments to the variables in X .
For 1 ≤ j ≤ k and every variable X ∈ X j , let
and observe that for every assignment A : X → {TRUE, FALSE} we have
Let γ ′ be the formula obtained from γ by replacing each literal X by the formula α X and each literal ¬X by α ¬X . Then for every assignment A : X → {TRUE, FALSE} we have A satisfies γ ⇐⇒ I(A) satisfies γ ′ .
By applying de Morgan's rule to each clause δ j of γ (or rather to the disjunction of conjunctions δ j has become in γ ′ ) we can turn γ ′ into an equivalent conjunction of at most m · 2 ⌈n/k⌉ 3 disjunctions of at most 3 literals each. Let γ ′′ be this 3-CNF-formula and γ * = β ∧γ ′′ . Then I is a bijection between the satisfying assignments of γ and the weight k satisfying assignments of γ * . By our initial assumption, we can compute the number of weight k satisfying assignments of γ
, this shows that we can compute the number of satisfying assignments of γ in time 2 o(n) .
2
#W[2]-complete problems
Theorem 19
The following problems are complete for #W [2] under parameterized parsimonious reductions:
The equivalence between (1) in (3) in Theorem 19 can be lifted to the other classes of the #W-hierarchy, but we only deal with #W [2] here.
Proof (of Theorem 19):
denote the class of all formulas in Π 1,1 whose vocabulary is at most s-ary. We will establish the following chain of reductions for every d ≥ 0 and s ≥ 2:
Recalling that CNF ⊆ Γ 2,0 and observing that p-#DOMINATING SET ≤ fp pars p-#(Π 1,1 [τ ]) for every vocabulary τ that is not monadic, we see that this proves the theorem.
By standard means one can show that there is a d ′ only depending on d such that every formula in Γ 2,d is equivalent to a formula of the form α = i∈I δ i ,
So let such an α, say with variables X 1 , . . . , X n , and a k ∈ N be given. If we have an assignment of weight k setting X i1 , . . . , X i k with i 1 < . . . < i k TRUE and satisfying β ij as in (⋆), then the positive literals in β ij must be among X i1 , . . . , X i k . Thus for every negative literal ¬X r in β ij we must have r < i 1 or i k < r or i s < r < i s+1 for some s. We use this fact in our reduction appropriately. For m ∈ N set [m] := {1, . . . , m} and We let τ = {<, ≺, E, FIRST, LAST, F, DISJ, SAT} with binary <, ≺, E, F, SAT and unary FIRST, LAST, DISJ. Let A α be the following τ -structure: The universe is
Recall that I is the index set of the conjunction in the formula α. The selection of i ∈ [n] means that the variable X i gets the value TRUE and the selection of (i, j) ∈ [n] 2 means that all variables X ℓ with i < ℓ < j get the truth value FALSE.
The relations of A α are specified by:
if X s is a literal of β ij then s ∈ M and if ¬X s is a literal of β ij then there is (ℓ, m) ∈ M with ℓ < s < m}.
The number of satisfying assignments of α of weight k is |ϕ α,k (A α )|, where ϕ α,k (x 1 , . . . , x k , z 1 , . . . , z k+1 , u 1 , . . . , u r ) is the Π 1,1 -formula
For notational simplicity, we assume s = 2. Let τ be a vocabulary that only contains unary and binary relation symbols. Assume we are given a τ -structure A with universe A and a
Let G = (G, E G ) be the graph defined as follows: The vertex set is
(∪ denotes disjoint union), where b j i and b j are new elements. The edge relation E G is defined in such a way that (i) every (a 1 , . . . , a ℓ ) ∈ A ℓ is connected to all elements of {i} × (A \ {a i }) for 1 ≤ i ≤ ℓ;
(ii) forā ∈ A ℓ and (b, 0) ∈ A × {0}: {ā, (b, 0)} ∈ E G ⇐⇒ A |= ψ(ā, b).
(iv) b j is connected to allā ∈ A ℓ for 1 ≤ j ≤ ℓ + 2.
We claim that:
• Every dominating set of G of cardinality ℓ + 1 contains exactly one element of each {i} × A, and if we label these elements say (i, a i ) for 1 ≤ i ≤ ℓ, then the (ℓ + 1)st element in the dominating set is (a 1 , . . . , a ℓ ) ∈ A ℓ .
• For all a 1 , . . . , a ℓ ∈ A,
To see this, suppose that D is a dominating set of G of size ℓ + 1. Then D must contain at least one vertex of {i} × A for 1 ≤ i ≤ ℓ and one vertex of A ℓ , because this is the only way the vertices b j i
and b j , for 1 ≤ j ≤ ℓ + 2 can be dominated with ℓ + 1 vertices. Suppose that D contains the vertices (1, a 1 ) , . . . , (ℓ, a ℓ ). Let d be the remaining element of D. d 1 ) is not dominated by a 1 , . . . , a ℓ , d. Therefore, d must be (a 1 , . . . , a ℓ ) . However, d must also dominate A × {0}, and this is only possible if A |= ψ(a 1 , . . . , a ℓ , b) for all b ∈ A.
Thus |ϕ(A)| is the number of dominating sets of G of cardinality ℓ + 1. But note that G is too big for a parameterized reduction, since G contains the set A ℓ , where the exponent depends on the parameter ϕ. So we need a more refined reduction. We can assume that ψ(x, y) = ψ 1 ∧ . . . ∧ ψ m where each ψ i is a disjunction of literals. Each literal contains at most 2 variables. Therefore, we do not need A ℓ but a copy A ij of A 2 for 1 ≤ i < j ≤ ℓ. We replace A ℓ above by all these copies and A × {0} by A × {1, . . . , m}. We replace (i) by (i') Every (a i , a j ) in the copy A ij of A 2 is connected to all elements of {i} × (A \ {a i }) and all elements of {j} × (A \ {a j }).
Furthermore, we replace (ii) by (ii') for 1 ≤ i < j ≤ ℓ, (a i , a j ) in the copy A ij of A 2 , and for (b, k) ∈ A × {1, . . . , m}:
⇐⇒ there is a literal λ(x i , x j , y) in ψ k whose (at most two) free variables are among x i , x j , y such that A |= λ(a i , a j , b).
Moreover, instead of the b j i and the b j we add for every i = 1, . . . , ℓ and for every copy of A 2 a set of ℓ + ℓ 2 + 1 new elements that ensure that every dominating set of cardinality ℓ + ℓ 2 contains exactly one element of every {i} × A and of every copy of A 2 . Then dominating sets of cardinality ℓ + ℓ 2 and tuples in A satisfying ϕ are related in an one-to-one fashion.
For a ∈ G let X a be a propositional variable. Let α G be the propositional formula
Then, α G is (equivalent to) a formula in Γ 2,0 . Clearly the number of satisfying assignments of α G of weight k equals the number of dominating sets of G of size k. To be precise, let us define a path of length k in a directed graph (G, E G ) to be a substructure of G isomorphic to {1, . . . , k}, {(i, i + 1) | 1 ≤ i < k} . A cycle of length k is a substructure isomorphic to {1, . . . , k}, {(i, i + 1) | 1 ≤ i < k} ∪ {(k, 1)} . Paths and cycles in undirected graphs are defined similarly.
Thus all problems in Theorem 21 are restrictions of the substructure problem p-#SUB and thus in #W [1] by Theorem 14. The decision versions of the problems are fixed-parameter tractable. This is an immediate consequence of Plehn and Voigt's [26] theorem that the parameterized embedding problem restricted to graphs of bounded tree-width is fixed-parameter tractable and the fact that paths have tree-width 1 and cycles have tree-width 2.
Lemma 22
p
Proof: p-#DIRCYCLE ≤ Observe that each cycle in G u p,q has length ℓ · p + m · q for some integers ℓ, m ≥ 0 with ℓ ≤ m. Further observe that each directed cycle of length k in G lifts to a cycle of length k(p + q) in G u p,q . Given k, we want to choose p and q in such a way that each cycle of length k(p + q) in G u p,q is the lifting of a directed cycle of length k in G. To achieve this, we have to choose p and q in such a way that
for all ℓ, m ≥ 0 with ℓ < m. If we choose p ≤ q, then (1) holds for m > 2k. So we have to fulfil (1) for 0 ≤ ℓ < m ≤ 2k. Hence, we have to avoid 2k+1 2 linear equalities. Clearly we can find natural numbers p ≤ q satisfying none of these equalities.
For such p and q, the number of directed cycles of length k in G equals the number of undirected cycles of length
Let G be an undirected graph and k ≥ 1. Without loss of generality we can assume that k ≥ 3 because counting loops in a graph is easy.
For each e = {v, w} ∈ E G and all ℓ, m ≥ 0, we let G e (ℓ, m) be the graph obtained from G by adding  vertices as v 1 , . . . , v ℓ , w 1 , . . . , w m and edges between v i and w for 1 ≤ i ≤ ℓ and between w j and v for 1 ≤ j ≤ m.
We observe that the number x e of paths of length k + 1 from v 1 to w 1 in G e (ℓ, m) is exactly the number of cycles of length k in G containing the edge e. We now show how to compute x e from the numbers of paths of length k +1 in the graphs G e (ℓ, m) for 0 ≤ ℓ, m ≤ 1. This yields a parameterized Turing reduction from p-#CYCLE to p-#PATH.
We observe that the v i and w j can only be endpoints of paths in G e (ℓ, m), and that each path can have at most one endpoint among v 1 , . . . , v ℓ and at most one endpoint among w 1 , . . . , w m (because each path ending in v i must go through w and each path ending in w j must go through v).
We let
• x = x e be the number of paths of length (k + 1) from v 1 to w 1 in G e (1, 1),
• y be the number of paths of length (k + 1) in G e (1, 1) that contain v 1 , but not w 1 ,
• z be the number of paths of length (k + 1) in G e (1, 1) that contain w 1 , but not v 1 ,
• w be the number of paths of length (k + 1) in G e (1, 1) that neither contain v 1 nor w 1 .
Let p ℓm be the number of paths of length (k + 1) in G e (ℓ, m). Then we have
For 0 ≤ ℓ, m ≤ 1 we obtain a system of 4 linear equations in the variables w, x, y, z whose matrix is nonsingular. Thus it has a unique solution which, in particular, gives us the desired value x.
p-#PATH ≤ fp T p-#DIRPATH : This is trivial; just replace each edge of an undirected graph that is not a loop by two directed edges. Then each path (of length at least 2) in the undirected graph corresponds to exactly two paths of the same length in the directed graph.
2
Next, we will prove that p-#CLIQUE ≤ fp T p-#DIRCYCLE. This requires a sequence of lemmas. Let h : H → G be a homomorphism and, for i ≥ 1, let k i be the number of vertices b ∈ G such that |h
The type of h is the polynomial
where the notation (X) i is used for the "falling factorial", that is, (X) 0 = 1 and (X) i+1 = (X) i (X − i) for all i ≥ 0. In particular, an embedding from H into G is a homomorphism of type X |H| . Let D k denote the directed cycle of length k whose vertices are 1, . . . , k in cyclic order. We consider the following generalisation of p-#DIRCYCLE:
Problem: Count the homomorphisms h : D k → G of type t(X).
Lemma 23
For a directed graph G and natural numbers ℓ, m ≥ 1, let G ℓ,m be the graph obtained from G as follows:
• The universe of G ℓ,m is G ℓ,m = G × {1, . . . , ℓ} × {1, . . . , m}.
• There is an edge from (a, i, j) to (a ′ , i ′ , j ′ ) in G ℓ,m either if i = ℓ and i ′ = 1 and there is an edge from a to a ′ in G or if a = a ′ and i ′ = i + 1. Figure 2 gives an example. Figure 2 . A directed graph G and the corresponding G 3,2
Recall that the vertices of the cycle D k are 1, . . . , k. The projection of an embedding e : D k·ℓ → G ℓ,m is the homomorphism π(e) : D k → G which maps vertex a ∈ D k to the first component of e((a−1)·ℓ+1), that is, we let π(e)(a) = b if e((a − 1) · ℓ + 1) = (b, i, j) for some i ∈ {1, . . . , ℓ}, j ∈ {1, . . . , m}.
Observe that for every homomorphism h :
ℓ embeddings e : D k·ℓ → G ℓ,m with projection π(e) = h. Let T be the set of all types of homomorphisms from D k into some graph. For every type t ∈ T , let x t be the number of homomorphisms h :
is the number of embeddings e : D k·ℓ → G ℓ,m . The types in T are polynomials of degree at most k. Thus for distinct t(X), t ′ (X) ∈ T there are at most k distinct x ∈ N such that t(x) = t ′ (x). Therefore, there is an m ≤ k · |T | 2 such that for all distinct t(X), t ′ (X) ∈ T we have t(m) = t ′ (m). We fix such an m.
Since the matrix (
is a Vandermonde matrix and thus nonsingular, the matrix A is also nonsingular, and thus
Now our Turing reduction from p-#TDC to p-#DIRCYCLE works as follows:
1 Compute the set T and a suitable m.
2 For 1 ≤ ℓ ≤ |T |, compute the graph G ℓ,m .
3 For 1 ≤ ℓ ≤ |T |, compute the number b ℓ of embeddings e : D k·ℓ → G ℓ·m (using the oracle to p-#DIRCYCLE and noting that b ℓ is k · ℓ times the number of cycles of length k · ℓ in G ℓ·m ). 4 Compute the matrix A and solve the system A · x = b.
5 Return x t , where t(X) is the input polynomial. (If t ∈ T , then return 0.)
Since the set T , the number m, and the matrix A only depend on the parameter k, this is a parameterized Turing reduction. To see this inequality, note that a choosing a random function f ∈ Ω(k, ℓ) can be modeled by randomly picking kl balls without repetitions out of a bin that intially contains l balls each of colours 1, . . . , k. The probability that the ith ball ist of color j at most
, because at most ℓ of the remaining k · ℓ − (i − 1) are of colour j. Now the inequality follows straightforwardly. Thus N and Q ℓ , respectively. Let k ≥ 1, and let K be the complete graph with vertices {1, . . . , k}. Let H be the set of all graphs with vertex set {1, . . . , k}, where up to isomorphism each graph occurs only once in H, and let H − = H \ {K}. For a set S of vectors in Q N or Q ℓ , we let S denote the linear span of S.
Claim 1:
Proof: Recall that Ω(k, ℓ) denotes the set of all mappings h : {1, . . . , k·ℓ} → {1, . . . , k} with the property that |h −1 (i)| = ℓ for 1 ≤ i ≤ k. We first observe that for all ℓ ≥ 1, a Kℓ = |Ω(k, ℓ)|.
On the other hand, by Lemma 24 for all graphs H ∈ H − we have Furthermore, the mapping k → ℓ(k) is computable.
Proof: For ι ∈ N ∪ {N}, let
Identifying (a 1 , . . . , a i ) ∈ Q i with (a 1 , . . . , a i , 0, 0, . . .) ∈ Q N , for all i ≥ 1 we can view V i a subspace of V j for all j ≥ i and of V N . Thus we can find an increasing sequence
is a basis of V i . Since V N is a finite dimensional vector space, there is an n ∈ N such that B i = B n for all i ≥ n. Clearly such an ℓ is computable from k, since we can compute all vectors Let G be a graph. For every graph H ∈ H, let x H be the number of subsets A ⊆ G such that the subgraph induced by G on A is isomorphic to H. We want to determine the number x K . For 1 ≤ i ≤ ℓ, 
Now if
Conclusions
We have set up a framework for a parameterized complexity theory of counting problems and proved a number of completeness results. In particular, we proved the fixed-parameter intractability of natural counting problems whose decision version is fixed-parameter tractable. A lot of interesting problems remain open, let us just mention two of them:
• In view of Valiant's #P-completeness result for counting perfect matchings, it would be quite nice to show that the parameterized matching problem p-#MATCHING is #W[1]-complete. We conjecture that this is the case.
• Another interesting question is related to Toda's theorem: Does #W [1] contain the whole W-hierarchy, or maybe even the A-hierarchy (introduced in [15] )?
