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Abstract
A popular approach for analyzing high-dimensional datasets is to perform di-
mensionality reduction by applying non-parametric anity kernels. Usually,
it is assumed that the represented anities are related to an underlying low-
dimensional manifold from which the data is sampled. This approach works
under the assumption that, due to the low-dimensionality of the underlying
manifold, the kernel has a low numerical rank. Essentially, this means that the
kernel can be represented by a small set of numerically-signicant eigenvalues
and their corresponding eigenvectors.
We present an upper-bound for the numerical rank of Gaussian convo-
lution operators, which are commonly used as kernels by spectral manifold-
learning methods. The achieved bound is based on the underlying geometry
that is provided by the manifold from which the dataset is assumed to be sam-
pled. The bound can be used to determine the number of signicant eigenval-
ues/eigenvectors that are needed for spectral analysis purposes. Furthermore,
the results in this paper provide a relation between the underlying geometry of
the manifold (or dataset) and the numerical rank of its Gaussian anities.
The term cover-based bound is used because the computations of this bound
are done by using a nite set of small constant-volume boxes that cover the
underlying manifold (or the dataset). We present bounds for nite Gaussian-
kernel matrices as well as for the continuous Gaussian convolution operator. We
explore and demonstrate the relations between the bounds that are achieved for
nite and continuous cases. The cover-oriented methodology is also used to
provide a relation between the geodesic length of a curve and the numerical
rank of Gaussian kernel of datasets that are sampled from it.
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The rapid development of data collection techniques together with high avail-
ability of data and storage space introduce increasingly big high-dimensional
datasets that t data analysis tasks. In many cases the quantity of data does
not reect on its quality. Usually, it contains many redundancies that do not
add important information over a limited set of representatives. Furthermore,
more often than not, the distribution of samples (also called data points) is
signicantly aected by the sampling techniques that are used. These problems
aect both the massive size of the sampled datasets and their high dimensional-
ity, which in turn prevent classical statistical methods from being eective tools
to analyze these datasets due to the \curse of dimensionality" phenomenon.
Due to the vast number of observable quantities that can be measured/sensed
and used as parameters or features, the raw representation of the data is usu-
ally high-dimensional. Recent dimensionality reduction methods use manifolds
to cope with this problem. Under this manifold existence assumption, a dataset
is assumed to be sampled from an Euclidean submanifold that has a relatively
small intrinsic dimension. The ambient high dimensional Euclidean space of the
manifold is dened by the raw parameters (or features) of the dataset. These
parameters are mapped via non-linear functions to low-dimensional coordinates
of the manifold, which represent the independent factors that control the be-
haviors of the analyzed phenomenon.
Several methods have been suggested to provide a low-dimensional repre-
sentation of data points by preserving the intrinsic structure of their underlying
manifold. Kernel methods such as k-PCA [13, 17], LLE [16], Isomaps [19],
Laplacian Eigenmaps [2], Hessian Eigenmaps [9], Local Tangent Space Align-
ment [22, 23] and Diusion Maps [5] have been used for this task. These meth-
ods extend the classical PCA [11, 10] and MDS [8, 12] methods that project
the data on a low-dimensional hyperplane that preserves most of the variance in
the dataset. Kernel methods substitute the linear relations (i.e., inner-products)
that are preserved by PCA and MDS with a kernel construction that introduces
the synonymous notion of similarity, proximity, or anity between data points.
Spectral analysis of this kernel is used to obtain an embedding of the data points
into a Euclidean space while preserving the kernel's qualities, which are based
on non-linear local qualities of the underlying manifold.
Beside the high-dimensionality of the data, its size (i.e., number of sampled
data-points) is usually very big. The massive size of the dataset is mostly due to
the ease of obtaining data points. For example, most systems nowadays collect
detailed logs of every action, event and operation that occur with high frequency
over long periods of time. However, most of the collected data points are redun-
dant, either because they are near-duplicates of other already-measured data
points, or because their properties can be interpolated by suitable subsets of
representatives. Therefore, a combination of subsampling and out-of-sample
extension techniques can alleviate performance issues that massive datasets en-
tail, and provide a more suitable representation of the analyzed data. Optimally,
such a representation would not be aected by the availability of the data or by
2a sampling method but only rely on the behavior of the observed and analyzed
phenomena.
The kernel approach, which is used for dimensionality reduction, has been
applied for the described out-of-sample extension tasks. A classical kernel-based
technique is the Nystr om extension [14, 1]. More recent methods are Geometric
Harmonics [6] and the Multiscale Extension in [3]. These methods use the
spectral decomposition of the kernel (i.e., its eigenvalues and eigenvectors) as a
basis of its range. The eigenfunctions are shown to be easily extended to new
data points, thus any function in its range, which can be expressed as a linear
combination of these eigenfunctions, is also easily extended. Functions that are
not in the range of the kernel are extended by projecting them on the kernel's
range and using the resulting function (and extension) as an approximation of
the original function.
Kernel methods work under the assumption that the used kernel has a small
set of signicant eigenvalues that should be considered for the analysis, and
the rest are negligible in the sense that they are numerically zero. This can
be phrased as a low numerical rank assumption, where the numerical rank is
the number of numerically nonzero eigenvalues or singular values (see Deni-
tion 2.1 for an explicit formulation). While in practice this assumption is usually
satised, most papers do not present rigorous mathematical support (beyond
intuition) for it.
In this paper, we present upper bounds for the numerical rank of anity
kernels. We focus on Gaussian kernels, which are popular in many spectral
kernel methods (e.g. [5, 2]). Such an upper bound was achieved in [3] based
on a bounding box volume of the analyzed dataset in the observable ambient
space. We rene this bound by considering the underlying geometry that is
provided by the underlying manifold from which the dataset is assumed to be
sampled. Instead of using a single large bounding box, we use a nite set of
small constant-volume boxes that cover the dataset (or its underlying manifold),
and use the minimal cover to provide a cover-based bound. When the constant
size of the boxes is large enough to cover the whole dataset with one box, this
bound converges to the one in [3]. Thus, it is at least as tight as this already
established one.
The paper has the following structure. The problem setup and a previously-
established bound are described in Section 2. The rened cover-based bounds
are established in Section 3. Section 4 demonstrates various nuances and con-
cepts of cover-based bounds, as well as their theoretical application for prov-
ing relations between the geodesic length of curves and the numerical rank of
datasets that are sampled from these curves.
2. Problem setup
Let M be a low-dimensional compact manifold that lies in the high-dimensional
ambient space Rm that has an Euclidean metric kk. In addition, let be the
Borel -algebra on M and let  be a probability measure on (M; ). Finally, let
M  Rm be a set of n data points (i.e., n = jMj) sampled from the manifold M.
3Dene the anity between two data points x;y 2 M to be g"(x;y) =
e kx yk
2=" where " is a positive parameter. Let GM
" be an nn anity kernel
between the data points in M, where each row and each column of GM
" cor-
responds to a single data point in the dataset M, and each cell contains the
anity g"(x;y) between the row's data point x 2 M and the column's data
point y 2 M.
The matrix GM
" is called the Gaussian kernel over the dataset M. This kernel
introduces the notion of anities and local neighborhoods of data points in the
dataset M (or on the manifold M) due to the exponential decay of it's values
in relation to the distances between data points. The Gaussian kernel with its
spectral analysis and its spectral decomposition are utilized for dimensionality
reduction in [5, 7, 2] and for out-of-sample function extension in [6, 3].
We denote the rank of the Gaussian kernel GM
" (i.e., the dimension of its
range or, equivalently, the number of its nonzero eigenvalues) by (GM
" ). Usu-
ally, the kernel will not have strictly nonzero eigenvalues. However, since its
spectrum decays rapidly (i.e., exponentially), most of its eigenvalues will have
negligible (albeit nonzero) values, and it will only have a limited number of nu-
merically signicant eigenvalues from a practical analysis point of view. There-
fore, the algebraic rank is insucient to characterize the spectral properties of
GM
" . A more desirable characteristic needs to consider the number of numeri-
cally nonzero (i.e., numerically signicant) eigenvalues based on a predetermined
signicance threshold . Denition 2.1 introduces the numerical rank of GM
"
for this purpose1. This denition is standard in many papers that use spectral
analysis.
Denition 2.1. The numerical rank of the Gaussian kernel GM
" up to precision
  0 is
(GM
" ) , #

j :
j(GM
" )
1(GM
" )
 

;
where j(GM
" ) denotes the j-th largest singular value of the matrix GM
" .
The numerical rank (GM
" ) determines the dimension of the embedded
space that is achieved by dimensionality reduction methods such as Diusion
Maps [5, 7] and Laplacian Eigenmaps [2], and the number of harmonics or sam-
pled representatives that are used by out-of-sample methods such as Geometric
Harmonics [6] and the Multiscale Extension in [3]. We notice that when the sig-
nicance threshold  is zero then the numerical rank converges to the algebraic
rank (GM
" ) = 0(GM
" ). For the rest of the paper, unless mentioned otherwise,
we consider the parameters " and  to be predetermined and constant, such that
" > 0 and 0   < 1. For clarity, we will refer to the numerical rank (GM
" ) of
1Specically, for the discussed Gaussian kernel, its singular values and eigenvalues are the
same and the denition can be based on either of them equivalently. The presented denition
(using singular values) is also valid for any general matrix, and not just for the Gaussian
kernel.
4the Gaussian kernel over the dataset M as the Gaussian numerical rank of the
dataset M.
2.1. Ambient box-based bounds
The relation between the numerical rank of GM
" and the observable ambient
space Rm of the manifold M, from which the dataset M was sampled, is shown
in [3]. This relation was expressed by an upper-bound on the numerical rank,
which was expressed by the volume of a bounding box of the dataset in the
ambient space. However, the geometry of the manifold M is ignored by this
bound. In this paper, we rene the bounds achieved in [3] by considering a small
set of boxes that cover the manifold and any dataset that is sampled from it.
First, we reiterate the results from [3], then, in Section 3, we use these results
to prove the new manifold-related bound.
Let Q  Rm be a box in the observable space, where q1  :::  qm 2 R
are the lengths of its sides (listed, without loss of generality, in a descending
order). Thus, the volume of Q is
Qm
i=1 qi. Let X  Q be a nite dataset that
is contained within the box Q, and let GX
" be the Gaussian kernel over this
dataset. Then, according to [3], the numerical rank of GX
" is bound from above
by
(GX
" ) 
m Y
j=1
fbqjc + 1g; (2.1)
where
 ,
2

p
" 1 ln( 1): (2.2)
We examine now an arbitrary side length qj (j = 1;:::;m) of the box Q. If
qj < 1
, then the j-th term of the product in Eq. 2.1 is bqjc + 1 = 1 and the
side length qj does not aect the bound in this equation. A side of Q whose
length qj < 1
 (j = 1;:::;m), which is too short to aect the bound in Eq. 2.1,
is called a short side. A side whose length qj  1
 does aect this bound is
called a long side. We call Q a d-box if it has exactly d  m long sides and its
other m d sides are short sides. Since we assumed (without loss of generality)
that the side lengths of Q are listed in descending order, then for a d-box we
have q1  :::  qd  1= > qd+1  :::  qm. Since, in this case, qd+1;:::;qm
are short-side lengths that do not aect the bound in Eq. 2.1, then for d-box Q
(and any nite dataset X  Q) the following bound is satised:
(GX
" ) 
d Y
j=1
fbqjc + 1g: (2.3)
3. Cover-based bounds
The bound in Eq. 2.1 is based on a single box that covers the whole dataset
(or the whole manifold). The volume (or, more accurately, the product of the
discretized side lengths) of this box determines the value of this upper bound. If
5the dataset is sampled from a at manifold (e.g., a hyperplane), the long sides
of the bounding box can be set on the principal direction of this manifold while
the remaining short sides on other directions (see Fig. 3.1(a)). In this case, the
bound in Eq. 2.1 considers the intrinsic geometry of the data and measures the
volume on the approximately linear area of the manifold from which the data
is sampled. However, when the manifold is not at and contains curved areas,
a single box, which contains the whole dataset, is expected to be unnecessarily
large (see Fig. 3.1(b)).
(a) A single bounding box is sucient
for a relatively at manifold.
(b) For a non-at manifold, a single bounding box
is unnecessarily large.
Figure 3.1: Covering a manifold (or a compact set) using a set of small (e.g., unit-size) boxes
vs. a single box with discretized (e.g., integer) side-lengths.
Instead of covering the whole dataset (or its underlying manifold) with a
single large box, we use a set of small boxes to obtain a cover. Since each box
covers a small area on the manifold, and due to the locally low dimensional
nature of the manifolds, each box is expected to have a small number d  m
of long sides. It is convenient to have all the boxes of approximately the same
size by setting a constant length ` to their long sides. This way, the size of the
cover can be easily determined by `, d and the number of boxes in the cover.
Denition 3.1 introduces the type of boxes that will be used to cover a manifold
or a dataset that is sampled from it.
Denition 3.1 ((`;d)-box). Let `  1
 (where  is dened in Eq. 2.2) be a real
number and 1  d  m be a positive integer. An (`;d)-box in Rm is a d-box
whose length of each of its d long sides is `.
The boxes from Denition 3.1 are the building blocks for the cover that will
be used to set a bound on the numerical rank of Gaussian kernels of manifolds
and datasets. Denition 3.2 presents this cover for any subset in the ambient
space Rm. In particular, it denes the cover for a manifold that lies in this
ambient space and for any dataset that is sampled from such a manifold.
6Denition 3.2 ((`;d)-cover). Let C be a nite set of (`;d)-boxes in Rm, `  1
,
and a positive integer 1  d  m. Denote the number of boxes in it by #(C).
The set C is called a (`;d)-cover of an arbitrary set X  Rm if for every data
point x 2 X there is at least one (`;d)-box Q 2 C such that x 2 Q. The size of
a (`;d)-cover C is the number #(C) of boxes in C.
We will use the notation C(`;d)(X) for the set of all (`;d)-covers, `  1
 and
a positive integer 1  d  m, of a subset X  Rm of the ambient space.
Specically, C(`;d)(M) is the set of all (`;d)-covers of a manifold M that lies
in this ambient space, and C(`;d)(M) is the set of all (`;d)-covers of the dataset
M that is sampled from this manifold. When the exact values of ` and d are
irrelevant, we will use the term box-cover for a (`;d)-cover with arbitrary values
of the length `  1
 and the integer 1  d  m. The exact values of ` and d will
be referred to as the scale of the box-cover. The sets of all box-covers of X, M
and M will be denoted by C(X), C(M) and C(M), respectively.
Denition 3.2 species the conditions that dene a box-cover of a set in the
ambient space. Not all the sets have a box-cover since by denition only a nite
number of boxes can be used in it. In this paper, we are only interested in
their existence for compact manifolds and nite datasets that are sampled from
such manifolds. The existence of box-covers for nite datasets is immediate.
Proposition 3.1 shows the existence of box-covers (for every scale) for a compact
manifold in Rm.
Proposition 3.1. Let M  Rm be a compact manifold in the ambient space.
Then, C(M) 6= ;, and for every length `  1
 and every integer 1  d  m,
C(`;d)(M) 6= ;.
Proof. Consider an arbitrary scale (`;d). Surely, we can construct an open
(`;d)-box around every data point x 2 M on the manifold. This innite set
of open boxes covers the entire manifold. Since the manifold is compact, there
must be a nite subset of these boxes that is sucient for covering the entire
manifold. This set constitutes an (`;d)-cover of M. This argument is valid for
every scale that proves the proposition.
Let C 2 C(M) be a box-cover of the manifold M. Notice that there are
no limitations or conditions set on the orientations and positions of the boxes
in C. In low-curvature areas, it seems benecial to set the long sides of the
covering boxes to be tangent to the manifold (see Fig. 3.2(a)). However, in
high-curvature areas, it might be more ecient (depending on the scale of the
box-cover) to set the long sides along the normal of the tangent space (see
Fig. 3.2(b)). The denition of the box-covers allows us to use this exibility to
consider ecient coverings of the manifold. Theorem 3.2 introduces an upper
bound on the numerical rank of Gaussian kernels on datasets that are sampled
from the manifold. Corollary 3.3 extends this result to set a mutual upper
bound on any dataset that is sampled from the given manifold.
Theorem 3.2. Let M  Rm be a manifold in the ambient space Rm and let
M  M be a dataset sampled from this manifold. The numerical rank of the
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Figure 3.2: An illustration of the exibility of (`;d)-covers: (a) in low-curvature areas, the
long sides can be set on tangent directions; (b) in high-curvature areas, they can be set on
normal (i.e., orthogonal to the tangent) directions.
Gaussian kernel GM
" over the dataset M is bound by (GM
" )  r(M), where
r(M) , min

#(C)  h(`;d)j`  1=;1  d  m;C 2 C(`;d)(M)
	
; (3.1)
and h(`;d) =
Qd
j=1fb`c + 1g.
Theorem 3.2 shows that any box-cover of a dataset provides an upper bound
on the numerical rank of the Gaussian kernel over this dataset. We use the term
cover-based bound for the upper bounds in the set f#(C)  h(`;d)j`  1=;1 
d  m;C 2 C(`;d)(M)g from Theorem 3.2. We call their minimum r(M) as
the tightest cover-based bound of the dataset M. The proof of Theorem 3.2 is
based on the subadditivity of the Gaussian numerical rank, which is shown in
Section 3.1.
Proposition 3.1 shows that box-covers exist for any compact manifold. Thus,
it is reasonable to consider cover-based bounds that are set by the underlying
manifold for any dataset that is sampled from it. Such bounds are not dependent
on any specic sampling, but rather on the geometry of the analyzed phenomena.
Corollary 3.3 extends the result of Theorem 3.2 and introduces the cover-based
bounds, as well as the tightest cover-based bound of any compact manifold.
Corollary 3.3. Let M  Rm be a manifold in the ambient space Rm. The
numerical rank of the Gaussian kernel GM
" over any sampled dataset M  M
is bounded by (GM
" )  r(M), where
r(M) , min

#(C)  h(`;d)j`  1=;1  d  m;C 2 C(`;d)(M)
	
;
and h(`;d) =
Qd
j=1fb`c + 1g.
8Proof. The existence of box-covers for the manifold M is established by Propo-
sition 3.1 and by the denition #(C)  h(`;d) for any `  1=, 1  d  m and
C 2 C(`;d)(M), is a positive integer. Therefore, the minimum r(M) exists and
is well dened.
Every box-cover of the manifold is also a box-cover of any dataset M  M
that is sampled from the manifold. Thus, the set of bounds in the corollary is
a subset of the set in Theorem 3.2 and thus (GM
" )  r(M)  r(M).
We call the bound r(M) in Corollary 3.3 the tightest cover-based bound
of the manifold M, and any bound in the set f#(C)  h(`;d)j`  1=;1 
d  m;C 2 C(`;d)(M)g is called a cover-based bound of the manifold. Propo-
sition 3.4 shows that the tightest cover-based bound of the manifold is indeed
the tightest cover-based bound of some large enough dataset that is sampled
from it. Therefore, no tighter cover-based bound can be set for every possible
dataset that are sampled from M.
Proposition 3.4. Let M  Rm be a manifold in the ambient space Rm. The
tightest cover-based bound of the manifold satises r(M)  maxfr(M)jM 
M;jMj < 1g.
Proof. Surely, every box-cover of the manifold M also covers any subset of the
manifold. Specically, it is true for every nite dataset that is sampled from it.
Therefore, we must have r(M)  r(M) for every dataset M  M and the weak
inequality in the proposition is proved. The existence of the maximum is due
to the discreteness of the tightest cover-based bounds.
Proposition 3.4 justies the name `tightest cover-based bound' that we used
for r(M) by showing that it indeed serves as a maximal tightest cover-based
bound for all the nite sampled dataset from the manifold. Section 4.1 provides
examples for equality and strict inequality cases. In addition to examining nite
datasets and dening Gaussian kernel matrices over them, we can also dene
a continuous Gaussian kernel operator GM
" : C(M) ! C(M) over the whole
manifold M. This operator is dened by
GM
" f(x) =
Z
M
g"(x;y)f(y)d(y); f : M ! R;x 2 M (3.2)
and it represents the anities between all the data points on the manifold.
Due to the compactness of M and the continuity of g", then according to the
Hilbert-Schmidt theorem, the Gaussian kernel operator GM
" has a discrete set
of real eigenvalues that forms a decaying spectrum [5, 6], which is similar to the
spectrum of Gaussian kernel matrices over datasets that are sampled from the
manifold. Therefore, we can also examine the numerical rank of this operator
that considers the manifold itself instead of considering a nite sampling of data
points from it. Theorem 3.5 shows that the tightest cover-based bound r(M)
also serves as an upper bound for the Gaussian numerical rank (GM
" ) of the
manifold M and not only as an upper bound on Gaussian numerical ranks of
nite datasets that are sampled from it.
9Theorem 3.5. Let M  Rm be a compact manifold in the ambient space Rm.
The numerical rank of the Gaussian kernel operator GM
" over the manifold M
is bounded by (GM
" )  r(M), where r(M) is the tightest cover-based bound
(from Corollary 3.3) of the manifold M.
Theorem 3.5, which will be proved in Section 3.2, shows that the achieved
upper bound of the Gaussian numerical rank is a property of the manifold itself
and not just a result of nite samplings of the manifold. In some sense, it
also provides an insight for the nite datasets usage to represent properties of
the manifold. Together with Proposition 3.4, it shows a relation between the
maximal tightest cover-based bound that is achieved by a nite dataset and the
upper bound on the Gaussian numerical rank of the continuous manifold itself.
Some implications and nuances of the results in this section are demonstrated
on simple manifolds (i.e., curves and surfaces) in Section 4. The rest of this
section deals rst with proving the two main theorems. In Section 3.1, we prove
Theorem 3.2 by showing that the Gaussian numerical rank is subadditive. In
Section 3.2, we prove Theorem 3.5 by showing a series of nite matrices whose
numerical ranks converge to the numerical rank of the continuous operator in
Eq. 3.2.
3.1. Subadditivity of the Gaussian numerical rank
Theorem 3.2 is a result of the subadditivity of the numerical rank of Gaussian
kernels. In this section, we will prove this property and then prove the theorem
by using this result. Lemma 3.7 shows the relation between the numerical rank
of Gaussian kernels of two sets and the numerical rank of their Gaussian kernel
union. In order to prove it, we rst show a technical result in Lemma 3.6, about
the relations between the numerical rank and the algebraic rank of principal
submatrices.
Lemma 3.6. Let G 2 Cnn be a nonsingular complex matrix and let ~ G 2 Cqq
(q < n) be a principal submatrix of G. If (G) = (G) then ( ~ G) = ( ~ G).
Proof. If (G) = (G) then, by the denition of the numerical rank,
n(G)
1(G)  .
From Cauchy's interlacing theorem [18] we get q( ~ G)  n(G) and 1( ~ G) 
1(G), thus,
q( ~ G)
1( ~ G)  . By using the denition of the numerical rank again, we
nally get ( ~ G) = ( ~ G).
Lemma 3.7. Let X = fx1;x2;:::;xp 1;xpg and Y = fy1;y2;:::;yq 1;yqg be
two sets in Rm. Then, for any " > 0 and 0   < 1 (GX[Y
" )  (GX
" ) +
(GY
" ).
Proof. Suppose that (GX[Y
" ) = r and let Z  X [ Y be a subset of r data
points such that (GZ
" ) = r. Additionally, let ~ X = X \ Z and ~ Y = Y \ Z.
According to Bochner's theorem [21], (GZ
" ) = r. Thus we get, r = (GZ
" ) 
j ~ Xj+j~ Y j. According to Lemma 3.6, (G
~ X
" ) = j ~ Xj and (G
~ Y
" ) = j~ Y j. Since ~ X 
X and ~ Y  Y , (G
~ X
" )  (GX
" ) and (G
~ Y
" )  (GY
" ). As a consequence,
(GX[Y
" )  (GX
" ) + (GY
" ).
10Lemma 3.7 shows that the Gaussian numerical rank of a union of two sets
is at most the sum of their Gaussian numerical ranks. This result can be easily
extended to unions of any number of sets by applying Lemma 3.7 as many times
as needed. Therefore, we get Corollary 3.8 that states the subadditivity of the
Gaussian numerical rank.
Corollary 3.8 (Subadditivity of the Gaussian numerical rank). Let X1;X2;:::;Xq
be q nite subsets of Rm, and let M =
Sq
j=1 Xj. Then, (GM
" ) 
Pq
j=1 (G
Xj
" ).
We are now ready to prove Theorem 3.2 by combining Corollary 3.8 and the
results from [3]. In essence, each box provides an upper bound on the Gaussian
numerical rank of a local subset according to the result from [3], and these
bounds can be combined according to Corollary 3.8, thus achieving an upper
bound on the Gaussian numerical rank of the whole dataset.
Proof of Theorem 3.2. Let M  M be a nite dataset that is sampled from
the compact manifold M  Rm. Since the dataset is nite, there exists a box-
cover C 2 C(`;d)(M) for some `  1= and 1  d  m. By Denition 3.2, the
cover-based bound #(C)  h(`;d) for any such box-cover is a positive integer.
Therefore, the minimum
r(M) , min

#(C)  h(`;d)j`  1=;1  d  m;C 2 C(`;d)(M)
	
(3.3)
of a nonempty set of positive integers exists and it is well dened.
By denition 3.2, any arbitrary (`;d)-cover C of M (for appropriate values
of ` and d) is a set of (`;d)-boxes Q1;:::;Qq, q = #(C), such that M 
Q1 [  [ Qq. Therefore, we can dene the q sets Mj , Qj \ M;j = 1;:::;q,
and get that M = M1[[Mq where each set Mj, j = 1;:::;q, is bounded by
the corresponding (`;d)-box. Each of these boxes is a d-box where all its long-
sides have the length `. Therefore, according to Eq. 2.3, the Gaussian numerical
rank of every Mj, j = 1;:::;q, is bounded by
(GMj
" ) 
d Y
i=1
fb`c + 1g = (b`c + 1)d = h(`;d);
thus, together with Corollary 3.8 we get that the Gaussian numerical rank of
M = M1 [  [ Mq is bounded by
(GM
" ) 
q X
j=1
(GMj
" ) 
#(C) X
j=1
h(`;d) = #(C)  h(`;d):
Therefore, each arbitrary (`;d)-cover C 2 C(`;d)(M) provides a cover-based
upper-bound #(C)h(`;d) on the Gaussian numerical rank of M. In particular,
the tightest (i.e., minimum) cover-based bound r(M) (see Eq. 3.3) is indeed an
upper-bound for this numerical rank as the theorem states.
11Notice that, in fact, the proof of Lemma 3.7 does not rely on any specic
inter-subset anities values of g"(x;y), x 2 X   Y , y 2 Y   X, in the context
of Lemma 3.7. As a result, both Lemma 3.7 and Corollary 3.8, also apply
when these inter-subset anities are not directly determined. Therefore, one
can measure the anities in local areas on the manifolds, and either ignore (i.e.,
set to zero) or deduce (e.g., by random-walks or diusion) the anities between
farther data points. The resulting kernel will still abide by Lemma 3.7 and
Corollary 3.8. If the local neighborhoods, in which the anities are directly
measured, are determined by a box-cover that achieves the tightest cover-based
bound r(M), then, according the proof of Theorem 3.2, the numerical rank of
the resulting locally-measured kernel will not exceed the bound r(M) of the
Gaussian numerical rank.
3.2. The Gaussian convolution operator
In this section, we focus on the continuous kernel operator GM
" from Eq. 3.2.
This kernel is in fact a Gaussian convolution operator that acts on the mani-
fold M in Rm. The main goal of this section is to bound its numerical rank
(from above) and prove Theorem 3.5. The notations and the techniques in the
rest of this section are similar to the ones that were presented in [20]. These
notations are slightly dierent from the rest of this paper, but they are more
suitable for the purposes of the following discussion.
Let M be the manifold dened in Section 2. Assume, without loss of gen-
erality, that
R
M d(x) = 1. Let X = fxigi2N be a discrete set of data points
that are drawn independently from M according to the probability distribution
. Let Xn = fxign
i=1 be the subset consisting of the rst n data points in X.
We dene the empirical measure n(M) = 1
n
Pn
i=1 xi, where x is the Dirac
delta function centered at x 2 X. Thus, for any function f : M ! R we have R
M f(x)dn(x) = 1
n
Pn
i=1 f(xi).
Let (C(M);kk1) be the Banach space of all real continuous functions de-
ned on M with the innity norm, and B is the unit ball in this space. Let
g" : MM ! R be the Gaussian anity g"(x;y) = expf kx yk2="g, where kk
denotes the Euclidean norm in Rm. Dene the integral operator G" : C(M) !
C(M) to be the convolution operator G"f(x) =
R
M g"(x;y)f(y)d(y). Accord-
ing to Hilbert-Schmidt theorem G", as an operator from L2(M;) to itself,
is a compact operator. Additionally, G" is positive-denite, due to Bochner's
theorem. Therefore, the spectrum of G" consists of isolated eigenvalues. For
brevity, since " is constant throughout this section, we omit the " subscript. We
will call the operator G the full convolution operator, as opposed to the partial
convolution operators that will be dened later in this section. Notice that the
dened operator G is the same as the operator GM
" from Eq. 3.2. We denote
the spectrum of the operator G by (G).
For every positive integer n 2 N we dene a n  n matrix ¯ Gn , 1
nGXn,
where GXn is the Gaussian kernel matrix over the dataset Xn. We also dene
for n 2 N the partial convolution operator Gn : C(M) ! C(M) that computes
the convolution over the data points in Xn instead of computing it over the whole
manifold as done for Gnf(x) ,
R
M g"(x;y)f(y)dn(y). Finally, we dene the
12restriction operator Rn : C(M) ! Rn to be Rn(f) , (f(x1);f(x2);:::;f(xn))T.
We will use these constructions to show the relation between the Gaussian
numerical rank of a manifold and the Gaussian numerical rank of nite datasets
that are sampled from it. Proposition 3.9 shows the relations between the
dened constructions.
Proposition 3.9. The operators G and Gn, n 2 N, are compact, uniformly
bounded in (C(M);kk1), and ¯ GnRn = RnGn.
Proof. Since the dimension of the range of Gn is nite then Gn is compact for
any n 2 N. In order to prove that G is compact, we will prove that for any se-
quence of functions ffngn2N  B, the sequence fGfngn2N is relatively compact.
Due to Arzela-Ascoli Theorem (e.g., Section I.6 in [15]), it suces to prove that
the set fGfngn2N is pointwise bound and equicontinuous. Since kg"k1 = 1,
kfnk1 = 1 and (M) = 1, we get kGfnk1 =


 
R
M
g"(x;y)fn(y)d(y)


 
1
 1,
namely the set fGfngn2N is pointwise bound. In addition,
jGfn(x)   Gfn(x0)j =

 

 
Z
M
(g"(x;y)   g"(x0;y))fn(y)d(y)

 

 
 kg"(x;)   g"(x0;)k1

r
2
e"
kx   x0k:
This proves the equicontinuity of fGfng, which completes the proof of compact-
ness of G.
It remains to show that G and Gn;n 2 N are uniformly bounded.
kGnk1 = sup
f2B
kGnfk1
= sup
f2B;x2M

 


1
n
n X
i=1
g"(x;xi)f(xi)

 


 1:
Due to the rst part of the proof, kGk1  1. Therefore, G and Gn;n 2 N, are
uniformly bounded by 1. The last part of the Lemma is a direct result from the
denitions of ¯ Gn, Rn and Gn.
The denition of the numerical rank of a compact self-adjoint operator G is
identical to the denition of the numerical rank on matrices (see Denition 2.1),
where instead of singular values we use eigenvalues2. For diagonalizable oper-
ators, and specically for compact self-adjoint operators, the numerical rank is
2The singular values and eigenvalues of Gaussian kernel matrices are anyway equal. There-
fore, the results achieved for them in this paper are also valid when using this eigenvalue-based
denition.
13the dimensionality of the signicant eigen-subspaces, namely, the subspaces that
correspond to the signicant eigenvalues. Therefore, Denition 3.3 is an equiv-
alent denition of the numerical rank denition of a compact operator G. We
use the term Gaussian numerical rank of a manifold M to denote the numerical
rank of the Gaussian convolution operator that acts on that manifold.
Denition 3.3. Let G be a compact operator in a Banach space. The numerical
rank of G up to precision   0 is
(G) ,
X
max
dim(proj G); (3.4)
where max is the largest eigenvalue of G, proj G is the projection operator on
the eigenspace corresponding to , and dim(proj G) is the dimension of this
eigenspace.
Our goal is to prove that the Gaussian numerical rank (G) of a manifold
M is bounded by (G)  r(M). For this purpose, we take a linear-operator
approximation approach. First, in Section 3.2.1, we prove that (Gn) = (¯ Gn)
for any n 2 N. Therefore, due to Proposition 3.4, the numerical rank of each par-
tial convolution operator is bounded by (Gn)  r(M). Then, in Section 3.2.2,
we show that the full convolution operator G is the limit operator of the partial
convolution operators fGngn2N and as a consequence (Gn) ! (G), which
completes the proof.
3.2.1. The numerical rank of Gn, n 2 N
Due to Bochner's theorem, the matrix ¯ Gn is strictly positive denite, hence
all its eigenvalues are positive. Lemma 3.10 shows that ¯ Gn and Gn have the
same nonzero eigenvalues with the same geometric multiplicities.
Lemma 3.10. The following relations between the eigen-systems of the ma-
trix ¯ Gn and the partial convolution operator Gn are satised:
1. Let v = (v1;v2;:::;vn)t be an eigenvector of ¯ Gn that corresponds to an
eigenvalue . Then, the continuous function fv : M ! R, dened by
fv(x) = 1
n
n P
j=1
k(x;xj)vj is an eigenfunction of Gn, corresponding to the
same eigenvalue .
2. If f is an eigenfunction of Gn that corresponds to an eigenvalue  then
Rnf is an eigenvector of gn that corresponds to the same eigenvalue .
3. Let  be an eigenvalue of ¯ Gn with the geometric multiplicity m. Then, the
geometric multiplicity of  as an eigenvalue of Gn is m.
4. (Gn) = (¯ Gn) for any n 2 N.
Proof. 1. Since ¯ Gnv = v, then fv(xi) = 1
n
n P
j=1
g"(xi;xj)vj = vi for all
14i = 1;2;:::;n. Therefore,
Gnfv(x) =
1
n
n X
i=1
g"(x;xi)fv(xi)
=
1
n
n X
i=1
[g"(x;xi) 
1
n
n X
j=1
g"(xi;xj)vj]
=
1
n
n X
i=1
g"(x;xi)vi = fv(x):
2. If Gnf = f then, due to Proposition 3.9, ¯ GnRnf = RnGnf = Rnf.
3. Let v1;:::;vm be a basis for the eigenspace of ¯ Gn that corresponds to the
eigenvalue . Since v1;:::;vm are linearly independent, then the func-
tions fv1;:::;fvn are linearly independent. Therefore, dim(proj Gn) 
dim(proj ¯ Gn). Since the ranges of Gn and ¯ Gn are both of dimension n,
we get dim(proj Gn) = dim(proj ¯ Gn) for any nonzero eigenvalue .
4. The equality (Gn) = (¯ Gn) is a direct consequence of the above.
Corollary 3.11 is an immediate result of Theorem 3.2 and Lemma 3.10. This
proposition provides an upper bound for the numerical rank of the partial convo-
lution operators Gn, n 2 N. This bound will be used in Section 3.2.2 to provide
an upper bound for the numerical rank of the full convolution operator G.
Corollary 3.11. The numerical rank of Gn, for any n 2 N, is bounded by
(Gn)  r(M).
3.2.2. The numerical rank of G
In this section, we prove that the sequence fGngn2N converges to G com-
pactly as dened in Denition 3.4. Proposition 3.12 shows that this convergence
also guarantees the convergence of the corresponding eigenspaces of the sequence
fGngn2N to those of G.
Denition 3.4 (Convergence of operators). Let (F;kkF) be a Banach space,
B its unit ball and fSngn2N is a sequence of bounded linear operators on F:
 The set fSngn2N converges pointwise, denoted by Sn
p
! S, if kSnf  
SfkF ! 0 for all f 2 F.
 The set fSngn2N converges compactly, denoted by Sn
c ! S, if Sn
p
! S
and if for every sequence ffngn2N in B, the sequence f(S   Sn)fngn2N is
relatively compact (has a compact closure) in (F;k  kF).
Proposition 3.12 (Proposition 6 in [20]). Let (F;k  kF) be a Banach space,
and fSngn2N and S are bounded linear operators on F such that Sn
c ! S. Let
 2 (S) be an isolated eigenvalue with nite multiplicity m, and M  C an
open neighborhood of  such that (S) \ M = fg. Then:
151. Convergence of eigenvalues: There exists an N 2 N such that, for all
n > N the set (Sn) \ M is an isolated part of (Sn) that consists of
at most m dierent eigenvalues, and their multiplicities sum up to m.
Moreover, the sequence of the sets (Sn) \ M converges to the set fg
in the sense that every sequence fngn2N with n 2 (Sn) \ M satises
lim
n!1
n = .
2. Convergence of spectral projections: Let Pr be the spectral projection of S
that corresponds to , and for n > N, let Prn be the spectral projection of
Sn that corresponds to (Sn) \ M. Then, Prn
p
! Pr.
Lemma 3.13. The full and partial convolution operators satisfy Gn
p
! G in
(C(M);kk1).
Proof. Let f 2 C(M) then
kGnf   Gfk1 = sup
x2M

 

 
Z
M
g"(x;y)f(y)dn(y)  
Z
M
g"(x;y)f(y)d(y)

 

 
= sup
x2M

 


1
n
n X
i=1
g"(x;xi)f(xi)   E(g"(x;)f())
 

 
;
where E(g"(x;)f()) is the expected value of g"(x;y)f(y) as a function of y for
a xed x. As n ! 1, this expression converges to zero due to the uniform law
of large numbers, and therefore the convergence in the Lemma is proved.
Lemma 3.14. The partial and the full convolution operators satisfy Gn
c ! G
in (C(M);kk1).
Proof. Due to Lemma 3.13, we already have Gn
p
! G. It remains to show
that for every sequence ffngn2N in the unit ball B in C(M), the sequence
f(G   Gn)fngn2N is relatively compact in (C(M);kk1). Due to Arzela-Ascoli
Theorem, it is suces to show that f(G Gn)fngn2N is pointwise bounded and
equicontinuous. As for the rst property, according to the proof of Proposi-
tion 3.9, k(G   Gn)fnk1  kGfnk1 + kGnfnk1  2. The second property is
a result of the bounded derivative of the Gaussian function:
j(G   Gn)fn(x)   (G   Gn)fn(x0)j  jG(fn(x)   fn(x0))j
+ jGn(fn(x)   fn(x0))j
=


 


Z
M
(g"(x;y)   g"(x0;y))fn(y)d(y)


 


+


 

1
n
n X
i=1
(g"(x;xi)   g"(x0;xi))fn(xi)

 


 2max
y2M
jg"(x;y)   g"(x0;y)j
 2
r
2
"e
kx   x0k:
16Proposition 3.9 shows that the full convolution operator G is compact. This
operator is also strictly positive denite due to Bochner's theorem. Therefore,
all the eigenvalues of this operator are positive and isolated. Theorem 3.15
shows the relation between the numerical rank of G and the numerical ranks
of the partial convolution operators Gn, n 2 N. This theorem is a immediate
result of Corollary 3.11, Proposition 3.12 and Lemma 3.14.
Theorem 3.15. The operators Gn, n 2 N, and G satisfy
lim
n!1
(Gn) = (G):
Theorem 3.5 essentially states that (G)  r(M), which we proceed to
prove in this section, is also a direct result of this discussion, and can be consid-
ered as a corollary of Theorem 3.15. Therefore, the tightest cover-based bound
of the manifold bounds the numerical rank of the anity kernel operator that
considers all the data points on the manifold. This property of the tightest
cover-based bound shows that it can be regarded as a property of the manifold
itself, and not just a bound for the purpose of analyzing sampled datasets.
4. Examples and discussion
4.1. Strict inequality and equality in Proposition 3.4
Example 1: the unit-diameter circle curve (strict inequality)
Let the parameters  and " have values such that  = 1, and consider a
circle M (as a plain curve) with unit-diameter in R2. The (`;d)-covers have
two parameters (` and d) that need to be considered. In this case, there are two
possible values for d:
 If d = 1, then each box in the cover has one side (i.e., the long side) of
length `  1, and the other side (i.e., the short side) is of length 1  (for
an arbitrarily small 0 <  < 1) since it has to be strictly less than one.
In any case, an (`;1)-cover of M must consist of at least two (`;1)-boxes,
since the short side of a single box is shorter than the diameter of the
circle (see Fig. 4.1). The resulting bound (from Theorem 3.2) in this case
is 2  (b1  `c + 1)  4. On the other hand, for any nite dataset M  M,
we can select two adjacent data points x;y 2 M and set the long-side of
the box to be parallel to the straight line between x and y as illustrated
in Fig. 4.1. We can assume, without loss of generality, that ` = 1 and
that  is small enough for this single (1;1)-box to cover of M, and thus
the bound in this case is 1  (b1  1c + 1) = 2.
 If d = 2, then clearly we can use a single (1;2)-box to form a (1;2)-cover
of both M and M, thus the resulting bound is 1  (b1  1c + 1)2 = 4. Any
larger value of ` will achieve the same (or larger) bound.
As a consequence of the above, we get r(M) = 2 < 4 = r(M) for any nite
dataset M  M.
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Figure 4.1: Due to the curvature of the unit-circle, for two adjacent data points x and y in
a nite dataset (sampled from the unit-diameter circle) there is a -wide band that is not
necessary when only covering the dataset, since there are no data points on the arc between
them. This band is necessary when the entire (continuous) unit-diameter circle is covered.
Example 2: a two-dimensional unit square (equality)
Let M be the unit square curve3 in R2. We use the same parameters  and
" as in Example 1 such that  = 1. Using arguments similar to the ones in the
previous example, we need at least two (`;1)-boxes to cover M, or exactly one
(`;2)-box, for any `  1. Both resulting bounds are again at least four, so in
this case r(M) = 4. Let M  M be the dataset that contains the four corners
of the square. This dataset cannot be covered by a single (`;1)-box, since its
short side must be shorter than one, and therefore the (`;2)-covers are anyway
similar for the dataset and the manifold in this case, therefore, we can use the
same arguments that we used for M and get r(M) = 4 = r(M).
4.2. Cover-based bounds of plain curves
In this section, we examine the curves (i.e., one-dimensional manifolds) in
a two-dimensional ambient plane R2. We apply the cover-based methodology
to introduce the relation between the Gaussian numerical rank of a curve (or
datasets sampled from it) and its geodesic arc-length. Specically, we show that
3The manifold in this example is not dierentiable at the four corners of the square, but
the corners of the square can be slightly rounded by conformal mapping to become smooth
in a way that preserves the validity of the presented results.
18the Gaussian numerical rank of datasets that are sampled from a nite-length
curve is bounded by a function of its length.
Proposition 4.1, which is illustrated in Fig. 4.2(a), presents a relation be-
tween the geodesic length of a curvature-bounded curve section ~  and the di-
mensions of a tangent bounding box of that section. The presented relation
provides a method to determine the size of the local boxes that can be used to
construct a box-cover of the entire curve.
j~ j = `
9
> > =
> > ;
t
| {z }
`
(a) The relation from Proposition 4.1 between the
arc-length ` and the bounding `  t box.
| {z }
L
jjj = L
T
8
> > > > <
> > > > :
(b) A single local bounding box (of the curve
section j, j = 1;:::;k) from the box-cover in
Corollary 4.2.
Figure 4.2: Illustrations of the relations that are used to provide the length-based bound of
the Gaussian numerical rank of plain curves.
Proposition 4.1. Let   R2 be a smooth plain curve and let t and r be positive
constants such that t  r. Let ~  be a section of  with arc-length
j~ j = ` = rarccos

1  
t
r

: (4.1)
Let ~ (s), 0  s  `, be an arc-length parametrization of ~  and assume that the
curvature c(s) is bounded from above by 1
r. Then, the section ~   R2 can be
bounded in a two-dimensional box whose dimensions are `  t.
Proof. Suppose that  : R ! R2 is parameterized by arc length such that
(s) = ~ (s) for 0  s  `. Let fe1;e2g be the standard coordinates system for
R2 such that (0) = 0 and the derivative 0(0) = e1. Let (s) = (x(s);y(s))
be the parametrization of  in these coordinates, i.e., x(s) and y(s) are the
orthogonal projections of (s) on e1 and e2, respectively. Let  : [0;`] !
[0;2); (s) = arctan

y
0(s)
x0(s)

be the angle that 0(s) makes with e1. Thus,
(see [4]), 0(s) = c(s) and y0(s) = sin((s)) or, equivalently, y(s) =
R s
0 sin((s))ds
19and (s) =
R s
0 c(z)dz  s
r for any 0  s  `. Thus, due to Eq. 4.1, we get
y(`) =
Z `
0
sin((s))ds 
Z `
0
sin
s
r

ds
= r   rcos

`
r

= t
Obviously, x(`)  `, therefore,  can be bounded in an `  t box.
Corollary 4.2, which is illustrated in Fig. 4.2(b), uses Proposition 4.1 to
provide a relation between the geodesic length of a nite length curve and its
Gaussian numerical rank. Specically, it shows that this Gaussian numerical
rank is bounded in proportion to the arc-length of the curve.
Corollary 4.2. Let t and r satisfy the conditions of Proposition 4.1, such that
t  1
2 and let 1
  L = 2rarccos
 
1   t
r

. Assume that  is a plain curve of
nite length jj whose curvature is bounded from above by 1
r. Then, for any
nite conguration X  , (GX
" )  h(L;1) 
l
jj
L
m
.
Proof. Divide  to k =
l
jj
L
m
sub-curves such that  =
Sk
j=1 j where each is of
length L except, perhaps, k. Let T = 2t. For each sub curve j, construct an
LT bounding box Bj, whose center cj is the midpoint of j, such that its long
side is parallel to 0(cj). This construction is possible due to Proposition 4.1
since t  1
2 and L  1
,
Sk
j=1 Bj constitutes an (l;1)-cover of X. Therefore,
according to Theorem 3.2, for any nite conguration X  , (GX
" )  h(L;1) l
jj
L
m
.
It should be noted that extending these results to volumes of higher di-
mensional manifolds (e.g., geodesic areas of surfaces) is not trivial. This type
of analysis depends on the exact volume form of the manifold and is beyond
the scope of this paper. However, in practical cases, manifold characterizations
in general, and its volume form specically, are anyway not known. From a
practical data point of view, the box-covers used in this paper provide a su-
cient volume metric that incorporates the low-dimensional locality nature of the
manifold together with possible high-curvature singularities and noisy sampling
techniques.
4.3. Discussion
In many cases, although not in all of them, the subadditivity of the Gaussian
numerical rank, which is presented in Proposition 3.8, enables to provide a much
tighter bound than the one presented in [3]. This bound considers the intrinsic
dimensionality of the data, rather than its extrinsic dimensionality.
For example, consider a dataset that was sampled from a one-dimensional
square-shaped manifold, whose side-length is q, embedded in the real plane.
Then, the bound on the Gaussian numerical rank provided by [3] is, due to
20Eq. 2.1, quadratic in q (i.e., (bqc + 1)2). On the other hand, by covering the
data with four (q;1)-boxes, a linear bound is provided by Proposition 3.8 (i.e.,
4(bqc+1)). This bound is tighter than the quadratic one for suciently large
q (i.e., q > 4=).
In any case, the denition of the proposed bound r(M) (Eq. 3.1) considers
all the (`;d)-covers of the data, including single-box covers. As such, this bound
is at least as tight as the bound presented in [3].
5. Conclusion
In this paper we presented a relation between the numerical rank of Gaus-
sian anity kernels of low-dimensional manifolds (and datasets that are sampled
from them) and the local-geometry of these manifolds. Specically, we intro-
duced an upper-bound for this numerical rank based on the properties of a
box-cover of the manifold. The used cover is based on a set small boxes that
contain local areas of the manifold. Together, this set of boxes incorporates
the non-linear nature of the manifold while coping with varying curvatures and
possible sampling noise.
The presented relation validates one of the fundamental assumptions in
kernel-based manifold learning techniques that local low-dimensionality of the
underlying geometry yields a low numerical rank of the used anities, thus,
spectral analysis of these anities provides a dimensionality reduction of the
analyzed data. The results in this paper support this assumption by showing
that, in the Gaussian anity case, its numerical rank is indeed bounded by
properties of the underlying manifold geometry.
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