Abstract-We study a class of systems whose parameters are driven by a Markov chain in reverse time. A recursive characterization for the second moment matrix and the formulas for optimal control are given. Our results are determining the answer for the question: Is it possible to extend the classical duality between filtering and control of linear systems (whose matrices are transposed in the dual problem) by simply adding the jump variable of a Markov jump linear system? The answer is positive provided the jump process is reversed in time.
I. INTRODUCTION
In this note, we study a class of systems whose parameters are driven by a time-reversed Markov chain. Given a time horizon and a standard Markov chain {η(t), t = 0, 1, . . . , }, taking values in the set I = {1, 2, . . . , N }, we consider the process θ(t) = η( − t), t = 0, 1, . . .
which drives the parameters of the system
Φ : x(t + 1) = A θ (t ) x(t) + B θ (t ) u(t)
with initial condition x(0) = x 0 . As usual, (x, θ) represents the state variable of the system, u is the control variable, and matrices A i , B i , i ∈ I are given and of appropriate dimensions. Full state information control is addressed in this paper so that the variables x and θ are assumed to be observed. These systems may be encountered in real world problems, specially when a Markov chain interacts with the system parameters via a last in first out (LIFO) queue. An example consists of drilling sedimentary rocks whose layers can be modeled by a Markov chain from bottom to top as a consequence of their formation process; the first drilled layer is the last formed one. Another example arises in the field of networked controllers [1] - [3] , whose gains are typically precomputed in a backward induction, sent one by one via a communication network to be stored in the controller's memory, and subsequently used in forward time during the online phase; note that the controller's memory works as an LIFO queue. If there are communication failures that can be modeled by a Markov chain, then the plant will experience them in reverse time. One of the Table 6 .1], or also in [6] and [7] in slightly different contexts.
The duality control/filtering has been explored in some other contexts without Markov jump parameters; for instance, in [8] and [9] , the duality follows naturally in a primal-dual linear programming formulation, or in [10] - [12] , for delay systems without jumps. In particular, the duality in [12, Sec. 3 .1] involves a time reversion of the system state, which is in harmony with our results. As for MJLS, the duality between control and filtering have been considered, e.g., in [13] - [17] , while purely in the context of standard MJLS, thus leading to more complex relations involving certain generalized coupled Riccati difference equations. Here, the duality follows naturally from the simple reversion of the Markov chain given in (1) , with no extra assumptions nor complex constructions.
Another interesting feature of Φ is that the variable E{x(t)x(t) · 1 {θ (t )= i } }, which is commonly used in the literature of MJLS [18] - [21] , evolves along time t according to a time-varying linear operator, as shown in Remark 1, in a marked dissimilarity with standard MJLS. This motivated us to employ X(t), the conditioned second moment of x(t), leading to time-homogeneous operators.
The contents of this note are as follows. We present basic notation in Section II. In Section III, we give the recursive equation describing X. In Section IV, we formulate and solve the TRM-JLQ problem, following a proof method, where we decompose X into two components as to handle Markov states that are visited with zero probability. The section ends with a slight generalization of the control problem, as given in Theorem 4.2. The duality with the LMMSE is addressed in Section V, where Theorem 5.1 computes the optimal gains of the filter in a dual form with Theorem 4.2. Concluding remarks are given in Section VI.
II. NOTATION
Let n be the n-dimensional Euclidean space and m,n be the space formed by real matrices of dimension m by n. The matrix identity is denoted by I. We write 
We denote π i (t) = Pr(θ(t) = i), where Pr(·) is the probability measure, and π(t) is considered as an element of C 1 , that is, π(t) = (π 1 (t), . . . , π N (t)). Also, P ∈ N,N represent the transition probability matrix of the Markov chain η, so that for any t = 0, . . . , − 1, it is clear that
No additional assumption is made on the Markov chain, yielding a rather general setup that includes periodic chains, important for the duality relation given in Remark 2. We shall deal with some linear
and similarly for the other operators, we define
It worths a mention that U Z is the adjoint operator of V Z in the sense that
Regarding the system setup, it is assumed throughout this paper that x 0 ∈ n is an independent random variable that verifies: E{x 0 } = 0 and E{x 0 x 0 } = Δ ∈ n, n , where E{ · } is the operator of mathematical expectation.
The TRM-JLQ problem aims at controlling the system output
The system matrices belong to given sets 
III. PROPERTIES OF SYSTEM Φ
The conditioned second moment of x(t) is given by
Lemma 3.1: Consider Φ with u(t) = 0, ∀ t = 0, . . . , . We have
Proof: For an arbitrary i ∈ I, by definition
From (5) and the total expectation law, we obtain
In order to compute the right-hand side of (6), we need the following Markov chain property: for any function
we have
Since x(t) is a function of θ (0), . . . , θ(t), we can replace Γ with A θ (t ) (t)x(t)x(t) A θ (t ) and applying the above in (6) yields
This variable is commonly encountered in the majority of papers dealing with (standard) MJLS. However, calculations similar to that in Lemma 3.1 lead to
Note that the Markov chain measure appears explicitly, leading to a time-varying mapping from W (t) to W (t + 1). The only exception is when reversibility is imposed on the Markov chain, requiring that π j p j i = π i p ij and that the Markov chain starts with the invariant measure, in which case
and replacing in (8), the variable W evolves exactly as in a standard MJLS.
IV. TRM-JLQ PROBLEM
The TRM-JLQ problem consist of finding the controls {u(0), . . . , u( )} that minimize
Regarding the information structure of the problem, we assume that both x(t) and θ(t) are available to the controller, and that the control is in linear state feedback form as
in such a manner that, now, the gains K i (t), i ∈ I, form the decision variable K(t) ∈ C m,n , t = 0, 1, . . . . As usual, all gains are computed offline, that is, we seek for formulas for the gains that are based only on the plant parameters and the initial distribution of the Markov chain π( ), so they can be calculated prior to the system operation. During operation/online phase, the controller observes the current x and θ, and retrieves the pertinent gain from the set of gains K(t) as to implement (10) .
The conditioned second moment X for the closed-loop system is of much help in obtaining the solution. The recursive formula for X follows by a direct adaptation of Lemma 3.1, by replacing A ∈ C n with its closed-loop version
Considering (11), we obtain a generalization of Lemma 3.1. Lemma 4.1: Consider Φ with u(t) defined by (10) . We have
In what follows, for brevity, we denote
leading to a compact formulation as follows.
Lemma 4.2:
The TRM-JLQ problem can be formulated as
We denote the optimal solution by K opt (t), ∀ t = 0, . . . , . From a dynamic programming standpoint, we introduce value functions J t : C n → , ∀ t = 0, . . . , and compute
whenever X = X(t). Similarly, to the classic JLQ problem [22] , we obtain the solution of the TRM-JLQ problem computing J t by backward induction as usual. One dissimilarity is that the recursion formula is split into two: a trivial rule for Markov states having zero probability, otherwise a coupled Riccati equation. 
The optimal gains attaining (13) are given by
and the optimal value is J = J 0 (X), whenever the system initial conditions are such that X = X(0).
Proof:
We show (17) by induction. If X = X( ), then by definition, we have
It is clear that the solution of (19) is K opt i ( ) = O i ( ) = 0 for all i ∈ I and the optimal value is J (X) = P ( ), X = π( )C C, X . Now, by induction, we assume that (17) is valid at time t + 1. Given X = X(t), by Bellman's principle of optimality, we compute
This and (17) yield
π(t)Q(t), X + P (t + 1), U A (t ) (X) .
Combining (3) and (12), we reduce the above-mentioned relation to
π(t)Q(t) + A (t)D(P (t + 1))A(t), X .
Let us decompose X as follows; let the set of states θ having zero probability of being visited at time t be denoted by
We write X = X N + X P , where X N is such that X N i = 0 for i / ∈ N t , and X
P i = 0 for i ∈ N t . This decomposition is needed to show that for any K(t) ∈ C m,n π(t)Q(t) + A (t)D(P (t + 1))A(t), X
In fact, we can rewrite (21) as
Note that the first term on the right-hand side of (22) is zero by definition of X N i and the second term is zero because π i (t) = 0, i ∈ N t ; for the third term, given i ∈ N t , we obtain
which implies that π j (t + 1) = 0 for all {j : p j i > 0}, and by definition P j (t + 1) = 0. This yields D i (P (t + 1)) = 0 and consequently A i (t)D i (P (t + 1))A i (t)X N i = 0. This completes the demonstration of (21) . Since (17) should be valid for any X ∈ C n 0 , if in particular, we choose X such that X i > 0, ∀ i ∈ N t , from (21), we have
which implies
Dissimilarly to P , we can select any value for the optimal gains (21) is valid for any gain K(t) ∈ C m,n ; we choose
Let us return to the context of a general X ∈ C n 0 . Resuming the value function computation, we have from (21) that J t (X N ) = 0 leading to
Expanding the terms A i (t) and Q i (t) in the above-mentioned relation, we can complete squares to write
where
This makes clear that the minimal cost is achieved with
Now, by replacing K i (t) with K opt i (t) in (25), after some algebra, we find
where P i (t) is as given in (16) . Recalling that X N i = 0, i / ∈ N t , by definition, and by using (23), we can include the required terms in the above-mentioned equation as to get (17) .
This completes the inductive proof of (17) . Equation (18) follows from (24) and (26). Also, the optimal value of the problem defined in (13) is given by J = J 0 (X) = P (0), X , whenever X = X(0).
A generalization of the TRM-JLQ problem:
We include a terminal cost in the control problem, as to be able to adjust how close to the origin the terminal state should be, a useful tool in some applications. This is also important for the duality with filtering as we will see later on. Let E ∈ n, n and consider the cost functional [instead of (9)]
As expected, the inclusion of a terminal cost affects the initialization of the coupled Riccati equations, as given next.
Theorem 4.2:
Compute O(t) ∈ C m,n and P (t) ∈ C n , for each t = 0, . . . , , as follows. For each i ∈ I initialize
For each t = − 1, − 2, . . . , 0 proceed recursively as follows. If π i (t) = 0, then O i (t) = 0 and P i (t) = 0, otherwise compute O i (t) and P i (t) as prescribed in (15) and (16), respectively. The optimal gains attaining (27) are given by
and the optimal value is P (0), X(0) .
Proof:
Similarly, as before, we value functions J t : C n → , for each t = 0, . . . , , we define
Let t = in (30), we write J (X( )) as
Using properties of the trace in the above-mentioned relation, we solve
From (31), expanding the terms A i ( ) and Q i ( ) to complete squares, we have
, we obtain (29). The remaining gains K opt (t), t = 0, . . . , − 1, can be computed using the same arguments as in the proof of Theorem 4.1 leading to the same recursions.
V. DUALITY BETWEEN THE TRM-JLQ PROBLEM AND THE LMMSE FOR STANDARD MJLS
Consider the standard LMMSE for MJLS defined by
and as defined in [4] and [14] , the estimation problem consists of finding the sequence of sets of gains K opt (t), ∀ t = 0, . . . , , that minimizes the covariance of the estimation errorz(t) =ẑ(t) − z(t), yielding the recursive estimator 
The variables ω(t) and z 0 are independent and identically distributed random variables satisfying E{ω(t)} = 0, E ω(t)ω(t) = I, E{z 0 } = 0, and E{z 0 z 0 } = Σ. The system matrices belong to given sets F ∈ C n , G ∈ C n ,s , L ∈ C m,n , and H ∈ C m ,s , satisfying, for each i ∈ I, G i H i = 0 and H i H i is a positive-definite matrix. Also, υ(t) ∈ C 1 represents the probability distribution of the Markov chain η at time t, composed by υ i (t) = Pr(η(t) = i).
The solution of the LMMSE can be written in a dual form of Theorem 4.2, as given next.
Theorem 5.1: Compute N (t) ∈ C n, m and S(t) ∈ C n for each t = 0, . . . , as follows. For each i ∈ I initialize
For each t = 1, 2, . . . , proceed by forward induction as follows. If υ i (t) = 0, then N i (t) = 0 and S i (t) = 0, otherwise
The optimal filter gains are given by
Proof: See the appendix. Remark 2: Time-varying parameters can be included both in standard MJLS and in Φ by augmenting the Markov state as to describe the pair (θ, t), θ ∈ I and t ∈ {0, . . . , }, and considering a suitable matrix P of higher dimension N × ( + 1). Although this reasoning leads to a matrix P of high dimension, periodic and sparse, it is useful to make clear that our results are readily adaptable to plants whose matrices are in the form A θ (t ) (t). Either by this reasoning or by redoing all computations given in this note for time-varying plants, we obtain the relation presented in Table I , which is a generalization of [5, Table 6 .1].
VI. CONCLUDING REMARKS
We have presented an operator theory characterization of the conditional second moment X and formulas for the optimal control of system Φ. The results have exposed some interesting relations with standard MJLS. For system Φ, it is fruitful to use the true conditional second moment X, whereas for standard MJLS, one has to resort to the variable W given in (7) to obtain a recursive equation similar to the ones expressed in the Lemmas 3.1 and 4.1. Moreover, these classes of systems are equivalent if and only if the Markov chain is revertible, as indicated in Remark 1. The solution of the TRM-JLQ is given in Theorem 4.1 in the form of a coupled Riccati equation in backward induction, which can be computed prior to the system operation, as usual in linear quadratic problems. A slight generalization of the TRM-JLQ is presented in Theorem 4.2, and an alternative formulation for the LMMSE is given in Theorem 5.1, making the duality evident. The result extends the classic duality between filtering and control into the relations expressed in Table 1. APPENDIX PROOF OF THEOREM 5.1
According to [4] and [19] , the optimal gains M (t) of the filter can be written as a function of the variable Y (t) ∈ C n composed by the matrices
It is also known that these matrices satisfy a coupled Riccati difference equations given by Y (0) = υ(0)Σ, and for each t = 0, . . . , − 1, we write Y j (t + 1) = 0 if υ j (t + 1) = 0, otherwise (υ j (t + 1) > 0)
We only need to show that the gains in ( 
