Introduction and Statement of Results
Carleson measure was first introduced in classical Hardy space (see Carleson [7] ) and have been extensively studied, for example, see Dafni-Karadzhov-Xiao [11] , Dafni-Xiao [12] , Hastings [14] , Johnson [15] , and Xiao [38] - [40] and the references therein. This paper considers Carleson measure problems via the parabolic equation and g(x) * h(x) means the convolution between g(x) and f (x) on the space variable.
The main motivation of considering embeddings (1.3) and (1.4) comes from the so called trace inequalities problem. Particularly, for a nonnegative Borel measure µ on R n , when working on spectral problems for Schrodinger operators, Maz'ya first discovered in 1962 (see Maz'ya [17] - [18] and [22] ) that if 1 < p ≤ q and pl < n then
holds if and only if (1.6) sup (µ(E))
Here U V denotes U ≤ θV for some positive θ which is independent of the sets or functions under consideration in both U and V, h l p (R n ) is the completion of C ∞ 0 (R n ) with respect to
and cap(E, h l p (R n )) is the capacity of E associated with h l p (R n ). Such embeddings like (1.5) are referred to as trace inequalities, see Adams-Hedberg [5] . Meanwhile, (1.6) is called isocapacitary inequality, see Maz'ya [23] . Since Maz'ya established the pioneer work in [17] - [18] , other equivalent conditions of trace inequalities were established by Maz'ya [19] - [20] , Maz'ya-Preobrazenskiȋ [28] , Maz'ya-Verbitsky [30] , Adams [1] and new advances of such problems were made by Cascante-OrtegaVerbitsky [8] in which they established similar trace inequality for a general class of radially decreasing convolution kernels. When 0 < q < p and 1 < p < ∞, (1.5) holds if and only if [27] and Verbitsky [36] . When 1 < p < q < ∞, (1.5) holds if and only if (1.8) sup
where B(x, r) is a ball of radius r centered at x ∈ R n , see Adams-Hedberg [5, Theorem 7.2.2]. When 0 < q < p and 1 < p < n/l, (1.5) holds if and only if the Wolff potential
see, Cascan-Ortega-Verbitsky [8] . There exist other conditions involving no capacity, which are equivalent to (1.5), see, for example, Maz'ya [25] , Maz'ya-Verbitsky [30] and Verbitsky [36] . These equivalent conditions were widely applied to harmonic analysis, operator theory, function spaces, linear and nonlinear partial differential equations, etc., see, Adams-Hedberg [5] , Maz'ya [22] and Maz'ya-Shaposhnikova [29] and the references therein. This paper characterizes (1.3) or (1.4) by conditions like (1.6), (1.7) and (1.8). To do this, we need the following preliminary materials.
We always assume that β ∈ (0, n)\N when p = 1 or n/β.
introduced by Nishio-Shimomura-Suzuki [32] is the parabolic Bergamn space on R 1+n + , which is the set of all solutions of the parabolic equation
is the homogeneous Sobolev space which is the completion of C ∞ 0 (R n ) with respect to the norm
where [22] ) is the variational capacity of an arbitrary set S ⊆ X :
: f ∈ V X (S) .
with Int(E) be the interior of a set E ⊆ X. For t ∈ (0, ∞), c β p (µ; t) is the (p, β)−variational capacity minimizing function associated with bothẆ β,p (R n ) and a nonnegative measure µ on R 1+n + defined by
where T (O) is the tent based on an open subset O of R n :
with B(x, r) be the open ball centered at x ∈ R n with radius r > 0. For handling the endpoint case p = n/β we also need the definition of the Riesz potentials (see Adams-Xiao [6] and Adams [2] ) on R 2n as follows. The Riesz potential of order γ ∈ (0, 2n) is defined by
From Adams [2, Theorem 5.1], we have that if u(x) and I
. To state our main results, let us agree to more conventions. U ≈ V if U V and V U ; for 0 < p, q < ∞ and a nonnegative Radon measure µ on
and L q (X, µ) denote the Lorentz space and the Lebesgue space of all functions f on X for which
respectively. Moreover, we use L q,∞ (X, µ) as the set of all µ−measurable functions f on X with 
In the following, v(t, x) is the solution of equation (1.2) with Cauchy data v 0 (x). Theorem 1.2. Let β ∈ (0, n), 0 < q < p, 1 < p ≤ n/β and µ a nonnegative Radon measure on R 1+n + . Then the following two conditions are equivalent:
If we change 1 < p ≤ n/β and 0 < q < p into 1 ≤ p ≤ n/β and p ≤ q < ∞, then the conditions (a) and (b) of Theorem 1.2 can be replaced by a weak-type one and two simpler ones, respectively. 
But, this equivalence fails to hold when 1 < p = q < n/β. Remark 1.5. We plan to check in our future work that whether or not the operator
or when 1 < p < min{q, n/β} or 1 = p ≤ q < ∞,
Similar results hold for the embedding ( When 0 < q < p = 1 we obtain necessary conditions for such embeddings.
We can establish the following decay of the solutions of equation (1.2).
The special case α = p = 1 of Theorem 1.8 was proved by Xiao in [39] .
Working from R 1+n + to R n , a trace inequality can be derived fromẆ β,p (R n ).
Similarly to Theorem 1.1, we obtain the following result which covers Theorem 1.9. Theorem 1.10. Let β ∈ (0, n), 1 < p ≤ q < ∞, p < n/β and µ be a nonnegative Radon measure on R n . Then the following statements are equivalent: 
We find a sufficient condition for a nonnegative Radon measure µ on R (µ (T (B(x, r))))
Proof. This assertion follows from the case q = p(ζ + nγ)/(n − pβ) and µ = µ γ,ζ of Theorem 1.3.
The first inequality of Corollary 1.13 is the iso−capacitary inequality (see Maz'ya [23] for more) and the second is its analytic form attached to the kernel K α t 2α (x). Both of them were firstly stated by Xiao in [39] for α = p = 1. Corollary 1.14. Let α ∈ (0, 1], β ∈ (0, n), 1 ≤ p < n/β and γ ∈ (−1, ∞). Then the following two conditions hold: (a)
Proof. In Theorem 1.4 we take
where δ t0 (t) is the Dirac measure at t 0 > 0, then an application of the capacitary estimate of ball (see Maz'ya [22, p. 356 
we can finish the proof. According to Miao-Yuan-Zhang [31, Proposition 2.1], the condition (a) of Corollary 1.14 amounts to thatẆ β,p (R n ) is embedded in the homogeneous Besov or Triebel-Lizorkin space (see Triebel [35] for more details about these spaces)
At the same time, the condition (b) of Corollary 1.14 can be treated as extreme case of the condition (a) in Corollary 1.14. The rest of this paper is organized as follows. In the next section, we give six preliminary results: Lemma 2.1−a strong-type inequality for the Hardy-littlewood maximal operator with respect to the variational capacity (whose new generalizations were made by Maz'ya [24] and Costea-Maz'ya [10] 
with the tents of n−dimensional balls.
Preliminary Lemmas
This section contains six technical results needed for proving the main results of this paper. The first is the capacity strong-type inequalities for f ∈Ẇ β,p (R n ) and its Hardy-Littlewood maximal operator
Lemma 2.1. The following three inequalities hold: [37] when β ∈ (0, 1) and Xiao [39] when β ∈ (0, n). Case 3, p = n/β : It can be found in Maz'ya [20] or Adams-Xiao [6] .
We divide the proof into three cases. Case 1, p = 1 : It is due to Xiao [39] . Case 2, p = n/β : This is proved by AdamsXiao [6] . Case 3, p ∈ (1, n/β) : It follows from Maz'ya [22, p. 347, Theorem 2] or his earlier work [26] that for 1 < p < n/β, f ∈Ẇ β,p (R n ) if and only if
for some g ∈ L p (R n ), where
, and g ∈ L p (R n ) with f (x) = I β * g(x), according to R. Johnson [15, 
It follows from Maximal Theorem Stein [34, p. 13, Theorem 1] that
Thus (a) implies (b).
Proof. By Miao-Yuan-Zhang [31] , Nishio-Shimomura-Suzuki [32] or NishioYamada [33] , we have the following point-wise estimate
So, it suffices to verify
Changing variables: x −→ tx, y −→ ty, we see the previous estimate is equivalent to the following one:
Since J(1, 0) 1 we may assume that |x| > 0. Then
Since |x − y| ≤ |x|/2 implies that |y| ≈ |x|, we have (1 + |x|) β−n , with the last inequality using the fact 1 ≤ (1 + |x|) 2α . If |x − y| > |x|/2, then
with the last inequalities using the fact
implies |y| < 3|x − y|,
R n \B(x,|x|/2) 1 (1 + |y|) n+2α |y| n−β dy 1.
Lemma 2.3.
[33] For α ∈ (0, 1], there are positive constants σ and C such that
where σ and C depend only on n, α.
Then the following four statements are true: (a) For any natural number
where O is a bounded open set contained in Int({x ∈ R n : f (x) ≥ 1}).
Proof. (a) Since sup
|y−x|<t
is an open subset of R n . By the definition of E α,β 
The last inequality follows from Stein [34, p. 57, Proposition].
It follows from Lemma 2.3 that there exist σ and C which are only depending on n and α such that inf{K
|f |(y)dy.
and the definition of Riesz potentials We can easily derive an integral representation of homogeneous Sobolev functions. 
and a linear restriction operator
such that RE is the identity, and (a)
, ∀g ∈L n/β 2β (R 2n ).
Proofs of Main Results

3.1.
Proof of Theorem 1.1. Assume that 1 ≤ p ≤ q < ∞. In what follows, for λ > 0 and u
and obtains the desired implications. 
.
This derives (d). (d) =⇒ (a). If (d) is true, then for
Letting k −→ ∞ we see (a) hold. When 0 < q < p = 1, the implications are obviously.
3.2.
Proof of Theorem 1.2. Let 0 < q < p. Then we finish the proof in two steps.
Part 3.2.1: (b) =⇒ (a). If
then for each v 0 ∈Ẇ β,p (R n ), each j = 0, ±1, ±2, · · · and each natural number k, Lemma 2.4 (c) implies
, and
On the other hand, using Hölder's inequality and Lemmas 2.1 (b) and 2.4 (b)-(c), we have
Letting k −→ ∞ in the left side of the above estimate, we have
For fixed positive v 0 ∈Ẇ β,p (R n ), and a bounded open set O ⊆ Int({x ∈ R n : v 0 (x) ≥ 1}), then (3.1) and Lemma 2.4 (d) imply that
This along with the definition of capẆ β,p (R n ) (·) give
It follows from (3.2) and the definition of c β p (µ; t) that for 0 < t < ∞, c 
We divide the following proof into two cases. Case 1, p ∈ (1, n/β) : It follows from Maz'ya [22] that
By this equivalent definition we can find
Given integers i, k with i < k, define
Note that for i ≤ j ≤ k,
It follows from Lemma 2.4 (d) that there exists a dimensional constant θ 2 such that
This gives
This tells us
Lemma 2.6 implies that for each j there is
. Then (3.3) and Lemma 2.6 imply that
This tells us we obtain the same inequality as in the first case 
This gives, for s > 0
and establishes the desired implications. If (c) is true, then
and hence (e) follows from the definition of capẆ β,p (O). To prove (e) =⇒ (a), we assume (e). Then
Letting k −→ ∞ in the above inequality we have
This derives (a). Part 3.3.2: We verify (c) =⇒ (d) =⇒ (a). If (c) holds, then for any bounded open set
Note that
Case 2: 1 < p < min{q, n/β} : Let v 0 ∈Ẇ β,p (R n ) and µ λ be the restriction of
It follows from Lemma 2.5 that
This inequality along with Lemma 2.2 and Fubini's theorem tell us
where
By the definition of µ p,q , we have
So, using Hölder's inequality and the estimate
we obtain
Similarly, we have 
