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V avtomobilski industriji je zaradi zvočnega ugodja pomembno zaznavanje zvoka stick-
slip efekta, ki se pri počasnem speljevanju lahko pojavi med diskom in ploščicami
zavore. Ker je subjektivno ocenjevanje neprijetnega zvoka zavor s pomočjo ocenjeval-
cev drago in dolgotrajno, bi bilo smiselno ocenjevalce zamenjati z algoritmom strojnega
učenja. Da bi subjektivno ocenjevanje zamenjali z najbolǰso metodo strojnega učenja,
smo najprej preizkusili več metod nadzorovanega in nenadzorovanega učenja na veli-
kem številu značilk, ki so bile pridobljene pri posnetkih ocenjevanja zavor. Nato smo
glede na rezultate izbrali manǰse število pomembneǰsih značilk in algoritme učili le na
njihovi podlagi. Glede na rezultate smo primerjali algoritme. Za najbolǰsa algoritma
se izkažeta samoorganizirajoča mreža in algoritem k-povprečij. Rezultati, pridobljeni
z uporabo štirih izbranih značilk pri šestih razredih, so se izkazali za bolj zanesljive in
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In the automotive industry, the perception of the stick-slip effect, which can occur
between the brake disc and the brake pads during slow acceleration, is important in
terms of noise pleasantness. Since the subjective quantification of unpleasant brake
sound is expensive and time-consuming, it would make sense to replace the subjective
evaluation with a machine learning algorithm. In order to replace subjective evaluation
with a machine learning algorithm, several methods of supervised and unsupervised
learning were tested on a large number of features obtained from experimental brake
tests. Based on the results, a small number of important features was selected the
algorithms were trained only with the selected features. The algorithms were compared
based on the results. The self-organizing map and the k-means algorithm proved to be
the most appropriate algorithms. The results obtained using four selected features and
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Slika 2.4: Impulzni odziv sistema [3]. . . . . . . . . . . . . . . . . . . . . . . . 6
Slika 2.5: Konvolucija digitalnega signala [4]. . . . . . . . . . . . . . . . . . . 6
Slika 2.6: Nefiltriran signal (a), nizkoprepustni filter (b) in filtriran signal (c) [4]. 7
Slika 2.7: Adaptivni FIR-filtri na podlagi signalov pospeškomerov na zavorah. 7
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Slika 2.22: Grobost različnih frekvenc glede na frekvenco modulacije [8]. . . . . 18
Slika 2.23: Grobost glede na odstopanje modulirane frekvence [8]. . . . . . . . 18
xv
Slika 2.24: Predznak vrednosti kurtosis (K) pri Gaussovi distribuciji signala (a),
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Slika 4.3: Rezultati učenja z algoritmom k-povprečij, štirje razredi. . . . . . . 45
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značilkami pri največjem korelacijskem koeficientu 0,8. . . . . . . . 55
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i / število vzorca
h / obdelana vrednost FIR filtra




J / kriterijska funkcija
w / utež
TE / celotna napaka vozlǐsča
GT / meja rasti
H / število vhodnih podatkov
D / dimenzionalnost podatkov
LR / hitrost učenja (GSOM)
R / konstanta števila vozlǐsč
MinPts / najmanǰse število bližnjih točk
W / filter
m / dolžina filtra





TTNR / razmerje med tonom in šumom
T dB raven tona
M dB razlika med ravnjo tona in ravnjo frekvenčnega pasu
PR / razmerje pomembnosti
A dB raven signala spodnjega frekvenčnega pasu
B dB raven signala srednjega frekvenčnega pasu
C dB raven signala zgornjega frekvenčnega pasu
s / standardni odklon
PC / korelacijski koeficient
xxi
ρ kg/m3 gostota
ω rad/s kotna frekvenca
α / hitrost učenja
λ / časovni korak učenja
σ / okolica nevrona
γ / konstanta za hitrost učenja
ψ / funkcija števila vozlǐsč
ϵ / največja razdalja med dvema točkama
η / sosednja funkcija
Indeksi
R0 razdalja od ploskve
k številka roja
i zaporedna številka elementa

















SOM samoorganizirajoča mreža (ang. self-organizing map)
GSOM rastoča samoorganizirajoča mreža (ang. growing self-organizing map)
k-NN k-najbližji sosedje (ang. k-nearest neighbors)
DBSCAN prostorsko rojenje na podlagi gostote za primere s šumom (ang.
density-based spatial clustering of applications with noise)
RMS koren srednje vrednosti kvadratov (ang. root mean square)
FIR končni impulzni odziv (ang. finite impulse response)





Zvok in vibracije, ki jih merimo z mikrofoni in pospeškomeri, v industriji nosijo po-
membne informacije o delovanju naprav. V avtomobilski industriji imajo zvočne emisije
različnih komponent velik pomen glede informacije o pravilnem delovanju in na ugodje
voznika, zvok nekaterih mehanizmov pa je lahko pri vožnji neprijeten, četudi je delo-
vanje pravilno. Ocenjeno je, da stroški zaradi težav z zavornim hrupom in vibracijami
letno znašajo do 100 milijonov dolarjev. Najbolj raziskan dejavnik pri hrupu zavor
je cviljenje pri zaviranju, zaradi vedno bolj razširjene avtomatizacije voznih funkcij
in elektronsko krmiljenih pogonskih sklopov pa je vedno bolj pomembno raziskovanje
nizkofrekvenčnega zvok zavor, ki nastane pri počasnem speljevanju ali zaviranju vozil z
avtomatskim menjalnikom. Tudi pri pravilnem delovanju zavor pri določenih pogojih
na zavorah pride do stick-slip efekta, ki povzroča ostro hrupnost zaradi lezenja (ang.
creep groan). Zaradi zmanǰsevanja vpliva hrupa na voznika, izbolǰsanja zvočne izkušnje
pri vožnji in dviga psihoakustičnih lastnosti vozila je pomembno vrednotenje tega po-
java, ki pa je zaradi postopkov ocenjevanja s subjektivnimi testi dolgotrajno in drago;
med subjektivnimi ocenjevalci se ocene lahko močno razlikujejo. Zato je potrebno
objektivno ocenjevanje na podlagi merljivih količin, ki mora biti dovolj izpopolnjeno
zaradi zapletenosti pojava. Potrebna je tudi zadostna korelacija med objektivnimi
in subjektivnimi ocenami. V izvedeni študiji so bile izmerjene vibracije in zvok pri
različnih pogojih zaviranja pri nizkih hitrostih. Pri vsaki meritvi so ocenjevalci podali
tudi subjektivno oceno zvoka pri zaviranju.
1.2 Cilji naloge
V avtomobilski industriji postaja pomembna psihoakustična analiza hrupa posameznih
komponent vozila. V naši študiji želimo analizirati le hrup zavor in ne ostalih virov,
kar je problematično zaradi prisotnosti motenj, na primer zvoka motorja. Zato je treba
najprej izbrati obstoječo metodo, s katero lahko ločujemo zvok zavor od ostalih virov
hrupa v vozilu.
Cilj te naloge je ugotoviti, ali obstaja korelacija med subjektivnimi ocenami hrupa
zaviranja in značilkami, izluščenimi iz meritev zvoka in vibracij, ter izbrati primeren
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algoritem strojnega učenja za objektivno klasifikacijo neustreznega zvoka zavor, saj
imajo subjektivne ocene velik raztros. Strojno učenje predstavlja nadgradnjo subjek-
tivnih ocen, saj s pomočjo uporabljenih algoritmov lahko meritve razporejamo v sku-
pine glede na izmerjene fizikalne pojave, pri katerih se lahko zgodi, da jih ocenjevalec
ne zazna tako zanesljivo kot senzor.
Klasični pristop k nalogi bi bil preko uporabe nevronskih mrež in učenja algoritmov
na podlagi eksperimentalnih rezultatov. Da bi se izognili uporabi človeške subjektivne
ocene smo uporabili nenadzorovane klasifikacijske algoritme in rezultate primerjali s
subjektivnimi ocenami.
Za klasifikacijo zvočnega signala lahko uporabimo vrsto različnih algoritmov, ki se s po-
rastom uporabe umetne inteligence vedno bolj široko uporabljajo na ostalih področjih.
treba je tudi izbrati čim manǰso količino značilk, ki so najbolj primerne za objektivno
zaznavanje neželenega zvoka zavor, saj želimo značilke računati v realnem času za spro-
tno korekcijo zaviranja med vožnjo. Uporabili smo tri klasifikacijske algoritme, ki smo
jih primerjali z algoritmom k-najbližjih sosedov kot najosnovneǰsim.
2
2 Teoretične osnove in pregled lite-
rature
2.1 Zvok
Zvok je vibracija, ki se kot tlačna motnja širi skozi medij. Medij je lahko plin, kapljevina
ali trdnina. Če nek volumen v mediju oscilira, medij periodično vteka in izteka iz tega
volumna. Zaradi tega pretoka nastane tlačna motnja, ki se širi navzven. Ko medij
izteka iz volumna, se ustvari pozitivna tlačna motnja (nadtlak); ko medij vteka v
volumen, pa se ustvari negativna tlačna motnja (podtlak).
Zaradi hitrih sprememb tlaka se v mediju pojavi tlačni gradient, posledica tega je
pospešek delcev v mediju. Povezavo med tlakom in pospeškom popisuje poenostavljena
Eulerjeva enačba za gibanje plinov. V enačbi 2.1 označuje ∇⃗p gradient tlaka, ki je enak




Tlačno razliko na določenem radiju izrazimo s spodnjo enačbo, ki predstavlja mate-
matični model za monopolni zvočni vir. Slika 2.1 vizualno prikaže nihanje volumna
za monopolni zvočni vir. V enačbi 2.2 Q predstavlja volumski pretok na razdalji r od
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Slika 2.1: Monopolni zvočni vir [1].
Monopol, dipol in kvadropol so aerodinamični izvori hrupa, ki lahko nastanejo pri in-
terakciji toka fluida z okolico. Slika 2.2 prikazuje različne izvore hrupa. Monopol se
pojavi ob volumskem toku z neenakomernim pretokom, kot posledica spremembe pre-
toka se v mediju spreminja tlak. Dipolni izvor hrupa je sestavljen iz dveh monopolov z
nasprotno fazo in se pojavi, ko tok nateka na togo površino in pride do turbulentnega
gibanja medija. Ustvarijo se spremenljiva območja nadtlaka in podtlaka, ki tvorijo
dipolni izvor hrupa. Primer dipolnega izvora hrupa je vrh lopatice ventilatorja. Kva-
dropolni izvor hrupa se pojavi v turbulentnem toku fluida in je sestavljen iz štirih
monopolov.
Slika 2.2: Aerodinamični monopol, dipol in kvadropol [1].
Vsi trije izvori zvoka se lahko pojavijo tudi kot posledica vibrirajoče površine. Monopol
v teoriji nastane pri periodičnem pravokotnem premikanju bata na neskončno površino,
dipol nastane pri vibriranju neskončne popolnoma toge plošče, kvadropol pa nastane
pri rotiranju neskončne plošče.
Zvok, ki nastane kot posledica vibracij površine zaradi časovno spremenljivih sil, popǐsemo
kot vsoto zvoka, ki ga izsevajo manǰse elementarne površine. Zaradi različnih razdalj
poslušalca od delcev površine se faza izsevanega zvoka različnih površin zamakne. Slika
2.3 prikazuje izvor zvoka na vibrirajoči plošči.
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Enačba 2.3 popisuje zvočni tlak v točki ob vibrirajoči ravni površini pR0 . V enačbi ∆Si









Slika 2.3: Zvok kot posledica vibrirajoče površine [1].
Zvok v primeru hrupa v kabini vozila zaradi vibracij zavor nastane na podoben način.
Vibracije, ki se prenašajo po vozilu, vzbujajo površine znotraj kabine. Ob tem na-
stane zvok, ki se z vseh notranjih površin širi do ušes voznika ali v našem primeru do
mikrofona ob voznikovi glavi.
2.2 Digitalno procesiranje signala
Za uporabo izbranih algoritmov strojnega učenja je treba iz zvočnega signala najprej
izluščiti značilke, ki predstavljajo dimenzije v večdimenzijskem prostoru, kjer poteka
učenje. Večino značilk lahko pridobimo s pomočjo digitalnega filtriranja signala s
konvolucijo vhodnega signala z različnimi FIR-filtri, torej filtri s končnim impulznim
odzivom (ang. finite impulse response). Uporabo impulznega odziva v svojem delu
predstavi Ingard [2].
Če želimo frekvenčno filtrirati signal, torej opravimo konvolucijo signala z ustreznim fil-
trom, ki ga pridobimo tako, da frekvenčni odziv filtra pretvorimo iz frekvenčne domene
(frekvenčni odziv) v časovno domeno z inverzno Fourierjevo transformacijo.
Slika 2.4 prikazuje, kako pridobimo frekvenčni odziv nekega sistema, ki ga lahko upo-
rabimo, da kasneje simuliramo ta sistem tako, da opravimo konvolucijo novega signala
s pridobljenim impulznim odzivom.
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Slika 2.4: Impulzni odziv sistema [3].
Konvolucija vhodnega diskretnega signala in filtra deluje tako, da vhodni signal po en
vzorec premikamo ob koeficientih filtra in vzorce signala množimo s koeficienti. Nato
vse pomnožene vzorce seštejemo med seboj ter tako dobimo en vzorec v izhodnem
signalu, ta postopek ponovimo za celoten vhodni signal. Slika 2.5 prikazuje proces
diskretne konvolucije signala.
Slika 2.5: Konvolucija digitalnega signala [4].
Spodnja formula je definicija konvolucije. x(n) predstavlja vhodni signal, W predsta-





Na sliki 2.6 so prikazani nefiltriran signal, nizkoprepustni filter in primerjava filtriranega
signala z nefiltriranim.
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Slika 2.6: Nefiltriran signal (a), nizkoprepustni filter (b) in filtriran signal (c) [4].
Za aproksimacijo prenosnih funkcij iz realnih primerov so pogosto uporabljeni adaptivni
FIR-filtri. Ker v našem primeru želimo za potrebe kontrole zvoka v kabini vozila
poznati prenosno funkcijo med vibracijami na zavorah in zvokom pri voznikovi glavi,
je smiselno pridobiti približek zvoka na podlagi signalov pospeškomerov na zavorah.
Podatki, uporabljeni v tem delu, so bili pridobljeni za delo Prezlja in sodelavcev [5] na
podlagi adaptivnega FIR- filtra, pridobljenega z metodo najmanǰse vrednosti povprečne
napake (ang. LMS - least mean squares). Slika 2.7 prikazuje, kako je bil impulzni
odziv pridobljen s seštevanjem signalov pospeškomerov na vseh štirih zavorah, ki so
bili množeni z adaptivnimi filtri.
Slika 2.7: Adaptivni FIR-filtri na podlagi signalov pospeškomerov na zavorah.
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Na podlagi pridobljenih adaptivnih filtrov se izkaže, da so vibracije sprednjih zavor
bistveno bolj pomembne pri nastanku hrupa v vozilu. Zato sta bila impulzna odziva
sprednjih zavor izračunana iz velikega števila izmerjenih impulznih odzivov. Ker je
pri vseh posnetkih prisoten nizkofrekvenčni hrup motorja, se impulzni odziv tudi po
prenehanju vzbujanja vibracij ne zmanǰsa na nič. Zato je treba za pridobljene impulzne
odzive uporabiti metodo filtriranja impulzne odzivnosti na podlagi različne dolžine
okna, kot je bilo pokazano v delu
Uporabljena je predpostavka, da se visoke frekvence v impulznem odzivu iznihajo hi-
treje kot nizke frekvence, zato je visokofrekvenčni del impulznega odziva posledica
šuma. Uporabljeno je drseče povprečje s spremenljivo dolžino okna povprečenja, da
se zmanǰsa vpliv hrupa v impulznem odzivu. Povprečenje deluje kot nizkoprepustni
filter, pridobljeni impulzni odziv in širina okna sta prikazana na sliki 2.8.
Slika 2.8: Povprečenje FIR-filtrov prenosne funkcije iz vibracij v zvok (a) in filtriran
filter s spremenljivo dolžino okna povprečenja (b) [6].
Dolžina okna je odvisna od položaja okna glede na začetek impulznega odziva, na koncu
je okno dalǰse zaradi večjega vpliva šuma, na začetku pa kraǰse. Spodnji enačbi sta
uporabljeni za izračun dolžine okna in za filtriranje signala. V enačbi je r koeficient, ki
je odvisen od dolžine impulznega odziva in želene hitrosti filtra, Navg(n) je širina okna,








h(2N −Navg + 2i) (2.6)
Na podlagi uporabe adaptivnih FIR-filtrov in povprečenja signala s spremenljivo dolžino
okna je mogoče napovedati, kakšen naj bi bil hrup v kabini vozila in se s tem izogniti
ostalim komponentam v zvoku, ki je posnet z mikrofonom. Primeri teh neželenih kom-
ponent v zvoku so hrup motorja, kompresor in ventilatorji v vozilu. Zato je pri analizi
z algoritmi strojnega učenja uporabljen sintetiziran zvok iz vibracij na zavorah.
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2.3 Značilke zvočnih signalov
Za uporabo algoritmov strojnega učenja je iz signalov treba izluščiti značilke, ki pred-
stavljajo vrednosti različnih značilnosti signala. Večina značilk je izračunanih na pod-
lagi frekvenčne karakteristike signala (npr. tonalnost, grobost, ostrina). Računanje
vrednosti teh značilk je v veliki meri odvisno od frekvenčne resolucije, ki je odvisna
od dolžine filtrov, s katerim je izračunana amplituda signala pri različnih frekvencah.
Želimo uporabiti filtre, ki so dovolj dolgi, da tovrstne značilke zanesljivo izračunamo,
in dovolj kratki, da ne izgubimo informacij o dinamiki signala (časovna resolucija).
Značilke, ki so izračunane na podlagi časovne analize signala (npr. število vrhov, fre-
kvenca vrhov), imajo to prednost, da pridobimo večjo ločljivost na časovni skali, saj
signala ni treba predhodno frekvenčno filtrirati. Pojav, ki ga želimo zaznati v signalu
(ostra hrupnost zaradi lezenja), je stacionaren. To pomeni, da se v signalu ob pojavu
tovrstnega hrupa periodično pojavlja vzorec pulzov.
2.3.1 Oktavni spekter
V akustiki se pogosto uporabljajo oktavni in terčni filtri za izračun distribucije zvočne
energije v različnih frekvenčnih pasovih. Širina frekvenčnih pasov je odvisna od srednje
frekvence filtra, zgornja frekvenca enega oktavnega filtra je enaka dvokratniku spodnje.
Filtri so postavljeni tako, da pokrivajo celoten frekvenčni razpon človeškega sluha, zato
je zgornja frekvenca enega filtra enaka spodnji frekvenci naslednjega. Diagram na sliki
2.9 prikazuje odzive oktavnih filtrov med 31,5 Hz in 16 kHz.
Slika 2.9: Oktavni filtri [3].
2.3.2 Efektivna vrednost signala RMS
Efektivna vrednost signala (RMS) je uporabna količina, saj preko izračuna efektivne
vrednosti lahko ocenjujemo in primerjamo energijo, ki jo nosi zvočno valovanje. Ker
je povprečna vrednost zvočnega valovanja 0, povprečimo kvadrat signala. S spodnjo
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Čas povprečenja signala T močno vpliva na to, kako kratke pojave v signalu lahko
opazujemo preko vrednosti RMS. Standardni časovni intervali, ki se uporabljajo v
praksi, so 32 ms (za impulze), 125 ms (za hitre dogodke) in 1 s (za počasneǰse dogodke).
2.3.3 Raven signala
Raven signala je logaritmirano razmerje med izmerjeno efektivno vrednostjo signala
in referenčno vrednostjo signala. Referenčna vrednost za zvočni tlak je 0,02 Pa. Za
izračun ravni zvočnega tlaka se uporablja spodnja enačba, kjer je Lp raven zvočnega
tlaka, p0 pa referenčna vrednost zvočnega tlaka.




V splošnem smatramo, da človeško uho lahko slǐsi frekvence med 20 Hz in 20 kHz. Ker
ne zaznavamo vseh frekvenc enako dobro, raven zvočnega tlaka v frekvenčnem razponu
človeškega ušesa utežimo tako, da bolje popǐsemo naše dojemanje glasnosti različnih
frekvenc. Utežene ravni zvočnega tlaka dB(A), dB(B) in dB(C) so uporabljene, da
aproksimirajo odziv človeškega sluha pri nizkih, srednjih in visokih ravneh zvočnega
tlaka. Krivulja za dB(C) se uporablja za ocenjevanje možnosti poškodb sluha pri
kratkih in zelo glasnih zvokih. Vse različne krivulje uteženih ravni zvočnega tlaka
imajo pri 1 kHz enako vrednost.
Diagram na sliki 2.10 prikazuje dB(A), dB(C) in dB(LIN) krivulje; krivulja za dB(B)
bi ležala nekje med dB(A) in dB(C).
Slika 2.10: dB(A), dB(C) in dB(LIN) utežbe ravni zvočnega tlaka [3].
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2.3.4 Glasnost
Glasnost je subjektivna mera za moč določenega zvoka. Model za dojemanje glasnosti
je v svojem delu podrobno predstavil H. Kuttruff [7], podatke o tej količini in ostalih
psihoakustičnih količinah v svojem delu predstavita Fastl in Zwicker [8]. Raven gla-
snosti je enaka ravni zvočnega tlaka tona pri frekvenci 1 kHz, ki ga človek dojame kot
enako glasnega kot zvok, katerega glasnost želimo določiti. Enoti za raven glasnosti
sta phon in sone. Raven glasnosti lahko izmerimo za vsak zvok, smiselno pa je izmeriti
ravni glasnosti za čiste tone (sinusno nihanje). Diagram na sliki 2.11 predstavlja ravni
zvočnega tlaka, ki jih pri različnih frekvencah zaznavamo kot enako glasne. To velja za
tone, ki trajajo dlje od 500 ms. Opazimo, da ima raven glasnosti pri frekvenci 1 kHz
enako vrednost kot raven zvočnega tlaka.
Slika 2.11: Konture enake glasnosti za ravno valovanje v prostem zvočnem polju [8].
Zgornji diagram velja le za ravno valovanje v prostem zvočnem polju. Za popis
človeškega zaznavanja v difuznem polju bi bile krivulje drugačne. Diagram na sliki
2.12 prikazuje spremembo ravni zvočnega tlaka pri različnih frekvencah v difuznem
polju, da jih dojemamo kot enako glasne kot v prostem zvočnem polju.
Slika 2.12: Sprememba ravni zvočnega tlaka za enako dojemanje glasnosti čistega
tona kot funkcija frekvence tona [8].
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Glasnost je v veliki meri odvisna od frekvence. Ker na glasnost vplivajo tudi druge
spremenljivke, kot so širina frekvenčnega pasu, frekvence v signalu in trajanje, glasnosti
ne moremo popisati z A-uteženo ravnjo zvočnega tlaka (db(A)).
Človeško dojemanje glasnosti je drugačno od ravni zvočnega tlaka tudi v tem, kakšno
povečanje ravni zvočnega tlaka dojemamo kot podvojeno glasnost pri različnih ravneh
tlaka. Diagram na sliki 2.13 prikazuje omenjeno odvisnost pri tonu frekvence 1 kHz.
Pri ravni zvočnega tlaka 10 dB se glasnost podvoji pri povǐsanju ravni za 2 dB, pri
ravni 40 dB pa se glede na naše dojemanje glasnost podvoji pri povǐsanju ravni za 10
dB.
Slika 2.13: Sprememba ravni zvočnega tlaka, ki jo dojamemo kot podvojeno
glasnost [8].
Na glasnost vpliva tudi širina frekvenčnega pasu zvoka. Pod določeno širino fre-
kvenčnega pasu šuma človek dojema zvok kot enako glasnega v primerjavi s čistim
tonom (sinusno nihanje). Ko je širina frekvenčnega pasu šuma nad določeno mejo
(∆fG), šum dojemamo kot glasneǰsi zvok, čeprav ima v primerjavi s čistim tonom
enako raven zvočnega tlaka. To odvisnost pri frekvenčnem pasu okoli 1 kHz (fc) prika-
zuje diagram na sliki 2.14. Podobno je z dojemanjem glasnosti dveh čistih tonov, kjer
je glasnost večja pri vǐsji razliki med frekvencama dveh tonov.
Slika 2.14: Vpliv širine frekvenčnega pasu na dojemanje glasnosti [8].
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Pomembno vlogo v človeškem dojemanju glasnosti igra tudi trajanje zvoka. Če zvok
traja manj kot 100 ms, je glasnost močno povezana s trajanjem. Odvisnost popisuje
diagram na sliki 2.15.
Slika 2.15: Vpliv trajanja zvoka na dojemanje glasnosti [8].
2.3.5 Ostrina
Ostrina je značilnost zvoka, ki se podobno kot glasnost meri predvsem z medsebojno
primerjavo različnih zvokov, model te veličine je definiran na podlagi človeškega oce-
njevanja. Povezana je predvsem s frekvenčno karakteristiko zvoka.
Na ostrino raven zvočnega tlaka ne vpliva močno, saj se pri povečanju ravni s 30 na
90 dB ostrina le podvoji. Razlike v ostrini ne opazimo, če poslušamo en ton, več
tonov ali celo ozkopasovni šum, če so vse frekvence znotraj kritičnega frekvenčnega
pasu (razpona frekvenc, med katerimi človeško uho ne zazna razlike v vǐsini tona). Za
kritični frekvenčni pas se uporablja enota Bark, ki označuje 24 različnih frekvenčnih
pasov z različnimi širinami.
Najpomembneǰsa parametra pri določanju ostrine zvoka sta frekvenčni spekter in cen-
tralna frekvenca ozkopasovnega šuma. Za ostrino se uporablja enota acum. Zvok, ki je
znotraj enega kritičnega frekvenčnega pasu s srednjo frekvenco 1 kHz z ravnjo 60 dB,
ima ostrino 1 acum.
Diagram na sliki 2.16 prikazuje ostrino kot funkcijo srednje frekvence ozkopasovnega
šuma (cela črta), pasovnega šuma pod frekvenco 10 kHz (prekinjena črta, spreminja
se spodnja meja frekvenčnega pasu) in pasovnega šuma nad frekvenco 200 Hz (pikasta
črta, spreminja se zgornja meja frekvenčnega pasu). Za vse tri črte je glasnost konstan-
tna, 60 phon. Opazimo, da ima v veliki meri vpliv na ostrino vsebnost vǐsjih frekvenc
v zvoku. Če dodamo ozkopasovnemu šumu pri 1 kHz šum do 10 kHz, se ostrina poveča
z 1 na 2,5 acum. Če istemu zvoku dodamo šum z nižjimi frekvencami do 200 Hz, se
ostrina zmanǰsa približno za polovico. Glavni vpliv na ostrino ima širina spektra zvoka,
ne pa natančna frekvenčna struktura.
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Slika 2.16: Ostrina različnih šumov [8].
Ostrina je ena od psihoakustičnih količin, ki so močno povezane z zvočnim ugodjem.
Zato se pogosto uporablja kot eno od meril za zaznavanje neprijetnega zvoka. Diagram
na sliki 2.17 prikazuje odvisnost relativnega ugodja od relativne ostrine zvoka. Opazimo
močno korelacijo. Prikazane so karakteristike čistega tona, šuma pasovne širine 30 Hz
in šuma pasovne širine 1 kHz.
Slika 2.17: Primerjava ostrine in zvočnega ugodja [8].
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2.3.6 Amplituda fluktuacije
Amplitudo fluktuacije (ang. fluctuation strength) zaznamo, ko se amplituda ali fre-
kvenca zvoka spreminja s frekvenco, ki je nižja od 20 Hz. Če je frekvenca spreminjanja
amplitude ali frekvence vǐsja, to dojemamo kot grobost, ki je opisana v naslednjem po-
glavju. Fluktuacija se pogosto pojavi, če zvok vsebuje dve sinusni valovanji z majhno
razliko v frekvenci. Nastanek amplitudne fluktuacije prikazuje diagram na sliki 2.18.
Slika 2.18: Nastanek fluktuacije pri seštevanju dveh sinusnih valovanj [9].
Dojemanje amplitude fluktuacije se razlikuje predvsem glede na vrsto zvoka, frekvenco
nihanja in vrsto modulacije (frekvenčna ali amplitudna). Diagrami na sliki 2.19 prika-
zujejo:
– amplitudo fluktuacije širokopasovnega šuma pri ravni zvočnega tlaka 60 dB in niha-
nju amplitude za 40 dB (a),
– amplitudo fluktuacije sinusnega zvoka 1 kHz pri ravni zvočnega tlaka 70 dB in niha-
nju amplitude za 40 dB (b),
– amplitudo fluktuacije sinusnega zvoka 1,5 kHz pri ravni zvočnega tlaka 70 dB in
spreminjanju frekvence ±700 Hz (c).
Za ocenjevanje amplitude fluktuacije je uporabljena enota vacil. 1 vacil je amplituda
fluktuacije sinusnega zvoka frekvence 1 kHz pri ravni zvočnega tlaka 60 dB in spremi-
njanju amplitude med največjo vrednostjo in 0 s frekvenco 4 Hz.
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Slika 2.19: Amplituda fluktuacije različnih vrst zvokov, amplitudna modulacija
širokopasovnega šuma (a), amplitudna modulacija sinusnega zvoka (b) in frekvenčna
modulacija sinusnega zvoka (c) [8].
Opazimo, da je amplituda fluktuacije največja pri spreminjanju amplitude ali frekvence
pri frekvenci okoli 4 Hz. Vrednost 4 Hz sovpada s povprečno frekvenco zlogov pri
človeškem govoru.
Amplituda fluktuacije se ne spreminja linearno glede na spremembo ravni zvočnega
tlaka pri nihanju, saj zaznamo fluktuacijo pri spreminjanju ravni nad 3 dB, pri spre-
membah nad 30 dB pa amplituda fluktuacije ostaja enaka. To odvisnost pri spremi-
njanju amplitude 4 Hz širokopasovnega šuma (60 dB, levo) in sinusnega signala 1 kHz
(70 dB, desno) prikazujeta diagrama na sliki 2.20.
Slika 2.20: Amplituda fluktuacije pri različnih spremembah amplitude zvoka za
širokopasovni šum (a) in sinusni zvok (b) [8].
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2.3.7 Grobost
Grobost je fizikalno enaka lastnost signala kot amplituda fluktuacije, le da se amplituda
signala spreminja z vǐsjimi frekvencami. Grobost lahko opazimo pri zvoku, kjer se
amplituda spreminja s frekvencami med 15 in 300 Hz, najvǐsja pa je pri frekvencah
okoli 70 Hz. Referenčna vrednost za grobost, 1 asper, pripada grobosti 1 kHz tona pri
ravni zvočnega tlaka 60 dB, 100-% modulaciji amplitude s frekvenco 70 Hz.
Zaznana vrednost grobosti se spreminja glede na odstotek spremembe amplitude (sto-
pnjo modulacije). Diagram na sliki 2.21 prikazuje zaznano grobost glede na stopnjo
modulacije (polna črta) in linearno aproksimacijo krivulje (prekinjena črta). Upora-
bljen je sinusni signal frekvence 1 kHz pri 60 dB. Zaznana grobost je pod 20-% stopnjo
modulacije enaka 0, nato pa se skoraj linearno dvigne na referenčno vrednost 1.
Slika 2.21: Grobost glede na stopnjo modulacije [8].
Zaznana grobost se spreminja tudi glede na frekvenco sinusnega tona, ki mu spremi-
njamo amplitudo in glede na frekvenco modulacije. Pri nižjih frekvencah je zaznana
najvǐsja vrednost grobosti nižja in se pojavi pri nižjih frekvencah spreminjanja ampli-
tude, pri vǐsjih frekvencah od 1 kHz pa najvǐsja vrednost grobosti ostane pri frekvenci
spreminjanja amplitude 70 Hz, le da je zaznana grobost pri tej frekvenci nižja. Dia-
gram na sliki 2.22 prikazuje zaznane grobosti pri različnih frekvencah čistih tonov v
odvisnosti od frekvence modulacije.
Podobno kot pri čistih tonih se grobost spreminja tudi pri širokopasovnem šumu. Gro-
bost se s spreminjanjem ravni zvočnega tlaka spreminja linearno.
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Slika 2.22: Grobost različnih frekvenc glede na frekvenco modulacije [8].
Grobost zaznamo tudi pri frekvenčni modulaciji zvoka, vrednosti zaznane grobosti pa
so pri tem veliko vǐsje, tipično okoli 6 asper. Diagram na sliki 2.23 prikazuje zaznano
relativno grobost glede na odstopanje frekvenc pri srednji frekvenci 1,5 kHz, ravni
zvočnega tlaka 70 dB in frekvenci modulacije 70 Hz.
Slika 2.23: Grobost glede na odstopanje modulirane frekvence [8].
Dva glavna faktorja, ki vplivata na zaznavanje grobosti, sta frekvenčna in časovna
ločljivost našega dojemanja zvoka. Ker človek ne zaznava frekvenc, temveč le spre-
membe v glasnosti v kritičnih frekvenčnih pasovih, model za grobost temelji na spre-
membah v zaznavanju dražljajev, ki so posledica modulacije signala.
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2.3.8 Kurtosis
Kurtosis je brezdimenzijski parameter, ki primerja distribucijo signala z Gaussovo di-
stribucijo. Če je distribucija ožja kot Gaussova, je vrednost kurtosis večja od nič, v
nasprotnem primeru pa je vrednost negativna. Diagrami na sliki 2.24 prikazuje različne
distribucije in predznake vrednosti kurtosis.
Slika 2.24: Predznak vrednosti kurtosis (K) pri Gaussovi distribuciji signala (a), pri
ožji distribuciji signala (b) in pri širši distribuciji signala (c) [9].
Vrednost kurtosis izračunamo po spodnji formuli. Število vzorcev v signalu označuje
n, i označuje število vzorca, xi je vrednost signala ob določenem času in x je pov-
prečna vrednost signala. Izračunani vrednosti odštejemo 3 zato, da ima kurtosis šuma








Kurtosis je uporabna mera za zaznavanje klikov v signalu, saj pri hitrih pojavih vre-
dnost kurtosis močno naraste. Vrednost kurtosis je v veliki meri odvisna od trajanja
klika, kar prikazuje diagram na sliki 2.25.
Slika 2.25: Kurtosis kratkega in dolgega klika [9].
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2.3.9 Tonalnost
Zaradi periodičnega delovanja lahko naprave (predvsem z vrtečimi deli) ustvarijo zvok
z izrazitimi tonalnimi komponentami, ki je lahko že pri nizkih ravneh zvočnega tlaka za
človeka zelo moteč. Predvsem v avtomobilski industriji je zaznavanje tonalnosti zaradi
zvočnega ugodja zelo pomembno. Uporabo tonalnosti pri analizi zvokov iz industrije
je v svojem delu opisal Sottek [10].
V praksi se večinoma uporabljata dve merili za tonalnost: razmerje med tonom in
šumom (ang. Tone-to-Noise Ratio) ter razmerje pomembnosti (ang. Prominence Ra-
tio).
Razmerje med tonom in šumom dobimo tako, da izračunamo najprej raven tona T in
raven kritičnega frekvenčnega pasu C (označeno v roza barvi na sliki 2.26). Raven
tona odštejemo od ravni kritičnega pasu. Razliko M uporabimo pri izračunu razlike
s T , ki je v spodnji enačbi razmerje med tonom in šumom TTNR. Da človek zazna
tonalnost, mora biti razlika, izračunana po spodnji formuli, vsaj 8 dB.
TTNR = 10 log(T/M) [dB] (2.10)
Slika 2.26: Razmerje med tonom in šumom [9].
Razmerje pomembnosti je izračunano podobno kot razmerje med tonom in šumom, le
da tu upoštevamo le ravni kritičnih frekvenčnih pasov. Primerjamo raven kritičnega
pasu s tonom (B na spodnji sliki) in povprečje ravni sosednjih kritičnih pasov (A in C
na sliki 2.27). Razmerje pomembnosti PR izračunamo po spodnji enačbi. Da človek
zazna tonalnost, mora biti izračunana razlika vsaj 9 dB.
PR = 10log (B/((A+ C) ∗ 0,5)) [dB] (2.11)
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Slika 2.27: Razmerje pomembnosti [9].
To, da človek zazna tonalnost za razmerje med tonom in šumom pri razliki 8 dB in pri
razmerju pomembnosti pri razliki 9 dB, velja le pri tonih, katerih frekvenca je vǐsja od
1 kHz. Pri nižjih frekvencah je potrebna razlika večja. Vrednosti potrebne razlike, da
človek zazna tonalnost, so prikazane na diagramu na sliki 2.28.
Slika 2.28: Potrebna razlika ravni med tonom in šumom, da zaznamo tonalnost [9].
2.3.10 Pulzi v signalu
Na podlagi pulzov v signalu so izluščene značilke, ki se računajo v časovni domeni:
– število vrhov v signalu,
– vsota amplitud vrhov,
– povprečna amplituda vrhov,
– standardni odklon amplitud vrhov,
– povprečna frekvenca pulzov,
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– standardni odklon frekvence pulzov,
– površina pod vsemi vrhovi na posnetku.
Uporabljena je metoda za prepoznavanje pulzov v signalu, ki je predstavljena v delu
Prezlja in sodelavcev [5]. Algoritem iskanja vrhov poteka tako, da signal pospeškomera
najprej filtriramo z visokoprepustnim filtrom, rezultat kvadriramo in ojačamo ter nato
filtriramo z nizkoprepustnim filtrom. Algoritem je prikazan na sliki 2.29.
Slika 2.29: Algoritem za prepoznavanje pulzov [5].
Na podlagi opisane obdelave vhodnega signala dobimo izločene pulze, med katerimi
lahko primerjamo amplitudo, površino pod vrhovi in predvsem čas med njimi. Primere
značilnosti pulzov prikazuje diagram na sliki 2.30.
Slika 2.30: Značilnosti obdelanih pulzov v signalu [5].
Pri opisani metodi je pomembna izbira reda nizkoprepustnega filtra, ki ga uporabimo
za obdelavo signala. Pri uporabi filtra prvega reda je mogoče veliko bolj natančno za-
znavati vrhove v signalu, saj uporaba filtra drugega reda povzroči prenihanje, posledica
tega pa je veliko število podvojenih zaznanih vrhov. Diagrama na sliki 2.31 predsta-
vljata primerjavo med zaznanimi vrhovi pri uporabi nizkoprepustnega filtra prvega in
drugega reda.
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Slika 2.31: Primerjava števila zaznanih vrhov pri uporabi nizkoprepustnega filtra
drugega reda (a) in prvega reda (b).
Velik vpliv na zaznavanje vrhov ima tudi mejna frekvenca nizkoprepustnega filtra. Če
primerjamo obdelan signal, opazimo, da so pri uporabi nizkoprepustnega filtra z mejno
frekvenco 160 Hz vrhovi opazno širši kot pri nizkoprepustnem filtru z mejno frekvenco
500 Hz, kjer so zaznane le najbolj izrazite visoke vrednosti amplitude iz vhodnega
signala. Pri obeh primerih je uporabljen visokoprepustni filter z mejno frekvenco 16
kHz. Ta primerjava je prikazana na diagramih na sliki 2.32.
Slika 2.32: Primerjava izhodnega signala pri uporabi nizkoprepustnega filtra z mejno
frekvenco 160 Hz (a) in z mejno frekvenco 500 Hz (b) [5].
2.3.10.1 Nestacionarnost procesov
Zaradi kratkega trajanja večine pojavov glede na dolžino celotne meritve je zelo po-
membna izbira dolžine časovnih oken, v katerih računamo značilke. Visoke vrednosti
značilk, ki kažejo na neprijeten zvok v kabini vozila, se lahko pojavijo le za kratek čas
medtem, ko je njihova vrednost v celotnem signalu relativno nizka. Zato so v našem
primeru pogosto uporabljene najvǐsje vrednosti značilk v signalu, ki so izračunane v
kratkih intervalih.
S pomočjo opisane obdelave signala je mogoče na podlagi razdalje med dogodki določiti
značilke, kot je na primer frekvenca pulzov. Tako izračunane značilke imajo veliko
bolǰso časovno ločljivost v primerjavi z značilkami, izračunanimi na podlagi frekvenčne
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analize. Na diagramih na sliki 2.33 je prikazan vhodni signal pospeškomera z rdečo
barvo, obdelan signal za zaznavanje vrhov s črno barvo in določena vrednost frekvence
pulzov z modro barvo. S puščicami so označeni trenutki, ko v signalu pride do fiksne
frekvence pulzov, kar je za poslušalca neprijeten zvok.
Slika 2.33: Vhodni signal (a) in frekvenca pulzov, izračunana iz razdalje med dogodki
(b) [5].
Če opazujemo sam signal pospeškomera je na njem nemogoče opaziti, kdaj se pojavi
neprijeten zvok, ko je frekvenca pulzov nekaj časa enaka. Zato je tovrstno računanje
pulzov v signalu dobro za določanje, kdaj je na zavorah prǐslo do vibracij, ki povzročijo
nastanek človeku neprijetnega zvoka. Diagram na sliki 2.34 prikazuje neobdelan signal,
na katerem ni mogoče opaziti, kdaj je frekvenca pulzov dalǰsi čas enaka.
Slika 2.34: Neobdelan signal pospeškomera na zavori.
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2.4 Korelacijski koeficient
Pri medsebojni primerjavi več spremenljivk pogosto želimo izvedeti, če so si vredno-
sti spremenljivk podobne. Spremenljivke so pozitivno korelirane, če visoke vredno-
sti ene spremenljivke ustrezajo visokim vrednostim druge spremenljivke, in negativno
korelirane, če visoke vrednosti ene spremenljivke ustrezajo nizkim vrednostim druge
spremenljivke in obratno.
Najbolj preprosta in uporabna metoda za merjenje korelacije dveh spremenljivk je
izračun korelacijskega koeficienta, ki nam poda oceno o korelaciji med spremenljivkami.
Najpogosteje je uporabljen Pearsonov korelacijski koeficient, ki je predvsem uporaben,
ko sta spremenljivki linearno odvisni. Če na primer ena od spremenljivk v odvisnosti od
druge narašča veliko hitreje, je treba za oceno korelacije uporabiti vrsto korelacijskega
koeficienta, ki je izračunan na osnovi velikostnega razreda podatkov.
Pearsonov korelacijski koeficient PC dveh spremenljivk x in y izračunamo po spodnji
formuli. n označuje številko podatkov, sx in sy sta standardna odklona spremenljivk,
x in y sta povprečni vrednosti spremenljivk.
PC =
∑︁n
i=1(xi − x)(yi − y)
(n− 1)sxsy
(2.12)
2.5 Algoritmi strojnega učenja
Strojno učenje je proces, kjer se računalnik uči na podlagi podatkov, ki mu jih podamo,
ne da bi bil programiran izrecno za dane podatke. V splošnem velja, da z algoritmi
strojnega učenja na podlagi podatkov, ki jih uporabimo za učenje, kasneje obdelujemo
nove podatke, jih na primer razvrščamo v različne skupine. Slika 2.35 prikazuje različne
oblike skupin podatkov (rojev) v dveh dimenzijah.
Slika 2.35: Različne oblike rojev [11].
Za problem klasifikacije je pomembno, da imamo za učenje dovolj podatkov, da na-
tančno popǐsemo problem. Natančnost učenja lahko preverjamo tako, da prihranimo
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delež podatkov, na katerih ne izvajamo učenja in tako lahko na njih preverimo že
naučen algoritem.
V grobem lahko strojno učenje delimo na nadzorovano in nenadzorovano. Pri nadzo-
rovanem ima algoritem dostop do oznake razreda, v katerega spada podatek za vsak
element v množici podatkov za učenje, kasneje nove podatke razvršča glede na te oznake
oz. razrede.
Pri nenadzorovanem učenju razredov za učno množico ne poznamo vnaprej. Ker pri
nenadzorovanem učenju nimamo vnaprej definiranega izhoda, mora algoritem sam najti
podatke, ki so si med seboj podobni, uporabljajo se torej za razvrščanje podatkov
v roje. V svojem delu A. Patel [12] opǐse delovanje in uporabo različnih algoritmov
nenadzorovanega učenja, problem klasifikacije zvočnih posnetkov pa je podrobno opisan
v delu Gerharda [13].
Pri strojnem učenju je pomemben del reševanja problema priprava spremenljivk, ki
jih uporabimo za učenje. Iz vhodnih podatkov želimo izluščiti značilke, ki vsebujejo
pomembne informacije o različnih vhodnih podatkih. Spremenljivke je nato treba
normirati, saj številske vrednosti spremenljivk navadno močno vplivajo na pomembnost
vpliva različnih parametrov na rezultate učenja. Navadno se spremenljivke normira na
vrednosti med 0 in 1. Slika 2.36 prikazuje postopek uporabe nenadzorovanega strojnega
učenja, kjer na podlagi interpretacije rezultatov pridobimo znanje o obravnavanem
problemu. Znanje predstavlja nove ugotovitve o vhodnih podatkih zaradi uporabe
algoritmov strojnega učenja, kot na primer vrednotenje pomembnosti izbranih značilk
in nove informacije o različnih kategorijah vhodnih podatkov.
Slika 2.36: Postopek iskanja rojev podatkov [11].
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2.5.1 K-najbližji sosedje
Metoda k-najbližjih sosedov (ang. k-nearest neighbours) je eden preprosteǰsih algo-
ritmov nadzorovanega strojnega učenja. Deluje tako, da shrani vse dane podatke za
učenje in nove podatke razvršča glede na podobnost s podatki za učenje. Nov podatek
razvrsti v razred glede na to, v katerih razredih je največ od določenega števila (k)
najbližjih podatkov. Ta algoritem strojnega učenja v svojem delu opǐse Altman [14].
Za merilo razdalje se najpogosteje uporablja evklidska razdalja, ki jo definira spodnja
enačba. Razdalja d je v spodnji enačbi izračunana med točkama xi in yi. Vsaka spre-
menljivka pri vhodnih podatkih predstavlja eno dimenzijo v večdimenzijskem prostoru,
v katerem računamo razdaljo do najbližjih sosedov. Koordinate so vrednosti značilk,
vsakemu podatku pripada vektor vrednosti vseh različnih značilk. Vektor ima lahko
glede na število uporabljenih značilk večje število dimenzij, a le na tem primeru ima




(xi − yi)2 (2.13)
Pri tem algoritmu je pomembna pravilna izbira k-parametra, torej koliko najbližjih
sosedov upoštevamo. Načeloma se z uporabo vǐsje vrednosti spremenljivke k zgladi
meje med razredi, tako lahko dobimo zanesljiveǰse rezultate. Slika 2.37 prikazuje raz-
porejanje podatkov glede na opisani algoritem. Kvadrat predstavlja neznani vzorec,
ki ga primerjamo z dvema različnima razredoma, trikotniki in krogi. Ker smo določili,
da novi vzorec priredimo razredu glede na tri najbližje sosede, poǐsčemo najbližje tri
vzorce. Največ najbližjih sosedov je krogov, zato tudi kvadrat razporedimo v razred s
krogi.
Slika 2.37: Iskanje treh najbližjih sosedov v dveh dimenzijah.
27
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2.5.2 K-povprečja
Algoritem k-povprečij (ang. k-means) je bil prva razvita metoda rojenja. Še vedno se
pogosto uporablja, saj dobro deluje z velikimi količinami vhodnih podatkov, algoritem
pa je relativno preprost. Ta metoda razdeli vhodne podatke na k-rojev, to število
določimo sami. Algoritem zagotovi, da so roji najbolje ločeni med sabo, vendar se
velikosti rojev med seboj lahko močno razlikujejo. To tehniko rojenja v svojem delu
opǐse Škrjanc [15].
Pri tej metodi pri vsakem koraku izračunamo sredǐsče (povprečje) roja. Povprečje je
točka znotraj roja v večdimenzionalnem prostoru. Za eno dimenzijo pri številu podat-
kov n je spodaj podana formula za izračun povprečja ene dimenzije (spremenljivke).







Cilj rojenja s k-povprečji je minimalen raztros znotraj rojev, spodaj navedena kriterij-
ska funkcija J za določanje tega uporablja kvadrate razdalje do sredǐsč rojev. Seštevek
kriterijskih funkcij za vsak roj mora biti čim manǰsi. V spodnji formuli k označuje






∥x(j)i + cj∥2 (2.15)
Algoritem za rojenje je sledeč:
– določitev števila rojev k,
– naključna izbira k-točk v prostoru spremenljivk,
– dodelitev podatkov k točkam, ki so najbližje podatkom (Evklidova razdalja),
– izračun povprečja vseh podatkov v rojih, ki postanejo nove točke, do katerih računamo
razdalje od podatkov,
– drugi, tretji in četrti korak ponavljamo, dokler niso vse točke pripisane enakim rojem
v dveh zaporednih iteracijah.
Algoritem je zaradi naključnih začetnih koordinat priporočljivo zagnati večkrat, saj
prva rešitev ni nujno najbolǰsa. Najbolǰso rešitev določimo glede na kriterijsko funkcijo.
Pri algoritmu k-povprečij je pomembno oceniti rezultate glede na velikosti rojev in
na njihova sredǐsča. Velikosti rojev se lahko močno razlikujejo, če vhodni podatki
vsebujejo točke, ki so oddaljene od ostalih podatkov.
Izbira števila rojev je lahko odvisna od števila razredov, v katere želimo razvrščati
vhodne podatke. Če števila razredov nimamo predhodno definiranega, je smiselno
število rojev izbrati tako, da najbolje zajamemo raztros podatkov. Pri prevelikem
številu razredov rojev podatkov ne popǐsemo več veliko bolje, kar prikazuje diagram na
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sliki 2.38. Pri določanju števila rojev je pomembno oceniti, kako verjetno bodo novi
podatki ustrezali prej določenim rojem.
Če povečujemo število rojev, je okoli sredǐsča roja vedno manǰse območje raztrosa
vrednosti značilk. Zaradi tega je z večjim številom rojev vǐsji delež pojasnjene variance
v vhodnih podatkih, vendar se vpliv povečevanja števila razredov zmanǰsuje, ko je
število razredov dovolj veliko.
Slika 2.38: Vpliv izbranega števila rojev na natančnost popisa podatkov [16].
2.5.3 Kohonenova samoorganizirajoča mreža
Kohonen v svojem delu [17] opǐse samoorganizirajočo mrežo (ang. self-organizing map,
SOM ) kot način za poenostavljeno popisovanje večdimenzionalnih topografij z mrežo
točk, ki so zelo podobne množicam možganskih celic v možganih razviteǰsih živali. Sa-
moorganizirajoča mreža je metoda nenadzorovanega učenja. Pogosto je uporabljena
kot alternativa bolj tradicionalnih nevronskih mrež, navadno pa se uporablja za pre-
poznavanje vzorcev v večdimenzijskih podatkih.
Uporaba samoorganizirajoče mreže na zvočnih posnetkih je opisana v delu Cruza in so-
delavcev [18], probleme pri uporabi tega algoritma in predlagane izbolǰsave pa v svojem
delu opǐse Lasri [19]. Slika 2.39 prikazuje popis kompleksne oblike z dvodimenzionalno
mrežo.
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Slika 2.39: Popis kompleksne oblike s SOM [17].
Samoorganizirajoča mreža je sestavljena iz vhodne plasti s p-dimenzionalnimi podatki
in iz izhodne plasti (mreže), ki je sestavljena iz k-vozlǐsč za k-rojev. Vsako vozlǐsče ima
svojo p-dimenzionalno utež w. S procesom učenja nevroni popǐsejo vhodne podatke.
Proces učenja samoorganizirajoče mreže se začne tako, da vsakemu nevronu (vozlǐsču)
pripǐsemo naključne vrednosti za vsako dimenzijo p-dimenzionalne uteži w v intervalu
(0,1). Vsaka dimenzija predstavlja en parameter med vhodnimi podatki, ki so skali-
rani, da ležijo v intervalu (0,1). Mreža je v največ primerih dvodimenzionalna, kot je
prikazano na zgornji sliki, število elementov v mreži določimo sami.
Naključno je izbran en podatek v p-dimezionalnem prostoru in določen nevron, ki mu je
glede na Evklidovo razdaljo najbližje. Zmagovalni (najbližji) nevron se prestavi bližje
naključno izbranemu podatku po spodnji formuli, kjer je wnov nova utež nevrona, wstar
stara utež nevrona, x koordinata naključno izbranega podatka in η(t) sosednjo funkcijo.
wnov = wstar + η(t)(x− wstar) (2.16)
Bližje naključno izbranemu podatku se premaknejo tudi sosedje najbližjega nevrona
glede na sosednjo funkcijo. V spodnji funkciji je i(t) koordinata izbranega nevrona
znotraj mreže, i koordinata drugega nevrona, σ(t) soseska izbranega nevrona, α(t)
pa predstavlja hitrost učenja. Sosednja funkcija določa, koliko premik enega nevrona
vpliva na premike sosednjih nevronov.





Hitrost učenja je definirana v spodnji enačbi. α0 predstavlja začetno hitrost učenja, t
predstavlja korak učenja, λ pa je konstanta, ki je izbrana glede na število iteracij.
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Razdalja, znotraj katere se sosednji nevroni premaknejo bližje podatku, je definirana
po spodnji enačbi. Podobno kot pri enačbi za hitrost učenja se razdalja do sosednjih
nevronov tekom učenja zmanǰsuje. σ0 predstavlja sosesko najbližjega nevrona v prvi
iteraciji učenja. Na koncu učenja se okolica sosednjih nevronov zmanǰsuje proti 0.




Po izbranem številu iteracij učenja nevroni popisujejo roje točk v vhodnih podatkih.
Slika 2.40 prikazuje vhodno in izhodno plast samoorganizirajoče mreže.
Slika 2.40: Samoorganizirajoča mreža [20].
2.5.4 Rastoča samoorganizirajoča mreža
Rastoča samoorganizirajoča mreža (ang. growing self-organizing map, GSOM ) je vari-
acija samoorganizirajoče mreže, kjer ni treba izbrati števila nevronov, saj ga algoritem
določi sam. Ta metoda lahko bolje popǐse kompleksneǰse množice podatkov z manǰso
mrežo, saj se mreža širi le glede na strukturo vhodnih podatkov. V delu Alahakoon et
al. [21] je definiran algoritem za rastočo samoorganizirajočo mrežo, uporaba na primeru
pa je predstavljena v delu Weisberga in sodelavcev [22].
Učenje GSOM se začne s štirimi vozlǐsči v obliki, ki jo prikazuje slika 2.41. Ta začetna
oblika mreže je dobra za rast mreže v dveh dimenzijah. Ker so vsa začetna vozlǐsča na
robu mreže, lahko vsako vozlǐsče raste naprej v svojo smer.
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Slika 2.41: Začetna rastoča samoorganizirajoča mreža [21].
Postopek učenja mreže je podoben kot pri SOM, le da se na koncu vsakega cikla
učenja dodajajo nova vozlǐsča v bližino obstoječih vozlǐsč, ki izpolnjujejo pogoj za rast.
Pogoj je, da celotna napaka vozlǐsča (ang. total error of node - TE ) presega vrednost
meje rasti (ang. growing threshold - GT ). Vrednost TE za vozlǐsče i se izračuna po
spodnji formuli. Hi je število vhodnih podatkov, ki pripadajo vozlǐsču, D je dimenzija






(xi,j − wj)2 (2.20)
Če velja TEi≤GT , se v mrežo dodajo nova vozlǐsča ob vozlǐsču, ki izpolnjuje ta pogoj.
Slika 2.42 prikazuje rast mejnega vozlǐsča, ki ima zgoraj in na desni strani še prosta
mesta za nove sosede. Novi vozlǐsči se postavi glede na lego sosednjih vozlǐsč na na-
sprotni strani vozlǐsča, ki izpolnjuje pogoj za rast. Če pogoj za rast izpolnjuje vozlǐsče,
ki ni na robu mreže, se uteži razporedijo med sosednjimi vozlǐsči.
Slika 2.42: Rast mreže [21].
Po dodajanju novih vozlǐsč se ponovi faza učenja mreže. Hitrost učenja se znova nastavi
na začetno vrednost. Za razliko od SOM se pri GSOM pri hitrosti učenja upošteva tudi
število vozlǐsč v mreži. Večja kot je mreža, nižja je hitrost učenja. V spodnji formuli
LR predstavlja hitrost učenja, γ je konstanta med 0 in 1, ψ(n) pa je funkcija, ki se
zmanǰsuje glede na število vozlǐsč v mreži. Navadno je uporabljena funkcija 1−R/n(t),
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kjer je n(t) trenutno število vozlǐsč, R pa je konstanta, določena glede na začetno število
vozlǐsč v mreži.
LR(t+ 1) = γ × ψ(n)× LR(t) (2.21)
Učenje in dodajanje novih vozlǐsč se ponavlja, dokler nobeno vozlǐsče več ne izpolnjuje
pogoja za rast. Takrat nastopi faza glajenja mreže, ki je enaka kot učenje, le da
začnemo z nižjo vrednostjo LR, ki tudi počasneje pada.
2.5.5 DBSCAN
DBSCAN (ang. density-based spatial clustering of applications with noise) je pogosto
uporabljen algoritem nenadzorovanega učenja, ki roje podatkov ǐsče na podlagi razpo-
reditve njihove gostote v večdimenzijskem prostoru. Ta metoda podatke, ki ne spadajo
v roje, označi kot šum. V delu Ester et al. [23] je opisan algoritem za tovrstno učenje.
Pri DBSCAN-algoritmu je treba definirati le dva parametra. Prvi je največja razdalja
med točkama ϵ, da sta točki še smatrani kot del istega roja, drugi parameter pa je
najmanǰse potrebno število med seboj bližnjih točkMinPts, da množica teh točk šteje
za jedrno točko. Na sliki 2.43 je prikazan postopek rojenja po DBSCAN-algoritmu.
Slika 2.43: Delovanje algoritma DBSCAN [23].
Kot mejne točke so definirane tiste točke, ki spadajo v isti roj vendar v svoji bližini
nimajo dovolj točk, da bi štele kot jedrne točke. Te točke lahko spadajo v različne roje
glede na vrstni red naključnega izbora točk pri razporejanju v roje.
Algoritem deluje tako, da izbere naključno točko iz množice podatkov. Če ima točka
znotraj epsilon razdalje dovolj sosedov, se tu začne roj. Postopek se nadaljuje s sose-
dnjimi točkami, dokler ne pridemo do mejnih točk, ki v bližini nimajo dovolj sosednjih
točk, da bi se roj nadaljeval preko njih.
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Če sosednjih točk naključno izbrane točke ni dovolj, se to točko označi kot šum. Izbi-
ranje naključnih točk, ki še niso prirejene rojem in širjenje rojev, ponavljamo, dokler
niso vsi podatki pripisani rojem ali šumu.
Prednosti DBSCAN-algoritma so v tem, da za razliko od ostalih metod nenadzorova-
nega učenja ni treba predhodno določiti števila rojev, vendar je pri nekaterih primerih
težko dobro določiti dva vhodna parametra, ϵ in MinPts. DBSCAN dobro deluje tudi
pri kompleksnih oblikah rojev, šum na rezultate nima velikega vpliva.
34
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V tem poglavju so najprej opisani podatki, njihova časovna skala in značilke, ki so
bile izluščene iz podatkov. Nato so opisane uporabljene metode strojnega učenja in
parametri, s katerimi lahko vplivamo na rezultate ob njihovi uporabi. Opisan je potek
programa, ki je dodan v prilogi tega dela in pomembne spremenljivke, ki vplivajo na
rezultate. Našteti so cilji eksperimentalnega dela.
3.1 Podatki
Za strojno učenje so bile uporabljene meritve in subjektivne ocene, pridobljene pri
študiji iz avtomobilske industrije. Vhodne podatke sestavlja 1118 meritev s svojimi
subjektivnimi ocenami od 0 do 10, iz vsake meritve je izluščenih 100 značilk, ki so pri-
dobljene iz signalov, posnetih na mikrofonih in pospeškomerih na zavorah. Nekatere
značilke so logaritmirane, saj za nenadzorovano učenje želimo, da vrednosti niso razpo-
rejene po več velikostnih razredih. Dolžine signalov se gibajo med 10 in 15 sekund ter
zajemajo celotno dolžino zaviranja in ne le del, kjer se lahko pojavita stick-slip efekt
in neprijeten zvok.
Na razpolago imamo 100 različnih značilk, ki so bile že predhodno izluščene iz meritev,
opravljenih v sklopu študije. Meritve signalov so bile izvedene:
– z mikrofonom ob voznikovi glavi,
– z mikrofoni ob zavorah,
– s pospeškomeri na zavorah.
Postavitev pospeškomera na zavori je prikazana na sliki 3.1. Postavitev je takšna, ker
je bilo v delu Prezlja et al. [24] ugotovljeno, da je amplituda nihanja na zavori največja
vzporedno z zavornim diskom. Testi so bili izvedeni na 15-% klancu, vrednosti iz
pospeškomera so bile zajete pri frekvenci 51200 Hz in pri ločljivosti 16 bitov.
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Slika 3.1: Postavitev pospeškomera na zavori za merjenje vibracij [5].







– raven signala (dB(LIN), dB(A), dB(B), dB(C)),
– število vrhov v signalu,
– vsota amplitud vrhov,
– povprečna amplituda vrhov,
– standardni odklon amplitud vrhov,
– povprečna frekvenca pulzov,
– standardni odklon frekvence pulzov,
– površina pod vsemi vrhovi na posnetku,
– RMS nizkih frekvenc,
– RMS visokih frekvenc,
– kurtosis za nizke frekvence,
– kurtosis za visoke frekvence,
– kombinacije zmnoženih in/ali logaritmiranih zgoraj naštetih značilk.
Nekatere značilke so logaritmirane, saj želimo za obdelavo z algoritmi strojnega učenja
čim bolj linearen potek vrednosti spremenljivk. Pred logaritmiranjem so lahko neka-
tere značilke strmo razporejene med zelo majhnimi in zelo velikimi vrednostmi, kar ni
ugodno za uporabo z izbranimi algoritmi. Podobno je z zaznavanjem ravni zvoka pri
človeškem ušesu, saj glasnost dojemamo na logaritemski skali.
Značilke, povezane z vrhovi v signalu, so izračunane na podlagi časovne analize, ostale
pa na podlagi frekvenčne analize. Prednost značilk, izračunanih v časovni domeni, je
veliko večja časovna ločljivost, saj opazujemo kratke dogodke, ki se periodično pona-
vljajo.
Pri pojavu stick-slip efekta na zavorah zvok v kabini avtomobila nastane kot posledica
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prenosa vibracij skozi podvozje in lupino avtomobila. Vibracije površin povzročijo
nastanek zvoka, ki je lahko neprijeten za voznika. Na zvok v kabini vplivajo predvsem
vibracije na sprednjih zavorah, vpliv vibracij na zadnjih zavorah je zanemarljiv.
Slika 3.2 prikazuje seštevanje vibracij na vseh zavorah v avtomobilu ter primerjavo
vsote vibracij in zvoka pri voznikovi glavi. Opazimo lahko, da sta na prvi pogled
signala vsote vibracij in zvoka podobna, le da zvočni signal vsebuje še dodaten šum, ki
je posledica ostalih zvokov v vozilu, kot so zvok motorja in druge motnje.
Na sliki opazimo tudi, da je pri vsoti vibracij na začetku in koncu signala opazen
prispevek pulzov, ki se pojavijo na zadnjih zavorah. Če primerjamo signala vsote
vibracij in zvoka pri voznikovi glavi, opazimo, da amplituda zvočnega signala narašča in
pada postopoma, bolj podobno kot na signalu vibracij sprednjih koles. To je posledica
tega, da imajo vibracije na zavorah zadnjih koles manǰsi vpliv na generacijo zvoka v
kabini kot vibracije na zavorah sprednjih koles.
Slika 3.2: Vibracije spredaj levo (a), vibracije spredaj desno (b), signal mikrofonov
(c), vsota vibracij (d), vibracije zadaj levo (e) in vibracije zadaj desno (f).
Na sliki 3.2 pri vsoti vseh vibracij lahko opazimo, da se v primerjavi z vibracijami
na zavorah sprednjih koles amplituda signala vsote vibracij spreminja. Razlog za to
je viden na sliki 3.3. Frekvenci vibracij na sprednjih zavorah nista popolnoma enaki,
zato se periodično spreminja amplituda vsote. Vsota vibracij (siva črta) ima vǐsjo




Slika 3.3: Vsota vibracij sprednjih zavor.
Iz primerjave vsote vibracij in zvoka v kabini je mogoče za potrebe simulacije nastalega
zvoka v avtomobilu pridobiti prenosno funkcijo, ki popisuje relacijo med vibracijami
na zavorah in zvokom pri voznikovi glavi.
Signali, pridobljeni s testi so različno dolgi. Na sliki 3.4 je prikazan primer zajetega
signala na enem izmed testov. V tem primeru je zajem trajal približno 20 sekund. Na
diagramu je jasno viden zvok, ki nastane kot posledica stick-slip efekta, ki se je na tem
testu pojavil na zavorah.
Slika 3.4: Primer obravnavanega signala.
Iz vseh podobnih signalov, pridobljenih na meritvah, so bile izluščene značilke. Slika
3.5 prikazuje spektrograme petih psihoakustičnih značilk, ki so bile izluščene iz signala
na sliki 3.4. Psihoakustične značilke so v tem primeru izračunane na vsako sekundo za
kritične frekvenčne pasove. Opazimo, da se visoke vrednosti psihoakustičnih značilk
na nekaterih spektrogramih v signalu pojavijo le za kratek čas v ozkem frekvenčnem
pasu. To je najbolj očitno na spektrogramih amplitude fluktuacije, ostrine in glasnosti.
Ker so te visoke vrednosti pomembne pri ocenjevanju zvočnega ugodja voznika, so za




Slika 3.5: Vrednosti amplitude fluktuacije (a), grobosti (b), ostrine (c), tonalnosti (d)
in glasnosti (e) v signalu.
3.2 Metode strojnega učenja
Za praktični del te naloge je bil uporabljen programski jezik Python in obstoječe prosto
dostopne knjižnice za strojno učenje. Primerjamo metode učenja:
– k-najbližji sosedje (nadzorovano učenje),
– k-povprečja (nenadzorovano učenje),
– samoorganizirajoča mreža (nenadzorovano učenje),
– rastoča samoorganizirajoča mreža (nenadzorovano učenje),
– metoda DBSCAN (nenadzorovano učenje).
Pri metodah nenadzorovanega učenja izvajamo učenje na značilkah, izluščenih iz si-
gnala, ter rezultate le preverjamo na podlagi subjektivnih ocen ocenjevalcev. Pri me-
todi k-najbližjih sosedov pa izvajamo učenje na podlagi delitve subjektivnih ocen. Pri
tej metodi podatke za učenje torej razdelimo glede na intervale, kjer je ocena za po-
samezen vzorec podatka iz množice za učenje. Zaradi razporeditve ocen pri metodi
k-najbližjih sosedov izberemo intervale subjektivnih ocen, na primer [0, 5), [5, 6), [6,
7), [7, 8), [8, 9) in [9, 10]. Oglati oklepaji označujejo zaprte intervale (vključujejo
krajǐsči), okrogli oklepaji pa odprte intervale (ne vključujejo krajǐsč).
V praksi so ponekod uporabljene tudi kombinacije omenjenih algoritmov, v svojem
delu so Silva in sodelavci [25] uporabili SOM in k-NN. Ker z uporabo k-NN algoritma
za klasifikacijo po nenadzorovanem učenju s SOM v našem primeru ni opazne razlike, v
tem delu ni uporabljenih kombinacij različnih algoritmov. V delu Prezlja in sodelavcev




Za vsak algoritem strojnega učenja je bilo treba pred medsebojno primerjavo posebej
določiti parametre, ki vplivajo na učenje. Za samoorganizirajočo mrežo so to:
– število iteracij,
– parameter sigma,
– začetna hitrost učenja,
– dimenzije mreže.
Pri metodi k-povprečij je treba določiti le število razredov. Ker je pomembna pri-
merjava med različnimi algoritmi, tu vedno izberemo enako število razredov kot pri
samoorganizirajoči mreži. Pri algoritmu DBSCAN določimo parameter ϵ in minimalno
število vzorcev na razred.
3.3 Program
Potek programa je sledeč:
– normalizacija podatkov na vrednosti med 0 in 1,
– delitev podatkov na del za učenje in za test,
– učenje,
– uporaba naučenega algoritma na testnih podatkih,
– prikaz rezultatov prve faze na grafu,
– izbor relevantnih značilk,
– ponovno učenje le z izbranimi značilkami,
– prikaz rezultatov druge faze učenja.
Potek programa prikazuje diagram na sliki 3.6.
Ko vse značilke in subjektivne ocene naložimo v program, značilke najprej normalizi-
ramo na vrednosti med 0 in 1. To je pomembno, ker želimo zagotoviti, da imajo vse
značilke enak vpliv pri učenju. Če bi se največje in najmanǰse vrednosti med značilkami
razlikovale, bi imela razdalja pri nekaterih značilkah večji vpliv na učenje algoritmov
kot ostale, kar bi lahko povzročilo, da bi rezultati učenja bili manj zanesljivi kot sicer.
Vse vzorce v vhodnih podatkih nato naključno razdelimo na podatke za učenje in na
podatke za test. V našem primeru uporabimo za učenje 60 % podatkov, ostalih 40 %
podatkov pa porabimo za test.
Sledi učenje različnih algoritmov. Metode, ki delujejo na podlagi nenadzorovanega
učenja, učimo le na podlagi značilk in ne na podlagi subjektivnih ocen, ker želimo
ugotoviti, kateri parametri signala vplivajo na subjektivno oceno. Ker primerjamo
algoritme med seboj, merimo čas, ki je potreben za učenje. Na čas močno vplivajo
vhodni parametri za različne metode učenja, kot na primer število iteracij pri samoor-
ganizirajoči mreži.
Ko je učenje izvedeno, za vse različne metode izrǐsemo graf razredov podatkov v odvi-
snosti od subjektivne ocene. S pomočjo teh grafov lahko vizualno ocenimo zanesljivost
različnih metod v primerjavi s subjektivno oceno ocenjevalca. Za medsebojno primer-
javo med algoritmi izračunamo tudi standardne odklone subjektivnih ocen v razredih,
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Slika 3.6: Potek programa.
saj želimo izbrati metodo, pri kateri kar najbolj zanesljivo ločimo dobro ocenjene meri-
tve od slabo ocenjenih. Izračunamo tudi povprečno razdaljo med srednjimi vrednostmi
v razredih, saj želimo, da se razredi med seboj čim manj prekrivajo.
Za ponovno učenje je treba nato izbrati značilke, na podlagi katerih je mogoče zane-
sljivo ločevati med razredi, ki smo jih določili pri prvem učenju. Benabdeslem in Lebbah
v svojem delu [26] izvedeta izbiro značilk preko več iteracij učenja, tu je uporabljen
nekoliko preprosteǰsi pristop. Izbiro izvedemo tako, da za vsako značilko izračunamo
standardni odklon med povprečji v različnih razredih. Čim večja je ta vrednost, bolj
primerna je značilka. Izračunamo tudi standardni odklon značilk znotraj posameznih
razredov. Želimo, da je ta vrednost čim manǰsa, saj se pri velikih odklonih lahko
pojavi veliko prekrivanje med razredi in je s tem klasifikacija manj zanesljiva. Na pod-
lagi teh dveh izračunanih vrednosti lahko značilke razporedimo po primernosti, vendar
je pomembno tudi, da si izbrane značilke med seboj niso preveč podobne. Če bi po
omenjenih kriterijih izbrali določeno število vrednosti za ponovno učenje, bi se lahko
zgodilo, da so si vrednosti izbranih značilk v različnih razredih med seboj zelo po-
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dobne in z večjim številom izbranih značilk ne dobimo novih relevantnih podatkov, ki
bi koristili pri učenju algoritmov. Želimo izbrati značilke, ki se razlikujejo glede pov-
prečnih vrednosti v razredih. Značilke zato izbiramo tako, da postopoma v izbor za
drugo učenje algoritma dodajamo značilke, ki nimajo prevelikega Pearsonovega kore-
lacijskega koeficienta v primerjavi z že izbranimi značilkami, da z vsako novo značilko
dobimo nov podatek o meritvi.
Z izbranimi značilkami še enkrat učimo algoritme in rezultate učenja preverjamo s po-
datki, ki smo jih prihranili za test. Rezultate za primerjavo znova prikažemo na enakih
grafih in izračunamo iste parametre kot pri prvem učenju, da primerjamo rezultate v
vsemi in samo z izbranimi značilkami.
3.4 Spremenljivke in izbira algoritma
V eksperimentalnem delu lahko pri različnih algoritmih strojnega učenja spreminjamo:
– parametre vsakega algoritma,
– število razredov (kjer je to mogoče),
– število izbranih značilk,
– največji Pearsonov korelacijski koeficient pri izbiri značilk za drugo učenje.
Cilj eksperimentalnega dela je:
– dobro razlikovati meritve, kjer so slabe subjektivne ocene (izrazit neprijeten zvok),
– izbrati čim manǰse število značilk za drugo učenje (potrebno manj procesiranja si-
gnala),
– določiti, kaj v vhodnem signalu vpliva na subjektivne ocene.
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V tem poglavju so najprej z istimi parametri primerjani vsi algoritmi strojnega učenja.
Izbrano je isto število razredov, kjer je to mogoče. Primerjavo izvedemo glede na
subjektivne ocene, ki so pripisane vzorcem in glede na razporeditev vzorcev po razredih.
Za izbrane najbolǰse algoritme je določeno najbolj primerno število razredov za obrav-
navani primer glede na to, kako dobro z različnim številom razredov popǐsemo razpore-
ditev vzorcev po skupinah z različnimi subjektivnimi ocenami. Na izbranih algoritmih
nato primerjamo izbor najbolj relevantnih značilk po opisanem postopku selekcije,
potem pa je izvedena še natančna primerjava algoritmov na končnih rezultatih z izbra-
nimi značilkami. Pojasnjeno je, zakaj so izbrane značilke zares relevantne na podlagi
značilnosti signala, ki jih želimo zaznavati.
Pri primerjavi algoritmov so uporabljeni podatki, ki vsebujejo objektivno izmerjene
značilke v signalu, in subjektivne ocene, ki so jih podali usposobljeni strokovnjaki
(testni vozniki proizvajalca). Subjektivne ocene so uporabljene le kot merilo za vre-
dnotenje rezultatov, za učenje algoritmov so uporabljeni objektivni parametri.
4.1 Primerjava vseh algoritmov pri uporabi vseh
značilk
V prvi fazi med seboj primerjamo vse izbrane algoritme strojnega učenja. Za učenje
uporabimo vse značilke, ki so nam na voljo. Tu primerjamo algoritme pri izbranem
majhnem številu razredov, da lahko lažje opazimo razlike med različnimi metodami
strojnega učenja. Učenje izvajamo na 60 % naključno izbranih vzorcev, ostalih 40
% uporabimo za validacijo. S pomočjo teh rezultatov lahko medsebojno primerjamo
izbrane metode strojnega učenja.
4.1.1 K-najbližji sosedje
Ker je algoritem k-najbližjih sosedov metoda nadzorovanega učenja, je treba učenje
izvajati na podlagi subjektivnih ocen, ki pripadajo vzorcem, uporabljenim za učenje.
Tu se je treba odločiti, na kakšne intervale razdelimo podatke v skupine glede na
ocene. Ker skoraj nobena subjektivna ocena ni pod oceno 5, je smiselno glede na
gostoto porazdelitve ocen primerno izbrati intervale za učenje.
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Slika 4.1 prikazuje rezultate za učenje, kjer so definirani štirje razredi na intervalih [0, 6),
[6, 7,5), [7,5, 9) in [9, 10]. Na diagramu so prikazane razporeditve ocen pri rezultatih za
učenje na izbranih intervalih podatkov. Ordinata predstavlja različne razrede, abscisa
pa subjektivne ocene pri rezultatih. Modri krogi ponazarjajo subjektivne ocene, njihova
površina je sorazmerna s številom subjektivnih ocen pri določeni vrednosti (subjektivne
ocene so zaokrožene na 0,25 ocene, na isti točki je lahko več kot ena ocena). S črno
barvo sta na diagramu označena povprečna ocena za vsak razred in standardni odklon
ocen za vsak razred.
Slika 4.1: Rezultati učenja z algoritmom k-NN, štirje razredi.
Na diagramu opazimo, da je pri razredu z najnižjo povprečno oceno relativno velik
raztros ocen pri preverjanju rezultata učenja s testno množico podatkov. Raztros je
večji kot pri ostalih metodah, predvsem pri razredu z najnižjimi ocenami, ki je za
zaznavanje neželenih zvokov v našem primeru najpomembneǰsi. To je posledica tega,
da algoritem učimo na podlagi subjektivnih ocen, ki imajo že zaradi človeške napake
velik raztros.
Ker je algoritem k-najbližjih sosedov metoda nadzorovanega učenja, je nemogoče dobiti
bolj natančne rezultate, saj v vsakem primeru učenje izvajamo na podlagi relativno ne-
zanesljivih podatkov. Opazimo tudi, da je razlika med povprečnimi ocenami v različnih
razredih manǰsa pri vǐsjih ocenah. To se pojavi kot posledica tega, da je v vhodnih
podatkih več vzorcev z vǐsjimi subjektivnimi ocenami.
Velik raztros pri razredu z najnižjimi ocenami lahko opazimo tudi diagramu na sliki
4.2, kjer smo učenje izvajali za več razredov na intervalih [0, 5), [5, 6), [6, 7), [7, 8), [8,
9) in [9, 10].
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Slika 4.2: Rezultati učenja z algoritmom k-NN, šest razredov.
Analiza z algoritmom k-NN pokaže, da so subjektivne ocene nezanesljive. To potrjuje
pravilnost naše odločitve, da uporabimo metode nenadzorovanega učenja.
4.1.2 K-povprečja
Tudi pri algoritmu k-povprečij izvajamo učenje s 60 % podatkov, ki so enaki kot pri
ostalih metodah. Ker je to metoda nenadzorovanega učenja, se učenje izvaja brez
vpliva subjektivnih ocen množice podatkov za učenje, na podlagi subjektivnih ocen le
ocenjujemo klasifikacijo testnih podatkov.
Tudi pri metodi učenja s k-povprečji izberemo za prvotno primerjavo algoritmov štiri
razrede, rezultati tega učenja so prikazani na sliki 4.3.
Slika 4.3: Rezultati učenja z algoritmom k-povprečij, štirje razredi.
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Opazimo, da je predvsem pri razredih z nižjimi subjektivnimi ocenami v tem primeru
raztros ocen manǰsi kot pri metodi k-najbližjih sosedov. Še ena razlika je, da razreda
z nižjimi subjektivnimi ocenami vsebujeta manj vzorcev, kar je glede na razporeditev
podatkov smiselno. Tudi povprečne ocene med različnimi razredi so tu bolj enako-
merno razporejene kot pri k-najbližjih sosedih, saj se tu učenje izvaja le na podlagi
različnih vrednosti značilk, zato v tem primeru rezultati veliko bolj zanesljivo napovejo
subjektivno oceno.
4.1.3 Kohonenova samoorganizirajoča mreža
Pri učenju Kohonenove samoorganizirajoče mreže uporabimo enake podatke kot pri
vseh preǰsnjih metodah. Da dobimo dobre rezultate, izberemo naslednje parametre za
učenje:
– 50000 iteracij,
– začetna soseska najbližjega nevrona σ0 = 0,5,
– začetna hitrost učenja α0 = 0,9.
Ker želimo za to primerjavo štiri razrede, izberemo vǐsino in širino mreže 2 nevrona. S
temi parametri dobimo rezultat, ki ga prikazuje diagram na sliki 4.4.
Slika 4.4: Rezultati učenja z algoritmom samoorganizirajoče mreže, štirje razredi.
Opazimo, da je pri izbranih štirih razredih rezultat zelo podoben kot pri k-povprečjih.
Kažejo se enake prednosti nenadzorovanega učenja. Tudi tu so razredi enakomerno raz-
porejeni glede na vrednosti subjektivnih ocen, raztrosi so relativno majhni. Tudi pri
tej metodi imajo razredi z nižjimi subjektivnimi ocenami manǰse število vzorcev. Po-




4.1.4 Rastoča samoorganizirajoča mreža
Z rastočo samoorganizirajočo mrežo dobimo podobne rezultate kot pri preǰsnjih dveh
metodah, le da tu ne moremo izbirati števila razredov. Rezultate učenja prikazuje
diagram na sliki 4.5. Na našem primeru s to metodo pri vzorcih z nižjimi ocenami
ne dobimo tako dobrih rezultatov, saj je raztros pri tem razredu nekoliko vǐsji kot
pri ostalih metodah nenadzorovanega učenja. To je posledica tega, da se pri tem
algoritmu novi nevroni dodajajo sproti in se po celotni množici podatkov v našem
primeru ne razporedijo tako dobro. Ta metoda je primerneǰsa za popisovanje močno
razvejanih množic podatkov, v našem primeru zato ne deluje tako dobro kot navadna
samoorganizirajoča mreža.
Slika 4.5: Rezultati učenja z algoritmom rastoče samoorganizirajoče mreže.
4.1.5 DBSCAN
Pri učenju z metodo DBSCAN smo uporabili naslednja parametra:
– največja razdalja za razred ϵ = 0,75,
– najmanǰse število točk v razredu MinPts = 6.
S takima vrednostma ϵ in MinPts dobimo približno enako število razredov kot pri
ostalih metodah. Opazimo, da pri metodi DBSCAN težko vplivamo na število razredov.
V našem primeru vedno poskušamo doseči, da razred s podatki, označenimi kot šum,
vsebuje čim manj podatkov.
Diagram na sliki 4.6 prikazuje rezultate pri učenju z metodo DBSCAN. Na diagramu
razred 0 predstavlja podatke, ki jih algoritem označi kot šum, ki ne spada v nobenega
od ostalih razredov. Pri tej metodi je nemogoče ločiti podatke s slabimi subjektivnimi
ocenami od ostalih, saj so očitno podatki v večdimenzijskem prostoru glede na gostoto
razporejeni relativno enakomerno. Ker algoritem DBSCAN ǐsče roje podatkov glede na
gostoto podatkov, je za iskanje rojev na teh podatkih neprimeren. Mogoče je opaziti,
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da ta algoritem podatke z visokimi ocenami razporeja v razred s približno enakim
raztrosom in številom podatkov kot pri ostalih metodah nenadzorovanega učenja, saj
so podatki z visoko subjektivno oceno očitno dobro ločeni od ostalih podatkov. Ostali
razredi (2, 3, 4) tu ne nosijo pomembnih informacij o podatkih.
Slika 4.6: Rezultati učenja z DBSCAN.
4.1.6 Izbor primernih algoritmov
Algoritme, s katerimi smo v preǰsnji fazi dobili dobre rezultate, primerjamo še na
podlagi raztrosa in razporeditve značilk po razredih. Za primerjavo izberemo najvǐsjo
raven zvočnega tlaka dB(C), saj pri primerjavi s to značilko lahko jasno opazimo razlike
pri uporabi različnih algoritmov strojnega učenja. Učenje izvajamo na štirih razredih,
za učenje uporabimo vse značilke.
Pri uporabi algoritma k-najbližjih sosedov opazimo, da so razredi približno enako ve-
liki, raztros vrednosti izbrane značilke pa je v razredih relativno velik. V primerjavi z
metodami nenadzorovanega učenja se v tem primeru vrednosti dB(C) v različnih razre-
dih močno prekrivajo, pri razredih 2 in 3 se vrednosti te značilke skoraj ne razlikujejo.
Rezultate prikazuje diagram na sliki 4.7.
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Slika 4.7: Razporeditev najvǐsje vrednosti dB(C) po razredih pri k-NN.
Diagram na sliki 4.8 prikazuje rezultate pri učenju z algoritmom k-povprečij. Opazimo,
da sta razreda z vǐsjimi vrednostmi izbrane značilke veliko manǰsa kot razreda z nižjimi
vrednostmi. Tudi raztros vrednosti značilke znotraj razredov je opazno manǰsi kot pri
k-najbližjih sosedih. To je posledica tega, da z nenadzorovanim učenjem že v osnovi
dobimo bolǰse rezultate, ker algoritma ne poskušamo učiti na podlagi nezanesljivih su-
bjektivnih ocen, temveč na podlagi razporeditve značilk, ki bolje popǐsejo roje vhodnih
podatkov.
Slika 4.8: Razporeditev najvǐsje vrednosti dB(C) po razredih pri k-povprečjih.
Tudi pri uporabi samoorganizirajoče mreže dobimo podobne rezultate kot pri k-povprečjih.
Razporeditev vrednosti značilke je pri izbranih štirih razredih skoraj identična kot pri
preǰsnji metodi. Raztros vrednosti in velikosti razredov sta približno enaka. Rezultati
s samoorganizirajočo mrežo so prikazani na sliki 4.9.
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Slika 4.9: Razporeditev najvǐsje vrednosti dB(C) po razredih pri samoorganizirajoči
mreži.
Na podlagi primerjave ocenimo, da sta za izbran problem najbolj primerna algoritma
k-povprečij in samoorganizirajoča mreža. V naslednjih podpoglavjih zato primerjamo
le omenjena algoritma.
4.2 Določitev števila razredov
Da iz rezultatov učenja dobimo relevantne podatke za naš problem, je treba določiti
primerno število razredov. To je pomembno, ker s premajhnim številom razredov lahko
podatki, ki jih želimo razlikovati med sabo, po učenju pripadajo istemu razredu. Pri
izbiri prevelikega števila razredov lahko več različnih razredov še vedno obravnavamo
kot eno celoto, vendar je treba potem razrede ročno razporediti, rezultati strojnega
učenja pa so manj pregledni, saj s prevelikim številom razredov iz rezultatov ne dobimo
več relevantnih podatkov.
4.2.1 Število razredov pri algoritmu k-povprečij
Za prvi primer primerjave učenja algoritma k-povprečij so bili izbrani štirje razredi.
Rezultat učenja prikazuje diagram na sliki 4.10. Opazimo, da razreda 2 in 3 vsebujeta
več vzorcev kot razreda 0 in 1. Čeprav razred 0 vsebuje največ podatkov z nizkimi
ocenami (ocena nižja od 6), je nekaj teh podatkov tudi v razredu 1, kamor spadajo
vzorci z nekoliko vǐsjimi ocenami. Da bi bolje popisali problem, izberemo za naslednjo
iteracijo učenja 6 razredov.
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Slika 4.10: Rezultati učenja algoritma k-povprečij s štirimi razredi.
Rezultate pri učenju s šestimi razredi prikazuje diagram na sliki 4.11. Pri učenju s
šestimi razredi opazimo, da se razred z najnižjimi ocenami pri šestih razredih razdeli
v dva razreda s približno enako povprečno oceno in raztrosom. Razred 1 iz učenja na
štirih razredih ostane enak (tu razred 2). To nam pove, da ta razred v večdimenzijskem
prostoru očitno ne vsebuje bližnjih ločenih rojev in je raztros subjektivnih ocen pri
tem razredu najverjetneje le posledica nezanesljivega subjektivnega ocenjevanja. Pri
izbranih šestih razredih se tudi vzorci z vǐsjimi ocenami razdelijo na več razredov,
vendar to za iskanje razlogov za slabe ocene ni relevantno.
Slika 4.11: Rezultati učenja algoritma k-povprečij s šestimi razredi.
Diagram na sliki 4.12 prikazuje rezultate učenja na devetih razredih. Opazimo, da so
prvi trije razredi enaki kot pri učenju na šestih razredih, vǐsji razredi pa se delijo na
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veliko število razredov z zelo podobnimi povprečnimi ocenami. Za naš primer ta doda-
tna delitev ni relevantna, zato lahko nadaljnje primerjave opravimo z nižjim številom
razredov.
Slika 4.12: Rezultati učenja algoritma k-povprečij z devetimi razredi.
4.2.2 Število razredov pri samoorganizirajoči mreži
Rezultati učenja samoorganizirajoče mreže s štirimi razredi so podobni kot pri algo-
ritmu k-povprečij. Rezultate prikazuje diagram na sliki 4.13. Tudi v tem primeru
sklepamo, da lahko z večjim številom razredov bolje popǐsemo problem.
Slika 4.13: Rezultati učenja algoritma samoorganizirajoče mreže s topologijo
mreže 1 x 4.
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Na sliki 4.14 primerjamo rezultate pri šestih razredih, spreminjamo tudi obliko samo-
organizirajoče mreže. Če izberemo 6 vozlǐsč v eni vrsti, dobimo podobne rezultate kot
pri k-povprečjih, pri treh vozlǐsčih v dveh vrsticah pa dobimo drugačen rezultat. V tem
primeru so točke z nižjimi ocenami bolj izrazito v spodnjih dveh razredih kot v prvem
primeru. Do tega pride, ker pri izbrani obliki mreže sosednja vozlǐsča drugače vplivajo
na krajne razrede, v katerih so podatki z nižjimi ocenami. Za nadaljnje primerjave
zato izberemo 2 x 3 obliko samoorganizirajoče mreže.
Slika 4.14: Rezultati učenja algoritma samoorganizirajoče mreže s topologijo
mreže 1 x 6 (a) in 2 x 3 (b).
Pri devetih vozlǐsčih v obliki 3 x 3 znova dobimo podobne rezultate kot pri algoritmu
k-povprečij. Diagram na sliki 4.15 prikazuje rezultate s to obliko mreže. Tudi pri
samoorganizirajoči mreži z nadaljnjim povečevanjem števila vozlǐsč ne dobimo dodatnih
informacij o meritvah z nizko subjektivno oceno.
Slika 4.15: Rezultati učenja algoritma samoorganizirajoče mreže s topologijo




Da bi neželen zvok zavor bilo mogoče sproti korigirati med vožnjo avtomobila, je treba
določiti manǰse število najbolj relevantnih značilk. To je potrebno, ker je sprotno proce-
siranje signala iz mikrofonov in pospeškomerov računsko relativno zahtevna operacija,
ki bi jo bilo treba v praksi izvajati na v avtomobil vgrajenemu mikrokrmilniku.
4.3.1 Metoda izbire
Po že prej omenjenih kriterijih spremenljivke rangiramo po primernosti. Ker je veliko
spremenljivk zelo podobnih, je treba izbiro omejiti tako, da z vsako novo spremenljivko
dobimo drugačno informacijo o vhodnem signalu. Zato primerne značilke izločamo na
podlagi medsebojnih korelacijskih koeficientov. Če torej izberemo zelo visok sprejemljiv
medsebojni korelacijski koeficient, so izbrane značilke lahko med seboj močno korelirane
in bi dobili enake rezultate, če bi algoritme nenadzorovanega učenja učili na podlagi npr.
le ene značilke. Če pa je izbrani največji medsebojni korelacijski koeficient prenizek,
lahko izberemo značilke, ki niso relevantne za klasifikacijo.
Spodnji diagrami na levi strani prikazujejo vrednosti izbranih značilk v različnih ra-
zredih in njihov raztros za vsak razred. Želimo izbrati značilke, ki si med seboj po
povprečnih vrednostih v razredih niso preveč podobne, imajo majhen raztros znotraj
razreda in se močno spreminjajo med razredi. Diagrami na desni strani na enak način
kot pri preǰsnjih podpoglavjih prikazujejo rezultate učenja glede na subjektivno oceno,
le da v tem primeru prikazujejo rezultate učenja le z izbranimi značilkami.
Za to primerjavo izberemo med vsemi značilkami štiri najprimerneǰse, spreminjamo pa
največji dovoljen medsebojni korelacijski koeficient.
Na sliki 4.16 so prikazani rezultati pri največjem Pearsonovem korelacijskem koeficientu
0,6. Opazimo, da je izrazit le en razred z nižjimi subjektivnimi ocenami, saj imajo tri
od štirih značilk pri treh razredih z najnižjimi ocenami skoraj konstantne vrednosti,
tudi raztros vrednosti značilk je tu večji od razlike med povprečjem značilk med razredi.
Očitno je treba izbrati vǐsjo vrednost največjega dovoljenega korelacijskega koeficienta.
Izbrane značilke so:
– najvǐsja vrednost RMS visokih frekvenc,
– kurtosis visokih vrekvenc,
– najvǐsja grobost,
– najvǐsja amplituda fluktuacije.
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Slika 4.16: Vrednosti značilk (a) in porazdelitev razredov glede na subjektivne ocene
(b) pri ponovnem učenju samoorganizirajoče mreže s štirimi značilkami pri največjem
korelacijskem koeficientu 0,6.
Slika 4.17 prikazuje rezultate ponovnega učenja pri največjem dovoljenem korelacijskem
koeficientu 0,8. Opazimo, da so v tem primeru rezultati skoraj enaki kot pri učenju na
vseh stotih značilkah. Očitno je primerna vrednosti največjega korelacijskega koefici-
enta okoli vrednosti 0,8.
Izbrane značilke so:
– najvǐsja vrednost RMS visokih frekvenc,
– najvǐsja grobost,
– najvǐsja amplituda fluktuacije,
– najvǐsja tonalnost.
Slika 4.17: Vrednosti značilk (a) in porazdelitev razredov glede na subjektivne ocene
(b) pri ponovnem učenju samoorganizirajoče mreže s štirimi značilkami pri največjem
korelacijskem koeficientu 0,8.
Diagrama na sliki 4.18 prikazuje rezultate, če glede na korelacijski koeficient ne izva-
jamo selekcije nad izbranimi značilkami. Vidimo lahko, da zaradi podobnosti značilk
ne dobimo novih informacij za razlikovanje med razredi. Opazimo tudi, da so vzorci z
nižjimi subjektivnimi ocenami razporejeni med več razredov kot pri zgornjem primeru,




– najvǐsja vrednost RMS visokih frekvenc (mikrofon),
– najvǐsja vrednost dB(A),
– najvǐsja vrednost RMS visokih frekvenc (piezo zaznavalo),
– najvǐsja vrednost dB(B).
Slika 4.18: Vrednosti značilk (a) in porazdelitev razredov glede na subjektivne ocene
(b) pri ponovnem učenju samoorganizirajoče mreže s štirimi značilkami pri največjem
korelacijskem koeficientu 1.
4.3.2 Število značilk
V tem podpoglavju primerjamo rezultate ponovnega učenja z različnim številom izbra-
nih značilk. V vseh primerih uporabimo vrednost največjega dovoljenega Pearsonovega
korelacijskega koeficienta 0,9. Primerjavo izvajamo le pri uporabi samoorganizirajoče
mreže, saj se glede izbire značilk algoritma k-povprečij in samoorganizirajoča mreža
obnašata približno enako.
Diagrama na sliki 4.19 prikazujeta rezultate pri izbranih dveh značilkah. Razreda 0 in
2 sta zaradi različnih povprečnih vrednosti značilk v teh razredih skoraj enaka kot pri
učenju na vseh značilkah. Pri razredih z vǐsjimi ocenami opazimo, da se vzorci skoraj
enakomerno porazdelijo med razredi, saj se pri teh razredih nobena od izbranih značilk
ne spreminja, torej algoritem strojnega učenja med vzorci ne more razlikovati. Očitno
je treba za podobne rezultate kot pri učenju na vseh značilkah izbrati večje število
značilk.
Izbrani značilki sta:




Slika 4.19: Vrednosti značilk (a) in porazdelitev razredov glede na subjektivne ocene
(b) pri ponovnem učenju samoorganizirajoče mreže z dvema značilkama pri
največjem korelacijskem koeficientu 0,9.
Če za ponovno učenje izberemo štiri značilke, dobimo rezultate, ki so bolj podobni
rezultatom pri uporabi vseh značilk. Opazimo lahko, da se pri največjem korelacijskem
koeficientu 0,9 rezultat nekoliko bolj razlikuje od prvega učenja na vseh značilkah kot, če
uporabimo največji korelacijski koeficient 0,8, kot smo storili v preǰsnjem podpoglavju.
Diagrama na sliki 4.20 prikazujeta povprečja in raztrose izbranih značilk glede na
razrede ter razpored subjektivnih ocen vzorcev v razredih.
Izbrane značilke so:
– najvǐsja vrednost RMS visokih frekvenc,
– najvǐsja vrednost dB(LIN),
– najvǐsja tonalnost,
– najvǐsja vrednost dB(A).
Slika 4.20: Vrednosti značilk (a) in porazdelitev razredov glede na subjektivne ocene
(b) pri ponovnem učenju samoorganizirajoče mreže s štirimi značilkami pri največjem
korelacijskem koeficientu 0,9.
Diagrama na sliki 4.21 prikazujeta vrednosti značilk in subjektivne ocene pri ponovnem
učenju samoorganizirajoče mreže s šestimi značilkami. Prva dva razreda, ki sta za naš
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primer najbolj pomembna, sta tudi v tem primeru skoraj enaka kot pri učenju na vseh
značilkah. Rezultati niso opazno bolǰsi kot pri učenju s štirimi značilkami. Ker želimo
za učenje zaradi procesorske moči uporabiti čim manǰse število značilk, se odločimo, da
bomo za končno primerjavo algoritmov uporabili le štiri značilke. Podobne rezultate
dobimo pri primerjavi izbire značilk za algoritem k-povprečij.
Izbrane značilke so:
– najvǐsja vrednost RMS visokih frekvenc,
– najvǐsja vrednost dB(C),
– najvǐsja tonalnost,
– najvǐsja amplituda fluktuacije,
– povprečna amplituda vrhov,
– povprečna frekvenca pulzov v signalu.
Slika 4.21: Vrednosti značilk (a) in porazdelitev razredov glede na subjektivne ocene
(b) pri ponovnem učenju samoorganizirajoče mreže s šestimi značilkami pri največjem
korelacijskem koeficientu 0,9.
4.4 Učenje z izbranimi značilkami
Ko smo izbrali najbolǰse parametre za ponovno učenje algoritmov strojnega učenja
z izbranimi značilkami, je treba izvesti primerjavo rezultatov z vsemi značilkami in
z izbranimi značilkami. Rezultate primerjamo na največji vrednosti dB(C), ker so
vrednoti te značilke med razredi razporejene tako, da so opazne razlike med različnimi
algoritmi. Subjektivne ocene zaradi velikega raztrosa niso dobra mera za bolj natančno
primerjavo algoritmov.
Diagrama na sliki 4.22 prikazujeta razporeditev izbrane značilke po razredih pri algo-
ritmu k-povprečij. Primerjamo rezultate pri učenju z vsemi značilkami in z izbranimi
štirimi značilkami. Opazimo, da se velikosti razredov malenkost spremenijo; predvsem
je to opazno pri razredu 1, pri katerem se pri učenju z manj značilkami število vzorcev
v razredu nekoliko zmanǰsa, razred 0 pa je večji.
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Slika 4.22: Primerjava rezultatov pri učenju z vsemi značilkami (a) in z izbranimi
štirimi značilkami (b) pri algoritmu k-povprečij; z modrimi pikami so označene
najvǐsje vrednosti dB(C) v posnetku.
Ob uporabi manǰsega števila značilk je raztros spremenljivk vedno večji, saj imajo
algoritmi nenadzorovanega učenja manǰse število informacij, na podlagi katerih podatke
razvrščajo v razrede.
Tudi če primerjamo deleže vzorcev, ki pripadajo različnim razredom v preglednici 4.1,
opazimo enako kot na zgornjih diagramih. Pri učenju s štirimi značilkami razred z
najnižjimi subjektivnimi ocenami vsebuje večino vzorcev iz spodnjih dveh razredov pri
uporabi vseh značilk. Vzorci z vǐsjimi subjektivnimi ocenami se posledično nekoliko
drugače razporedijo med vǐsjimi razredi.
Preglednica 4.1: Ujemanje razporejanja podatkov v razrede pri uporabi algoritma k-
povprečij, učenje z vsemi značilkami in s štirimi značilkami.
k-povprečja [%] (štiri značilke)
k-povprečja [%]
(vse značilke)
Razred 0 1 2 3 4 5
0 6,71 0 0,22 0 0 0
1 4,70 0,22 0,67 0 0 0
2 0,22 11,63 0 0 0 0
3 0,22 1,57 14,32 3,80 3,80 0
4 0 1,34 0,22 6,49 13,65 2,01
5 0 0 0 0 6,94 21,25
Diagrama na sliki 4.23 prikazujeta enako primerjavo na algoritmu samoorganizirajoče
mreže. Opazimo, da se tu pri prehodu na učenje s štirimi značilkami zmanǰsa razred
3, povečata pa se razreda 4 in 1. Opazimo nekoliko večji raztros vrednosti značilke po
razredih, še vedno pa so izrazito ločeni vzorci z nizkimi subjektivnimi ocenami.
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Slika 4.23: Primerjava rezultatov pri učenju z vsemi značilkami (a) in z izbranimi
štirimi značilkami (b) pri algoritmu samoorganizirajoče mreže; z modrimi pikami so
označene najvǐsje vrednosti dB(C) v posnetku.
Tudi pri primerjavi razporeditve vzorcev med razredi v preglednici 4.2 opazimo enake
razlike kot pri uporabi algoritma k-povprečij. Pri uporabi štirih značilk se združita
razreda z nižjimi subjektivnimi ocenami, pri vǐsjih razredih se razporeditev tudi v tem
primeru nekoliko spremeni.
Preglednica 4.2: Ujemanje razporejanja podatkov v razrede pri uporabi samoorganizi-
rajoče mreže, učenje z vsemi značilkami in s štirimi značilkami.
SOM [%] (štiri značilke)
SOM [%]
(vse značilke)
Razred 0 1 2 3 4 5
0 6,94 0 0 0,22 0 0
1 4,25 0,22 0,22 0,45 0 0
2 0 11,86 0 0,22 1,57 0
3 0 0,89 2,24 4,47 0,22 2,01
4 0 1,79 0,45 18,56 12,08 1,79
5 0 0,22 0 0,67 12,98 15,66
4.4.1 Primerjava algoritmov na rezultatih
Pri učenju na vseh značilkah sta rezultata pri algoritmih k-povprečij in samoorgani-
zirajoče mreže podobna. Opazimo, da je pri uporabi samoorganizirajoče mreže bolj
očitna ločitev med razredoma 0 in 1, razred 1 vsebuje nekoliko manj vzorcev kot pri
k-povprečjih. Primerjavo diagramov prikazuje slika 4.24. Pri uporabi vseh značilk bi
bil algoritem SOM torej bolj primeren za naš primer.
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Slika 4.24: Primerjava rezultatov pri učenju z vsemi značilkami pri algoritmu
k-povprečij (a) in samoorganizirajoče mreže (b); z modrimi pikami so označene
najvǐsje vrednosti dB(C) v posnetku.
Če primerjamo razporeditev vzorcev po razredih v preglednici 4.3, spet opazimo, da
se trije z najnižjimi ocenami skoraj popolnoma ujemajo, vzorci so drugače razporejeni
pri vǐsjih subjektivnih ocenah, tu je razred 2 pri SOM večji, saj vsebuje del vzorcev iz
razreda 4 pri algoritmu k-povprečij.
Preglednica 4.3: Ujemanje razporejanja podatkov v razrede pri uporabi samoorganizi-
rajoče mreže in k-povprečij, učenje z vsemi značilkami.
k-povprečja [%] (vse značilke)
SOM [%]
(vse značilke)
Razred 0 1 2 3 4 5
0 6,94 0,89 0 0 0 0
1 0 4,70 0,22 0 0 0
2 0 0 11,63 0 4,70 0
3 0 0 0 18,79 0,22 0
4 0 0 0 4,92 13,64 0
5 0 0 0 0 5,15 28,19
Če primerjamo rezultate učenja s štirimi značilkami, opazimo, da razred z najvǐsjimi
subjektivnimi ocenami (razred 5) pri uporabi samoorganizirajoče mreže vsebuje več
vzorcev. Primerjavo prikazuje slika 4.25. Pri ostalih razredih je število vzorcev zelo
podobno, tudi razporeditev vrednosti značilke je podobna. Če opazujemo samo ra-




Slika 4.25: Primerjava rezultatov pri učenju z izbranimi štirimi značilkami pri
algoritmu k-povprečij (a) in samoorganizirajoče mreže (b); z modrimi pikami so
označene najvǐsje vrednosti dB(C) v posnetku.
Če oba algoritma primerjamo glede razporeditve vzorcev v razrede na preglednici 4.4,
opazimo podobno. Pri izbranih šestih razredih za klasifikacijo je pri uporabi štirih
značilk večji delež vzorcev v razredih z nižjimi subjektivnimi ocenami.
Preglednica 4.4: Ujemanje razporejanja podatkov v razrede pri uporabi samoorganizi-
rajoče mreže in k-povprečij, učenje s štirimi značilkami.
k-povprečja [%] (štiri značilke)
SOM [%]
(štiri značilke)
Razred 0 1 2 3 4 5
0 8,72 0 0,22 0 0 0
1 2,24 11,19 0 0 0 0
2 0,89 0 14,77 0 0 0
3 0 0,44 0,44 6,94 3,13 0,45
4 0 2,91 0 0,45 21,25 0
5 0 0,22 0 2,91 0 22,81
Pri uporabi majhnega števila značilk je tako razlika med algoritmoma zelo majhna.
Večjo razliko opazimo pri uporabi velikega števila značilk, kjer algoritem SOM pri
primerjavi na vrednosti značilk vzorcev nekoliko bolje ločuje med razredi z nižjimi
subjektivnimi ocenami.
4.4.2 Zamenjava subjektivnega ocenjevanja z izbranim algo-
ritmom
Da lahko trdimo, da z algoritmi nenadzorovanega učenja lahko izbolǰsamo prepozna-
vanje stick-slip efekta na avtomobilskih zavorah pri speljevanju, je treba vrednotiti
izbrane značilke in njihove vrednosti v različnih razredih glede na fizikalno ozadje po-
javov, ki jih želimo zaznati.
Značilke, ki se največkrat pojavijo kot relevantne glede na izbrana merila, so:
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– najvǐsja vrednost RMS visokih frekvenc,
– najvǐsja vrednost dB(A, B, C in LIN),
– najvǐsja tonalnost,
– najvǐsja amplituda modulacije,
– najvǐsja grobost,
– najvǐsja vrednost kurtosis visokih frekvenc.
Najvǐsja vrednost RMS visokih frekvenc in najvǐsja tonalnost sta značilki, ki najbolj
očitno ločujeta razrede s slabimi subjektivnimi ocenami, kjer je bilo mogoče jasno
zaznati neprijeten zvok zavor. Njuna vrednost je visoka pri razredih z nizkimi subjek-
tivnimi ocenami, pri drugih razredih pa pade na vrednost blizu 0; obe značilki sta
prikazani na sliki 4.19. To, da sta ti značilki smatrani kot relevantni, je smiselno, saj
je moteč zvok sestavljen iz hitrih pulzov (vsebujejo visoke frekvence), ki se ponavljajo
pri frekvenci pod 500 Hz (nizka dominantna frekvenca). Vsebnost visokih frekvenc v
pulzih pojasni, zakaj so najvǐsje vrednosti RMS visokih frekvenc relevantne za pre-
poznavanje motečega pojava. Z uporabo tonalnosti je moč zaznati nizko dominantno
frekvenco v signalu, ki je posledica pulzov.
Za zaznavanje pulzov v signalu je primerna uporaba vrednosti kurtosis, ki je tudi po
našem kriteriju relevantna značilka glede na razrede.
Druga skupina relevantnih značilk so najvǐsje vrednosti ravni signala (utežbe A, B, C in
LIN). Te vrednosti se glede na razrede spreminjajo linearno tako, da imajo v razredih
z najnižjimi subjektivnimi ocenami visoko vrednost, pri razredih z visokimi ocenami
pa nizko vrednost. Vpliv ravni zvoka na subjektivne ocene je smiseln, saj zvok zaradi
stick-slip efekta na zavorah vpliva na raven signala na posnetku.
Relevantni značilki sta tudi najvǐsji vrednosti amplitude fluktuacije in grobosti, ki
imata pri najvǐsje ocenjenem razredu nizko vrednost. Za zaznavanje motečega zvoka
pri speljevanju sta primerni, saj sta dobri za zaznavanje periodičnega spreminjanja
amplitude signala, kar je podobna lastnost signala kot pulzi, ki jih zaznavamo v našem
primeru.
Kot pomembne se pojavijo tudi nekatere značilke, ki so povezane z zaznavanjem pulzov
v signalu in so izračunane v časovni domeni (povprečna amplituda vrhov, povprečna
frekvenca pulzov). Te značilke bi bile pri analizi vibracij na zavorah v realnem času
veliko bolj uporabne, saj pri njih lahko dosežemo bistveno bolǰso časovno ločljivost kot
pri ostalih značilkah, ki so izračunane v frekvenčni domeni.
Diagram na sliki 4.26 prikazuje primerjavo razporejanja v razrede za k-NN algoritem,
SOM in algoritem k-povprečij v primerjavi s subjektivnimi ocenami za prvih 100 meri-
tev. Opazimo, da algoritmi nenadzorovanega učenja bolj natančno sledijo vrednostim
subjektivnega ocenjevanja v primerjavi s k-NN algoritmom. Opazimo tudi, da je pri
nekaterih meritvah očitna napaka subjektivnih ocenjevalcev. Primer take napake je
opazen pri vzorcih med 90 in 100, kjer je vrednost subjektivne ocene veliko vǐsja od
predvidene vrednosti glede na algoritme strojnega učenja.
Ujemanje izbranih treh algoritmov strojnega učenja s subjektivnimi ocenami primer-
jamo še na podlagi R2 koeficienta, s katerim vrednotimo odstopanje ocenjevanja s
strojnim učenjem od linearne odvisnosti glede na subjektivne ocene. Bolǰse ujemanje





– k-najbližji sosedje: 0,54.
Ker ima algoritem SOM ima najvǐsjo vrednost ujemanja s subjektivnimi ocenami glede
na R2 lahko trdimo, da najbolje zamenja subjektivno ocenjevanje. Ta primerjava potrdi
izbiro algoritma SOM kot najbolj primernega in pokaže, da sta algoritma nenadzoro-
vanega učenja bolǰsa za obravnavani problem.
Slika 4.26: Primerjava rezultatov algoritma k-NN (vijolična), SOM (modra) in
algoritma k-povprečij (zelena) s subjektivnimi ocenami (rdeča) na prvih 100 meritvah.
Na podlagi rezultatov nenadzorovanega učenja in primerjave s subjektivnimi ocenami
(in rezultati nadzorovanega učenja) lahko trdimo, da ocenjevanje lahko zamenjamo
z algoritmom in s tem izbolǰsamo zanesljivost zaznavanja človeku neprijetnega zvoka
zavor pri speljevanju in zaviranju.
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5 Zaključki
V tej nalogi smo iskali primerno metodo strojnega učenja, da bi najbolje objektivno
ovrednotili zvočne posnetke, ki so bili predhodno tudi subjektivno ocenjeni.
1. Izbrali smo primerne algoritme strojnega učenja, za obravnavani primer sta naj-
bolǰsa SOM in k-povprečja.
2. Določili smo primerne parametre učenja za vse algoritme.
3. Izbrane algoritme smo primerjali s subjektivnim ocenjevanjem na primeru iz in-
dustrije.
4. Predlagali smo metodo za izbor manǰsega števila značilk in ugotovili, da so za
izbrani primer najbolj pomembne najvǐsje vrednosti psihoakustičnih značilk v
signalu (tonalnost, amplituda mudulacije, grobost), vrednost RMS visokih fre-
kvenc, najvǐsja raven signala dB(A, B, C in LIN) in najvǐsja vrednost kurtosis
visokih frekvenc.
5. Ugotovili smo, da je najprimerneǰsa metoda strojnega učenja za naš primer samo-
organizirajoča mreža. Pri primerjavi odstopanja od idealne linearne odvisnosti
glede na subjektivne ocene s koeficientom R2 dobimo za algoritem SOM vrednost
0,84, za k-povprečja 0,76 in za k-NN 0,54.
6. Zamenjali smo subjektivno ocenjevanje z bolj zanesljivo, hitreǰso in ceneǰso me-
todo.
Ugotovili smo, da z metodami strojnega učenja lahko ponovimo in tudi izbolǰsamo re-
zultate subjektivnega ocenjevanja, z uporabo nenadzorovanega učenja pa lahko preko
opazovanja fizikalnih pojavov, ki vplivajo na subjektivne ocene, dosežemo bolj zane-
sljivo prepoznavanje določenih značilnosti signala, kot je to mogoče s subjektivnim
ocenjevanjem.
Če bi nadaljevali delo na tem primeru, bi lahko na osnovi naših zaključkov izvedli pro-
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Priloga A
Podana programska koda v jeziku Python predstavlja uporabljene metode za učenje
in klasifikacijo z izbranimi algoritmi, obdelavo podatkov in rezultatov, izris v delu
uporabljenih diagramov in izbor značilk.
1 #Uvoz knjiznic
2
3 import pandas as pd
4 import numpy as np; np.random.seed (0)
5 from scipy.stats import pearsonr
6 import matplotlib.pyplot as plt
7 from minisom import MiniSom
8 import time
9 from sklearn.neighbors import KNeighborsClassifier
10 from sklearn.cluster import KMeans
11 from sklearn.model_selection import train_test_split
12 import seaborn as sns; sns.set()
13 sns.set_style("white")
14 from sklearn.cluster import DBSCAN
15 import random
16 from ColorIt import * #ColorIt.py
17 initColorIt ()
18 from mpl_toolkits.mplot3d import Axes3D
19 import gsom
20
21 ### uvoz podatkov iz excel datoteke
22








31 print(param , "parametrov")
32
33
34 #NORMALIZACIJA PARAMETROV MED 0 IN 1
35 nor_d3 = np.empty((param ,dolzina))
36
37 for x in range(param):
38 stolpec=podatki[:,x]
















53 nor_d2 = np.load(’podatki_zavore_vse.npy’)
54 ocene = np.load(’ocene.npy’)
55 dolzina=nor_d2.shape [0]######################
56 pisno_kategorije=np.load(’pisno_kategorije.npy’)
57 vse_skupaj=np.column_stack ([ocene , nor_d2 ])
58
59 velikost_test =0.4
60 print("Test: "+str(velikost_test *100)+"%")
61 x_train ,x_test = train_test_split(vse_skupaj ,test_size=velikost_test)
62
63 oc_train=x_train [:,0]












76 koliko_spr =10#prikaz najboljsih
77
78 stevilo_spr_izbor =4#koliko izberemo za nadalnje ucenje






















98 som.train_random(train , iterations)
99 elapsed_time=time.time()-start_time




104 rezultat = np.zeros (( dolzina_test ,1))
105 rezultat2 = np.zeros (( dolzina_test ,1))
106 arr =[]




110 for cnt , xx in enumerate(test):




115 for x in range(som_grid_columns):
116 for y in range(som_grid_rows):







124 print(elapsed_time , " s, cas izracuna SOM")
125
126 #vse razrede razporedimo v eno vrstico
127 arr_flat =[]
128 arr_flat=np.ndarray(shape =( som_grid_columns*som_grid_rows ,dolzina_test
), dtype=float)
129 rezultat_flat=np.zeros(( dolzina_test ,1))
130
131 for z in range(dolzina_test):
132 for x in range(som_grid_columns):




















151 for x in range(dolzina_test):
152 for y in range (s_razredi):










163 b_s=range(0, som_grid_columns*som_grid_rows) #za sortiranje , prilagodi
dolzino
164 zipped_pairs = zip(ave_s , b_s)
165 z = [x for _, x in sorted(zipped_pairs)]
166
167 rez_flat2 =[]
168 for x in range(len(rezultat)):












181 for x in range(dolzina_test):
182 for y in range (s_razredi):









192 stetje_ocen=np.zeros(shape =(s_razredi ,41), dtype=float)
193 for x in range(len(oc_test)):
194 a=int(rezultat[x])
195 oc1=int(oc_test[x]*4)
196 stetje_ocen[a][oc1]= stetje_ocen[a][oc1 ]+1
197
198 deviacije =[]
199 for y in range (s_razredi):
200 vektor_d =[]
201 for x in range(dolzina_test):
202 if rezultat[x]== razlicne_s[y]:
203 vektor_d.append(oc_test[x])







209 print("povprecna standardna deviacija: "+str(dev_avg_som)+" ocene")
210 sort_avg_som=sorted(ave_s)
211 razdalje_ave_som =[]
212 for i in range(len(sort_avg_som) -1):
213 razdalje_ave_som.append(sort_avg_som[i+1]- sort_avg_som[i])
214 razdalja_som=sum(razdalje_ave_som)/len(razdalje_ave_som)
215 print("povprecna razdalja med povprecji v razredu: "+str(razdalja_som)
)
216 std_som=np.std(razdalje_ave_som , dtype=np.float64)
217 print("st.d. razdalj: "+str(std_som))
218
219 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
220 plt.errorbar(ave_s , yy_s , xerr=deviacije , linestyle=’None’, marker=’o’
,color=’black’,capsize =5)
221 for som1 in range(stetje_ocen.shape [0]):
222 for oc_st in range(stetje_ocen.shape [1]):
223 if stetje_ocen[som1][ oc_st ]!=0:
224 pod=int(stetje_ocen[som1][ oc_st])
225 mn=pod *30







233 #povprecje znacilk za vsak razred
234 zn_stevec=np.zeros (( som_grid_columns*som_grid_rows ,1))#KOLIKO JE VELIK
RAZRED
235 zn_sum=np.zeros((test.shape[1], som_grid_columns*som_grid_rows))#
SESTEVEK ZNACILK ZA POVPRECJE
236 for z in range(dolzina_test):
237 for raz in range(som_grid_columns*som_grid_rows):
238 if rezultat_flat[z]== raz:
239 zn_stevec[raz]= zn_stevec[raz]+1




244 for raz in range(som_grid_columns*som_grid_rows):
245 for zna in range(test.shape [1]):
246 zn_avg[zna][raz]= zn_sum[zna][raz]/ zn_stevec[raz]
247
248 #standardne deviacije med razredi za vsako znacilko
249 zn_std=np.zeros((test.shape [1] ,1))
250 for zna in range(test.shape [1]):
251 povp_vek=zn_avg[zna ][:]
252 zn_std[zna]=np.std(povp_vek , dtype=np.float64)
253
254 #standarde deviacije za vsak razred , za izbor znacilk
255 zn_deviacije=np.zeros((test.shape[1], som_grid_columns*som_grid_rows))
256
257 for zna in range(test.shape [1]):




260 for vz in range(test.shape [0]):
261 if rezultat_flat[vz]== raz:
262 vek.append(test[vz][zna])
263 zn_deviacije[zna][raz]=np.std(vek , dtype=np.float64)
264 zn_pov_deviacije=np.zeros((test.shape [1] ,1))






271 ###izbor znacilk glede na medsebojno korelacijo , da dobimo razlicne
podatke iz razlicnih znacilk





277 while dovolj ==0:
278 kor_pogoj =0
279 kor_stevec =0
280 while kor_pogoj ==0:
281 vrednosti=zn_avg[np.asscalar(izbor_spr[kor_stevec ])][:]
282 korelacije =[]
283 for i in range(len(izbor)):










294 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
295 for st in range(len(izbor)):
296 col=( random.uniform (0.05 ,0.95) ,random.uniform (0.05 ,0.95) ,random.
uniform (0.05 ,0.95))
297 print (background (’te barve je: ’+str(pisno_kategorije[izbor[st
]]), (int(col [0]*255) , int(col [1]*255) , int(col [2]*255))))
298 vrednosti_povp=zn_avg[izbor[st ]][:]
299 plt.plot(np.linspace(0, som_grid_columns*som_grid_rows -1,
som_grid_columns*som_grid_rows),vrednosti_povp , color=col)
300 plt.errorbar(np.linspace(0, som_grid_columns*som_grid_rows -1,
som_grid_columns*som_grid_rows), vrednosti_povp , yerr=zn_deviacije






305 for l in range(len(izbor)):
306 vektor_imen.append(pisno_kategorije[izbor[l]])
307 plt.legend(vektor_imen)
308 #plt.legend ([str(pisno_kategorije[izbor [0]]) ,str(pisno_kategorije[





















326 som.train_random(train_novo , iterations)
327 elapsed_time=time.time()-start_time




332 rezultat = np.zeros (( dolzina_test ,1))
333 rezultat2 = np.zeros (( dolzina_test ,1))
334 arr =[]
335 arr=np.ndarray(shape=( som_grid_columns ,som_grid_rows ,dolzina_test),
dtype=float)
336
337 for cnt , xx in enumerate(test_novo):




342 for x in range(som_grid_columns):
343 for y in range(som_grid_rows):






350 print(elapsed_time , " s, cas izracuna SOM")
351
352 #vse razrede razporedimo v eno vrstico
353 arr_flat =[]
354 arr_flat=np.ndarray(shape =( som_grid_columns*som_grid_rows ,dolzina_test
), dtype=float)
355 rezultat_flat=np.zeros (( dolzina_test ,1))
356
357 for z in range(dolzina_test):
358 for x in range(som_grid_columns):



















376 for x in range(dolzina_test):
377 for y in range (s_razredi):










388 b_s=range(0, som_grid_columns*som_grid_rows) #za sortiranje , prilagodi
dolzino
389 zipped_pairs = zip(ave_s , b_s)
390 z = [x for _, x in sorted(zipped_pairs)]
391
392 rez_flat2 =[]
393 for x in range(len(rezultat)):












406 for x in range(dolzina_test):
407 for y in range (s_razredi):









417 stetje_ocen=np.zeros(shape =(s_razredi ,41), dtype=float)









425 for y in range (s_razredi):
426 vektor_d =[]
427 for x in range(dolzina_test):
428 if rezultat[x]== razlicne_s[y]:
429 vektor_d.append(oc_test[x])





435 print("povprecna standardna deviacija: "+str(dev_avg_som)+" ocene")
436 sort_avg_som=sorted(ave_s)
437 razdalje_ave_som =[]
438 for i in range(len(sort_avg_som) -1):
439 razdalje_ave_som.append(sort_avg_som[i+1]- sort_avg_som[i])
440 razdalja_som=sum(razdalje_ave_som)/len(razdalje_ave_som)
441 print("povprecna razdalja med povprecji v razredu: "+str(razdalja_som)
)
442 std_som=np.std(razdalje_ave_som , dtype=np.float64)
443 print("st.d. razdalj: "+str(std_som))
444
445 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
446 plt.errorbar(ave_s , yy_s , xerr=deviacije , linestyle=’None’, marker=’o’
,color=’black’,capsize =5)
447 for som1 in range(stetje_ocen.shape [0]):
448 for oc_st in range(stetje_ocen.shape [1]):
449 if stetje_ocen[som1][ oc_st ]!=0:
450 pod=int(stetje_ocen[som1][ oc_st])
451 mn=pod *30












464 razredi=s_razredi #enako razredov kot som
465 kmeans =[]
466 kmeans = KMeans(n_clusters=razredi , random_state =0).fit(train)#
vzamemmo isto stevilo razredov kot pri som
467 arr =[]
468 arr=np.ndarray(shape=(razredi ,test.shape [0]), dtype=float)
469 rez_km =[]
470 rez_km=np.empty((test.shape [0] ,1))
471













483 for x in range(dolzina_test):
484 for y in range (m_razredi):











496 b_m=range(0, razredi) #za sortiranje , prilagodi dolzino
497 zipped_pairs = zip(ave_m , b_m)
498 z = [x for _, x in sorted(zipped_pairs)]
499
500 rez_km2 =[]
501 for x in range(len(rez_km)):














516 for x in range(dolzina_test):
517 for y in range (m_razredi):









527 stetje_m=np.zeros(shape =(razredi ,41), dtype=float)









535 for y in range (razredi):
536 vektor_m =[]
537 for x in range(dolzina_test):
538 if rez_km[x]== razlicne_m[y]:
539 vektor_m.append(oc_test[x])





545 print("povprecna standardna deviacija: "+str(dev_avg_m)+" ocene")
546 sort_avg_m=sorted(ave_m)
547 razdalje_ave_m =[]
548 for i in range(len(sort_avg_m) -1):
549 razdalje_ave_m.append(sort_avg_m[i+1]- sort_avg_m[i])
550 razdalja_m=sum(razdalje_ave_m)/len(razdalje_ave_m)
551 print("povprecna razdalja med povprecji v razredu: "+str(razdalja_m))
552 std_m=np.std(razdalje_ave_m , dtype=np.float64)
553 print("st.d. razdalj: "+str(std_m))
554
555 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
556 plt.errorbar(ave_m , yy_m , xerr=deviacije_m , linestyle=’None’, marker=’
o’,color=’black’,capsize =5)
557 for som1 in range(stetje_m.shape [0]):
558 for oc_st in range(stetje_m.shape [1]):
559 if stetje_m[som1][ oc_st ]!=0:
560 pod=int(stetje_m[som1][ oc_st])
561 mn=pod *30







569 #povprecje znacilk za vsak razred
570 zn_stevec_km=np.zeros((s_razredi ,1))#KOLIKO JE VELIK RAZRED
571 zn_sum_km=np.zeros ((test.shape [1], s_razredi))#SEsTEVEK ZNAcILK ZA
POVPREcJE
572 for z in range(dolzina_test):
573 for raz in range(s_razredi):
574 if rez_km[z]== raz:
575 zn_stevec_km[raz]= zn_stevec_km[raz ]+1
576 for zna in range(test.shape [1]):
577 zn_sum_km[zna][raz]= zn_sum_km[zna][raz]+test[z][zna]
578
579 zn_avg_km=np.zeros((test.shape [1], s_razredi))
580 for raz in range(s_razredi):
581 for zna in range(test.shape [1]):
582 zn_avg_km[zna][raz]= zn_sum_km[zna][raz]/ zn_stevec_km[raz]
583




586 for zna in range(test.shape [1]):
587 povp_vek_km=zn_avg_km[zna ][:]
588 zn_std_km[zna]=np.std(povp_vek_km , dtype=np.float64)
589
590 #standarde deviacije za vsak razred , za izbor znacilk
591 zn_deviacije_km=np.zeros ((test.shape [1], som_grid_columns*som_grid_rows
))
592
593 for zna in range(test.shape [1]):
594 for raz in range(som_grid_columns*som_grid_rows):
595 vek=[]
596 for vz in range(test.shape [0]):
597 if rez_km[vz]== raz:
598 vek.append(test[vz][zna])
599 zn_deviacije_km[zna][raz]=np.std(vek , dtype=np.float64)
600 zn_pov_deviacije_km=np.zeros((test.shape [1],1))











612 while dovolj ==0:
613 kor_pogoj =0
614 kor_stevec =0




618 for i in range(len(izbor_km)):












630 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
631 for st in range(len(izbor_km)):
632 col=( random.uniform (0.05 ,0.95) ,random.uniform (0.05 ,0.95) ,random.
uniform (0.05 ,0.95))
633 print (background (’te barve je: ’+str(pisno_kategorije[izbor_km[
st]]), (int(col [0]*255) , int(col [1]*255) , int(col [2]*255))))
634 vrednosti_povp=zn_avg_km[izbor_km[st ]][:]




636 plt.errorbar(np.linspace(0, som_grid_columns*som_grid_rows -1,
som_grid_columns*som_grid_rows), vrednosti_povp , yerr=

















652 kmeans = KMeans(n_clusters=razredi , random_state =0).fit(train_novo_km)
# vzamemmo isto stevilo razredov kot pri som
653 arr =[]
654 arr=np.ndarray(shape=(razredi ,test.shape [0]), dtype=float)
655 rez_km =[]
656 rez_km=np.empty((test.shape [0] ,1))
657











669 for x in range(dolzina_test):
670 for y in range (m_razredi):










681 b_m=range(0, razredi) #za sortiranje , prilagodi dolzino
682 zipped_pairs = zip(ave_m , b_m)
683 z = [x for _, x in sorted(zipped_pairs)]
684
685 rez_km2 =[]
686 for x in range(len(rez_km)):















700 for x in range(dolzina_test):
701 for y in range (m_razredi):










712 stetje_m=np.zeros(shape =(razredi ,41), dtype=float)
713 for x in range(len(oc_test)):
714 a_m=int(rez_km[x])
715 oc1_m=int(oc_test[x]*4)




720 for y in range (razredi):
721 vektor_m =[]
722 for x in range(dolzina_test):
723 if rez_km[x]== razlicne_m[y]:
724 vektor_m.append(oc_test[x])






731 print("povprecna standardna deviacija: "+str(dev_avg_m)+" ocene")
732 sort_avg_m=sorted(ave_m)
733 razdalje_ave_m =[]
734 for i in range(len(sort_avg_m) -1):
735 razdalje_ave_m.append(sort_avg_m[i+1]- sort_avg_m[i])
736 razdalja_m=sum(razdalje_ave_m)/len(razdalje_ave_m)
737 print("povprecna razdalja med povprecji v razredu: "+str(razdalja_m))
738 std_m=np.std(razdalje_ave_m , dtype=np.float64)
739 print("st.d. razdalj: "+str(std_m))
740
741
742 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
743 plt.errorbar(ave_m , yy_m , xerr=deviacije_m , linestyle=’None’, marker=’
o’,color=’black ’,capsize =5)
744 for som1 in range(stetje_m.shape [0]):
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745 for oc_st in range(stetje_m.shape [1]):
746 if stetje_m[som1][ oc_st ]!=0:
747 pod=int(stetje_m[som1][ oc_st])
748 mn=pod *30






















770 kor_tabela=np.zeros ((s_razredi ,s_razredi))
771 for x in range(len(rez_km)):
772 kor_tabela[rezultat_flat[x]][ rez_km[x]]= kor_tabela[rezultat_flat[x
]][ rez_km[x]]+1
773 kor_tabela =100* kor_tabela/len(rez_km) #### odstotki
774 print(kor_tabela) #som razredi na levi
, km zgoraj 0->
775













789 sort_som = np.array(rezultat_flat).argsort ()
790 sorted_znacilka_som = samo_znacilka[sort_som]
791 sorted_razredi_som=np.array(rezultat_flat)[sort_som]
792
793 sort_km = np.array(rez_km).argsort ()
794 sorted_znacilka_km = samo_znacilka[sort_km]
795 sorted_razredi_km=np.array(rez_km)[sort_km]
796





800 figure , ax1 = plt.subplots(figsize =(10 ,7))
801 color = ’tab:red’
802 ax1.set_xlabel(’Vzorec ’)
803 ax1.set_ylabel(’Razred ’, color=color)
804 ax1.plot(sorted_razredi_som , color=color)
805 ax1.tick_params(axis=’y’, labelcolor=color)
806 ax2 = ax1.twinx()
807 color = ’tab:blue’
808 ax2.set_ylabel(’Vrednost znacilke ’, color=color)









817 figure , ax1 = plt.subplots(figsize =(10 ,7))
818 color = ’tab:red’
819 ax1.set_xlabel(’Vzorec ’)
820 ax1.set_ylabel(’Razred ’, color=color)
821 ax1.plot(sorted_razredi_km , color=color)
822 ax1.tick_params(axis=’y’, labelcolor=color)
823 ax2 = ax1.twinx()
824 color = ’tab:blue’
825 ax2.set_ylabel(’Vrednost znacilke ’, color=color)












837 kor_tabela=np.zeros ((s_razredi ,s_razredi))
838
839 for x in range(len(rez_km)):
840 kor_tabela[rezultat_flat[x]][ rez_km[x]]= kor_tabela[rezultat_flat[x
]][ rez_km[x]]+1
841 kor_tabela =100* kor_tabela/len(rez_km) #### odstotki
842 print(kor_tabela) #som razredi na levi
, km zgoraj 0->
843














856 sort_som = np.array(rezultat_flat).argsort ()
857 sorted_znacilka_som = samo_znacilka[sort_som]
858 sorted_razredi_som=np.array(rezultat_flat)[sort_som]
859
860 sort_km = np.array(rez_km).argsort ()
861 sorted_znacilka_km = samo_znacilka[sort_km]
862 sorted_razredi_km=np.array(rez_km)[sort_km]
863
864 print("Izbrana znacilka: ",pisno_kategorije[znacilka_izbrana ])
865 print("SOM:")
866
867 figure , ax1 = plt.subplots(figsize =(10 ,7))
868 color = ’tab:red’
869 ax1.set_xlabel(’Vzorec ’)
870 ax1.set_ylabel(’Razred ’, color=color)
871 ax1.plot(sorted_razredi_som , color=color)
872 ax1.tick_params(axis=’y’, labelcolor=color)
873 ax2 = ax1.twinx()
874 color = ’tab:blue’
875 ax2.set_ylabel(’Vrednost znacilke ’, color=color)









884 figure , ax1 = plt.subplots(figsize =(10 ,7))
885 color = ’tab:red’
886 ax1.set_xlabel(’Vzorec ’)
887 ax1.set_ylabel(’Razred ’, color=color)
888 ax1.plot(sorted_razredi_km , color=color)
889 ax1.tick_params(axis=’y’, labelcolor=color)
890 ax2 = ax1.twinx()
891 color = ’tab:blue’
892 ax2.set_ylabel(’Vrednost znacilke ’, color=color)














906 for x in range(len(oc_train)):
85
Priloga A
907 for y in range(len(meje2) -1):







915 knn = KNeighborsClassifier(n_neighbors =10, metric=’euclidean ’)
916 knn.fit(train , knn_razredi)
917
918 #test
919 y_pred = knn.predict(test)
920 elapsed_time=time.time()-start_time












933 for x in range(dolzina_test):
934 for y in range (k_razredi):









944 stetje_ocen_k=np.zeros(shape =(len(meje2) ,41), dtype=float)







952 for y in range (k_razredi):
953 vektor_k =[]
954 for x in range(dolzina_test):
955 if rezultat_k[x]== razlicne_k[y]:
956 vektor_k.append(oc_test[x])










965 for i in range(len(sort_avg_knn) -1):
966 razdalje_ave_knn.append(sort_avg_knn[i+1]- sort_avg_knn[i])
967 razdalja_knn=sum(razdalje_ave_knn)/len(razdalje_ave_knn)
968 print("povprecna razdalja med povprecji v razredu: "+str(razdalja_knn)
)
969 std_knn=np.std(razdalje_ave_knn , dtype=np.float64)
970 print("st.d. razdalj: "+str(std_knn))
971
972 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
973 plt.errorbar(ave_k , yy_k , xerr=deviacije_k , linestyle=’None’, marker=’
o’,color=’black’,capsize =5)
974 for som1 in range(stetje_ocen_k.shape [0]):
975 for oc_st in range(stetje_ocen_k.shape [1]):
976 if stetje_ocen_k[som1][ oc_st ]!=0:
977 pod=int(stetje_ocen_k[som1][ oc_st])
978 mn=pod *30











990 #povprecje znacilk za vsak razred
991 zn_stevec_k=np.zeros ((s_razredi ,1))#KOLIKO JE VELIK RAZRED
992 zn_sum_k=np.zeros ((test.shape [1], len(meje2) -1))#SEsTEVEK ZNAcILK ZA
POVPREcJE
993 for z in range(dolzina_test):
994 for raz in range(len(meje2) -1):
995 if rezultat_k[z]== raz:
996 zn_stevec_k[raz]= zn_stevec_k[raz ]+1
997 for zna in range(test.shape [1]):
998 zn_sum_k[zna][raz]= zn_sum_k[zna][raz]+test[z][zna]
999
1000 zn_avg_k=np.zeros ((test.shape [1], len(meje2) -1))
1001 for raz in range(len(meje2) -1):
1002 for zna in range(test.shape [1]):
1003 zn_avg_k[zna][raz]= zn_sum_k[zna][raz]/ zn_stevec_k[raz]
1004
1005 #standardne deviacije med razredi za vsako znacilko
1006 zn_std_k=np.zeros ((test.shape [1],1))
1007 for zna in range(test.shape [1]):
1008 povp_vek_k=zn_avg_k[zna ][:]
1009 zn_std_k[zna]=np.std(povp_vek_k , dtype=np.float64)
1010
1011 naj_stevilo_k=koliko_spr #koliko znacilk izberemo
1012 naj_odkloni_index_k = np.argsort(zn_std_k , axis =0)[-naj_stevilo_k :]
1013 naj_odkloni_k=zn_std_k[naj_odkloni_index_k]
1014 pisno_kategorije_k = np.load(’pisno_kategorije.npy’)






1018 naj_za_graf_k=np.zeros(( naj_stevilo_k ,len(meje2) -1))
1019 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
1020 for st in range(naj_stevilo_k):
1021 col=( random.uniform (0.05 ,0.95) ,random.uniform (0.05 ,0.95) ,random.
uniform (0.05 ,0.95))
1022 print (background (’te barve je: ’+str(pisno_kategorije_k[
naj_odkloni_index_k[st]]), (int(col [0]*255) , int(col [1]*255) , int(
col [2]*255))))
1023 vrednosti_povp_k=zn_avg_k[naj_odkloni_index_k[st ]][:]
1024 plt.plot(np.linspace(0, len(meje2)-2, len(meje2) -1),








1032 #razredi in znacilke
1033
















1049 sort_knn = np.array(rezultat_k).argsort ()




1054 print("Izbrana znacilka: ",pisno_kategorije[znacilka_izbrana ])
1055 print("K-NN:")
1056
1057 figure , ax1 = plt.subplots(figsize =(10 ,7))
1058 color = ’tab:red’
1059 ax1.set_xlabel(’Vzorec ’)
1060 ax1.set_ylabel(’Razred ’, color=color)
1061 ax1.plot(sorted_razredi_knn , color=color)
1062 ax1.tick_params(axis=’y’, labelcolor=color)
1063 ax2 = ax1.twinx()
1064 color = ’tab:blue’
1065 ax2.set_ylabel(’Vrednost znacilke ’, color=color)













1076 rezultat_g = np.empty (( dolzina_test ,1))
1077 dataset =(np.array(train))#.transpose ()
1078 mreza =[]
1079 mreza=gsom.GSOM(dataset , spread_factor =0.001)#0.001 prej
1080 mreza.train
1081
1082 for cnt , xx in enumerate(test):






1089 print("Razredov GSOM: "+str(g_razredi))
1090
1091 rezultat_g2 =[]
1092 for y in range(dolzina_test):
1093 for x in range(g_razredi):







1101 for x in range(dolzina_test):










1112 stetje_g=np.zeros(shape =(g_razredi ,41), dtype=float)







1120 for y in range (g_razredi):
1121 vektor_g =[]











1131 print("povprecna standardna deviacija: "+str(dev_avg_g)+" ocene")
1132 sort_avg_g=sorted(ave_g)
1133 razdalje_ave_g =[]
1134 for i in range(len(sort_avg_g) -1):
1135 razdalje_ave_g.append(sort_avg_g[i+1]- sort_avg_g[i])
1136 razdalja_g=sum(razdalje_ave_g)/len(razdalje_ave_g)
1137 print("povprecna razdalja med povprecji v razredu: "+str(razdalja_g))
1138 std_g=np.std(razdalje_ave_g , dtype=np.float64)
1139 print("st.d. razdalj: "+str(std_g))
1140
1141
1142 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
1143 plt.errorbar(ave_g , yy_g , xerr=deviacije_g , linestyle=’None’, marker=’
o’,color=’black ’,capsize =5)
1144 for som1 in range(stetje_g.shape [0]):
1145 for oc_st in range(stetje_g.shape [1]):
1146 if stetje_g[som1][ oc_st ]!=0:
1147 pod=int(stetje_g[som1][ oc_st])
1148 mn=pod *30











1160 clustering = DBSCAN(eps=0.75 , min_samples =6).fit(train) #eps: The
maximum distance between two samples for one to be considered as
in the neighborhood of the other.
1161
1162 knn_db = KNeighborsClassifier(n_neighbors =1, metric=’euclidean ’)
1163 knn_db.fit(train , clustering.labels_)
1164













1178 for y in range(dolzina_test):
90
Priloga A
1179 for x in range(db_razredi):





1185 for x in range(dolzina_test):
1186 for y in range (db_razredi):
1187 if db_pred[x]== razlicne_db[y]:
1188 novo_db[x]=y
1189 stevec_db[y]= stevec_db[y]+1









1199 stetje_ocen_db=np.zeros(shape=( db_razredi ,41), dtype=float)
1200 for x in range(len(oc_test)):
1201 a=int(db_pred[x])
1202 oc1=int(oc_test[x]*4)




1207 for y in range (db_razredi):
1208 vektor_db =[]
1209 for x in range(dolzina_test):
1210 if db_pred[x]== razlicne_db[y]:
1211 vektor_db.append(oc_test[x])





1217 plt.figure(figsize =(10 ,7),facecolor =(1, 1, 1))
1218 plt.errorbar(ave_db , yy_db , xerr=deviacije_db , linestyle=’None’,
marker=’o’,color=’black’,capsize =5)
1219 for som1 in range(stetje_ocen_db.shape [0]):
1220 for oc_st in range(stetje_ocen_db.shape [1]):
1221 if stetje_ocen_db[som1][ oc_st ]!=0:
1222 pod=int(stetje_ocen_db[som1][ oc_st])
1223 mn=pod *30
1224 plt.scatter(oc_st/4, som1 , s=mn ,c=’lightblue ’)
1225
1226 plt.grid(True)
1227 plt.xlabel("Ocena")
1228 plt.ylabel("Razred")
1229 plt.show()
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