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Abstract
We derive the free energy of the chiral Potts model by the infinite
lattice “inversion relation” method. This method is non-rigorous in
that it always needs appropriate analyticity assumptions. Guided by
previous calculations based on exact finite-lattice functional relations,
we find that in addition to the usual assumption that the free energy
be analytic and bounded in some principal domain of the rapidity
parameter space that includes the physical regime, we also need a
much less obvious symmetry. We can then obtain the free energy
by Wiener-Hopf factorization in the complex planes of appropriate
variables. Together with the inversion relation, this symmetry relates
the values of the free energy in all neighbouring domains to those in
the principal domain.
PACS: 05.50.+q, 02.30.Gp
Keywords: Statistical mechanics, lattice models, chiral Potts model,
free energy
1 Introduction
Onsager calculated the free energy of the two-dimensional Ising model
by setting up an algebra that contained the row-to-row transfer matrix
[1]. Kaufman simplified the derivation by using spinor operators (i.e.
a Clifford algebra)[2], and Kasteleyn showed that the result could be
obtained quite directly by pfaffians [3].
Most other solvable models do not appear to be amenable to such
algebraic (in particular free-fermionic) methods. For these there are
∗Fax: 61 2 6125 5549; e-mail: rj.baxter@apex.net.au.
†This work supported in part by the Australian Research Council.
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three main methods of approach (excluding the Bethe ansatz eigenvec-
tor method): the first and third depend explicitly on the Yang-Baxter
or star-triangle relation, the second implicitly.
The first is to set up functional relations for the transfer matrix
T . These define all the eigenvalues of T (for a finite system), so
in principle give the exact free energy for a lattice of M rows and L
columns. Usually one can solve these explicitly only in the large-lattice
limit.
The second is the inversion relation method, due to Stroganov [4].
In this one writes down rotation and inversion relations satisfied by
the free energy of the infinite system. They are functional relations
(sometimes called difference equations), wherein the free energy is
regarded as a function of the rapidity variables (or of their difference,
which is the spectral variable). These relations do not by themselves
define the free energy, any more than the relation f(z + 1) = 2 −
f(z) defines a function f(z) in the complex plane. It is essential to
make appropriate analyticity assumptions to complete the relations:
for instance in our simple example, if we know that f(z) is analytic
and bounded in the vertical strip 0 ≤ ℜ(z) ≤ 1, then it must be
analytic and bounded in the whole plane. By Liouville’s theorem it is
therefore a constant, so f(z) = 1.
The third method depends on using the star-triangle relation to
relate the free energies of the triangular and honeycomb lattices, dif-
ferentiating this and using the fact that the derivatives are local cor-
relations that depend only on two rapidities, rather than three. This
gives a partial differential equation for the derivatives. As far as the
author is aware, this method has been applied only to the Ising and
chiral Potts models [5, 6].
The free energy of the chiral Potts model has been obtained only by
the first and third methods. The result of the first [7, 8] is an explicit
double integral, while the second [6] gives a hierarchy of equations
that implicitly define the free energy (and can be used to obtain the
critical exponent α). Only recently [9] has it been verifed that the two
results are equivalent.
The object of this paper is to use the second method - the inversion
relation method - to obtain the free energy of the N -state chiral Potts
model in the infinite-lattice limit. We do this by starting from the
functional relations of method 1, taking the large-lattice limit, and
showing that
a) the resulting equations can be derived from the inversion and
rotation relations,
b) they can be solved by making certain analyticity assumptions.
In fact we know these assumptions are valid from method 1, but we
offer plausibility arguments in their favour that are independent of
method 1.
We then use Wiener-Hopf factorization methods to solve these
infinite-lattice functional relations, and inevitably obtain the double
integral result of method 1.
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In later papers we intend to further investigate the analyticity
properties of the free energy, or rather of the partition-function per
site κ, as a function of the two rapidity variables p and q. It is a
meromorphic function on a Riemann surface of infinite genus. Each
sheet of this surface can be associated with a point on a lattice in
2N − 1-dimensional space (for N > 2). If one fixes one of the two
rapidities p or q, then the remaining single-rapidity space is only N -
dimensional. (The fact that the two-rapidity surface is only 2N − 1-
dimensional, rather than 2N , is a manifestation of a weak “rapidity
difference property”. Unlike other planar models, it is not obvious
that this property is particularly helpful.)
This surface is not (for N > 2) contained in the surface generated
by the hyperelliptic function variables known to be associated with
the chiral Potts model [10]. Thus it is not a single valued-function
of these particular variables, so cannot be immediately expressed in
terms of hyperelliptic functions of them. However, the surface for the
associated function τ2(tq) is associated with a space of one dimension
less, and is the space spanned by the hyperelliptic variables (after a
simple transformation), so hyperelliptic functions may still be useful
in this problem.
There are two reasons for this investigation. One is that a large
amount of fascinating mathematics has grown out of solvable mod-
els, much of it connected with the explicit Jacobi elliptic function
parametrization that is used in simpler models such as hard hexagons
[11]. Does this generalize to the chiral Potts model and its associated
hyperelliptic function parametrization?
The other reason is the continuing problem of the intriguing con-
jecture for the spontaneous magnetizations of the chiral Potts model
[12, 13, 14]. This remains unproven, but there is an infinite-lattice
functional relation for it [15, 16, 17] which is much like the inversion
relation for the free energy. If one knows how to solve the latter, then
one might hope to use similar techniques to solve the former, and
hence verify the conjecture. Only time will tell!
One interesting result in this paper is (71): an unexpected sim-
ple symmetry relation satisfied by the free energy of the chiral Potts
model.
2 Functional relations for the transfer
matrices
Consider the square lattice L, drawn diagonally as in Figure 1, with
2M rows of L sites and periodic boundary conditions. At each site
i there is a “spin” σi, which takes the values 0, . . . , N − 1. Adjacent
spins i and j (with i below j) interact with Boltzmann weightWpq(σi−
σj) for SW → NE edges, W pq(σi − σj) for SE → NW edges. The
parameters p, q will now be defined.
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Figure 1: The square lattice L of 2M (= 4) rows with L sites per row.
Tq is the transfer matrix of an odd row, Tˆq of an even row. Three
vertical and two horizontal dotted rapidity lines are shown.
Let ω = e2pii/N be the primitive Nth root of unity, and take k, k′
to be two positive real constants, with k, k′ < 1 such that k2+k′2 = 1.
Also, let p = {xp, yp, λp, tp, µp} be a set of complex parameters (“p-
variables”) related by
kxNp = 1− k′/λp , kyNp = 1− k′λp , (1)
xNp + y
N
p = k(1 + x
N
p y
N
p ) , tp = xpyp , λp = µ
N
p . (2)
Only one of these variables is independent. In terms of the ap, bp, cp, dp
of ref. [18], xp = ap/dp, yp = bp/cp, µp = dp/cp. We can regard p as a
point on an algebraic curve in (xp, yp, λp, tp, µp)-space, and refer to it
as a “rapidity”.
Similarly, define “q-variables” q = {xq, yq, λq, tq, µq}. Then the
Boltzmann weight functions are
Wpq(n) = Wpq(n+N) = (µp/µq)
n
n∏
j=1
(yq − ωjxp)/(yp − ωjxq) ,
W pq(n) = W pq(n+N) = (µpµq)
n
n∏
j=1
(ωxp − ωjxq)/(yq − ωjyp) .(3)
Note that Wpq(0) = W pq(0) = 1. We use this normalization
throughout this paper. If xp, xq, yp, yq, ωxp all lie on the unit circle
and are ordered anti-cyclically round it, then the Boltzmann weights
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Wpq(n),W pq(n) are real and positive for all integers n. We refer to
this case as the physical regime.
If Z is the usual partition function, in the physical regime we expect
the limit
κpq = lim
N→∞
Z1/N (4)
to exist, where N is the number of sites of the lattice, and the limit is
to be taken so that the lattice is infinitely large in all directions. We
refer to κpq as the partition function per site. The free energy per site
is
Fpq = −kBT log κpq , (5)
kB being Boltzmann’s constant and T the temperature. Having taken
this limit in the physical regime, we then define κpq outside the regime
by analytic continuation. We shall find that the resulting function κpq
lives on an infinite Reimann surface.
Each edge of the lattice can be regarded as associated with two
rapidity lines, one vertical and one horizontal, as in Figure 1. The
rapidities may be different for different lines. In 3, p is the rapidity of
the vertical line through the edge being considered, q is the rapidity
of the horizontal line.
As in [19], we distinguish alternate columns of the lattice, assign-
ing them vertical rapidities p and p′ as in Figure 1. Then, as in [19],
we can define two NL by NL row-to-row transfer matrices T , Tˆ , cor-
responding to the two types of row of the lattice. They have elements
Tσ,σ′ =
L∏
j=1
Wpq(σj − σj ′)W p′q(σj+1 − σj ′) ,
Tˆσ,σ′ =
L∏
j=1
W pq(σj − σj ′)Wp′q(σj − σj+1′) . (6)
If there are M rows of each type, then the partition function is
Z = Trace(T Tˆ )M . (7)
We regard p and p′ as given, and view T , Tˆ as functions of the
horizontal rapidity q. The parameter µq enters the rhs of (6) only
via its Nth power, so they are uniqely defined if both xq and yq are
prescribed. We write them as T (xq, yq), Tˆ (xq, yq).
Some scalar functions of q that we shall need are
z(tq) =
[
ωµpµp′(tp − tq)(tp′ − tq)/(ypyp′)2
]L
, (8)
zj(tq) = z(tq)z(ωtq) · · · z(ωj−1tq) ,
αq = α(λq) =
[
k′(1− λpλq)(1 − λp′λq)
k2λqyNp y
N
p′
]L
=
[
(yNp − xNq )(tNp′ − tNq )
yNp y
N
p′ (x
N
p′ − xNq )
]L
,
αq = α(1/λq) , αqαq = zN (tq) , (9)
5
rp′,q = rp′(xq, yq) =
{
N(xp′ − xq)(yp′ − yq)(tNp′ − tNq )
(xNp′ − xNq )(yNp′ − yNq )(tp′ − tq)
}L
, (10)
hj,q =
j−1∏
m=1
{
ypyp′(xp′ − ωmxq)
(yp − ωmxq)(tp′ − ωmtq)
}L
. (11)
We shall also need the NL by NL cyclic shift matrix X, with
elements
Xσ,σ′ =
L∏
j=1
δσj ,σ′j+1 . (12)
The T Tˆ relations
Without loss of generality, we can take the integers k, l of [19] to be
0, j. Then the functional relations (3.46) therein become
T (xq, yq) Tˆ (yq, ω
jxq) = rp′,q hj,q
[
τj(tq) + zj(tq)X
j τN−j(ω
jtq)/αq
]
,
(13)
for j = 0, . . . , N .
Here τj(tq) is the transfer matrix of the associated τj model defined
in eqns. (3.44) - (3.48) of [19] (which is related to the superintegrable
chiral Potts model and to the model whose column transfer matrix is
the Q matrix of the six-vertex model [20]). This matrix depends on q
only via the parameter tq: in fact it is is a polynomial in tq of degree
(j − 1)L.
The τ2T relation
Similarly, equation (4.20) of [19] becomes
τ2(tq)T (ωxq, yq) =
[
(yp − ωxq)(tp′ − tq)
ypyp′(xp′ − xq)
]L
T (xq, yq) +
[
ωµpµp′(xp′ − ωxq)(tp − ωtq)
ypyp′(yp − ω2xq)
]L
X T (ω2xq, yq) . (14)
Two other relations can immediately be obtained from (13) and
(14) by interchanging p with p′ and T with Tˆ , while leaving τj(tq)
unchanged. As is shown in (4.22) - (4.30) of [19], one can then deduce
from them two sets of relations involving only the functions τj(tq),
which we now give.
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The τj relations
The relations (4.27) of [19] are
τj(tq)τ2(ω
j−1tq) = z(ω
j−1tq)Xτj−1(tq) + τj+1(tq) , (15)
τj(ωtq)τ2(tq) = z(ωtq)Xτj−1(ω
2tq) + τj+1(tq) , (16)
for j = 1, . . . , N , where τN+1(tq) is defined by
τN+1(tq) = z(tq)XτN−1(ωtq) + (αq + αq)τ1(tq) (17)
and
τ0(tq) = 0 , τ1(tq) = 1 , (18)
i.e. τ1(tq) is the identity matrix.
Invariances
Apart from the relations k2+k′2 = 1, xNp +y
N
p = k(1+x
N
p y
N
p ), all the
above equations are unchanged by multiplying xp, xq, yp, yq, tp, tq, k
by ǫ, ǫ, ǫ, ǫ, ǫ2, ǫ2, ǫ−N , while leaving λp, λq, µp, µq and the functions
T (xq, yq), τj(tq), S(λq) unchanged. This invariance persists if in sec-
tion 3 we write η and 1/η as [(1 − k′)/k]2/N and [(1 + k′)/k]2/N ,
respectively.
Also, zj(tq), αq, αq, hj,q, τj(tq), ξq, S(λq) explicitly contain the fac-
tors β−2j , β−N , β−N , βj−1, β1−j , β−N(N−1)/2, β−N(N−1)/2, where
β = (ypyp′)
L. These factors are “constants” (independent of q) and
cancel out of the functional relations (13) - (17), so we could have re-
defined the functions so as to remove them. We prefer to leave them
in so as to make the previous invariance more explicit.
Comments
Because of the star-triangle relation, the matrices T, Tˆ satisfy the
commutation relations (2.32)- (2.33) of [19]. From this it follows that
there exist invertible matrices P1,P2, independent of the horizontal
rapidity q, such that P−11 T (xq, yq)P2, P
−1
2 Tˆ (xq, yq)P1, P
−1
1 τj(tq)P1 are
all diagonal matrices, for all q. In this sense the functional relations
above can all be simultaneously diagonalized. Their diagonal elements
are then just scalar functional relations for each eigenvalue.
Hereinafter we shall we shall work in this diagonal representation.
Further, we shall only consider the eigenvalue that is the maximum
eigenvalue of T (xq, yq)Tˆ (xq, yq) in the physical regime, so from now
on T (xq, yq), Tˆ (xq, yq), τj(tq) are to be interpreted as the functions
for this particular eigenvalue. From (4) and (7), noting that the the
lattice has N = 2LM sites, the partition function per site is
κpq = lim
L→∞
[
T (xq, yq)Tˆ (xq, yq)
]1/2L
. (19)
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We have distinguished the rapidities p, p′ of the odd and even
vertical rapidity lines as it is easy to go from the above equations
to those for a model where the rapidities p(1), . . . , p(2L) of the 2L
vertical rapidity lines are all different: wherever one sees an expression
involving p, p′ raised to the power L, simply replace it by a product
over the odd and even rapidities, respectively. Thus (11) becomes
hj,q =
j−1∏
m=1
L∏
r=1
{
yp2r−1yp2r(xp2r − ωmxq)
(yp2r−1 − ωmxq)(tp2r − ωmtq)
}
.
However, from now on we shall only consider the fully homogeneous
model, with vertical rapidity p′ = p for all columns. In this case T
and Tˆ differ only in a cyclic shift of the L spins, and since we are
considering only the maximum eigenvalue, the associated eigenvector
is unchanged by such a shift. This eigenvector is also unchanged by
multiplication by X, so hereinafter we take
p′ = p , Tˆ (xq, yq) = T (xq, yq) , X = 1 . (20)
3 Functional relations in the infinite-
lattice limit
We emphasize that the above equations are exact for a lattice with
a finite number L of sites per row. In [7, 8, 21] they were solved in
the limit of L large. A key step in this working was to note that in a
selected domain on the (xq, yq) surface, certain terms in each relation
became exponentially small (relative to the other terms) as L became
large, so could be neglected.
We can identify such terms by examining the low-temperature
limit, when k′ → 0 and k → 1. Similarly to [7], take yp, yq → 1,
xp ≃ tp, xq ≃ tq, λp = O(k′), λq = O(k′). Then z(tq) = O(k′2L/N ),
and from the definitions in [19],
T (xq, yq) ≃ 1 , τ2(tq) ≃ (1− ωtq)L , τj(tq) ≃ O(1) . (21)
It follows that all terms in (15) - (17) that contain the function
z(tq) or αq will be negligible, giving
τj(tq) = τ2(tq)τ(ωtq) · · · τ2(ωj−2tq) , (22)
τ2(tq)τ2(ωtq) · · · τ2(ωN−1tq) = αq . (23)
Similarly, the last term in (14) will be neglible, so
τ2(tq) =
[
(yp − ωxq)(tp − tq)
y2p (xp − xq)
]L
T (xq, yq)
T (ωxq, yq)
. (24)
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Replacing xq, yq, tq in this equation by ω
jxq, yq, ω
jtq and taking the
product over j = 0, . . . , N − 1, we obtain (23).
The last term on the rhs of (13) will also be neglible, provided
λq = o(k
′(N−2j)/N ), i.e. for j = 1, . . . , N . (The j = 0 equation is the
same as j = N , so we lose nothing by ignoring j = 0.)
Taking j = 1, we obtain
T (xq, yq)T (yq, ωxq) = rp,q = rp(xq, yq) . (25)
Keeping yq fixed, replacing j by j − 1 and xq by ωxq in (13), then
dividing the resulting equation into the original equation (13), we get
T (xq, yq)
T (ωxq, yq)
=
{
y2p(xp − xq)
(yp − ωxq)(tp − tq)
}L
τ2(tq) (26)
for j = 2, . . . , N . But this is the same as (24), so there is only one
further equation contained in the set (13), namely (25).1
To summarize: (24) can be regarded as defining τ2(tq), and (22) as
defining τj(tq). The product relation (23) is a direct consequence of
these definitions. So, out of all the functional relations we originally
wrote down, the only relation left that contains information about the
function T (xq, yq) is (25).
The function S(λq)
We shall need another function, also introduced in [7],2 namely
S(λq) = ξ
L
q T (xq, yq)T (ωxq, yq) · · ·T (ωN−1xq, yq) , (27)
where
ξq =
N−1∏
j=1
[
µp (yq − ω−jyp)(yq − ωj+1xp)
y2p
]j
. (28)
In [7, 8] it is shown, for finite L, that S(λq) is a polynomial in λq of
degree (N − 1)L.
Domains
The parameters xq, yq, tq, λq are multi-valued functions of one another
and we have to be careful to identify them when working with the
above equations.
From (1) and (2), tq and λq are related by
k2tNq = 1− k′(λq + λ−1q ) + k′2 . (29)
1To put this point another way, in the large lattice limit all the N + 1 identities (13)
can be obtained from (24) and (25).
2This definition differs from that in [7], but only in an extra factor NN/2
(−1)(N−2)(N−1)/2.
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Figure 2: The complex tq-plane with its N branch cuts M0, . . . ,MN−1
(for N = 3).
Define
η = [(1− k′)/(1 + k′)]1/N , 0 < η < 1 , (30)
and consider the cut tq-plane shown in Figure 2, with branch points
at tq = ω
jη and tq = ω
j/η and a branch cut Mj in between, for
j = 0, . . . N −1,as shown. Then λq is a single-valued analytic function
of tq in this cut plane, and we can require (consistently with the low-
temperature regime considered above) that |λq| < 1. We can then
choose yq to be the solution of (1) such that | arg yq| < π/2N . (If k′
is small, this means that yq ≃ 1.) Finally, we define xq to be tq/yq.
The result is that xq lies in the region E of Figure 3, while yq lies in
the region R0. The boundaries of R0, . . . ,RN−1 are where |λq| = 1.
Let us use the symbol D0 to denote the domain we have just spec-
ified, i.e.
D0 : |λq| < 1 , xq ∈ E , yq ∈ R0 . (31)
Since tq and λq are uniquely determined if both xq and yq are known,
we shall often say that “(xq, yq) lies in D0” if the above constraints are
satisfied, but it must of course be remembered that xq , yq are related
complex variables.
If k′ is small, k ≃ 1 and (xq, yq) lies in D0, then yq ≃ 1 and xq is
barred only from small regions about the N points 1, ω, . . . ωN−1.
If xq is an allowed value in D0, then so are ωjxq, for all integers j.
We shall sometimes regard xq as the independent variable in D0.
We shall need to consider the domains (Riemann sheets in the tq-
variable) neighbouring D0. There are N of these, obtained from D0
by moving tq across one of the N branch cuts in Figure 2. Then xq
moves into one of R0, . . . ,RN−1 in Figure 3, while yq moves into E .
For instance, if we move tq across the cut Mr from ω
rη to ωr/η, we
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Figure 3: The N + 1 regions E ,R0, . . . ,RN−1 of the complex plane
in which xq and yq lie (for N = 3). R0, . . .RN−1 are the
interiors of the approximate circles centred on 1, ω, . . . , ωN−1.
E is the the complex plane outside all N circles.
enter the domain D′r, where
D′r : |λq| > 1 , xq ∈ Rr , yq ∈ E . (32)
Now it is xq that is severely restricted,, while yq is free to move about
most of the complex plane.
By continuation from the low-temperature, small k′, limit, the
functional relations (22) - (28) hold for (xq, yq) and (xp, yp) both lying
in D0, except that we must be particularly careful with (25), since
the arguments (xq, yq), (x
′
q, y
′
q) = (yq, ωxq) of the two T -functions
therein cannot both lie in D0. One of them must lie in a neighbouring
domain, but which domain? The answer is that we want both (xq, yq)
and (x′q, y
′
q) to be in or near the physical regime. Only there can we
expect to obtain the correct free energy in the large-lattice limit.
If (xq, yq) is in the physical regime, then, from our remarks before
(4), xq, yq, tq lie on the unit circle and
arg yq − 2π/N < arg xq < arg yq ,
If it also in D0, then yq must be inside R0, so xq must be on that
portion of the unit circle between between regions R0 and RN−1 in
Figure 3. Hence x′q ∈ R0, so (x′q, y′q) lies in D′0. Writing Tr(xq, yq)
for the analytic continuation of T (xq, yq) to domain D′r, we should
therefore write (25) as
T (xq, yq)T0(yq, ωxq) = rp(xq, yq) . (33)
Alternatively, (x′q, y
′
q) may lie in the physical regime and in D0,
with y′q ∈ R0. Then xq ∈ RN−1 and, dropping the suffixes on (x′q, y′q),
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(25) becomes
TN−1(ω
−1yq, xq)T (xq, yq) = rp(ω
−1yq, xq) . (34)
Both (33) and (34), with (xq, yq) ∈ D0, are valid interpretations of
(25).
We refer to D0 as the principal or central domain (or Riemann
sheet). In a subsequent paper we intend to discuss the full Riemann
surface formed by analytically continuing limL→∞ T (xq, yq)
1/L in both
the q and the p variables.
The inversion relation
We now turn from the first to the second general method for calculat-
ing free energies, the inversion relation method [4, 22, 23, 24]. Let
Dpq = detNW pq(i− j) , Ppq =
N−1∏
n=0
Wpq(n) , (35)
i.e. Dpq is the determinant of the N by N Toeplitz (cyclic) matrix
with entryW pq(i−j) in row i and column j. Then under quite general
circumstances the partition function per site κpq satisfies the inversion
relation
κpqκqp =
[
DpqPpqDqpPqp
]1/N
. (36)
For the chiral Potts model PpqPqp = 1 and (36) becomes, using
(2.48) of [19],
κpqκqp = r
1/L
pq , (37)
where rpq is defined in (10).
Let R be the operator that acts on the rapidity p so that
xRp = yp , yRp = ωxp , µRp = 1/µp . (38)
Then replacing p, q by q,Rp is equivalent to rotating the lattice through
90◦. This does not change the partition function per site, so
κpq = κq,Rp . (39)
Combining (37) and (39) gives
κpqκp,Rq = r
1/L
pq . (40)
Remembering that κpq = T (xq, yq)
1/L, it follows that
T (xq, yq)T (yq, ωxq) = rpq . (41)
This is precisely the relation (25), again with one function T be-
ing understood to be the analytic continuation of the other from the
physical regime. Thus we did not need to go through all the working
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that was necessary in [20], [19] to derive the functional relations (13) -
(18). We could have used the simple inversion relation, obtained (41),
i.e. (25), then defined the auxiliary functions τj(tq), S(λq) so as to
obtain the infinite-lattice relations (22) - (28) above.
4 Solution of the infinite-lattice func-
tional relations
We now solve the infinite-lattice relations (22) - (28) successively for
τ2(tq), S(λq), T (xq, yq), thereby obtaining the partition function per
site κpq. Each side of every one of these relations is a quantity raised
to the power L, and this is the only way L enters the relations. We
should define new functions that are the Lth roots of τ2(tq), S(λq),
T (xq, yq), and write down the Lth roots of each relation. Equivalently,
from now on we formally set
L = 1 (42)
in equations (8) - (11) and (21) - (41).
Thus T (xq, yq), or Tpq, is now the partition function per site κpq
of the lattice, defined as in the paragraph containing (4), (5), i.e.
κpq = Tpq = T (xq, yq) . (43)
Our derivation will be based solely on the inversion relation (25),
as interpreted in (33), and the definitions in (22) - (28). It will nec-
essarily involve various analyticity assumptions, and in making these
we have been heavily guided by the previous derivations in [7], [8]. In
particular, we shall regard τ2(tq) as a function of tq (rather than, say,
xq or µq), and S(λq) as a function of λq. It must be admitted that
from the present point of view this is by no means an obvious thing to
do. We shall present what justifications we can, and attempt to state
clearly the analyticity assumptions that we make.
In particular, the domains D0,D′0, . . . ,D′N−1 are made up of N +1
connected Riemann sheets of the cut tq plane of Figure 2. Together
they are the beginnings of the full Riemann surface on which the
functions live (and which we intend to discuss in a later paper). Here
we only need these domains or sheets. In fact we only need the surface
consisting of D0 and the adjacent neighbourhoods of D′0, . . . ,D′N−1
(obtained by just crossing the branch cuts in Figure 2). Since |λp| < 1,
and on D0 it is true that |λq| < 1, we can choose this surface so that
|λpλq| < 1 on D+ . (44)
Let us call this extended surface D+. It includes the central domain
D0 and all functions are defined on it by analytic continuation from
D0. Then a basic assumption that we make is:
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ASSUMPTION 1: The function T (xq, yq) is non-zero and analytic
on D+.
This is consistent with the low-temperature result and is a stan-
dard assumption in the inversion relation method: the free energy
is analytic in some fundamental domain that includes the physical
regime. The remark after equation (7) that µq enters T (xq, yq) only
via its Nth power λq is important here: it it were not true then there
would also be branch cuts at 0 and ∞ in the complex tq plane, and
the surface would be even more complicated.
In [7, 8] we took L to be large but finite and used the fact that
τj(tq), S(λq) are then polynomials to solve the functional relations.
Here we adopt a different (but related) strategy: we use Weiner-Hopf
factorization to solve (22) - (28).
Calculation of τ2(tq)
Since D+ extends beyond the branch cuts in Fig. 2, τ2(tq) is not
necessarily a single-valued function of tq: we may expect it to have
these branch cuts in the complex tq -plane.
First consider possible poles or zeros. From Assumption 1 and (24),
these can occur only when λq = λp, x
N
q = x
N
p and y
N
q = y
N
p , or when
λq = 1/λp, x
N
q = y
N
p and y
N
q = x
N
p . The second possibility is excluded
by (44), so we have to consider the first. Since yp, yq ∈ R0, this can
only happen when yq = yq. But then the term (tp − tq)/(xp − xq)
simplifies to yp: the potential pole and zero cancel one another. Thus
τ2(tq) is analytic and non-zero in D+. From (22), so therefore is τN (tq).
From (22) and (24),
τN (tq) =
(xp − ω−1xq)(yNp − xNq )(tNp − tNq ) T (xq, yq)
y2N−2p (xNp − xNq )(yp − xq)(tp − ω−1tq) T (ω−1xq, yq)
.
(45)
Also, from (10) and (33),
1
T (ω−1xq, yq)
=
(xNp − xNq )(yNp − yNq )(tp − ω−1tq) T0(yq, xq)
N(xp − ω−1xq)(yp − yq)(tNp − tNq )
.
(46)
Combining these together, there are several cancellations, leaving
τN (tq) =
(yNp − xNq )(yNp − yNq ) T (xq, yq)T0(yq, xq)
N y2N−2p (yp − xq)(yp − yq)
. (47)
Now T0(xq, yq) is the analytic continuation of T (xq, yq) across the
cut M0, where xq and yq are both on the boundary of R0. Analyti-
cally continuing the rhs of (47) across this cut and then interchanging
xq with yq leaves it unchanged, while also leaving tq unchanged. For
a given tq, these are the only possible values of (xq, yq) in this neigh-
bourhood. Thus in the neighbourhood ofM0, on either side of the cut,
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τN (tq) is a single-valued function of tq. There is therefore no need for
the cut M0 for this function: it can be removed.
From (22), the equation (23) can be written as
τN (tq)τ2(ω
−1tq) = αq . (48)
The rhs of this equation is certainly is not a single-valued function of
tq across the cut M0 (when λq → 1/λq), so nor is τ2(ω−1tq). Hence
the plane in which τ2(tq) is analytic must have MN−1 as a branch cut.
ASSUMPTION 2: τ2(tq) is single-valued, with logarithmic deriva-
tive zero at infinity, in the tq plane containing only the cut MN−1.
This is by no means obvious. It is consistent with τN (tq) =
τ2(tq) · · · τ2(ωN−2tq) not having the cut M0, but is not implied by
it. It is possible that τ2(tq) could have cuts other than MN−1 that
cancelled one another in the product function τN (tq). On the other
hand, it is the simplest assumption consistent with τN (tq) not having
M0 as a branch cut, and again part of the spirit of the inversion
relation method is to assume the simplest possible analytic struc-
ture.3 Exhibiting the possible multi-valuedness of τ2(tq) by writing
it as τ2(xq, yq), our assumption implies that for (xq, yq) on D+,
τ2(xq, yq) = τ2(ω
ryq, ω
−rxq) (49)
for r = 0, . . . , N −2. So we are assuming these additional symmetries.
The requirement that the logarithmic derivative be zero at infinity
follows from the finiteness and analyticity of the Boltzmann weights
and hence T (xq, yq) when xq →∞ in E .
It follows from these two assumptions and the above remarks that
there is a closed curve C is the complex tq plane, surrounding the
potential branch points η, 1/η as in Figure 2, such that
i) τN (tq) is analytic and non-zero inside and on C,
ii) τ2(ω
−1tq) is analytic and non-zero outside and on C,
iii) (d/dtq) log τ2(ω
−1tq)→ 0 as tq →∞.
We can now solve (48) by Wiener-Hopf factorization.[25] Regard
αq as a function α(tq) of tq and temporarily drop the suffix q. Define
F−(s) = − 1
2πi
∮
C
1
t− s
(
d
dt
log α(t)
)
dt , s outside C , (50)
F+(s) =
1
2πi
∮
C
1
t− s
(
d
dt
log α(t)
)
dt , s inside C .
Shifting the contour for F−(s) to be inside C, that for F+(s) to
be outside, and s inbetween, it follows from Cauchy’s integral formula
that
F−(s) + F+(s) = α
′(s)/α(s) . (51)
3We of course know that Assumption 2 is true from [7], but are trying to present an
argument based on the inversion relation.
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Hence from (48),
F−(s)− d
ds
log τ2(ω
−1s) = −F+(s) + d
ds
log τN (s) . (52)
The rhs of this equation is analytic for s inside and on C, while the
lhs is analytic outside and on C and tends to zero as s → ∞. Hence
both sides are entire and bounded. By Liouville’s theorem they must
each be constant, in fact zero, so
d
ds
log τ2(ω
−1s) = F−(s) . (53)
We can shrink C to just surround the branch cut in the t plane
from η to 1/η. Then as t goes round C, λ = λq (as defined by (29),
goes anti-clockwise round the unit circle. Changing the variable of
integration in (50) to θ, where λ = eiθ, then replacing s by ωtq, it
follows that
log τ2(tq) =
1
2π
∫ 2pi
0
(
1 + λpe
iθ
1− λpeiθ
)
log
[
∆(θ)− ωtq
y2p
]
dθ (54)
for tq lying in the complex plane with a single branch cut from ω
−1η
to ω−1/η. Here
∆(θ) =
(
1− 2k′ cos θ + k′2
k2
)1/N
(55)
and we have integrated (53). We have fixed the integration constant
by using (23) and the formula
1
2π
∫ 2pi
0
(
1 + λpe
iθ
1− λpeiθ
)
log[∆(θ)N − tNq ] = log
[
k′(1− λpλq)2
k2λq
]
,
(56)
which is true when tq, λq are related by (29) and |λp| < 1, |λq| < 1. It
also follows from this formula and (48) that τN (tq) = τ2(tq) · · · τ2(ωN−2tq),
in agreement with (22).
Calculation of S(λq)
The function S(λq) is defined by (27) in the domain D0, where |λq|
is sufficiently small as to justify our neglect of various terms in the
functional relations in the limit of L large. (At low temperatures,
this means that |λq| < k′). Outside this domain we here define it by
analytic continuation.
This is a different definition from [7], where much use was made
of the fact that S(λq) is a polynomial for finite L, with zeros located
approximately on concentric circles between |λq| = k′ and |λq| = 1/k′.
In the large-L limit these cause the function S(λq) of [7] to have a
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different analytic form across each such circle of zeros, so the two
definitions will only agree for |λq| inside the smallest circle.
We first repeatedly use (24) to express T (ωxq, yq), . . . , T (ω
N−1xq, yq)
in (27) in terms of T (xq, yq), giving
S(λq) = ξq T (xq, yq)
N
N−1∏
j=1
{
(yp − ωjxq)(tp − ωj−1tq)
y2p (xp − ωj−1xq) τ2(ωj−1tq)
}N−j
.
(57)
Within D0, if λq = µNq is given, we take yq to be the root of (1) lying
inR0. There areN possible choices for xq in E , but by the construction
of (27), S(λq) is the same for each, so it is a single-valued function of
λq in D0 and (by analytic continuation) in D+. From Assumption 1
and the definition (27), it is analytic and non-zero in D+.
For |λq| close to one, choose xq, like yq, to lie near the boundary
of R0. Replacing λq by 1/λq simply interchanges xq with yq, while
leaving tq unchanged. Note that τ2(ω
−1tq) does not occur on the rhs
of (57), so allowing λq to move just outside the unit circle does not
take any of the τ2 functions in (57) across a branch cut in the tq plane
and they are unchanged by analytically continuing from λq to 1/λq.
The function T (xq, yq) is simply replaced by T0(yq, xq), which is
given by (47). So analytically continuing (57) from λq to 1/λq (thereby
interchanging xq with yq), then multiplying by the original equation,
we obtain (after many cancellations)
S(λq)S(1/λq) = N
N
(
λp/y
2N
p
)N−1 N−1∏
j=1
(tp − ωj−1tq)2N−2j
τ2(ωj−1tq)N−2j
. (58)
This is not the same as equation (26) of [7], because here S(1/λq) is
defined by analytic continuation of S(1/λq) from |λ| < 1 to |λ| > 1.
As remarked above, this is a different definition from that used in [7].
The rhs is known. As λq moves round the unit circle, tq moves on
the positive real axis from η to 1/η and back again. The logarithm of
the rhs is analytic on this contour, returning to its original value. It
follows from the above remarks that logS(λq) is analytic inside and
on the unit circle in the complex λq-plane.
We can therefore solve (58) for S(λq) byWiener-Hopf factorization.
Writing the rhs of (58) as R[tq], we obtain
logS(λq) =
1
4π
∫ 2pi
0
1 + λqe
iθ
1− λqeiθ logR[∆(θ)] , (59)
where ∆(θ) is defined by (55). Define,4 for |λp| < 1 and |λq| < 1:
Apq =
1
2π
∫ 2pi
0
1 + λpe
iθ
1− λpeiθ
N−1∑
j=1
(N − j) log
{
k2/N [∆(θ)− ωjtq]
1− ωj
}
dθ ,(60)
4These definitions are the same as those of eqns. (45) and (46) of [7], except for the
factor k2/N/(1−ωj) inside the logarithm in Apq. This gives an extra constant contribution
(N − 1) log k+ iπ(N − 2)(N − 1)/12 − (N/2) logN to Apq, and ensures that Apq = 0 in
the low-temperature limit of the Appendix.
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Bpq =
1
8π2
∫ 2pi
0
∫ 2pi
0
1 + λpe
iθ
1− λpeiθ
1 + λqe
iφ
1− λqeiφ
×
N−1∑
j=1
(N − 2j) log[ω−j/2∆(θ)− ωj/2∆(φ)] dθ dφ , (61)
it follows that
log S(λq) = (N − 1) log

k′(1− λpλq)2
k yNp λ
1/2
p

−Aqp −Bpq . (62)
Let q = {yq, xq, 1/λq, tq, 1/µq}, so λq = 1/λq and tq = tq. One can
verify that (62) does indeed satisfy (58) by analytically continuing
Aqp, Bpq to |λq| > 1 (deforming the contours of integration accord-
ingly), and verifying that the resulting functions satisfy
Aqp +Aqp = 2
N−1∑
j=1
(N − j) log
[
k2/N (tq − ωjtp)
1− ωj
]
, (63)
Bpq +Bp,q =
N−1∑
j=1
(N − 2j) log
[
τ2(ω
j−1tq)
1− ωj
]
, (64)
provided that for λq near (on) the unit circle, tq is taken to be the
solution of (29) near (on) the real positive axis, so that | arg(tq)| <
π/N .
Calculation of T (xq, yq)
Now we know S(λq), we can solve (57) for κpq = T (xq, yq). The result
is best expressed in terms of T (xq, yq)/(DpqPpq)
1/N , where Dpq, Ppq
are defined in (35). From (2.44) of [19],
Dpq =
N−1∏
j=1
[
(1− ωj)(tp − ωjtq)
(xp − ωjxq)(yp − ωjyq)
]j
, (65)
while from (3),
Ppq = (λp/λq)
(N−1)/2
N−1∏
j=1
[
yq − ωjxp
yp − ωjxq
]N−j
. (66)
Using these formulae and (28), (57) gives
T (xq, yq)
N
DpqPpq
= (λ1/2q αq)
1−N S(λq)
N−1∏
j=1
[
τ2(ω
j−1tq)
1− ωj
]N−j
,
= S(λq) exp(Apq)

 k yNp λ1/2q
k′(1− λpλq)2


N−1
,
= (λq/λp)
(N−1)/2 exp(Apq −Aqp −Bpq) . (67)
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This is the result (50) of [7].
There are two “inversion” relations: the inversion relation (37) and
the rotation symmetry (39). We have derived (67) from the single
combined relation (41). However, Bpq = −Bqp, so the rhs of (67) is
inverted by interchanging p with q. Thus (37) is indeed satisfied and
we have in fact satisfied both relations.
5 Analytic continuation of T (xq, yq)
We can readily use the above equations to obtain the analytic continu-
ation of T (xq, yq) from D0 to the neighbouring domains D′0, . . . ,D′N−1.
As in section 3, if (xq, yq) ∈ D0 we write T (xq, yq) simply as T (xq, yq),
while if (xq, yq) ∈ D′r (for r = 0, . . . , N − 1) we write T (xq, yq) as
Tr(xq, yq).
First note by repeated use of (24) that, for (xq, yq) in D0 and
r = 0, . . . , N−1,
T (ωrxq, yq) = T (xq, yq)
r∏
j=1
(yp − ωjxq)(tp − ωj−1tq)
y2p(xp − ωj−1xq)τ2(ωj−1tq)
. (68)
Now analytically continue (xq, yq) from D0 to D′0, so that tq goes
through the branch cut M0. Then (ω
rxq, yq) on the rhs goes from D0
through the cutMr to D′r. The function T (xq, yq) on the rhs therefore
becomes the function T0(xq, yq), while T (ω
rxq, yq) on the rhs becomes
Tr(ω
rxq, yq).
Going through the branch cut M0 and returning to the original
value of tq is equivalent to interchanging xq with yq. (The branch
points of M0 are where xq = yq.) We can therefore interchange xq
with yq and obtain the equation
Tr(ω
ryq, xq) = T0(yq, xq)
r∏
j=1
(yp − ωjyq)(tp − ωj−1tq)
y2p(xp − ωj−1yq)τ2(ωj−1tq)
. (69)
Like (68), this equation holds for (xq, yq) in D0 and r = 0, . . . , N−
1. The functions τ2(tq), . . . , τ2(ω
r−1tq) in these equations are single-
valued and analytic functions of tq across the cut M0, i.e. M0 is not a
brach cut of these functions. Hence they are the same functions, with
the same values, in each equation.
We can therefore eliminate the τ2 functions by dividing (69) by
(68). Using also the form (33) of the inversion relation , we obtain,
for (xq, yq) in D0 and r = 0, . . . , N − 1,
Tr(ω
ryq, xq) =
N T (ωrxq, yq)
T (ω−1xq, yq)T (xq, yq)
r∏
j=1
tp − ωj−1tq
(xp−ωj−1yq)(yp−ωjxq)
×
N−1∏
j=r+1
tp − ωj−1tq
(xp − ωj−1xq)(yp − ωjyq) . (70)
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Given T (xq, yq) in D0, this relation enables us to calulate the func-
tion in each neighbouring domain D′r. If we set r = 0 we regain
the inversion relation (33), while if we set r = N − 1 we obtain the
alternative form (34) predicted in section 3.
One can continue. If we allow xq in (70) to move from E into Rs
(with s = 1, . . . , N − 1), then (x′q, y′q) = (ωryq, xq) on the rhs moves
into a new domain Drs, where x′q ∈ E and y′q ∈ Rs. Correspondingly,
Tr(x
′
q, y
′
q) on the lhs becomes the function Trs(x
′
q, y
′
q). On the rhs,
the T functions become Tr+s, Ts−1, Ts, all of which can in turn be
expressed in terms of the original function T (in domain D0) by using
(70).
The we can continue x′q into Rt to obtain the function Trst whose
arguments lie in the domain D′rst, and so on. If each function were
unique, then this procedure would give a Cayley tree of functions and
domains, each having N neighbours, with no circuits. This would
form an infinite-dimensional Bethe lattice. In a subsequent paper we
intend to show that in fact the functions are not unique and there
are circuits, so that one obtains instead an N -dimensional lattice (for
N > 2), each site corresponding to a domain and a function. This is
the Riemann surface on which T (xq, yq) lives.
By contrast, the Boltzmann weights and related quantities of course
form a zero-dimensional surface: for instance, the function Dpq in (65)
has just 2N sheets in the tq plane, corresponding to either xq or yq
being in Rr (for r = 0, . . . , N − 1), the other in E .
We also hope to explore the question of whether one can describe
the Riemann surface for T (xq, yq) by an appropriate generalization of
the hyperelliptic variables and functions defined in [10].
6 Analytic continuation in xp, yp
Up till now we have held the p variables (corresponding to the vertical
rapidity) fixed at some values in D0, except possibly in the inversion
relations (36) - (38). One can of course vary the p variables as well as
the q variables, and this would be necessary for a full understanding
of the Riemann surface on which then free energy lives. In particular,
we should like to obtain the p-variable analogue of (70).
From this point of view T is a function T (xp, yp|xq, yq) of both the
p and q variables. It has an unexpected ratio property. From (54) it is
apparent that τ2(tq) is unchanged by replacing xp, yp by ωxp, yp (the
variables remain in D0 and λp is unaltered). From (24) it follows that,
for (xp, yp) and (xq, yq) both in D0,
T (xp, yp|xq, yq)T (ωxp, yp|ωxq, yq)
T (xp, yp|ωxq, yq)T (ωxp, yp|xq, yq) =
(xp − xq)(ωtp − tq)
(ωxp − xq)(tp − tq) . (71)
This result is not at all obvious from first principles: it could serve as
a useful test of series expansions.
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Note that one has to be very careful in applying the equations
of this paper in domains other than those for which they were ob-
tained. This relation is a good example: if we analytically continue
T (xp, yp|xq, yq) to (xp, yp) ∈ D0, (xq, yq) ∈ D′r by allowing xq to move
from E to Rr, yq from R0 to E , then the T -functions with third ar-
gument xq will become the functions Tr above, while those with third
argument ωxq will become Tr+1. The different functions, originally on
the same sheet, will move onto different sheets.
For the rest of this section we shall hold xq, yq fixed, lying in D0,
so for brevity we write T (xp, yp;xq, yq) as T [xp, yp].
Fortunately it is not necessary to repeat all the above working.
We can replace xp, yp in the final result (67) by ωxp, yp (so again the
variables xp, yp remain in D0) and take the ratio of the equation with
these arguments to that with the original arguments. Since λp is the
same in both, the factors involving Apq, Bpq cancel, and we obtain
τˆ2(tp) =
(tq − ωtp)(yq − ωxp)
y2q(xq − ωxp)
T [ωxp, yp]
T [xp, yp]
, (72)
where τˆ2(tp) is the function τ2(tq) defined by (54), but with p inter-
changed with q, i.e.
log τˆ2(tp) =
1
2π
∫ 2pi
0
(
1 + λqe
iθ
1− λqeiθ
)
log
[
∆(θ)− ωtp
y2q
]
dθ . (73)
It is analytic in the tp plane, except for a single branch cut from from
ω−1η to ω−1η−1. This result is of course consistent with (71).
Let Tr[xp, yp] be the analytic continuation of T [xp, yp] from (xp, yp) ∈
D0 to (xp, yp) ∈ D′r (i.e. xp moves to the region Rr of Figure 3, yp to
the region E). Then from the inversion relations (36) - (38),
T [ω−1yp, xp]T0[xp, yp] = rpq = TN−1[ω
−1yp, xp]T [xp, yp] . (74)
(The second of these relations is the analytic contination of the first.)
Proceeding as in the previous section, from (72) and either equa-
tion of (74), we can deduce that
Tr[ω
ryp, xp] =
N T [ωrxp, yp]
T [ω−1xp, yp]T [xp, yp]
r∏
j=1
tq − ωjtp
(xq−ωjxp)(yq−ωjyp)
×
N−1∏
j=r+1
tq − ωjtp
(xq − ωjyp)(yq − ωjxp) (75)
for r = 0, . . . , N − 1.
If r = 0 we regain the first inversion relation (74); if r = N − 1 we
obtain the second.
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7 Summary
A basic difficulty with the N -state chiral Potts model is that it lacks
the “rapidity-difference” property [8]. Because of this, there is no
known explicit parametrization in terms of elliptic or other single-
valued single-variable functions. The author did show that one could
parametrize the Boltzmann weights in terms of hyperelliptic functions
with N − 1 related arguments [10], but so far little progress has been
made using this parametrization. (For N = 3 it has been used to
obtain the fpq. [16]) For this reason, it is difficult to see how to use
the standard, usually very simple, ”inversion relation” method [4, 23]
to obtain the free energy.
Here we have addressed this problem. We have shown that the
inversion and rotation relations (37) and (39) give (41), and that this
is sufficient to deduce the “infinite lattice functional relations” (22) -
(28), which from this point of view are simply definitions and direct
consequences of the definitions.
We then made two assumptions as to the analyticity properties of
the functions, and showed that these were sufficient to evaluate the free
energy of the model by Wiener-Hopf factorization. The first assump-
tion is very plausible and perfectly typical of the inversion relation
method, which needs such assumptions to complete it. The second is
by no means so obvious, implying as it does the symmetry (49). We
have presented an argument for it - namely that M0 is not a branch
cut in the tq plane for the function τN (tq) = τ2(tq) · · · τ2(ωN−2tq), and
the easiest way to ensure this is to require that τ2(tq) only have the
cutMN−1. However, we must admit it is unlikely that we should have
made such an assumption if we had not already known that it was
implied by the exact finite-size functional relation method used in [7]
and [8].
In Appendix B we present for reference the solution for the N = 2
Ising case, where the standard elliptic function methods work immedi-
ately. However, in this case Assumption 2 is redundant, being a direct
consequence of τN (tq) not having M0 as a branch cut.
In later papers we intend to obtain the full Riemann surface, and
all poles and zeros, of T (xp, yp|xq, yq) from (70), (71) and (75). This
gives a very full description of the function and should greatly extend
our understanding of it.
Appendix A: checking the equations
When performing the intricate calculations necessary to derive equa-
tions such as (54), (62), one encounters many irritating and uninter-
esting factors that are independent of q. Two checks on these can
be obtained from the invariances discussed near the end of section 2:
these can be used to immediately check that the powers of k and yp
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are correct. In particular, τ2(tq) is proportional to y
−2
p , while ξq, S(λq)
are proportional to y
−N(N−1)
p . The functions T (xq, yq) and T (yq, xq)
do not contain any such external yp factors.
We are still left with constant factors coming from products of
powers of ±ωj and 1 − ωj. To check these, the author has found it
helpful to consider the low-temperature limit in which k′ → 0, λp and
λq are finite, and xp, yp, xq, yq → k−1/N , tp, tq → k−2/N . One needs
to first eliminate zero differences like yq − xp, tp − tq by using exact
formulae such as
yNq − xNp =
k′(1− λpλq)
kλp
, tNp − tNq =
k′(λp − λq)(1− λpλq)
k2λpλq
.
(A1)
One can also use formulae such as
N−1∏
j=1
(1− ωj) = N ,
N−1∏
j=1
(1− ωj)j = NN/2 eipi(N−2)(N−1)/12
(though we have tried to arrange the expressions so that only the first
of these is needed).
In this limit T (xq, yq) = T (yq, xq) = 1 and
τ2(ω
j−1tq) = (1− ωj)/(k2/Ny2p) for j = 1, . . . , N − 1 , (A2)
while from (23) and (9),
τ2(ω
−1tq) =
k′(1− λpλq)2
Nk2/Ny2pλq
. (A3)
It follows from (28) that
ξq =

k
′(1− λpλq)
k yNp λ
1/2
p


N−1
(A4)
and from (57) that
S(λq) = ξq(1− λpλq)N−1 =

k
′(1− λpλq)2
k yNp λ
1/2
p


N−1
(A5)
The rhs of (58) is now
k
′(λp − λq)(1− λpλq)
k yNp λ
1/2
p λq


2N−2
,
and we see that (58) is indeed satisfied in this low-temperature limit.
Also, from (60),
Apq = Bpq = 0 , (A6)
so (A5) agrees with (62).
From (65) and (66),
Dpq = 1 , Ppq = (λp/λq)
(N−1)/2 , (A7)
so (67) is satisfied.
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Appendix B: The Ising case
When N = 2, as in [15], the parameters aq, bq, cq, dq of ([18]) can be
written as
aq, bq, cq, dq = −H(uq),−H1(uq),Θ1(uq),Θ(uq) , (B1)
from which it follows that xq, yq, µq are
xq = −
√
k snuq , yq = −
√
k
cnuq
dnuq
, µq =
√
k′
dnuq
. (B2)
Here H(u),H1(u),Θ(u),Θ1(u), sn uq, cnuq,dnuq are the usual Ja-
cobi elliptic functions of modulus k. For (xp, yp), (xq, (yq) ∈ D0 we can
restrict up and uq to lie in the corresponding rectangle in Figure 4,
i.e. 3K/2 < ℜ(uq) < 5K/2, −K ′ < ℑ(uq) ≤ K ′. (The variables and
functions xq, yq, tq, λq, T (xq, yq), τ2(tq), S(λq) in this Appendix are all
periodic of period 2iK ′.) Similarly, (xq, yq) ∈ D′0 (or D′1) if uq lies in
the rectangle D′0 (or D′1) in Figure 4. The vertical lines in between
the rectangles are where |λq| = 1.
Defining
scdu =
snu
cnu dnu
, h1(u) = H1(u/2)Θ1(u/2) ,
it follows that
Wpq(1) = k
′scd
(
K − u
2
)
, W pq(1) = k
′scd
(
u
2
)
, (B3)
where K (K ′) is the complete elliptic integral of modulus k (k′) and
u = uq − up (B4)
and by definition Wpq(0) =W pq(0) = 1.
We note that the Boltzmann weights depend on up, uq only via
their difference uq − up. This is the “difference property” for this
model (it only holds for N = 2). The partition function, transfer
matrix and hence T (xq, yq) therefore also depend on p and q only via
u = uq − up; in particular we can write T (xq, yq) as T (u).
From (10),
rpq = r(u) =
h1(0)Θ1(0)H1(u)
h1(u)2
. (B5)
Incrementing uq by K takes xq, yq to yq,−xq. Hence the inversion
relation (25) becomes
T (u)T (u+K) = r(u) . (B6)
Define
z = e−piu/K
′
, q′ = e−piK/K
′
. (B7)
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D0 D′0D′1
Figure 4: The complex uq plane in the Ising case, showing the
rectangles corresponding to D0,D′0,D′1.
Our assumption 1 implies that log T (u) is analytic in the vertical strip
0 ≤ ℜ(u) ≤ K in the complex u-plane, and periodic of period 2iK ′.
Hence in this strip it has a Fourier expansion of the form
log T (u) =
∞∑
m=−∞
ρm z
m . (B8)
Taking logs of (B6), using this expansion and equating Fourier coeffi-
cients, we obtain
log T (u) =
∞∑
m=1
(q′m − q′2m)(1 − zm)(1 − q′m/zm)
m (1 + q′m)2 (1 + q′2m)
, (B9)
which can be shown to be Onsager’s result [1] for the free energy of
the Ising model. If we define
g(z) =
∞∏
m=0
(1− q′4m+1z)4m+1 (1− q′4m+3z)4m+4
(1− q′4m+2z)4m+3 (1− q′4m+4z)4m+4 , (B10)
then we can write (B9) as
T (u) = g(z) g(q′/z)/[g(1)g(q′)] , (B11)
which manifests the rotation symmetry (39), i.e. T (u) = T (K − u).
The auxiliary functions τ2(tq), S(λq) simplify if we define
T˜ (u) = h1(u)h1(K − u)T (u)/[h1(0)h1(K)] , (B12)
then
τ2(tq) =
2h1(K)
2 T˜ (uq − up) T˜ (5K − uq − up)
H1(up)2Θ(uq)Θ1(uq)
, (B13)
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S(λq) =
4h1(K)
2 T˜ (uq − up) T˜ (4K − uq − up)
[H1(up)Θ(uq)]
2 . (B14)
The first of these formulae explicitly manifests the invariance of τ2(tq)
under uq → 5K − uq, corresponding to interchanging D0 with D′0
and xq with yq. The second manifests the invariance of S(λq) under
uq → 4K − uq, corresponding to negating xq, tq in D0, while leaving
µq, λq, yq unchanged. Note that
h1(K)
2 = H1(0)
2Θ(0)Θ1(0)/2 .
There are further simplifications from using T˜ (u) instead of T (u).
The original inversion and rotation relations (37), (39) become
T˜ (u)T˜ (−u) = H1(u)
2
H1(0)2
, T˜ (u) = T˜ (K − u) , (B15)
while (B11) becomes
T˜ (u) = epiu(K−u)/4KK
′
g˜(z) g˜(q′/z)/
[
g˜(1) g˜(q′)
]
, (B16)
where g˜(z) is a considerably simpler function than g(z), being
g˜(z) =
∞∏
n=1
(
1− q′2n−1z
1− q′2nz
)2n
. (B17)
It is also true that
T˜ (u) =
H1(u)
H1(0)
epiu/4K
′
∞∏
n=1
(1− q′2n−1z)2n−1(1− q′2nz−1)2n
(1− q′2n−1z−1)2n−1(1− q′2nz)2n . (B18)
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