Crossed Products and Coding Theory by Ginosar, Yuval & Moreno, Aviram Rochas
ar
X
iv
:1
70
8.
01
85
4v
2 
 [m
ath
.R
A]
  4
 N
ov
 20
18
CROSSED PRODUCTS AND CODING THEORY
YUVAL GINOSAR AND AVIRAM ROCHAS MORENO
Families of codes such as group codes, constacyclic and skew cyclic codes, some
of which independently suggested in the literature, turn out to be special instances
of the general family of crossed product codes. Hamming-metric is a main feature of
ambient code spaces which is used to evaluate the efficiency of their various codes.
This note aims at classifying the ambient spaces of crossed products up to
Hamming-isometry. In §1 the structure of crossed products and their connection to
coding theory is briefly surveyed, and the regularity property of relative semisim-
plicity is explained. In §2 we recall the notion of Hamming-metric, and establish
a criterion for two crossed products of a group G over a base ring R to be isomet-
ric in terms of a certain G-automorphism action on the second cohomology of G
with coefficients in R∗ (Corollary 2.4). This classification is demonstrated in §3
by two families of examples, namely crossed products of cyclic groups over finite
fields (Theorem 3.3), and complex twisted group algebras of elementary abelian
groups (Theorem 3.6). We also determine when crossed products belonging to
these families are (relative) semisimple, and in particular, when they admit only
trivial codes.
1. Crossed products over commutative rings
Let G be a finite group and let R be a commutative ring with 1, whose multi-
plicative group of units is denoted by R∗. A crossed product R ∗G is an associative
G-graded ring over the base ring R which admits an invertible element in each
homogeneous component. In other words, there is a set of units {ug}g∈G satisfying
(1.1) R ∗G = ⊕g∈GRug,
such that
(1.2) Rug ·Ruh = Rugh, ∀g, h ∈ G.
Equation (1.1) says that any element in R∗G is written as
∑
g∈G βgug with uniquely
determined coefficients {βg}g∈G ⊂ R. Equation (1.2) says that for every g, h ∈ G
(1.3) f(g, h) := uguhu
−1
gh ∈ R
∗.
It is easily verified that G acts on the ring R by the rule
(1.4) g(r) := ugru
−1
g , g ∈ G, r ∈ R,
and that (1.1) describes a decomposition of R ∗ G as a lattice (free module) over
its subring R with a G-graded basis {ug}g∈G over R. The associativity of R ∗ G
entails the 2-cocycle condition on the 2-place function f : G × G → R∗ given in
(1.3), that is f ∈ Z2(G,R∗), where R∗ is a left G-module via (1.4). Another choice
of a graded basis {u′g}g∈G does not change the action of G on R, but yields a 2-
cocycle f ′ : G × G → R∗ which differs from f by a coboundary. This means that
[f ′] = [f ] ∈ H2(G,R∗), where H2(G,R∗) is the second cohomology group of G with
1
2 YUVAL GINOSAR AND AVIRAM ROCHAS MORENO
coefficients in R∗. Note that for the trivial element e ∈ G, the invertible element
ue can be chosen to be 1. In this case, the corresponding 2-cocycle f ∈ Z2(G,R∗)
satisfies f(g, e) = f(e, g) = 1 ∈ R∗, for all g ∈ G, and is called normalized. When
we want to stress the G-action on R
(1.5) η : G→ Aut(R)
and the cocycle f ∈ Z2(G,R∗), we denote the corresponding crossed product by
Rfη ∗G.
Certain families of crossed products draw special attention. When the G-module
structure (1.4) on the base ring R is trivial, in other words R is central in R ∗ G,
then the crossed product Rfη ∗G, or just R
f ∗G, is called a twisted group ring. On
the other hand, when the 2-cocycle f ∈ Z2(G,R∗) given in (1.3) is identically 1,
R1η ∗G is called a skew group ring. A skew group ring which is also a twisted group
ring is just an (ordinary) group ring. An important family of crossed products
arises when R is a field and (1.5) describes a Galois action whose fixed field is k.
In this case Rfη ∗G is k-central simple and is called a classical crossed product.
Ideals of crossed products R ∗ G which are lattices over R may be considered
as special instances of codes. Indeed, twisted group ring codes have already been
investigated in, e.g. [16, 17]. These generalize both the well studied families of
group ring codes [4, 15], where the module structure and the 2-cocycles are trivial,
and of constacyclic codes, where the group G is cyclic [18]. Skew group ring codes
have been shown to yield good parameters for cyclic groups [5]. The combination
of nontrivial actions and nontrivial 2-cocycles have also been discussed in the cyclic
case [6, 11]. Classical crossed product codes were investigated in, e.g. [23].
To end this section, we point out that the coding theory of a crossed product
R ∗ G significantly depends on the condition whether all its ideals which are R-
lattices are projective as R∗G-modules. Crossed products satisfying this condition,
termed relative semisimple in [3], are uniquely decomposed as a direct sum of their
irreducible codes. Relative semisimplicity of twisted group rings over the quotient
rings Z/psZ are studied in [3]. When the base ring R is semisimple itself, then
relative semisimplicity of R ∗G is the same as semisimplicity. A complete criterion
for semisimplicity of crossed products is given in [2, Theorem 3.3].
2. Isometries under the Hamming metric
The main goal of this section is to present a necessary and sufficient cohomolog-
ical condition for isometry of crossed products (see Corollary 2.4). Recall that an
R-basis B of any R-lattice M determines a Hamming weight
HB :M → N∑
b∈B rbb 7→ |{b| rb 6= 0}|,
which, in turn, furnishesM with a metric space structure. Note that the unit sphere
in the metric space (M,B) is the set of nonzero “monomials” {rb}r∈R,b∈B. The
quality of a code, given as a sublattice of the based R-lattice (M,B), is measured
by the minimal Hamming distance between its elements.
An isometry between two based R-lattices (M,B) and (M ′,B′) is an invertible
R-module morphism ρ :M →M ′ that satisfies
(2.1) HB′(ρ(m)) = HB(m)
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for every m ∈M . Based lattices are called isometric if such an isometry does exist.
A based lattice can be mapped isometrically to itself. We say that an R-module
automorphism ρ :M →M is an isometry of (M,B) if
(2.2) HB(ρ(m)) = HB(m), ∀m ∈M.
We stress that the base B determines the metric in both sides of (2.2). The isome-
tries of a based R-lattice (M,B) evidently form a group under the decomposition
operation.
Any isometry ρ : M → M ′ between (M,B) and (M ′,B′) maps the unit sphere
of one space onto the unit sphere of the other, hence yields a (unique) bijection
ρ′ : B → B′ such that
(2.3) ρ(b) = rbρ
′(b), ∀b ∈ B
for some rb ∈ R∗. In fact, given a bijection ρ′ : B → B′ and invertible coefficients
rb ∈ R∗, condition (2.3) is also sufficient for a based R-module morphism ρ :
(M,B)→ (M ′,B′) to be an isometry.
Clearly, isometric lattices M and M ′ are of the same rank, say n. Denote the
bases elements B = {bi}
n
i=1, and B
′ = {b′i}
n
i=1. Then the bijection ρ
′ determines
a permutation in the symmetric group Σn on n elements. By (2.3), the group
Γn of isometries of a based R-lattice (M,B) of rank n is generated by two sub-
groups, namely the above symmetry group Σn, and the group of invertible diago-
nal isometries given by n-tuples (rb1 , . . . , rbn) ∈ (R
∗)n as in (2.3) (with the identity
permutation). More precisely, Γn is the wreath product
(2.4) Γn = R
∗ ≀ Σn = (R
∗)n ⋊ Σn,
where Σn acts on n-tuples of R
∗ by permutations. The group Γn is called the
monomial group of the lattice Rn.
An R-latticeM can be equipped with an additional ring structure (admitting R
as a subring). In this case, a code in the ambient space M is usually considered as
an ideal of M which is also an R-sublattice. An isometry of based R-lattice rings
is a based R-lattices isometry which is also a morphism of rings.
Crossed products Rfη ∗G are rings with Hamming metric, implicitly determined
through the graded basis {ug}g∈G. In order to study isometries of these metric
spaces we need the following notion. Let G1 and G2 be two groups acting on a
commutative ring R via
(2.5) ηi : Gi → Aut(R), i = 1, 2.
A group morphism ψ : G1 → G2 is (η1, η2)-compatible if
(2.6) η2 ◦ ψ = η1.
The actions (2.5) are compatible if there exists an (η1, η2)-compatible group isomor-
phism between G1 and G2. For every (η1, η2)-compatible morphism ψ : G1 → G2
and f ∈ Z2(G2, R
∗), define
ψ(f) : G1 ×G1 → R∗
(g, g′) 7→ f(ψ(g), ψ(g′)).
(2.7)
Then a direct computation shows that the 2-place function ψ(f) is in Z2(G1, R
∗).
The above settings give a sufficient condition for two crossed products over R to be
isometric.
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Lemma 2.1. Let G1 and G2 be two groups acting on a commutative ring R via
(2.5). Suppose that there exists an (η1, η2)-compatible group isomorphism ψ :
G1
∼=−→ G2 such that ψ(f2) is cohomologous to f1. Then the crossed products
Rf1η1 ∗G1 and R
f2
η2
∗G2 are isometric.
Proof. The condition that ψ(f2) and f1 are cohomologous in Z
2(G1, R
∗) says that
there is a map g 7→ rg from G1 to R
∗ such that for every g, h ∈ G1
(2.8) rgg(rh)r
−1
gh ψ(f2)(g, h) = f1(g, h).
Let {ug}g∈G1 and {vg′}g′∈G2 be the graded bases of the crossed products R
f1
η1
∗G1
and Rf2η2 ∗G2 respectively. Define
ρ : Rf1η1 ∗G1 → R
f2
η2
∗G2∑
g∈G βgug 7→
∑
g∈G βgrgvψ(g).
Then ρ is clearly an R-module morphism. Moreover, satisfying condition (2.3), ρ is
an isometry. It is thus left to show that it is a morphism of rings. By distributivity,
it is enough to check that ρ is multiplicative for monomials βgug, βhuh, where
βg, βh ∈ R. Indeed,
ρ(βgugβhuh) = ρ(βgg(βh)uguh) = ρ(βgg(βh)f1(g, h)ugh) =
= βgg(βh)f1(g, h)ρ(ugh) = βgg(βh)f1(g, h)rghvψ(gh).
(2.9)
Plugging (2.8) into (2.9) we have
(2.10) ρ(βgugβhuh) = βgg(βh)rgg(rh)ψ(f2)(g, h)vψ(gh).
Now, the fact that ψ is (η1, η2)-compatible (2.6) says that g and ψ(g) admit the
same action on R, that is g(r) = ψ(g)(r) for every g ∈ G1 and r ∈ R. So, by (2.10)
ρ(βgugβhuh) = βgψ(g)(βh)rgψ(g)(rh)ψ(f2)(g, h)vψ(gh) =
= βgrgψ(g)(βhrh)f2(ψ(g), ψ(h))vψ(g)ψ(h) =
= βgrgψ(g)(βhrh)vψ(g)vψ(h) = βgrgvψ(g)βhrhvψ(h) = ρ(βgug)ρ(βhuh).
Thus, ρ is an isometry of crossed products. 
The above condition for the existence of an isometry between two crossed prod-
ucts turns out also to be necessary.
Lemma 2.2. Let G1 and G2 be two groups acting on a commutative ring R via
(2.5). Then any isometry ρ : Rf1η1 ∗G1 → R
f2
η2
∗G2 of crossed products determines
a unique (η1, η2)-compatible group isomorphism ψ : G1
∼=
−→ G2 such that ψ(f2) is
cohomologous to f1.
Proof. By (2.3), ρ gives rise to a bijection ρ′ : {ug}g∈G1 → {vg′}g′∈G2 of the cor-
responding graded bases of the two crossed products, as well as invertible elements
{rg}g∈G1 such that ρ(ug) = rgρ
′(ug) for every g ∈ G1. Certainly, such a bijection
ρ′ yields a bijection of group elements ψ : G1 → G2 such that ρ′(ug) = vψ(g) for
every g ∈ G1. Thus,
ρ(ug) = rgvψ(g), ∀g ∈ G1.
We show that ψ is a group isomorphism. For every g, h ∈ G1
ρ(uguh) = ρ(ug)ρ(uh) = rgvψ(g)rhvψ(h) = rgψ(g)(rh)vψ(g)vψ(h) =
rgψ(g)(rh)f2(ψ(g), ψ(h))vψ(g)ψ(h).
(2.11)
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On the other hand
(2.12) ρ(uguh) = ρ(f1(g, h)ugh) = f1(g, h)ρ(ugh) = f1(g, h)rghvψ(gh).
Comparing base elements and coefficients in equations (2.11) and (2.12), we deduce
that for every g, h ∈ G1
(2.13) vψ(g)ψ(h) = vψ(gh),
as well as
(2.14) rgψ(g)(rh)f2(ψ(g), ψ(h)) = f1(g, h)rgh.
Equation (2.13) implies that ψ(g)ψ(h) = ψ(gh) for every g, h ∈ G1, and so ψ :
G1 → G2 is a group isomorphism.
We next show that the isomorphism ψ is (η1, η2)-compatible. The isometry ρ is
also an R-lattice morphism as well as a ring morphism, so for every g ∈ G1 and
r ∈ R
(2.15) ρ(ugr) = ρ(g(r)ug) = g(r)rgvψ(g),
and on the other hand
(2.16) ρ(ugr) = ρ(ug)ρ(r) = rgvψ(g)r = rgψ(g)(r)vψ(g) .
Equations (2.15) and (2.16) yield
(2.17) g(r) = ψ(g)(r), ∀g ∈ G1, r ∈ R,
which says that ψ is (η1, η2)-compatible.
Next, from (2.14) we obtain
(2.18) f3(g, h)ψ(f2)(g, h) = f1(g, h),
where f3(g, h) := rgψ(g)(rh)r
−1
gh . Applying (2.17) again we have
f3(g, h) = rgg(rh)r
−1
gh ,
and hence f3 : G×G→ R∗ is a coboundary (see (2.8)). By (2.18), the cocycles f1
and ψ(f2) differ by a coboundary f3 and as such they are cohomologous. 
In view of Lemmas 2.1 and 2.2, one may get hold of the based R-lattice rings
which are isometric to a given crossed product Rfη ∗G by restricting only to crossed
products Rf
′
η ∗ G of the same group G, the same action η on R and appropriate
cocycles. To keep the action (1.5) in mind, we use the notation Z2η(G,R
∗) and
H2η (G,R
∗).
Let R be a G-module via (1.5). Then it is not hard to verify that the set
(2.19) Autη(G) := {ψ ∈ Aut(G)|η ◦ ψ = η}
of (η, η)-compatible (or just η-compatible) automorphisms of G is a subgroup of the
group Aut(G), which, in turn, is a subgroup of the symmetric group Σ|G|. Note
that for a trivial action η, Autη(G) = Aut(G).
Lemma 2.3. With the notation (2.7) and (2.19),
Autη(G)×H2η (G,R
∗) → H2η (G,R
∗)
(ψ, [f ]) 7→ [ψ(f)]
determines a well-defined (right) action of Autη(G) on H
2
η (G,R
∗).
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Proof. Verify that coboundaries are mapped to coboundaries under automorphisms
in Autη(G). 
With this notation, Lemmas 2.1 and 2.2 yield
Corollary 2.4. Two crossed products Rfη ∗G and R
f ′
η ∗G are isometric if and only if
[f ] and [f ′] belong to the same orbit under the Autη(G)-action on H
2
η (G,R
∗). Con-
sequently, fixing an action (1.5), the Hamming isometry classes of crossed products
Rfη ∗G are in one-to-one correspondence with the quotient set H
2
η (G,R
∗)/Autη(G).
The group of isometries of a crossed product Rfη ∗G is a subgroup of the mono-
mial group (that is, the isometries only as based R-lattices) Γ|G| = (R
∗)|G| ⋊ Σ|G|
(2.4) generated by (R∗)|G| and by a subgroup of Σ|G| as follows. The group of di-
agonal isometries (R∗)|G| does not change the cohomology class, i.e. yields crossed
products Rf
′
η ∗ G such that the cocycles f
′ ∈ Z2η(G,R
∗) are cohomologous to f .
The permutations in Σ|G| which take care of the multiplicative property of the
isometries correspond to the compatible automorphisms Autη(G). We have
Corollary 2.5. The isometry group of a crossed productRfη∗G is (R
∗)|G|⋊Autη(G).
Remark 2.6. If [f ], [f ′] ∈ H2η (G,R
∗) lie in the same orbit under the Autη(G)-
action as above, then the corresponding isometric crossed products Rfη ∗ G and
Rf
′
η ∗ G are evidently isomorphic as R-lattice rings. The converse, however, does
not always hold. That is, an R-lattice ring isomorphism between such crossed
products does not suffice for [f ], [f ′] to belong to the same Autη(G)-orbit. This is
demonstrated in [13, §3.5], [14, Example 3.7] by few examples of isomorphic, but
non-isometric twisted group algebras of the same groups.
3. Examples
This section describes the Hamming isometry classes for two families of crossed
products, of cyclic groups over finite fields and of elementary abelian groups over
C.
3.1. Crossed products of cyclic groups over finite fields. As mentioned
above, ideals of crossed products of cyclic groups are the well-investigated skew
constacyclic codes [6, 11]. The isometry classes for the constacyclic case (i.e. for
trivial action) were established in [8]. Earlier, H.Q. Dinh [9, 10] presented an arith-
metic relation between the order of the cyclic group and the cardinality of the
base field providing the existence of constacyclic codes which are not cyclic codes.
However, his dichotomy is finer than isometry, in fact he counts the cohomology
classes rather than the Aut(G)-orbits of these classes. The isometry classification of
crossed products of cyclic groups is given in Theorem 3.3 herein. The classification
of constacyclic code spaces, which is easily derived from this theorem (see Corollary
3.4), reformulates the result in [8, Theorem 3.2].
The ingredients here are a cyclic group Cn = 〈σ〉, a finite field Fqr , where q is
any prime number, and an action
(3.1) η :
Cn → Aut(Fqr )
σ 7→ ϕk,
where ϕ : x 7→ xq, ∀x ∈ Fqr is the Frobenius automorphism which generates the
cyclic group Aut(Fqr ) ∼= Cr. So, an isometry classification (see Theorem 3.3) as
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well as a criterion for (relative) semisimplicity (see Corollary 3.1) should be given
in terms of the four integer parameters n, q, r, k. The only constraint on the action
(3.1) is that the order of η(σ) = ϕk ∈ Aut(Fqr ) has to divide n, which is the order
of σ. It is not hard to check that Fqr -automorphisms of the same order (dividing
n) give rise to compatible actions of Cn on Fqr . Thus, using the notation of (3.1)
we may assume that
(3.2) k ∈ ∆(r), and
r
k
∈ ∆(n),
where ∆(m) denotes the set of positive divisors of m.
Before dealing with the isometry problem, it is important to know when Fqr ∗Cn
is (relative) semisimple, i.e. when it is a direct sum of its irreducible codes (see §1)?
By [2, Theorem 3.3], a necessary and sufficient condition for the semisimplicity of
Fqr ∗ Cn is that the kernel of the action (3.1) is a q′-group. With the assumption
(3.2), ker(η) = 〈σ
r
k 〉 is of order nk
r
. Denoting the greatest common divisor of two
integers m1,m2 by gcd(m1,m2), we have
Corollary 3.1. With the above notation, Fqr ∗ Cn is semisimple if and only if
gcd(nk
r
, q) = 1.
Remark 3.2. A stronger condition than the one in Corollary 3.1, namely nk = r,
says that the action η is faithful (ker(η) is trivial). This is exactly the case where
Fqr ∗ Cn is a classical crossed product. This central simple ambient space admits
only trivial codes.
Back to the Hamming isometry: owing to Corollary 2.4, we are after the Autη(Cn)-
orbits in the cohomology of Cn with coefficients in F
∗
qr . Readers who are not in-
terested in the following details are referred directly to equations (3.9) and (3.10)
for the structures of H2η (Cn,F
∗
qr) and Autη(Cn) respectively, and to (3.11) for a
description of the Autη(Cn)-action on H
2
η (Cn,F
∗
qr ). These are exploited for the
classification criterion in Theorem 3.3.
We start with a brief reminder of the structure of H2η (Cn,F
∗) where η is any
action of Cn = 〈σ〉 on an arbitrary field F. for more details see, e.g., [7, Page
58, Example 2]. Let f ∈ Z2η(Cn,F
∗), and let {uσi}
n−1
i=0 be a Cn-graded basis of
the corresponding crossed product Ffη ∗ Cn. Then by a straightforward induction
argument we infer that ukσ =
∏k−1
i=1 f(σ
i, σ)uσk for every positive integer k. In
particular, unσ = βf , where
(3.3) βf :=
n−1∏
i=0
f(σi, σ) ∈ F∗.
Since βf is a power of uσ, it clearly belongs to the Cn-invariant elements of F
∗,
which is denoted by (F∗)Cn .
Next, substituting the basis {uσi}
n−1
i=0 by a new Cn-graded basis {vσi}
n−1
i=0 of
Ffη ∗Cn defined by vσi := u
i
σ, 0 ≤ i ≤ n− 1, we deduce that f is cohomologous to
a cocycle
(σl, σj) 7→
{
1, if l+ j < n
βf , if l+ j ≥ n
, 0 ≤ l, j ≤ n− 1.(3.4)
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Consequently, there is an isomorphism
Ffη ∗ Cn
∼=
−→ F[y; η]
/
〈yn − βf 〉
uσ 7→ y + 〈yn − βf 〉,
where F[y; η] is the skew polynomial ring [20, §1.2], whose indeterminate y acts on
the coefficient field F via the automorphism η(σ).
Unequal 2-cocycles of the form (3.4) may still be cohomologous. To complete
the discussion, let
NCn :
F∗ → F∗
x 7→
∏n−1
i=0 σ
i(x).
(3.5)
be the norm map. Then [f1] = [f2] ∈ H2η (Cn,F
∗) if and only if β−1f1 · βf2 lies in
the image of the norm map. It is easily verified that NCn(F
∗) < (F∗)Cn , and so a
cohomology class is identified with an invariant scalar modulo the norm subgroup,
that is
(3.6) H2η (Cn,F
∗) ∼= (F∗)Cn
/
NCn(F
∗) .
We now concentrate on the action (3.1) of Cn on the finite field F = Fqr . The
elements of Fqr which are fixed under the image 〈ϕk〉 < Aut(Fqr ) of η are exactly
the elements of the subfield Fqk ⊂ Fqr . Let x0 be any generator of the cyclic group
F∗qr of order q
r − 1. Then
(3.7) (F∗qr )
Cn = F∗qk = 〈x
qr−1
qk−1
0 〉.
The subgroup NCn(F
∗
qr ) < Fqk is generated by NCn(x0). By the definition of the
norm (3.5), bearing in mind that the subgroup 〈σ
r
k 〉 < Cn acts trivially on Fqr , we
have
NCn(x0) =
∏n−1
i=0 σ
i(x0) = (
∏ r
k
−1
i=0 σ
i(x0))
nk
r = (
∏ r
k
−1
i=0 ϕ
ik(x0))
nk
r
= (
∏ r
k
−1
i=0 x
qik
0 )
nk
r = (x
∑ r
k
−1
i=0
qik
0 )
nk
r = (x
qr−1
qk−1
0 )
nk
r .
(3.8)
Let x˜ := x
qr−1
qk−1
0 be a generator of the Cn-invariant subgroup of F
∗
qr (3.7) of order
qk − 1. Gathering equations (3.6),(3.7) and (3.8) we get
(3.9) H2η (Cn,F
∗
qr )
∼= 〈x˜〉
/
〈x˜
nk
r 〉 ∼= Cgcd(qk−1,nk
r
).
Next, the automorphisms of Cn are given by
ψj :
Cn → Cn
σi 7→ σij
,
for any j prime to n (that can be chosen between 1 and n− 1). Which of them is
η-compatible? By the definition in (2.19),
Autη(Cn) = {ψj ∈ Aut(Cn)| η = η ◦ ψj} =
= {ψj ∈ Aut(Cn)| η(σ) = η ◦ ψj(σ)} =
{ψj ∈ Aut(Cn)| ϕk = η(σj) = ϕkj} = {ψj ∈ Aut(Cn)| j ≡ 1(mod
r
k
)}.
(3.10)
Under the identification of Aut(Cn) with the multiplicative group
Un = {a(mod n) ∈ Z/nZ| gcd(a, n) = 1},
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the subgroup Autη(Cn) < Aut(Cn) is identified with the kernel of the projection
Un → U r
k
a(mod n) 7→ a(mod r
k
).
Its order is therefore |Autη(Cn)| =
φ(n)
φ( r
k
) , where φ denotes Euler’s totient function.
Let us now find out what an automorphism ψj does to a cohomology class
[f ] ∈ H2η (Cn,F
∗
qr ). As explained above, in order to understand the cohomology
class ψj([f ]) ∈ H2(Cn,F∗qr ), it is sufficient to compute βψj(f), for a cocycle f ∈
Z2(Cn,F
∗
qr ) of the form (3.4). By the definitions (2.7) and (3.3)
βψj(f) =
n−1∏
i=0
ψj(f)(σ
i, σ) =
n−1∏
i=0
f(ψj(σ
i), ψj(σ)) =
n−1∏
i=0
f(σij , σj).
Since j and n are coprime, {σij}n−1i=0 runs over all elements of Cn exactly once.
Thus
βψj(f) =
n−1∏
l=0
f(σl, σj) =
n−j−1∏
l=0
f(σl, σj) ·
n−1∏
l=n−j
f(σl, σj).
Since f is of the form (3.4) we obtain
(3.11) βψj(f) = 1 ·
n−1∏
l=n−j
βf = (βf )
j .
We deduce that the automorphism ψj raises cohomology classes (written in a mul-
tiplicative way) to the power j.
To summarize the discussion we define an equivalence relation ∼η on the set
Aη := {1, · · · ,m}, where m := gcd(qk − 1,
nk
r
). Two elements a, b ∈ Aη are ∼η-
equivalent if aj ≡ b(mod m) for some integer j, which is prime to n and satisfies
j ≡ 1(mod r
k
). Applying Corollary 2.4, equations (3.9), (3.10) and (3.11) together
with the above equivalence relation ∼η we have
Theorem 3.3. Let (3.1) be an action of a cyclic group Cn on a finite field Fqr .
Then there is a one-to-one correspondence between the Hamming isometry classes
of the crossed products (Fqr )
f
η ∗ Cn, and the quotient set Aη/ ∼η as above.
There are two “extremal” cases in Theorem 3.3. The first one is when the action
(3.1) is trivial, that is when k = r. In this case, a ∼η b if and only if they differ
by j which is prime to m = gcd(qr − 1, n), and so the equivalence classes can be
represented by the set of divisors of m. We have
Corollary 3.4. (see [8, Theorem 3.2]) The twisted hamming isometry classes
(Fqr )
f ∗ Cn are in one-to-one correspondence with the set of divisors ∆(gcd(qr −
1, n)).
The other case occurs when the action (3.1) is far from being trivial, here in
the sense that m divides r
k
. When this condition holds, j ≡ 1(mod r
k
) implies that
j ≡ 1(mod m), and so a ∼η b if and only if a ≡ b(mod m).
Corollary 3.5. With the above notation, suppose that m ∈ ∆( r
k
). Then there is
a one-to-one correspondence between the Hamming isometry classes of the crossed
products (Fqr )
f
η ∗ Cn, and the set {1, · · · ,m}.
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Whenm is fixed, the equivalence relation∼η onAη = {1, · · · ,m} clearly coarsens
(perhaps improperly) the relation under the assumption of Corollary 3.5. It is not
hard to verify that it always refines (again, perhaps improperly) the relation for
twisted classes in Corollary 3.4.
3.2. Twisted group algebras of elementary abelian groups over the com-
plex numbers. For a prime p and a positive integer s, let
(Cp)
s = 〈σ1〉 × · · · × 〈σs〉
be the direct product of s copies of the cyclic group of order p. The base ring here
is the complex field C endowed with a trivial (Cp)
s-action. In Theorem 3.6 below
we classify the complex twisted group algebras Cf ∗(Cp)s up to Hamming isometry.
These are the ambient spaces of complex twisted elementary abelian codes.
A 2-cocycle f ∈ Z2((Cp)s,C∗) gives rise to a 2-place function (see, e.g. [12,
§2.2])
αf :
(Cp)
s × (Cp)s → C∗
(g1, g2) 7→ f(g1, g2)f(g2, g1)
−1.
(3.12)
Then αf satisfies the following properties:
(1) It is a morphism when fixing each one of the components. In particular, its
values lie in the subgroup
Hp :=
{
exp
(
2pii · j
p
)}p−1
j=0
< C∗
of p-th roots of 1.
(2) It is skew-symmetric in the sense that
(3.13) αf (g, g) = 1, ∀g ∈ (Cp)
s.
Note that equation (3.13) implies that αf (g1, g2) = αf (g2, g1)
−1 for every
g1, g2 ∈ (Cp)s.
The function αf is an alternating bicharacter.
As already observed by I. Schur [21, 22], two elements f1, f2 ∈ Z2((Cp)s,C∗) are
cohomologous if and only if they yield the same bicharacters. We therefore identify
the cohomology H2((Cp)
s,C∗) with the complex alternating bicharacters on (Cp)
s.
How does Aut((Cp)
s) act on alternating bicharacters? Note that both groups
(Cp)
s andHp can be viewed as vector spaces over the field Fp. With this perspective,
an alternating bicharacter is a skew-symmetric Fp-bilinear form. Furthermore, the
group of automorphisms of (Cp)
s is the general linear group GLs(Fp). It acts on
the vector space (Cp)
s as a change of basis. It is now transparent that the action
of Aut((Cp)
s) on H2((Cp)
s,C∗), i.e. the alternating bicharacters, is by congruence
of forms.
Let {σ1, · · · , σs} be any set of generators of (Cp)s and let ζp := exp(
2pii
p
) ∈ C∗.
For every i = 0, · · · , ⌊ s2⌋, define a bicharacter αi by evaluating it on the pairs
(σj , σl) for j < l as follows, and extending it in a skew-symmetric bilinear way.
αi(σj , σl) =
{
ζp if 1 ≤ j ≤ i, and l = j + i,
1 otherwise.
(3.14)
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It is easily checked that the radical Rad(αi) = {g ∈ G| αi(g, h) = 1, ∀h ∈ G} is
generated by s− 2i elements
(3.15) Rad(αi) = 〈σj〉
s
j=2i+1.
Theorem 3.6. With the above notation, {αi}
⌊ s
2
⌋
i=0 is a complete set of representa-
tives for the Hamming isometry classes of complex twisted (Cp)
s-algebras.
Proof. The theorem follows from a standard result about skew-symmetric forms on
vector spaces (see, e.g. [1, Theorem 4]), using the above identification of isometry
classes of twisted (Cp)
s-algebras with congruence classes of skew-symmetric forms
of s-dimensional spaces over Fp. 
As for semisimplicity, again by [2, Theorem 3.3], for every prime p, positive
integer s, and cocycle f ∈ Z2((Cp)s,C∗), the twisted group algebra Cf ∗ (Cp)s is
semisimple. Its Artin-Wedderburn decomposition as a direct sum of complex matrix
algebras (of the same dimension) is given in terms of its corresponding bicharacter
αf (3.12) with a representative αi (3.14).
Theorem 3.7. Let f ∈ Z2((Cp)
s,C∗), such that its corresponding bicharacter is
congruent to αi for some 0 ≤ i ≤ ⌊
s
2⌋. Then the twisted group algebra C
f ∗ (Cp)s
is isomorphic to a direct sum of ps−2i copies of pi × pi complex matrix algebras,
namely,
C
f ∗ (Cp)
s ∼=
(
Mpi(C)
)ps−2i
.
In particular, two twisted group algebras Cf1 ∗ (Cp)s and Cf2 ∗ (Cp)s are isometric
if and only if they are isomorphic (compare with Remark 2.6).
Proof. By [24] (see also [19, Corollary 8.2.10]), Cf ∗ (Cp)s is isomorphic to a direct
sum of copies of complex matrix algebras of the same dimension. That is
(3.16) Cf ∗ (Cp)
s ∼= (Mn(C))
l
for some n, l which, by comparing dimensions, satisfy
(3.17) n2 · l = ps.
The number l of such copies is the dimension of the center of the semisimple algebra
Cf ∗ (Cp)s, which in turn is the order of Rad(αf ). Hence,
(3.18) l = |Rad(αf )| = |Rad(αi)|,
where the rightmost equality in (3.18) follows from the fact that radicals of congru-
ent forms are of the same cardinality. By (3.15) the rank of Rad(αi) < G is s− 2i,
therefore
(3.19) |Rad(αi)| = p
s−2i.
By (3.17),(3.18) and (3.19) we obtain l = ps−2i and n = pi. Plugging these param-
eters into (3.16) completes the proof. 
Remark 3.8. With the notation of Theorem 3.7, the crossed product ambient
space Cf ∗ (Cp)
s admits ps−2i irreducible codes (out of 2p
s−2i
codes all in all).
Although twisted group algebras Cf ∗ (Cp)s are not classical crossed products,
they may be simple as can be verified by taking s to be any even number and
putting i = s2 in Theorem 3.7. The corresponding f ∈ Z
2((Cp)
s,C∗) is called
non-degenerate (see, e.g. [13, §3.1] for a more general definition), and the only
C
f ∗ (Cp)
s-codes are the zero space and the entire ambient space.
12 YUVAL GINOSAR AND AVIRAM ROCHAS MORENO
We end this section with a short discussion without proofs about Hamming
isometry of twisted group algebras (Fqr )
f ∗ (Cp)s of such elementary abelian groups
(Cp)
s over finite fields Fqr . Firstly, these algebras are semisimple if and only if
p 6= q [2, Theorem 3.3]. Next, the corresponding cohomology is
H2((Cp)
s,F∗qr ) =
{
1 if gcd(p, qr − 1) = 1,
C
(s+12 )
p if p divides qr − 1.
When gcd(p, qr − 1) = 1 (including the modular case p = q), then it is obvi-
ous that there is only one Hamming isometry class, namely of the ordinary group
algebra Fqr (Cp)
s. The complementary case is given as follows.
Theorem 3.9. Let p ∈ ∆(qr − 1). Then there is a one-to-one correspondence
between the Hamming isometry classes of the twisted group algebras (Fqr )
f ∗ (Cp)s
of an elementary abelian group (Cp)
s over a finite field Fqr , and the ⌊
3s
2 ⌋ + 1
isomorphism types of groups P which admit a central extension
1→ Cp → P → (Cp)
s → 1.
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