We derive formulas for the terms in the conjectured asymptotic expansions of the moments, at the central point, of quadratic Dirichlet L-functions, L(1/2, χ d ), and also of the L-functions associated to quadratic twists of an elliptic curve over Q.
Introduction
In this paper we describe formulas, derived from conjectures of Conrey, Farmer, Keating, Rubinstein, and Snaith [CFKRS] , for the moments of quadratic Dirichlet Lfunctions at the central point, and the moments of L-functions associated to quadratic twists of an elliptic curve.
We are motivated to study moments in these two families of L-functions because of their apparent connection to the moments of characteristic polynomials of unitary symplectic and orthogonal matrices.
Montgomery was the first to discover a link between an L-function and characteristic polynomials of unitary matrices [Mo] . He computed, with restrictions on the allowed test functions, the limiting pair correlation of the zeros of the Riemann zeta function, Date: March 26, 2012 . Support for work on this paper was provided by the National Science Foundation under award DMS-0757627 (FRG grant), and two NSERC Discovery Grants.
Our goal is to turn the implicit formulas of CFKRS into asymptotic expansions with explicitly given coefficients. We elaborate on the CFKRS formulas, for the family of quadratic Dirichlet L-functions, in Section 1.1 and for quadratic elliptic curve L-functions in Section 5.
Besides the approaches of Keating and Snaith and of CFKRS, two additional methods have yielded interesting results for the moments of L-functions.
Gonek, Hughes, and Keating [GHK] , and Bui and Keating [BK] use the explicit formula for an L-function to realize the L-function as a hybrid between partial Hadamard and Euler products. They assume statistical independence between these two products and study the moments of the partial Euler product using number theoretic heuristics. The moments of the partial Hadamard product are studied by modeling the zeros of the Hadamard product based on the predicted classical compact group. Their approach therefore suffers the same disadvantage of the Keating and Snaith method of requiring the predictions of Katz and Sarnak as input. The main advantage of their method over the Keating and Snaith method is that it explains, rather than guesses, the appearance of an 'arithmetic factor' in moment formulas for L-functions. Another disadvantage is that it only seems to correctly predict the leading asymptotic for the L-function moments that they consider, and thus only agrees with the CFKRS prediction to leading order. Presumably this is because their assumptions are too strong, for example the statistical independence between the partial Hadamard and Euler products, and their use of matrix eigenvalues to model the partial Hadamard product.
Another method for studying moments of L-functions has been developed by Diaconu, Goldfeld, and Hoffstein [GH] [DGH] and uses the theory of multiple Dirichlet series. It has the advantage of proving asymptotic formulas for some L-function moments, for example the first three moments of quadratic Dirichlet L-functions at the central point. However, it has the disadvantage of involving an elaborate sieving process (in the case of quadratic characters), that makes it unwieldy for producing explicit formulas for the asymptotic expansion. Interestingly, their method predicts the existence of additional lower order terms of smaller magnitude that go beyond those of the asymptotic expansion of CFKRS. See the paper of DGH as well as that of Zhang [Z] , and Alderson and Rubinstein [AR] for discussions and computations regarding these additional lower terms.
1.1. The CFKRS conjecture for L(1/2, χ d ). We begin by describing the CFKRS conjecture for quadratic Dirichlet L-functions. Let D be a squarefree integer, D = 0, 1, and let K = Q( √ D) be the corresponding quadratic field. The fundamental discriminant d of K equals D if D = 1 mod 4, and 4D if D = 2, 3 mod 4. Let χ d (n) be the Kronecker symbol Let S(X) denote the set of fundamental discriminants with |d| < X. The Gamma factor in functional equation for L(s, χ d ) depends on whether d < 0 or d > 0. Thus, define further S + (X) = {d ∈ S(X) : d > 0} S − (X) = {d ∈ S(X) : d < 0}, (1.4) to be, respectively, the sets of positive and negative fundamental discriminants with |d| < X.
CFKRS conjectured [CFKRS] the asymptotic expansion: (1.5) d∈S±(X)
where Q + (k, x) and Q − (k, x) are polynomials of degree k(k + 1)/2 in x that we will describe below. The fraction 3/π 2 accounts for the density of fundamental discriminants amongst all the integers.
The polynomial Q ± (k, log X) is expressed in terms of a more fundamental polynomial Q ± (k, x) of the same degree that captures the moments locally: (1.6) Q ± (k, log X) = 1 X X 1 Q ± (k, log t)dt.
One of the main achievements of CFKRS was to give a general recipe/heuristic for producing formulas for moments of various families of L-functions. Their formula (see Conjecture 1.5.3 in [CFKRS] ) for the polynomial Q ± (k, x) is given implicitly in terms of a k-fold multivariate residue: (1.7)
Q ± (k, x) = (−1) k(k−1)/2 2 k k! 1 (2πi) k · · · G ± (z 1 , . . . , z k )∆(z 2 1 , . . . , z 2 k ) 2 
Here, a = 0 for G + and a = 1 for G − , X(s, a) is given in (1.3) , and A k equals the Euler product, absolutely convergent in a neighbourhood of (z 1 , . . . , z k ) = (0, . . . , 0), defined by
One advantage of equation (1.7) is that it allows one to easily see that Q ± (k, x) is a polynomial of degree k(k+1)/2 in x. That is because the denominator of the multivariate residue picks up terms in the numerator involving k j=1 z 2k−2 j , which is of degree 2k(k − 1). Now, the factor ∆(z 2 1 , . . . , z 2 k ) 2 is a homogeneous polynomial, also of degree 2k(k−1). However, the factor G ± (z 1 , . . . , z k ) cancels k(k +1)/2 of the factors of the Vandermonde, because each ζ(1 + z i + z j ) has a Laurent expansion that begins 1/(z i + z j ) coming from the pole at s = 1 of ζ(s). Therefore, in considering the multivariate Taylor expansion of the numerator about z 1 = . . . = z k = 0, we only need to take terms in the series (1.11) exp
up to n = k(k + 1)/2. Hence, in the x aspect, the k-fold residue only involves terms up to x k(k+1)/2 . Equation (1.7) has the disadvantage of expressing Q ± (k, x) implicitly. Let us therefore write
Our main result, described in the following theorem, gives explicit formulae for the coefficients c ± (r, k). We first define
and, for given r ≥ 1, we have
where N λ (k) is a polynomial in k of degree at most 2|λ|, defined in (2.52), a k is defined in (1.13) , and the b ± λ (k)'s are the Taylor coefficients of a holomorphic function, defined in (2.4) and (2.5). The sum is over all partitions |λ| = r, with λ i = r and λ 1 ≥ λ 2 ≥ . . . > 0.
We remark that formula (1.14) for the leading term agrees with the prediction of Keating and Snaith. See (34), (45) , and (47) of Keating and Snaith [KS] (replacing log D by x in their equation (45)). Their derivation is heuristic and based on the Selberg integral. Compare also to the leading term of equation (1.5.17 ) of [CFKRS] , with N = x/2 in that equation. To verify the agreement between these, one can check, inductively, that:
Note that (1.15 ) is analogous to formula (1.16) of [CFKRS] which provides a formula for the coefficients of the moment polynomials of the Riemann zeta function. See also Dehaye's paper [D] , also for the Riemann zeta function, where he gives a combinatorial formula for the analogue of our polynomial N λ (k). We work out examples, for r = 1 and r = 2. Table 1 provides N (1) 
be the Laurent expansion about 0 of ζ(1 + s) (γ 0 is Euler's constant), and define
can be derived using the method described in Section 3, and are given by
where a = 0 for b + (1) , and a = 1 for b − (1) , and
In Section 2 we derive formula (1.14) for the leading coefficient of Q ± (k, x). Our tools are then applied, in Section 2.2, to the general term c ± (r, k), where we obtain a formula for N λ (k) expressed as a sum of determinants of the form:
where λ = (λ 1 , . . . , λ m ) is a partition with length l(λ) ≤ k (see Section 1.2 for definitions).
In section 4 we derive some interesting formulas for these determinants. To describe our formulas, let y = (y 1 , . . . , y m ). We define the coefficient operator [y β ] on the set of formal multivariate Taylor or Laurent series in y, which picks the coefficient of the monomial y β in the series. More precisely, if (1.24) f (y 1 , . . . , y m ) = 
and also
There is a polynomial P λ (k), integer valued at integers, of degree |λ| such that for k ≥ max(l(λ), λ 1 ),
where χ λ (1) is the degree of the irreducible representation of the symmetric group S |λ| indexed by λ. In particular,
. where D 0 (k) is the determinant associated to the empty partition. Table 2 gives a list of the polynomials P λ (k) for partitions up to weight 7. Observe, in the table, that P λ (k) often has many linear factors. This fact plays a role in our formula for N λ (k) so we encode it in the following corollary.
where we take the first product to be 1 if λ 1 ≥ l(λ), and the second product to be 1 if
Finally, in Section 5 we discuss the application of our techniques to the related problem of the moments of the L-functions associated to quadratic twists of an elliptic curve.
1.2. Symmetric function theory. We collect here some definitions and results from the theory of symmetric functions that we use in our paper. The details can be found in [M, Chapter 1] . We have used the notations of [M] .
A partition λ is a sequence of non negative integers (λ 1 , λ 2 , . . . ) such that
and only finitely many λ i s are non zero. The length of the partition λ is defined to be the number of non zero λ i s. We denote it by l(λ). The weight of a partition λ, denoted by |λ| is
The diagram of a partition is the set of points
The conjugate partition λ of a partition λ is the partition whose diagram is
Equivalently, the conjugate partition of λ is a partition λ = (λ 1 , λ 2 , . . . ) where
The symmetric group S n acts on the polynomial ring Z[x 1 , . . . , x n ] by permuting the independent variables x 1 , . . . , x n . The ring of symmetric polynomials in n-variables, Λ n , is the set of polynomials in Z[x 1 , . . . , x n ] which are invariant under this action of S n . The ring Λ n is a graded ring:
where Λ k n is the set of homogeneous symmetric polynomials of degree k. For m > n, there is a ring homomorphism (1.38) ρ m,n :
where ρ m,n (x i ) = x i for i ≤ n, and ρ m,n (x i ) = 0 for i > n. This restricts to a map
The maps given by (1.39) define an inverse system. Let
The ring Λ is called the ring of symmetric functions. This is a graded ring. The definition of Λ gives us maps
In this paper, we shall use four Z-bases, parametrized by partitions, of the ring Λ: the monomial symmetric functions (m λ ), elementary symmetric functions (e λ ), complete symmetric functions (h λ ) and the Schur symmetric functions (s λ ). In addition, we shall be using power symmetric functions (p λ ). The power symmetric functions form a Q basis of Λ ⊗ Z Q. We shall use the same symbols to denote their image under ρ n in Λ n .
Given α = (α 1 , . . . , α n ), we write x α to denote x α 1 1 · · · x αn n . Let λ be a partition of length less than or equal to n. We define the monomial symmetric function m λ by its image under ρ n for every n. If n ≥ l(λ), then
where the α ranges over distinct permutations of (λ 1 , . . . , λ n ). If l(λ) > n, then m λ (x 1 , . . . , x n ) = 0. For the only partition of 0, the empty partition, we define m 0 = 1. Let r ≥ 0 be an integer. The elementary symmetric function e r ∈ Λ is given by (1,...,1) , and e 0 = 1. For a partition λ, we define (1.45) e λ = e λ 1 e λ 2 . . . .
The generating function for e r is
Let r ≥ 0 be an integer. The complete symmetric function h r is defined to be
Given a partition λ, we define
The generating function for h r is
Equations (1.46) and (1.49) give us the identity,
For r ≥ 1, the power symmetric function p r is defined as
For a partition λ, we define
Clearly a α is skew-symmetric; that is, for w ∈ S n , w(a α ) = sgn(w)a α , where sgn(w) is the sign of permutation w. Let δ n be the partition (1.54) δ n = (n − 1, n − 2, . . . , 1, 0).
For a partition λ of length less than or equal to n, we append 0's as necessary to λ to create an n-tuple, and define
This is a polynomial. Since s λ (x 1 , . . . , x n ) is a ratio of skew-symmetric polynomials, it is a symmetric polynomial. These symmetric polynomials are called Schur symmetric polynomials. For m > n, ρ m,n (s λ (x 1 , . . . , x m )) = s λ (x 1 , . . . , x n ), hence they are represented by a function s λ ∈ Λ.
Using the definitions of a λ and s λ , it is easy to check that
Let λ be a partition and λ be the conjugate partition. Then, for n ≥ l(λ) [M, p.41] (1.58)
Identity ( 
The sum in (1.60) and (1.61) is over all partitions λ. Identity (1.60) is called the Cauchy identity, and (1.61) is called the dual Cauchy identity.
There is a fundamental involution ω, a ring automorphism, defined on the ring of symmetric functions:
Using (1.50), we can prove that
We also have (1.64) ω(s λ ) = s λ , and ω(p n ) = (−1) n−1 p n .
Terms of the asymptotic expansion
We begin by rewriting the integrand on the right hand side of (1.7) as a ratio of a holomorphic function and a monomial. The function G(z 1 , . . . , z k ) in (1.9) has a pole in each z j at (0, . . . , 0) coming from the product of the zeta functions. These poles are eliminated by a portion of the Vandermonde determinants. Note that
Specifically each factor (z i + z j ) occurring here cancels a pole coming from ζ(1 + z i + z j ). We obtain (2.1) by observing
Now the integrand is written as a ratio of a function which is holomorphic in a neighbourhood of (0, . . . , 0) and a monomial.
Recall that a k = A k (0, . . . , 0). Let z = (z 1 , . . . , z k ) and m λ (z) be the monomial symmetric polynomial defined in (1.43) . Let
be the power series expansion of
Here, the coefficients b + λ are associated to the a = 1 case, and b − λ with a = −1. In (2.4), the sum is over all partitions
We divide the expression by a k to ensure that the constant term in the power series is 1. We shall calculate the Taylor series of (2.5) by calculating the Taylor series of its logarithm. This calculation is simpler if the constant term is
Only finitely many integrals in the sum (2.6) are nonzero. Each of the integrals in (2.6) picks up the coefficient of 2.1. The leading term. In this section, we shall calculate the leading coefficient of
. The calculation will also provide insight into how to calculate the lower order terms of Q ± (k, x). The leading coefficient is the same for Q + (k, x) and for Q − (k, x), and is given in the following proposition.
The leading term in (1.12) corresponds to the i = 0 term of (2.6). In this case there is only one integral within the inner summation sign, giving (2.8)
Substituting u j = xz j /2, simplifying, and then relabeling u j with z j , we obtain (2.9)
The presence of the Vandermonde determinants prevents us from separating the integrals. However, we apply the following trick to move the Vandermonde determinants outside the integral. Introduce new variables x 1 , . . . , x k and consider the more general integral
(2.10)
Thus, the evaluation of c ± (0, k) boils down to determining I(1, . . . , 1). Next, we introduce a partial differential operator which will help us move the Vandermonde determinants outside the integral. Note that for a polynomial P (x 1 , . . . , x k ) in k variables, we have
We set (2.12) q(z 1 , . . . , z k ) := ∆(z 1 , . . . , z k )∆(z 2 1 , . . . , z 2 k ). Then (2.10) equals
Pulling the differential operator outside the integral (Leibniz's rule) we conclude that (2.13) equals
The integrand in (2.14) can be written as a product of integrals in one variable,
Each integral in the above product can be evaluated by expanding exp(
We have turned our computation of c ± (0, k) into the question of determining the 
Applying this to k i=1 f (x i ), and noticing that x I only appears in the i-th row of the determinant, we can move f (x i ) into that row. Lemma 2.3 gives a formula for applying a product of differentials to a determinant of functions.
.
Proof. It is easy to see if we first look at a simple case, say ∂ ∂x 1 applied to the determinant on the left hand side of (2.19).
Proof. To prove the Lemma, we relate the value of (2.20) evaluated at (x 1 , . . . , x k ) = (1, . . . , 1) to a determinant of a matrix whose entries are binomial coefficients. We then use an identity for binomial coefficients to rewrite the determinant as a product of two determinants, and evaluate each of them separately. Applying Lemma 2.2, we can deduce that
Expanding the Vandermonde determinant of partial differential operators, we obtain
where µ 1 , . . . , µ k is the image of the permutation µ of 1, . . . , k. Applying Lemma 2.3, we can see that (2.24) equals
Rearranging the rows to cancel the effect of µ (this introduces another sgn(µ) in front of the determinant) and evaluating at (x 1 , . . . , x k ) = (1, . . . , 1), we get (2.26) equals
We can convert the determinant (2.27) into a determinant of matrices whose entries are binomial coefficients. Multiplying the j th column by 1 (2(j−1))! and the i th row by (2k −i)!, we see that (2.27) equals
The determinant in (2.28) is
In section 4 we study this determinant. From (1.23) and Corollary 1.3, the determinant of this matrix equals (−2) ( k 2 ) . The extra (−1) ( k 2 ) here comes about from the fact that the D 0 (k) in (1.23) has its columns reversed from the above determinant.
Applying Lemma 2.4 to (2.16), we find that the leading term is:
Hence the coefficient of the leading term is
This proves Proposition 2.1.
2.2.
Further lower order terms. In this section we consider a general term occurring in the sum of integrals (2.6). Let λ be a partition. We shall calculate
Modifying the approach of the previous section to incorporate the extra monomial m λ (z 1 , . . . , z k ), we define (2.33) q λ (z 1 , . . . , z k ) = m λ (z 1 , . . . , z k )∆(z 1 , . . . , z k )∆(z 2 1 , . . . , z 2 k ). Following the same steps as in the evaluation of the leading term, expression (2.32) becomes (2.34)
This section is devoted to calculating (2.34). Let f (x) = x 2k−1 /(2k − 1)!. Let |λ| = i λ i , and length l(λ). Thus, l(λ) is the number of non zero elements of the partition λ, i.e. λ j = 0 for j > l(λ). Let m j (λ) be the number of j's in the partition λ, so that |λ| = m 1 (λ) + 2m 2 (λ) + 3m 3 (λ) + . . .. 
evaluated at (x 1 , . . . , x k ) = (1, . . . , 1). We already have the expression for the effect of Vandermonde determinant operators in (2.25). Therefore by Lemma 2.3, the expression (2.36) equals
The expression (2.37) is equal to
In each summand of (2.38), rearrange the rows so as to reverse the effect of µ. We get
Here ν is µ −1 . The expression (2.39) is
Each determinant inside the sum is of the form
and d i = |λ|. In Proposition 2.5, we determine a necessary condition for the determinant (2.41) to be non zero. This condition will imply that a large portion of terms in (2.40) are zero.
Proposition 2.5. Consider the determinant
Proof. Let u be a number between 1 and k such that d u is non zero. The u th row in the matrix is
. Now look at the row which is d u rows below the row u in the matrix (2.42). Let this be
We have a necessary condition for the matrix to have a non zero determinant; for every u such that d u = 0, either d u+du is also non zero or u+d u > k. We look at this cascading process, and see that if we start at a row above the row k − |λ|, that is if d u = 0 for some u ≤ k − |λ|, then we cannot go down beyond row k since all d i add to |λ|. Hence we will have two identical rows. We can then conclude that we obtain non zero determinants in (2.42) only when d u = 0 for 1 ≤ u ≤ k −|λ|.
The above proposition tells us that, in (2.46) all the action takes place in the last |λ| rows or lower. Thus, let u = (u k , . . . , u 1 ) be a permutation of (λ 1 , . . . , λ k ). Notice that we have reversed the order of the subscripts on the u's, starting at k and ending at 1. Applying the above proposition, we shall assume u i = 0 for i > |λ|. Note, however, that some of the u i 's, with i ≤ |λ| can also equal 0. For a given permutation u, let i(u) be the smallest positive integer such that u i = 0 for all i > i(u). Thus, i(u) ≤ |λ|.
Next, any two permutations that have identical non-zero u i 's, i.e. that move around the 0's, produce the same determinant. For any given way of selecting where the nonzero λ i 's go, there are (k − l(λ))! ways to move around the remaining zero-valued λ i 's. Furthermore, permuting identical non-zero λ i 's also produces the same determinant. For a given permutation, there are m 1 (λ)!m 2 (λ)! . . . ways to move around the identical non-zero λ i 's. Using the fact that
and taking into account the above two paragraphs, expression (2.40) can thus be written as
There are k − i(u) rows above the horizontal dashed line and i(u) rows below the dotted line. The sum is over distinct permutations (u k , . . . , u 1 ) of (λ 1 , . . . , λ k ), satisfying u i = 0 for i > |λ|. Note that, in order for a given permutation u to appear in the sum, we require that k ≥ i(u).
We may also reduce the number of terms in the sum by excluding matrices where two or more rows of the matrix are identical. The on the sum indicates that such terms have been excluded from the sum. Now consider one specific term in the sum (2.46). As in the calculation of the leading coefficient, multiply its i th row by (2k − i)! and its j th column by 1/(2(j − 1))!. This enables us to write the determinant in a term of (2.46) as a product of a known quantity and a determinant of binomial coefficients,
Here (x) n is the falling factorial x(x − 1) . . . (x − n + 1). The last factor, the product of falling factorials, is a polynomial of degree |λ| in k. Expressions (2.46) and (2.47) for the lower terms are the analogue of (2.28) for the leading coefficient. The difference is the presence of u 1 , . . . , u i(u) in the determinant and the appearance of the product of falling factorials. The latter are accounted for by the fact that the (2k − i)! is not entirely cancelled by the numerator of the binomial coefficients in the last i(u) rows. We study the above determinant in the next section. To apply the formulas of that section, we require u 1 ≥ u 2 ≥ . . ., which does not typically hold for the terms in the sum of (2.46). However, by swapping adjacent rows, we can arrange that these inequalities hold. More precisely, say that u m < u m+1 . We can assume that, in fact, u m + 2 ≤ u m+1 since if u m + 1 = u m+1 then the m-th and m + 1-st rows from the bottom of the matrix coincide, and such terms are excluded from (2.46) since the determinant in such cases is 0.
Consider what happens when we swap the m-th and m + 1-st rows from the bottom. The binomial coefficient k+m−1−um 2j−2 gets switched with k+m−u m+1 2j−2 at a cost of a sign change to the determinant. On the other hand, the new determinant is of the same form, but with u replaced by u , where u j = u j for all j, except for u m = u m+1 − 1 and u m+1 = u m + 1. Thus we have reversed the inequality, i.e. u m ≥ u m+1 . Notice also that this swapping also satisfies u j = u j = |λ|.
Therefore, continuing in this fashion, any given determinant in the sum in (2.47) is equal, up to a power of −1, to the same kind of determinant but with u replaced by, say, α(u), where α is a partition of |λ|, i.e. with α 1 ≥ α 2 ≥ . . . ≥ 0. Let the power of −1 introduced by the row swaps that take u to α(u) be denoted by n(a). Thus, a given determinant in (2.47) is equal, on performing the row swaps, to
where D is the determinant defined in (1.23) . The extra (−1) ( k 2 ) arises because the columns of D in (1.23) are in the reverse order from the determinants in (2.47).
Therefore, returning to equations (2.6), (2.34), and (2.32), we have, on simplifying,
can be expressed as:
In Theorem 1.2 and Corollary 1.3 we show that, for k ≥ max(l(α), α 1 ),
where P α (k) is a polynomial in k of degree |α|. Theorem 1.2 also gives a formula for determining the polynomials P . Hence
The sum is over distinct permutations u = (u k , . . . , u 1 ) formed from the partition λ by appending 0's if necessary. Furthermore, we have restricted to permutations such that i(u) ≤ |λ|, and have also excluded u where the corresponding matrix has any identical rows. Finally, for a given u to appear in the sum we have assumed that i(u) ≤ k, and to apply (2.50), we also required that k ≥ max(l(α(u)), α(u) 1 ).
We show that the latter assumption can be removed. First note that i(u) = l(α(u)), because our swapping procedure that replaces a given u with u has i(u ) = i(u). Next, Corollary 1.4 tells us that P α (k) vanishes for α 1 ≤ k ≤ l(α) − 1. Furthermore,
vanishes if 0 ≤ k < α 1 as can be seen by examining the factor associated to α 1 : let u j be the term that, under our swapping procedure, gets swapped down to α 1 . The corresponding falling factorial is (k + j − 1) u j . But α 1 = u j − (j − 1), because u j gets moved down j − 1 rows to the bottom row. Therefore,
which is divisible by
Thus, we have shown that
vanishes for 0 ≤ k < max(l(α(u)), α(u) 1 ). We can, therefore, ignore, in (2.52), the condition that k ≥ max(l(α(u)), α(u) 1 ), since, in including terms with k < max(l(α(u)), α(u) 1 ), the corresponding summand in (2.52) vanishes. Hence, N λ (k) is given by a sum over a fixed, i.e. depending only on λ but not on k, number of terms u. Each term is a polynomial of degree 2|λ| in k, thus N λ (k) is a polynomial in k of degree ≤ 2|λ|.
This completes the proof of Theorem 1.1.
As an example, We compute N (2,1,1) (k) using (2.52). In this case, the sum (2.52) is over the 12 distinct permutations of (2, 1, 1, 0). We can truncate at 4 terms because |λ| = 4, and i(u) ≤ |λ|. Of these 12 permutations, only (2, 1, 1, 0), (0, 2, 1, 1), (1, 0, 2, 1) , and (1, 1, 0, 2) give non zero determinants. The sign (−1) n(u) is 1 for (2, 1, 1, 0) , and -1 for the rest. We have N (2,1,1) (k) = P (2,1,1) (k) 2 (k + 1) 1 (k + 2) 1 − P (1, 1, 1, 1) 
× ((k + 1)k(k + 2)(k + 3) + k(k + 2)(k + 1)(k + 3) + k(k + 1)(k + 3)(k + 2)) =k(k − 1)(k − 2)(k + 3)(k + 2)(k + 1)
(2.57)
Having shown that N λ (k) is a polynomial in k of degree ≤ 2|λ|, we can determine it either using formula (2.52) and the formulas in Theorem 1.2 for the polynomials P , or else by evaluating (2.46) for 2|λ| + 1 values of k and applying polynomial interpolation. More specifically, we can work back from (2.46) to (2.32), and divide by a k 2 k k−1 j=0 (2j)! (k+j)! to get the formula (2.58)
This formula can be used for a specific choice of λ and several values of k to create a table of values of N λ (k) to which polynomial interpolation can be applied. Table 1 lists the polynomials N λ (k) for all |λ| ≤ 7.
3. The coefficients b ± λ (k) In order to compute the multivariate Taylor expansion of (5.18), we consider the series expansion of its logarithm. We first examine the arithmetic product, and let
We start the sum at r = 1 because the division by a k makes the constant term 0. Now, the lhs is symmetric in the z i 's, and we can find B λ (k) by applying
where l = l(λ), and setting z 1 = . . . = z k = 0. Since the partial derivatives do not involve z l+1 , . . . , z k we can set these to 0 before the differentiation. Thus, by (1.10) , 
respectively.
Next, by composing the three series expansions (3.1), (3.4), (3.5) with the series for the exponential function, we can derive formulas for the coefficients b ± λ (k). Example formulas, for b ± (1) (k) and b ± (1,1) (k), are displayed in the introduction. To obtain numerical approximations to b ± λ (k) for specific choices of k and λ one needs to compute infinite sums over primes where the summand is a rational function of p 1/2 times log(p) |λ| . This can be achieved to high precision using Mobius inversion as described, in the context of the moment polynomials of the Riemann zeta function, in Section 4.1 of [CFKRS2] . In this fashion, and using (1.15), we computed the values of c ± (r, k), for r ≤ 10 and k ≤ 9, given in Tables 3 and 4 .
Determinant of a matrix of binomial coefficients
Proof of Theorem 1.2. We shall first prove (1.27) , and use it to prove (1.26) .
Proof of (1.27):
For a k-tuple (α 1 , . . . , α k ) and x = (x 1 , . . . , x k ), let x α denote the monomial x α 1 1 . . . x α k k . For a partition λ of length less than or equal to k, x λ can be defined by appending zeros after the positive elements of λ to make it a k-tuple.
Reversing the rows of the matrix in (1.23), we see that
The (i, j)th entry of the matrix in (4.1) can be written using the coefficient operator defined in (1.25) . Let x = (x 1 , . . . , x k ). Then
Noticing that column j only involves x j , we can move all the [x 2k−2j j ] in front of the determinant to get
The determinant in (4.2) can be written in terms of a δ k and s λ defined in (1.53) and (1.55),
But (1.56) gives a δ k (x 1 , . . . , x k ) explicitly. Hence
(4.5)
Using (4.5) in (4.4) , we have
We shall now express s λ as a coefficient in a polynomial which is easier to work with. The dual Jacobi-Trudi identity, (1.59), gives
where (µ 1 , . . . , µ n ) is the conjugate partition of λ, and n = l(µ).
Expanding the determinant, we get
From (1.46), we have e r = [t r ]E(t). We rewrite (4.8) using this notation. Let t = (t 1 , . . . , t n ). Then
Next, pull out t i i from the sum, and multiply and divide by t n i , to get
Here we have also used the Vandermonde determinant (up to (−1) ( n 2 ) ):
(4.10)
We have expressed s λ (x) as a coefficient in a polynomial. Substituting (4.9) for s λ in (4.6), and using the product form of E(t), (1.46), we have
Applying the dual Cauchy identity (1.61) to the double product on the rhs above gives
The number of 1's in the second factor on the right hand side of (4.12) is k − n. Recall from (1.55) that a δ s λ = a δ+λ . Hence (4.11) equals
(1 + t i ) k λ a λ+δ k (x 1 , . . . , x k )s λ (1, . . . , 1, 1 1+t 1 , . . . , 1 1+tn ).
The monomial x 2δ k occurs in the sum in (4.13) only when λ = δ k . The coefficient of x 2δ k in a 2δ k (x 1 , . . . , x k ) is 1. Simplifying (4.13), we have
(1 + t i ) k s δ k (1, . . . , 1, 1 1+t 1 , . . . , 1 1+tn ).
Note that we have used δ k = δ k . Applying the formula s δ k in (1.57), we have (4.15)
The 2 ( k−n 2 ) comes from pairing, in applying (1.57), the k − n 1's. The middle factor arises from matching each 1/(1 + t i ) with k − n 1's, and the last factor from matching all pairs of distinct 1/(1 + t i ), 1/(1 + t j ). Substituting (4.15) into (4.14) , and collecting the powers of (1 + t i ) gives
(2 + t i + t j ).
Substituting z i = t i /2, and collecting powers of 2 (note that k−n 2 +(k−n)n+ n 2 = k 2 ), we get
Here we have also used a δn (t) = a δn (z)2 ( n 2 ) . Since |δ n | = n 2 , and |µ| = |λ|, this proves (1.27).
Proof of (1.26):
We now use (1.27) to prove (1.26). As above, let z = (z 1 , . . . , z n ). Since Schur symmetric functions form a Z-basis for the ring of symmetric functions, the coefficient of s γ of a symmetric function F is well defined. We denote this coefficient by [s γ ]F .
For a symmetric polynomial F (z) in n-variables, and a partition γ with length at most n, we have
This can be seen by writing F (z) in terms of our Schur basis
We wish to find the coefficient v γ . Multiplying by a δn (z) and using (1.55) gives Now, the monomials in a γ+δn (z) are all distinct, and distinct from the monomials in a γ +δn for any different partition γ of length at most n. Furthermore, z γ+δn appears in a γ+δn (z) with coefficient 1, coming from the main diagonal of (1.53). Thus, v γ is equal to the coefficient of z γ+δn in a δn (z)F (z). Therefore we can rewrite (1.27) as
We shall work with the ring of symmetric functions Λ instead of the ring of symmetric polynomials in n variables Λ n . The right hand side of (4.21) equals (4.22) 2
Note that in (4.22) , we are looking at elements in the ring of symmetric functions, Λ, i.e. as a product involving a countable number of variables z 1 , z 2 , . . ., whereas in (4.21), we were considering the elements in the ring of symmetric polynomials in n variables, Λ n .
Applying ω, and using (1.64) we obtain (4.23)
We use the fact that exp(log(1 + u)) = 1 + u to write the argument of ω as formal power series:
We can rewrite the argument of ω in (4.24) using power symmetric functions;
In (1.64) we have seen that ω(p a ) = (−1) a−1 p a . This gives
If we isolate factors corresponding to i = j in the first product, we are able to cancel some factors in the second product. Simplifying, we get (4.28)
To calculate the coefficient of s λ in (4.28), we only have to look at the projection in any Λ m such that m is greater than or equal to l(λ). We can choose it to be equal to l(λ) (also equals µ 1 ). Let m = l(λ). Then
which is equal to (4.30) 2
Another application of (4.18) proves (1.26) .
Proof of Corollary 1.3. It is immediate from (1.26) or (1.27 ) that P λ (k) is a polynomial in k with integer values at integers of degree at most |λ|. We will show that it is in fact of degree |λ| and determine its leading coefficient. From (1.26) , the highest power of k occurs when we pick as many powers of y i as possible from the last product. This happens when none of the y i are picked from (1 − y i − y j ). Note that 
where χ λ (1) is the degree of the irreducible representation of S |λ| indexed by λ. See example 6 in Chapter I.7 of [M] for the last two equalities.
Proof of Corollary 1.4. We use equation (1.27) which gives a formula for P λ (k). As part of the process of identifying the coefficient of z µ 1 +n−1 1 . . . z µn n in that formula, we focus on the coefficient of z µ 1 +n−1 1 . Now, µ 1 = l(λ), and n = λ 1 , hence µ 1 + n − 1 = l(λ) + λ 1 − 1.
When we expand (1.27) , some of the powers of z 1 come from the factor (1 + z 1 ) k−λ 1 , and the rest from (4.33)
Consider the terms arising from taking a z j 1 from the above. Notice that (4.33) is a polynomial in z 1 of degree 2λ 1 − 1, and thus 0 ≤ j ≤ 2λ 1 − 1. The remaining l(λ) + λ 1 − 1 − j powers of z 1 come from expanding (1 + z 1 ) k−λ 1 using the binomial theorem, so that the term associated with a particular choice of j is divisible by
For all 0 ≤ j ≤ 2λ 1 − 1, this is divisible by
in the expression in (1.27) is therefore divisible by (4.35) . Thus, so is the coefficient of z µ 1 +n−1 1 . . . z µn n . The same analysis applied to (1.26), and using (4.31) gives that P λ (k) is divisible, for l(λ) ≤ λ 1 , by (4.36) (k + l(λ)) . . . (k + λ 1 − 1)(k + λ 1 ).
Family of quadratic twists of elliptic curve L-functions
Here we modify our techniques to the family of L-functions associated to the quadratic twists of an elliptic curve over Q. To keep things explicit, we focus on the elliptic curve of conductor 11:
The L-function of E 11a is given by an Euler product of the form
which can be expanded into the Dirichlet series
The Dirichlet series above is absolutely convergent in s > 1. The coefficients a(n) can be obtained from the Fourier expansion of the cusp form of weight two and level 11 given by
or, alternatively, by counting points on E 11a over the fields F p , p prime.
The function L 11 (s) has analytic continuation to all of C and satisfies the functional equation
The L-function associated to a quadratic twist of E 11a has a Dirichlet series of the form
where d is a fundamental discriminant which we further assume satisfies (d, 11) = 1. L 11 (s, χ d ) satisfies the functional equation
When considering the moments of L 11 (1/2, χ d ) we should restrict L(s, χ d ) to have an even functional equation, i.e. χ d (−11) = 1, otherwise L(1/2, χ d ) is trivially equal to 0. In [CFKRS] , d was also restricted to being negative since in allowed them to exploit a theorem of Kohnen and Zagier [KZ] to easily gather numerical data for L 11 (1/2, χ d ) with which to check their conjecture. When d < 0, χ d (−1) = −1, hence, in order to have an even functional equation, we require χ d (11) = −1, i.e. d = 2, 6, 7, 8, 10 mod 11. CFKRS conjectured, see section 5.3 of [CFKRS] , the asymptotic expansion: (5.9) d∈S − (X) d=2,6,7,8,10 mod 11
The extra factor of 5/11 on the rhs, compared to (1.5) , reflects the fact that the sum on the left is over 5 out of 11 possible residue classes mod 11. Here, Υ k is the polynomial of degree k(k − 1)/2 given by the k-fold residue (5.10)
and, overloading the notation of Section 1.1, A k is the Euler product which is absolutely convergent for k j=1 |z j | < 1 2 ,
with, for p = 11, (5.13)
Note that, although here we are working with the specific elliptic curve E 11a , CFKRS' recipe provides a similar conjecture for the quadratic twists of any elliptic curve over Q.
For many examples, see the paper [CPRW] . The only difference is in the conductor, in the local factors of A k for the primes dividing the conductor, and in the allowed residue classes (and modulus) for d.
Next, Υ k (x) is a polynomial of degree of k(k − 1)/2 given by the k-fold residue (5.10). The degree works out smaller compared to Q ± (k, x) because the product of zetas in (5.11) involves fewer zetas, i.e. the product over i < j has k 2 factors. Therefore, we can write
Also note that the exponential in (5.10) has an x rather than x/2. This will impact the powers of 2 that enter into our formulas for the coefficients c r (k).
To address the poles coming from the zeta-product ζ(1 + z i + z j ) we absorb some of the factors of ∆(z 2 1 , . . . , z 2 k ) = 1≤i<j≤k (z j − z i )(z j + z i ). Thus,
(5.16)
We overload notation again and set (5.17) a k := A k (0, . . . , 0) and expand
where, as before, m λ (z) is the monomial symmetric function for the partition λ. The lhs above is holomorphic in a neighbourhood of z 1 = . . . = z k = 0, because the poles from the zeta-product ζ(1 + z i + z j ) are canceled by the product (z i + z j ). We normalize by a k so that the the first coefficient is 1. (5.19) Comparing to equation (2.6) we notice three differences: the extra 2 k in front of the integral, the 2k − 1 powers of each z j , rather than 2k powers, in the denominator, and the x rather than x/2 in the exponential. The first two differences are accounted for by the fact that the product over zetas in (2.3) includes i = j, and this introduces, from (2.2), an extra 2z j , for each j. Therefore, proceeding as in Section 2.2, we get: (5.20) Analogously to (2.49), we have where, for a partition α,
The equation for c r (k) differs from (2.49) in the power of 2 that appears, and also some of the factorials have an extra −1 in them. The latter comes from the one missing z j in the denominator of (5.20) compared to (2.3).
Notice that E α (k) is very similar to D α (k). The only difference is the extra −1 in the binomial coefficient. We can relate the two determinants by taking advantage of the entries in the first column of the matrix for E α (k), which are all 0 except for the 1, 1 entry. Assume, for now, that k ≥ max(l(α) + 1, α 1 ) (so, in particular, α k = 0). Expanding along the first column, and then reindexing i, j with i + 1, j + 1: = D α (k − 1) = 2 ( k−1 2 )−|α| × P α (k − 1) (5.25) Also note, while we have assumed that k > l(α), Corollary 1.4 tells us that P α (k − 1), and hence the rhs of (5.23), vanishes for α 1 + 1 ≤ k ≤ l(α). Furthermore, by the same method as was used around (2.55), (5.26) (k + i(u) − 2) u i(u) (k + i(u) − 3) u i(u)−1 · · · (k − 1) u 1 is divisible by (k − 1) . . . (k − α 1 ), and thus vanishes for 1 ≤ k ≤ α 1 . Therefore, writing (5.27 ) c r (k) = 2 k+( k−1 2 )−r a k k−1 j=0 (2j)! (k + j − 1)! × |λ|=r b λ (k) u (−1) n(u) P α(u) (k−1)×(k+i(u)−2) u i(u) (k+i(u)−3) u i(u)−1 · · · (k−1) u 1 , we can replace the requirement that k ≥ max(l(α) + 1, α 1 ) with k > 0. Finally, using (2.52), we get, for k > 0, (5.28) c r (k) = 2 k+( k−1 2 )−r a k k−1 j=0 (2j)! (k + j − 1)! |λ|=r b λ (k)N λ (k − 1).
For example, the r = 0 term equals (5.29) c 0 (k) = 2 k+( k−1 2 ) a k k−1 j=0 (2j)! (k + j − 1)! .
One can verify inductively that this matches the leading term as described in (1.5.26) of [CFKRS] : One should also pay attention here that the Taylor coefficients b λ (k), and also a k , depend on the underlying elliptic curve E 11a and its a(p)'s. While we can derive similar formulas for b λ (k) as for quadratic Dirichlet L-functions (see the examples (1.21) , (1.22) ), in order to accelerate their numerical evaluation we would need to use the symmetric power L-functions associated to the L-function L 11 (s). Acceleration for b λ (k) will be discussed in a forthcoming paper of Alderson and Rubinstein [AR2] . N λ (k)/r λ (k) r λ (k) [1] k + 1 (k) 1 [1, 1] (k + 2)(k + 1) (k) 2 /2 [2] 0 (k) 1 [1, 1, 1] (k + 3)(k + 2)(k + 1) (k) 3 /6 [2, 1] (k + 2)(k + 1) (k) 2 [3]
−(k − 1)(k + 2)(k + 1) (k) 1 [1, 1, 1, 1] (k + 4)(k + 3)(k + 2)(k + 1) (k) 4 /24 [2, 1, 1] 2(k + 3)(k + 2)(k + 1) (k) 3 /2 [2, 2] 0 (k) 2 /2 [3, 1] −(k − 2)(k + 3)(k + 2)(k + 1) (k) 2 [4] 0 (k) 1 [1, 1, 1, 1, 1] (k + 5)(k + 4)(k + 3)(k + 2)(k + 1) (k) 5 /120 [2, 1, 1, 1] 3(k + 4)(k + 3)(k + 2)(k + 1) (k) 4 /6 [2, 2, 1] 4(k + 3)(k + 2)(k + 1) (k) 3 /2 [3, 1, 1] −(k − 3)(k + 4)(k + 3)(k + 2)(k + 1) (k) 3 /2 [3, 2] −2(k − 2)(k + 3)(k + 2)(k + 1) (k) 2 [4, 1] −2(k − 2)(k + 3)(k + 2)(k + 1) (k) 2 [5] 2(k − 1)(k − 2)(k + 3)(k + 2)(k + 1) (k) 1 [1, 1, 1, 1, 1, 1] (k + 6)(k + 5)(k + 4)(k + 3)(k + 2)(k + 1) (k) 6 /720 [2, 1, 1, 1, 1] 4(k + 5)(k + 4)(k + 3)(k + 2)(k + 1) (k) 5 /24 [2, 2, 1, 1] 10(k + 4)(k + 3)(k + 2)(k + 1) (k) 4 /4 [2, 2, 2] 0 (k) 3 /6 [3, 1, 1, 1] −(k − 4)(k + 5)(k + 4)(k + 3)(k + 2)(k + 1) (k) 4 /6 [3, 2, 1] −(k + 3)(k + 2)(k + 1)(3k 2 + 3k − 40) (k) 3 [3, 3] (k − 2)(k − 4)(k + 5)(k + 3)(k + 2)(k + 1) (k) 2 /2 [4, 1, 1] −4(k + 3)(k + 2)(k + 1)(k 2 + k − 10) (k) 3 /2 [4, 2] 0 (k) 2 [5, 1] 2(k − 2)(k + 3)(k + 2)(k + 1)(k 2 + k − 10) (k) 2 [6] 0 (k) 1 [1, 1, 1, 1, 1, 1, 1] (k + 7)(k + 6)(k + 5)(k + 4)(k + 3)(k + 2)(k + 1) (k) 7 [5, 1, 1] 2(k − 3)(k + 4)(k + 3)(k + 2)(k + 1)(k 2 + k − 15) (k) 3 /2 [5, 2] 5(k − 2)(k − 3)(k + 4)(k + 3)(k + 2)(k + 1) (k) 2 [6, 1] 5(k − 2)(k − 3)(k + 4)(k + 3)(k + 2)(k + 1) (k) 2 [7] −5(k − 1)(k − 2)(k − 3)(k + 4)(k + 3)(k + 2)(k + 1) (k) 1 Table 1 . We display the polynomials N λ (k), for all |λ| ≤ 7. Because each monomial of m λ (z) contributes the same to (2.6), N λ (k) has, as a factor, the polynomial: r λ (k) := k l(λ) l(λ) m 1 (λ),m 2 (λ),... = (k) l(λ) /(m 1 (λ)!m 2 (λ)! . . .), where (k) m = k(k − 1) . . . (k − m + 1). Therefore, rather than display N λ (k), here we list N λ (k)/r λ (k).
