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Abstract. We develop and simulate a basic mathematical model of the costly deployment
of software patches in the presence of trade-offs between confidentiality and availability.
The model incorporates representations of the key aspects of the system architecture, the
managers’ preferences, and the stochastic nature of the threat environment. Using the model,
we compute the optimal frequencies for regular and irregular patching, for both networks
and clients, for two example types of organizations, military and financial. Such examples are
characterized by their constellations of parameters. Military organizations, being relatively
less cost-sensitive, tend to apply network patches upon their arrival. The relatively high cost
of applying irregular client patches leads both types of organization to avoid deployment
upon arrival.
1 Introduction
Software for computer networks, systems, and applications is typically subject to information
security flaws, which, if exploited, may lead to substantial losses for the host organization. As
vulnerabilities appear, software vendors periodically release patches in response. For large organi-
zations, with tens or even hundreds of thousands of network devices, the deployment of patches is
a costly exercise, impacting significantly on system availability, with consequences for properties of
business processes, for credibility, and revenue. Failure to deploy a patch, however, risks exposing
the host organization to exploitations of vulnerabilities.
The host organization’s information security management team must make a judgement re-
garding the appropriate timing of the deployment of patches, in the light of the organization’s
policies. As in other areas of information security operations, decisions to deploy patches involve
trade-offs between protecting the confidentiality of the system and maintaining its availability.
In recent years, there has been a good deal of research in the economics of information security.
For example, Anderson et al. [1, 3, 2] have presented wide-ranging discussions of the issues, whilst
Gordon and Loeb [21, 22] have employed a microeconomic analysis of the costs and benefits of
defences against given vulnerabilities.
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Recent work by the present authors [25] has considered how to apply ideas and methods from
utility theory and dynamic optimization to investment in information security. More specifically,
by way of an illustration of the methodology, we have presented a dynamic model of trade-offs
between confidentiality, availability, and investment in information security.4 Our analysis has been
motivated by those situations — including a detailed example in Beautement et al. [8], based on
the use of USB memory sticks, as well as the work of Beres et al. [9, 10] — in which the corruption
of data (i.e., integrity) is a relatively minor issue. Here we intend confidentiality to refer to the
system’s state of protection against breaches of confidentiality, rather than the state of exposure
of any particular data item. Similarly, we intend availability to refer to the system’s readiness
to supply its intended service. Our use of this example does not exclude the applicability of the
methods we employ to situations in which integrity plays a major role. Such situations will be
considered elsewhere. Moreover, in specific practical applications, it will typically be necessary to
build richer models that incorporate more domain-specific details, such as the criticality of various
information system components to business processes.
In this paper, we develop a model that is based on the confidentiality–availability trade-off
model presented in [25], in which patch arrivals are interpreted as shocks to confidentiality and
availability. We use this model to derive patching strategies in (large) organizations. We consider
in detail the optimal timing of both client and network patching. As in [25], the purpose of this
paper is to illustrate the application of modelling and reasoning methods from utility theory and
macroeconomics to questions in information security management that involve trade-offs between
attributes of interest.
The remainder of the paper is organized as follows: in Section 2, we discuss related work; in
Section 3, we develop our basic mathematical set-up, which draws upon methods from utility
theory and dynamic optimization as deployed in economic and financial modelling, explaining
how we model optimal responses in the presence of shocks to confidentiality and availability; in
Section 4, we study an example of a model of the kind described in Section 3, to which to introduce
a cost structure for implementing patches, and in which shocks to confidentiality and availability
are given by the arrival (according to a Poisson process) of patches whose severity (or intensity)
is drawn from a log-normal distribution; in Section 5, we describe the appropriate instance of the
space of parameters employed in the model, and present and comment upon the results of our
numerical simulations; finally, in Section 6, we explain our findings and their consequences for
patching policies.
2 Related Work
Beres et al. [9] provide a process model (written in the Demos 2K modelling language [16], now su-
perseded for our purposes by the Gnosis modelling language [13, 19]) of vulnerability management
policies in a large organization, and explore the effectiveness of both standard (or regular) patch-
management and emergency (or irregular) escalation-based policies. In designing their model,
which is concerned with patching clients, they examine the decision making process followed by
the security operations managers of several large organizations, together with the different mitiga-
tion and patching measures that might be selected. They also identify external threat environment
events that influence the type of mitigations that are deployed and the time at which they are
deployed. They focus on examining the ‘risk exposure window’, defined as the time from public
vulnerability disclosure to when an organization believes the risk is mitigated, as a measure of
the effectiveness of these processes. By designing a model of these processes and running stochas-
tic simulations, they examine the effectiveness of security operations processes and protection
mechanisms based on external environment events.
In [23], it is postulated that both attackers and defenders behave strategically, whilst Beres et
al. [9] seeks, treating attackers exogenously, to enable the decision-makers in IT security to predict
the outcome of investment decisions or changes in policy in advance of putting them into effect.
4 Modelling multiple trade-offs can be accommodated within the same methodology.
Their results show the impact of increasing the effectiveness of early mitigations and of speeding
up patch deployment on reducing the risk exposure window.
The importance of timely patching in networks in the presence of externalities has been ad-
dressed by August and Tunca [6], in which they develop a set of incentive structures for users to
implement effective patch management when their actions impact upon the welfare of other users.
They show that software vendors can offer rewards to encourage timely patching when vulnerabil-
ities occur in both proprietary software and freeware and, given the differential costs of patching
to users, conclude ([6], p. 1718) that ‘a “one-size-fits-all” approach is unlikely to be an immediate
remedy’.
The timing of vulnerability disclosures by vendors is modelled formally by Arora, Telang, and
Xu (2008) [5], where it is shown that, with no regulation, the vendor releases a patch less frequently
than is socially optimal.
The relationship between the release of patches by vendors and their implementation has been
studied recently by Cavusoglu, Cavusoglu, and Zhang [12]. They classify patching cycles into
time-driven and event-driven. They show that social loss is minimized when vendor releases are
synchronized with the time-driven cycles of the system operator. Their analysis is done in the
context of single vendor and a single system operator. When such synchronization cannot be
achieved because it is costly, the imposition of liability of the vendor for delayed release cannot
achieve socially optimal disclosures.
When system operators employ a variety of applications, patch arrivals to the system operator
will appear as random events, without apparent periodicity. In this paper, we capture patch
arrivals as a Poisson process, and we decompose patching implementation into time-driven and
event-driven incidents.
The ‘Vulnerability Timeline’, reproduced from Beres et al. [9]in Figure 1, is a reference point
for many studies of patching policies.
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Figure 2. Vulnerability Timeline1.
At the time of disclosure the vulnerability becomes widely known. Usually, this happens when vulnerability 
information is published by CERT or security vendors such as ISS, Security Focus, Secunia among others, later 
resulting in additional security advisory by the vendor. From this point in time the risk increases considerably, as 
the vulnerability is analysed by hackers with exploit code potentially appearing quickly afterwards. We assume 
that soon after this point, e.g. a day or two, an organization would note the vulnerability as part of its ongoing 
threat awareness programme. The organization would then usually conduct a preliminary risk assessment to 
determine if the vulnerability applies to its environment. 
We distinguish between the time when exploit code is available and the time that malware might appear. Code 
exploiting some features of vulnerability is usually published earlier, often very close to disclosure time, 
sometimes as a proof that the vulnerability exists. It takes longer to develop exploit code with the potential to
cause substantial damage. However, the sequence of the exploit, disclosure, and malware time is not fixed. Both, 
the exploit and the malware time can be before, at, or after the disclosure time. Similar reasoning applies to the 
time taken to develop patches; release of a patch could coincide with disclosure time or it may take as much as 30 
days or more to develop.
The time of patch availability is the earliest date that the vendor of the software releases a patch providing
protection against the exploitation of the vulnerability. We assume that the organization learns of the patch either 
the same day or with a delay that is negligible. The availability of other security mitigations such as signatures for 
intrusion prevention systems or anti-virus tools we take as being a separate matter from patch release.  In our time 
line we assume that such mitigations are usually available earlier than patch. That being said, we also recognise 
that these mitigations are necessarily temporary stopgap measures and might not necessarily cover all disclosed 
vulnerabilities.
Once the organization receives a patch, the internal patch management process starts and continues until the patch 
is adequately deployed across the production environment. The organizations often regard that the exposure 
window closes when the proportion of systems patched is somewhere around 95%, as there will always be some 
number of systems that are either offline or unmanaged. This does not mean that risk goes to zero, since even one 
unpatched machine could present substantial exploitation risk, depending how it is positioned in the environment. 
However, to simplify our assumptions in the model, we regard the time when a patch is adequately deployed is 
when the window of exposure is closed: T5-T0. If an organizations uses other mitigations such as signatures we 
also regard the time that these are adequately deployed as the time that exposure is closed: T2-T0.  
4.2. The rate parameters of external events  
The analysis of the vulnerability timeline also highlights the events in the external environment that directly affect
decisions the organizations takes on when to deploy security mitigations. The availability of an exploit poses a 
security threat to the organizations; sometimes the organization has to decide on an appropriate action before the 
patch is available. When the patch is released, the organization can start its patch management process, finally 
reducing the threat risk when the patch is deployed. The resulting exposure risk depends strongly on the timing 
and dynamics of those two external events.
  
1 The sequencing of events in this timeline is not fixed; the aim is to illustrate the various stages in the vulnerability life cycle.   
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Figure 1. Vulnerability Timeline: the sequencing of events in th s timeline is not fixed; the aim is to illustrate the
various stages in the vulnerability life cycle (Beres et al. (2008) [9])
(i.e., time-driven) and irregular (i.e., event-driven) patching
in the presence of stochastic patch arrivals (at T3) that differ
in frequency and intensity and impact upon confidentiality
and availability. We take account of the system manager’s
preferred trade-off between protecting confidentiality a d
availability.
3. In roduction t the Modelling Method
Organizations deploy systems t chnologies in order to
achi ve their business objectiv . Typically, it will be neces-
sary for an organization to invest in deploying information
security policies, processes, and technologies in order to
protect the confidentiality, C, integrity, I , and availability,
A, of its business processes. Defences deployed against each
of C, I , and A may compromise the others. For example,
the process of deploying a network patch, in order to
protect the confidentiality of the organization’s system, may
compromise the availability of network resources, such as
filestores and databases to client devices. In the presence of
limited investment resources, choices must be made between
different possible defences. A basic modelling framework
for addressing trade-offs of this kind has been given by
Ioannidis, Pym, and Williams (2009) [18].
Following Ioannidis, Pym, and Williams (2009) [18], we
focus on the trade-off between confidentiality and availabil-
ity. This simplification is justifiable: in many — though by
no means all — situations, corruption of data is not a major
issue, and we can be concerned just with the availability of
uncorrupted d ta. In particular, this assumptio is r asonable
in the context of the empirical study by Beautement et al.
(2008) [8] of the use of USB memory sticks, which provided
a partial motivation for the model described by Ioannidis,
Pym, and Williams (2009) [18]. Of more direct relevance
to the present paper in this respect is the work of Beres,
Griffin, and Shiu (2008) [9] which takes a similar approach
in a process model of client patching.
Given this trade-off, to achieve the optimal deployment
of investments in information security, an organization must
explicitly determine its security preferences. That is, for each
of its business processes, determine the extent to which it
prefers to protect differentially each of C, I , and A. For one
example, in order to protect revenue, an online retailer will
attach a relatively high weighting to losses of availability.
For another example, a government intelligence service will
attach relatively high weighting to losses in confidentiality.
In the presence of trade-offs between the constituent com-
ponents of information security, we adopt a well-established
analytical methodology employed in economics to model
instrument setting by a decision-maker when faced with a
trad -off between the economic magnitudes to be controlled.
3.1. A Dynamic Model of Trade-offs
Following Ioannidis, Pym, and Williams (2009) [18], we
assume that our storage and processing technologies do not
corrupt data and study the trade-off between confidentiality
and availability. This situation is intuitively appealing: disks,
DVDs, and memory sticks are rarely corrupted, at least in
contexts similar to that studied in Beautement et al. (2008)
[8]. Client and network patches, as modelled by Beres et
al. (2008) [9], only rarely corrupt users’ data. It should be
emphasized, however, that there ar many situations in which
the suppression of integrity is not valid: Our present model
does not capture such situations.
Technically, within the framework described by Giannoni
and Woodford (2002) [14],2 we consider a utility maximiz-
ing decision-maker with convex preferences, u (t) over a
fixed time horizon, [t0, T ].
The general linear stabilization policy problem can be
expressed as a solution to the following control problem,
in which the economic interaction structure of the state
variables is given in terms of a linear system of the form
2. See § 3.1 for a discussion of this general framework.
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the various stages in the vulnerability life cycle (Beres et al. [9])
The timeline provides a detailed description of the sequence of events from the di covery of a
vul erability to the deployment of a patch. Similar accou t of such a ti eline have been given
by other authors; for example, Arbaugh et al. [4] and Schneier [34]. Of particular interest is Frei
et al. [17], which illustrates the distributi ns and frequencies of vulnerabilities, using data from
several large databases. The vulnerability arrival timeline given by Frei et al. is augmented in
Beres et al. [9]. Arora, Telang, and Xu [5] calcul e the socially optimal time interval between
discovery and disclosure, T0. August and Tunca [6] calculate, in the presence of externalities, the
opt al p ri Patch A ailable to Patch D ployed, T3 to T5, when vendors offer incentive to the
system operator. Cavusoglu, Cavusoglu, and Zhang [12], calculate the socially optimal window of
exposure an decompose the pa ching process in o ime- and vent-driven incident .
Beattie et al. [7] e lore the factors affecting the best time to apply patches so that organiza-
tions minimize disruptions caused by def ctive patches. Their results indicate that patching during
the period of 10 to 30 days after first patch release date is the optimal time for minimizing the dis-
ruption caused by defective patches. The adoption of a real options methodology for determining
choices of the appropriate technology in the presence of multiple sources of uncertainty and market
entry has been addressed by [11, 32]. In a similar vein, Gordon et al. [20] offer a framework around
which decisions to delay the implementation of patches are integrated into a financial model that
exploits deferment.
From the arguments discussed above, it is apparent that the timing of patch deployment
matters because their deployment subjects organizations to serious costs and mis-timing may
exacerbate the impact of costs.
In our economic model, developed in Sections 3.2 and 4, we are concerned with just one
segment of the timeline: Patch Available to Patch Deployed. We develop a model of regular (i.e.,
time-driven) and irregular (i.e., event-driven) patching in the presence of stochastic patch arrivals
(at T3) that differ in frequency and intensity and impact upon confidentiality and availability. We
take account of the system manager’s preferred trade-off between protecting confidentiality and
availability.
3 Introduction to the Modelling Method
Organizations deploy systems technologies in order to achieve their business objectives. Typically,
it will be necessary for an organization to invest in deploying information security policies, pro-
cesses, and technologies in order to protect the confidentiality, C, integrity, I, and availability, A,
of its business processes.
Defences deployed against each of C, I, and A may compromise the others. For example, the
process of deploying a network patch, in order to protect the confidentiality of the organization’s
system, may compromise the availability of network resources, such as filestores and databases
to client devices. Moreover, the deployment of such defences is costly. It follows that security
managers with limited budgets must determine an allocation of investments, K, to defences for C,
I, and A that is appropriate to their priorities. Different types of organization will have different
priorities and examples exist of trade-offs between all of C, I, A, and K.
The purpose of this paper is to illustrate the methodology of modelling and reasoning about
the dynamics of the trade-offs between the quantities of interest to the managers using methods
that are commonly deployed in macroeconomics. To that end, the situation we study, though
informed by reflective interaction with operational security managers in several large organizations,
is somewhat simplified for illustrative purposes and brevity. For example, for the purposes of this
paper, we consider just trade-offs between investments to protect confidentiality and availability.
This simplification should in no way be taken as an indication that integrity is not a concern that
our methodology is able to address. Moreover, practical applications of our approach will typically
require richer models that incorporate a good detail of domain-specific detail.
A basic modelling framework for addressing trade-offs of this kind has been given by Ioannidis,
Pym, and Williams [25].
3.1 A Dynamic Model of Trade-offs
Following Ioannidis, Pym, and Williams [25], we assume — for simplicity and illustrative purposes,
implying no restriction of the method — that our storage and processing technologies do not
corrupt data and study the trade-off between confidentiality and availability. This simple situation
is intuitively appealing: disks, DVDs, and memory sticks are rarely corrupted, at least in contexts
similar to that studied in Beautement et al. [8]. Client and network patches, as modelled by Beres
et al. [9], only rarely corrupt users’ data. It should be emphasized, however, that there are many
situations in which the suppression of integrity is not valid. In such cases, models of the kind
described herein must be enriched with components handling integrity.
Technically, within the framework described by Giannoni and Woodford [18], we consider a
utility maximizing decision-maker with convex preferences, U (t) over a fixed time horizon, [t0, T ].
The general linear stabilization policy problem can be expressed as a solution to the following
control problem, in which the economic interaction structure of the state variables is given in
terms of a linear system of the form
Γ
[
Zt+1
Etzt+1
]
= Ψ1
[
Zt
zt
]
+ Ψ2rt + Ψ3ut (1)
where zt denotes a vector of endogenous variables (e.g., inflation, unemployment, consumption)
and the vector of pre-determined variables is given by Zt (lagged values of the dependent and
current and lagged values of the independent variables), Γ , Ψ1, Ψ2, and Ψ3 represent the structure
of the system as determined by the behaviour of the agents in the economy and the resource
constraint, and Et denotes the conditional expectations operator. The instrument available to the
authorities is given by rt and the system is disturbed from its original equilibrium position due
to the existence of shocks ut. The objective of the policy is to minimize the quadratic objective
function in terms of squared deviations of the variables of interest Θ from some a-priori specified
target values Θ∗ by choosing the appropriate value of r given the structure of the system, the loss
function,
Λ = Et
{
T∑
t=0
δ−t
2
(Θ −Θ∗)TΩ (Θ −Θ∗)
}
(2)
where the vector of variables denoted by Θ includes values of both zt and rt. The matrix Ω
denotes the variance covariance matrix of the system and δ is the authorities’ discount factor. The
conditional (on all available information) expectations operator is Et.
The equilibrium characterization of the system consists of a set of time invariant equations:
zt = β0 + β1
−
Zt + β2
−
ut (3)
where .¯ indicates that the structure of the relevant vectors can differ from the one denoted in
Equation 1, and the parameters β0, β1, and β2 represent the optimal responses from Equation 2
and are derived as combinations of the structural parameters in Equation 1.
The imposition of rational expectations requires that the model’s predictions of the endogenous
variables are equal to the agents’ forecasts.
Nobay and Peel [31] accommodate the absence of symmetric loss in the presence of deviations
by employing, in Λ, the Linex function whose asymmetry depends upon the choice of the parameter
a:
g(ut) = {exp(aut)− aut − 1} /a2. (4)
In our case, we restrict our analysis to quadratic loss functions but we allow for unequal weights
to be applied to its different arguments.
The analysis given by Giannoni and Woodford [18], together with refinements of the kind
suggested by the work of Nobay and Peel [31], provides a very general framework for capturing the
dynamics of investments and trade-offs in information security within which the choices of security
and investment properties to be modelled, along with associated organizational preferences, can
be captured.
3.2 A Specific Dynamic Model of Trade-offs
In our context, the decision-maker wishes to minimize the following loss function, defined in terms
of the time t levels of confidentiality, C(t), availability A(t), and investment K(t), and their
respective targets (C¯, A¯, K¯) and a control vector x:
H (C(t), A(t),K(t; x)) = ω1
(
C (t)− C¯)2 + ω2 (A (t)− A¯)2 + ω3 (K (t; x)− K¯)2 (5)
The system’s solution will be of the form
= (x∗) , min
x
∫ T
t
exp(−δt)H (C(t), A(t),K(t; x)) dt (6)
where δ is a discount factor operating over the investment horizon t, T and x∗ is the optimal
policy response. The weights in the loss function (5) characterize the type, or preferences, of
the organization; for example, military and deep-state organizations might put a great deal of
weight on C compared to A, whilst a retailer or welfare distributor might place greater value on A
compared to C. A bank, when considering the potential impact of network patching on its client
devices’ access to network services must make a more delicate judgement: its customers expect
their data to be adequately protected, but also expect to access their accounts via ATMs at all
times.
Finally, the weight on (K(t; x) − K¯)2 reflects the system’s loss when managers are forced to
compromise ‘budgets’. In practice, we expect managers’ preferences for investment to be asym-
metric; that is, that they will be more averse to overspending.
The effectiveness of the managers’ investment responses is constrained by the time evolution
of confidentiality and availability. There are described by a system of equations (7) which express
their dynamics in terms of parameters that characterize the behaviour of the system.
C(t) = −α(P )
∫ t
t0
A˙ dt
(
β
∫ t′
t0
K˙ dt′
)−1+ C0
A(t′) = γ
(∫ t′
t0
R˙ dt′
)
+ δ
(∫ t′
t0
K˙ dt′
)
− 
(∫ t′
t0
C˙ dt′
)
− ζ(Q) (7)
where t′ < t, denoting that current shocks, α(P ), to confidentiality subsequently affect availability.
We explain the set-up below.
Shocks (reductions) to availability are denoted by the stochastic processQ, and shocks (breaches)
in confidentiality are denoted by a second the stochastic process P . In both cases, the shocks enter
the system linearly, and the process is defined as being non-decreasing. Their impact is measured
by α and ζ, respectively. The system’s attack surface is modelled by the availability∫ t
t0
A˙ dt, (8)
and amplifies the influence of breaches of confidentiality, whilst increases in the capital stock of
information security5,
1∫ t
t0
K˙ dt
, (9)
mitigates against the severity of such shocks. The effectiveness of this mitigation is measured by
the value of the positive parameter β.
The availability of the system depends positively of the system’s inter-connectedness,6
∫ t′
t0
R˙ dt
and the capital stock of information security. Increases in confidentiality are expected to exert a
5 For simplicity of exposition of the initial properties of the model, we do not allow for depreciation in
the capital stock of information security.
6 The system response to deviations in confidentiality is given by (where x is an element of the control
vector x)
R˙ = x
(
C − C¯)
where R is defined as
R =
1
1− ξ (10)
for ξ ∈ [0, 1). R is thus considered to be a (very crude) measure of the interconnectedness of the system.
This notion of interconnectedness should not be confused with interdependence. In the theory of
distributed systems (see, for example, [14]), system availability is promoted by reducing the interde-
pendence of the distributed components: system availability is increased by increasing the extent to
which the distributed components are able to operate independently of one another. In contrast, this
negative influence on the system’s availability. The positive parameters γ, δ, , and ζ measure the
impact of these factors on the system’s availability.
Capital stock in information security is determined by ‘unexpected’ fluctuations in availability
and by the arrival of software and system upgrades, such as security patches. The time dynamics
of this is expressed in Equation 11 (K0 is an initial value):
K = −ηA+ P(x(t)) +K0 (11)
Here x(t) is a component of the vector x in Equation 5. In the presence of patches, with asso-
ciated deployment costs given by P(x), IT managers must decide on the optimal timing of such
deployment to minimize costs. Note that, as t′ →∞, the system stabilizes.
As formulated here, the model shocks both confidentiality and availability. The model consid-
ered by the present authors in [25] shocks only confidentiality. A richer model might also shock
investment. Such a model would need to be formulated with an additional control instrument,
so that there would be an instrument corresponding to each shocked dimension. The general
framework within which models such as these are formulated is discussed briefly in Section 3.1.
IT managers will respond to decreases in availability by increasing investment in information
security (11). The managers’ response is measured by the parameter, η. In the presence of de-
viations of confidentiality from its target, IT managers respond by manipulating the system’s
inter-connectedness. Such response is calculated optimally given the architecture of the system,
as captured by the parameters, the managers’ preferences, and behaviour as captured by w1, w2,
w3, and η, given the choice of targets C¯, A¯, and K¯.
Knowledge of the existence of patches creates an expectation of a loss of both C and A. This
negative expectation triggers the patching response. Managers act upon expectations of patch
arrivals, P(x(t)), and plan for their implementation.
4 A Patching Model
In this section, following the methodology of Section 3.1, for the system given in Section 3.2, we
describe the threat environment represented by the arrival of patches, in the presence of fixed and
variable costs, and compute the optimal responses to approximate Equation 6. In this context, the
vector control variate is the number of regular and irregular patches.
Patches are interpreted as shocks to the confidentiality and availability of the system. That is,
the arrival of a patch (which is intended to be applied to the system) signals the existence of a
vulnerability in the system’s confidentiality or availability, because it admits the possibility of a
breach.
Patches are considered to be a non-decreasing Cox-type point process [15], yt, with Poisson-type
arrivals, Φ (t) |θΦ, and bivariate log-normal intensities Ψ (t) |θΨ .
The Poisson process is a standard way of modelling independent arrivals and the log-normal
is a single-tailed distribution which captures a random variable that arises as a product positive
independent random increments. Our choices represent a simplification of reality, but we believe it
is a reasonable one. The vulnerabilities signalled by each patch have a an impact on confidentiality
or availability described by Equation 12.[
y1,t+∆t − y1,t
y2,t+∆t − y2,t
]
=
[
pi1,1 pi1,2
pi2,1 pi2,2
] [
ψ1,t
ψ2,t
]
φt (12)
The parameter vector associated with the system consists of µ1, µ2, σ
2
1 , σ
2
2 , and the correlation
coefficient ρ12. The matrix Π, with components, pii,j , linearly decomposes the signal of the patch
(albeit crude) measure of interconnectedness simply captures the extent to which the components of
the system are able to communicate with one another, thereby permitting data/information located at
one component available to other components, but also permitting the propagation of malware.
For ξ = 0, R = 1, so that the system amounts to a single isolated device. As ξ → 1, R → ∞, and
the system amounts to a highly interconnected structure. We include the definition of R here only for
completeness of presentation of the underlying model: we make no further use of it in this paper.
arrival to consequences for the availability and confidentiality of the system. The time t states
of confidentiality Ct and availability At — the discrete-time equivalents of the continuous-time
measures C(t) and A(t) — are based on a fully patched system, [C0, A0]
T
. In the presence of
patches, confidentiality and availability evolve according to Equation 13:
[
Ct
At
]
=
[
C0
A0
]
− f
[
y1,t
y2,t
]
(13)
The function f is a rescaling function to ensure that the patch information, contained in the
evaluation of the intensities (ψ1, ψ2) at t, matches the appropriate scale of confidentiality and
availability.
If the mapping of the vulnerabilities to confidentiality and availability is fully determined, then
such stochastic decomposition is not required, thus significantly reducing the number of parameters
to be estimated.
4.1 Co-optimization and Decision Making
We consider a patching optimization problem, whereby the decision-maker has two instruments,
a long instrument, x1(t |t0, E(yt) ), which is a regular patching cycle taken at evenly spaced points
in the time interval [t0, T ], and set prior to t0, and a short instrument, x2 (t), the decision to patch
early, taken within the interval t ∈ [t0, T ].
At time t, the non-decreasing sequence of confidentiality and availability is as follows (notation:
|− denotes dependency and ‖ is read as ‘or’):
t′ |E(yt) ∈
[
t0, t0 +
T
x1
, t0 +
2T
x1
, . . . , T
]
(14)
Ct+∆t =
Ct +∆Ct |yt iff (t 6= t
′) ‖(x2 = 0)
C¯ if t = t′
C¯ if x2 > 0
(15)
At+∆t =
At +∆At |yt iff (t 6= t
′) ‖(x2 = 0)
A¯ if t = t′
A¯ if x2 > 0
(16)
In the first cases of Equations 15 and 16, the system is vulnerable because patches have been
installed neither by the utilization of the long nor the short instruments. All other cases denote
that the system has been patched.
The long instrument, x1, is an non-negative integer defining the number of regular patch
implementations during the planning period [t0, T ]. This process is considered to be the regular
patching cycle and the associated required increases in information security capital stock are given
as
P1(x1(t)) = ν expx1 (17)
where ν is the cost of implementing each patch.7
Implementation of the short instrument, x2 (t), has two expenditure components: a fixed com-
ponent and an additional variable reflecting the extra expenditure requirements for patching ei-
ther side of the regular cycle. If x2(t) = 0, then no additional expenditure is required; that is,
P2(x2(t)) = 0; otherwise, a convenient representation is given by the following equation:
P2(x2(t)) = υ + α′ (t′′ − x2)2 + β′ (x2 − t′)2 (18)
where t′′ is the time of the next regular patch, t′ is the timing of the previous regular patch, and
α′ and β′ are structural parameters. In the case α′ = β′ = 0, there is no additional penalty for
timing the patch outside of the regular cycle. Patching under the short instrument is considered
7 For x1 = 0, we define P1(x1) = 0.
to be patching outside the regular cycle, constituting the irregular cycle: practitioners often refer
to it as ‘out-of-cycle’ patching.
P1 and P2 are the components of P that enter Equation 11 and increasing their size might
lead to deviations from the target K¯.
4.2 Analysis of the Model
Our model offers a simple representation of patch arrivals and jump intensities, as the decision
process is a continuous path decision problem (akin to the exercise choice of an American option).
We assume that the jumps are drawn from a log-normal distribution, as described in Equation 12,
and they are decomposed according to their impact on confidentiality and availability, as described
in Equation 13.
Clients face frequent, and low impact threats, in contrast to networks that encounter high
impact, low frequency threats. In both environments, implementing patches for both clients and
networks incurs fixed and variable costs. The fixed costs of irregular patching are described in
Equation 18 and the variable costs of regular patching are described in Equation 17. The fixed
costs are higher for networks. Similar models, with costly patching cycles, have been developed in
terms of real options analysis; see, for example, the discussion by Gordon, Loeb, and Lucyshyn
[15]. Within their modelling framework the threat environment characteristics are maintained, re-
ducing the decision-making trade-off to a simple minimization of costs associated with regular and
event-driven patching cycles. An innovative feature of our model is that IT managers’ preference
weightings, as expressed in Equation 5, reflecting the natures of their organizations, are important
in determining patching policy.
When vulnerabilities are disclosed and patches arrive, IT managers, in deciding the implemen-
tation of patching operations, are taking into account the operational status of the system, as
expressed in Equation 7, the differential costs of regular (fixed time interval or fixed frequency,
Equations 17 and 18) and irregular (ad hoc time interval or irregular frequency) patching, and
the impact of the threats on the system’s characteristics (Equation 13). The managers’ responses
are captured by Equation 11, that incorporates the state of the system, in the presence of threats,
and the cost of mitigations.
By choosing appropriate parameter constellations, we present numerical simulations based on a
two organizational types (military and financial) and two particular cases of the patching problem
(client and network). These examples are intended to demonstrate how the model may be used to
guide policy, and are based on observations and interactions with practitioners.
We proceed, in Section 5, by providing a detailed account of the vectors of parameters and the
calculation of optimal patching frequencies for the given cases.
We have chosen to solve the model by simulation for the following reasons: the managers’
reaction, as represented by Equation 11, is path-dependent (and so does not have closed-form
solutions) as managers react to the continuous arrival of shocks; also, Equations 17 and 18 admit
non-convex forms.
5 Numerical Simulations
For any given patch arrival path, and parameter constellation, we begin by searching for the
optimal number of regular patching cycles. Conditional upon such finding, we compute the number
irregular cycles. We repeat this process B (e.g., 1000, 10 000,. . . ) times, indexed by i, for each
bootstrap iteration there n patches, indexed by j, drawn from the process given in Equation 12
over T time intervals, indexed by t. We select the combination of x1 and x2 that provides the
minimum expected loss as follows:
min
x
1
B
B∑
j=1
n∑
i=1
T∑
t=1
1
2δ
−tHi,j,t (19)
In Ioannidis, Pym, and Williams [25], we explain how different constellations of the parameters
in the loss function and state equations, (5), (7), and (7), identify generic types of organizations.
In this paper, we adopt the constellations corresponding to the financial firm and the military
establishment, presented by Ioannidis, Pym, and Williams [25].
The additional parameters required in this paper, along with the system properties and the
decision-maker’s preferences, are given in Table 1. Our choices of parameters are informed by exten-
sive, reflective discussions with experienced practitioners. Certain parameters are easily identified,
such as the rate of patch arrival, however the impact of vulnerabilities is more difficult to iden-
tify. Part of ongoing research is to infer the impact of vulnerabilities from observing practitioner
reactions to certain types of vulnerability and patching events. We emphasize that the extensive
empirical studies (with all their well-documented attendant difficulties [24, 26–30]) that would be
necessary to obtain a more rigorous elicitation of preferences are beyond the scope of the present
paper. For now, we require a plausible way to proceed and test the feasibility and value of the
overall framing and modelling methods in the decision process, deferring consideration of more
rigorous reference-elicitation methodologies to another occasion.
Category Parameters Description
Threat Environment
θΦ
θΨ1 = µ1
θΨ2 = µ2
θΨ3 = σ
2
1
θΨ4 = σ
2
2
θΨ5 = ρ1,2
Poisson process hyper-parameter
Mean of log-normal factor process 1
Mean of log-normal factor process 2
Variance of log-normal factor process 1
Variance of log-normal factor process 2
Correlation of factor process 1 and 2
System Properties
ν
υ
α′
β′
pi1,1, . . . , pi2,2
Cost per regular patching cycle node
Cost of implementing an out-of-cycle patch
Early patch penalty parameter
Early patch penalty parameter
Patch intensity to confidentiality and availability vulnerabilities
Decision-maker’s
Preferences
ω1
ω2
ω3
C¯
A¯
K¯
Loss function parameter: confidentiality
Loss function parameter: availability
Loss function parameter: investment
Target level of confidentiality
Target level of availability
Target level of investment
Table 1. Parameter Categorization with Definitions
The parameters in the various categories given in Table 1 are set out as follows:
– Threat Environment: The parameters can be estimated form observing histories of patch
arrivals and intensities;
– System Properties: These are intrinsic to the configuration of the system;
– Decision-maker’s Preferences: These are determined by the managers’ of the system to be
aligned with the relevant business processes.
In Table 5, we give numerical values of the parameters for both the financial and military
organizations. For each type of organization, we assign values for both network and client patching
environments. For implementation, the model is discretized using an Euler scheme[33], similar to
that employed in [25]. We compute by simulation the optimal patching frequencies (both regular
and irregular) for both the client and network patching cases. We characterize the differential
threat environment for client and network as suggested in Table 2.
Client patching is characterized by a relatively high value of parameter θΦ (i.e., high-frequency
arrivals) and relatively low values of θΨ1 (i.e., low impact events). In addition, the differential of
Table 2. Suggested Parameter Hierarchies
θΦ(client) θΦ(network) σ2(network) σ2(client)
µ1(network) µ1(client) ρ1,2(client) = ρ1,2(network) = 0
µ2(network) µ2(client) (ν − υ)(network) (ν − υ)(client)
σ1(network) σ1(client)
the fixed costs of regular and irregular patching is negligible. Networking patching, however, is
characterized by substantial cost differentials, low frequency, and high impact.
To simplify the model, we adopt a simple decomposition of the patching signal into availability
and confidentiality as follows: in both cases pi1,1 = pi2,2 = 1 and pi1,2 = pi2,1 = 0. Specifically, the
impact on a system of an unpatched vulnerability results in a cost directly proportional to the
jump sizes of C and A.
The model is simulated over a period of 365 days, with patches arriving daily. Figures 2, 3, and
4 depict the sample paths for the doubly stochastic process for network and client patches, together
with their decompositions into the confidentiality and availability factors. Over the period of the
simulation, network patching arrivals have low periodicity, with the decomposition of the factors
being essentially symmetric. In contrast, client patching arrivals are approximately 3 12 times as
frequent. The average intensity of client patches is less than 13 that of network patches.
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5.1 Simulation Results for Different Organizations
For chosen sets of parameter values, we examine the model’s response to cost of the irregular
patching using, as the appropriate metric, the υ/ν ratio. The adoption of this metric captures the
importance of cost in determining the optimal frequency of patching for a given threat environment.
The subsequent analysis computes the change (here decreasing) in the expected numbers of
out-of-cycle patches deployed against the changing cost ratio of in- and out-of-cycle patching,
whilst holding the absolute cost of patching in-cycle constant.
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Client Patching: Military versus Financial For client software patching, patches arrive often
and have a low mean, albeit with a standard deviation that reflects the high variation in criticality
between different client software µσ > 1 for both C and A.
Figure 5 depicts against the cost ratio the expected number and standard deviation of out-
of-cycle patches for a military organization, with parameter attributes shown in Table 1. We
calibrate the cost of cycle patches such that the number of out-of-cycle patches is consistent with
those observed in similar organizations with monthly patch management policies. Figure 6 presents
the same information for the financial organization.
Several features are immediately apparent in this comparison. The difference between the
preferences of the military and financial organizations results in a distinct profiles for out-of-cycle
patching with respect to the same cost configurations. Military organizations ceteris paribus tend
to apply more out-of-cycle patches than financial organizations, reflecting strong preference for
confidentiality at the expense of availability.
The standard deviation of out-of-cycle patches for military organizations, albeit modest, sug-
gests a tolerance for some low-level risks. The variation characterized by the standard deviation is
indicative of the different applications of the system in, for example, battlefield and support func-
tions. This is consistent with the profile of military organizations with a more flexible approach
to taking systems off-line than financial firms with higher cost penalties (dominant C, weighting
ω1).
Figures 7 and 8 present, for military and financial organizations, the managers’ total discounted
loss, and average longest wait (in days, over a year) for a patch to be applied against cost ratio.
We assume a discount rate of 6% per annum. Military organizations suffer higher losses through
threats and tend to wait less time to patch over all cost ratios compared to financial firms. For
example, given the same decomposition of the threat, and a cost ratio of 3, the maximum exposure
time for client patching by financial firms is 10 days, whilst for the military organization it is less
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Fig. 8. Financial Client Patching: Loss and longest wait
than 6 days. Their losses stand at 0.9 and 1.5, respectively, reflecting the higher and unbalanced
sensitivity of the military organization with respect to confidentiality. This sensitivity provides
higher amplification to the factor of the threat that is attached to confidentiality in comparison
with the factor assigned to availability. This profile is consistent throughout the range of simulated
cost ratios.
Network Patching Military versus Financial Network patches are far less frequent than
client patches, although the associated vulnerabilities are assumed to be uniformly more serious;
that is, µσ < 1, with a high average jump size µ for impacts on both C and A, and a higher level
of correlation ρ between jump sizes. The arrival rate is calibrated to an average of 6 patches per
year.
As in the client example, the upper graphs of Figures 9 and 10 present the expected number of
out-of-cycle patches and the lower graphs of Figures 9 and 10 their respective standard deviations
for military and financial organizations. Figures 11 and 12 present the total expected loss and the
maximum tolerated exposure time for the two organizations.
The increased jump intensity of network (compared to client) vulnerabilities results in both
organizations applying most patches as soon as they become available. In both cases, the standard
deviation associated with the expected number of patches is very small, implying that there
is no tolerance of the persistence of such vulnerabilities. Comparing the military and financial
organizations, our simulations show that for the military organization the range of the economically
meaningful cost ratio is about 3.8 For this range, all patches are implemented upon arrival. Unlike
8 For this parameter constellation, for a cost ratio beyond about 3, the loss rises so rapidly that the model
gives only a corner solution. The simulation algorithm searches for a solution with the range of 1 to 7
days. Beyond a cost ratio of about 3, jumps to the ‘extreme value’ of about 7, and stays there. The
change in early patch deployment is marked by a sudden switch away from instant patching at high cost
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the financial firm, this shows that patch implementation is sensitive to the cost ratio over a wider
range. For the military organization, the longest wait until patch deployment is less than a day
over the relevant range of the cost ratio, whilst, for the financial firm, the longest wait until patch
deployment extends to 9 days over the full range of the cost ratio.
Comparing the patching policies for client and network in the financial organization that is
sensitive to the cost ratio, the longest wait until patch deployment is 5 times higher for clients
than for networks (45+ and 9, respectively). Similarly, for military organizations that exhibit a
reduced sensitivity to the cost ratio, the difference, within the meaningful range, is between 3 days
and 1 day (for a cost ratio of about 3).
Tables 3 and 4 summarize the main results from our simulations for the two organizations, for
both client and network patching. The tables illustrate clearly the distinct patching profiles of the
four situations.
In Table 3, the standard deviations correspond to the sensitivities of the same organizations
to the relative severity of network and client threats.
Client Network
Military 5 (2.8) 6 (0)
Financial 2.2 (1.8) 0.75 (0.005)
Table 3. Number of irregular patches (standard deviation), for cost ratio 3
ratios, instead of the gradual decline observed in client patching. This is indicative of network patching
being a far more acute policy problem, with very sharp discontinuities.
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Similarly, Table 4 indicates that network patches are mostly deployed upon arrival despite the
associated cost.
Client Network
Military 6 0.5
Financial 10 3.5
Table 4. Longest wait to patch deployment, for cost ratio 3
6 Conclusions
We have introduced a model that develops a methodology for the determination of the optimal
frequency for implementing patches in both network and client environments. The model recognises
that patching is costly, but postponing deployment exposes the system to attacks by malware that
may impair its performance and may result in the exposure of data as well as financial losses.
The methodology in this paper is based on the dynamics of the trade-offs between the attributes
of the system that are of interest to the system’s information security managers, using methods of
optimization that are commonly deployed in economics. Operationalizing our approach will require
more detailed models that more closely reflect the nature of specific organizations. Nevertheless,
the approach developed in this paper constitutes a solid methodological base for addressing these
problems.
Category Parameters
Financial
Network
Financial
Client
Military
Network
Military
Client
Threat
Environment
θΨ
θΨ1
θΨ2
θΨ3
θΨ4
θΨ5
0.001
0.1
0.1
0.2
0.2
0.2
0.1
0.001
0.001
0.001
0.001
0
0.001
0.1
0.1
0.2
0.2
0.2
0.1
0.001
0.001
0.001
0.001
0
System
Properties
υ
ν
α′
β′
pi1,1, . . . , pi2,2
∈ [1, 3]
50%
50%[
1 0
0 1
]
∈ [1, 3]
20%
20%[
1 0
0 1
]
∈ [1, 3]
35%
35%[
1 0
0 1
]
∈ [1, 3]
20%
20%[
1 0
0 1
]
Decision-
maker’s
Preferences
ω1
ω2
ω3
C¯
A¯
K¯
0.5
0.5
0.1
95%
95%
constant
0.5
0.5
0.1
90%
90%
constant
0.9
0.5
0.1
95%
95%
constant
0.7
0.4
0.1
90%
90%
constant
Table 5. Example parameter constellations for patching management based on representative industry
calibrations
Following the approach developed in this paper, the system’s operational status is characterized
by availability and confidentiality that are exposed to serious risk of degradation owing to the
potential for exploitation of vulnerabilities, as signalled by the arrival of patches. The model
is based on the recognition that both IT managers and users appreciate the trade-off between
the fundamental characteristics of information security considered here, namely confidentiality
and availability. We have simplified our analysis by suppressing issues of integrity. The model’s
parameters can be clustered in a manner that allows us to categorize and compare the responses
to shocks of various types of organizations.
We find that out-of-cycle patching is cost-sensitive and its deployment depends crucially on
the preferences of the organization. In the case of client patching, we see that patching on arrival
is not optimal, although tolerances to exposure are limited for military-type organizations. In the
case of network patching, the military organization will patch on arrival for a wide range of cost
differentials, whilst the financial organization exhibits a high degree of sensitivity to the same
variate.
Finally, note that our approach does not rely for its predictions on the imputation of monetary
losses associated with information degradation, but rather on metrics that are familiar to the
information security community. We expect, therefore, to be able to validate the predications of
our model empirically.
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