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Abstract
We show that the basepoint-component of the homotopy fiber of Sullivan’s profinite completion
map c :Y → Ŷ is always an H -space, provided Y is nilpotent of finite type. This observation allows
for a reworking of the completion/rationalization approach to phantom map theory and leads to more
direct, transparent proofs of various results in the recent literature on phantom maps. Ó 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction. Statement of results
The main aim of this paper is to record a previously unobserved property of Sullivan’s
profinite completion map c :Y → Ŷ , where Y is nilpotent of finite type, and to use this
property to rework the Meier–Zabrodsky development of phantom map theory [20]. We
apply our new approach, which is both more general and simpler than that of [20], to
obtain streamlined proofs of some results in [9,14].
In [20], two fundamental fibration sequences appear:
Yρ
j−→ Y c−→ Ŷ , c= profinite completion, (1.1)
where Y is nilpotent, of finite type, and pi1Y is finite; and
Xτ
i−→X r−→X0, r = rationalization, (1.2)
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where X is nilpotent 1 and pi1X is torsion. The fundamental group hypotheses insure that
the homotopy fibers Yρ and Xτ are connected and, in the case of (1.2), that the fibration
sequence is also a cofibration sequence. [Xτ is referred to in [18] as the torsionization of
X.] Sullivan’s “Hasse principle” [17, Theorem 3.2] implies that we may identify Ph(X,Y ),
the set of homotopy classes of (pointed) phantom maps from X to Y , 2 with the image of
the map
j∗ : [X,Yρ]→ [X,Y ] (1.3)
of (pointed) homotopy sets. Then, Sullivan’s observation that Yρ is a rational space [17,
p. 48] implies that we may further identify Ph(X,Y ) with the image of the map
r∗ : [X0, Y ]→ [X,Y ] (1.4)
of (pointed) homotopy sets. At this point, Zabrodsky, as well as subsequent authors in
phantom map theory (see, e.g., [13,7]) abandon (1.1) and develop the theory on the basis
of (1.2), extended to the right as
Xτ
i−→X r−→X0 −→ΣXτ −→ · · · . (1.2′)
Thus, from (1.4) and (1.2′), we conclude
Ph(X,Y )≈ [X0, Y ]/[ΣXτ ,Y ], (1.5)
where the group [ΣXτ ,Y ] acts on the set [X0, Y ] in the usual way. In addition, by using
an “integral approximation” to Y , that is a rational homotopy equivalence Y → L, where
L is a space whose loop space ΩL is a product of K(Z, n)’s [20, Lemma A], we obtain
the identification
[X0, Y ] ≈
∏
n>1
Hn(X0,pinY ). (1.6)
Moreover, the set-theoretic bijections (1.5), (1.6) are actually group isomorphisms if either
X is a cogroup [12] or Y is grouplike [11].
Zabrodsky’s decision to work with (1.2′) was justified by his extension of Miller’s
theorem on the Sullivan conjecture, allowing him to prove that [ΣXτ ,Y ] = 0 if X is a
finite Postnikov space and Y is a finite CW-complex; thus (1.5) and (1.6) together give a
complete, explicit computation of Ph(X,Y ) in that case. [See [13] for a detailed discussion
of this and other computations of Ph(X,Y ) based on (1.5) and (1.6).] Nevertheless, we
claim that it is possible to get more mileage out of (1.1), extended to the left as
· · ·→ΩŶ → Yρ→ Y → Ŷ . (1.1′)
Indeed, we argue that it is preferable to develop the Meier–Zabrodsky theory primarily on
the basis of (1.1′) and to bring in (1.2′) only when genuinely necessary. One immediate
1 Zabrodsky imposes a finiteness condition on X, but that is unnecessary.
2 Throughout this paper, a phantom map ϕ :X→ Y is understood as a map such that the composite
V
g→X ϕ→ Y
is inessential for any map g :V →X with V a finite (connected) CW-complex.
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benefit of avoiding (1.2′) is that X no longer need be assumed to be nilpotent; it suffices
that X be a connected CW-complex.
In order to state the main result, we recall [16, Proposition 3.20] that for Y nilpotent, of
finite type, and with finite fundamental group, (1.1′) can be embedded in a commutative
diagram
· · · ΩY Ωc ΩŶ d Yρ j Y c
r
Ŷ
· · · ΩY0 Ω(Ŷ )0 d
′
Yρ
j ′
Y0 (Ŷ )0
(1.7)
both rows being fibration sequences. [The right-hand square is the pullback square usually
referred to as the “arithmetic square”.]
Theorem 1.1.
(i) If Y is nilpotent, of finite type, and with finite fundamental group, then Yρ is a
homotopy-retract of the loop space Ω(Ŷ )0, hence admits a (non-canonical) H -
space structure. Consequently Yρ is homotopy equivalent to the product space∏
n>1
K(pin+1Y ⊗ Ẑ/Z, n),
and for any connected CW-complex X,
Ph(X,Y )≈ [X,Yρ]/[X,ΩŶ ] ≈
∏
n>1H
n(X;pin+1Y ⊗ Ẑ/Z)
[X,ΩŶ ] , (1.8)
where the group [X,ΩŶ ] acts on the set [X,Yρ] in the usual way.
(ii) If X is a co-H -space or Y is an H -space, the set-theoretic bijections in (1.8)
are group isomorphisms. Moreover, the group structure is abelian, divisible and
independent of the co-H -structure on X or the H -structure on Y .
With respect to the two identifications of Ph(X,Y ) in (1.5) and (1.8), we remark that for
X nilpotent and with torsion fundamental group,
[ΣXτ ,Y ] ∼= [X,ΩŶ ] [18, Proposition 34],
[X0, Y ] ∼= [X,Yρ] [18, Proposition 32].
Thus an embryonic form of Theorem 1.1 is already present in [18].
The proof of Theorem 1.1 (to be carried out later) begins with the observation that
j :Yρ→ Y is a phantom map. Actually j is universal in the sense that any phantom map
ϕ :X→ Y with target Y factors (not necessarily uniquely) as
X
ϕ˜−→ Yρ j−→ Y.
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[A different notion of universal phantom map, due to Gray and McGibbon, can be
described as follows. Given a CW-complex X, with n-skeleton Xn, there exists a map
u :X→U =
∨
n>1
∑
Xn
with the property that any map ψ :X→ Y such that ψ|Xn is inessential for all n factors
(not necessarily uniquely) as
X
u−→U ψ˜−→ Y ;
see, e.g., [7, §3].]
Proposition 1.2. The phantom map j :Yρ→ Y is essential⇔ Y0 is non-contractible.
Note that Yρ fails to have countable type if (and only if) Y0 is non-contractible. Hence
the following assertion is an improvement of Proposition 1.2.
Proposition 1.3. There exists an essential phantom map ϕ :X→ Y with X a CW-complex
of countable type⇔ Y0 is non-contractible.
Non-contractibility of Y0 is definitely not a sufficient condition for the existence of an
essential phantom map ϕ :X→ Y with X a CW-complex of finite type. For a necessary
and sufficient condition in that case, due to McGibbon and Roitberg, see [7, Theorem 7.2].
It is worth emphasizing that the divisibility of Ph(X,Y ), under the assumptions of
Theorem 1.1(ii), holds for X of any “size”—X need not be of finite type, as is usually
assumed [13,7]. One may ask whether there is a lim←−
1 argument for this fact and, indeed,
there is one, at least in the case that Y is an H -space (of finite type). 3 For then we have,
picking a particular CW-structure on X, an isomorphism
Ph(X,Y )∼= lim←−
1[ΣXα,Y ], (1.9)
where Xα varies over the finite subcomplexes of X. The groups in the inverse system
{[ΣXα,Y ]} are finitely generated, abelian and so the right-hand side of (1.9) is divisible
(abelian) according to [5].
On the other hand, if Y is no longer assumed to be of finite type, then Theorem 1.1
breaks down. In particular, for Y an H -space, the abelian group Ph(X,Y ) need not be
divisible; see [8]. Part (i) of the following proposition is a simple example illustrating that
the homotopy fiber of c :Y → Ŷ need not be a rational space. [Part (ii) is relevant to a
portion of Theorem 1.5 below, as will be explained later.]
Proposition 1.4. Let Y be (n− 1)-connected, n> 2, with
pinY ∼=
∞⊕
−∞
Z/p, p a prime.
3 In the case that X is a co-H -space, a technical problem arises. Namely, there is no reason to believe that the
groups [ΣXα,Y ] in (1.9) are abelian since Xα need not inherit a co-H -structure from X.
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(i) The homotopy fiber F of c :Y → Ŷ is not a rational space; indeed, pin−1F is a
nonzero vector space over Z/p.
(ii) The torsionization (Ŷ )τ of Ŷ is not homotopy equivalent to the torsionization Yτ
of Y .
The following theorem—a variant of [9, Theorem 1]—was our original impetus for
searching for Theorem 1.1. Its proof, based on Theorem 1.1, is much more straightforward
than the proof of [9, Theorem 1].
Theorem 1.5.
(i) Let X be a connected CW-complex and Y a nilpotent, finite type CW-complex with
pi1(Y ) finite. If the group [X,ΩŶ ] is finite, there is a set-theoretic bijection
Ph(X,Y )≈
∏
n>1
Hn
(
X;pin+1Y ⊗ Ẑ/Z
)
. (1.10)
If X is a co-H -space or Y is an H -space and the group [X,ΩŶ ] is merely torsion,
then (1.10) is valid as a group isomorphism. If X is nilpotent of finite type, these
statements remain true when X is replaced by any space in its completion genus.
(ii) If now X is 1 12 -connected 4 in the sense that
pi1X = 0, pi2X is torsion,
if the space of pointed maps map∗(ΩX(m), Ŷ ) is weakly contractible, where X(m)
is the mth Postnikov approximation of X, and if [X,ΩŶ ] is finite, then there is a
set-theoretic bijection
Ph
(
X〈m〉, Y )≈∏
n>1
Hn
(
X〈m〉;pin+1Y ⊗ Ẑ/Z
)
, (1.11)
where X〈m〉 is the m-connective covering of X. If Y is an H -space and [X,ΩŶ ] is
merely torsion, then (1.11) is valid as a group isomorphism. IfX〈m〉 is of finite type,
these statements remain true when X〈m〉 is replaced by any space in its completion
genus.
Theorem 1.5 applies, in particular, to the case X =∑k BG, where BG is the classifying
space of a 1-connected Lie groupG and k > 0, and yields [2, Theorem 3.3] 5 as sharpened
by [14, Theorem 6]. Moreover, G may even be taken to be a finite loop space [1, Corol-
lary 1.7].
In addition to the main results above, we include an appendix containing two additional,
related results, both from [18], with sketches of proofs.
Theorem 1.6 [18, Proposition 46]. Let X be of the form ∑k X′, where X′ is a finite
Postnikov space and k > 0. If ϕ :X→ Sn is essential, then the mapping cone of ϕ,Cϕ,
satisfies:
4 The terminology 1 12 -connected is due to J. Neisendorfer.5 Actually, the hypothesis on G in [2, Theorem 3.3] is less restrictive than that stated here.
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(i) the N th Postnikov approximations C(N)ϕ and (Sn ∨ ∑X)(N) are homotopy
equivalent for all N ;
(ii) Cϕ and Sn ∨∑X are not homotopy equivalent.
Theorem 1.6 sharpens [3, Lemma 3.3′, Theorem 3.4′] in that X need not be a cogroup,
i.e., k might be 0. But what makes Theorem 1.6 fit naturally into the framework of this
paper is that its proof uses only (1.8) and avoids items from the Zabrodsky toolkit (e.g.,
integral approximation to Sn) utilized in [3, Lemma 3.3′].
Finally, we have
Theorem 1.7 [18, Proposition 41]. Let X be a 1 12 -connected cogroup of finite type. The
map
ϕ 7→ 1X + ϕ, ϕ a self-phantom map of X,
induces a bijection from Ph(X)= Ph(X,X) to WI(X), the homotopy classes of (pointed)
self-maps of X weakly homotopic to 1X. This bijection is an isomorphism with respect to
the group structure on Ph(X) induced by the cogroup structure on X and the composition
group structure on WI(X).
Theorem 1.7 is the dual of a similar theorem valid for X a grouplike space [11, Theo-
rem 3.1]. As has been pointed out to us, both [11, Theorem 3.1] and Theorem 1.7 can
be proved, in greater generality, by a lim←−
1 argument. Our treatment of Theorem 1.7 leans
on (1.2) (!) and, unlike the lim←−
1 argument, is completely intrinsic. An essential point is to
show that the cogroup structure on X induces a cogroup structure onXτ in such a way that
i :Xτ →X
is a co-H -map; this statement requires the 1 12 -connectivity of X.
Section 2 contains the proofs of our main results—Theorem 1.1, Propositions 1.2–
1.4 and Theorem 1.5—and some related remarks. Appendix A deals with Theorems 1.6
and 1.7.
2. Proofs of main results
Proof of Theorem 1.1. (i) Referring to (1.7), we see that since j :Yρ→ Y is a phantom
map, so is the composite
j ′ = r ◦ j :Yρ→ Y0.
But Y0 is a rational space of finite type over Q and according to [10, Theorem 1] or [15,
Theorem 3.3(b)], there are no essential phantom maps into such a space, regardless of the
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size of the domain. 6 Thus j ′ is inessential and d ′ :Ω(Ŷ )0→ Yρ has a right homotopy
inverse, as claimed. The rest of (i) follows readily as
pinYρ ∼= pin+1Ŷ / c∗pin+1Y ∼= pin+1Y ⊗ Ẑ/Z
and Ẑ/Z is a Q-vector space (of uncountable dimension).
(ii) If X is a co-H -space, the top row of (1.7) induces a sequence of group
homomorphisms
· · ·→ [X,ΩŶ ] d∗−→ [X,Yρ] j∗−→ [X,Y ]→ · · · . (2.1)
Since Yρ is an H -space by (i), the group structure on [X,Yρ] is abelian and independent
of both the co-H -structure on X and the H -structure on Yρ. We identify Yρ with∏
n>1K(pin+1Y ⊗ Ẑ/Z, n) and choose the productH -structure on the latter; thus
[X,Yρ] ∼=
∏
n>1
Hn(X;pin+1Y ⊗ Ẑ/Z) (2.2)
and
Ph(X,Y )∼= j∗[X,Yρ] ∼= [X,Yρ]/d∗[X,ΩŶ ]
∼=
∏
n>1H
n(X;pin+1Y ⊗ Ẑ/Z)
d∗[X,ΩŶ ]
. (2.3)
Since, by (2.2), [X,Yρ] is aQ-vector space, it follows from (2.3) that Ph(X,Y ) is (abelian)
divisible.
If now Y is an H -space, equip Ŷ and Yρ with the induced H -structures, so that
j :Yρ→ Y and c :Y → Ŷ are H -maps. It is readily seen [19, §2.1] that both d :ΩŶ → Yρ
and d ′ :Ω(Ŷ )0→ Yρ are H -maps with respect to the standard loop space structures on the
domains and the given H -structure on Yρ. Therefore, the top row of (1.7) again induces
the sequence of group homomorphisms (2.1) and the bottom row of (1.7) induces a short
exact sequence of group homomorphisms
[X,ΩY0]
[
X,Ω(Ŷ )0
] d ′∗ [X,Yρ]. (2.4)
Now the H -structure on Y gives rise to a rational homotopy equivalence
Y →
∏
K(pinY,n),
which in turn induces homotopy equivalences
Y0 '
∏
K(pinY ⊗Q, n), (Ŷ )0 '
∏
K(pinY ⊗Q⊗ Ẑ, n) (2.5)
compatible with the map Y0→ (Ŷ )0 in the bottom row of (1.7). Since the group structures
on [X,ΩY0], [X,Ω(Ŷ )0] are abelian and independent of both the H -structures on Y0,
6 Sullivan’s original version of [10, Theorem 1], [15, Theorem 3.3(b)] (see [17, Lemma 2.7]) requires the domain
to be a countable CW-complex, hence does not apply to our situation, where the domain Yρ is generally of
uncountable type.
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(Ŷ )0, we choose the (compatible) productH -structures on Y0, (Ŷ )0 derived from (2.5) and
conclude from (2.4) that
[X,Yρ] ∼=
∏
n>1H
n−1(X;pinY ⊗Q⊗ Ẑ)∏
n>1Hn−1(X;pinY ⊗Q)
∼=
∏
n>1
Hn−1(X;pinY ⊗ Ẑ/Z). (2.6)
Combining (2.1) with (2.6), we infer the validity of (2.3) in the case at hand and the proof
of Theorem 1.1 is complete. 2
Remarks. (i) Our proof of Theorem 1.1(ii) applies somewhat more generally. Namely, it is
enough to assume thatX is a rational co-H -space (i.e.,X is nilpotent and its rationalization
X0 is a co-H -space) or that Y is a rationalH -space in order to deduce a group isomorphism
in (1.8). We have chosen to state Theorem 1.1 under the more restrictive hypotheses since
it may then be asserted that the inclusion
Ph(X,Y ) ↪→[X,Y ]
is a homomorphism; [X,Y ] is, under those hypotheses, a set with binary operation, having
a neutral element, but not necessarily a group.
(ii) It was observed in [2, Lemma 3.4] that a rational H -structure on Y induces an H -
structure on Yρ . However, the fact that Yρ always has an H -structure under the hypotheses
of Theorem 1.1(i) was not observed in [2] and therefore the precise nature of the group
structure on [∑BG,Z], G a 1-connected, compact Lie group, Z a 1-connected, finite
CW-complex, is not elucidated in [2, Theorem 3.3], as it is in [14, Theorem 6].
Proof of Proposition 1.2. Once again referring to (1.7), we see that if j is inessential, then
d :ΩŶ → Yρ has a right homotopy inverse. But there are no essential maps from a rational
space to a profinite space, so Yρ , hence also Y0, must be contractible.
The converse is trivial. 2
Proof of Proposition 1.3. Assuming Y0 non-contractible, pick an integral approximation
Y →L. If there is an m> 3 so that pimY is infinite, set
X = Sm−10 ,
the rationalized (m− 1)-sphere; note that
X =ΣSm−20 ,
so that
[X,Y ] ∼= [X,L] ∼= [Sm−20 ,ΩL]
∼=
[
Sm−20 ,
∏
n>1
K(pinY/torsion, n− 1)
]
∼=
∏
n>1
Hn−1(Sm−20 ;pinY/torsion). (2.7)
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Observe that
Hi
(
Sm−20 ;pimY/torsion
)∼= { 0, i 6= 0,m− 1
Ext(Q,Z⊕ · · · ⊕Z), i =m− 1
}
,
where the number of Z-summands is the Z-rank of pimY. To find an essential phantom
map from X to Y , we simply take a map whose (m − 1)th component in the product
decomposition (2.7) is nonzero.
If, on the other hand, pimY is finite for all m> 3, then
L=K(pi2Y/torsion, 2)
and we argue as above, with
[S10 , Y ] ∼= [S10 ,L].
The converse is trivial. 2
Proof of Proposition 1.4. (i) Since Y is (n− 1)-connected, we have, by [16, Proposition
3.4],
pinŶ ∼= (pinY )ˆ ;
also, c∗ :pinY → pinŶ is profinite completion. Setting
V =
∞⊕
−∞
Z/p,
we recall [17, p. 45] that
V̂ ∼= V ∗∗,
the double dual of V . Therefore,
pin−1Yρ ∼= pinŶ /c∗pinY ∼= V ∗∗/V,
a Z/p-vector space of uncountable dimension.
(ii) It suffices to show that
pinYτ  pin(Ŷ )τ .
We have an exact sequence
· · ·→ pin+1Y r∗−→ pin+1Y0 −→ pinYτ −→ pinY −→ pinY0→ . . . ,
leading to a (split) short exact sequence
pin+1Y0/r∗pin+1Y  pinYτ  Torsion(pinY )∼= V. (2.8)
The left-hand group in (2.8) is divisible; moreover, from the structure of V , it is the
maximal divisible subgroup of pinYτ . Similarly, pin(Ŷ )τ is a (split) extension of its maximal
divisible subgroup by V ∗∗. As V  V ∗∗, it follows from [6, Theorem 3, et seq.] that
pinYτ  pin(Ŷ )τ . 2
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Proof of Theorem 1.5. (i) We refer to Theorem 1.1, formula (1.8). Now ∏n>1Hn(X;
pin+1Y⊗Ẑ/Z) is either the zero group or an uncountableQ-vector space. Hence if [X,ΩŶ ]
is finite, the orbit set
∏
n>1H
n(X;pin+1Y ⊗ Ẑ/Z)/[X,ΩŶ ] is either the singleton set or
an uncountable set. It is clear then that (1.10) holds, as a bijection of sets.
If X is a co-H -space or Y is an H -space, and [X,ΩŶ ] is torsion, then
[X,ΩŶ ]→
∏
n>1
Hn(X;pin+1Y ⊗ Ẑ/Z)
is the zero homomorphism and so the group isomorphism form of (1.8) implies the group
isomorphism form of (1.10).
If W is in the completion genus of X, then for each n, the integral homology groups
HnX, HnW are isomorphic; this follows from [17, Theorem 3.1(ii)]. Therefore∏
n>1
Hn(X;pin+1Y ⊗ Ẑ/Z)∼=
∏
n>1
Hn(W ;pin+1Y ⊗ Ẑ/Z). (2.9)
In addition,
[X,ΩŶ ] ∼= [X̂,ΩŶ ] ∼= [Ŵ ,ΩŶ ] ∼= [W,ΩŶ ]. (2.10)
Combining (2.9), (2.10) with (1.10), we reach the desired conclusion.
(ii) Applying the Zabrodsky lemma [7, Lemma 5.5] to the fibration
ΩX(m)→X〈m〉 →X,
taking into account the weak contractibility of map∗(ΩX(m), Ŷ ), we see that X〈m〉 → X
induces an isomorphism
[X,ΩŶ ] ∼= [X〈m〉,ΩŶ ].
The proof of (ii) now proceeds exactly as in (i). 2
The original proofs of [9, Theorem 1], [14, Theorem 6], were based on (1.2′). The
approach taken to [14, Theorem 6] exploits the observation [14, §3] that if X is a 1 12 -
connected CW-complex (not necessarily of finite type), there is a primary decomposition
Xτ '
∨
p
(Xp)τ , (2.11)
analogous to the classical decomposition theorem for torsion abelian groups [6, Theo-
rem 1], which then leads to the fact that the homotopy type of Xτ depends only on the
localization genus of X [14, Theorem 4]. The decomposition (2.11) has some independent
interest, and definitely fails if X is not 1 12 -connected, but we point out here that [14,
Theorem 4] is true even under the weaker assumption that pi1X be finite. In fact, the local
analog of the arithmetic square, namely the homotopy pullback
X
e
r
∏
pXp
X0
(∏
pXp
)
0
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where e is the map whose pth component is p-localization ep :X → Xp [4, Theo-
rem II. 5.7], shows that Xτ is homotopy equivalent to (
∏
p Xp)τ .
If X is additionally of finite type, then the arithmetic square itself shows that Xτ is
homotopy equivalent to (X̂)τ , hence depends only on the completion genus ofX.However,
if X is not of finite type, Xτ need not be homotopy equivalent to (X̂)τ , as follows from
Proposition 1.4(ii).
Appendix A. Theorems 1.6 and 1.7
Proof of Theorem 1.6 (Sketch). We are content to reprove the main assertion in [3, Lem-
ma 3.1′] without assuming a cogroup structure on X. The structure of the remainder of the
proof of Theorem 1.6 is unchanged from [3, Lemma 3.1′] and there is no reason to include
it here.
Suppose that ϕ :X→ Sn is an essential (phantom) map and d is an essential self-map
of Sn (sometimes thought of as a nonzero integer). The claim is that the map d ◦ ϕ is also
essential.
Since j :Snρ→ Sn is universal, we factor ϕ as
X
ϕ˜−→ Snρ
j−→ Sn (A.1)
and embed (A.1) in the commutative diagram
X
ϕ˜
Snρ
j
δ
Sn
d
Snρ
j
Sn
(A.2)
where δ is induced by d. The fibration sequence (1.1′) induces an exact sequence of pointed
sets
[X,ΩŜn] −→ [X,Snρ ]
j∗−→ [X,Sn] −→ [X, Ŝn]. (A.3)
Since map∗(X, Ŝn) is weakly contractible by a result of Zabrodsky [7, Theorem 5.6], (A.3)
implies that
j∗ : [X,Snρ ] ∼= [X,Sn]. (A.4)
Now, since d 6= 0, δ is easily seen to be a homotopy equivalence. [In fact, for n
odd, Snρ ' K(Ẑ/Z, n − 1) and δ induces multiplication by d on pin−1; and for n even,
Snρ ' K(Ẑ/Z, n − 1) × K(Ẑ/Z,2n − 2) and δ induces multiplication by d on pin−1,
multiplication by d2 on pi2n−2.] Thus
δ∗ : [X,Snρ ] ∼= [X,Snρ ]. (A.5)
From (A.2), (A.4) and (A.5), we infer that
d ◦ ϕ inessential ⇒ ϕ inessential,
as claimed. 2
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Proof of Theorem 1.7 (Sketch). We must show that
1X + (ϕ +ψ)' (1X + ϕ) ◦ (1X +ψ) (A.6)
for self-phantom maps ϕ, ψ. We expand the right-hand side of (A.6), using the right
distributive law, to obtain
(1X + ϕ) ◦ (1X +ψ)' 1X + ϕ + (1X + ϕ) ◦ψ.
Thus we are reduced to showing
ψ ' (1X + ϕ) ◦ψ. (A.7)
We next use (1.2) to factor ψ as
X
ψ˜−→Xτ i−→X,
so that (A.7) becomes
ψ ' (1X + ϕ) ◦ i ◦ ψ˜. (A.8)
Now a co-H -structure (respectively cogroup structure)
γ :X→X ∨X
induces a (unique, up to homotopy) co-H -structure (respectively cogroup structure)
γτ :Xτ → (X ∨X)τ 'Xτ ∨Xτ
so that i :Xτ → X is a co-H -map. [The homotopy equivalence (X ∨ X)τ ' Xτ ∨ Xτ
depends crucially on the 1 12 -connectivity of X.] We may therefore expand the right-hand
side of (A.8), using the left distributive law, to obtain
(1X + ϕ) ◦ i ◦ ψ˜ ' (i + ϕ ◦ i) ◦ ψ˜. (A.9)
But, again by (1.2), ϕ factors as
X
r−→X0 ϕ˜−→X.
Hence ϕ ◦ i factors as
Xτ
i−→X r−→X0 ϕ˜−→X,
which is inessential as r ◦ i is inessential. Reverting to (A.9), we conclude
(1X + ϕ) ◦ i ◦ ψ˜ ' i ◦ ψ˜ 'ψ
and (A.8) is verified. 2
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