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EQUIVARIANT GROTHENDIECK-RIEMANN-ROCH AND
LOCALIZATION IN OPERATIONAL K-THEORY
DAVE ANDERSON, RICHARD GONZALES, AND SAM PAYNE
WITH AN APPENDIX BY GABRIELE VEZZOSI
Abstract. We produce a Grothendieck transformation from bivariant oper-
ational K-theory to Chow, with a Riemann-Roch formula that generalizes
classical Grothendieck-Verdier-Riemann-Roch. We also produce Grothen-
dieck transformations and Riemann-Roch formulas that generalize the classi-
cal Adams-Riemann-Roch and equivariant localization theorems. As applica-
tions, we exhibit a projective toric variety X whose equivariant K-theory of
vector bundles does not surject onto its ordinary K-theory, and describe the
operational K-theory of spherical varieties in terms of fixed-point data.
In an appendix, Vezzosi studies operational K-theory of derived schemes
and constructs a Grothendieck transformation from bivariant algebraic K-
theory of relatively perfect complexes to bivariant operational K-theory.
1. Introduction
Riemann-Roch theorems lie at the heart of modern intersection theory, and
much of modern algebraic geometry. Grothendieck recast the classical formula
for smooth varieties as a functorial property of the Chern character, viewed as a
natural transformation of contravariant ring-valued functors, from K-theory of
vector bundles to Chow theory of cycles modulo rational equivalence, with ratio-
nal coefficients. The Chern character does not commute with Gysin pushforward
for proper maps, but a precise correction is given in terms of Todd classes, as
expressed in the Grothendieck-Riemann-Roch formula
f∗(ch(ξ) · td(TX)) = ch(f∗ξ) · td(TY ),
which holds for any proper morphism f : X → Y of smooth varieties and any
class ξ in the Grothendieck group of algebraic vector bundles K◦X.
For singular varieties, Grothendieck groups of vector bundles do not admit
Gysin pushforward for proper maps, and Chow groups of cycles modulo rational
equivalence do not have a ring structure. On the other hand, Baum, Fulton,
and MacPherson constructed a transformation τ : K◦X → A∗(X)Q, from the
Grothendieck group of coherent sheaves to the Chow group of cycles modulo ra-
tional equivalence, which satisfies a Verdier-Riemann-Roch formula analogous to
the Grothendieck-Riemann-Roch formula, for local complete intersection (l.c.i.)
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morphisms [BFM, SGA6]. Moreover, Fulton and MacPherson introduced bi-
variant theories as a categorical framework for unifying such analogous pairs of
formulas. The prototypical example is a single Grothendieck transformation from
the bivariant K-theory of f -perfect complexes to the bivariant operational Chow
theory, which simultaneously unifies and generalizes the above Grothendieck-
Riemann-Roch and Verdier-Riemann-Roch formulas.
We give a detailed review of bivariant theories in §2.2. For now, recall that a
bivariant theory assigns a group U(f : X → Y ) to each morphism in a category,
and comes equipped with operations of pushforward, along a class of confined
morphisms, as well as pullback and product. It includes a homology theory
U∗, which is covariant for confined morphisms, and a cohomology theory U
∗,
which is contravariant for all morphisms. An element θ ∈ U(f : X → Y ) de-
termines Gysin homomorphisms θ∗ : U∗(Y ) → U∗(X) and, when f is confined,
θ∗ : U
∗(X) → U∗(Y ). An assignment of elements [f ] ∈ U(f : X → Y ), for some
class of morphisms f , is called a canonical orientation if it respects the bivariant
operations. The Gysin homomorphisms associated to a canonical orientation [f ]
are often denoted f∗ and f∗.
If U and U are two bivariant theories defined on the same category, a Grothen-
dieck transformation from U to U is a collection of homomorphisms t : U(X →
Y ) → U(X → Y ), one for each morphism, which respects the bivariant opera-
tions. A Riemann-Roch formula, in the sense of [FM], is an equality
t([f ]U ) = uf · [f ]U ,
where uf ∈ U
∗
(X) plays the role of a generalized Todd class.
In previous work [AP, Go2], we introduced a bivariant operational K-theory,
closely analogous to the bivariant operational Chow theory of Fulton and Mac-
Pherson, which agrees with the K-theory of vector bundles for smooth varieties,
and developed its basic properties. Here, we deepen that study by constructing
Grothendieck transformations and proving Riemann-Roch formulas that gener-
alize the classical Grothendieck-Verdier-Riemann-Roch, Adams-Riemann-Roch,
and Lefschetz-Riemann-Roch, or equivariant localization, theorems. Through-
out, we work equivariantly with respect to a split torus T .
Grothendieck-Verdier-Riemann-Roch. By the equivariant Riemann-Roch
theorem of Edidin and Graham, there are natural homomorphisms
KT◦ (X)→ K̂
T
◦ (X)Q
τ
−→ ÂT∗ (X)Q,
the second of which is an isomorphism, where the subscript Q indicates tensoring
with the rational numbers, and K̂ and Â are completions with respect to the
augmentation ideal and the filtration by (decreasing) degrees, respectively. Our
first theorem is a bivariant extension of the Edidin-Graham equivariant Riemann-
Roch theorem, which provides formulas generalizing the classical Grothendieck-
Riemann-Roch and Verdier-Riemann-Roch formulas in the case where T is trivial.
Theorem 1.1. There are Grothendieck transformations
opK◦T (X → Y )→ opK̂
◦
T (X → Y )Q
ch
−→ Â∗T (X → Y )Q,
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the second of which induces isomorphisms of groups, and both are compatible with
the natural restriction maps to T ′-equivariant groups, for T ′ ⊂ T .
Furthermore, equivariant lci morphisms have canonical orientations, and if f
is such a morphism, then
ch([f ]K) = td(Tf ) · [f ]A,
where td(Tf ) is the Todd class of the virtual tangent bundle.
When T is trivial, andX and Y are quasi-projective, the classical Chern character
from algebraic K-theory of f -perfect complexes to A∗(X → Y ) factors through
ch, via the Grothendieck transformation constructed by Vezzosi in Appendix B.
Hence, Theorem 1.1 may be seen as a natural extension of Grothendieck-Verdier-
Riemann-Roch. See also Remark 1.2, below.
Specializing the Riemann-Roch formula to statements for homology and coho-
mology, we obtain the following.
Corollary. If f : X → Y is an equivariant lci morphism, then the diagrams
opK◦T (X)
ch ✲ Â∗T (X)Q K
T
◦ (X)
τ✲ ÂT∗ (X)Q
and
opK◦T (Y )
f∗
❄ ch ✲ Â∗T (Y )Q
f∗( ·td(Tf ))❄
KT◦ (Y )
f∗
✻
τ ✲ ÂT∗ (Y )Q
td(Tf ) · f
∗✻
commute. For the first diagram, f is assumed proper.
Remark 1.2. As explained in [FM], formulas of this type for singular varieties
first appeared in [SGA6] and [Ve], respectively; a homomorphism like τ , taking
values in (non-equivariant) singular homology groups, was originally constructed
in [BFM]. The homomorphism τ was first constructed for equivariant theories
by Edidin and Graham [EG2], with the additional hypothesis that X and Y be
equivariantly embeddable in smooth schemes. A more detailed account of the
history of Riemann-Roch formulas can be found in [Fu3, §18].
These earlier Grothendieck transformations and Riemann-Roch formulas all
take some version of algebraic or topological K-theory as the source, and typ-
ically carry additional hypotheses, such as quasi-projectivity or embeddability
in smooth schemes. For instance, for quasi-projective schemes, Fulton gives a
Grothendieck transformation K◦perf(X → Y ) → A
∗(X → Y )Q which, by con-
struction, factors through opK◦(X → Y ) [Fu3, Ex. 18.3.16]. Combining Theo-
rem 1.1 with Vezzosi’s Theorem B.1, which gives a Grothendieck transformation
K◦perf(X → Y ) → opK
◦(X → Y ), we see that Fulton’s Grothendieck transfor-
mation extends to arbitrary schemes.
Other variations of bivariant Riemann-Roch theorems have been studied for
topological and higher algebraic K-theory; see, e.g., [Wi, Le].
Remark 1.3. Vezzosi’s proof of Theorem B.1 uses derived algebraic geometry in
an essential way. It seems difficult to prove the existence of such a Grothendieck
transformation directly, in the category of ordinary (underived) schemes.
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Adams-Riemann-Roch. Our second theorem is an extension of the classical
Adams-Riemann-Roch theorem. Here, the role of the Todd class is played by the
equivariant Bott elements θj, which are invertible in opK̂◦T (X)[j
−1].
Theorem 1.4. There are Grothendieck transformations
opK◦T (X → Y )
ψj
−→ opK̂◦T (X → Y )[j
−1],
for each nonnegative integer j, that specialize to the usual Adams operations
ψj : K◦TX → K
◦
TX when X is smooth.
There is a Riemann-Roch formula
ψj([f ]) = θj(T∨f )
−1 · [f ],
for an equivariant lci morphism f .
As before, the Riemann-Roch formula has the following specializations.
Corollary. If f : X → Y is an equivariant lci morphism, the diagrams
opK◦T (X)
ψj✲ opK̂◦T (X)[j
−1] KT◦ (X)
ψj✲ K̂T◦ (X)[j
−1]
and
opK◦T (Y )
f∗
❄ ψj✲ opK̂◦T (Y )[j
−1]
f∗( ·θ
j(T∨f )
−1)
❄
KT◦ (Y )
f∗
✻
ψj✲ K̂T◦ (Y )[j
−1]
θj(T∨f )
−1 · f∗
✻
commute, where f is also assumed to be proper for the first diagram.
In particular, for f proper lci and a class c ∈ opK◦T (X), we have
ψjf∗(c) = f∗(θ
j(T∨f )
−1 · ψj(c)),
in opK̂◦T (Y )[j
−1]. This generalizes the equivariant Adams-Riemann-Roch for-
mula for projective lci morphisms from [Ko¨].
Lefschetz-Riemann-Roch. Localization theorems bear a striking formal re-
semblance to Riemann-Roch theorems, as indicated in the Lefschetz-Riemann-
Roch theorem of Baum, Fulton, and Quart [BFQ]. Our third main theorem
makes this explict: we construct Grothendieck transformations from operational
equivariant K-theory (resp. Chow theory) of T -varieties to operational equivari-
ant K-theory (resp. Chow theory) of their T -fixed loci.
Our Riemann-Roch formulas in this context are generalizations of classical lo-
calization statements, in which equivariant multiplicities play a role analogous to
that of Todd classes in Grothendieck-Riemann-Roch. To define these equivariant
multiplicities, one must invert some elements of the base ring.
Let M = Hom(T,Gm) be the character group, so K
◦
T (pt) = Z[M ] = R(T ),
and A∗T (pt) = Sym
∗M =: ΛT . Let S ⊆ R(T ) be the multiplicative set generated
by 1 − e−λ, and let S ⊆ Sym∗M = A∗T (pt) be generated by λ, as λ ranges over
all nonzero characters in M .
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Theorem 1.5. There are Grothendieck transformations
opK◦T (X → Y )→ S
−1opK◦T (X → Y )
locK
−−−→ S−1opK◦T (X
T → Y T ) and
A∗T (X → Y )→ S
−1
A∗T (X → Y )
locA
−−−→ S
−1
A∗T (X
T → Y T ),
inducing isomorphisms of S−1R(T )-modules and S
−1
ΛT -modules, respectively.
Furthermore, if f : X → Y is a flat equivariant map whose restriction to fixed
loci fT : XT → Y T is smooth, then there are equivariant multiplicities εK(f) in
S−1opK◦T (X
T ) and εA(f) in S
−1
A∗T (X
T ), so that
locK([f ]) = εK(f) · [fT ]
and
locA([f ]) = εA(f) · [fT ].
Corollary. Let f : X → Y be a flat equivariant morphism whose restriction to
fixed loci fT : XT → Y T is smooth. Then the diagrams
opK◦T (X)
✲ S−1opK◦T (X
T ) KT◦ (X)
✲ S−1KT◦ (X
T )
and
opK◦T (Y )
f∗
❄
✲ S−1opK◦T (Y
T )
fT∗ ( ·ε
K(f))
❄
KT◦ (Y )
f∗
✻
✲ S−1KT◦ (Y
T )
εK(f) · (fT )∗
✻
commute, where f is assumed proper for the first diagram. Under the same
conditions, the following diagrams also commute:
A∗T (X) ✲ S
−1
A∗T (X
T ) AT∗ (X) ✲ S
−1
AT∗ (X
T )
and
A∗T (Y )
f∗
❄
✲ S
−1
A∗T (Y
T )
fT∗ ( ·ε
A(f))
❄
AT∗ (Y )
f∗
✻
✲ S
−1
AT∗ (Y
T ).
εA(f) · (fT )∗
✻
In the case where Y = pt and XT is finite1, the first diagram of the Corollary
provides an Atiyah-Bott type formula for the equivariant Euler characteristic (or
integral, in the case of Chow). If in addition X is smooth, then this is precisely
the Atiyah-Bott-Berline-Vergne formula: for ξ ∈ K◦T (X) and α ∈ A
∗
TX,
χ(ξ) =
∑
p∈XT
ξ|p
(1− e−λ1(p)) · · · (1− e−λn(p))
and ∫
X
α =
∑
p∈XT
α|p
λ1(p) · · ·λn(p)
,
where λ1(p), . . . , λn(p) are the weights of T acting on TpX.
1More precisely, the fixed points should be nondegenerate, a condition which guarantees the
scheme-theoretic fixed locus is reduced.
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These three Riemann-Roch theorems are compatible with each other, as ex-
plained in the statements of Theorems 3.1, 4.5, and 5.1. This compatibility
includes localization formulas for Todd classes and Bott elements. For instance,
if X → pt is lci and p ∈ XT is a nondegenerate fixed point, then
td(X)|p =
ch(εKp (X))
εAp (X)
and θj(X)|p =
εKp (X)
ψj(εKp (X))
.
When p ∈ XT is nonsingular, we recover familiar expressions for these classes.
Indeed, suppose the weights for T acting on TpX are λ1(p), . . . , λn(p), as above.
Then the formulas for the Todd class and Bott element become
td(X)|p =
n∏
i=1
λi(p)
1− e−λi(p)
and θj(X)|p =
n∏
i=1
1− e−j·λi(p)
1− e−λi(p)
See Remark 6.7 for more details.
Remark 1.6. The problem of constructing Grothendieck transformations ex-
tending given tranformations of homology or cohomology functors was posed by
Fulton and MacPherson. Some general results in this direction were given by
Brasselet, Schu¨rmann, and Yokura [BSY]. They do consider operational bivari-
ant theories, but do not require operators to commute with refined Gysin maps
and, consequently, do not have Poincare´ isomorphisms for smooth schemes.
Applications to classical K-theory. Merkurjev studied the restriction maps,
from G-equivariant K-theory of vector bundles and coherent sheaves to ordinary,
non-equivariant K-theory, for various groups G. Notably, he showed that the re-
striction map for T -equivariant K-theory of coherent sheaves is always surjective,
which raises the question of when this also holds for vector bundles [Me1, Me2].
In Section 7, as one application of our Riemann-Roch and localization theorems,
we give a negative answer for toric varieties.
Theorem 1.7. There are projective toric threefolds X such that the restriction
map from the K-theory of T -equivariant vector bundles on X to the ordinary
K-theory of vector bundles on X is not surjective.
As a second application of our main theorems, in Section 8, we use localization
to completely describe the equivariant operationalK-theory of arbitrary spherical
varieties in terms of fixed point data. Our description is independent of recent
results by Banerjee and Can on smooth spherical varieties [BC].
Some of these results were announced in [And].
Acknowledgments. We thank Michel Brion, William Fulton, Jose´ Gonza´lez,
Gabriele Vezzosi, and Charles Weibel for helpful comments and conversations
related to this project.
2. Background on operational K-theory
We work over a fixed ground field, which we assume to have characteristic zero
in order to use resolution of singularities. All schemes are separated and finite
type, and all tori are split over the ground field.
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2.1. Equivariant K-theory and Chow groups. Let T be a torus, and let
M = Hom(T,Gm) be its character group. The representation ring R(T ) is nat-
urally identified with the group ring Z[M ], and we write both as
⊕
λ∈M Z · e
λ.
For a T -scheme X, let KT◦ (X) and K
◦
T (X) be the Grothendieck groups of
T -equivariant coherent sheaves and T -equivariant perfect complexes on X, re-
specitvely. We write AT∗ (X) and A
∗
T (X) for the equivariant Chow homology and
equivariant operational Chow cohomology of X. There are natural identifications
R(T ) = K◦T (pt) = K
T
◦ (pt) = Z[M ]
and
ΛT := A
∗
T (pt) = A
T
∗ (pt) = Sym
∗M.
Choosing a basis u1, . . . , un for M , we have R(T ) = Z[e
±u1 , . . . , e±un ] and ΛT =
Z[u1, . . . , un].
A crucial fact is that both KT◦ and A
T
∗ satisfy a certain descent property. An
equivariant envelope is a proper T -equivariant map X ′ → X such that every T -
invariant subvariety of X is the birational image of some T -invariant subvariety
of X ′. When X ′ → X is an equivariant envelope, there are exact sequences
AT∗ (X
′ ×X X
′)→ AT∗ (X
′)→ AT∗ (X)→ 0(1)
and
KT◦ (X
′ ×X X
′)→ KT◦ (X
′)→ KT◦ (X)→ 0(2)
of ΛT -modules and R(T )-modules, respectively. The Chow sequence admits an
elementary proof (see [Ki, Pa]); the sequence for K-theory seems to require more
advanced techniques ([Gi, AP]).
2.2. Bivariant theories. We review some foundational notions on bivariant
theories from [FM] (see also [AP, §4] or [GK]). Consider a category C with a
final object pt, equipped with distinguished classes of confined morphisms and
independent commutative squares. A bivariant theory assigns a group U(f : X →
Y ) to each morphism in C, together with homomorphisms
· : U(X
f
−→ Y )⊗ U(Y
g
−→ Z)→ U(X
g◦f
−−→ Z) (product),
f∗ : U(X
h
−→ Z)→ U(Y → Z) (pushforward), and
g∗ : U(X
f
−→ Y )→ U(X ′
f ′
−→ Y ′) (pullback),
where for pushforward, f : X → Y is confined, and for pullback, the square
X ′
f ′✲ Y ′
X
❄ f✲ Y
g
❄
is independent. This data is required to satisfy axioms specifying compatibil-
ity with product, for composable morphisms, pushforward along confined mor-
phisms, and pullback across independent squares.
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Any bivariant theory determines a homology theory U∗(X) = U(X → pt),
which is covariant for confined morphisms, and a cohomology theory U∗(X) =
U(id : X → X), which is contravariant for all morphisms. An element α of
U(f : X → Y ) determines a Gysin map fα : U∗(Y ) → U∗(X), sending β ∈
U∗(Y ) = U(Y → pt) to α ·β ∈ U(X → pt) = U∗(X). Similarly, if f is confined, α
determines a Gysin map fα : U
∗(X)→ U∗(Y ), sending β ∈ U∗(X) = U(X → X)
to f∗(β · α) ∈ U(Y → Y ) = U
∗(Y ). A canonical orientation for a class of com-
posable morphisms is a choice of elements [f ] ∈ U(f : X → Y ), one for each f
in the class, which respects product for compositions, with [id] = 1. The Gysin
maps determined by [f ] are denoted f ! and f!.
2.3. Operational Chow theory and K-theory. As described above, a bi-
variant theory U determines a homology theory. Conversely, starting with any
homology theory U∗, one can build an operational bivariant theory opU , with U∗
as its homology theory, by defining elements of opU(X → Y ) to be collections
of homomorphisms U∗(Y
′) → U∗(X
′), one for each morphism Y ′ → Y (with
X ′ = X ×Y Y
′), subject to compatibility with pullback and pushforward.
We focus on the operational bivariant theories associated to equivariant K-
theory of coherent sheaves KT◦ (X) and Chow homology A
T
∗ (X). The category C is
T -schemes, confined morphisms are equivariant proper maps, and all fiber squares
are independent. Operators are required to commute with proper pushforwards
and refined pullbacks for flat maps and regular embeddings.
The basic properties of A∗T (X → Y ) can be found in [FM, Fu3, Ki, EG1], and
those of opK◦T (X → Y ) are developed in [AP, Go2]. The following properties are
most important for our purposes. We state them for K-theory, but the analogous
statements also hold for Chow.
(a) Certain morphisms f : X → Y , including regular embeddings and flat
morphisms, come with a distinguished orientation class [f ] ∈ opK◦T (X →
Y ), corresponding to refined pullback. When both X and Y are smooth,
an arbitrary morphism f : X → Y has an orientation class [f ], obtained
by composing the classes of the graph γf : X → X×Y (a regular embed-
ding) with that of the (flat) projection p : X × Y → Y .
(b) For any X, there is a homomorphism from K-theory of perfect complexes
to the contravariant operational K-theory, K◦T (X)→ opK
◦
T (X); there is
also a canonical isomorphism opK◦T (X → pt)→ K
T
◦ (X).
(c) If f : X → Y is any morphism, and g : Y → Z is smooth, then there is
a canonical Poincare´ isomorphism opK◦T (X → Y ) → opK
◦
T (X → Z),
given by product with [g].
(d) Combining the above, there are homomorphisms
K◦T (X)→ opK
◦
T (X)→ K
T
◦ (X),
which are isomorphisms when X is smooth.
The main tools for computing operational K groups and Chow groups are the
following two Kimura sequences, whose exactness is proved for K-theory in [AP,
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Propositions 5.3 and 5.4] and for Chow theory in [Ki, Theorems 2.3 and 3.1].
We continue to state only the K-theory versions. First, suppose Y ′ → Y is an
equivariant envelope, and let X ′ = X ×Y Y
′. Then
(3) 0→ opK◦T (X → Y )→ opK
◦
T (X
′ → Y ′)→ opK◦T (X
′ ×X X
′ → Y ′ ×Y Y
′)
is exact. This is, roughly speaking, dual to the descent sequence (2).
Next, suppose p : Y ′ → Y is furthermore birational, inducing an isomorphism
Y ′ r E
∼
−→ Y rB (where E = f−1B). Given f : X → Y , define A = f−1B ⊆ X
and D = f ′−1E ⊆ X ′. Then
(4) 0→ opK◦T (X → Y )→ opK
◦
T (X
′ → Y ′)⊕opK◦T (A→ B)→ opK
◦
T (D → E)
is exact. (Only the contravariant part of this sequence is stated explicitly in [AP],
but the proof of the full bivariant version is analogous, following [Ki].)
Remark 2.1. Exactness of the sequences (3) and (4) follow from exactness of
the descent sequence (2). Hence, if one applies an exact functor of R(T )-modules
to KT◦ before forming the operational bivariant theory, then the analogues of (3)
and (4) are still exact. For example, given a multiplicative set S ⊆ R(T ), the
Kimura sequences for opS−1K◦T are exact.
2.4. Kan extension. By resolving singularities, the second Kimura sequence
implies an alternative characterization of operational Chow theory andK-theory:
they are Kan extensions of more familiar functors on smooth schemes. This is a
fundamental construction in category theory; see, e.g., [Mac, §X].
Suppose we have functors I : A → B and F : A → C. A right Kan extension
of F along I is a functor R = RanI(F ) : B → C and a natural transformation
γ : R ◦ I ⇒ F , which is universal among such data: given any other functor
G : B → C with a transformation δ : G ◦ I ⇒ F , there is a unique transformation
η : G⇒ R so that the diagram
G ◦ I
η ✲ R ◦ I
F
γ
✛
δ ✲
commutes. The proof of the following lemma is an exercise.
Lemma 2.2. With notation as above, suppose that F admits a right Kan exten-
sion (R, γ) along I. Assume γ is a natural isomorphism. Then if T : C → D is
any functor, the composite T ◦F admits a Kan extension along I, and there is a
natural isomorphism
RanI(T ◦ F ) ∼= T ◦ RanI(F ).
By [Mac, Corollary X.3.3], the hypothesis that γ be a natural isomorphism is
satisfied whenever the functor I : A → B is fully faithful.
For the embedding I : (T -Sm)op → (T -Sch)op of smooth T -schemes in all T -
schemes, [AP, Theorem 5.8] shows that the contravariant functor opK◦T is the
right Kan extension of K◦T . Similarly, operational Chow cohomology is the right
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Kan extension of the intersection ring on smooth schemes. Analogous properties
hold for the full bivariant theories, with the same proofs, as we now explain.
Let B′ be the category whose objects are equivariant morphisms of T -schemes
X → Y ; a morphism f : (X ′ → Y ′)→ (X → Y ) is a fiber square
X ′
f ′✲ X
Y ′
❄ f✲ Y.
❄
Let A′ be the same, but where the objects are X → Y with Y smooth. Let
A = (A′)op and B = (B′)op, and let I : A → B be the evident embedding. The
functor F : A → (R(T )-Mod) is given on objects by F (X → Y ) = KT◦ (X).
To a morphism (X ′ → Y ′) → (X → Y ), the functor assigns the refined pull-
back f ! : KT◦ (X) → K
T
◦ (X
′). Explicitly, for a sheaf F on X, we have f ![F ] =∑
(−1)i[TorYi (OY ′ ,F )], which is well-defined since f has finite Tor-dimension.
Proposition 2.3. With notation as above, operational bivariant K-theory is the
right Kan extension of F along I.
Proof. Just as in [AP, Theorem 5.8], one applies the Kimura sequence (4),
together with induction on dimension, to produce a natural homomorphism
G(X → Y ) → opK◦T (X → Y ) for any functor G whose restriction to smooth
schemes has a natural transformation to F . 
Since the only input in proving the proposition is the Kimura sequence, a sim-
ilar statement holds if one applies an exact functor of R(T )-modules, as pointed
out in Remark 2.1.
Lemma 2.4. Let S ⊆ R(T ) be a multiplicative set. There is a canonical isomor-
phism of functors
S−1opK◦T (X → Y )
∼= opS−1K◦T (X → Y ),
where the right-hand side is the operational theory associated to S−1KT◦ (X).
Similarly, let J ⊆ R(T ) be an ideal, and let (̂−) denote J-adic completion of
an R(T )-module. There is a canonical isomorphism of functors
̂opK◦T (X → Y )
∼= opK̂◦T (X → Y ),
where the right-hand side is the operational theory associated to K̂T◦ (X).
Proof. Since localization and completion are exact functors of R(T )-modules, the
right-hand sides satisfy the Kimura sequences and are therefore Kan extensions,
as in Proposition 2.3. The statements now follow from Lemma 2.2. 
A common special case of the first isomorphism is tensoring by Q, so we will
use abbreviated notation: for any R(T )-module B, we let BQ = B ⊗Z Q, and
write opK◦T (X → Y )Q for the bivariant theory associated to K
T
◦ (X)Q.
While localization and completion do not commute in general, they do in the
main case of interest to us: the completion of R(T ) along the augmentation ideal,
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and the localization given by ⊗Q. Thus we may write K̂T◦ (X)Q unambiguously,
and we write opK̂◦T (X → Y )Q for the associated operational bivariant theory.
Remark 2.5. The standing hypotheses of characteristic zero is made chiefly to
be able to use resolution of singularities in proving the above results. When
using Q-coefficients, it is tempting to appeal to de Jong’s alterations to prove an
analogue of the Kimura sequence. However, if X ′ → X is an alteration, with X ′
smooth, and X ′ r E → X r S e´tale, we do not know whether the sequence
0→ opK◦(X)Q → opK
◦(X ′)Q ⊕ opK
◦(S)Q → opK
◦(E)Q
is exact. For special classes of varieties that admit smooth equivariant envelopes,
our arguments work in arbitrary characteristic. The special case of toric varieties
is treated in [AP]. In Section 8, we carry out analogous computations more
generally, for spherical varieties.
Remark 2.6. The proofs of the Poincare´ isomorphisms ([Fu3, Proposition 17.4.2]
and [AP, Proposition 4.3]) only require commutativity of operations with pull-
backs for regular embeddings and smooth morphisms. If one defines operational
bivariant theories replacing the axiom of commutativity with flat pullback with
the a priori weaker axiom of commutativity with smooth pullback, the Kan ex-
tension properties of A∗T and opK
◦
T show that the result is the same.
2.5. Grothendieck transformations and Riemann-Roch. As motivation
and context for the proofs in the following sections, we review the bivariant
approach to Riemann-Roch formulas via canonical orientations, following [FM].
We return to the notation of §2.2, so C is a category with a final object and
distinguished classes of confined morphisms and independent squares, and U is
a bivariant theory on C. A class of morphisms in C carries canonical orientations
for U if, for each f : X → Y in the class, there is [f ]U ∈ U(X → Y ), such that
(i) for X
f
−→ Y
g
−→ Z, [f ]U · [g]U = [gf ]U in U(X → Z); and
(ii) [idX ]U = 1 in U
∗(X).
We omit the subscript and simply write [f ] when the bivariant theory is un-
derstood. In K◦perf(X → Y ), proper flat morphisms have canonical orientations
given by [f ] = [OX ]. A canonical orientation [f ] determines functorial Gysin
homomorphisms f ! : U∗(Y )→ U∗(X) and, if f is confined, f! : U
∗(X)→ U∗(Y ).
Now consider another category C with a bivariant theory U . Let F : C → C be
a functor preserving final objects, confined morphisms, and independent squares.
We generally write X, f , etc., for objects and morphisms of C, and X, f , etc., for
those of C. When no confusion seems likely, we sometimes abbreviate the functor
F by writing X and f for the images under F of an object X and morphism
f , respectively. A Grothendieck transformation is a natural map U(X → Y ) →
U(X → Y ), compatible with product, pullback, and pushforward.
In the language of [FM], a Riemann-Roch formula for a Grothendieck trans-
formation t : U(X → Y )→ U(X → Y ) is an equation
t([f ]U ) = uf · [f ]U ,
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for some uf ∈ U
∗
(X). For the homology and cohomology components, this
translates into commutativity of the diagrams
U∗(X)
t.✲ U
∗
(X)
U∗(Y )
f!
❄ t.✲ U
∗
(Y )
f !( ·uf )❄
and
U∗(Y )
t.✲ U∗(Y )
U∗(X)
f !
❄ t.✲ U∗(X).
uf · f
!
❄
Our focus will be on operational bivariant theories built from homology the-
ories, with the operational Chow and K-theory discussed in §2.3 as the main
examples. The general construction is described in [FM]; see also [GK]. Briefly,
a homology theory U∗ is a functor from C to groups, covariant for confined mor-
phisms. The associated operational bivariant theory opU is defined by tak-
ing operators (cg) ∈ opU(f : X → Y ) to be collections of homomorphisms
cg : U∗(Y
′)→ U∗(X
′), one for each independent square
X ′
f ′✲ Y ′
X
❄ f✲ Y,
g
❄
subject to compatibility with pullback across independent squares and pushfor-
ward along confined morphisms.
This is usually refined by specifying a collection Z of distinguished operators,
and passing to the smaller bivariant theory opUZ consisting of operators that
commute with the Gysin maps determined by Z. The collection Z is part of
the data of the bivariant theory. For example, in operational Chow or K-theory,
Z consists of the orientation classes [f ] associated to regular embeddings or flat
morphisms, as described in §2.3. When Z is clear from context, we omit the
substrcipt, and write simply opU .
We construct Grothendieck transformations using the following observation:
Proposition 2.7. Let C and C be categories with homology theories U∗ and U∗,
respectively, with associated operational bivariant theories opU and opU . Sup-
pose F : C → C is a functor preserving final objects, confined morphisms, and
independent squares, with a left adjoint L : C → C, such that for all objects X of
C, the canonical map X → FL(X) is an isomorphism.
Then any natural isomorphism τ : U∗ → U∗ ◦ F extends canonically to a
Grothendieck transformation t : opU → opU . Furthermore, if all operators in Z
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are contained in the subgroups generated by t(Z), then t induces a Grothendieck
transformation t : opUZ → opUZ .
In the proposition and proof below, X , etc., denotes an arbitrary object of C,
and we write F (X), etc., for the images of objects under the functor F .
Proof. The transformation is constructed as follows. Suppose we are given c ∈
opU(X → Y ) and a map g : Y
′
→ F (Y ). Continuing our notation for fiber
products, let X
′
= F (X)×F (Y ) Y
′
and X ′ = X ×Y L(Y
′
). By the hypotheses on
F and L, there is a natural isomorphism X
′ ∼
−→ F (X ′).
Now define t(c)g : U∗(Y
′
)→ U∗(X
′
) as the composition
U∗(Y
′
) = U∗(FL(Y
′
))
τ−1
−−→ U∗(L(Y
′
))
cg
−→ U∗(X
′)
τ
−→ U∗(F (X
′)) = U∗(X
′
),
where g : L(Y
′
)→ Y corresponds to g : Y
′
→ F (Y ) by the adjunction. The proof
that this defines a Grothendieck transformation is a straightforward verification
of the axioms. 
The prototypical example of a Grothendieck transformation and Riemann-
Roch formula relates K-theory to Chow. When f is a proper smooth morphism,
the class uf is given by the Todd class of the relative tangent bundle, td(Tf ).
The transformation t. is the Chern character, and the commutativity of the first
diagram is the Grothendieck-Riemann-Roch theorem,
ch(f∗(α)) = f∗(ch(E) · td(Tf )).
The commutativity of the second diagram is the Verdier-Riemann-Roch theo-
rem; there is a unique functorial transformation t. = τ : K◦(X) → A∗(X)Q that
extends the Chern character for smooth varieties, and satisfies
τ(f !(β)) = td(Tf ) · f
!(τ(β))
for all β ∈ K◦(Y ), whenever f : X → Y is an lci morphism. These two theorems
were refined in [BFM], and [FG], respectively, to include the case where f is a
proper lci morphism of possibly singular varieties.
3. Operational Grothendieck-Verdier-Riemann-Roch
The equivariant Riemann-Roch theorem of Edidin and Graham [EG2] states
that there are natural homomorphims
KT◦ (X)→ K̂
T
◦ (X)Q
τ
−→ ÂT∗ (X)Q,
the second of which is an isomorphism. Here ÂT∗ (X) is the completion along
the ideal of positive-degree elements in A∗T (pt) = Sym
∗M . Combining with
Proposition 2.7 and Lemma 2.4, we obtain a bivariant Riemann-Roch theorem.
Theorem 3.1. There are Grothendieck transformations
opK◦T (X → Y )→ opK̂
◦
T (X → Y )Q
t
−→ Â∗T (X → Y )Q,
the second of which is an isomorphism.
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These transformations are compatible with the change-of-groups homomor-
phisms constructed in Appendix A. If T ′ ⊆ T is a subtorus, the diagram
opK◦T (X → Y ) ✲ opK̂
◦
T (X → Y )Q ✲ Â
∗
T (X → Y )Q
opK◦T ′(X → Y )
❄
✲ opK̂◦T ′(X → Y )Q
❄
✲ Â∗T ′(X → Y )Q
❄
commutes.
Proof. The transformation from opK◦T to (opK̂
◦
T )Q is completion and tensoring
by Q, so there is nothing to prove. To obtain the second transformation, we apply
Proposition 2.7, taking F to be the identity functor. The only subtlety is in show-
ing that t takes the operations commuting with classes in Z (refined pullbacks
for smooth morphisms and regular embeddings, in K-theory) to ones commuting
with those in Z (the same pullbacks in Chow theory). (By Remark 2.6, com-
mutativity with flat pullback can be weakened to just smooth pullback without
affecting the bivariant theories A∗T and opK
◦
T .) Consider the diagram
X ′′ ✲ Y ′′ ✲ Z ′′
X ′
❄
✲ Y ′
h′
❄
✲ Z ′
h
❄
X
❄ f✲ Y,
g
❄
where h is a smooth morphism or a regular embedding. Let td = td(Th) be the
equivariant Todd class of the virtual tangent bundle of h, and let α ∈ Â∗T (Y
′)Q
and c ∈ opK̂◦T (X → Y )Q. Using the equivariant Riemann-Roch isomorphism
τ : (K̂T◦ )Q → (Â
T
∗ )Q, we compute
τ(cgh′(τ
−1(h!α))) = τ(cgh′(τ
−1(td · td−1 · h!α)))
= td−1 · τ(cgh′(h
!(τ−1α)))
= td−1 · τ(h!(cg(τ
−1α)))
= td−1 · td · h!(τ(cg(τ
−1α)))
= h!(τ(cg(τ
−1α))),
as required.
For compatibility with change-of-groups, apply [EG2, Proposition 3.2], observ-
ing that the tangent bundle of T/T ′ is trivial, so its Todd class is 1. 
4. Adams-Riemann-Roch
We briefly recall that K◦T (X) is a λ-ring and hence carries Adams operations.
These are ring endomorphisms ψj , indexed by positive integers j, and character-
ized by the properties:
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(a) For any line bundle L, ψj [L] = [L⊗j ], and
(b) For any morphism f : X → Y , f∗ ◦ ψj = ψj ◦ f∗.
Adams operations do not commute with (derived) push forward under proper
morphisms, but the failure to commute is quantified precisely by the equivariant
Adams-Riemann-Roch theorem, at least when f is a projective local complete
intersection morphism and X has the T -equivariant resolution property, as is the
case when X is smooth. The role of the Todd class for the Adams-Riemann-Roch
theorem is played by the equivariant Bott elements θj(T∨f ) ∈ K
◦
T (X
′), where T∨f
is the virtual cotangent bundle of the lci morphism f . The Bott element θj is a
homomorphism of (additive and multiplicative) monoids
θj : (K◦T (X)
+,+)→ (K◦T (X), ·),
where K◦T (X)
+ ⊆ K◦T (X) is the monoid of positive elements, generated—as a
monoid—by classes of vector bundles. It is characterized by the properties
(a) For any equivariant line bundle L, θj(L) = 1 + L+ · · · + Lj−1, and
(b) For any equivariant morphism g : X ′′ → X ′, g∗θj = θjg∗.
For example, θj(1) = j, and more generally θj(n) = jn. If j is inverted inK◦T (X),
then the Bott element θj extends to all of K◦T (X), and becomes a homomorphism
from the additive to the multiplicative group of K̂◦T (X)[j
−1]. That is, θj(c) is
invertible in K̂◦T (X)[j
−1], for any c ∈ K◦T (X).
Theorem 4.1 ([Ko¨, Theorem 4.5]). Let X be a T -variety with the resolution
property, and let f : X ′ → X be an equivariant projective lci morphism. Then,
for every class c ∈ K◦T (X
′),
(5) ψjf∗(c) = f∗(θ
j(T∨f )
−1 · ψj(c)),
in K̂◦T (X)[j
−1].
We will define Adams operations in operational K-theory, and prove an op-
erational bivariant generalization of this formula. First, we must review the
construction of the covariant Adams operations
ψj : K
T
◦ (X)→ K̂
T
◦ (X)[j
−1].
A (non-equivariant) version for quasi-projective schemes appears in [So, §7]. We
eliminate the quasi-projective hypotheses using Chow envelopes; see Remark 4.3.
For quasi-projective X, choose a closed embedding ι : X →֒ M in a smooth
variety M . By K◦T (M on X), we mean the Grothendieck group of equivari-
ant perfect complexes on M which are exact on M r X. This is isomorphic
to opK◦T (X →֒ M), which in turn is identified with K
T
◦ (X) via the Poincare´
isomorphism. We sometimes will denote this isomorphism by ι∗ : K
T
◦ (X)
∼
−→
K◦T (M on X).
Working with perfect complexes on M has the advantage of coming with ev-
ident Adams operations: one defines endomorphisms ψj of the K◦T (M)-module
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K◦T (M on X) by the same properties as the usual Adams operations. To make
this independent of the embedding, we must correct by the Bott element. Here is
the definition for quasi-projective X: the module homomorphism ψj : K
T
◦ (X)→
K̂T◦ (X)[j
−1] is defined by the formula
ψj(α) := θ
j(T∨M )
−1 · ψj(ι∗α),
where TM is the tangent bundle of M .
Lemma 4.2. The homomorphism ψj is independent of the choice of embedding
X →֒ M . Furthermore, it commutes with proper pushforward: if f : X → Y
is an equivariant proper morphism of quasi-projective schemes, then f∗ψj(α) =
ψj(f∗α) for all α ∈ K
T
◦ (X).
Proof. To see ψj is independent of M , we apply the Adams-Riemann-Roch theo-
rem for nonsingular quasi-projective varieties. Given two embeddings ι : X →֒M
and ι′ : X →֒M ′, consider the product embeddingX →֒M×M ′, with projections
π and π′. Let us write θjM for θ
j(T∨M ), etc., and suppress notation for pullbacks,
so for instance θj(T∨π ) = θ
j
M ′ . Let us temporarily write ψ
M
j (α) = (θ
j
M )
−1 ·ψj(ι∗α)
for the Adams operation with respect to the embedding in M , and similarly for
M ′ and M ×M ′.
Using the projection π : M ×M ′ →M to compare embeddings, we have
ψMj (α) = (θ
j
M )
−1 · ψj(ι∗α)
= (θjM ′) · (θ
j
M×M ′)
−1 · ψj(π∗(ι× ι
′)∗α)
= π∗
(
(θjM×M ′)
−1 · ψj((ι× ι′)∗α)
)
(by (5))
= ψM×M
′
j (α),
and similarly one sees ψM
′
j (α) = ψ
M×M ′
j (α).
Covariance for equivariant proper maps is similar. Given such a map f : X →
Y between quasi-projective varieties, one can factor it as in the following diagram:
X ⊂ ✲ M × Y ⊂✲ M ×M ′
Y
❄
⊂ ✲
f ✲
M ′.
❄
Here M and M ′ are smooth schemes into which X and Y embed, respectively.
Abusing notation slightly, we write
f∗ : K
◦
T (M ×M
′ on X)→ K◦T (M
′ on Y )
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for the pushforward homomorphism corresponding to f∗ : K
T
◦ (X)→ K
T
◦ (Y ) un-
der the canonical isomorphisms. Computing as before, we have
f∗ψj(α) = f∗
(
(θjM×M ′)
−1 · ψj(ι∗α)
)
= f∗
(
(θjM )
−1(θjM ′)
−1 · ψj(ι∗α)
)
= (θjM ′)
−1ψj(f∗α) (by (5))
= ψj(f∗α),
as claimed. 
Remark 4.3. To define covariant Adams operations for a general variety X, we
choose an equivariant Chow envelope X ′ → X, with X ′ quasi-projective, and
apply the descent sequence (2):
KT◦ (X
′ ×X X
′) ✲ KT◦ (X
′) ✲ KT◦ (X) ✲ 0
K̂T◦ (X
′ ×X X
′)[j−1]
ψj❄
✲ K̂T◦ (X
′)[j−1]
ψj❄
✲ K̂T◦ (X)[j
−1]
ψj❄
✲ 0.
The two vertical arrows on the left are the Adams operations constructed above
for quasi-projective schemes, and the corresponding square commutes thanks to
covariance; this constructs the dashed arrow on the right.
Lemma 4.4. The Adams operations ψj induce isomorphisms K̂
T
◦ (X)[j
−1]
∼
−→
K̂T◦ (X)[j
−1].
Proof. We start with the special case where X is smooth and T is trivial. In this
case, one sees that ψj : K◦(X)→ K◦(X) becomes an isomorphism after inverting
j using the filtration by the submodules Fnγ ⊂ K
◦(X) spanned by γ-operations of
weight at least n. A general fact about λ-rings is that ψj preserves the γ-filtration,
and acts on the factor Fnγ /F
n+1
γ as multiplication by j
n. (See, e.g., [FL, §III] for
general facts about γ-operations and this filtration.) Inverting j therefore makes
ψj an automorphism of K◦(X)[j−1]. Since the Bott elements θj also become
invertible, it follows that ψj is an automorphism of K◦(X)[j
−1] ∼= K◦(X)[j−1].
Still assuming T is trivial, we now allow X to be singular. If X is quasi-
projective, embed it as X →֒ M . Restricting the γ-filtration from K◦(M) to
K◦(M on X) ∼= K◦(X), the above argument shows that ψj becomes an isomor-
phism after inverting j. For general X, apply descent as in Remark 4.3.
Finally, the completed equivariant groups K̂T◦ (X)[j
−1] are a limit of non-
equivariant groups K◦(E ×
T X)[j−1], taken over finite-dimensional approxima-
tions E → B to the universal principal T -bundle [EG2, §2.1]. Since ψj induces
automorphisms on each term in the limit, it also induces an automorphism of
K̂T◦ (X)[j
−1]. 
Theorem 4.5. There are Grothendieck transformations
opK◦T (X → Y )
ψj
−→ opK̂◦T (X → Y )[j
−1],
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that specialize to ψj : K̂
T
◦ (X)→ K̂
T
◦ (X)[j
−1] when Y is smooth.
These operations commute with the change-of-groups homomorphisms, and
with the Grothendieck-Verdier-Riemann-Roch transformations of Theorem 3.1.
The statement that these generalized Adams operations commute with the
Grothendieck-Verdier-Riemann-Roch transformation means that the diagram
opK◦T (X → Y )
ψj✲ opK̂◦T (X → Y )[j
−1]
Â∗T (X → Y )Q
t
❄
ψjA ✲ Â∗T (X → Y )Q
t
❄
commutes, where ψjA is defined to be multiplication by j
k on AkT (X → Y )Q.
Proof. To construct the transformation, one proceeds exactly as for Theorem 3.1:
taking F to be the identity functor, we apply Proposition 2.7 to the natural
isomorphism ψj : K̂
T
◦ (−)[j
−1]→ K̂T◦ (−)[j
−1]. Composing the resulting Grothen-
dieck transformation with the one given by inverting j and completing produces
the desired Adams operation. This agrees with ψj on K
T
◦ (X) = opK
◦
T (X → pt)
by construction, so it also agrees with ψj for K
T
◦ (X) = opK
◦
T (X → Y ) when Y
is smooth, using the Poincare´ isomorphism.
Commutativity with the change-of-groups homomorphism is evident from the
definition. Commutativity with t comes from the corresponding fact for the
Chern character in the smooth case [FL, §III]; the general case follows using
embeddings of quasi-projective varieties and Chow descent. 
The Adams-Riemann-Roch formula from the Introduction is a consequence.
Remark 4.6. The Adams operations on the cohomology component opK◦T (X)
have the following simple and useful alternative construction. Since opK◦T is the
right Kan extension of K◦T on smooth schemes, there is a natural isomorphism
(6) opK◦T (X)
∼= lim←−
g : X′→X
K◦T (X
′),
where the limit is taken over T -equivariant morphisms to X from smooth T -
varieties X ′. Hence we may define
ψj : opK◦T (X)→ opK̂
◦
T (X)[j
−1]
as the limit of Adams operations on K◦T (X
′). Similarly, for a projective equivari-
ant lci morphism f : X → Y , and any element c ∈ opK◦T (X), the identity
ψjf∗(c) = f∗(θ
j(T∨f )
−1 · ψj(c)),
in opK̂◦T (Y )[j
−1] may be checked componentwise in K̂◦T (Y
′), for each Y ′ → Y
with Y ′ smooth; in this context, the formula is that of Theorem 4.1.
Other natural and well-known properties of Adams operations that hold in
the equivariant K-theory of smooth varieties carry over immediately, provided
that they can be checked component by component in the inverse limit. For
instance, the subspace of opK◦T (X) on which the Adams operation ψ
j acts via
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multiplication by jn is independent of j, for any positive integer n, since the
same is true in K◦T (X
′) for all smooth X ′ mapping to X [Ko¨, Corollary 5.4].
Similarly, when X is a toric variety, the Adams operation ψj on K◦T (X) agrees
with pullback ϕ∗j , for the natural endomorphism ϕj : X → X induced by mul-
tiplication by j on the cocharacter lattice, whose restriction to the dense torus
is given by t 7→ tj [Mo, Corollary 1]. Applying the Kimura exact sequence and
equivariant resolution of singularities, it follows that the Adams operations on
opK◦T (X) agree with ϕ
∗
j , as well.
5. Localization theorems and Lefschetz-Riemann-Roch
Consider the categories C = T -Sch of T -schemes and equivariant morphisms,
and C = Sch of schemes with trivial T -action (and all morphisms), considered
as a full subcategory of C. Taking the fixed point scheme F (X) = XT defines
a functor from C to C preserving proper morphisms and fiber squares [CGP,
Proposition A.8.10]; it is right adjoint to the embedding C → C.
Let S ⊆ R(T ) be the multiplicative set generated by 1 − e−λ for all λ ∈ M .
By [Th2, The´ore`me 2.1], the homomorphism
(7) S−1ι∗ : S
−1KT◦ (X
T )→ S−1KT◦ (X)
is an isomorphism for any T -scheme X.
Similarly, let S ⊆ ΛT = Sym
∗M be the multiplicative set generated by all
λ ∈M . By [Br, §2.3, Corollary 2], the homomorphism
(8) S
−1
ι∗ : S
−1
AT∗ (X
T )→ S
−1
AT∗ (X)
is an isomorphism for any T -scheme X.
Theorem 5.1. The fixed point functor F (X) = XT gives rise to Grothendieck
transformations
S−1opK◦T (X → Y )
locK
−−−→ S−1opK◦T (X
T → Y T ) and
S
−1
A∗T (X → Y )
locA
−−−→ S
−1
A∗T (X
T → Y T ),
inducing isomorphisms of S−1R(T )-modules and S
−1
ΛT -modules, respectively.
These transformations commute with the equivariant Grothendieck-Verdier-
and Adams-Riemann-Roch transformations: the diagrams
S−1opK◦T (X → Y )
locK✲ S−1opK◦T (X
T → Y T )
S
−1
Â∗T (X → Y )
t
❄
locA✲ S
−1
Â∗T (X
T → Y T )
t
❄
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and
S−1opK◦T (X → Y )
locK✲ S−1opK◦T (X
T → Y T )
S
−1
opK̂◦T (X → Y )
ψj
❄
locK✲ S
−1
opK̂◦T (X
T → Y T )
ψj
❄
commute.
Proof. First, observe that if X and Y have trivial T -action, then
S−1opK◦T (X → Y ) = S
−1R(T )⊗Z opK
◦(X → Y )
canonically, by applying Lemma 2.4 to Kan extension along the inclusion of (Sch)
in (T -Sch) as the subcategory of schemes with trivial action. Letting U∗ be the
homology theory on (Sch) given by X 7→ S−1R(T ) ⊗ K◦(X), it follows that
S−1opK◦T (X → Y ) = opU(X → Y ) for schemes with trivial T -action.
Since XT = F (X) has a trivial T -action, the target of locK may be identified
with opU(F (X)→ F (Y )). Using the inverse of the isomorphism (7) as “τ” in the
statement of Proposition 2.7, we obtain the desired Grothendieck transformation.
The construction of locA is analogous, using the isomorphism (8).
Commutativity with the Riemann-Roch transformation follows from commu-
tativity of the diagrams
S−1KT◦ (X
T ) ✲ S−1KT◦ (X)
S−1K̂T◦ (X
T )
❄
✲ S−1K̂T◦ (X)
❄
S
−1
ÂT∗ (X
T )
❄
✲ S
−1
ÂT∗ (X),
❄
where the top square commutes by functoriality of completion, and the bottom
square commutes by functoriality of the Riemann-Roch map (for proper push-
forward). The situation for Adams operations is similar. 
Remark 5.2. In general, the Grothendieck transformations locK and locA are
distinct from the pullback maps ι∗ induced by the inclusion ι : Y T → Y ; indeed,
the latter is a homomorphism
ι∗ : opK◦T (X
f
−→ Y )→ opK◦T (f
−1Y T → Y T ),
but the inclusion XT ⊆ f−1Y T may be strict, and the pushforward along this
inclusion need not be an isomorphism. However, for morphisms f such that
XT = f−1Y T , the homomorphism specified by locK agrees with ι∗. For instance,
this holds when f is an embedding. In particular, taking f to be the identity,
the homomorphisms
S−1opK◦T (X)→ S
−1opK◦T (X
T )
induced by locK are identified with the pullback ι∗. The same holds for locA.
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6. Todd classes and equivariant multiplicities
The formal similarity between Riemann-Roch and localization theorems sug-
gests that the localization analogue of the Todd class should play a central role.
This analogue is the equivariant multiplicity.
For a proper flat map of T -schemes f : X → Y such that the induced map
fT : XT → Y T of fixed loci is also flat, we seek a class ε(f) ∈ S−1opK◦T (X
T )
fitting into commutative diagrams
(9)
S−1opK◦T (X)
∼✲ S−1opK◦T (X
T )
S−1opK◦T (Y )
f!
❄
∼✲ S−1opK◦T (Y
T )
fT! ( ·ε(f))❄
and
(10)
S−1KT◦ (Y )
∼✲ S−1KT◦ (Y
T )
S−1KT◦ (X)
f !
❄
∼✲ S−1KT◦ (X
T ).
ε(f) · (fT )!
❄
Or, more generally,
(11) locK([f ]) = ε(f) · [fT ]
as bivariant classes in S−1opK◦T (X
T → Y T ).
A unique such class exists when fT is smooth. Indeed, product with [fT ]
induces a Poincare´ isomorphism ·[fT ] : opK◦T (X
T )
∼
−→ opK◦T (X
T → Y T ), so it
can be inverted.
Definition 6.1. When fT : XT → Y T is smooth, the class
εK(f) = locK([f ]) · [fT ]−1 in S−1opK◦T (X
T )
is called the total equivariant (K-theoretic) multiplicity of f . Restricting ε(f) to
a connected component P ⊆ XT gives the equivariant multiplicity of f along P ,
εKP (f) ∈ S
−1opK◦T (P ).
The equivariant Chow multiplicities εA(f) ∈ S
−1
A∗T (X
T ) and εAP (f) ∈ S
−1
A∗T (P )
are defined analogously.
Recasting (9) with this definition gives an Atiyah-Bott pushforward formula.
Proposition 6.2. Suppose fT : XT → Y T is smooth and let Q ⊆ Y T be a
connected component. For α ∈ opK◦T (X), we have
(f!α)Q =
∑
f(P )⊆Q
fT! (αP · ε
K
P (f)),(12)
where βQ denotes restriction of a class β to the connected component Q, and the
sum on the RHS is over all components P ⊆ XT mapping into Q.
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Smoothness of the map on fixed loci is automatic in good situations, e.g., when
XT and Y T are finite and reduced.
Equivariant multiplicities for the mapX → pt will be denoted εK(X). Suppose
XT is finite and nondegenerate, meaning that the weights λ1, . . . , λn of the T -
action on the Zariski tangent space TpX are all nonzero, for p ∈ X
T . This implies
that the scheme-theoretic fixed locus is reduced [CGP, Proposition A.8.10(2)],
and hence fT : XT → pt is smooth.
Proposition 6.3. Suppose p is a nondegenerate fixed point of X, and let C be
the tangent cone CpX ⊆ TpX at p. Then
εKp (X) =
[OC ]
(1− e−λ1) · · · (1− e−λn)
and εAp (X) =
[C]
λ1 · · ·λn
in S−1R(T ) and S
−1
ΛT , respectively. In particular, if p ∈ X is nonsingular,
εKp (X) =
1
(1− e−λ1) · · · (1− e−λn)
and εAp (X) =
1
λ1 · · ·λn
.
The proposition justifies our terminology, because it implies the Chow multiplic-
ity εAp (X) agrees with the Brion-Rossmann equivariant multiplicity [Br, Ro].
Proof. From (10), equivariant multiplicities have the characterizing property
[OX ] =
∑
p∈XT
εKp (X) · [Op]
and
[X] =
∑
p∈XT
εAp (X) · [p],
under identifications S−1KT◦ (X) = S
−1KT◦ (X
T ) and S
−1
AT∗ (X) = S
−1
AT∗ (X
T ).
Under deformation to the tangent cone at p, these equalities become
[OC ] = ε
K
p (X) · [Op]
and
[C] = εAp (X) · [p]
in KT◦ (TpX) = R(T ) and A
T
∗ (TpX) = ΛT . Since [Op] = (1 − e
−λ1) · · · (1− e−λn)
in KT◦ (TpX) and [p] = λ1 · · ·λn in A
T
∗ (TpX), the proposition follows. 
The formula for the K-theoretic multiplicity in the proposition gives εKp (X)
as a multi-graded Hilbert series:
εKp (X) =
∑
λ∈M
(dimkOC,λ) · e
λ,
where OC,λ is the λ-isotypic component of the rational T -module OC (cf. [Ro]).
Built into our definition of equivariant multiplicity is another way of computing
it, via resolutions. Suppose f : X → Y is given, with both XT and Y T finite and
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nondegenerate. Then if f∗[OX ] = [OY ], as is the case when Y has rational
singularities and X → Y is a desingularization, we have
εKq (Y ) =
∑
p∈(f−1(q))T
εKp (X).
This often gives an effective way to compute εq(Y ).
A fixed point p is attractive if all weights λ1, . . . , λn lie in an open half-space.
Lemma 6.4. If p ∈ XT is attractive then εKp (X) is nonzero in S
−1R(T ).
The proof is similar to [Br, §4.4], which gives the corresponding statement for
Chow multiplicities εAp (X). The K-theory version also follows from the Chow
version; by Proposition 6.3, the numerator and denominator of εAp (X) are the
leading terms of the numerator and denominator of εKp (X), respectively.
Lemma 6.5. Let X be a complete T -scheme such that all fixed points in X are
nondegenerate. If all equivariant multiplicities are non-zero, then the canonical
map opK◦T (X)→ K
T
◦ (X), sending c 7→ c(OX), is injective.
The proof is similar to that of [Go3, Theorem 4.1], which gives the analo-
gous result for Chow; we omit the details. Using Lemma 6.4, the hypothesis of
Lemma 6.5 is satisfied whenever all fixed points are attractive.
Example 6.6. Lemma 6.5 applies to: (i) projective nonsingular T -varieties with
isolated fixed points (by Proposition 6.3); (ii) Schubert varieties and complete
toric varieties, as they have only attractive fixed points; (iii) projective G × G-
equivariant embeddings of a connected reductive group G, as they have only
finitely many T × T -fixed points, all of which are attractive.
Remark 6.7. The formal analogy between Riemann-Roch and localization the-
orems was observed by Baum-Fulton-Quart [BFQ]. In fact, the relationship
between Todd classes and equivariant multiplicities can be made more precise,
as follows. Assume f : X → Y is proper and lci, and fT : XT → Y T is smooth.
From Theorem 5.1 and the Riemann-Roch formulas, we have
t(εK(f)) · t([fT ]) = t(locK([f ]))
= locA(t([f ]))
= locA(td(Tf )) · ε
A(f) · [fT ].
In particular, when XT is finite and nondegenerate, and Y = pt,
td(X)|p =
ch(εKp (X))
εAp (X)
.
If X is nonsingular at p, with tangent weights λ1, . . . , λn, this recovers a familiar
formula for the Todd class:
td(X)|p =
n∏
i=1
λi
1− e−λi
.
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An analogous calculation, applied to Adams-Riemann-Roch, produces similar
formulas for the localization of equivariant Bott elements.
Remark 6.8. The interaction between localization and Grothendieck-Riemann-
Roch can be viewed geometrically as follows. Using coefficients in the ground
field, which we denote by C, we have Spec(R(T )⊗C) = T and Spec(Λ⊗C) = t.
When X = pt, the equivariant Chern character corresponds to the identification
of a formal neighborhood of 0 ∈ t with one of 1 ∈ T .
Now suppose X has finitely many nondegenerate fixed points, and finitely
many one-dimensional orbits, so it is a T -skeletal variety in the terminology of
[Go2]. The GKM-type descriptions of opK◦T (X) (see [Go2, Theorem 5.4] shows
that Spec(opK◦T (X)C) consists of copies of T , one for each fixed point, glued
together along subtori. Similarly, Spec(A∗T (X)C) is obtained by glueing copies
of t along subspaces. There are structure maps Spec(opK◦T (X)C) → T and
Spec(A∗T (X)C) → t, and the equivariant Chern character gives an isomorphism
between fibers of these maps over formal neighborhoods of 1 and 0. Equivariant
multiplicities are rational functions on these spaces, regular away from the gluing
loci.
A similar picture for topological K-theory and singular cohomology was de-
scribed by Knutson and Rosu [KR].
7. Toric varieties
Let N = Hom(M,Z), and let ∆ be a fan in NR, i.e., a collection of cones σ
fitting together along common faces. This data determines a toric variety X(∆),
equipped with an action of T . (See, e.g., [Fu2] for details on toric varieties.)
We now use operational Riemann-Roch to give examples of projective toric
varieties X such that the forgetful map K◦T (X)→ K
◦(X) is not surjective.
Proposition 7.1. Let X = X(∆), where ∆ is the fan over the faces of the cube
with vertices at {(±1,±1,±1)}. Then K◦T (X)→ K
◦(X) is not surjective.
Proof. By [KP, Example 4.2], the homomorphism A∗T (X)Q → A
∗(X)Q is not
surjective, and therefore neither is the induced homomorphism α : Â∗T (X)Q →
A∗(X)Q. Consider the diagram
K◦T (X)Q
✲ opK◦T (X)Q ✲ opK̂
◦
T (X)Q
∼✲ Â∗T (X)Q
K◦(X)Q
γ
❄ β✲✲ opK◦(X)Q
❄
= opK◦(X)Q
❄ ∼✲ A∗(X)Q.
α
❄
By [AP, Theorem 1.4], the homomorphism β is surjective. A diagram chase
shows that γ cannot be surjective. 
The same statement holds, with the same proof, for the other examples shown
in [KP] to have a non-surjective map A∗T (X)Q → A
∗(X)Q.
Question 7.2. Can one find examples where A∗T (X)Q → A
∗(X)Q is surjective,
but K◦T (X)→ K
◦(X) is not?
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Given a basis for KT◦ (X), the dual basis for opK
◦
T (X) = Hom(K
T
◦ (X), R(T ))
can be computed using equivariant multiplicities, which are easy to calculate on
a toric variety. We illustrate this for a weighted projective plane.
Example 7.3. Let N = Z2, with basis {e1, e2}, and with dual basis {u1, u2}
for M . Let ∆ be the fan with rays spanned by e1, e2, and −e1 − 2e2; the
corresponding toric variety X = X(∆) is isomorphic to P(1, 1, 2). Let D be the
toric divisor corresponding to the ray spanned by −e1−2e2, and p the fixed point
corresponding to the maximal cone generated by e1 and −e1 − 2e2.
Figure 1 shows the equivariant multiplicities for X, D, and p, arranged on
the fan to show their restrictions to fixed points. For the two smooth maxi-
mal cones, the multiplicities are computed by Proposition 6.3; the singular cone
(corresponding to p) can be resolved by adding a ray through −e2.
1
(1− eu1)(1 − eu2)
1 + eu1−u2
(1− e2u1−u2)(1− e−u2)
1
(1 − e−u1)(1 − e−2u1+u2)
εK(X)
0
1
1− e2u1−u2
1
1− e−2u1+u2
εK(D)
0
1
0
εK(p)
Figure 1. Equivariant multiplicities for P(1, 1, 2)
The classes [OX ], [OD], and [Op] form an R(T )-linear basis for K
T
◦ (X). The
dual basis for opK◦T (X) was computed in [AP, Example 1.7]. The canonical map
opK◦T (X)→ K
T
◦ (X), sending c 7→ c(OX), is then given by
[OX ]
∨ 7→ (1− eu1)(1 − eu2)[OX ] + (e
u1 − eu1+u2)[OD] + e
u2 [Op] ;
[OD]
∨ 7→ (eu1 − eu1+u2)[OX ] + (e
−u1+u2 + eu1+u2 + eu2 − eu1)[OD]
− (eu2 + e−u1+u2)[Op] ;
[Op]
∨ 7→ eu2 [OX ]− (e
u2 + e−u1+u2)[OD] + e
−u1+u2 [Op].
The resulting 3 × 3 matrix has determinant e−u1+2u2 + eu2 , which is not a unit
in R(T ), and the map opK◦T (X)→ K
T
◦ (X) is injective, but not surjective.
Remark 7.4. WhenX is an affine toric variety, then it is easy to see opK◦T (X)
∼=
R(T ) and A∗T (X)
∼= Λ, for example by using the descriptions of these rings as
26 DAVE ANDERSON, RICHARD GONZALES, AND SAM PAYNE
piecewise exponentials and polynomials, respectively [AP, Pa]. (In fact, this is
true more generally when X is a T -skeletal variety with a single fixed point, see
[Go2].) For non-equivariant groups, Edidin and Richey have recently shown that
opK◦(X) ∼= Z and A∗(X) ∼= Z [ER]. The relationship between the equivari-
ant and non-equivariant groups is subtle. On the other hand, one can use our
Riemann-Roch theorems (together with the facts that opK◦(X) and A∗(X) are
torsion-free) to deduce the Chow statement from the K-theory one, or vice-versa.
8. Spherical varieties
Let G be a connected reductive linear algebraic group with Borel subgroup
B and maximal torus T ⊂ B. A spherical variety is a G-variety with a dense
B-orbit. In other sources, spherical varieties are assumed to be normal, but here
this condition is not needed and we do not assume it. If X is a spherical variety,
then it has finitely many B-orbits, and thus also a finite number of G-orbits,
each of which is also spherical. Moreover, since every spherical homogeneous
space has finitely many T -fixed points, it follows that XT is finite. Examples
of spherical varieties include toric varieties, flag varieties, symmetric spaces, and
G×G-equivariant embeddings of G. See [Ti, §5] for references and further details.
In this section, we describe the equivariant operational K-theory of a possibly
singular complete spherical variety using the following localization theorem.
Theorem 8.1 ([Go2]). Let X be a T -scheme. If the action of T has enough
limits (e.g. if X is complete), then the restriction homomorphism opK◦T (X) →
opK◦T (X
T ) is injective, and its image is the intersection of the images of the
restriction homomorphisms opK◦T (X
H) → opK◦T (X
T ), where H runs over all
subtori of codimension one in T . 
When X is singular, the fixed locus XH may be complicated: its irreducible
components Yi may be singular, and they may intersect along subvarieties of pos-
itive dimension. In this context, the restriction map opK◦T (X
H)→
⊕
i opK
◦
T (Yi)
is typically not an isomorphism. The following lemma gives a method for over-
coming this difficulty; it is proved in [Go2, Remark 3.10].
Lemma 8.2. Let Y be a complete T -scheme with finitely many fixed points, let
Y1, . . . , Yn be its irreducible components, and write Yij = Yi ∩ Yj. We identify
elements of opK◦T (Y
T ) with functions Y T → R(T ), written f 7→ fx (and similarly
for Y Ti ). In the diagram
opK◦T (Y )
✲
⊕
i
opK◦T (Yi)
opK◦T (Y
T )
ι∗Y❄
p✲
⊕
i
opK◦T (Y
T
i ),
⊕ι∗Yi❄
all arrows are injective, and we have
Im(p ◦ ι∗Y ) = Im(⊕ι
∗
Yi) ∩ {(f
(i))ni=1 | f
(i)
x = f
(j)
x for all x ∈ Y
T
ij }.
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Applying Lemma 8.2 to Y = XH , we can identify the image of opK◦T (X
H)
in opK◦T (X
T ) by computing opK◦T (Yi) separately for each irreducible component
Yi, and identifying the conditions imposed on the restrictions to the finitely many
T -fixed points.
For the rest of this section, X is a complete spherical G-variety, and H ⊂ T
is a subtorus of codimension one. Our goal is to compute opK◦T (X
H), and we
begin by studying the possibilities for the irreducible components of XH .
A subtorus H ⊂ T is regular if its centralizer CG(H) is equal to T . In this
case, dim(XH) ≤ 1. Let Y be an irreducible component of XH , so the torus
T acts on Y . If Y is a single point, or a curve with unique T -fixed point, then
opK◦T (Y )
∼= R(T ). Otherwise, T acts on the curve Y via a character χ, fixing
two points, so Y T = {x, y}, and we have
opK◦T (Y )
∼= {(fx, fy) | fx − fy ≡ 0 mod (1− e
−χ)} ⊆ R(T )⊕2.
One can see this from the integration formula: we must have εx·fx+εy ·fy ∈ R(T ),
and clearing denominators in the requirement
fx
1− e−χ
+
fy
1− eχ
∈ R(T )(13)
leads to the asserted divisibility condition. (See [Go2, Proposition 5.2].) This
settles the case of regular subtori.
If the codimension-one subtorus H is not regular, then it is singular. A
subtorus of codimension one is singular if and only if it is the identity com-
ponent of the kernel of some positive root. In this case, CG(H) ⊆ G is generated
by H together with a subgroup isomorphic to SL2 or PGL2. In particular, there
is a nontrivial homomorphism SL2 → CG(H) ⊆ G. By [Br, Proposition 7.1],
each irreducible component of XH is spherical with respect to this SL2 action,
and dim(XH) ≤ 2.
Analyzing the case of a singular codimension-one subtorus H will take up most
of the rest of this section. We set the following notation.
Notation 8.3. Let H ⊂ T be a singular subtorus of codimension one, and
let ϕ : G′ = SL2 → CG(H) ⊆ G be the corresponding homomorphism. Let
B′ = ϕ−1B ⊂ G′, a Borel subgroup which may be identified with upper-triangular
matrices in SL2.
Let D′ = ϕ−1T ⊂ G′, maximal torus which may be identified with diagonal
matrices in SL2. We further identify D
′ with Gm via ζ 7→ diag(ζ
−1, ζ). Let
D = ϕ(D′) ⊆ T , a one-dimensional subgroup such that T ∼= D ×H.
Finally, let Y be an irreducible component of XH , and let Y˜ be its normaliza-
tion. We consider both Y and Y˜ as spherical G′-varieties via ϕ : G′ → G.
To describe the geometry of the varieties Y and Y˜ , we use the classification of
normal complete spherical varieties from [Ah] (see also [AB, Example 2.17]). By
[Ah], the normal G′-variety Y˜ is equivariantly isomorphic to one of the following:
(1) A single point.
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(2) A projective line P1 = G′/B′.
(3) A projective plane P(V ), on which G′ = SL2 acts by the projectivization
of its linear action on V = Sym2C2 (quadratic forms in two variables)
with two orbits, the conic of degenerate forms and its complement, which
is isomorphic to G′/NG′(D
′).
(4) A product of two projective lines P1 × P1, on which G′ acts diagonally
with two orbits, the diagonal and its complement, which is a dense orbit
isomorphic to G′/D′.
(5) A Hirzebruch surface Fn = P(OP1 ⊕ OP1(n)), n ≥ 1, on which G
′ acts
via its natural actions on P1 and the linearized sheaf OP1(n), with three
orbits. The dense orbit has isotropy group Un, the semidirect product
of a one-dimensional unipotent subgroup U ⊂ B′ with the subgroup of
n-th roots of unity in D′, and the complement of this orbit consists of
two closed orbits C+ and C−, which are sections of the fibration Fn → P
1
with self-intersection n and −n, respectively.
(6) A normal projective surface Pn obtained from Fn by contracting the neg-
ative section C−. In this case, Y˜ has three G
′-orbits: the dense orbit
with isotropy group Un, the image of the positive section C+, and a fixed
point (the image of the contracted curve C−). For n = 1, this case in-
cludes P1 ∼= P
2, a compactification of SL2 acting on A
2 by the standard
representation.
Our first goal is to reduce to the case where Y is normal, so that we can use
the above classification.
Lemma 8.4. Every G′-orbit in Y is the isomorphic image of a G′-orbit in Y˜ .
In particular, the normalization π : Y˜ → Y is a G′-equivariant envelope.
Proof. Let O = G′ · x be an orbit in Y . If O is open, then π−1(O) maps isomor-
phically to O. Suppose O is not open. Then either O ≃ G′/B′ or O is a G′-fixed
point. In either case, the isotropy group G′x is connected, and hence acts trivially
on π−1(x). Then, for any y ∈ π−1(x), G′ · y maps isomorphically to G′ · x. 
Corollary 8.5. The normalization π : Y˜ → Y is bijective unless Y is a surface
with a double curve obtained by identifying C+ and C− in Fn.
Such surfaces are complete and algebraic, but not projective. See, e.g., [Ko]. In
particular, if X is projective then π is bijective for all H and all Y .
Proof. By Lemma 8.4, every G′-orbit in Y is the isomorphic image of an orbit in
Y˜ . Hence Y has at most three G′-orbits. Let y ∈ Y . If y is in the open orbit,
then |π−1(y)| = 1. Otherwise, y is in a closed orbit, and its stabilizer is either G′
or B′. If y is a G′-fixed point, then each point in π−1(y) is fixed. Since Y˜ has at
most one G′-fixed point, we conclude that |π−1(y)| = 1. Otherwise, the orbit of
each z ∈ π−1(y) is a G′-curve in Y˜ mapping isomorphically to Oy.
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Consequently, π is a bijection unless it identifies two G′-stable curves in Y˜ .
From the classification above, we see that the only way this can happen is if
Y˜ ∼= Fn and π identifies the curves C+ and C−. It is worth noting that this
gluing, being G′-equivariant, is uniquely determined. Indeed, to glue C+ and
C− so that the quotient inherits a G
′-action, we should use a G′-equivariant
isomorphism C+ → C−. The Borel subgroup B
′ also acts on both curves, with
unique fixed points p+ ∈ C+ and p− ∈ C−. Thus an equivariant isomorphism
must send p+ to p−. Since C+ and C− are homogeneous for G
′, this determines
the map. 
The previous corollary together with the Kimura sequence (eq. (4) of §2.3)
implies the following:
Corollary 8.6. The normalization map π : Y˜ → Y induces an isomorphism
opK◦D′(Y )
∼
−→ opK◦D′(Y˜ ), unless Y is a surface with a double curve obtained by
identifying C+ and C− in Fn. 
Since T ∼= D ×H, it follows from [AP, Corollary 5.6] that
opK◦T (X
H) ∼= opK◦D(X
H)⊗R(H).
Our analysis therefore reduces to computing opK◦D(Y ) in all cases listed above.
In each case, Y has finitely many D-fixed points, so we will compute opK◦D(Y )
as a subring of opK◦D(Y
D), which is a direct sum of finitely many copies of
R(D) ∼= R(Gm).
Moreover, the homomorphism D′ → D is either an isomorphism or a double
cover, so the corresponding homomorphism R(D) → R(D′) is either an isomor-
phism or an injection which may be identified with the inclusion Z[e±2t] →֒ Z[e±t].
In view of Lemma 8.4 and its corollaries, then, it suffices to describe opK◦D′(Y ),
where Y is one of the six normal G′-varieties listed above, or the surface with a
double curve obtained by identifying C+ and C− in Fn. In fact, if χ is a root of
G, then the homomorphism R(D) → R(D′) maps eχ to e2t. When D′ → D is
a double cover, t is not a character of D, only χ is. But since R(D) embeds in
R(D′), the localized description of opK◦D(Y ) will be defined by the same divisi-
bility conditions as that of opK◦D′(Y ), just taken in the subring R(D) ⊂ R(D
′).
If Y is a G′-fixed point, then opK◦D′(Y ) ≃ R(D
′).
If Y = P1, then opK◦D′(Y ) ≃ {(f, g) ∈ R(D
′)⊕2 | f − g ≡ 0 mod 1 − e−α},
where α = 2t is the positive root of G′.
For the cases (3) to (5), we shall obtain an explicit presentation of the equivari-
ant K-theory rings by following Brion’s description of the corresponding equi-
variant Chow groups [Br, Proposition 7.2]. Recall that the character t identifies
D′ with Gm, as in Notation 8.3, so R(D
′) ∼= Z[e±t].
For the projective plane P(V ), with V = Sym2 C2, the weights of D′ act-
ing on V are −2t, 0, and 2t. We denote by x, y, z the corresponding D′-fixed
points, so x = [1, 0, 0], y = [0, 1, 0], and z = [0, 0, 1]. We make the identification
opK◦D′(P(V )
D′) = R(D′)⊕3, using this ordering of fixed points.
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For P1×P1 with the diagonal action of G′ = SL2, the torus D
′ acts diagonally
with weights −t, t on each factor. This action has exactly four fixed points,
which we write as x = ([1, 0], [1, 0]), y = ([0, 1], [1, 0]), z = ([1, 0], [0, 1]), and
w = ([0, 1], [0, 1]), and identify opK◦D′((P
1×P1)D
′
) = R(D′)⊕4 using this ordering.
Finally, for a Hirzebruch surface Fn (n ≥ 1) with ruling π : Fn → P
1, there
are exactly four D′-fixed points x, y, z, w, where x, z (resp. y,w) are mapped
to 0 = [1, 0] (resp. ∞ = [0, 1]) by π. We assume that x and y lie in the G′-
invariant section C+ (with positive self-intersection), and that z and w lie in
the negative G′-invariant section C−. With this ordering of the fixed points, we
identify opK◦D′(F
D′
n ) with R(D
′)⊕4.
Theorem 8.7. With notation as above, for Y one of these three surfaces, the
image of the homomorphism ι∗D′ : opK
◦
D′(Y )→ opK
◦
D′(Y
D′) is as follows.
(1) (Y = P(V ).) Triples (fx, fy, fz) such that
fx − fy ≡ fy − fz ≡ 0 mod (1− e
−2t),
fx − fz ≡ 0 mod (1− e
−4t),
and
fx − e
−2t(1 + e−2t) fy + e
−6t fz ≡ 0 mod (1− e
−2t)(1− e−4t).
(2) (Y = P1 × P1.) Quadruples (fx, fy, fz, fw) such that
fx − fy ≡ fx − fz ≡ fy − fw ≡ fz − fw ≡ 0 mod (1− e
−2t)
and
fx − e
−2t fy − e
−2t fz + e
−4t fw ≡ 0 mod (1− e
−2t)2.
(3) (Y = Fn.) Quadruples (fx, fy, fz, fw) such that
fx − fy ≡ fz − fw ≡ 0 mod (1− e
−2t),
fx − fz ≡ fy − fw ≡ 0 mod (1− e
−nt),
and
fx + e
−(n+2)t fy − e
−nt fz − e
−2t fw ≡ 0 mod (1− e
−2t)(1− e−nt)
Proof. The two-term conditions come from T -invariant curves, as in (13) above.
The three- and four-term conditions may similarly be deduced from the require-
ment ∑
p∈Y D′
εp(Y ) · fp ∈ R(D
′).
To write these out, one needs computations of the tangent weights at each
fixed point. For P(V ) and P1 × P1, these computations are standard, using the
actions specified. For Fn, we consider it as the subvariety of P
2 × P1 defined by
Fn = {([a0, a1, a2], [b1, b2]) | a1b
n
1 = a2b
n
2},
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with D′ acting by
ζ · ([a0, a1, a2], [b1, b2]) = ([a0, ζ
na1, ζ
−na2], [ζ
−1b1, ζb2]).
The weights on fixed points of Fn are as follows:
Fixed point weights
x = ([0, 0, 1], [1, 0]) 2t, nt
y = ([0, 1, 0], [0, 1]) −2t,−nt
z = ([1, 0, 0], [1, 0]) 2t,−nt
w = ([1, 0, 0], [0, 1]) −2t, nt
Now the three-term relation for P(V ) comes from clearing denominators in the
condition that
fx
(1− e−2t)(1 − e−4t)
+
fy
(1− e−2t)(1 − e2t)
+
fz
(1− e2t)(1− e4t)
,
belong to R(D′). Similarly, the four-term relation for P1×P1 and Fn come from
requiring that
fx
(1− e−2t)2
+
fy
(1− e−2t)(1− e2t)
+
fz
(1− e−2t)(1− e2t)
+
fw
(1− e2t)2
and
fx
(1− e−2t)(1 − e−nt)
+
fy
(1 − e2t)(1− ent)
+
fz
(1− e−2t)(1− ent)
+
fw
(1− e2t)(1 − e−nt)
,
respectively, belong to R(D′).
To see that the divisibility conditions are sufficient, one can use a Bia lynicki-
Birula decomposition to produce an R(D′)-linear basis ofK◦D′(Y ), and verify that
the conditions guarantee a tuple may be expressed as a linear combination of such
basis elements. We carry out this explicitly for the case Y = Fn, and leave the
other cases as exercises, since they can be checked in a similar way. We proceed
inductively. For any fx ∈ R(D
′), the element (fx, fx, fx, fx) = fx · (1, 1, 1, 1)
is certainly in the image of ι∗D, because (1, 1, 1, 1) = ι
∗
D([OFn ]). To see that
(fx, fy, fz, fw) is in the image, it suffices to show that (0, fy−fx, fz−fx, fw−fx)
is in the image; that is, we may assume the first entry is zero. By the divisibility
conditions, we can write such an element as (0, (1 − e−2t)gy, gz , gw). Now note
that −e−2tgy[Oπ−1(∞)] ∈ K
◦
D′(Fn) restricts to (0, (1−e
−2t)gy, 0, (1−e
−2t)gy), and
by subtracting this, we reduce to the case where the first two entries are zero. So,
again by the divisibility conditions, it suffices to prove that (0, 0, (1−e−nt)hz, hw)
lies in the image. Next, observe that the element −e−nthz[OC− ] ∈ K
◦
D′(Fn)
restricts to (0, 0, (1 − e−nt)hz ,−e
−nt(1 − e−nt)hz), and by subtracting this, we
can reduce finally to the case where the first three entries are zero. Thus, by the
divisibility conditions, it suffices to prove that (0, 0, 0, (1− e−2t)(1− e−nt)sw) lies
in the image. But this is the restriction of −swe
−2t[O{w}] ∈ K
◦
D′(Fn).
In summary, we have shown that any element (fx, fy, fz, fw) ∈ R(D
′)⊕4 that
satisfies the divisibility conditions belongs to the linear span of the images of the
classes [OFn ], [Oπ−1(∞)], [OC− ], and [O{w}]. Since these classes freely generate
K◦D′(Fn), the result follows. 
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Remark 8.8. The conditions presented here complete the description claimed
in [BC, Theorem 1.1], where the three- and four-term relations are missing. To
see that these relations are indeed necessary, consider the case Y = P(V ). Then
K◦D′(P(V )) is freely generated by the classes of the structure sheaves of the point
z, the line (yz) and the whole P(V ). These classes restrict respectively to
(0, 0, (1 − e−2t)(1 − e−4t)), (0, 1 − e−2t, 1− e−4t), (1, 1, 1).
Certainly they satisfy the divisibility relations. However, the triple (0, 0, 1−e−4t)
satisfies the two-term conditions of [BC, Theorem 1.1], but it does not lie in the
span of those basis elements.
Next, we consider the case when Y is the normal surface Pn obtained by
contracting the unique section C− of negative self-intersection in Fn, as in item
(6) above. For n > 1, this surface is singular. We use the fact that the map
q : Fn → Pn, which contracts C− to a fixed point, is an (equivariant) envelope to
calculate opK◦D(Y ) from opK
◦
D(Fn) using the Kimura sequence.
Lemma 8.9. Let Pn = Fn/C− be the weighted projective plane obtained by con-
tracting the unique section C− of negative self-intersection in Fn, so that the fixed
points of Pn are identified with x, y, z. Then the image of opK
◦
D′(Pn)→ R(D
′)⊕3
consists of all triples (fx, fy, fz) such that
fx − fz ≡ fy − fz ≡ 0 mod 1− e
−nt,
fx − fy ≡ 0 mod 1− e
−2t,
and
fx + e
−(n+2)tfy − (e
−2t + ent)fz ≡ 0 mod (1− e
−nt)(1− e−2t).
Proof. Note that π : Fn → Pn is an envelope. We write (Fn)
D′ = {x′, y′, z′, w′},
so that x′ 7→ x, y′ 7→ y, and z′, w′ 7→ z. By the Kimura sequence, an element
(fx′ , fy′ , fz′ , fw′) ∈ opK
◦
D′((Fn)
D′) lies in the image of π∗ if and only if it satisfies
the relations defining opK◦D′(Fn), together with the extra relation fz′ = fw′
(which accounts for the fact that C− is collapsed to a point in Pn). The relations
from Theorem 8.7(3) reduce to those asserted here. 
Finally, we consider the case when the surface with a double curve obtained by
identifying the sections C+ and C− in Fn appears as an irreducible component
of XH .
Lemma 8.10. Let Kn be the non-projective algebraic surface with an ordinary
double curve obtained by identifying the curves C+ and C− of the surface Fn,
so that the fixed points of Kn are identified with x, y. Then the image of
opK◦D′(Kn)→ R(D
′)⊕2 consists of all (fx, fy) such that fx−fy ≡ 0 mod 1−e
−2t.
Proof. Identifying the curves C+ and C− of Fn implies that we identify the fixed
points x with z, and y with w. Using the Kimura sequences, we see that the
relations describing opK◦D′(Fn) reduce, after this identification, to the asserted
ones. 
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Summarizing our previous results, in view of Theorem 8.1 and Lemma 8.2,
yields the main result of this section. It is an extension of Brion’s work on the
equivariant Chow rings of complete nonsingular spherical varieties ([Br, Theorem
7.3]) to the equivariant operational K-theory of possibly singular complete spher-
ical varieties. For the corresponding statement in rational equivariant operational
Chow cohomology see [Go1].
Theorem 8.11. Let X be a complete spherical G-variety. The image of the
injective map
ι∗ : opK◦T (X)→ opK
◦
T (X
T )
consists of all families (fx)x∈XT ∈
⊕
x∈XT R(T ) satisfying the following relations:
(1) fx−fy ≡ 0 mod (1−e
−χ), whenever x, y are connected by a T -invariant
curve with weight χ.
(2) fx − e
−χ(1 + e−χ) fy + e
−3χ fz ≡ 0 mod (1− e
−χ)(1− e−2χ) whenever χ
is a root, and x, y, z lie in an irreducible component of Xker(χ)
◦
whose
normalization is SL2-equivariantly isomorphic to P(V ).
(3) fx − e
−χ fy − e
−χ fz + e
−2χ fw ≡ 0 mod (1 − e
−χ)2, whenever χ is a
root, and x, y, z, w lie in an irreducible component of Xker(χ)
◦
whose
normalization is SL2-equivariantly isomorphic to P
1 × P1.
(4) fx + e
−(n+2)χ/2 fy − e
−nχ/2 fz + e
−χ fw ≡ 0 mod (1 − e
−χ)(1 − e−nχ/2),
where χ is a root, and x, y, z, w lie in an irreducible component of
Xker(χ)
◦
whose normalization is SL2-equivariantly isomorphic to the Hirze-
bruch surface Fn for n ≥ 1. (The case of odd n is possible only when χ/2
is a weight of T .)
(5) fx+e
−(n+2)χ/2fy−(e
−χ+enχ/2)fz ≡ 0 mod (1−e
−nχ/2)(1−e−χ), where
χ is a root, and x, y, z lie in an irreducible component of Xker(χ)
◦
whose
normalization is SL2-equivariantly isomorphic to the weighted projective
plane Pn obtained by contracting the curve C− of negative self-intersection
in Fn. 
Appendix A. Change-of-groups: Induction and restriction
We start by briefly recalling some basic facts in equivariant K-theory. See
[Th1] and [Me2] for details.
Let G be an algebraic group (not necessarily a torus). Recall that a G-scheme
is a scheme X together with an action morphism a : G×X → X that satisfies the
usual identities [Th1]. Equivalently, a G-scheme is a scheme X together with an
action of G(S) on the set X(S) for each scheme S, functorially in S. A G-module
M over X is a quasi-coherent OX -module M together with an isomorphism of
OG×X -modules
ρ = ρM : a
∗(M)
∼
−→ p∗2(M)
(where p2 : G×X → X is the projection), satisfying the cocycle condition
p∗23(ρ) ◦ (idG × a)
∗(ρ) = (m× idX)
∗(ρ),
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where p23 : G×G×X → G×X is the projection andm : G×G→ G is the product
morphism. A morphism of G-modules is a morphism of modules α : M → N such
that ρN ◦ a
∗(α) = p∗2(α) ◦ ρM . We write M(G,X) for the abelian category of
coherent G-modules over a G-scheme X, and set KG◦ (X) to be the Grothendieck
group of this category.
A flat morphism f : X → Y of G-schemes induces an exact functor
M(G,Y )→M(G,X), M 7→ f∗(M),
and therefore defines the pull-back homomorphism f∗ : KG◦ (Y )→ K
G
◦ (X).
Let π : H → G be a homomorphism of algebraic groups, and let X be a G-
scheme. The composition
H ×X
π×idX−−−−→ G×X
a
−→ X
makes X an H-scheme. Given a G-module M with the G-module structure
defined by an isomorphism ρ, we can introduce an H-module structure on M via
(π × idX)
∗(ρ). Thus, we obtain an exact functor
Resπ : M(G,X)→M(H,X)
inducing the restriction homomorphism
resπ : K
G
◦ (X)→ K
H
◦ (X).
If H is a subgroup of G, we write resG/H for the restriction homomorphism resπ,
where π : H →֒ G is the inclusion.
Let G and H be algebraic groups, and let f : X → Y be a G ×H-morphism
of G ×H-varieties. Assume that f is a G-torsor (in particular, G acts trivially
on Y ). Let M be a coherent H-module over Y . Then f∗(M) has a structure of
a coherent G×H-module over X given by p∗(ρM ), where p is the composition of
the projection G×H×X → H×X and the morphism (idH×f) : H×X → H×Y .
Thus, there is an exact functor
f0 : M(H,Y )→M(G×H,X), M 7→ p∗(M).
Proposition A.1 ([Me2, Proposition 2.3]). The functor f0 is an equivalence of
categories. In particular, the homomorphism KH◦ (Y ) → K
G×H
◦ (X), induced by
f0, is an isomorphism.
Corollary A.2. Let G be an algebraic group and let H ⊂ G be a subgroup. For
every G-scheme X, there is a natural isomorphism
KG◦ (X × (G/H)) ≃ K
H
◦ (X).
Proof. For later use, we record here the proof given in [Me2, Corollary 2.5].
Consider X ×G as a G×H-variety with the action morphism given by the rule
(g, h) · (x, g′) = (hx, gg′h−1). Now the statement follows from Proposition A.1
applied to the G-torsor p2 : G×X → X and to the H-torsor X×G→ X×(G/H)
given by (x, g)→ (gx, gH). 
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In particular, by taking X a point, we get R(H) ≃ KG◦ (G/H). On the
other hand, by applying Proposition A.1 to the H-torsor G → G/H, we get
K◦(G/H) ≃ K
H
◦ (G).
Our purpose is to provide a version of Proposition A.1 in equivariant opera-
tional K-theory.
Proposition A.3. Let G and H be algebraic groups. Let f : X → Y be a G×H-
morphism of G × H-schemes. Assume that f is a G-torsor. Then the pullback
f∗ : opK◦H(Y )→ opK
◦
G×H(X) is an isomorphism.
Let X be a G-scheme. Granting the proposition, we easily deduce, as in
Corollary A.2, that for a subgroup H ⊂ G we have a natural isomorphism
opK◦G(X × (G/H)) ≃ opK
◦
H(X).
In particular, we have a restriction map
resG/H : opK
◦
G(X)→ opK
◦
H(X),
induced by the natural G-map X × (G/H)→ X × (G/G). Here we are using the
identifications
opK◦G(X × (G/H)) ≃ opK
◦
H(X)
and
opK◦G(X × (G/G)) ≃ opK
◦
G(X).
Proof of Proposition A.3. We show that f∗ is surjective, and leave injectivity as
an exercise. Let β ∈ opK◦G×H(X). We construct a class α ∈ opK
◦
H(Y ) such that
f∗(α) = β as follows. For an H-map g : W → Y , and b ∈ KH◦ (W ), consider the
pullback diagram
W ′
h˜✲ X
W
f˜
❄ g✲ Y.
f
❄
Since f˜ is an H-torsor, Proposition A.1 yields KH◦ (W ) ≃ K
G×H
◦ (W
′). Let b˜ ∈
KG×H◦ (W
′) be the isomorphic image of b ∈ KH◦ (W ). We set
αg(b) = βg˜ (˜b).
One easily checks that αg satisfies the required compatibility conditions, thus
α ∈ opKH(Y ). To verify that f
∗(α) = β, let u : Z → X be a G ×H-map. Now
consider the fiber diagram
Z ×Y X ✲ X ×Y X
π2✲ X
Z
❄ u ✲ X
π1
❄ f✲ Y
f
❄
Chasing through the definitions, one checks that f∗(α)u = βu. 
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Appendix B. A Grothendieck transformation from algebraic to
operational K-theory
by G. Vezzosi
We describe a generalization of operational K-theory in derived algebraic ge-
ometry and use this, together with properties of the truncation functor to ordi-
nary schemes, to prove the following theorem.
Theorem B.1. There is a Grothendieck transformation from the algebraic K-
theory of f -perfect complexes to bivariant operational K-theory, taking an f -
perfect complex E to the Gysin homomorphisms fE ∈ opK(f).
The main difficulty is showing that the Gysin homomorphisms fE satisfy the
bivariant axioms (A1) and (A2) in [AP, Definition 4.1] required to be elements of
opK(f). Indeed, the relevant diagrams do not commute at the level of sheaves on
schemes, and we must show that they do commute at the level of K-theory. The
key new observations are that the derived analogues of these diagrams do com-
mute, up to homotopy, at the level of complexes of sheaves on derived schemes,
and the natural functors between schemes and derived schemes preserve K-
theory. In particular, while the statement of the theorem is purely about the
K-theory of morphisms of schemes, the proof uses derived algebraic geometry
in an essential way. For background in derived algebraic geometry, we refer the
reader to [To1, To3, TV]. See also [Ann] for related constructions in algebraic
cobordism for derived schemes.
Throughout, we work over a fixed ground field and assume that all derived
schemes are quasi-compact, separated and weakly of finite type, meaning that
their truncations are quasi-compact, separated and of finite type. All relevant
functors on complexes of sheaves on derived schemes, such as push-forward, pull-
back, and tensor product, are implicitly derived.
Let Sch denote the category of schemes and let dSch be the homotopy cate-
gory of the model category of derived schemes. Recall that the inclusion ι : Sch→
dSch is fully faithful and left adjoint to the truncation functor t0 : dSch→ Sch
[TV]. When no confusion seems possible, we will write simply X or f , rather
than ι(X) or ι(f), to denote the derived object or morphism associated to an
object or morphsim in Sch. Since t0 is right adjoint to ι (and, in fact, the right
derived functor of a Quillen adjunction), whenever we have a homotopy cartesian
square in dSch,
X′ ✲ Y′
X
❄
✲ Y,
❄
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the induced diagram
t0X
′ ✲ t0Y
′
t0X
❄
✲ t0Y,
❄
is cartesian in Sch.
Let X be a derived scheme. Let QCoh(X) be the ∞-category of quasi-coherent
complexes on X, as in [To1, §3.1]. We define Coh(X) to be the full∞-subcategory
of QCoh(X) in which the objects are complexes whose pullback to t0X belong to
Dbcoh(t0X), and write Dcoh(X) for the homotopy category of Coh(X). It is a
sub-triangulated category of the homotopy category Dqcoh(X) of QCoh(X).
Let K◦(X) be the Grothendieck group of the triangulated category Dcoh(X).
Definition B.2. A morphism of derived schemes f : X → Y is proper or a
regular embedding if t0f is so. The notion of flatness is as in [TV, p. 154].
Remark B.3. These definitions of properness and flatness are natural in derived
algebraic geometry. That of regular embedding is not, but we adopt it for the
purpose of comparing algebraic and operationalK-theory. Note that if f : X→ Y
is flat, then its truncation t0f : t0X→ t0Y is flat in Sch.
Definition B.4. For a morphism of derived schemes f : X → Y, we define
opKder(f) exactly as in [AP, Definition 4.1], where all schemes are replaced by
derived schemes, pullbacks are replaced by homotopy pullbacks, and proper mor-
phisms, flat morphisms, and regular embeddings are as defined above.
Our first result says that truncation preserves operational K-theory.
Proposition B.5. Let f : X → Y be a morphism in dSch. Then there is a
canonical group isomorphism
opKder(f) ≃ opK(t0f).
Proof. We begin by observing that, for any derived scheme X, the natural map
(14) ∗ : K◦(t0X)→ K◦(X)
is an isomorphism, where  : t0X → X is the closed immersion of the truncation
into the derived scheme. See [To3, §3.1, p. 193].
As a first step toward proving the proposition, we construct a natural map
α : opKder(f) → opK(t0f), for any morphism f : X → Y in dSch. Let c =
{cg} ∈ opK
der(f), and let
X ′ ✲ Y ′
t0X
❄ t0f✲ t0Y,
h
❄
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be cartesian in Sch. Consider the homotopy cartesian square in dSch
X′ ✲ Y ′
X
❄ f✲ Y,
 ◦ h
❄
where the righthand vertical arrow is the composition of h with the closed em-
bedding  : t0Y→ Y.
By applying the truncation functor, we obtain a cartesian square in Sch
t0X
′ ✲ Y ′
t0X
❄ f✲ t0Y,
h
❄
Therefore, t0X
′ ∼= X ′. We then set (using (14)) α(c)h = c◦h. One then
verifies that this rule is well defined, and produces a group homomorphism
α : opKder(f)→ opK(t0f).
As a second step toward proving the proposition, we construct a natural map
β : opK(t0f)→ opK
der(f). Let c = {cg} be an element of opK(t0f), and consider
a homotopy cartesian square in dSch
X′ ✲ Y′
X
❄ f✲ Y.
h
❄
By applying the truncation functor, we obtain a cartesian square in Sch
t0X
′ ✲ t0Y
′
t0X
❄ t0f✲ t0Y.
t0h
❄
Consider the corresponding homomorphism ct0h : K◦(t0Y
′) → K◦(t0X
′). Since
truncation induces isomorphisms K◦(t0Y
′) ≃ K◦(Y
′) and K◦(t0X
′) ≃ K◦(X
′),
composing with ct0h induces a map K◦(Y
′) → K◦(X
′), which we take as β(c)h.
One verifies that this rule is well defined, and produces a group homomorphism
β : opK(t0f)→ opK
der(f).
We claim that α and β are mutually inverse. To prove the claim, we first show
that α is injective. Suppose c, c′ ∈ opKder(f) satisfy α(c) = α(c′). Set notation
α(c) = {cαg } and α(c
′) = {c′αg }. Suppose g : Y
′ → t0Y and
X ′ ✲ Y ′
t0X
❄ t0f✲ t0Y,
g
❄
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is cartesian in Sch. Then cαg and c
′α
g are defined in terms of the homotopy
cartesian square
X′ ✲ Y ′
X
❄ f✲ Y,
 ◦ g
❄
by setting cαg = c◦g and c
′α
g = c
′
◦g. We are assuming that c
α
g = c
′α
g for all relevant
arrows g in Sch and must show that ch = c
′
h for all relevant arrows h in dSch.
Let h : Y′ → Y in dSch, and suppose
X′ ✲ Y′
X
❄ f✲ Y,
h
❄
is homotopy cartesian. Consider the cartesian diagram in Sch obtained from this
by truncation. We know, by hypothesis, that cαt0h = c
′α
t0h
, i.e., that c◦t0h = c
′
◦t0h
.
Now observe that, by functoriality of t0, the diagram
t0Y
′ t0h✲ t0Y
Y′
′
❄ h✲ Y,

❄
is commutative, and hence, by forming the homotopy cartesian square
X′′ ✲ t0Y
′
X
❄ f ✲ Y,
h ◦ ′
❄
in dSch, we deduce ch◦′ = c
′
h◦′ (note that t0X
′′ ≃ t0X
′, hence K◦(X
′′) ≃ K◦(X
′)
by (14)). We complete the proof that α is injective by establishing the following
lemma.
Lemma B.6. If c, c′ ∈ opKder(f) satisfy ch◦′ = c
′
h◦′ for all h : Y
′ → Y, then
c = c′.
Proof of lemma. Consider a tower of homotopy cartesian squares
X′′ ✲ t0Y
′
X′
ρ
❄ f✲ Y′
′
❄
X
❄ f✲ Y.
h
❄
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Since ′ : t0Y
′ →֒ Y′ is proper, the property (A1) in the definition of opKder(f)
([AP, Definition 4.1]) tells us that the inner and outer squares of
K◦(Y
′)
c′h ✲
ch
✲ K◦X
′
K◦(t0Y
′)
′∗
✻
ch◦′✲
c′h◦′
✲ K◦(X
′′),
ρ∗
✻
commute (separately). The lefthand vertical arrow ′∗ is an isomorphism, so the
equality c′h◦′ = ch◦′ implies c
′
h = ch, and the lemma follows. 
From the lemma, we immediately conclude that α is injective.
It is now just a matter of unpacking the definitions of α and β to show that
α ◦ β is the identity on opK(t0f). Hence α is surjective, and β is inverse to α.
This concludes the proof of the proposition. 
Corollary B.7. If f : X → Y is a morphism in Sch then there is a canonical
group isomorphism opK(f) ∼= opKder(ι(f)).
The two lemmas below are derived generalizations of [AP, Lemmas 3.1-3.2].
Recall that, throughout this appendix, all push forwards, pullbacks, and tensor
products of complexes of sheaves on derived schemes are derived.
Let f : X→ Y be a morphism in dSch, and let E be an f -perfect complex on
X. For each homotopy cartesian square
X′
f ′✲ Y′
X
g′
❄ f✲ Y,
g
❄
we define a Gysin pullback fE : Coh(Y′)→ Coh(X′) by setting
fE (F ) = g′∗E ⊗OX′ f
′∗
F ,
for F ∈ Coh(Y′)2. We also write fE for the induced map K◦(Y
′)→ K◦(X
′)
fE [F ] = [g∗E ⊗OX′ f
′∗
F ].
2This is well defined: the derived pull-back always maps Coh− to itself, therefore g′∗E ⊗O
X′
f ′∗F is in Coh−(X′), and it is actually inside Coh(X′) because [SGA6, Exp. III, Cor. 4.7.2]
holds in derived algebraic geometry without the Tor-independence hypothesis (recall that the
square used to define fE is homotopy cartesian).
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Lemma B.8. Consider a tower of homotopy cartesian squares in dSch,
X′′
f ′′✲ Y′′
X′
h′
❄ f ′✲ Y′
h
❄
X
g′
❄ f✲ Y,
g
❄
and suppose h is proper. Let E be an f -perfect complex on X. Then
fE◦ h∗ = h
′
∗ ◦ f
E,
as maps K◦(Y
′′)→ K◦(X
′).
Proof. Let F ∈ Coh(Y′′). We have
fEh∗[F ] = f
E [h∗F ] = [g
′∗
E ⊗OX′ f
′∗h∗F ].
By the base-change formula [To2, Proposition 1.4], we have3
f ′∗h∗F ∼= h
′
∗f
′′∗
F ,
and hence
(15) fEh∗[F ] = [g
′∗
E ⊗OX′ h
′
∗f
′′∗
F ].
On the other hand, we have:
h′∗f
E [F ] = h′∗[h
′∗g′∗E ⊗OX′′ f
′′∗
F ] = [h′∗(h
′∗g′∗E ⊗OX′′ f
′′∗
F ].
Applying the projection formula, we get
h′∗(h
′∗g′∗E ⊗OX′′ f
′′∗
F ) ∼= g′∗E ⊗OX′ h
′
∗f
′′∗
F ,
and hence
(16) h′∗f
E [F ] = [g′∗E ⊗OX′ h
′
∗f
′′∗
F ].
Comparing (15) and (16) gives fEh∗[F ] = h
′
∗f
E [F ], as required. 
Lemma B.9. Consider the following diagram in dSch, with homotopy cartesian
squares:
X′′
f ′′✲ Y′′
u′✲ Z′′
X′
h′′
❄ f ′✲ Y′
h′
❄ u✲ Z′
h
❄
X
g′
❄ f✲ Y.
g
❄
3This is another step where we use dSch in a crucial way; the analogous statement does not
hold for cartesian diagrams in Sch, without further hypotheses.
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Suppose E is f -perfect and V is h-perfect. Then fE ◦ hV = hV ◦ fE as maps
K◦(Y
′)→ K◦(X
′′).
Proof. Let ξ ∈ Coh(Y′). Then
fE ◦ hV [ξ] = [h′′∗g′∗E ⊗OX′′ f
′′∗(h′∗ξ ⊗OY ′′ u
′∗
V ];
= [h′′∗g′∗E ⊗OX′′ f
′′∗u′∗V ⊗OX′′ f
′′∗h′∗ξ].
Similarly,
hV ◦ fE [ξ] = [f ′′∗u′∗V ⊗OX′′ h
′′∗(g′∗E ⊗OX′ f
′∗ξ)];
= [f ′′∗u′∗V ⊗OX′′ h
′′∗g′∗E ⊗OX′′ h
′′∗f ′∗ξ].
The lemma follows, since h′′∗f ′∗ξ ∼= f ′′∗h′∗ξ. 
Proof of Theorem B.1. Let f : X → Y be a morphism in Sch, and let E be
an f -perfect complex. Apply the functor ι : Sch → dSch, view E as an ι(f)-
perfect complex on ι(X), and consider the collection of Gysin homorphisms
ι(f)E : K◦(Y
′) : → K◦(X
′), for homotopy cartesian squares
X′ ✲ Y′
ι(X)
❄ ι(f)✲ ι(Y ),
❄
in dSch. Lemmas B.8 and B.9 show that these Gysin homorphisms satisfy
the bivariant axioms (A1) and (A2) from [AP, Definition 4.1], respectively, and
hence give rise to an element ι(f)E ∈ opKder(ι(f)). We then obtain the required
Grothendieck transformation by taking [E ] to the image of ι(f)E in opK(f),
under the isomorphism given by Proposition B.5. 
We conclude with a proposition on compositions of Gysin maps associated to
f -perfect complexes in operational K-theory of derived schemes. The special
case where f is a regular embedding, g is smooth, and V = OY is the derived
analogue of [AP, Lemma 3.3].
Proposition B.10. Let f : X → Y and g : Y → Z be morphisms in dSch. Let
E be f -perfect, and let V be g-perfect. Then fE ◦ gV = (g ◦ f)E⊗f
∗V , provided
that E ⊗ f∗V is (g ◦ f)-perfect.
Proof. Consider the following diagram, with homotopy cartesian squares:
X′
f ′✲ Y′
g′✲ Z′
X
h′′
❄ f✲ Y
h′
❄ g✲ Z.
h
❄
Let F ∈ Coh(Z′). We have
fE ◦ gV [F ] = [h′′∗E ⊗OX′ f
′∗(h′∗V ⊗OY g
′∗
F )]
= [h′′∗E ⊗OX′ f
′∗h′∗V ⊗OX′ f
′∗g′∗F ].
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Similarly,
(g ◦ f)E⊗f
∗V [F ] = [h′′∗(E ⊗OX f
∗
V )⊗ f ′∗g′∗F ]
= [h′′∗E ⊗OX′ h
′′∗f∗V ⊗OX′ f
′∗g′∗F ]
The lemma follows, since f ′∗h′∗V ∼= h′′∗f∗V . 
Combining Propositions B.5 and B.10, we deduce the following corollary for
canonical orientations of morphisms in Sch. This generalizes [AP, Lemma 4.2],
and resolves a problem raised in loc. cit.
Corollary B.11. If f : X → Y and g : Y → Z are morphisms of finite Tor-
dimension in Sch then f ! ◦ g! = (g ◦ f)!.
Proof. Since f has finite Tor-dimension, the structure sheaf OX is f -perfect, f
! =
fOX , and similarly for g. Applying Proposition B.10 to the morphisms ι(f) and
ι(g) in dSch, with E = Oι(X) and V = Oι(Y ) shows that ι(g ◦ f)
! = ι(f)! ◦ ι(g)!.
The corollary follows, using Proposition B.5 to pass from dSch back to Sch. 
References
[Ah] D. Ahiezer.“Equivariant completions of homogeneous algebraic varieties by homoge-
neous divisors,” Ann. Global Anal. Geom., 1(1):49–78, 1983.
[AB] V. Alexeev and M. Brion, “Stable Spherical Varieties and Their Moduli” IMRP Int.
Math. Res. Pap. 2006, Art. ID 46293, 1-57.
[And] D. Anderson, “Computing torus-equivariant K-theory of singular varieties,” Algebraic
groups: structure and actions, 1–15, Proc. Sympos. Pure Math. 94, Amer. Math. Soc.,
Providence, RI, 2017.
[AP] D. Anderson and S. Payne, “Operational K-theory,” Documenta Math. 20 (2015),
357–399.
[Ann] T. Annala, “Bivariant derived algebraic cobordism,” arXiv:1807.04989v2 (2018).
[Bl] J. Blanc, “Finite subgroups of the Cremona group of the plane,” 35th Au-
tumn School in Algebraic Geometry, Lukecin, Poland, 2012. Available at
www.mimuw.edu.pl/∼jarekw/EAGER/pdf/FiniteSubgroupsCremona.pdf
[BC] S. Banerjee and M. Can, “Equivariant K-theory of smooth projective spherical vari-
eties,” arXiv:1603.04926v2 (2017).
[BFM] P. Baum, W. Fulton, and R. MacPherson, “Riemann-Roch for singular varieties,”
Inst. Hautes E´tudes Sci. Publ. Math. 45 (1975), 101–145.
[BFQ] P. Baum, W. Fulton, and G. Quart, “Lefschetz-Riemann-Roch for singular varieties,”
with appendix by G. Quart, Acta Math. 143 (1979), no. 3–4, 193–217.
[SGA6] P. Berthelot, A. Grothendieck, and L. Illusie, Seminaire de Ge´ome´trie Alge´brique 6:
Theorie des intersections et theoreme de Riemann-Roch, 1966-1967.
[BCS] T. Braden, L. Chen, and F. Sottile, “The equivariant Chow rings of Quot schemes,”
Pacific J. Math. 238 (2008), no. 2, 201–232.
[BSY] J.-P. Brasselet, J. Schu¨rmann, and S. Yokura, “On Grothendieck transformations
in Fulton-MacPherson’s bivariant theory,” J. Pure Appl. Algebra 211 (2007), no. 3,
665–684.
[Br] M. Brion, “Equivariant Chow groups for torus actions,” Transformation Groups 2
(1997), 225–267.
[BV] M. Brion and M. Vergne, “An equivariant Riemann-Roch theorem for complete, sim-
plicial toric varieties,” J. Reine Angew. Math. 482 (1997), 67–92.
44 DAVE ANDERSON, RICHARD GONZALES, AND SAM PAYNE
[CGP] B. Conrad, O. Gabber, and G. Prasad, Pseudo-reductive Groups, Cambridge, 2010.
[EG1] D. Edidin and W. Graham, “Equivariant intersection theory,” Invent. Math. 131
(1998), 595–634.
[EG2] D. Edidin and W. Graham, “Riemann-Roch for equivariant Chow groups,” Duke
Math. J. 102 (2000), no. 3, 567–594.
[ER] D. Edidin and R. Richey, “The Chow cohomology of affine toric varieties,”
arXiv:1904.08476v1 (2019)
[Ev] L. Evain, “The Chow ring of punctual Hilbert schemes on toric surfaces,” Trans-
form. Groups 12 (2007), no. 2, 227–249.
[Fu1] W. Fulton, “Rational equivalence on singular varieties,” Publ. Math. IHES, 45 (1975),
147–167.
[Fu2] W. Fulton, Introduction to Toric Varieties, Princeton University Press, 1993.
[Fu3] W. Fulton, Intersection Theory, second edition, Springer, 1998.
[FG] W. Fulton and H. Gillet, “Riemann-Roch for general algebraic varieties,”
Bull. Soc. Math. France 111 (1983), no. 3, 287–300.
[FL] W. Fulton and S. Lang, Riemann-Roch Algebra, Springer, 1985.
[FM] W. Fulton and R. MacPherson, “Categorical framework for the study of singular
spaces,” Mem. Amer. Math. Soc. 31 (1981), no. 243.
[Gi] H. Gillet, “Homological descent for the K-theory of coherent sheaves,” in Algebraic
K-theory, number theory, geometry and analysis (Bielefeld, 1982), 80–103, Lecture
Notes in Math., 1046, Springer, Berlin, 1984.
[Go1] R. Gonzales, “Equivariant operational Chow rings of T -linear schemes,” Documenta
Math. 20 (2015), 401–432.
[Go2] R. Gonzales, “Localization in equivariant operational K-theory and the Chang-
Skjelbred property,” manuscripta math. 153 (2017), no. 3, 623–644.
[Go3] R. Gonzales, “Poincare´ duality in equivariant intersection theory,” Pro Mathematica
28 (2014), no. 56, 54–80.
[GK] J. Gonza´lez and K. Karu, “Bivariant algebraic cobordism,” Algebra & Number Theory
9 (2015), no. 6, 1293–1336.
[GKM] M. Goresky, R. Kottwitz, R. MacPherson, “Equivariant cohomology, Koszul duality,
and the localization theorem,” Invent. Math. 131 (1998), no. 1, 25–83.
[KP] E. Katz and S. Payne, “Piecewise polynomials, Minkowski weights, and localization
on toric varieties,” Algebra & Number Theory 2 (2008), no. 2, 135–155.
[Ki] S.-i. Kimura, “Fractional intersection and bivariant theory,” Comm. Algebra 20
(1992), no. 1, 285–302.
[Ko¨] B. Ko¨ck, “The Grothendieck-Riemann-Roch theorem for group scheme actions,” Ann.
Sci de l’E.N.S., 31 (1998), 415–458.
[Ko] K. Kodaira, “On the structure of complex analytic surfaces III,” Amer. J. Math. 90
(1968), no. 1, 55–83.
[KR] A. Knutson and I. Rosu, Appendix to “Equivariant K-theory and equivariant coho-
mology,” Math. Z. 243 (2003), no. 3, 423–448.
[Le] R. N. Levy, “Riemann-Roch theorem for higher bivariant K-functors,”
Ann. Inst. Fourier 58 (2008), no. 2, 571–601.
[Mac] S. Mac Lane, Categories for the Working Mathematician, second edition, Springer,
1998.
[Me1] A. Merkurjev. “Comparison of equivariant and ordinary K-theory of algebraic vari-
eties,” Algebra i Analiz 9 (1997), no. 4, 175–214.
[Me2] A. Merkurjev, “Equivariant K-theory,” Handbook of K-theory, Vol. 1, 925–954,
Springer, 2005.
[Mo] R. Morelli, “The K-theory of a toric variety,” Adv. Math. 100 (1993), no. 2, 154–182.
[Pa] S. Payne, “Equivariant Chow cohomology of toric varieties,” Math. Res. Lett. 13
(2006), no. 1, 29–41.
EQUIVARIANT GROTHENDIECK-RIEMANN-ROCH AND LOCALIZATION 45
[Ro] W. Rossmann, “Equivariant multiplicities on complex varieties,” Aste´risque 173–174
(1989), 11, 313–330.
[So] C. Soule´, “Ope´rations en K-the´orie alge´brique,” Canad. J. Math. 37 (1985), no. 3,
488–550.
[Th1] R. Thomason, “Algebraic K-theory of group scheme actions,” in Algebraic topology
and algebraic K-theory (Princeton, N.J., 1983), 539–563, Ann. of Math. Stud., 113,
Princeton Univ. Press, Princeton, NJ, 1987.
[Th2] R. Thomason, “Une formule de Lefschetz en K-the´orie e´quivariante alge´brique,” Duke
Math. J. 68 (1992), no. 3, 447–462.
[Ti] D. Timashev, Homogeneous spaces and equivariant embeddings. Encyc. Math. Sci.
138, Springer.
[To1] B. Toe¨n, “Higher and derived stacks: a global overview,” in Algebraic geometry–
Seattle 2005. Part 1, 435–487, Proc. Sympos. Pure Math., 80, Part 1, Amer. Math.
Soc., Providence, RI, 2009.
[To2] B. Toe¨n, “Proper local complete intersection morphisms preserve perfect complexes,”
arXiv:1210.2827.
[To3] B. Toe¨n,“Derived algebraic geometry,” EMS Surv. Math. Sci. 1 (2014), no. 2, 153–
240.
[TV] B. Toe¨n and G. Vezzosi, “Homotopical algebraic geometry. II. Geometric stacks and
applications.” Mem. Amer. Math. Soc. 193 (2008), no. 902, x+224 pp.
[U] V. Uma, “Equivariant K-theory of compactifications of algebraic groups,” Transf.
Groups 12 (2007), No. 2, 371-406.
[Ve] J.-L. Verdier, “Le the´ore`me de Riemann-Roch pour les intersections comple`tes,”
Aste´risque 36–37 (1976), 189–228.
[VV] G. Vezzosi and A. Vistoli, “Higher algebraic K-theory for actions of diagonalizable
groups,” Invent. Math. 153 (2003), no. 1, 1–44.
[Wi] B. Williams, “Bivariant Riemann Roch theorems,” Geometry and topology: Aarhus
(1998), 377–393, Contemp. Math. 258, Amer. Math. Soc., Providence, RI, 2000.
Department of Mathematics, The Ohio State University, Columbus, OH 43210
E-mail address: anderson.2804@math.osu.edu
Department of Sciences, Pontificia Universidad Cato´lica del Peru´, San Miguel,
Lima 32, Peru
E-mail address: rgonzalesv@pucp.edu.pe
Department of Mathematics, University of Texas, Austin, TX 78712, USA
E-mail address: sampayne@utexas.edu
Dipartimento di Matematica ed Informatica, Universita` di Firenze, Florence,
Italy
E-mail address: gabriele.vezzosi@unifi.it
