Abstract-Several transient stability software packages are widely used for power grid planning and operations. Prior research and software documentations have shown that packages can vary in the implementations of dynamic models, and hence could potentially yield different results for the same system simulation. This paper presents a systematic methodology to determine the sources of the discrepancies seen in results obtained from different transient stability packages. This methodology can be applied to various types of dynamic models and is illustrated with generator-associated dynamic models in this paper. Consistent metrics, data mining techniques, and engineering heuristics are used to determine the discrepancy sources. This hybrid top-down+bottom-up method has been implemented on a practical, large-system case to demonstrate its scalability and transferability to real-world system studies.
I. INTRODUCTION
T RANSIENT stability software packages are extensively used for dynamic stability analyses in power systems planning, design and operations [1] . However, several mismatches between dynamic simulations and actual system response have been brought to light in the past two decades, as a result of investigations into major system disturbances and blackouts. Despite significant efforts towards model validation [2] , [3] , post-event analysis of the Arizona/California blackout during September 2011 showed that simulations were unable to capture the tripping of certain key units [4] and other cascading events. In addition to validation, there is a need to ensure that transient stability simulation results can be relied upon, regardless of the package being used. Testing these packages, specifically the models contained in them, can ensure that their performance is as per the intended design. Visual comparisons of results from different packages to test and benchmark new models [5] , and solution algorithms [6] , have been done previously to ensure correct coding across the packages.
Several commercial and/or proprietary transient stability packages are used for studies and decision making to operate the grid optimally and reliably. A natural concern would be to determine if they yield the same results for the same system and to determine how they differ if they do not. In fact, different packages have been known to respond differently while simulating the same system model, and some of those reasons have been published in past papers. However, the focus in [7] - [10] has been on evaluating only certain models or features of such packages, such as governor and machine models, with the use of relatively small academic test systems. A test-system representing the European interconnected transmission system was developed in [11] to enable benchmarking of simulation tools. However, it is not based on real system data and hence is not representative of the variety of models and parameters contained in actual system cases.
In contrast, the authors' prior work in [12] and [13] presented simulation comparisons of industry-grade software packages, with the use of actual power system cases at the interconnect level. While the focus was on the most common dynamic models in planning cases, a compelling case was made with the help of visual comparisons of time-domain transient stability plots. This paper proposes a methodology to verify the consistency of results across transient stability packages while overcoming the hurdle of manual detection and comparisons. The key lies in numerical comparisons of dynamic simulation results for the same system; however, the sequence has been streamlined based on data mining techniques and engineering heuristics. Consistent metrics are used to find discrepancies and identify their sources. Steps have been designed with the intent of automation and could be compatible with any transient stability package or dynamic model type.
Software vendors are aware and have published known implementation differences, e.g., in some IEEE-standardized excitation system models as shown in [14] and [15] . However, this paper's uniqueness lies in its ability to find undocumented discrepancies as well as software bugs that may result from a continual software development process [16] . The top-down approach of sieving out such likely discrepant models from a large-system simulation is presented in Section IV. Section V presents the bottom-up approach for isolating and detecting the source(s) of the discrepancies from these models. The overall algorithm is presented in Section VI, along with computational aspects and pre-processing steps, and key results for the case study described in this paper, followed by a summary of the paper in Section VII. Before presenting the details of the above-mentioned sequential steps, Section II presents a motivating example, followed by details of the metric to compare transient stability results presented in Section III.
It is envisioned that this methodology could be useful to: 1) software vendors comparing simulation results for different versions of their packages or 2) operation and planning engineers using multiple packages, and wanting to know the reason behind the differences or 3) region-wide entities like reliability coordinators that are tasked with the development of models to be used by local entities having different packages.
II. MOTIVATING EXAMPLE
A large-system example highlighting the discrepancies across two major commercial transient stability packages is presented here, and is used throughout the paper to illustrate the methodology. To maintain confidentiality, the packages are referred to as Software Package A and Software Package B
. This system is a standard planning model of a North American interconnection. It consists of about 18 000 buses and 2400 online generators. A time-step of 0.004 s was used, and a large generator was tripped at 2 s, similar to the contingency scenario used in [17] and [18] . Fig. 1 shows the spread of simulated frequency values at all of the buses from both packages. The dark grey and light grey regions depict results from and , respectively. While there is certainly significant overlap in the spreads of values, the overall bus frequencies in are observed to be higher than those in . Determining the reason behind this, however, can be a very involved process due to the sheer number of system components and variables that interact with each other during a simulation of this scale. For instance, the generator dynamic models in this case consist of approximately 2400 machine models in 16 types, 2100 exciter models in 41 types, 1700 governor models in 20 types, and 1160 stabilizer models in 10 types, apart from other generator control models. Loads are represented by polynomial models dependent on load bus voltage and frequency, and motor models. Other models include those for SVCs, and HVDC lines. Each model can have dozens of parameters, with rather complex control blocks. Pin-pointing any discrepancy observed to a particular model or component can also be difficult due to the propagation of the dynamic response throughout the system, especially with global parameters such as frequency. With this in view, this paper provides a methodology to: 1) compare dynamic responses and 2) identify and isolate the key discrepancies with data-mining techniques to narrow down their causes, which could have risen from differences in modeling, or implementation, or even a software bug, among other reasons.
III. COMPARISON METRIC
A simple way of comparing transient stability signals is with a plot like Fig. 2 ; the human eye is good at judging the level of mismatch between them. This metric-less approach has been previously used for basic comparisons, which is sufficient when there are relatively few signals. However, to compare thousands of signals of different types, an automated approach is essential, which necessitates the use of a numeric distance measure. Reference [19] lists several distance measures for time-series signals. In advanced validation topics, optimization methods have been used to minimize differences in specific signal attributes such as 1) frequency, damping and initial amplitude of oscillations; 2) initial, final, minimum, and maximum values; and 3) rates of change [20] . These methods are useful while tackling a few pre-determined signals; however, while comparing several thousand buses, there is no prior way of knowing which buses are "mismatched" and which signal attribute is the cause. A metric that is 1) unbiased to signal attributes and 2) automated yet computationally inexpensive is needed.
To fit this need, a dissimilarity measure for signals is introduced. The area separating two signals on a plot can be visually perceived as the degree of mismatch between them. To illustrate this, Fig. 2 shows and , denoting two generic -dimensional time-series signal vectors of the same type , from and , for a simulation duration of to 6 s. In this case, is , i.e., the generator reactive power output, but could be any signal such as voltage, frequency, and real power. The simulation duration is denoted as seconds, with a uniform time-step of . Let . This results in time-series data points, including start and end time. In a typical simulation of a 60-Hz system with a cycle time-step, 0.004167 s; this yields 2401 samples for 10 s. Similar to the example in [21] , the area shown by the shaded region between the two curves in Fig. 2 can be approximated as the Riemann sum shown in (1) In (1), an absolute difference yields a positive value, which quantifies the shaded area in Fig. 2 . Keeping constant, the value of increases monotonically with simulation duration . Time-normalization can be done, i.e., , to eliminate this time-duration dependence, shown as follows: (2) For consistency with (2), time-normalized norms of individual signals are used as their magnitudes (3) is also normalized with respect to the magnitudes of the two signals being compared. One suggested normalization technique is using the geometric mean of the signal magnitudes. The geometric mean is chosen instead of the arithmetic mean value so as to prevent the metric from skewing in favor of the signal of higher magnitude. Also, dividing by the geometric mean makes unit-less, thus creating a value, which is indifferent to the magnitude and number of data points of any two signals of the same type. The resulting dissimilarity measure or metric is denoted as in (4) Throughout this paper, the differences, which are between two signals of the same bus location and type but from system simulations in two different packages, are quantified using . This metric can be easily implemented and quickly computed for thousands of signals. Since comparison of several types of signals are presented in the remainder of this paper, their notation has been simplified to avoid clutter.
represents a vector of time-series values of signal from . All time-series signals are vectors and can be concisely written as . 
IV. LARGE-SCALE SYSTEM ANALYSIS

A. Why Use a Large-Scale System?
This section details the top-down approach of sieving out individual components with the largest discrepancies from a large-system simulation. A large-system case is chosen for analysis, not only because such cases are used in actual system studies, but also as it tends to have a wide mix of different types of dynamic models available in commercial software packages. Among all of the system components mentioned in Section II, generator models are the most diverse in types and have a major contribution to a system's dynamic response [1] . Hence, the methodology is illustrated using generator models. While the generator models are being tested, others can be replaced with simple, common models (e.g., constant impedance load) that are known to be accurate, and later reverted back (e.g., complex loads including motors) for their analysis. The method is general and can be applied to other models types, with slightly different test systems, and compared signals. Once the particular generator models have been identified as discrepant, loads and other models can be tested. A breadth-first analysis of just generator models does improve system results significantly, shown by the results in Section VI-C.
B. Model and Network Interface Signals
In planning study simulations, a carefully selected set of buses is typically monitored to ensure that quantities such as voltages, frequencies, and interface flows for those buses and areas are within the desired criteria. For comparisons, monitoring in a similar manner is not sufficient, as mismatches in the overall system response could be missed. However, an exhaustive comparison of multiple signals from all buses of a large-scale simulation would be a significant data-storage and calculation overhead. Hence, the approach in this paper is to first use a simple method to choose buses that exhibit the most differences and then use a finer method to further analyze them.
During a transient stability run, the system has thousands of algebraic and state variables associated with its dynamic models. Fig. 3 highlights the key generator signals and their association with the system. These are referred to as interface signals between the generator and the network and between the various dynamic models associated with a generator.
Throughout this paper, the concept of interface signals is used, which entails comparing the interface values of a model in order to isolate sources of error. These signals are time-series vectors, as described in Section III. The "Network" block consists of the pseudo steady-state, transmission network equations. The shaded boxes show the main dynamic components of a generator model. There can be additional control models such as over excitation limiters, which are not discussed due to the space constraint in this paper. However, analysis methods similar to those discussed in this paper may be used for them.
Analyzing the top level of interface signals between the network and generators allows for an efficient wide-area analysis of a large-scale system simulation. In most packages, a generator's key output to the network is its Norton equivalent current injection . The network equations are then solved to obtain and . All packages may not display . However, and are essential power flow quantities and should be available, hence they are selected for comparison. Moreover, due to the close coupling of real power with frequency and reactive power with voltage, and are also representative of the frequency and voltage behavior of generators.
C. Discrepancy Sets
In a typical planning case, generators are identified by two key fields: 1) bus number and 2) a generator identifier, which is used to differentiate between multiple generators at the same bus. In this paper, each individual generator is assigned a new unique identifier , such that , where is the total number of generators in the case. Using (4), and are compared for each generator obtained from and , respectively, to calculate the dissimilarity measure . Similarly, and are compared to find the dissimilarity measure . This yields two dissimilarity measure vectors and . From a practical perspective, very small differences in and are insignificant and can be ignored. A minimum threshold is set to determine whether the transient stability results warrant further investigation at all. In this paper, the suggested value is . One could heuristically raise or lower this threshold depending on how many generators are desired to be analyzed in more detail. Note that this is a normalized threshold for the normalized metric in (4) . If all of the values in and are below the threshold, the results from the two packages are considered to "match." In this situation, a different contingency is applied to check if any value in exceeds the threshold. If the threshold is violated, the most discrepant generators, i.e., those with the highest and values, are found by using a data-partitioning technique that is similar to the "knee point" method. For this data set, it is referred to as the elbow-point method, which is able to find a natural separation in data points indicated by a point of maximum curvature [22] .
Prior to this method, a filtering criteria is applied to exclude generators from their or elbow point analyses if or if , respectively. Small values of or can result in a relatively large value of and can undesirably skew the metric in (4). Such generators are of low significance from a large-system perspective and can be ignored. Next, the elbow point is calculated, which is analogous to the knee point idea from [22, Fig. 2(a) ]. In general, values in (could be or ) are arranged in a descending order, resulting in a ranked vector . The index mapping between and its corresponding is stored so that the unique generator identifier can be retrieved from the ranking index at a later stage. Using vectors and , the elbow point is defined as a point on the curve, which is farthest from the line formed by joining the endpoints of the curve. The equation of this line in the form can be found knowing the two end-points, i.e., and . The elbow point is then found as (5) Continuing from the simulation example shown in Section II and Fig. 1, Fig. 4 shows a clear elbow point for values in . On the other hand, in Fig. 5 , the elbow point for was below the threshold value of . In this case, only the values above the threshold and, therefore, their corresponding generators were deemed to be of interest. Also, note that vectors and have different lengths, due to the filtering of generators having their . Using the inverse of the mapping used for , the value of each generator above the elbow point is found. These generators form a Discrepancy Set . Thus, two sets of discrepant generators and are derived from the dissimilarity vectors and . Some generators in might also exist in , possibly having different ranks. To illustrate these Discrepancy Sets, dynamic models for the top five generators in and Table I . (Detailed names and definitions of these models can be found in [15] and in the documentation of and
.) The calculation of these sets via a top-down approach sieved out only the most discrepant generators from a total of 2500 in the large-system case.
V. ISOLATION OF DISCREPANCY-CAUSING DYNAMIC MODELS AND DETECTION OF SOURCES
A. Isolation: Single Machine Infinite Bus Equivalents
This section describes the bottom-up approach, which shows how the dynamic models associated with each generator in the Discrepancy Sets are analyzed in detail in order to narrow down to the source(s) of the discrepancies. Single-machine infinite-bus (SMIB) equivalents of generators belonging to are created from the large-system case, based on techniques in [1] , and Ward network reduction [23] . In each equivalent [ Fig. 6(a) ], the generator and its dynamic models are retained, and the generator bus is connected to an infinite bus through its driving point impedance. Special features such as line limits [24] are not preserved in such equivalents since they are beyond the scope of the current paper. As opposed to large-system simulations where generator interface signals are affected by the rest of the system, an SMIB simulation yields an unadulterated response of a particular generator, making it relatively easier in finding the discrepancy-causing models.
The primary dynamic model of a conventional generator is a synchronous machine model (M). As shown in Fig. 3 , a generator may also have an exciter (E) to control the generator field voltage, governor (G) to control the mechanical power, and a stabilizer (S). Thus, a generator in an SMIB equivalent has at least one (i.e., M), and up to three other (i.e. E, G, S) dynamic models. However, the SMIB equivalents containing two or more dynamic models are not simulated directly, since a discrepancy seen in those equivalents could be due to multiple models. Hence, to isolate the error source in a generator, its SMIB equivalent is simulated in sequential stages. First, in Stage M, only M is active and all other models are deactivated. Only after M is ensured to match, Stage ME and Stage MG are run. The stage's name indicates the models that are active in that simulation. Lastly, after verifying M, E, and G, stage MEGS is run to test the consistency of S. Thus, this bottom-up approach sequentially builds on M with control models E, G, and S. Finding a potential issue in an equivalent at a certain stage isolates the error source, and hence the next stage(s) is/are not run. For each simulation, the key interface signal(s) of the model being tested in that stage are compared using from (4). For a finer comparison, a lower threshold of was set for SMIB simulations to determine whether the results match (i.e., pass) or not (i.e., fail).
Suitable disturbances should be applied at each stage to actuate the active models. Ideally, the disturbances should be sufficiently severe to push the values to their limits in order to test the models thoroughly. For example, one approach to test the model for large voltage deviations would be to apply a self-clearing three-phase fault at the generator's terminals. Similarly, a frequency disturbance can be applied to the infinite bus using a signal "playback" function available in and . The implementation of this playback signal has been described in [25] . Both and are affected by M, and so both types of disturbances are applied at Stage M. Since an exciter controls generator voltage, and governor affects real power, only one disturbance type is applied for each of those stages. Also, exciter dynamics are faster than governor dynamics. Hence, simulations are limited to 10 seconds for bus faults, and 30 seconds for frequency disturbances. Fig. 6(b)-(d) depicts the disturbance characteristics used in this paper, and Table II summarizes the bottom-up SMIB simulation stages. The repeated simulation of several equivalents is aided by automation and/or batch process capabilities of commercial packages, for example those shown in [26] .
In each stage, all SMIBs derived from the elbow point method are run, except those where issues were identified with the model tested in its previous stage. To start, Stage M of all TABLE III SOME ISOLATED MODELS, FROM THE LARGE-SYSTEM EXAMPLE of these equivalents is run first in one batch. Only SMIBs that pass stage M are then subjected to Stages ME and MG, and thereafter subjected to Stage MEGS upon passing all three prior stages. These steps help isolate the "first" discrepant dynamic model in each SMIB. Table III shows the failed stages for a few of the SMIBs analyzed. The isolated dynamic models (shaded grey) are analyzed in Sections V-B and V-C to detect the probable error sources. However, sometimes no models are isolated in an SMIB; this special case is discussed in Section V-D.
B. Detection: State and Block Diagram Analysis
Most dynamic models are described using block diagrams (e.g., Fig. 7) . Motivated by the method of comparing interface signals in Section IV-B, an intuitive detection approach is to analyze the signals flowing between the various control blocks of a model. These signals are usually state variables, which are available as simulation outputs in certain packages.
The first type of state analysis performed is the comparison of the time-series state results. Generally, not all packages provide the time-series values of each block's output. Hence, the available block-outputs are compared using (4) . The block with the highest value is noted. Tracing the flow of signals, as shown by the arrows in the block diagram, it can be concluded that the cause of discrepancy should be in the portion of the block diagram including and preceding the block with the highest value. This method was helpful in detecting the error source in from Table III , which ranked 15th in . This generator failed at Stage MG, with PIDGOV being the governor model. Fig. 7 shows the block diagram of PIDGOV, which is a hydro turbine and governor model. The time-series results of only the output of the "Gate" block, as shown in Fig. 7 , were available from both and for comparison. This value corresponds to the position of the gate, which controls the flow of water within the hydro governor. Fig. 8 shows a comparison of the gate values for the disturbance applied in the Stage MG simulation. When the frequency is dropped to 59.4 Hz at 1 s, both of the gate values eventually reach their maximum limit . However, the gate in responds immediately to the frequency recovery at 15 s, whereas response in is delayed by nearly 5 s. Tracing backwards, the cause of the delay in response in was found to be the wind-up of the proportional-integral (PI) controller (shaded grey), whose output is shown in Fig. 8 . No nonwindup limit for this PI block has been documented in either or for this model. Due to the lack of a similar delay in , it was hypothesized that is implementing a non-windup limit for the PI block.
The second type of state analysis compares state values from simulation initialization, instead of time-series states. This method usually proves to be helpful since some packages provide a greater number of initial values of states as compared with time-series state values. The error source in from Table III , ranked 5th in , was detected by this method. The SMIB failed at Stage ME, with an EXAC1 exciter, whose block diagram and the five numbered states are shown in Fig. 9 . provides the outputs of blocks, and provides the internal state values. For single-order control blocks such as time-delay corresponding to States 2 and 3, the state value is the same as the block output. However, for higher order blocks such as the lead-lag block for State 4 and the derivative-with-lag block for State 5, the internal state varies from the block output and cannot be directly compared.
Despite this limitation, State 3, which is the output of the exciter's voltage regulator, provides a useful clue. Since the power flow solution is used as the boundary condition, this knowledge can be used to determine the problems. Models are generally initialized in a "backward" fashion, starting from the output of the blocks and (which are equal at initialization) working all the way back to States 4 and 5. This means that the error in State 3 is being caused by some block(s) appearing after this block in the sequence. This is the opposite of the logic followed while comparing time-series states.
The system is in steady state at initialization; hence the input to an integrator is zero. Hence for . From the block diagram, . Substituting these values yields . is exciter saturation, which is a function of . Saturation is represented by fitting a curve to the input saturation points shown in Fig. 10 . For the given saturation curve, should correspond to a saturation value greater than zero, yet sets it to zero. This was found to be the source of the discrepancy.
Thus, the forward (time-series) or backward (initial values) state analysis helps identify a block or a group of blocks as the cause of the discrepancies from the isolated dynamic models.
C. Detection: Clustering on Model Parameters
When block outputs and states are unavailable, another technique can be used to find the error-causing block(s) of a model isolated by the method in Section V-A. Here, SMIB equivalents of all instances of that model from the large-system case are chosen and simulated in the appropriate stage depending on that model type. The generators that match are then separated from the ones that are different. These two groups can be considered as two "clusters." Clustering is then applied to generator parameters from both groups, to search for commonality among the mismatched generators. A well-known clustering method, -means [29] , is used, which partitions data objects into clusters, where . Here, , as the partitioning of similar versus discrepant generators is needed.
This method was used to determine the error sources in and 839, ranked third and fourth in . Both generators have a WSCCST stabilizer model. Only three generators with this stabilizer were found in , while 122 total instances were present in the large-system case. When all the instances were simulated in Stage MEGS, only the above three failed. To determine if any particular parameters differentiate these three generators from the rest, one parameter at a time was used to cluster all the WSCCST instances. If a parameter cluster aligns with the discrepant cluster of generators, then that parameter and/or its associated block becomes a candidate error source. Some parameters had the same value across all instances, and hence were not clustered. Table IV shows the   TABLE IV  KEY WSCCST PARAMETERS, WITH DISCREPANT GENERATORS IN GREY 13 parameters that were considered for clustering, with values of six out of the 122 instances.
After running the -means algorithm with each parameter, it was found that forms two clusters such that generators 838, 839, and 840 form one cluster and all others form another. Later, it was found that only these three generators have their whereas all other instances have . For these three generators, throughout each SMIB run in , but was nonzero in . This alluded to the possibility of the WSCCST models of and having different response actions to a particular value of . In this way, this method identifies a parameter associated with the discrepant models. Indirectly, it helps detect the block where the modeling difference lies.
D. Detection: Larger Disturbances and Equivalents
Some generators belonging to may pass through all stages of the SMIB simulations without showing any discrepancies. The likely reasons are: 1) disturbances applied in the SMIB simulations did not appropriately perturb the blocks that got perturbed in the large system run or 2) a generator's interaction with elements in the large-system case had caused the discrepancy. Analysis of such occurrences is being addressed in ongoing work, and hence is beyond the scope of this paper. To address the first likely reason, preliminary research has suggested that disturbances of higher magnitude and durations can be used to provide sufficient perturbation to the models, e.g., a stronger frequency disturbance, and a longer duration bus fault. For the latter, an equivalent larger than an SMIB might be needed to test system-level interactions. This could involve modeling multiple generators at a common bus, or modeling a small subsystem around a generator. Another approach could be to analyze state variables of a generator from the discrepant largesystem simulation.
VI. COMBINED METHODOLOGY
A. Algorithm and Computational Aspects
The overall methodology is shown in Algorithm 1. Summarizing the steps described in Sections IV and V, this is a hybrid top-down and bottom-up process, starting from the large-system simulation to find the most discrepant generators, and eventually tracing the discrepancy in each generator to at least a particular dynamic model or a specific part of it. The algorithm attempts to optimize the filtering out of the most discrepant models (with each large-system simulation) so that repetitive SMIB simulations can be avoided if a model from that SMIB has already been detected in an earlier contingency (Line 10 of Algorithm 1). The SMIB equivalents are simulated in a bottom-up manner, and are also limited to the first failed-stage (of stages M, ME, MG, MEGS), which also limits unnecessary simulations. For each failed stage, the detection methods described in Sections V-B and V-C are used. The algorithm can be run mostly in an automated and autonomous manner, till the point of detecting either the block(s) or parameters causing the discrepancies. However, if one needs to 1) verify the detected sources or find out the exact cause and nature of the discrepancy and 2) initiate a change in the modeling of the package(s) to eliminate the discrepancy, collaboration with the developers of the software packages is needed. This is a manual step, at which the developers need to check the source code associated with the detected issue in the particular dynamic model. This approach was used to confirm the presence of the undocumented limits on the PI block of PIDGOV, and the zero saturation issue for EXAC1 in from Section V-B, and also verifying that de-activates the WSCSST stabilizer when , for the example in Section V-C. However, if the intent of using this algorithm is to simply find the discrepant models, Lines 25-26 may be skipped.
Unlike conventional computation algorithms that are required to be efficient for their repetitive use, the algorithm here would not need to be used very frequently. It is a mix of manual and automated steps that aim to maintain accuracy rather than speed. Even though this would be an offline process, the necessary simulation durations are dictated by the respective software packages, and the analysis steps presented in this paper utilize basic logical, arithmetic, and clustering methods that are tractable. Through the research done for this paper, it was found that these analysis steps were inexpensive, in comparison to determining which state variables could be seamlessly compared across two packages, based on their availability and mathematical definitions.
B. Pre-Processing: Settings, Input Data, and Results
Applying the above methodology requires that input conditions and simulation settings (in Table V ) are consistent across simulations in different packages. Only then can the differences in results be attributed to the dynamic models.
Most packages have data auto-correction routines, some of which depend on the time step. E.g., model parameters such as time constants often get corrected to an integer multiple of the time step. The auto-correction rules depend on the model type, and were found to vary across and in our previous work as well [13] . Such variations lead to different values of parameters getting simulated for the same model, and hence cause discrepancies. ($) Also, switching events (shunts, series capacitors) usually create duplicate time-stamps in simulation results, which can lead to mismatches in the time-stamps of results, making it not directly usable for calculating .
C. Key Results
To illustrate the methodology, only three discrepant-model examples were presented in this paper; however, more discrepant models were actually found. Figs. 11 and 12 show the differences in the minimum and maximum bus frequency values for the simulation in Section II. The improvement in the bus frequencies is observed, starting from the Fig. 1 results Fig. 11 . Comparison of differences between the minimum frequency values across the 18 000 buses, for the simulation in Section II. Fig. 12 . Comparison of differences between the maximum frequency values across the 18 000 buses, for the simulation in Section II.
("Before") versus the latest simulation results ("Now"), after resolving some of the discrepancies between and .
VII. SUMMARY, CONCLUDING REMARKS, AND FUTURE WORK
In summary, this paper has provided a methodology to determine the sources of discrepancies that may arise while simulating the same power system case in different transient stability software packages. A hybrid top-down+bottom-up approach was used to narrow down the discrepancies seen in large-system simulations to parts of individual dynamic models, which was demonstrated by implementing it on an actual power system case. The essence of this method is in the discrepant model isolation process, and thereafter the error source detection methods, namely state analysis, and clustering.
It should be noted that the agreement of simulation results across two software packages does not necessarily mean that the results are reflecting the actual system performance effectively and accurately. The work in this paper is aimed at checking whether the models in both packages have been implemented as per their specifications. This helps to uncover not only software "bugs" but also cases of hidden assumptions introduced by the software developers to handle situations not covered in the specifications. Moreover, the actual power grid can't be readily "tested", unless events are specially staged as in [30] and because severe disturbances are rare. While agreement with the actual system is obviously the ultimate goal, not only is it necessary for models to represent common, known events but also situations that are less likely to occur. The model specifications represent the best engineering judgment on how the actual system will behave. If they have not been implemented correctly in the software packages, it is quite unlikely that the erroneous implementation will be able to better match the actual system performance.
Future work will go beyond individual model analysis to address the discrepancies caused due to the system-level interactions of models. Algorithms to automate the creation of suitable subsystem equivalents will be needed, after which the concepts described in this paper can be used to choose the signals to compare. Hence, a key future task will be to develop more discrepancy-source detection techniques, which could be necessary for analyzing the system-level model interactions.
