Let G = ( N A) be a network with a designated source node s, a designated sink node t, and a nite integral capacity uij on each arc (i j) 2 A. An elementary K-ow i s a o w o f K units from s to t such that the ow o n e a c h a r c i s 0 o r 1. A K-route ow i s a o w from s to t that may be expressed as a non-negative linear sum of elementary K-ows. In this paper, we show h o w to determine a maximum K-route ow as a sequence of O(minflog(nU) K g) maximum ow problems. This improves upon the algorithm by Kishimoto, which solves this problem as a sequence of K maximum ow problems. In addition, we h a ve simpli ed and extended some of the basic theory. W e also discuss the application of our technique to Birkho 's theorem and a scheduling problem.
We consider the multi-route ow problem, which models the problem of obtaining maximum ows that are robust against physical failures on the links in the network. Let G = ( N A ) be a network with node set N and arc set A. The number of nodes in the network is n and the number of arcs is m. The capacity of the arc (i j) is an integral value denoted by u ij , and the ow on the arc (i j) is denoted as x ij . The maximum capacity of any arc in the network is U, where U = maxfu ij : (i j) 2 Ag. Two nodes in the network are specially designated: the source node s and the sink node t. The maximum ow problem in a network is that of sending the maximum ow out of a source node s to a sink node t, while preserving the ow bound constraints on all arcs of A, and the conservation of ow constraints on all nodes in Nnfs tg. The maximum s-t ow is denoted as v .
An elementary K-ow i s d e n e d t o b e a o w of one unit along K arc-disjoint paths from node s to node t, and the corresponding set of paths is called a K-path. We s a y that a K-ow covers an arc (i j) if the corresponding K-path contains that arc. A K-route ow is any o w from node s to node t that can be expressed as a non-negative linear sum of elementary K-ows.
Consider the example in Figure 1 . Sending one unit of ow i n e a c h path creates an elementary 3-route ow, and thus it is also a 3-route ow. Sending one unit of ow in each path is not an elementary 2-route ow. However, it can beexpressed as the sum of the following 2-route ows: (1) 1/2 unit of ow along the elementary 2-route ow consisting of paths 1-2-5 and 1-3-5, (2) 1/2 unit of ow along the elementary 2-route ow consisting of the paths 1-2-5 and 1-4-5, and (3) 1/2 unit of ow along the elementary 2-route ow consisting of the paths 1-3-5 and 1-4-5. Therefore, sending 1 unit of ow in each of the arcs in the graph of Figure 1 is a 2-route ow. In this example, the maximum 3-route ow and the maximum 2-route ow are bothintegral however, in the rst case, the 3-route ow is elementary, and in the second case, it is the fractional sum of 2-route ows.
We note that the usual transformation of replacing one arc of capacity u with u arcs of capacity 1 does not preserve the value of a K-route ow. A simple example consists of a single arc from node 1 to node 2 of capacity 2 . There is no 2-route ow f r o m 1 t o 2 . However, if one were to replace the single arc by t wo arcs, there would be a 2-route ow.
The value of a K-route ow is equal to the total amount of ow entering the sink node t. The maximum K-route ow is a K-route ow with the maximum value. We shall denote the maximum value of an s-t K -route ow b y v K . Because of the possibility of decomposing the ow into elementary K-ows, the amount of ow from s to t is robust to failures in links between the source and the sink node. In particular, it follows immediately from the decomposition property o f a K-route ow that if r K arcs fail, the total amount o f o w from s to t is still at least (K ;r)=K of its original value. This follows directly from the decomposition property o f K-route ows. Since the ow o n e a c h element in the decomposition reduces by a factor of at most (K ; 1)=K, when an arc fails, the above result immediately follows. In this paper, we are primarily concerned with the K-route ow problem which is that of nding the maximum K-route ow f r o m s to t.
De nition 1 K-route Flow Problem: For a network G = ( N A ) with node set N, arc set A, source s, sink t and capacities u ij on arcs, nd the maximum s-t ow which can be decomposed into a set of elementary K-ows.
The concept of a 2-route ow was introduced by Kishimoto and Takeuchi 5] , and further studied by Kishimoto, Takeuchi, and Kishi 7] . Kishimoto and Takeuchi 6] and Kishimoto 4] studied the more general K-route ows. Related work on the balanced ow problem may be found in 8]. Kishimoto 4] described an arc-disjoint v ersion of the problem, and showed that the nodedisjoint v ersion may be transformed to the arc-disjoint v ersion by using a standard node-splitting transformation. For the purpose of this paper, we shall discuss the arc-disjoint v ersion only, since the node-disjoint v ersion may be easily transformed to it by node splitting, which splits each n o d e i into two nodes i 0 and i 00 and adding the arc (i 0 i 00 ).
An s-t cut is a partition of the node set N into two disjoint subsets S and S = NnS such that s 2 S and t 2 S. The cut is denoted by S S]. The capacity of the cut S S] is denoted by u S S] and is de ned as follows:
u ij : (1) For each n e t work G = ( N A ), we de ne a network G p = ( N A p ) w h i c h has the same node set and arc set as the network G, and the capacity of an arc (i j) in G p is denoted by u p ij = minfp u ij g.
The capacity o f a c u t S S] i n G p is denoted by u p S S]. The maximum value of the ow from the source s to the sink t in G p is denoted by Flow(p). This paper is organized as follows. In the next section, we review an algorithm for the K-route ow problem which w as developed by Kishimoto. A natural line of approach which suggests itself for the maximum K-route ow problem is a generalization of the Ford and Fulkerson augmenting path approach for the maximum ow problem. In Section 3, we show how a simple extension of the Ford and Fulkerson algorithm fails to nd the maximum K-route ow. In Section 4, we develop the theory which leads to an e cient algorithm for the maximum K-route ow problem.
We also present the algorithm itself, which uses a binary search method. We present a simple proof for the validity of a generalization of the maximum ow minimum cut theorem for the K-route ow problem. In Section 5, we shall present another algorithm for the K-route ow problem, that requires at most K maximum ow problems. In Section 6, we p r e s e n t applications of the maximum multi-route ow problem. In Section 7, we present a conclusion and summary. 2 Kishimoto's Algorithm Kishimoto 4] proposed an algorithm for the K-route ow problem which requires at most K maximum ows. This algorithm is quite simple, though the proof of its correctness and time complexity i s n o n -o b vious. The algorithm is described as follows:
Step 1: Evaluate the maximum value of the ow from s to t in the network G. Let this value bev 0 . Note that this ow m a y b e a n o verestimate on the maximum K-route ow.
Step 2 When this procedure terminates the ow v alue is equal to the maximum value of the K-route ow from s to t. We refer the reader to 4] for a proof of correctness of this algorithm. We also note that p i is rational, but not necessarily integral. Consequently, the ow is not necessarily integral. This augmenting path based algorithm nds ows which a r e m ultiples of K. Since the maximum K-route ow need not necessarily be a multiple of K, this method does not necessarily nd the maximum K-route ow. (In fact, it is guaranteed to fail to nd it under certain circumstances.) One can ask whether this approach determines the maximum K-route ow which can be expressed as an integral combination of K-ows. As it turns out, even this is not the case.
Consider the example shown in Figure 2 where the source s is node 1 and the sink t is node 5. Here we have a network in which a l l arc capacities are 2 units. The maximum 2-route ow in this network is 6 units, with a ow of 2 units on each arc. This ow can bedecomposed into the sum of the following 2-ows:
( However, the augmenting path algorithm will nd a maximum ow of only 4 units from node 1 to node 5. It will augment the maximum possible amount of ow on any 2-path it rst nds (which i s a l w ays 4 units) and then immediately terminate since no other 2-path from the source to the sink exists.
Another reason that an augmenting path approach w ould not work is that the decomposition into K-ows could easily be non-integral. For example, if the capacities of every arc in the Figure 2 were unit instead of 2 units, then the same set of 2-paths as enumerated above w ould be used in the decomposition, except that in this case, each coe cient of the decomposition would be 0.5. Note that this is an example in which the maximum K-route ow i s i n tegral, but the decomposition into K-ows is not.
A Binary-search Algorithm for the K-route Flow Problem
In this section, we rst establish an interesting bottleneck property for the K-route ow problem.
The bottleneck property relies on Lemmas 1 and 2 below. This helps in establishing a fast algorithm for the K-route ow problem. We note that the converse of Lemma 2 is trivially true from the ow decomposition property of a K-route ow. This indicates an alternate de nition of a K-route ow as one in which the ow on any arc is at most 1=K of the total ow v alue from the source s to the sink t. Thus, it is possible to develop a linear programming formulation for the K-route ow problem, which i s e s s e n tially the same as the formulation for the maximum ow problem, except that there are also variable upper bound constraints on the ow into an arc. More precisely, the following is a linear programming formulation of the K-route ow problem. We can use successive binary search for p in the interval 0 U ] u n til we reach a n i n terval (a b) of size at most 1=m 2 . The binary search maintains the invariant that at least one or more break points lie in the interval being searched. Since the above result implies that the distance between two break points is at least 1=m 2 , it follows that there is a unique breakpoint in this range. This breakpoint i s a n i n tegral multiple of 1=r for some r lying in the range 1 m ] and the point p in this interval for which F l o w (p ) = K p . The resulting strategy requires O(log(m 2 U)) = O(log(nU)) maximum ow problems. Thus, we h a ve the following result.
Theorem 2 The maximum K-route ow may be obtained by solving O(log(nU)) maximum ow problems.
As we shall see later the above bound of O(log(nU)) maximum ow problems may actually betightened to O(log(K U )) maximum ow problems.
A consequence of Theorem 1 is a direct proof of Kishimoto's 4] max-ow/min-cut theorem for K-route ows. In the case of the oridinary maximum ow problem the maximum ow from s to t is equal to the minimum capacity o f a n y s-t cut. In order to develop the corresponding analogue for the K-route ow problem ,we need to de ne the notion of K-capacuty o f a c u t S S]. The minimum K-capacity o f a n y cut is de ned as follows:
Minimum-K-capacity = min S S] fmaxfK p: K p= u p S S]gg = min S S] K C a p S S] The above de nition is the dual problem of the K-route ow problem. We shall prove both the weak duality a s w ell as the strong duality results for the K-route ow problem.
Theorem 3 Weak Duality: (Kishimoto 4 ]) The value of a K-route ow is at most the Kcapacity of a cut. 
This proves the weak duality r e s u l t . 2
We shall now proceed to prove the strong duality results for a K-route ow. The strong duality result for a K-route ow i s a s f o l l o ws: Theorem 4 Strong Duality: (Kishimoto 4 ]) The maximum value of a K-route ow is equal to the minimum K-capacity of any cut.
Proof: Since we have already shown weak duality, it su ces to show the existence of a K-route ow x and a cut S S] such that the K-capacity of the cut is equal to the value of the ow x .
We rst consider the case when F l o w (U) K U . In this case the above result follows directly from the maximum ow m i n i m um cut result for network ows.
Let us now consider the case when F l o w (p) = K p for some p < U. Then, the value of the maximum K-route ow is simply K p. Let S S] be the minimum cut in G p . Note that the capacity of this cut in G p is also K p by the maximum ow-minimum cut theorem of network ows. Consequently, the K-capacity of the cut S S] is equal to the value of the maximum K-route ow. 2
A consequence of the max-ow/min-cut theorem for K-route ows is an improvement in the time boundof the binary search algorithm discussed in the previous section. This is because, we ) m log(n 2 =m) (log(U)) (log(K U ))).
A Primal-dual Approach
Theorem 4 helps in establishing another algorithm for the K-route ow problem which has the same worst case running time as the Kishimoto algorithm. However, the Kishimoto algorithm alsways requires K-applications of the maximum ow problem, whereas our technique requires K-applications only in the worst case. This is a primal-dual approach. In each iteration, we nd a primal solution (a ow) and a dual solution (a cut). In successive iterations we generate new pairs of primal and dual solutions until we nd a feasible primal and a feasible dual solution whose objective function values are equal. At this stage, the strong duality result implies that we have found the optimal solution and terminate. The algorithm is presented in Figure 4 . Note that each iteration requires the determination of the value of K C a p S i S i ] for some cut S i S i ]. As we h a ve already stated in a previous section, this can be easily accomplished in O(m log(n)) time by sorting the set of arcs in the cut.
The proof of correctness (and time bound) relies on the following two results. Proof: Since the algorithm always maintains the invariant that the maximum ow v alue in G p is at most K p , (Lemma 5) it follows that the number of truncated forward arcs in the minimum cut of G p is at most K. In order to show that the algorithm terminates in at most K iterations, we shall show that the number of truncated arcs increases by at least one in each iteration.
Suppose rst that the minimum cut in the ith iteration is the same as the minimum cut in the (i + 1)th iteration. Let p be the truncation parameter in the (i + 1)th iteration. Then:
The rst equality follows from the maximum-ow minimum-cut theorem for ordinary ows, and the last equality follows from the fact that S i and S i+1 are the same. As a result, the termination criterion (F l o w (p) = K p ) is satis ed, and the algorithm will terminate immediately.
Suppose next that the minimum cut changes from one iteration i to the next, it follows that decreasing the value of the parameter p i in the iteration i to the parameter p i+1 in the iteration (i + 1 ) decreases the capacity of the cut S i+1 S i+1 ] more than it decreases the capacity of the cut S i S i ]. Otherwise, S i S i ] w ould still be optimal at iteration (i+1 ) .Consequently, w e h a ve:
Let T i be the number of truncated arcs in the cut S i S i ] in the graph G p i . Reducing the parameter value to p i+1 reduces the capacity o f t h e c u t S i S i ] b y a t l e a s t T i (p i ; p i+1 ). Then, we h a ve:
Let T i+1 be the number of truncated forward arcs in the cut S i+1 S i+1 ] in the graph G p i+1 .
Reducing the parameter value from p i to p i+1 reduces the capacity of the cut S i+1 S i+1 ] by at most T i+1 (p i ; p i+1 ). Then, we h a ve:
Adding Equations 4, 5, and 6, we get:
It follows that T i+1 > T i . Consequently, it follows that in each iteration, the number of truncated arcs increases by at least one. Hence the algorithm terminates in at most K iterations. 2 6 Applications of K-route ows
In this section, we will discuss some applications of K-route ows. Speci cally, we will look at some generalizations of Birkho 's Theorem and the applicability of the K-route ow problem to a scheduling problem.
(1) Generalization of Birkho Theorem: A doubly stochastic n n matrix is a nonnegative matrix such that the sum of each r o w (and column) sums to one. A p e r m utation matrix is one which has exactly one unit entry in each r o w, and one unit entry in each column. Birkho 's theorem states that a doubly stochastic matrix can be expressed as a convex combination of permutation matrices. We consider matrices which are \approximately" doubly stochastic and provide necessary and su cient conditions for extending Birkho 's theorem to such matrices. We show that a variant of Birkho 's theorem can be generalized for matrices which are \balanced", that is, the ratio of maximum dimension sum to minimum dimension sum is not too skewed. We also discuss an extension of Birkho 's theorem to matrices which are not necessarily square.
(2) Application to a scheduling problem: We apply the multi-route ow problem to a scheduling problem. We s h o w h o w to use the multiroute ow problem in order to develop an optimal schedule.
Generalization of Birkho 's Theorem
We shall now discuss how Birkho 's theorem 2] may be generalized to matrices which are not doubly stochastic. Let bearealnumber at least equal to 1. An -approximately doubly stochastic matrix is one in which the sum of all entries is n, and the sum of each row (column) is at most . Thus, a 1-approximate doubly stochastic matrix is a doubly stochastic matrix. We de ne a k-partial permutation matrix as one which has exactly one unit entry in each o f k rows and exactly one unit entry in each o f k columns. All other entries are zero.
Theorem 7 (Generalization of Birkho 's theorem) An -approximately doubly stochastic matrix can be expressed as a non-negative linear combination of at most bn= c-partial permutation matrices.
Proof: This result may be proved by transforming the -approximately doubly stochastic matrix M = fm ij g into a network and then establishing a feasible K-route ow. Construct a bipartite network G = ( N 1 N 2 f s tg A ) in which e a c h n o d e i in N 1 corresponds to the row i, each node j in N 2 corresponds to the column j. Add a source node s and a sink node t. An arc exists from each source node s to each row node i and an arc exists from each column node j to each sink node t. An arc also exists from each row node i to each column node j. The ow x ij on each arc corresponds to the value m ij . The ow x si is equal to the row sum for each r o w i, while the ow x jt is equal to the column sum for each column j. (Thus mass balance constraints are satis ed by the ow x.) The total value of the ow from the source to the sink is equal to the sum of all the entries in the matrix which i s n units. Also the value of the ow o n a n y arc is at most n=bn= c units, since all row sums/column sums are at most . Thus, it follows that the ow o n e a c h arc is at most 1=(bn= c) of the total ow value. Then it follows from Lemma 2 that this ow is a bn= c-route ow. Consequently, it can bedecomposed into a non-negative linear combination of bn= c-ows. Each s u c h elementary ow in this non-negative linear combination corresponds to a bn= c-partial permutation matrix. 2 Theorem 8 (Converse of Theorem 7) Suppose that the sum of the entries of matrix M is n, and M can be expressed as a non-negative linear combination of k-partial permutation matrices. Then M is an n=k-approximate doubly stochastic matrix.
Proof: The proof of this requires the same transformation as the proof of Theorem 7, except that in this case, we transform M into a network in which a K-route ow exists. Then we use the reverse direction of Lemma 2 in order to show that the ow properties translate to an n=k-approximate doubly stochastic matrix. 2
We shall now extend the results to non-square matrices as well. Consider an m n matrix for m < n. (The case when m > n is exactly symmetric.) A non square m n semi-stochastic matrix is one in which the sum of each row is equal to 1 and the sum of each column is at most
1. An m n sub-permutation matrix (for m < n ) is one in which there is exactly one unit in each row, and exactly one unit in each o f m columns. All other entries are zero. (Thus n ; m columns are lled with zeroes.) Note that an m n sub-permutation matrix can be considered a submatrix of an n n permutation matrix.
Theorem 9 An m n semi-stochastic matrix can be expressed as a linear combination of m n sub-permutation matrices.
Proof: The proof of the above uses exactly the same transformation as used in Theorem 7. The ratio of the total ow to the maximum arc ow in the corresponding network will bem. Consequently, the ow can be decomposed into elementary m-ows. Each of these m-ows corresponds to an m n sub-permutation matrix. 2
We shall now state the theorem regarding stochastic matrices in a more general form. We give a decomposition theorem for any matrix for which t h e ratio between its minimum and maximum row/column sums is close enough to 1.
Theorem 10 (Weak Balancing theorem) Let 1 be t h e ratio of the maximum row/column sum to the minimum row sum in a n n matrix. Then, the matrix can be represented as a decomposition of bn= c-partial permutation matrices. Proof: This proof is again similar to that of Theorem 7 in which the argument relies on the ratio between the total ow to the maximum arc ow in the transformed network to beat least n= .
In matrix terms, this can betranslated to having the ratio between the sum of the entries of the matrix and the maximum row/column sum being at least n= . Let the maximum row/column sum bes. Then each r o w s u m m ust be at least s= . It follows that the sum of the entries in the matrix is at least n s= . Thus the ratio of the sum of the entries to the maximum row sum is at least (n s= ) s = n= . 2 
Application to a scheduling problem
In this section, we discuss how the maximum multiroute ow problem can be applied to a machine scheduling problem. Consider a set P of persons, J of jobs, and a set M of machines. For each job j 2 J there is an associated processing time c(j). For each job j, there is a unique machine m which can process job j. For each job j, there is a set P(j) of persons in P who can carry out job j. Jobs may be pre-empted and resumed. If they are pre-empted, they may be resumed with a di erent person, but must be on the same machine.
We address the following questions:
(1) Is it possible to complete all tasks while keeping all machines occupied throughout the process or keeping all people occupied throughout the process? (Such a schedule, if it exists, would be optimal.) (2) What is the minimum amount of time that it takes to process all the jobs?
Note that P j2J c(j)=minfjMj jPjg is an obvious lower bound on the completion time, and the bound is achievable in the above case. Next, we shall discuss how the optimal schedule may b e found in general. To transform the above problem into a network ow problem, we use the following transformation. We construct the network G = (N A ), where the node set N consists of a single source node s, a single sink node t, a node m for each machine in m 2 M , a node j for each job j 2 J , and a node p for each personp 2 P. The ow on each arc is analogous to the processing times spent. For each machine m 2 M , there is an arc (s m) with in nite capacity. The ow on this arc corresponds to the amount of time spent processing on machine m. If job j can be completed on machine m there is a directed arc (m j) with capacity c(j). The ow on this arc is the amount of processing of job j on machine m. If job j can becompleted by a person p, then there is an arc (j p) with in nite capacity. The ow on this arc corresponds to the amount of time spent o n job j by person p. For each person p, there is an arc (p t) with in nite capacity. The ow on this arc correspond s to the amount of processing by p e r s o n p. We note that any e l e m e n tary K-ow i n such a n e t work can be considered a schedule for 1 unit of time in which e v ery edge in the K-ow corresponds to the processing which is being completed on that arc. We shall now proceed to use this transformation in order to derive our results.
Theorem 11 Let K = minfjMj jPjg. Suppose that there i s a K-route ow from s to t with value P = P j2J c(j). Then there exists a schedule in which either every machine is kept busy at each moment in time or every person is kept busy in each moment of time.
Proof: Let us consider the case when jMj j Pj. The other case, when jMj > jPj is symmetric. Suppose that a K-route ow exists from s to t with value P j2J c(j). Thus K = jMj. Let x bea K-route ow from the source to sink. Thus, x can bedecomposed into a set of elementary K-ows. Each such elementary K-ow de nes a sub-schedule into which a complete schedule can be decomposed. Note that each such elementary K-ow m ust have a o w of one unit on each arc (s m) for each m 2 M . Thus, each machine is busy during each of the sub-schedules. Consequently, every machine is kept busy at each moment i n t i m e . 2
Let P = P j2J c(j) be the sum of the processing times. Let G = ( N A ) be the transformed network corresponding to the scheduling problem. We wish to nd a ow from the source to the sink of P units. For a given ow x, let r(x) be the maximum ow o n a n y a r c . Let x be a feasible ow o f P units from node s to node t, in which the bottleneck a r c o w r(x ) is minimized. Note that the bottleneck ow would be on an arc incident t o the source/sink node. (The ow on each arc (m j) for m 2 M and j 2 J is at most equal to the ow on the arc (s m), and the ow on the arc (j p) for j 2 J and p 2 P is at most equal to the ow on the arc (p t).) Then, some arc incident to the source or sink node must carry the ow r(x).
We shall now proceed to show that the minimum processing time is r(x ).
Theorem 12 The value r(x ) is a lower bound on the time required by an optimal schedule. Proof: Let In the last result, we s h o wed that r(x ) i s a l o wer bound on the time required for an optimal schedule. Next, we will show t h a t a s c hedule can be constructed whose value is exactly r(x ).
Theorem 13 Let x be the bottleneck ow in the transformed network G = (N A ). Then, a schedule exists with value r(x ).
Proof: Let K = bP =r(x )c. Add a source to sink arc (s t) to the transformed network, with a ow v alue such that the total ow from source to sink is K r(x ). By the de nition of K, the ow value on the the source-sink arc is at most r(x ). By the ow decomposition theorem of K-route ows (see Lemma 2) , this ow can be decomposed into a set of elementary K-ows. The total time required by the corresponding schedule is r(x ). Thus, we have constructed a schedule which has value r(x ). 2 
Factoring in Utility Functions
It is also possible to use the above formulation for the case when assignments of tasks to people or tasks to machines have given utility values. Let the assignment of person p to job j have utility value u(j p) per unit of processing. Each assignment o f a m a c hine m to job j has a utility v(m j) perunit of processing. A partially completed task is credited with corresponding partial utility. Among all schedules which can be completed in the minimum amount of time, we wish to nd the schedule with the maximum utility.
We again use exactly the same transformation as discussed in the previous sections, except that in this case we also associate costs with the arcs depending upon the utility of the assignments.
Speci cally, for each machine-job arc (m j), the cost associated with the corresponding arc is ;v(m j). Similarly, for each job-person assignment, the cost associated with the corresponding arc is ;u(j p). Let r(x ) bethe bottleneck ow in the network, when the ow from the source to the sink in the network is P j2J c(j). We nd the minimum cost ow in the network, with the additional constraint that none of the arcs may h a ve ow more than r(x ). This ow corresponds to a schedule with the maximum utility.
Conclusions and Summary
In this paper, we i n troduced a binary-search algorithm for the K-route ow problem that relies on the property that the ow o n e a c h arc in a K-route ow is no larger than a certain fraction (1=K) of the total ow v alue. The algorithm requires a time bound of O(minfK log(K U)g) maximum ow problems, which might be faster than the O(K) maximum ow problems required by the algorithm in 4]. We also presented a simple proof for the maximum ow-minimum cut theorem for the K-route ow problem. We discussed some applications of the K-route ow problem.
