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Abstract
In this paper we study the existence of minimal and maximal solutions of inclusion problems in
ordered topological vector spaces, and apply the obtained results to operator inclusions in ordered
Banach spaces and to differential inclusions.
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1. Introduction
In this paper we shall first apply fixed point results derived in [6] for multifunctions to
study the existence of maximal and minimal solutions of the inclusion problem Lu ∈ Nu,
where L is a single-valued mapping from a partially ordered set (poset) V onto a nonempty
subset P of an ordered topological vector space X, and N is a multivalued mapping from
V to the set 2P \ ∅ of all nonempty subsets of P .
The obtained results are then applied to the case when X is a reflexive lattice-ordered
Banach space which has the following properties (‘⇀’ denotes the weak convergence):
(N+) ‖x+‖ ‖x‖ for each x ∈ X, where x+ := sup{x,0}.
(W+) If xn ⇀ x in X, and if (x+n ) is increasing, then x+n ⇀ x+.
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to X such that equation Λx = y has for each y ∈ X least and greatest solutions which are
increasing with respect to y , if F :W → 2X \ ∅ is increasing in the sense defined later on,
and if the values of F are weakly sequentially closed and uniformly norm-bounded, then
the inclusion problem Λu ∈ Fu has maximal and minimal solutions.
If Ω is a σ -finite measure space, the space X = L2(Ω) ordered a.e. pointwise has the
properties assumed above for X. This allows us to prove in Sections 4 and 5 existence
results for differential inclusions.
2. Existence results for inclusion problems
Throughout this section we assume that X = (X,) is an ordered topological vector
space possessing the following property:
(C) Each well-ordered chain C of X whose increasing sequences converge contains an
increasing sequence which converges to supC.
For instance, if X is an ordered topological vector space which satisfies the sec-
ond countability axiom, then each well-ordered chain of X is separable, whence X
has property (C) by [7, Lemma 1.1.7]. Moreover, each ordered normed space equipped
with norm-topology or weak topology has property (C) by [7, Proposition 1.1.5] and by
[2, Lemma A.3.1].
We shall also need monotonicity concepts of multifunctions defined as follows.
Definition 2.1. We say that a multifunction G :P → 2P \ ∅ is increasing upwards if x, y
∈ P , x  y , and z ∈ Gx imply an existence of w ∈ Gy such that z  w. G is increasing
downwards if x, y ∈ P , x  y , and w ∈ Gy imply that z  w for some z ∈ Gx . If G is
increasing upwards and downwards we say that G is increasing.
The proofs of our results will be based on the following fixed point results for multi-
functions, proved in [6] by using a recursion method presented in [7].
Lemma 2.1 (Cf. [6, Proposition 2.1 and Lemma 2.2]). Let P be a sequentially closed subset
of X, and let G :P → 2P \ ∅ satisfy the following hypotheses.
(G0) The set P0 = {x ∈ P | x  y for some y ∈ Gx} is nonempty.
(G1) G is increasing upwards, the values of G are sequentially compact, and increasing
sequences of G[P ] =⋃{Gx | x ∈ P } of G converge in X.
Then G has a maximal fixed point x , i.e., x ∈ Gx , and x = y whenever y ∈ Gy and x  y.
Moreover, x is a maximal element of P0, and (G1) can be replaced by the following hy-
pothesis.
(G2) If xn  yn ∈ Gxn, n ∈ N , and if (yn) is increasing, then yn → y ∈ P0.
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the inclusion problem
Lu ∈ Nu. (2.1)
Proposition 2.1. Let V be a poset, let P be a sequentially closed subset of X, and let
L :V → P and N :V → 2P \ ∅ satisfy the following hypotheses.
(L) Least and greatest solutions of Lu = y exist and are increasing in y ∈ P .
(N) The values of N are sequentially compact and monotone sequences of the range N[V ]
of N converge in X.
(a) If Lu y for some u ∈ V and y ∈ Nu, and if N is increasing upwards, then (2.1) has
a maximal solution.
(b) If y  Lu for some u ∈ V and y ∈ Nu, and if N is increasing downwards, then (2.1)
has a minimal solution.
Given posets V and P and mappings L :V → P and N :V → 2P \ ∅, we say that
u+ ∈ V is a maximal solution of (2.1) if Lu+ ∈ Nu+, and if u+  u ∈ V and Lu+ 
Lu ∈ Nu imply that u+ = u. A minimal solution of (2.1) is defined similarly by reversing
order relations.
Proof. (a) Assume that the hypotheses of (L), (N), and (a) hold. These hypotheses imply
that the relations
V+ = max{u ∈ V | Lu = y, y ∈ P }, L+ = L|V+ and N+ = N |V+ (2.2)
define mappings L+ :V+ → P and N+ :V+ → 2P \∅ which have the following properties.
(i) L+ is a bijection and its inverse L−1+ is increasing.
(ii) N+ is increasing upwards, the values of N+ are sequentially compact and monotone
sequences of the range N+[V+] of N+ converge in X.
Define G+ :P → 2P \ ∅ by
G+x = N+L−1+ x, x ∈ P. (2.3)
We shall show that G+ satisfies the hypotheses (G0) and (G1) of Lemma 2.1. In view of
the first hypothesis of (a) there exist u ∈ V and z ∈ Nu such that Lu z. Denoting x = Lu
and v = L−1+ x , then u v. Since N is increasing upwards, there exists a y ∈ Nv such that
z y . Thus
x = Lu z y ∈ Nv = N+v = N+L−1+ x = G+x,
whence x belongs to the set P0 = {x ∈ P | x  y for some y ∈ G+x}. Consequently, G+
satisfies the hypothesis (G0).
To prove (G1), notice first that because L−1+ is increasing by (i) and N+ is increasing
upwards by (ii), then G+ = N+ ◦ L−1+ is increasing upwards. Let x ∈ P be given, and
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G+[P ] = N+L−1+ [P ] = N+[V+], whence increasing sequences of G+[P ] converge by (ii).
Thus (G1) holds.
The above proof shows that G+, defined by (2.3), satisfies the hypotheses (G0) and (G1)
of Lemma 2.1. Thus G+ has a maximal fixed point x+. Denoting u+ = L−1+ x+, then
Lu+ = L+u+ = x+ ∈ G+x+ = N+L−1+ x+ = N+u+ = Nu+,
whence u+ is a solution of (2.1).
To prove that u+ is a maximal solution of (2.1), assume that u ∈ V , Lu+  Lu ∈ Nu,
and u+  u. Denoting v = L−1+ Lu, then u v and Lv = Lu ∈ Nu. Since N is increasing
upwards and x+  z by Lv  z there exists a z ∈ Nv such that x+  z. Denoting w =
L−1+ z, then Lw = z ∈ Nv and v w, whence there exists a y ∈ Nw such that z y . Thus
x+  z y ∈ Nw = N+w = N+L−1+ z = G+z,
whence z belongs to the set P0 = {x ∈ P | x  y for some y ∈ G+x}. Because x+ is by
Lemma 2.1 a maximal element of P0 and x+  z, then x+ = z. Thus u+ = L−1+ x+ =
L−1+ z = w and u+  u  v  w imply that u+ = u. This proves that u+ is a maximal
solution of (2.1).
(b) The proof of the case (b) is dual to that of (a). 
The implicit assumptions of Proposition 2.1 that Lu  y (respectively y  Lu) for
some u ∈ V and y ∈ Nu can be replaced in certain ordered topological vector spaces by
properties of P defined as follows.
Definition 2.2. We say that a vector c of a subset P of X is a sup-center (respectively an
inf-center) of P if sup{c, x} (respectively inf{c, x}) exists and belongs to P for each x ∈ P .
If c is both a sup-center and an inf-center of P we say that c is an order center of P .
For instance, if X is a lattice-ordered Banach space, and if ‖x+‖ ‖x‖ for each x ∈ X,
where x+ = sup{0, x}, then the center of each closed ball P of X is its order center.
Now we are ready to prove the main result of this section.
Theorem 2.1. Let V be a poset, and let P be a sequentially closed subset of a lattice-
ordered topological vector space X with property (C) and the following property.
(C+) If xn → x in X, and if (x+n ) is increasing, then x+n → x+.
Assume that L :V → P satisfies the hypothesis (L) of Proposition 2.1, and that a multi-
function N :V → 2P \ ∅ has the following properties:
(N1) N is increasing and has sequentially closed values and a relatively sequentially com-
pact range.
(a) If P has a sup-center, then the inclusion problem (2.1) has a minimal solution.
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(c) If P has an order center, then the inclusion problem (2.1) has minimal and maximal
solutions.
Proof. (a) It suffices to consider the case when the zero-vector of X is a sup-center of P .
Let L+,N+ :V+ → P be defined by (2.2). The multifunction G+ := N+ ◦ L−1+ :P →
2P \ ∅ is increasing because N+ and L1+ are. If x ∈ P , then denoting u = L−1+ x we have
G+x = N+L−1+ x = N+u = Nu, whence G+x is sequentially closed because Nu is. More-
over, G+[P ] = N+L−1+ [P ] = N+[V+] ⊆ N[V ], so that G+[P ] is relatively sequentially
compact by (N1). Applying these properties of G+ and the property (C+) of X it can be
shown as in the proof of [6, Theorem 2.1], that the relation
Gx = {y+ | y ∈ G+x} (2.4)
defines a mapping G :P → 2P \ ∅ which satisfies the hypotheses (G0) and (G2) of
Lemma 2.1. Thus G has a maximal fixed point x . Denoting u = L−1+ x , then Lu = L+u =
x ∈ Gx , whence (2.4) implies that x = y+ for some y ∈ G+x . Thus y  x = Lu and
y ∈ G+x = N+L−1+ x = N+u = Nu, so that the set V1 = {u ∈ V | y  Lu for some y ∈
Nu} is nonempty. The hypotheses (L) and (N1) imply that the hypotheses (L) and (N)
of Proposition 2.1 are valid. Moreover, P is sequentially closed and N , as an increasing
multifunction is increasing downwards. Thus all the hypotheses of Proposition 2.1(b) are
satisfied, whence the inclusion problem (2.1) has a minimal solution.
The proof in the case (b) is dual to the above one, and (c) follows from (a) and (b). 
Remarks 2.1. Properties (C) and (C+) are valid if X is any of the following spaces
equipped with the norm topology.
(a) A finite-dimensional normed space ordered by a cone generated by a basis.
(b) lp , 1 p ∞, normed by p-norm and ordered coordinatewise.
(c) Lp(Ω), 1  p < ∞, normed by p-norm and ordered a.e. pointwise, where Ω is a
σ -finite measure space.
(d) A Hilbert space whose order cone is generated by an orthonormal basis.
(e) A weakly complete Banach lattice or a UMB-lattice (cf. [1,9]).
(f) A Sobolev space W 1,p(Ω) or W 1,p0 (Ω), 1 < p < ∞, ordered a.e. pointwise, where Ω
is a bounded domain in RN .
In the case when X is equipped with the weak topology we obtain as a consequence of
Proposition 2.1 and Theorem 2.1 the following results.
Corollary 2.1. Let P be a bounded and weakly sequentially closed subset of a lattice-
ordered reflexive Banach space X, and assume that L :V → P satisfies the hypothesis (L)
of Proposition 2.1, and that N :V → 2P \ ∅ is increasing and has weakly sequentially
closed values.
(a) If Lu y for some u ∈ V and y ∈ Nu, then (2.1) has a maximal solution.
S. Heikkilä / J. Math. Anal. Appl. 298 (2004) 94–105 99(b) If y  Lu for some u ∈ V and y ∈ Nu, then (2.1) has a minimal solution.
(c) If property (C+) of Theorem 2.1 holds with respect to the weak topology of X, then
(2.1) has a minimal solution if P has a sup-center, a maximal solution if P has an
inf-center, and both minimal and maximal solutions if P has an order center.
Proof. Since X is reflexive and P is bounded and weakly sequentially closed, then P is
weakly sequentially compact. This result and the hypothesis on the values of N ensure
that the hypotheses given for N in Proposition 2.1 and in Theorem 2.1 hold. Thus the
conclusions (a) and (b) follow from Proposition 2.1, and (c) from Theorem 2.1. 
Example 2.1. It is easy to see that X = Rm, ordered coordinatewise and equipped with
any p-norm, 1 p ∞, has the properties assumed for X in Theorem 2.1. Moreover, for
each c = (c1, . . . , cm) ∈Rm the set
P =
{
(x1, . . . , xm) ∈Rm
∣∣∣∣∣
m∑
i=1
|xi − ci |q Rq
}
, (2.5)
where q,R ∈ (0,∞), is sequentially closed and c is its order center. Thus the results of
Corollary 2.1 hold if P is defined by (2.5). P is not convex when q ∈ (0,1).
3. Application to an inclusion problem in ordered Banach spaces
In this section we shall study the solvability of the inclusion problem
Λu ∈ F(u), (3.1)
where Λ is a mapping from a poset W to an ordered Banach space X and F :W → 2X \ ∅.
As an application Theorem 2.1 we prove the following existence result.
Theorem 3.1. Let W be a poset, and X a reflexive lattice-ordered Banach space with
the properties (N+) and (W+) given in the introduction. Assume that Λ :W → X and
F :W → 2X \ ∅ satisfy the following hypotheses.
() Λu = y has least and greatest solutions which are increasing in y ∈ X.
(F) F is increasing and its values are weakly sequentially closed.
(F) ‖y‖  ψ(‖Λu‖) for all u ∈ W and y ∈ F(u), where ψ :R+ → R+ is increasing,
ψ(R) = R for some R > 0, and if s ψ(s), then s R.
Then the inclusion problem (3.1) has minimal and maximal solutions.
Proof. Let R > 0 be the constant in the hypothesis (F). Define
P := {y ∈ X | ‖y‖R} and V := {u ∈ W | Λu = y, ‖y‖R}. (3.2)
The growth condition (F) implies that for each u ∈ V and y ∈ F(u),
‖y‖ψ(‖Λu‖)ψ(R)R.
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Lu := Λu and Nu := F(u), u ∈ V, (3.3)
we obtain mappings L :V → P and N :V → 2P \ ∅. It follows from () that L satisfies
the hypothesis (L) of Proposition 2.1. N is increasing and has weakly sequentially closed
values by the hypothesis (F). The ball P , as a closed bounded and convex subset of a re-
flexive Banach space is weakly sequentially compact. Thus the range N[V ] of N is weakly
relatively sequentially compact. The hypothesis (W+) means that the hypothesis (C+) of
Theorem 2.1 holds when X is equipped with the weak topology. Moreover, property (N+)
of X ensures that the center of P is its order center.
The above proof shows that the hypotheses of Theorem 2.1(c) are satisfied when P , V ,
L, and N are defined by (3.2) and (3.3). Thus the inclusion problem Lu ∈ Nu has minimal
and maximal solutions u±, which by the definitions of L and N are also solutions of the
inclusion problem (3.1) in V . If u ∈ W is a solution of (3.1), then y = Λu ∈ F(u). Thus
the hypothesis (F) implies that
‖Λu‖ = ‖y‖ψ(‖Λu‖),
whence Λu R, i.e., u ∈ V by the properties assumed for ψ in (F). Thus each solution
of (3.1) belongs to V , so that the solutions u± are minimal and maximal solutions of (3.1)
in the whole W . 
As a direct consequence of Theorem 3.1 we get the result cited in the Introduction.
Corollary 3.1. Let W and X be as in Theorem 3.1. Assume that Λ :W → X satisfies the
hypothesis (), that F :W → 2X \ ∅ is increasing, and that the values of F are weakly
sequentially closed and uniformly bounded. Then the inclusion problem (3.1) has minimal
and maximal solutions.
Proof. Defining ψ(t) = R > sup{‖y‖ | y ∈ F(u), u ∈ W }, we see that the hypothesis
(F) holds. 
Remarks 3.1. Let X be one of the function spaces Lp(Ω), W 1,p(Ω), and W 1,p0 (Ω),
ordered a.e. pointwise, Ω being a domain in RN and 1 < p < ∞. According to
[6, Lemma 2.1], X is reflexive and lattice-ordered and has properties (N+) and (W+).
Thus the existence results of Sections 2 and 3 hold when X is one of the function spaces
listed above.
4. Applications to functional parabolic inclusion problems
Consider the functional parabolic initial-boundary value inclusion problem (IBVIP){Lu(x, t) = H(u) in Q = Ω × (0, τ ),
u = 0 on Γ = ∂Ω × (0, τ ), (4.1)
u = 0 in Ω × {0},
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2L2(Q) \ ∅. The operator L is a semilinear parabolic differential operator defined by
Lu(x, t) := ∂u(x, t)
∂t
−
N∑
i,j=1
∂
∂xi
(
aij (x, t)
∂u
∂xj
)
+ g(x, t, u(x, t)), (4.2)
where g :Q × R→ R and the coefficients aij ∈ L∞(Q) satisfy for all ξ = (ξ1, . . . , ξN )
∈RN ,
N∑
i,j=1
aij (x, t)ξiξj  κ |ξ |2 for a.e. (x, t) ∈ Q with some constant κ > 0.
We shall now define the concept of a weak solution of problem (4.1). As for the proofs of
the asserted properties of the spaces introduced below see, e.g., [2,10,11]. Let W−1,2(Ω)
denote the dual space of W 1,20 (Ω). Define the function spaceW0 by
W0 :=
{
w ∈ L2(0, τ ;W 1,20 (Ω))
∣∣∣∣ ∂w∂t ∈ L2
(
0, τ ;W−1,2(Ω))}, (4.3)
where the derivative ∂/∂t is understood in the sense of vector-valued distributions. En-
dowed with the norm
‖w‖W0 = ‖w‖L2(0,τ ;W 1,20 (Ω)) + ‖∂w/∂t‖L2(0,τ ;W−1,2(Ω)),
W0 is a reflexive Banach space, and the embedding W0 ⊂ L2(Q) is compact. The a.e.
pointwise ordering of L2(Q) is induced also in its subsetW0. Denote by ‖ · ‖2 the norm of
L2(Q). Let 〈· , ·〉 denote the duality pairing between the spaces L2(0, τ ;W−1,2(Ω)) and
L2(0, τ ;W 1,20 (Ω)). The relation
〈Au,ϕ〉 =
N∑
i,j=1
∫
Q
ai(x, t)
∂u
∂xi
∂ϕ
∂xj
dx dt, u,ϕ ∈ L2(0, τ ;W 1,20 (Ω)), (4.4)
defines a linear and bounded operator A :L2(0, τ ;W 1,20 (Ω)) → L2(0, τ ;W−1,2(Ω)).
Definition 4.1. We say that a function u ∈W0 is a weak solution of the IBVIP (4.1) if
there exits a y ∈ H(u) such that

〈
∂u
∂t
+ Au,ϕ〉+ ∫
Q
g
(
x, t, u(x, t)
)
ϕ(x, t) dx dt = ∫
Q
y(x, t)ϕ(x, t) dx dt
for all ϕ ∈W0,
u(x,0) = 0 in Ω.
(4.5)
The following result is proved in [4].
Lemma 4.1. Let the function g of the operator L satisfy the hypothesis:
(g) g is a Carathéodory function which satisfies the growth condition: |g(x, t, r)| 
m(x, t) + l(x, t)|r| for a.e. (x, t) ∈ Q, and all r ∈ R, where m ∈ L2+(Q) and l ∈
L∞+ (Q).
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and they are increasing in y . If u is any solution of (4.5) inW0, then
‖u‖2 
√
eτ(2‖l‖∞+1) − 1
2‖l‖∞ + 1
(‖m‖2 + ‖y‖2). (4.6)
By means of Theorem 3.1 and Lemma 4.1 we prove the following result.
Theorem 4.1. The IBVIP (4.1) has minimal and maximal weak solutions if g :Q×R→R
satisfies the hypothesis (g), and H :L2(Q) → 2L2(Q) \∅ satisfies the following hypotheses:
(H1) H is increasing and its values are weakly sequentially closed.
(H2) ‖y‖2 M + µ‖u‖α2 for all u ∈ L2(Q) and y ∈ H(u), where M > 0, µ > 0 and
α ∈ [0,1], and if α = 1, then µK < 1, where K =√(eτ(2‖l‖∞+1) − 1)/(2‖l‖∞ + 1),
l being the function in the hypothesis (g).
Proof. Define
X := L2(Q) and W := {u ∈W0 | u solves (4.5) for some y ∈ X}. (4.7)
Then for each u ∈ W there corresponds a unique y ∈ X such that u is a solution of (4.5).
Denoting by Λ this correspondence, and by F the restriction of H to W we get operators
Λ :W → X and F :W → 2X \ ∅. The notations (4.7) and Definition 4.1 imply that u is a
weak solution of (4.1) if and only if u ∈ W and Λu ∈ F(u).
It follows from Lemma 4.1 that Λ :W → X satisfies the hypothesis () of Theorem 3.1.
The hypothesis (H2) and inequality (4.6) imply that for each u ∈ W and y ∈ F(u) = H(u),
‖y‖2 ψ
(‖Λu‖2), where ψ(s) = M + µKα(‖m‖2 + s)α. (4.8)
The assumptions for the constants µ, K , and α in the hypothesis (H2) imply that the re-
striction of F of H to W satisfies the hypothesis (F) of Theorem 3.1 when ψ is given by
(4.8). The hypothesis (H1) ensures that the hypothesis (F) of Theorem 3.1 holds. Because
X = L2(Q) is by Remarks 3.1 reflexive and lattice-ordered and has properties (N+) and
(W+), the inclusion problem Λu ∈ F(u) has by Theorem 3.1 minimal and maximal solu-
tions in W . In view of Definition 4.1 and the choice (4.7) of W and X these solutions are
minimal and maximal weak solutions of the IBVIP (4.1). 
Theorem 4.1 implies when µ = 0 in (F2) the following result.
Corollary 4.1. The IBVIP (4.1) has minimal and maximal weak solutions if g :Q×R→R
satisfies the hypothesis (g), and if H :L2(Q) → 2L2(Q) \ ∅ is increasing and its values are
weakly sequentially closed and uniformly norm-bounded.
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In this section we shall apply Theorem 3.1 to the following functional elliptic boundary
value inclusion problem (BVIP):{
−∑Ni,j=1 ∂∂xi (aij (x) ∂u∂xi )− g(x,u(x)) ∈ F(u) in Ω,
u = 0 on ∂Ω, (5.1)
where g :Ω × R→ R and F :L2(Ω) → 2L2(Ω) \ ∅, Ω ⊂ RN being a bounded domain
with Lipschitz boundary ∂Ω , and with coefficients aij ∈ L∞(Ω) satisfying for a.e. x ∈ Ω ,
for all ξ = (ξ1, . . . , ξN ) ∈RN and for some γ > 0,
N∑
i,j=1
aij (x)ξiξj  γ |ξ |2. (5.2)
Definition 5.1. Denoting
a(u, v) :=
∫
Ω
N∑
i,j=1
aij (x)
∂u(x)
∂xi
∂v(x)
∂xj
dx, u, v ∈ W 1,20 (Ω), (5.3)
we say that u ∈ W 1,20 (Ω) is a weak solution of (5.1) if there exists a y ∈ F(u) such that
a(u, v)−
∫
Ω
g
(
x,u(x)
)
v(x) dx =
∫
Ω
y(x)v(x) dx ∀v ∈ W 1,20 (Ω). (5.4)
Assuming that L2(Ω) and W 1,20 (Ω) are equipped with a.e. pointwise ordering we have
the following result.
Lemma 5.1. Assume that g :Ω ×R→R satisfies the following hypothesis:
(g) g is a Carathéodory function and |g(·, r)|m ∈ L2(Ω) for all r ∈R.
Then (5.4) has for each y ∈ L2(Ω) least and greatest solutions in W 1,20 (Ω), and they are
increasing in y . If u ∈ W 1,20 (Ω) is a solution of (5.4), then
‖u‖L2(Ω) 
c2
γ
(‖m‖L2(Ω) + ‖y‖L2(Ω)), (5.5)
where γ is the constant in (5.2) and c is the constant of the Poincaré–Friedrichs inequality:
‖u‖L2(Ω)  c‖∇u‖L2(Ω) ∀u ∈ W 1,20 (Ω). (5.6)
Proof. The existence and monotonicity assertions follow from [3, Lemma 3.2]. To prove
(5.5), let u be a solution of (5.4). Applying the hypothesis (g) and relations (5.2), (5.3),
(5.4), and (5.6) and the Hölder inequality we obtain
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L2(Ω)  c
2‖∇u‖2
L2(Ω) 
c2
γ
a(u,u)= c
2
γ
∫
Ω
(
g
(
x,u(x)
)+ y(x))u(x) dx
 c
2
γ
∥∥g(·, u(·))+ y∥∥
L2(Ω)‖u‖L2(Ω)
 c
2
γ
(‖m‖L2(Ω) + ‖y‖L2(Ω))‖u‖L2(Ω). 
As an application of Theorem 3.1 and Lemma 5.1 we prove the following existence
result.
Theorem 5.1. The BVIP (5.1) has minimal and maximal weak solutions if the hypothesis
(g) of Lemma 5.1 holds for g :Ω ×R→R and if a multifunction F :L2(Ω)→ 2L2(Ω) \ ∅
satisfies the following hypotheses:
(F1) F is increasing and its values are weakly sequentially closed.
(F2) ‖y‖L2(Ω) M + µ‖u‖αL2(Ω) for all u ∈ L2(Ω) and y ∈ F(u), where M > 0, µ 0,
and α ∈ [0,1], and α = 1 then c2µ< γ , where γ is the constant in (5.2) and c is the
constant of the Poincaré–Friedrichs inequality (5.6).
Proof. Choose X := L2(Ω), and let W be the set of all solutions of (5.4) in W 1,20 (Ω).
Then for each u ∈ W there corresponds a unique y ∈ X such that u is a solution of (5.4).
Denoting by Λ this correspondence, and restricting F to W we get operators Λ :W → X
and F :W → 2X \∅. The above notations and Definition 5.1 imply that u is a weak solution
of (5.1) if and only if u ∈ W and Λu ∈ F(u).
According to Lemma 5.1 the equation Λu = y has for each y ∈ X least and greatest
solutions which are increasing in y . Thus the hypothesis () of Theorem 3.1 is valid.
Moreover, it follows from (5.5) that
‖u‖L2(Ω) 
c2
γ
(‖m‖L2(Ω) + ‖Λu‖L2(Ω)), ‖u‖ ∈ W. (5.7)
Applying this inequality and the hypothesis (F2) we get for all u ∈ W and y ∈ Fu,
‖y‖L2(Ω) M + µ‖u‖αL2(Ω) M +
µc2α
γ α
(‖m‖L2(Ω) + ‖Λu‖L2(Ω))α.
In view of this inequality we obtain for all u ∈ W and y ∈ Fu,
‖y‖L2(Ω) ψ
(‖Λu‖L2(Ω)), where ψ(s) = M + µc2αγ α
(‖m‖L2(Ω) + s)α. (5.8)
It is easy to show that the function ψ in (5.8) has the properties given in the hypothesis
(F) if α ∈ [0,1) or if α = 1 and c2µ < γ , as assumed in (F2), whence the restriction of
F to W satisfies the hypothesis (F) of Theorem 3.1 when X = L2(Ω). The hypothesis
(F) of Theorem 3.1 holds by the hypothesis (F1). Because X is by Remarks 3.1 reflexive
and lattice-ordered, and has properties (N+) and (W+), the inclusion problem Λu ∈ F(u)
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minimal and maximal weak solutions of the BVIP (5.1). 
As a special case of Theorem 5.1 when µ = 0 in the hypothesis (F2) we get the follow-
ing result.
Corollary 5.1. The BVIP (5.1) has minimal and maximal weak solutions if the hypothesis
(g) of Lemma 5.1 holds for g :Ω ×R→R and if a multifunction F :L2(Ω)→ 2L2(Ω) \ ∅
is increasing and its values are weakly sequentially closed and uniformly norm-bounded.
Remark 5.1. As for other fixed point results for multivalued functions in ordered spaces
and their applications to elliptic problems see, e.g., [5,6,8].
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