Abstract-The performance of a parallel algorithm depends in part on the interconnection topology of the target parallel system. An interconnection network is called reconfigurable if its topology can be changed between different algorithm executions. Since communication patterns vary from one parallel algorithm to another, a reconfigurable network can effectively support algorithms with different communication requirements. In this paper, we describe how to generate a network topology that is optimized with respect to the communication patterns of a given task. The algorithm presented takes as input a task graph and generates as output a topology that closely matches the given input graph. The topologies generated by our algorithm are analyzed with respect to optimum interconnection topologies for the best, worst, and average cases. Simulation results verify the average case performance prediction and confirm that, on the average, the optimum topologies are generated.
I. INTRODUCTION
HE performance of a parallel algorithm depends on how T well its communication characteristics match the interconnection topology of the parallel system. Since different algorithms exhibit different communication patterns, one task in designing parallel systems centers on developing a network topology that is suitable for various communication requirements. A common approach is to statically connect processing elements in a regular pattern to guarantee certain properties such as small diameter, easy routing and expansion, or low congestion [ 11, [ 2 ] . General-purpose parallel systems with static interconnection networks, however, have several limitations. The first limitation is the computationally intractable problem of mapping an algorithm onto a parallel system for reasonable optimization criteria [3] . The second limitation is that, although one interconnection topology may be ideal for a set of algorithms, it may introduce unacceptable communication delays for other algorithms, even with the best possible mapping. The third limitation is that developing parallel algorithms that closely match the interconnection topology of a target parallel system is a difficult task. A parallel system with a network whose interconnection topology can be configured Manuscript received June 17, 1986; revised November 21, 1986 . This work was supported in part by Grants NSF DCR 8501482, NSF MCS-8219196-CER, and ARO DAA-29-84-k-0061.
The authors are with the General Robotics and Active Sensory Processing Group, Department of Computer and Information Science, Moore School of Electrical Engineering, University of Pennsylvania, Philadelphia, PA 19104. IEEE Log Number 8717696. to match the communication characteristics of an algorithm remedies these limitations [4] . An interconnection network is called reconfigurable if its topology can be altered between different algorithm executions or even between different phases of the same algorithm execution. Several architectures for such networks have been proposed or built, most of which limit the number of different interconnection topologies. These include the MPP [5] and the CHiP [6] computers. Recently, however, more general reconfigurable networks based on optical components have been described [7] , [8] . These can be configured into any topology in which the number of communication links connected to a processor is less than or equal to some constant r and are therefore called r-reconfgurable networks. This paper assumes an r-reconfigurable network.
We assume that the network topology realized by the rreconfigurable network remains static throughout the execution of an algorithm. The task is then to choose a network topology that matches the communication requirements of the algorithm. Note that there is some debate as to what it means for a topology to match the communication requirements of an algorithm [2] . In this paper, we adopt Bokhari's [9] definition of an optimum topology as one that maximizes the number of communicating tasks that fall on pairs of directly connected processors. To simplify the problem, we assume that the amount of communication between different tasks is uniform. However, even with this simplification, we show that the corresponding optimization problem is NP-complete. We also show that the heuristic algorithm used to solve the uniform communication problem needs only slight modifications to solve the weighted cost problem. Other optimization criteria are discussed at the end of the paper.
The rest of the paper is organized into three major sections. The next section defines the synthesis problem and shows that it is NP-complete. Section 111 presents an algorithm that finds suboptimum solutions to the problem. Section IV analyzes the best, worst, and average case performance of the algorithm. The paper concludes with discussion on the direction for future research.
THE SYNTHESIS PROBLEM
The following definitions are used throughout the rest of this paper [lo] . Let G = { V(G), E(G)} be a graph with node set V(G) and edge set E(G). A subgraph H of G is a graph having all of its nodes and edges in G . A spanning subgraph is a subgraph containing all of the nodes of G. A graph is connected if every pair of nodes are joined by a path. A Let a and b be integers such that 0 I a 5 6. A graph G is called an [a, 61- F) . If a = 0 and b = r , we call such a factor a deficient r-factor. The deficiency 6 of a deficient r-factor F is defined as
= r -& ( x ) .
.
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A maximal deficient r-factor is an r-factor with the maximum number of edges. As an illustration, consider the graph G in Fig. 1 . Factor F in Fig. 1 is a maximal deficient 3-factor of G. The deficiency of this factor is 13.
The cost function and the corresponding synthesis problem are stated as follows.
Given A connected and undirected graph G = { V(G), E ( G ) } with n nodes; A set of n nodes V(P); A bijective function g: V(G) + V(P); and An integer r 2 2 Find A function c:
= 1 ) is a connected graph with dp(u) I r for all U E V(P), and
G is a task graph that represents the algorithm to be executed on the system. The nodes in the graph correspond to individual tasks and an edge between two nodes signifies that communication occurs between these two tasks. The processor system is also represented as a graph with nodes corresponding to processors and edges corresponding to communication links. The problem is to find the set of edges that maximizes the number of pairs of intercommunicating tasks that fall on pairs of directly connected processors. At the same time, because of the limited number of links each processor can access, the degree of each node must be bound. The resultant graph must also be connected since a message sent to a processor that is not directly connected to a source processor must be forwarded through intermediate processors. Graphs meeting these conditions are called r-degree constrained connected graphs (r-DCCG). The problem of finding such graphs is referred to as the r-DCCG problem.
A problem related to the r-DCCG problem is the r-degree bounded connected subgraph (r-DBCS) problem [ 1 11. The r-DBCS problem is to find a connected spanning subgraph of a given graph such that the number of edges in the subgraph is greater than or equal to some constant k and that the degree of each node in the subgraph is less than or equal to r . The r-DBCS problem differs from the r-DCCG problem since r-DCCG's need not be subgraphs. Consider again the graphs in Fig. 1 . The factor F can be connected by adding edges (2, 5) and (7, 8) to form a 3-DCCG. However, no 3-DBCS exists since either edge (3, 4) or (4, 5 ) needs to be deleted. The deletion of one of these edges makes it impossible to remove any edge from node 6 without disconnecting the graph.
Although the r-DCCG problem differs from the r-DBCS problem, there are cases where the solutions are the same. If a graph G with n nodes has an r-DBCS H such that I E(H)I = Lnr/2J edges, then H is also a solution to the r-DCCG problem since the maximum cardinality of any r-DCCG is Lnrl 2J. Conversely, if a graph G has an r-DCCG F such that the cardinality of F is Lnr/2J, then Fmust be an r-DBCS of G with a maximal number of edges. In particular, if r = 2 and k = n, both the r-DBCS and the r-DCCG are equivalent to the Hamiltonian Circuit problem [ 1 I]. Since the Hamiltonian Circuit problem is NP-complete [ 121, the r-DCCG problem is also NP-complete. It has also been shown in [13] that the r-DBCS problem restricted to k = Lnr/2] is NP-complete for any fixed r 2 2. Therefore, the r-DCCG problem is NPcomplete for any fixed r 2 2.
THE ALGORITHM
Although the r-DCCG problem is NP-complete, there is a polynomial time solution if the restriction that the resultant graph be connected is removed. This is accomplished by observing that the number of edges in a maximal deficient rfactor of G gives an upper bound on cardinality. Such a maximal deficient r-factor can be found using a polynomial time graph matching algorithm [ 141-[ 161. Using this matching algorithm, we develop an algorithm for finding suboptimal r-DCCG's. After finding a maximal deficient r-factor, the components of the factor are connected using heuristics. These heuristics must guarantee that discontinuities are not introduced when deleting edges between nodes within a component. We now develop and analyze one such heuristic.
In the following description of the algorithm, a bridge of a graph is an edge whose removal increases the number of components. We note that if a component consists only of bridge edges, it is a tree and thus has at least two nodes with degree I . Hence, every regular graph with degree greater than input = a connected graph C and an integer r22 output = a r-DCCG C Use a matching algorithm to fmd a maximal deficient r-factor of G. Let F be a set of connected components in the factor /* CLUSTERING STEP --Cluster Components by Adding Edges Only */ while there is more than one non-regular component in F do one has at least one nonbridge edge. These two properties are used in Theorem 1 to show that the algorithm is correct. Fig. 2 (a) and (b) shows the algorithm. The idea is first to find a maximal r-factor of G using a polynomial time graph matching algorithm given in [ 161. The connected components of the factor are then clustered into larger components by adding edges between nodes with degree less than r until no more components can be combined in this manner. The resulting components include at most one nonregular component, and all other components are regular. The algorithm next selects the nonregular component, if it exists, or an arbitrary component, otherwise. Then, it selects another component such that there is an edge in the original graph G between the two selected components. Function connectl tries to merge these two components using the edge in G . If it is not possible to use that edge, function connect1 merges the two components by adding an edge between different nodes. After the first two components are merged into a component C, the remaining components are merged into C one at a time using function connect2. Note that after the execution of the synthesis algorithm, there may still exist nodes with degree less than r. Edges can be added to these nodes; however, they do not increase the cardinality.
The
following two theorems show that the algorithm is correct and that its running time is in O(n(E(G)I).
Theorem 1: The synthesis algorithm is correct. Proof: To be correct, the algorithm must guarantee that a) every node in the resultant graph has degree less than or b) the algorithm terminates, and c) the resultant graph is connected.
The fact that a) is true is trivial since the algorithm adds edges between nodes with degree less than r, by removing edges first if necessary. To see that b) is true, note that the clustering step terminates since the number of connected components in a maximal deficient r-factor F is finite, and each iteration reduces the number of nonregular components in F by one. Similarly, the connection step terminates since there is only a finite number of components in F after clustering and one component is removed after each call to connect2. To see that c) is true, first note that functions connect1 and connect2 remove only nonbridge edges, and thus, they never partition connected components. Function connectl connects C and C' since C' is a regular component and thus has a nonbridge edge, and C has a node with degree less than r or has a nonbridge edge. Thus, an edge can always be added to connect C and C' . Each time a regular component is connected to C, the resulting component is nonregular. Thus, function connect2 also always successfully connects C and a regular component C' . Therefore, the resultant graph is connected. 
IV. ANALYSIS OF THE SYNTHESIS ALGORITHM
The next three sections analyze the best, worst, and average cardinalities of the topologies produced by our algorithm for an arbitrary input graph with n nodes and e edges.
A . Best Case
For a given r, the largest possible cardinality that can be achieved by our algorithm for a graph with n nodes and e edges is simply min (e, Lnr/2]). If e < Lnr/2], the algorithm generates an optimal topology when the original graph with e edges is an r-degree constrained graph. If e 2 Lnr/2j, there exists a graph with e edges that has a connected r-degree constrained spanning subgraph with Lnr/2J edges. Thus, the largest possible cardinality is min (e, Lnr/2J).
B. Worst Case
For any given graph, we now determine both the worst case cardinality of a synthesized topology and how close the topology comes to the optimum topology. Since the optimum cardinality is not known, an exact answer is impossible. However, the cardinality of the maximal deficient r-factor is at least as large as the cardinality of the optimum connected topology. Therefore, the cardinality of the maximal deficient r-factor is an upper bound on the optimum cardinality. In addition, the loss in cardinality due to connecting the components of the factor can be bounded. Hence, we can determine how close the topologies generated by our algorithm come to realizing the cardinality of an optimum topology in the worst case. We first bound the maximum reduction in cardinality due to the connection algorithm and then show that the bound is tight.
Lemma I : Let G be a nonempty r-regular graph, where r 2 2. Suppose G has a node U such that all edges in G incident with U are bridges. Then, r must be greater than 2 and C has more than 3(r + 1) nodes.
Proof: If r = 2, then G is a cycle and thus it cannot have a bridge. Therefore, r > 2. Since U is incident with only bridges and G is r-regular, U must be adjacent to r distinct rregular components (see Fig. 3 ). Since the minimal size of any r-regular component is r + 1, G has at least r(r + 1) + 1
Theorem 3: Given a deficient r-factor F, the loss in cardinality due to the connection step of the algorithm is less than Ln/(r + 1)j.
nodes, which is greater than 3(r + 1).
0
Proofi Since the minimum size of a regular component is r + 1 and since there is at most one nonregular component after the clustering step, there are at most Lnl(r + 1)J + 1 components in F immediately after the clustering step. The component C after connectl is nonregular and it remains nonregular throughout each iteration of the second while loop in Fig. 2(a) . Since C is nonregular, each remaining regular component can be connected to C using the function connect2 with cardinality loss at most one. Thus, it suffices to show that if the cardinality loss due to connectl is k , where k = 0, 1 or 2, then there are less than Ln/(r + 1)j -k regular components left in F after connectl.
Let (UO, UO), where u0 E C and uo E C ' , be the edge in G that is passed as an argument to the function connectl. Let ( U , U), where U E C and U E C' , be the edge added to connect C and C' . k = 0: Since the regular component C' connected to C using connectl has at least r + 1 nodes, at most L(n -(r + I ) ) / ( r + 1)J = Ln/(r + I)] -1 regular components are left in F after connectl. k = 1: Since C' is regular, an edge must be removed from C'. Thus, k = 1 implies that either 1) (U, U) E E ( G ) and an edge incident with U is removed from C, or 2) (U, U) @ E ( G ) and the degree of U in C before connectl is less than r. In I), the fact that an edge incident with U needs to be deleted implies that &(U) = r and thus C has at least r + 1 nodes. Since C' also has at least r + 1 nodes, the resultant component must have at least 2(r + 1) nodes. Thus, at most L(n -2(r + l))/(r + l)j = Ln/(r + 1)J -2 regular components are left in F after connectl. In 2), since connectl tries to use the edge (UO,
all of the edges incident with either u0 E C or uo E C' are bridges. The former implies that C has at least r + 1 nodes, and the latter implies that C' has at least 3(r + 1) nodes (Lemma 1). In either case, the resultant component has at least 2(r + 1) nodes. 
Corollary I: The loss in cardinality due to the connection step of the algorithm is less than or equal to the number of components in F after clustering.
Proof: Function connectl connects two components and reduces the cardinality by at most two. Each call to function connect2 reduces the cardinality by at most one for each Therefore, the algorithm will perform better on the average if the clustering minimizes the number of components. One way to achieve this is to sort the components of F in decreasing order of deficiency and then cluster components with the largest deficiencies first.
Corollary 2: Given a task graph G, let Coplimum(G, r ) be the component.
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For graphs constructed as above, we now show that any connection algorithm will reduce the cardinality by the bound given in Theorem 3. First, at least one edge needs to be removed from each regular component. Second, the only edges that increase the cardinality during the connection step are those incident with u0. Third, an edge incident with uo cannot be used without first removing another edge incident with U,. Hence, the connection of each of the r-regular components, except the one with uo, to another component will decrease the cardinality by at least one.
We next bound the worst case cardinality of a maximal deficient r-factor of an In the case where G is an r + 1-regular graph, a maximal deficient r-factor can be generated by first finding a maximal 1 -factor F of G and then deleting the corresponding edges of F from G. After deleting these edges, G has 21 E(F)I nodes with cardinality of an optimum r-DCCG. Let Cachieved(G, r) be the cardinality of the r-DCCG generated by our algorithm for the given G and r. Then,
Proof:
The proof follows from Theorem 3 since Coptlmum(G, r) is less than or equal to the number of edges in a maximal deficient r-factor.
0
Although our connection algorithm is not optimal, we can show that the worst case performance of our algorithm equals that of any algorithm. That is, for every n and r, there exists a graph with a maximum deficient r-factor such that the connection of this factor using any algorithm reduces the cardinality by Ln/(r + 1)j -1. We now explain how to construct such a graph given n and r. Letting m = In/(. + l)], we first construct m r-regular graphs, each with r + 1 nodes. Then, let G' be the union of these regular graphs and a connected graph called C with n -m(r + 1) nodes. We note that C may be empty; however, if C exists, it contains at least one node U such that 4' (U) < r. Choose one node from each of the m regular components and label them as ui,
where (u0, U) is omitted if C is empty. One maximal deficient r-factor of G consists of the edges in the regular graphs and a maximal deficient r-factor of C. This factor has Ln/(r + l)J + 1 (or In/(. + l)] if C is empty) connected components.
The component with uo can be connected to C without any loss in cardinality. To connect the remaining Ln/(r + 1)J -1 regular components, one edge has to be removed from each of them. Hence, the total reduction in cardinality is Ln/(r + l)J -1. As an example, Fig. 4(a) shows a graph G for n = 23, r = 3 and its maximal deficient 3-factor F. Fig. 4(b) shows the graph after F has been connected using our algorithm. degree r and n -21 E(F)I nodes with degree r + 1. From each of the nodes with degree r + 1 we delete an edge. The deletion of an edge from each node with degree r + 1 results in a deficient r-factor. The deficiency of the resulting factor is less than n -21E(F)I. Thus, to bound the deficiency we need to know the smallest value that IE(F)I can take on. This value has been studied thoroughly by Bollobas [18] and the following lemma is due to him. From this lemma, Theorem 4 follows directly.
Lemma 2: (Bollobas) where h ' is the least even (or odd) integer not less than h if r is 
Several observations make it easier to predict the behavior of the equations in the preceding lemma. The first observation is that the maximum possible number of edges in a 1-factor is Ln/2j. A factor with this many edges leads to an r-regular graph with zero deficiency. The second observation is that the number of edges in a 1-factor increases with the edge connectivity of the graph until it reaches the maximum value Ln/2Jl The bound on the number of edges also increases as r increases. As an example of the range of values that the equations in Lemma 2 take on, let us consider graphs with r = 4 and edge connectivity of one. Here, 2m,(n, 4, 1) 2 5 n / l l and hence the deficiency of an r-factor of an r + 1-regular graph varies between 0 and approximately nll 1 . 6 is maximum when ( R I J = n and (R21 = 0, which implies 6 5 n. U The next theorem bounds the least number of edges a maximal deficient r-factor can have for an [a, b] -graph G, where a < rand b 2 r. Note that since some nodes of G have degree less than r, the most number of edges any maximal deficient r-factor can have is min (dc(x), r).
x E V ( G )
Theorem 6: Suppose G is an [a, a + s]-graph, where a < r a) If r -1 I r/(a + s -r), then there exists a deficient rand a + s > r.
factor F such that
, then there exists a deficient rfactor F such that
Proof: To show these bounds, we embed G into a [z, a
accomplished by adding extra nodes to G and then adding edges between these extra nodes and the nodes in G with degree less than z. We let z be r for a) and d for b).
a) r -1 I r/(a + s -r): Embed G into an [r, a + SIgraph C '. Let U be the set of edges in E (G ') that are not in E(G). Since r -1 I r/(a + s -r), Lemma 3 states that
Furthermore, for all nodes x E G with dc(x) 2 r, we have dF(x) 2 r -1. Therefore, (1) follows.
graph C' and define the set U as in part a). Since d was chosen (x)). Thus, the number of edges of F that are incident with nodes whose degree in G is less than d is at least where
Furthermore, for every node y such that dc(y) 2 d, we 0 Theorem 6 states that if r -1 I r/(a + s -r), then the difference between the maximum number of edges a deficient r-factor could have and the number of edges it might actually have is less than or equal to n, the same result as obtained in Theorem 5. This is surprising since in Theorem 6 some nodes have degree < r, whereas in Theorem 5 all nodes have degree greater than r -1.
If both a and b are greater than r but b is such that Theorem 5 does not apply, we can bound the least number of edges in a maximal deficient r-factor by using the embedding technique of Theorem 6 . This bound is shown in the next theorem.
Theorem 7: Let G be an [a, a + s]-graph, where a 2 rand
Then, there exists a deficient r-factor F such that have dF(y) 2 r -1. Therefore, (2) follows.
where where d is the least integer such that r -
that G ' has an [r -1, r]-factor. The rest of the proof is analogous to that of the r -1 > r/(a + s -r) case of the Equation (2) in Theorem 6 and (3) in Theorem 7 show that if the difference between the minimal degree and maximal degree of node in a graph is large, then the least number of edges a maximal deficient r-factor can have is small. Consider, for example, the star graph G on n nodes. It has a minimal degree of 1 and a maximal degree of n -1; the number of edges in a maximal deficient r-factor of G is only r.
The lower bound also depends on the relative number of nodes with minimal degree; that is, the more nodes with degree less than r or d, the smaller the bound becomes. previous theorem.
C. Average Case
We use random graphs to determine the performance of our algorithm. A random graph is defined as a graph in which the probability of an edge between two nodes is fixed. We say that almost every random graph has a given property if the probability of a random graph having that property approaches 1 as the number of nodes in the graph approaches infinity [20] .
To apply well-known results from random graph theory in analyzing our algorithm for the average case, we assume that the graph synthesized by our algorithm can be treated as a random r-regular graph. This assumption seems reasonable since the input to our algorithm is a random graph and the resultant r-regular graph is generated by deleting and adding edges to the input graph. Furthermore, simulation results described in the next section confirm this assumption.
To determine the average case performance, we need to determine the expected cardinality of a maximum deficient rfactor and also the expected reduction in cardinality due to the connection process. The cardinality of a maximum deficient rfactor has been characterized by Shamir and Upfal [21] as follows: if almost every random graph G , with nr even, has a minimal degree of r, then almost every graph G has a maximal deficient r-factor with cardinality nr/2. Thus, for almost every random graph used as input with a minimal degree greater than or equal to r, its maximal deficient r-factor will have Lnr/2J edges. Our algorithm diverges from optimality during the connection process. In particular, the algorithm does not minimize the reduction in cardinality during the connection step. However, as shown in Theorem 3, the reduction is less than or equal to Ln/(r + l)J -1. One would expect that on the average the reduction would be less than Ln/(r + l)J -1. Indeed, Wormald [22] has shown that if r 2 3 then almost every random r-regular graph is r-connected. Since graphs generated by the maximal matching algorithm are assumed to be random r-regular graphs, graphs generated by the graph factoring step of our algorithm should be r-connected and hence 1-connected. Therefore, for r 2 3, graphs with minimal degree greater than or equal to r should have cardinality Lnr/ 2J when mapped onto the topology generated by our algorithm.
I ) Simulation Results: Simulation studies were conducted 
to determine the applicability of the average case performance prediction. The simulation study consisted of generating random task graphs and using them as input to the algorithm described in Section 111. The algorithm was used to generate rregular processor graphs for r = 3, 4, 6, 8, and 16. Task graphs with 25, 49, and 100 nodes were generated. The probabilities used were 0. 15, 0.2, 0.25, 0.30, 0.35, 0.45, 0.55, 0.65, 0.75, 0.85, 0.95 for 25 nodes, 0.075, 0.1, 0.15, 0.2, 0.25, 0.35, 0.55, 0.75, 0.95 for 49 nodes, and 0.04, 0.05, 0.06, 0.08, 0.1, 0.2, 0.3, 0.5, 0.7, 0 .9 for 100 nodes. For a particular r, task graphs were generated using only probabilities that are greater than r/(n -1) to ensure that the average degree of nodes in the task graph was greater than or equal to r. Graphs with an average degree less than r were not used since most nodes in such graphs have degree less than or equal to r. Ten task graphs for each probability were generated and used as input to the synthesis algorithm.
For each graph used as input, a number of statistics were gathered. A bound on the maximum cardinality for the graph was calculated using the following equation
The cardinality of the resultant r-DCCG, which is a tighter upper bound for a given graph, was also determined. These values were then averaged for each of the ten graphs at each probability. For the majority of the experiments, the average cardinality of the resultant r-DCCG equaled the maximum achievable cardinality that was computed using (4). In the cases where the average cardinality was less than the maximum achievable cardinality, we analyzed the algorithm to determine which steps caused the divergence from the bound and by what quantity. Tables 1-111 summarize this analysis. The first row in each of the tables gives the average of (4), taken over the ten graphs at the given probability. The second row gives the average cardinality of the constructed r-DCCG's. The third row of each table gives the worst case difference between the maximum achievable cardinality and the cardinality of the maximal deficient r-factor. The last row gives the worst cast loss incurred while connecting the factor to produce the r-DCCG. The worst case values were determined by examining all ten r-DCCG's produced for a given probability and taking the one that gave the largest value for the parameter. For r = 16, all of the r-DCCG's had a cardinality equal to that in (4) and hence no further analysis was done.
2) Analysis of Results: The simulation results show that the average cardinality of the synthesis algorithm closely approaches the maximum achievable cardinality. This situation was predicted by the average case analysis.
Upon closer examination of the results, one finds two situations in which the cardinality deviates from the maximum achievable cardinality. The first situation occurs when the average degree of the node is close to r; for example, the number of nodes equals 25, r equals 3, and the probability equals 0.15. When the average degree is close to r, some nodes have degree less than r and thus the theorem of Shamir and Upfal [21] does not apply. However, when the cardinality of the factor deviated from the maximum achievable cardinality, the cardinality of the r-DCCG equaled that of the factor; that is, an optimum topology was generated.
The other situation occurs as the task graph approaches a completely connected graph; for example, the number of nodes equals 25, r equals 4, and the probability equals 0.95. In these situations, disconnected factors were generated and the cardinality was reduced during the connection step. This was a surprising result in light of Wormald's [22] theorem, which states that almost every random r-regular graph is r-connected.
Upon closer examination it was determined that as the task graph approached a completely connected graph, the graph factoring algorithm produced r-regular graphs that, instead of being random, were actually composed of a number of components. This occurred since the graph factoring algorithm examines the edges incident with a node in sequential order to determine which ones to keep in the factor. For example, in the case of r = 3, the algorithm first examines node 1. It sees that there are edges (1,2), (1, 3), and (1,4) and adds them to the factor. Next, it sees that there are edges ( 2 , 3), (2, 4), and (3, 4). Since it examines edges sequentially, it adds these edges to the factor and thereby forms a component of nodes 1,2, 3, and 4 to which no further edges can be added. This anomaly does not happen until the graph is almost completely connected since the probability of having all of the needed edges to form a component with consecutive nodes is low until the graph becomes almost completely connected. This problem can be avoided by modifying the graph factoring algorithm to examine the edges incident with each node randomly rather than sequentially.
V. CONCLUSIONS AND FUTURE WORK
We have presented an algorithm that generates a network topology for a given task graph. We then analyze the best, worst, and average case behavior of our algorithm. It is shown that, on the average, the algorithm almost always produces optimum topologies with respect to cardinality.
In this paper, the topologies were optimized with respect to cardinality. An extension would allow weighted edges with the optimization criteria of maximizing the sum of the weights of edges connecting tasks that get mapped to directly connected processors. Maximum weight factors can be found in polynomial time [14] , and the part of the algorithm that connects the disconnected components can be modified so that it would delete those edges with relatively small weights.
Another extension would allow nonregular processor graphs. The matching algorithm can be used to generate nonregular factors of maximum cardinality without modification. However, the cardinality of the resultant factor depends on the degree constraints assigned to each node. This implies that the algorithm should first assign the task nodes to the processor nodes so that the resulting factor has a maximal number of edges over all factors. It is not clear how this should be accomplished. Currently, the algorithm uses an arbitrary mapping between tasks and processors. One alternative mapping would entail sorting the tasks and processors according to degree. A task would then be mapped to the processor with the same relative degree. For example, the task with the largest degree would be mapped to the processor with the largest degree.
We are currently investigating the effect of the forwarding distance [3] for the tasks which are not mapped to directly connected processors. When using the synthesis approach, the forwarding distance of the synthesized topology varies depending on the given task graph. We are determining whether a topology generated by our method has a smaller average forwarding distance than a task graph mapped onto a static network with small diameter. If not, the question becomes how can we minimize the average forwarding distance?
In conclusion, the use of reconfigurable networks allows one to select the network topology that closely matches the communication requirements of the algorithm to be executed. However, the selection of the correct topology may not always be obvious. This paper describes a technique of generating a near-optimum topology for any given task.
