Equipping the probability space with a local Dirichlet form with square field operator Γ and generator A allows to improve Monte Carlo simulations of expectations and densities as soon as we are able to simulate a random variable X together with Γ[X] and A[X]. We give examples on the Wiener space, on the Poisson space and on the Monte Carlo space. When X is real-valued we give an explicit formula yielding the density at the speed of the law of large numbers.
Introduction
The efficiency of Dirichlet forms is known in order to obtain existence of densities under weak hypotheses (cf [3] ). We show here that they are still usefull for the computation of such densities. Our framework is an error structure (Ω, A, IP, ID, Γ), i.e. a probability space equipped with a local Dirichlet form (E, ID) admitting a square field operator Γ (cf [2] , [3] ). The associated L 2 -generator is denoted (A, DA).
We consider a random variable X ∈ DA such that X, Γ[X] and A[X] are simulatable. Example 1. Wiener space. Let us consider a stochastic differential equation (sde) defined on the Wiener space equipped with the Ornstein-Uhlenbeck error structure (cf [2] , [3] )
By the functional calculus for the operators Γ and A, if the coefficients are smooth, the [5] ) in order to compute the density of X T , we may approximate it by the solution X n T of the Euler scheme. Thus, we have then to simulate X n T in a situation where we are also able to simulate Let
where the U i are the coordinates of the first factor with respect to which X is supposed to be regular, V j the ones of the second factor with respect to which X is supposed to be irregular or discontinuous (rejection method, etc.).
Let us put on the U i the following error structure
Then under natural regularity assumptions, we have
so that X, Γ[X] and A[X] are simulatable. We follow the idea that the random variable X + εA[X] + √ ε Γ[X] G where G is an exogeneous independent reduced Gaussian variable, has almost the same law as X. Starting from the fundamental relation of the functional calculus on A, an integration by parts argument gives the following lemma.
Theorem 2.2 Let X be as in the preceding lemma, the conditional density η(x, γ, a) being C 3 bounded with bounded derivatives. When ε → 0, the quantity 1
Proof. If we write
where G is an IR d -valued reduced Gaussian variable, and if we expand with respect to √ ε and take the expectation, terms in √ ε and ε √ ε vanish because G and G 3 are centered and the term in ε vanishes also thanks to the lemma. This gives the result. About the variance, we obtain Proposition 2.3 Let X satisfying the assumptions of the lemma and such that
The quantity IEg(x − X − εA[X], εΓ [X] ) is obtained by simulation with the law of large numbers, so that the approximationf of the density f of X iŝ
where the indices n denote independent drawings. The preceding results show that, with respect to the usual kernel method, the speed, in the sense of the L 2 -norm, is the same as if the dimension was divided by 2.
Direct formulae
In the case where X is real-valued, if in addition to X, A[X], Γ[X] we are able to simulate Γ[X,
1 X ], it is possible to obtain the dentity of X at the speed of the law of large numbers thanks to the following formulae : 
∈ ID, then X has a density f which is absolutely continuous and given by
The proof is based on the relation
valid for any C 2 -function ϕ with bounded derivatives which comes from the functional calculus using the general relation
, v > ∀u ∈ DA ∀v ∈ ID, and then applying it with ϕ = λ 2 + (y − x) 2 in order to get the monotone convergence result.
Under the hypotheses of theorem 3.1, as soon as G ∈ ID∩L ∞ , there are similar formulae for conditional expectations IE[G|X = x] :
Let us finally remark that in these formulae, the factor on the right of sign(x−X) is centered and a variance optimisation may be performed thanks to an arbitrary deterministic function as done in [4] where direct formulae similar to those of section 3 are given in the case of the Wiener space involving Skorokhod integrals instead of Dirichlet forms.
