Abstract-The frequency-phase characteristics of a coupled-cavity traveling-wave tube circuit have been calculated using the three-dimensional electromagnetic simulation code ARGUS. It is possible to determine the characteristics of the passbands by analysis of only half a cavity in three separate runs using different boundary conditions. Results show cavity mode frequencies calculated to within one-half percent of measured values. Additional capabilities desirable in a general cold testing code are described.
I. INTRODUCTION HE design and development of high-power traveling-T wave tubes (TWT's) involves a number of tasks that
are performed by iterative cold test measurements of the RF structure. Simulating these measurements by computer calculations can provide several advantages, including shorter tube development time, improved performance and yield, and lower cost. The main focus of the current work has been to achieve the capability of calculating the frequency-phase (up) characteristics of arbitrary coupled-cavity structures. This paper describes the results of this effort. The long term goal is to be able to perform all major cold test activities by numerical simulation.
The code that was used is a version of ARGUS [l] developed by SAIC. It is capable of calculating the full three-dimensional solution for the electromagnetic fields in structures of essentially arbitrary configurations. Hence, because of its generality, the code is not limited to the analysis of the broad class of coupled-cavity circuits, but it can be used for the design of a wide variety of microwave devices.
In the next section, the cold testing involved in cavity circuit development is described. Section I11 lists the benefits of numerical simulation. Section IV is a discussion of the general technical capabilities that would be desired in a complete code that could effectively simulate all the tasks involved in cold testing. A discussion of the passbands in coupled-cavity circuits follows in Section V, including the most efficient method of determining the u p characteristics by numerical simulation. The results obtained on a cavity test circuit are presented in Section VI, while a summary and future plans are contained in Section VI1 .
COLD TESTING OF COUPLED-CAVITY CIRCUITS
A typical coupled-cavity circuit is shown schematically in Fig. 1 . It consists of a stack of cylindrical cavities with kidney-shaped coupling holes in the partition walls. Hollow posts, called ferrules, surround the beam and form the beam hole along the axis. The structure is an RF filter circuit, allowing propagation of RF power in several passbands and having nonpropagating stopbands in between. In a more general cavity circuit, the cavities need not be circular; the ferrule structure may be different (or absent); and the coupling hole pattern, location, or number may vary.
The development of the RF circuit for a coupled-cavity TWT includes the following general areas of cold testing: determination and adjustment of the passband characteristics of the circuit, development of RF input and output couplers, development of internal terminations, and provision of added RF loss to the propagating structure for RF stability and reduced gain variations. Additional tasks involve the design of RF transformers from standard waveguide dimensions to the input and output couplers and the design of vacuum windows for the couplers.
The basic cavity configuration is established by measuring the resonance frequencies in a multicavity section of the circuit shorted at both ends. This defines the 00 characteristics of the different passbands, or modes, of the structure. The cavity geometry is iteratively changed until the desired passband has been achieved in the mode that will be used for the interaction. The designs of the couplers and internal terminations are most commonly established by cut-and-try testing. Approaches that have been successful in the past are generally used as a guide. The main objective here is to achieve a good RF match with low power reflection. In many circuits, extra loss must be provided for stable operation or for reduced gain variations with frequency. Additional empirical testing is then carried out. The most frequently used method at Hughes Electron Dynamics Division (EDD) is to incorporate lossy dielectric elements, called buttons. T  T  T  T  T  T  T  T  T  T  T   COUPLING tons can be designed both for resonant applications, to prevent oscillations in a selected frequency range (typically around the upper cutoff frequency of the lowest passband), or for bulk loss applications, to increase the loss in the operating band.
111. BENEFITS OF NUMERICAL SIMULATION The capability of performing numerical cold testing in an efficient manner can provide important advantages in tube design, with benefits to tube performance and cost. Besides expediting specific steps in tube development, numerical simulation opens new possibilities for design improvement. A discussion of the most significant benefits follows.
A . Tube Development Time is Shortened and Development Cost Is Reduced
Cold testing can be kept to a minimum with a corresponding saving in labor time and cost of parts. The resulting saving in development cost can be significant. Accelerated circuit development is especially important for millimeter-wave (MMW) TWT's, since the procurement time of MMW circuit parts is long. Furthermore, the design of an MMW circuit is traditionally established by cold testing at lower frequencies with scaled circuit parts, which is an extra step in the design process.
B. Tube Performance, Reliability, and Yield Are Imp roved
Several improvements are made possible by the detailed information that the computations can supply and by the flexibility inherent in numerical simulation. The availability of essentially complete information about the electromagnetic fields in the RF structure permits design improvements not previously possible. Loss buttons and internal terminations of conventional design can limit the average power capability of TWT's, due to overheating of the lossy elements. A knowledge of the fields and power dissipation patterns in the lossy ceramic components gives fresh insight, as well as quantitative data, for optimizing the designs for maximum power handling capability. A greater power margin for safe operation increases tube reliability and yield.
Reduced gain ripple can raise the yield in many tube production programs, sometimes significantly. The magnitude of the gain ripple is partly determined by the field strengths and phases in the couplers and termination cavities. The data necessary to evaluate the gain variations with existing TWT interaction programs can be obtained from a numerical simulation of the cold RF circuit. Such detailed information opens the possibility of exploring design modifications that are specifically aimed toward minimizing gain ripple by controlling the fields in the relevant interaction gaps.
Further improvement in production yield can be obtained if the tube design is optimized for minimum sensitivity to variations in manufacturing dimensions. Numerical simulation lends itself ideally to a study of dimensional sensitivity.
C. Novel Circuit Structures Can Be Studied E$ciently
The effect of dimensional changes on the characteristics of new circuits can be explored without the constraints and delay imposed by parts modification and experimental evaluation. Comparative data between different circuit types, in terms of fundmental properties like interaction impedance and bandwidth limitations, can be generated in a consistent manner with maximum efficiency.
D. Mode Characterization is Unambiguous
The availability of mode patterns for all high-frequency passbands helps to determine and avoid potential RF instabilities in a given circuit. Experimental measurements of higher modes often require a different equipment setup, which may not be readily available, while positive mode identification can be difficult.
IV. TECHNICAL CAPABILITIES DESIRED IN A GENERAL
COLD TEST CODE For simulating the cold testing of coupled-cavity RF circuits, two major capabilities are of interest: efficient extraction of resonance frequencies with determination of field patterns, and generation and analysis of pure traveling waves in a structure of arbitrary configuration. Calculation of resonance frequencies determines the basic w p characteristics of the circuit, while the field pattern can be used to evaluate the interaction impedance. The response of traveling waves is needed for an efficient design of couplers, termination cavities, and RF loss schemes. It is essential that the simulation code be capable of analyzing arbitrary configurations. Current tube development work, particularly at millimeter-wave frequencies, often involves unconventional structures. As a general rule, for maximum computational efficiency and minimum problem size, the code should allow the user to take full advantage of all symmetries inherent in the structure and the fields.
In determining resonance frequencies, an accuracy of 0.5 to 1 .O percent is acceptable in some applications, such as high-power wideband TWT's or for general studies of new circuits. However, in other situations, an accuracy of 0.2 percent would be highly desirable to permit determination of the cavity configuration without any cold testing.
The higher accuracy is needed in narrowband tubes, as well as in some MMW tubes of moderate bandwidth. Most coupled-cavity TWT's have a phase velocity taper toward the end of the output section to improve the efficiency and/or bandwidth of the device. The taper is usually implemented by reducing the cavity period in proportion to the desired phase velocity reduction, while maintaining the same w p relationship for the different cavity types. In MMW TWT's, particularly in devices focused with periodic permanent magnets, the interaction is weak. This allows only a weak velocity taper, such as a 2-or 3-percent change in one or more steps. The efficiency enhancement can still be significant, but it is important that the passbands be properly aligned to achieve the desired phase velocity variation. For a typical cold bandwidth of 30 percent, a 1-percent change of frequency can correspond to a nearly 2-percent change in phase velocity. Such inaccuracy in the frequency is clearly unacceptable when the desired change in phase velocity is 2 percent.
The frequency-domain solver in the current version of the code is limited to extracting real eigenvalues. It therefore is not applicable to cavities with loss. Although the w p characteristics of cavities with loss buttons can often be adequately evaluated by including only the nondissipative dielectric property of the button material, the general capability to include loss in a frequency domain calculation is very desirable. This requires a frequency domain solver that operates with complex field variables and complex eigenvalues.
Evaluating the performance of couplers and termination cavities with the current ARGUS code is inefficient. In principle, it would be possible to simulate a complete short section of the circuit, including a waveguide coupler at the input and a termination cavity at the end. The main part of the circuit would have a few standard cavities in the middle, with transition cavities leading to the coupler and termination cavity at either end. The analysis of such a complete structure, which is necessarily long, would require a great amount of computer time. The results would also be obscured by the presence of two mismatches. These give rise to a beat pattern in reflected power at the waveguide input as a function of frequency. Direct information about the match characteristics of the two individual match assemblies (coupler and termination cavity) is not obtained.
An efficient analysis would use the pure traveling waves that propagate in the main periodic structure. This allows an evaluation of each match assembly separately and reduces the problem size to its minimum. It would require a generalization of the type of radiating boundary that is currently available for a rectangular waveguide. Such a boundary (port) in effect simulates an infinitely long waveguide and allows a complete characterization of the power flow in either direction. What is required is the capability to generate the traveling waves in an arbitrary coupled-cavity structure and use the traveling-wave fields as basis fields at the appropriate radiating boundaries.
Conceptually, the traveling-wave field in a general periodic propagating structure can be derived by enforcing field periodicity within a phase. More specifically, considering the two-cavity section in Fig. 2 , the fields at the planes A and C at a fixed frequency fare related by
where 8, is the phase shift per cavity corresponding to the frequency f, x and z are the transverse coordinates, and the planes A and C are separated by twice the cavity period (Ay = 21c). Changing the sign in the exponent reverses the direction of propagation. At givenf, the phase shift is known from the u p relation, with 8, = pl,, where p is the axial propagation constant. Equation (1) assumes lossless cavities. With a lossy structure, the factor exp (-2j0,) should be replaced by exp ( -2j0, -2 4 4 , where a is the field attenuation parameter of the circuit. A method that uses complex rather than real variables is evidently preferred for deriving and analyzing traveling waves.
Two types of circuit loss exist in coupled cavity TWT's: lossy dielectric components (buttons and terminations) and resistive RF surface loss (which may be enhanced by special surface treatment). The basic ARGUS code has had the capability of analyzing both. In many cases, using both types of loss simultaneously is not necessary. Thus, resistive surface loss can be ignored in calculating the power distribution in terminations and buttons. Unless the cavity surfaces have been treated for extra loss, the basic attenuation in a cavity (cavity Q ) can be very adequately calculated from the known surface resistivity and the fields obtained with perfectly conducting surfaces. Surface loss can also be ignored for establishing the basic match characteristics of match components, and determining the desired magnitude and phase of the interaction fields in these assemblies. In practice, increasing the RF loss tends to reduce the power reflection from match components. 
V . COUPLED-CAVITY up CHARACTERISTICS
A general discussion on coupled-cavity TWT circuits has been given by Gittens [2] . The lowest passband, more specifically its first forward space harmonic (a < 8, < 2a, positive group velocity), is commonly used for the interaction. Usually, this passband is the "cavity mode," and the next higher passband is the "slot mode." These designations have been traditionally applied because the basic cavity frequency (the TMol resonance in a cylindrical cavity) is located at the upper cutoff of the lowest passband, while the frequency of the second passband is sensitive to the size of the coupling hole ("slot").
In a more fundamental sense, these two passbands actually belong to the same mode, the TElo wave in a waveguide. This is made plausible by viewing the cavity structure as a folded waveguide. The periodic changes in the waveguide configuration (which are due to folding and the presence of coupling slots, beam hole, and ferrules) give rise to stopbands. The distinction is of some importance because two modes that are truly independent can occupy the same frequency region, whereas the cavity mode and slot mode can never interpenetrate. Fig. 3 illustrates what happens when the slot angle 8 is progressively increased. At a sufficiently large angle, the lower cutoff of the second passband exactly coincides with the upper cutoff of the first passband, creating a merged mode condition. Beyond this point, however, a stopband again develops. Since the cavity resonance is now at the lower cutoff of the second passband, the passbands have effectively become inverted [3] .
Experimentally, the w p characteristics are determined by measuring the resonant frequencies in a section of circuit shorted at both ends. The resonances correspond to standing waves, created by two traveling waves of equal amplitude going in opposite directions, such that there is an integral number of half-wavelengths (phase shifts of shorting planes at the ends. In the slot mode, one less resonance is seen because neither the a nor zero phase shift fields can be sustained. Fig. 4 displays the resonant electric field patterns in the cavity and slot modes at phase shifts of 0, a/2, and a. For simplicity of display, the structure lacks ferrules. Two different types of symmetry planes in the electric field have been indicated in the figure. At the solid lines, the electric field is perpendicular, while the magnetic field is parallel. This type of symmetry plane can be replaced by a perfectly conducting plane and will be referred to as an "electric wall." The second type of symmetry plane, indicated by a dashed line, is characterized by parallel electric fields and perpendicular magnetic fields. It is the dual of the first type and will be called a "magnetic wall." The slot mode at a / 2 and a phase shift has the same symmetry planes as the corresponding phase shifts in the cavity mode, but the field has an extra reversal in each cavity. This is consistent with field orthogonality. It is clear from Fig. 4 why the a resonances and the zero phase shift resonance of the slot mode are not observed experimentally: A shorting plane at a coupling slot is inconsistent with the magnetic wall symmetry plane that is required.
Although physical magnetic walls do not exist, they can readily be simulated in a computer code. This makes it possible to calculate the three nonmeasurable cutoffs in a single run, by analysis of a single cavity with two magnetic walls. Using a magnetic wall on one side and an electric wall on the other side of a single cavity gives the a / 2 frequencies that would be measured in a two-cavity stack. The basic cavity resonance at zero phase shift has electric walls on each side. Most coupled-cavity structures have a plane of reflection symmetry that includes the axis of the beam hole. This symmetry plane is also a magnetic wall. It is therefore possible to calculate the cutoff and midphase frequencies in both passbands by making three separate runs on half a cavity. The problem has now been reduced to an absolute minimum for determining the passbands. In many cases, knowing the cutoff and midphase frequencies of the two passbands is sufficient for design purposes. In particular, the complete up curve in the lowest passband is determined with great accuracy by a mathematical fit using the Curnow equivalent circuit model 141. It should be stressed that we are only using the mathematical properties of the model without any attempt to relate specific geometrical features to the lumped circuit elements defined by Curnow. Such attempts, which are necessarily configuration specific, have only met with limited success [5] . Instead (
4)
The r parameter is a measure of the separation between the two passbands. In typical conventional circuits r > 1. At merged modes r = 1, while for inverted modes r < 1. The p parameter is a shape parameter (it is not the same as the p parameter Curnow introduces in his paper). In most practical circuits it is between 0 and + O S . The q parameter depends chiefly on the bandwidth. With the two cutoff frequencies at zero phase shift determiningf, and r, the two remaining parameters are evaluated by using the lower cutoff and midphase frequencies in the lowest passband. This gives the best fit to the lowest passband. The associated upper passband in the Curnow model often has a smaller bandwidth than measured. However, the detailed shape of the second passband is seldom of interest. It is mainly the location of the upper cutoff that needs to be determined. This cutoff is a potential point of instability if its phase velocity at 37r happens to be close to the beam velocity. The fact that the simulation automatically calculates this cutoff has definite practical importance.
VI. CALCULATIONS ON A CAVITY TEST CIRCUIT
The application of ARGUS to an actual three-dimensional coupled-cavity circuit is described in this section. The circuit chosen for study, shown with dimensions in Fig. 5 , exhibits all the structural properties present in cou- pled-cavity TWT's. The cavities are rectangular with ridge ferrules and rounded interior comers. This configuration, suitable for millimeter-wave applications, allows fabrication of multiple cavities in a single operation by wire electrical discharge machining. Fig. 6 displays the circuit passbands and measured data points obtained with a ten-cavity section. The lowest passband is the cavity mode. The up curve is a best fit to the measured data. The uncertainty in the frequency is estimated to be less than 0.1 percent in the cavity mode (maximum deviation of measured frequencies from best fit curve is 0.065 percent) and less than 0.2 percent in the slot mode.
In ARGUS, structural geometry is described by indicating rectangular solid, cylindrical, or wedge-shaped regions to be filled in or carved out. Mesh cells were aligned so that major surfaces of the cavity exactly coincided with mesh points. Computations were carried out with 40 x 20 X 40 mesh cells per cavity, with 20 mesh cells in the direction of the beam hole. All the results presented in this paper were obtained with the same mesh density. Three-dimensional projections of the mesh are shown in Fig. 7 , both for two full cavities and two half-cavities.
For a single cavity with all metallic boundary surfaces, the frequency computed by ARGUS was 13.043 GHz. This is the zero (or 27r) phase shift point of the cavity mode. It differs from the measured value of 13.061 GHz by only 0.14 percent. The electric field pattern in a plane bisecting the cavity is shown in Fig. 8 .' When two cavities are used with all metallic boundaries, the same mode The field plots have been generated by drawing an arrow at each grid point in the direction of the field (as projected on the plane of the figure). The arrow starts at the grid point and its size is proportional to the field magnitude in the projection plane. An arrow at a boundary may be directed into a metallic region, even though the field in the metal is zero. In some plots, the normalization of the arrow lengths at an exterior boundary is different from the normalization used in the rest of the figure. An arrow plot does not always fully convey the degree of field symmetry that may actually be present. This is the case in Fig. 8 , where, in fact, the field lines between the ferrule tips have nearly perfect reflection symmetry with respect to the midgap plane. The horizontal and vertical axes in the arrow plots have different scales, but the three-dimensional mesh plots in Fig. 7 give a true perspective of the structure. had a frequency of 13.047 GHz which is 0.11 percent from the experimental value. The 7r/2 phase shift per cavity points in both the cavity and slot modes are also calculated in this run. The computed frequencies differed from the experimental values by 0.46 and 0.64 percent, respectively. By imposing symmetry conditions on the boundaries between cavities and on a plane bisecting the beam hole and both coupling holes, a total of six frequencies can be calculated from one half of a single cavity. The resonances produced are the 0, 7r/2, and 7r phase shift per cavity points for both the cavity and slot modes. This requires three separate runs, each with a different set of boundary conditions. The results of these cases are summarized in Table I most accurate value was the zero phase shift point of the cavity mode, which agreed exactly (and obviously fortuitously), with the least accurate being the 0 and 7r/2 phase shift points of the slot mode. When the four lowest frequencies in Table I are used to define a Curnow w/3 curve, the resulting difference between the calculated lowest passband and the best fit experimental curve varies monotonically between the values listed in the table (from -0.47 to -0.25 to 0.0 percent). Electric field patterns for both modes at 7r/2 and 7r phase shifts are shown in Fig. 9 . The electric field pattern for the zero phase shift point of the slot mode is shown in Fig. 10 , including the field in the plane of the slot. A run with two half cavities using the axial plane symmetry boundary was done to further test the code. This resulted in three frequencies that differed from measured values by Table I1 a comparison is shown between runs with one half-cavity , two half-cavities, one full cavity, and two full cavities. Although no systematic pattern is discernible, the results from the one half-cavity runs tend to be as good or better than the others. Our basic approach of using only one half-cavity in the calculations, for minimum cost, is therefore also validated in terms of accuracy.
As an additional test of ARGUS, a two half-cavity run with a symmetry plane at one end was done. This produces frequencies in the cavity and slot modes with phase shifts of n / 4 and 3n/4. The calculated frequencies, shown in Table 111 , differ from experimental values by 0.37 to 0.82 percent. The field patterns for the cavity mode points are shown in Fig. 11 . The half-cavity runs required approximately 1.5 min each on the San Diego Supercomputer Center's Cray XMP. A complete analysis requiring three runs at the current rate of $1250 per hour therefore costs about $90.
To improve accuracy, a more careful modeling of the beam hole and rounded corners will be examined in future work. These are the only parts of the geometry of this circuit that need to be approximated since we are using Cartesian coordinates. The present masking algorithm in the code, in the presence of curved boundaries, tends to produce a mesh with a larger interior cavity volume than in the physical structure. This may partly explain the predominance of calculated frequencies that are lower than the measured values. However, no firm conclusion can be drawn from this observation, since an increase in the local cavity volume in a region where the energy density of the electric field exceeds that of the magnetic field will raise the frequency rather than lower it. Although the numerical dispersion of the finite-difference method produces lower frequencies [7] , the error with the present mesh density is estimated to be less than 0.05 percent at 10 GHz. The scatter of calculated values for a given frequency point, evidenced in Table 11 , indicates a total uncertainty of about 0.5 percent due to numerical causes, as distinct from imprecise modeling. The convergence criteria and the convergence process are other areas worth examining.
VII. SUMMARY
The ARGUS code has been used to simulate cold test measurements of coupled-cavity RF circuits. The emphasis of the current work has been on efficiently simulating resonance measurements for determining frequency-phase characteristics, although a broader range of applications is envisioned.
It is possible to determine the characteristics of the passbands by analysis of only half a cavity in three separate runs using different boundary conditions. Results from a test circuit show cavity mode frequencies calculated to within one-half percent of measured values, while slot mode frequencies are within one percent. A set of three runs on the San Diego Supercomputer Center's Cray XMP takes less than 5 min of execution time, costing less than $100.
Current results are of sufficient accuracy to be of great value in the design of coupled-cavity TWT's. Improved accuracy would be useful, however. As we gain experience in the use of the code, this should be obtainable. The resulting fields will be used to calculate secondary quantities, particularly interaction impedance.
Additional code development is planned. Further enhancement of the frequency domain solver for analysis of complex fields and extraction of complex eigenvalues will allow study of cavities with lossy dielectric elements. Cold test measurements of such cavities are often inaccurate due to material irregularities and signal attenuation. The implementation of a time-dependent solution with traveling waves input from a boundary will allow a range of problems to be studied. Eventually, it should be possible to simulate all cold testing tasks in microwave tube development. Since 1967, he has been with the Electron Dynamics Division of Hughes Aircraft Company and is a Senior'Scientist in the Power Tube Department. He has been engaged in the design and analysis of traveling-wave tubes for a wide variety of applications, ranging in frequency from S-band to millimeter wavelengths. Some specific areas of activity include experimental and theoretical studies of slow-wave structures, high-efficiency tube design, low-distortion performance, and multisignal and complex waveform operation. 
