ABSTRACT A coronal funnel model, developed by D. Rabin, was tested against a calibrated spectroheliogram recorded in the 170-175 Å bandpass. This image was recorded on board a sounding-rocket experiment flown on 1994 November 3, called the Multi-Spectral Solar Telescope Array II (MSSTA II). MSSTA, a joint project of Stanford University, the NASA Marshall Space Flight Center, and the Lawrence Livermore National Laboratory, is an observing platform composed of a set of normal-incidence, multilayer-coated optics designed to obtain narrow-bandpass, high-resolution images (1 00 -3 00 ) at selected far-ultraviolet (FUV), extreme-ultraviolet (EUV), and soft X-ray wavelengths (44-1550 Å ). Using full-disk images centered at 1550 Å (C iv) and 173 Å (Fe ix/x), the funnel model, which is based on coronal back-heating, was tested against the data incorporating observed constraints on global coverage and measured flux. Found was a class of funnel models that could account for the quiescent, globally diffuse and unresolved emission seen in the 171-175 Å bandpass, where the funnels are assumed to be rooted in the C iv supergranular network. These models, when incorporated with the CHIANTI spectral code, suggest that this emission is mostly of upper transition region origin and primarily composed of Fe ix plasma. The funnels are found to have constrictions, À $ 6 20, which is in good agreement with the observations. Further, the fitted models simultaneously satisfy global areal constraints seen in both images; namely, that a global network of funnels must cover $70%-95% of the total solar surface area seen in the 171-175 Å image, and j45% of the disk area seen in the 1550 Å bandpass. These findings support the configuration of the EUV magnetic network as suggested by Reeves et al. and put forth in more detail by Gabriel. Furthermore, the models are in good agreement with differential emission measure estimates made of the transition region by J. C. Raymond & J. G. Doyle for temperatures 250;000 K T 650;000 K, based on full-disk observations made on board Skylab.
INTRODUCTION
were the first to propose that enhanced magnetic field regions located in the supergranular boundaries could provide the mechanism for explaining the measured intensities of solar ultraviolet emission lines originating in temperature regions below 10 5 K. Then in 1974, using observations made with the Harvard Spectrometer on the Apollo Telescope Mount (ATM) on board Skylab, Reeves et al. (1974) found evidence which suggested that the magnetic field embedded in the network is nearly vertical. This assessment was based on observations taken of the quiet network from the Ly continuum (897 Å ) up and through the O vi (1032 Å ) emission layer, corresponding to a span of plasma temperatures from 10,000 to 300,000 K. Above the latter temperature the network structure abruptly disappears and shows no correlation with the supergranular network, as confirmed by Mg x ðT $ 1;500;000 KÞ observations (Reeves et al. 1974) .
Later, Gabriel (1976) expanded this viewpoint by introducing a comprehensive magnetic field model tied to convective cell regions which incorporated the observed supergranular network as seen in EUV images. In particular, Gabriel made the assumption of coupling the observed bright EUV network with concentrated magnetic fields believed to be emanating from convective cell boundaries within the chromosphere. In essence, he was the first to propose the concept of open-field regions, or '' funnels,'' emanating from the chromospheric network, passing through the transition region, and expanding outward into the corona. The models of Gabriel and Kopp & Kuperus, when physical mechanisms that are responsible for heating the quiescent solar transition region that produces the EUV emission. In essence, the heating process put forth was one involving the downward conduction of energy from the lower corona, through the transition region, and onto the chromosphere.
Further developments of coronal funnel models were later proposed by Dowdy, Moore, & Wu (1985, hereafter DM&W) , Dowdy, Rabin, & Moore (1986, hereafter DR&M) , Dowdy, Emslie, & Moore (1987, hereafter DE&M) , and Rabin (1991) . DM&W and DE&M, in an analysis of a one-dimensional model, showed that for very large constriction factors (i.e., the ratio of top area to bottom area) of À $ 100-1000, the conductive flux is extinguished at the cooler boundary. They also found that they could not find an appropriate set of funnel models to fit the differential emission measure calculated by Raymond & Doyle (1981) using the EUV line-emission observations compiled by Vernazza & Reeves (1978) . Their conclusion, therefore, was that their model could not account for the heating of the transition region by the corona in the 10 5 -10 6 K regime. Rabin, on the other hand, was successful in finding a funnel model with modest constriction, À $ 4, and within the 10 5 -10 6 K regime, that fit the differential emission measure estimates determined by Raymond & Doyle. In the present analysis, we adopt the model proposed by Rabin (1991) and test it against a set of spectroheliograms recorded on board a sounding-rocket flight in 1994. The instrument payload, called the Multi-Spectral Solar Telescope Array II (MSSTA II) consisted of several multilayer telescopes designed to image the solar atmosphere in specific narrow bandpasses in the far-ultraviolet (FUV), extremeultraviolet (EUV), and soft X-ray wavelengths (Martínez-Galarce et al. 2000) . In particular, two spectroheliograms from this flight are used for our analysis. The first was recorded in the bandpass that is centered at 1550 Å , corresponding to the C iv line-emission duplet, and the second image is centered in the 171-175 Å bandpass, primarily corresponding to line emission from the Fe ix/x complex. Using Rabin's model, we assume that funnels are rooted in the C iv supergranular network and then expand upward and outward into the corona to produce the diffuse and unresolved EUV emission observed in the 171-175 Å spectroheliogram (hereafter referred to as the 173 Å bandpass). This model was found to give plausible support to our hypothesis that the quiescent and globally diffuse EUV emission in the 173 Å bandpass, as seen during solar minimum conditions in 1994, is largely generated by backheated coronal funnels (mixed with a smaller percentage of small-scale and unresolved loops). Also, by using these two full-disk images we are able to further impose observational constraints on the surface coverage in order to tighten the model's parameter space.
Hence, we begin our discussion in x 2 with an explicit statement of the problem, clearly defining what is addressed in our study. Section 3 gives a brief description of Rabin's funnel model and the equations that govern it. In x 4 we present in detail the FUV and EUV observations recorded by the MSSTA II sounding-rocket payload and the overall modeling procedure that was carried out to test Rabin's model against the MSSTA observations. In x 5 we discuss our results in light of earlier and more contemporary works; and finally, x 6 concludes our discussion with a summary and final mentioning of future work.
STATEMENT OF THE PROBLEM
The origin of the solar FUV and EUV line emission that is associated with transition region plasmas continues to be the subject of active investigation. Of particular interest in understanding this thermal interface is the observation of EUV light from the Fe ix/x emission line in the 171-175 Å bandpass. Spaced-based narrowband images of the Sun in this waveband repeatedly show the diffuse and unresolved nature of quiescent region emission emanating from the Sun's atmosphere on a global scale, particularly during the quieter period of the 11 yr solar cycle (Fig. 1) . This emission has been identified as primarily coming from Fe ix/x plasma with formation temperatures of 400,000 K j T j 1,200,000 K. However, the physical mechanisms that heat the upper atmosphere to generate this emission remain unknown. Hence, we are compelled to ask: What physical processes are thus responsible for the globally diffuse and unresolved quiet emission observed in the MSSTA II 173 Å spectroheliogram?
For this analysis, we assume that the structures responsible for the 173 Å emission are magnetic flux tubes rooted in the lower transition region (LTR), and specifically in the C iv supergranular network as seen in the 1550 Å bandpass image, where T $ 100;000 K (Fig. 2) . These structures are therefore spatially constrained by the observations imposed on the LTR boundary. Further, we assume '' back-conduction '' (Rabin 1991; G. Athay 1990; R. Athay 1966; Kopp & Kuperus 1968) as the heating mechanism responsible for heating the upper transition region (UTR) by the corona, maintained by a detailed balance of energy between radiation and downward conduction. Based on the boundary conditions imposed on the funnel's physical properties and dimensions, we calculate its spectral output and then cover the solar disk with an appropriate number of funnels to reproduce a sizeable fraction of the full-disk flux that was measured in the 173 Å bandpass. Simultaneously, the number of funnels that cover the solar surface are bound by the areal coverage constraints observed in both spectroheliograms. This approach is a departure from Rabin's calculation in that we utilize calibrated, full-disk spectroheliograms, which simultaneously offer high spatial resolution to constrain the funnel's physical parameters.
CORONAL FUNNEL MODEL
The basic premise of Rabin's funnel model (Rabin 1991) is the assumption that there exists a detailed balance of energy throughout the length of the funnel that is composed solely of radiation and conduction. The heat generated in the corona is therefore conducted downward along the funnel to heat the UTR, which dissipates this heat via radiation. This is known as '' back-heating,'' a mechanism first proposed by Kopp & Kuperus (1968) and then expounded upon by Athay (1990) . Other assumptions of the model are:
(1) that all parameters vary one-dimensionally in the line of sight of the observation, s; (2) that the funnel be in a steady state ðd=dt ¼ 0Þ; and (3) that the gas pressure be held constant throughout the funnel. The latter assumption is valid because the gravitational scale height (due to hydrostatic equilibrium) is much greater than the funnel height, typically only a few thousand kilometers. Hence, for temperature T and electron density n e [at height s ¼ sðTÞ], the equations that govern the physics of the model are 
ÃðTÞ ¼ fC T g ðRTV loss functionÞ ð5Þ
ðfunnel areal functionÞ ð6Þ
Here ÃðTÞ is the RTV loss function of Rosner, Tucker, & Vaiana (1978) , which is based on a power-law approximation of the radiation loss function; and AðTÞ is the funnel areal function, written in terms of temperature T, hot upper boundary area A h , shape factor (which determines whether the funnel's shape is that of a bowl, tee, or cone), T c and T h , the funnel's cooler and hotter boundary temperatures, respectively, and C, the areal constriction factor or ratio of top area to bottom area. The function AðTÞ is a slightly modified form of Rabin's areal function, where we used ½ðT À T c Þ=ðT h À T c Þ , instead of his factor of ðT=T h Þ . Hence, our areal function exactly defines the constriction factor C as the ratio of upper to lower area of the funnel boundaries, while Rabin's areal function requires that T h 4T c for the latter to be true. Finally, k ðTÞ is the classical Spitzer conductivity that is parallel to the magnetic field with K $ 10 À6 (Spitzer 1962 ). All equations are in cgs units.
The solutions to the above equations are easily obtained and yield the conductive flux, F ðTÞ, and the temperature structure, sðTÞ, where
Fig. 1.-Cassegrain 171 Å solar image of Fe ix plasma in the coronal region of the solar atmosphere. This plasma is mostly formed at a temperature T $ 650;000 K. The image shows very diffuse emission in the quiet (i.e., nonactive) regions of the Sun. Note the nonlinear brightening in the upper right-hand corner of the image, which we attribute either to static discharge on the film during camera winding under vacuum, or to some mishap that occurred during chemical film development. This image was recorded on Kodak XUV-100 film, which dries quickly under vacuum, and as a result cracks, seen as striations across the image. and
Upon obtaining the conductive flux, we can then determine the differential emission measure (DEM), qðTÞ, which in effect is a measure of the intensity distribution along the funnel height,
From equations (8)- (10), we therefore have the inputs to the funnel model, which are T c , the funnel's cooler, lower boundary temperature; T h , the funnel's hotter, upper boundary temperature; A c , the funnel's cooler, lower boundary area; , the shape factor; C, the constriction factor ¼ A h =A c ; F c , the conductive flux at the cooler boundary; n e T, the initial, constant gas pressure (upon which to iterate to find a solution); and L, the desired funnel length (A h is not required, since A h ¼ ÀA c ). Solutions to the model are obtained by inputting the above boundary conditions into equations (8)-(10) and then iterating on the funnel pressure in order to obtain the desired funnel length. Rabin (1991) outlines the algorithm in detail, and therefore we do not discuss the procedure further and refer the reader to his excellent overview.
EUV/FUV OBSERVATIONS AND MODELING OF THE UPPER TRANSITION REGION

MSSTA
The data that was tested against the funnel model is a set of solar observations taken on 1994 November 3, using the Multi-Spectral Solar Telescope Array II (MSSTA II). The MSSTA is a sounding rocket-borne observatory designed to obtain high-resolution, full-disk spectroheliograms at selected narrowband soft X-ray (44.1-93.9 Å ), EUV (150-335 Å ), and FUV (1215.6 and 1550 Å ) wavelengths. Images in these bandpasses were recorded on specially fabricated XUV (XUV-100) and FUV (649) film, previously manufactured by Kodak. Two sounding rocket experiments were carried out with this payload: the first flight (36.049) was at 1905 UT on 1991 May 13 (MSSTA I), and the second flight (36.091) was launched at 1915 UT on 1994 November 3 (MSSTA II). Small modifications were made to the payload instruments between the first and second flights; hence, we dub these flight payloads MSSTA I and MSSTA II, This plasma is mostly formed at a temperature T $ 100;000 K. The image also shows strong FUV continuum due to the broadband transmission of this telescope, which operates at an estimated =D $ 15. We are convinced, however, that the bright network boundaries are primarily due to C iv emission. Recent Transition Region and Coronal Explorer (TRACE) images recorded at this wavelength agree with this observation. This image was recorded on Kodak 649 film.
respectively. The MSSTA I payload consisted of a total of 14 telescopes (44-1550 Å ). The MSSTA II had a complement of 19 telescopes covering the same wavelength range as MSSTA I; however, new telescopes were added or replaced with previous ones from the earlier flight. In all, MSSTA II carried six Ritchey-Chrétiens, two Cassegrains, and 11 Herschelian telescopes (Table 1) . Allen et al. (1994) , Deforest (1995) , Kankelborg (1996) , and Martínez-Galarce (2000) describe these payload instruments in detail. For a comprehensive summary of the MSSTA II payload and its performance, we refer the reader to the analysis given by Martínez-Galarce et al. (2000) , and to the references therein.
In spring 2002, MSSTA III, renamed the Chromospherical/Coronal Spectroheliograph (CCS), and consisting of another complement of new instruments, is scheduled for flight (Boerner et al. 2000) . The CCS will carry 11 imaging instruments.
Selected Data
Two spectroheliograms recorded in the 1550 and 173 Å bandpasses were used in our analysis. The former corresponds to C iv plasma at formation temperature T $ 100; 000 K (Fig. 2) , while the latter is that of Fe ix/x corresponding to ionization temperatures ranging from 400,000 to 1,200,000 K (Fig. 1) . Using a standard 1951 Air Force high-resolution test target at visible wavelengths, Martínez-Galarce et al. (2000) measured the resolution performance of each MSSTA II telescope just prior to flight. Based on these measurements and knowledge of the diffraction limit at operating wavelengths, upper bound estimates of the resolution errors were made, therefore allowing an estimate of the in-band resolution performance for each telescope (during flight). The C iv spectroheliogram, recorded with a Ritchey-Chrétien telescope, shows image resolution of the supergranular network lanes down to $1 00 in width, while the Fe ix/x image, recorded using a Cassegrain instrument, resolves to no less than $4 00 (Martínez-Galarce et al. 2000) . Close inspection of the latter image shows strong diffuse emission from unresolved structures larger than 4 00 . This characteristic is pervasive and it is this diffuse and unresolved emission which we attempt to account for using Rabin's funnel model, as described in x 3.
Transition Region and Coronal Explorer (TRACE) observations in the 173 Å bandpass have demonstrated imaging resolution of $1 00 performance. Although this instrument produces higher resolution images than that detected by the MSSTA II payload, we note that observations from MSSTA II were made during solar minimum conditions in 1994, different from the solar maximum conditions that TRACE has observed to date since 1999. Interestingly, TRACE spectroheliograms of quiescent regions (which number few in observation campaigns) show loops as the predominant structure, corresponding to a few arcseconds in resolution.
Modeling Procedure
Testing of the model begins by first calculating the spectrum produced within the 173 Å bandpass. This is done by first selecting the physical inputs to equations (8) and (9) in order to determine the DEM (eq. [10]). Next, we take the DEM output and use it as input to the EUV/X-ray spectral software package known as CHIANTI (Dere et al. 1997; Landi et al. 1999) , to generate the spectrum of an individual funnel. This spectrum is then folded through the instrument response of the MSSTA 173 Å telescope (Allen et al. 1991 (Allen et al. , 1993 DeForest 1995; Martínez-Galarce 2000) in order to yield an expected observed flux at the telescope's detector plane. Then, assuming global coverage of funnels across the solar surface, we divide a sizeable fraction of the total measured flux in the 173 Å bandpass by the estimated funnel flux, thus determining the average number of funnels that No. 2, 2003 SOLAR CHROMOSPHERE/CORONA INTERFACEare required to generate this output. As we associate this emission to come from the diffuse component that is generated in quiet regions, we require the summed funnel output to account for $0.5-0.85 times the Sun's total flux observed at 173 Å ; the remaining fraction of flux (0.5-0.15) is generated in active regions and quiet loops, which are not modeled explicitly in our analysis, but are allowed for in the calculations. The further imposition of observed areal coverage constraints, seen in both the 173 and the 1550 Å images, require that the funnels cover approximately 0.7-0.95 and j0.45 times the Sun's total surface area, respectively. The range 0.7-0.95 surface coverage in the 173 Å image is imposed for two reasons. First, we do not have an exact measure of the total solar surface area that is covered by the diffuse 173 Å emission. Second, we must also allow for a portion of the surface area that is covered by loops and active regions. Certainly, there must be an (as yet) unknown number of unresolved loops that also can account for this emission. Oluseyi et al. (1999a Oluseyi et al. ( , 1999b found classes of '' lukewarm '' loops ðT $ 650; 000 KÞ that also fit this observation. Hence, this constraint is relaxed and must fall over a range of coverage values. Inspection of SOHO EIT observations made in the 173 Å bandpass, made during 1996, also support this range of coverage constraint. 2 The value of 0.45 surface coverage, estimated from the 1550 Å image, is an upper limit of the total area that is observed to pertain to the supergranular network that generates C iv emission (cf. Fig. 2 ). As our intent is to cover most of the solar surface observed in the 173 Å image with funnels, it is not necessary to impose the same condition over the entire supergranular network seen at 1550 Å .
There, only a fraction of the network (j0.45) need be covered, thus allowing for small and cool loops to also cover the network. (In x 5.2 we discuss this constraint on the supergranular network in more detail.) Therefore, when all the above conditions are met simultaneously, we have a class of funnel models that fit the observations. In Figure 3 we outline the algorithm for our model-fitting procedure.
For all models, T c , A c , and F c were held fixed; where T c ¼ 10 5 K, corresponding to the formation temperature of C iv; A c ¼ 1:125 Â 10 16 cm 2 ($3 00 diameter), and F c ¼ 10 5 ergs À1 cm À2 . Note that since A h ¼ ÀA c , only C and A c need be specified. In fact, the model is insensitive to the value of A c , since it divides out when determining the total solar areal coverage in either bandpass. As a consequence, the significant observable from the spectroheliograms is C (cf. x 5.2). A h is not directly observable from the 173 Å spectroheliogram (Fig. 1) . Inspection of this image may at first seem to reveal a lack of capability to resolve such structures, but Martínez-Galarce et al. (2000) estimated an upper limit, inband resolution of the MSSTA II telescope's in-flight performance to have been $4 00 . Also, since film is a logarithmic detector, its ability to resolve these structures may be limited if their contrast is approximately the same and if they are overlapping in the UTR. Hence, these structures are unresolvable in the MSSTA II spectroheliogram. A CCD detector, on the other hand, such as that on board the TRACE satellite, might be able to differentiate them.
As our analysis invokes the use of Rabin's funnel model in combination with CHIANTI, we wish to remind the reader that when we refer to '' our '' model(s), we are in fact referring to Rabin's model, but in conjunction with our forward modeling approach. But before presenting the results of our analysis, we briefly review the physics of lineemission radiation and how it is produced in hot, tenuous plasma and measured with a multilayer telescope. (2) use the funnel output of the calculated conductive flux (or temperature structure) to construct the DEM; (3) along with the areal function, AðTÞ, input the DEM into CHIANTI in order to produce a line-emission spectrum of the funnel; (4) take the output spectrum and fold it through the MSSTA 173 Å telescope response function to determine the expected observed power; and (5) 
EUV/X-Ray Spectral Modeling of Coronal Funnels
Analysis of the MSSTA data using line-emission calculations also provides us with a means of determining a multilayer telescope's response to observed solar plasmas. DeForest et al. (1991) presented a model that estimates a MSSTA telescope's '' thermal response '' to hot plasmas. In essence, their model shows the explicit relationship of how a multilayer telescope's response, or measurement of observed plasmas at narrow bandpasses, serves as a thermal probe of the solar atmosphere. Let us briefly review this calculation.
The physics of optically thin plasmas are governed by the equilibrium of collisional excitations and emission due to spontaneous decay. Thus, the total power, P ji (ergs s À1 ), radiated in a volume DV by atomic transitions of a plasma at density n j atoms cm À3 from level j to level i (j > i) is given by
where ji is the volumetric emissivity (ergs cm À3 s À1 ),Ã A ji is the probability of the transition (s À1 ), h is Planck's constant, c is the speed of light, and ji is the wavelength of the transition. Here n j can be rewritten in terms of plasma density ratios that are measurable by observational techniques, namely,
where n ion is the total number density of the ion responsible for the transition, n el is the density of the parent element, n H is the density of hydrogen, and n e is the electron density. The first factor on the right-hand side of equation (12) is the relative fraction of atoms of the ionic species that exist in an excited level j. The second factor is the relative abundance of the ion to its total parent element. The third factor is the elemental abundance relative to hydrogen, and the fourth factor is the ratio of hydrogen atoms to electrons (in most calculations assumed to be $0.8 for a fully ionized plasma). Equation (11) is thus rewritten as
where the quantity G ji ð ji ; T; n e Þ, called the contribution function, is defined to be
This quantity is the same as that defined by DeForest et al. (1991) , but noted as I jn in their formulation. The latter expression is, in effect, the radiation loss function for an optically thin plasma at temperature T and electron density n e for atomic transition j ! i. As our aim is to perform a temperature and density diagnostic of coronal funnels, we must therefore recast equation (13) in terms of the temperature variable T corresponding to the line-of-sight observation of solar area A. We do so by rewriting the product
Here dz (the same as ds in eqs.
[1] and [2] ) is the line-of-sight height in the solar atmosphere that is rewritten in terms of the temperature differential, dT, by a simple change of variables, qðTÞ ¼ n 2 e ðTÞT À1 ðdz=d ln TÞ ¼ n 2 e ðTÞðdz=dTÞ, well known as the differential emission measure (DEM, in units of cm À5 K À1 ). Here AðTÞ ¼ A h AðTÞ, where A h is the area at the upper (or hotter) end of an observed solar feature, such as a coronal funnel, and AðTÞ is a parameterized areal function along the line-of-sight variable z ¼ zðTÞ, and where AðTÞ 2 ½0; 1 over the temperature range T c T T h (cf. eq. 
This is more correctly the emission measure within a slab of volume AðzÞ dz, of plasma at near-constant temperature T AE dT=2 (as its units are in cm À3 ). Using equation (15), the radiated power of an emitting plasma (eq. [13]) can now be integrated over the temperature range, DT, along the line of sight of the observation,
This is, therefore, the total power that is generated by one funnel at wavelength ji over the temperature range DT.
Temperature Response Kernel of a Multilayer Telescope
At Earth's distance, d, from the Sun, the line-emission flux, È ji , of an observed solar region, AðTÞ, is
The collected power, P ji , that is then incident on the film plane within the bandpass of the multilayer telescope is given by
Here V ðr; Þ is the vignetting function of the telescope in polar coordinates ðr; Þ mapped onto the film plane, and tel ðÞ is the total telescope responsivity at wavelength [i.e., the throughput tel ðÞ ¼ mirrorðsÞ ðÞ filter ðÞ]. For the two-mirror telescopes, a is the radius of the secondary mirror and b is the radius of the primary mirror; while for the Herschelians, a ¼ 0 and b is the radius of the single mirror.
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With no loss of generality, we have assumed that the vignetting function V ðr; Þ % 1 over the field of view of the telescope (Hadaway et al. 1989) .
As an emission line is generated at discrete wavelength ji , the integral over the wavelength range D in equation (19) simplifies the expression
Summing over all emission lines ðj ! iÞ observable within the telescope's bandpass, D, produces the total observed power, P tot , that is incident on the focal plane of the instrument and is given by
From the latter equation we define the temperature response function, or temperature response kernel, KðTÞ, as
In essence, KðTÞ is a measure of the telescope's response to the thermal conditions of an optically thin plasma in local thermodynamic equilibrium (LTE; cf. eq. [14]). In other words, through KðTÞ the multilayer telescope measures the radiation loss function, G ji ð ji ; T; n e Þ. This formulation is similar to what DeForest et al. (1991) calculated. We note that KðTÞ depends explicitly on the contribution function, G ji ð ji ; T; n e Þ, which in turn depends on the factor 1=n 2 e ðTÞ, the electron density of the observed plasma. Furthermore, because there is also a dependency on the elemental abundances assumed in the calculation, which have been observed to vary throughout the solar atmosphere (Mariska 1992) , there is some doubt about the rigid interpretation of KðTÞ as uniquely representing an instrument's response to plasmas of given temperature T. The temperature response kernel of a multilayer telescope is dependent on the modeling assumptions that are made about the emitting plasma. In other words, viewing different solar structures (e.g., an active region vs. a quiet region) will indeed produce different temperature kernel response functions because the amount of emission measure and elemental abundances in each of these phenomena are certain to vary. Feldman et al. (1999) argued that in the case of nonquiescent events, such as solar flares, which are nonthermal and do not satisfy LTE conditions, an appreciable amount of continuum is produced, which can have a profound effect on the temperature response function of a multilayer telescope. This is not to say that we should ignore the usefulness of determining KðTÞ, but rather that we must take care in its interpretation because of its dependency on the contribution function G ji ð ji ; T; n e Þ. As is evident from equation (21), however, the DEM, qðTÞ, cancels out the 1=n 2 e dependency embedded in KðTÞ. This is because the observable of the telescope is not KðTÞ, but the power, P tot , of the Sun's radiation that is collected by the telescope. Furthermore, there is the factor ds=dT, or gradient of the temperature structure, which is embedded in the integrand and is certain to differ for varying structures of quiet versus active regions. Again, this only affects the measured power when comparing one solar feature to another. Therefore, interpretation of spectroheliograms using KðTÞ should be carefully based on the physical conditions that are likely occurring in the region of observation. For well-behaved, quiet regions of the solar atmosphere, however, this is a valid approximation and therefore can be used in our analysis.
CHIANTI
CHIANTI, composed and written by Dere et al. (1997) and Landi et al. (1999) , is an analysis code written in the Interactive Data Language (IDL; Research Systems, Inc.) that calculates the line-emission spectra of a plasma from 50 to 1000 Å . Its operation is basic (and well documented) and allowed us to easily integrate the package into our model, which was also written in IDL. Only slight modifications were incorporated to portions of the CHIANTI software in order to tailor it for our analyses.
If we assume that AðTÞ ¼ A, a constant area observed on the solar surface (no smaller, say, than the subtended area of a detector pixel), then equation (17) simplifies to
The integral (ignoring the factor A) is, effectively, what the CHIANTI spectral code calculates (Dere et al. 1997) . What is interesting to note about this formulation is the explicit dependence on the differential emission measure, qðTÞ, and hence, on the morphology of a solar structure. As the DEM can vary from region to region within the solar atmosphere, and thus from structure to structure, we expect and indeed observe variations in emission from each region. Hence, the calculated radiation is fundamentally dependent on the physical conditions pertaining to a specific model and its morphology (e.g., loop vs. funnel). In our case, we used the slightly modified form of Rabin's funnel model, which generates a DEM that is inputted into the CHIANTI code with a given funnel areal function AðTÞ ¼ A h AðTÞ (cf. eq. [6] ). This areal function, when substituted into equation (21), gives us the expected radiated power of the funnel that is deposited onto the film plane, namely,
The variables T c , T h , A h , qðTÞ, and AðTÞ are as defined above in x 3. The KðTÞ, temperature response kernel, is defined by equation (22). We note that in order to perform the integral using CHIANTI, we must multiply the calculated funnel DEM, qðTÞ, by the unitless areal function, AðTÞ, and then input these values into the code. Next, we estimate the total observed flux in the 173 Å spectroheliogram shown in Figure 1 .
MODELING RESULTS AND DISCUSSION
Energy Flux Measurements in the 171-175 Å Bandpass
Because of inconsistencies found in the calibration of XUV-100 film used with the 173 Å telescope in the 1994 MSSTA II flight (DeForest 1995; Kankelborg 1996; Martínez-Galarce 2000) , it was necessary to recalibrate the spectroheliogram in the following manner.
On 1969 April 4, Malinovsky & Heroux (1973, hereafter M&H) flew a grating crystal spectrometer on a sounding rocket to measure the solar EUV-soft X-ray line-emission spectrum between 50 and 300 Å . The spectral resolution of their measurements was $0.1 Å , with photometric accuracy of AE15%-20%. Their instrument performed flawlessly during flight and their data are some of the best, well-calibrated solar spectra available to date. Later in 1970, Rugge & Walker (1970) observed a correlation between the total measured solar flux at 2800 MHz and the total soft X-ray flux measured in the O vii lines at 22.10, 22.60, and 22.80 Å , taken over a 90 day period beginning 1966 December 13. (These lines correspond to the resonance 1s 2 1 S 0 1s2p 1 P 1 , intercombination 1s 2 1 S 0 1s2p 3 P 1 , and forbidden 1s 2 1 S 0 1s2s 3 S 1 transitions.) As the physical processes which produce EUV and soft X-ray emission are correlated for quiescent activity, one can therefore relate the ratio of total EUV (or soft X-ray) luminosity to radio luminosity, as remaining roughly constant (i.e., assuming that nonthermal events do not occur during a period of observation; Neupert 1964). The M&H flight occurred during such a period when no flare event, or coronal mass ejection (CME), took place. Further, as no similar event occurred during the MSSTA II flight, we can thus relate the expected total EUV (or soft X-ray) flux, to the 2800 MHz radio flux measured on the same day of the flight. In other words,
This relationship allows us to scale a MSSTA spectroheliogram by an appropriate correction factor, , which we define to be the ratio of the 2800 MHz flux observations from the two different dates, namely, È 2800 MHz;MSSTA II È 2800 MHz;M&H :
Multiplying this factor by the summed line-emission flux from M&H's measured spectrum, as folded through the 173 Å bandpass response of the MSSTA telescope with collecting area A tel (cf. Fig. 4) gives the total measured power, Å , of the full-disk image,
Martínez-Galarce (2000) outlines the rationale and details of the correction procedure utilized in the analysis of the 173 Å data used in our study. Applying this correction, we determined that during the MSSTA II flight on 1994 November 3, the total radiated solar power in the 171-175 Å bandpass detected on the film plane was È ¼ 9:783 Â 10 À3 ergs s À1 .
As it is uncertain what the errors were for the 2800 MHz observations on the two days in question, it is difficult to provide an accurate estimate of what the total error is for this cross-calibrated correction. However, we do know from earlier calibration measurements of the MSSTA optics that the errors were at most AE10% (Allen et al. 1991 (Allen et al. , 1993 Kankelborg et al. 1995) . Therefore, the uncertainty in the crosscalibrated flux estimate is at least AE22% when also incorporating M&H's measurement error. Even in the event that the 2800 MHz observations were uncertain to AE20%, our calibrated error would only increase to AE30%.
A larger uncertainty may lie in the accuracy of determining the correlation of EUV flux to radio flux as written in equation (25) . Ideally, of course, it would be useful to have this ratio known exactly over a long period of observation, much as how Rugge & Walker performed their analysis for the O vii observations. However, such a study has not yet been performed for the 173 Å bandpass, so it is difficult to determine with certainty the accuracy of this correction. The data certainly exist, however, and an interesting study would be to analyze the full-disk 2800 MHz flux measurements against those of SOHO EIT observations. Unless the variation is more than a factor of $2-3, then the impact on our analysis is not substantial, since changes to the funnel's length, constriction, and shape factor could be adjusted to adequately accommodate our fitting procedure and still meet the observed coverage constraints. This allows for variations of the solar morphology and its spectral output as manifested by global variations in funnel make-up.
In Figure 4 we show the total throughput measurement of the 173 Å Cassegrain telescope that was flown on board MSSTA II. This calibration was performed at the Stanford Synchrotron Radiation Laboratory (SSRL) in 1995 February, three months after flight. Note that the peak throughput is more precisely centered at 170.4 Å . Also note that the No Allen et al. (1991 Allen et al. ( , 1993 it was noted that the peak responsivity of this instrument had shifted from its 1987 value, nearer to 175 Å (Walker et al. 1988) , and at lower peak throughput. This instrument has been flown in three successive flights in 1987, 1991, and 1994.
Although not measured directly, we believe that the shift in wavelength is due to the interdiffusion of the multilayers, in combination with impurity contamination over the lifetime of the instrument.
Observed Solar Coverage Constraints
As mentioned previously, the method we employ to test the funnel model is as follows. First, we calculate the DEM of a funnel. Second, the DEM is input into the CHIANTI code to generate a calculated spectrum centered about the 173 Å bandpass. Third, we fold this spectrum through the telescope's response function in order to determine the funnel's power that would be detected at the film plane. Fourth, using a correction to the MSSTA II observation, the total solar power detected within the 173 Å bandpass is estimated to have been È ¼ 9:783 Â 10 À3 ergs s À1 . Finally, depending on the input parameters, and particularly the size and constriction of the funnel, we then determine the number of funnels, N f , that are required to cover a sizeable percentage of the solar surface. This number must then account for the total quiescent diffuse emission observed in the 173 Å spectroheliogram, and simultaneously, it must also meet the coverage requirement imposed by the C iv supergranular network. This number is determined as
where we have chosen ¼ 0:75, which is the fraction of the total solar radiated power (in the 173 Å bandpass) that we attribute to quiescent funnel emission; Å is as given above (eq.
[27]); and P funnel is given by equation (24). The remaining fraction of emitted solar power (0.25) we attribute to active region and loop emissions. Reeves (1976) estimates $ 0:5-0.6, based on Skylab observations. Variation of this parameter between 0.5 and 0.8 is not a problem in our testing methodology because we can vary C and L appropriately to meet the coverage constraints (cf. Table 2 ). The choice of ¼ 0:75 was determined by measuring the intensity ratio of quiet to active region emission observed in the 173 Å image. Of course, these numbers would vary significantly during any nonthermal event. A careful monitoring of the global EUV solar output, measured over an extended period of time, would certainly give us a better estimate of this ratio as it relates to the solar cycle. Measuring the lower boundary area of the funnel, A c , from the 1550 Å spectroheliogram and estimating A h , we can then calculate the total surface coverage at both surface boundaries, defined as and ,
Figure 5 depicts funnels lying side by side and coming into contact at their upper boundary, at height L, projecting radially outward above the solar surface at radius R (= R sun in Fig. 5 ). The footpoints of the funnels are rooted in the C iv supergranular network as seen in the 1550 Å spectroheliogram, while the funnels' upper boundaries come into contact in the region where Fe ix/x plasma is generated and emitting 173 Å bandpass light. In Fe ix/x spectroheliograms, this emission is seen as diffuse in nature. This is because the overlapping funnels become unresolved and lose their identity with the network. We note further that this geometrical layout of the funnels across the supergranular network results in an inherent and self-consistent relationship existing between the constriction factor, C, and the observed coverage factors, and . Namely,
(for L=R 5 1; where R is the solar radius). This is then the allowable constriction C that a funnel can assume over the thermal regions observed in the spectroheliograms. In other words, by inspection of the two images we have an immediate estimate of the average funnel constriction to compare with the model. The boundary conditions imposed on the funnel at the cooler and hotter ends are therefore defined by the 1550 and 173 Å observations. At the lower boundary, T c cannot be much less than 100,000 K, as this is the temperature at Note.-The optimum fits to the MSSTA II observations are met by funnels with base temperatures T c $ 100;000 K (C iv); UTR temperatures, T h $ 650; 000 K (Fe ix); À $ 6-20; lengths L $ 12; 000-20,000 km; and of '' bowl '' shapes (models 6-10). Here and are the total fractional solar surface area covered by funnels. which C iv begins to become optically thick and hence where we can no longer assume radiative transfer equilibrium. At the upper boundary, T h cannot exceed $1:2 Â 10 6 K, which is based on the range of formation temperatures of the Fe lines observed in the 171-175 Å bandpass. The bright network features seen in the 1550 Å image show diameters of the order of 1 to a few arcseconds, and in the 173 Å image, funnel-like structures fan out to $4 00 -20 00 in diameter. This would suggest modest constrictions of À $ 4 20. These values are in contrast to the models considered by DE&M, who had predicted À $ 100 1000. Rabin (1991) , on the other hand, found a range of bowlshaped funnels where À $ 2 10, and one specifically at À ¼ 4 that matched the DEM calculations of Raymond & Doyle (1981) .
In his model, Rabin used ¼ 0:4 for plasma at T $ 630;000 K, corresponding to the Ne viii observations from Skylab, as reported by Reeves (1976) . However, there is inconsistency in Reeves' argument, as he alludes to the conclusion that Ne viii ¼ 0:46. In fact, Reeves' analysis shows that the ratio of network width in Ne viii, w Ne viii , in comparison to C iii ðT $ 80,000 K), w C iii , is w Ne viii =w C iii $ 1:3. Therefore, as area / w 2 , this would mean that w 2 Ne viii % 1:7w 2 C iii , and since C iii $ 0:46, this gives Ne viii $ 0:8. The latter number is in closer agreement with the range of that we propose (0.7-0.95) as based on the MSSTA II observations of Fe ix emission. This does not discount Rabin's argument however, since he never explicitly refers to any area values in his analysis. In fact, it supports his argument as he states that Ne viii is where the correlation of network morphology begins to get lost in comparison to the cooler ðT $ 20,000 K), O vi plasma that defines it. This was also confirmed by the MSSTA II Fe ix observations. The 173 Å image (Fig. 1) shows that the coverage of diffuse, quiescent emission is roughly in the range $ 0:7 0:95 of the observed solar surface area. The range of is based on an estimate of what we anticipate to see over the entire solar surface over a long period of observation. The 173 Å observations made by SOHO's EIT during 1996 (a similar year to 1994 in the minimum portion of the solar cycle) show similar areal coverage of this diffuse and unresolved emission. Our desire is to account for such variation.
The 1550 Å image (Fig. 2) shows ¼ 0:45 coverage by the bright C iv network. The C iv network was also observed in the bright core of Ca ii K by Skumanich, Smythe, & Frazier (1975) , and in O iv by Reeves (1976) . Dere, Bartoe, & Brueckner (1984) , on the other hand, reported $ 0:16 in C iv using the High-Resolution Telescope and Spectrograph (HRTS). The HRTS instrument, a grating slit spectrograph, produces as nearly pure a C iv spectroheliogram as one can expect, since the C iv emission lines are superimposed on top of a comparably bright continuum background. However, the image recorded by the Ritchey-Chrétien 1550 Å contains a substantial contribution from the FUV continuum in addition to the C iv emission. Folding a SOLSTICE (Solar Stellar Irradiance Comparison Experiment) full-disk spectrum (Rottman 2000) through the response curve of the instrument (as measured by the manufacturer, Acton Research Optics) reveals that the C iv line emission only accounts for roughly 20% of the flux recorded in the MSSTA 1550 Å spectroheliogram. Hence, this suggests that the C iv network observed by MSSTA II must be less than 0.45 times the surface area seen in the MSSTA II spectroheliogram. How much less is not known, but it is safe to assume that Dere, Bartoe, & Brueckner's observation might serve as a more accurate upper limit to our model at the C iv boundary.
Further, TRACE observations in the 1550 Å bandpass show morphology similar to that seen in the MSSTA II image, also suggesting a sizeable continuum contribution in their images. This morphology is seen in the original TRACE data products before FUV continuum subtraction is performed using TRACE analysis software. Handy et al. (1998) devised a method for subtracting the FUV continuum to produce an image that contains mostly C iv emission in the brighter portions of the supergranular network. These results demonstrate strong correlation with the HRTS observations. Subtraction of the FUV continuum The funnels are rooted in the C iv supergranular network embedded in the lower transition region and come into contact at their top end, at height L, where Fe ix/x emission is produced. As they begin to overlap, and since they are of the same constant pressure, the emission as observed in our line of sight of observation will become diffuse and unresolvable. Hence, correlation with the network is lost at the upper funnel boundary. This is the proposed structure of the emission seen in both the C iv and Fe ix/x spectroheliograms.
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SOLAR CHROMOSPHERE/CORONA INTERFACEfrom the TRACE data products is performed by using nearsimultaneous observations of the out-of-band FUV continuum. However, this same technique cannot be used for the MSSTA II images, since simultaneous, out-of-band FUV observations were not made during flight. Nevertheless, our intent is to find models with constrictions not far from those predicted by Rabin and inferred from the MSSTA II images, and as noted previously, these observations constrain the funnel constriction to a range of values À $ 4 20.
Fits to the MSSTA Observations
In Table 2 we list a total of 10 representative funnel models, five of which satisfy the global coverage requirements and flux measurements obtained from the MSSTA II spectroheliograms. For these data sets we discovered that backheated funnels extending into the lower corona, for T h ¼ 750;000 K or more, were overly efficient radiators and thus could not satisfy the coverage requirements observed in the 173 Å image (models 3 and 4). By overly efficient, we mean to say that the funnels emit more energy in the 173 Å bandpass, and thus the number of funnels with upper boundary temperatures T h ¼ 750;000 K required to account for the observed diffuse emission is insufficient to meet the areal coverage of $ 0:7 0:95. Therefore, we had to discount these models and set lower temperatures for the upper boundary of the funnel.
The optimum conditions were met by classes of funnels with base temperatures T c $ 100;000 K (C iv), UTR temperatures T h $ 650;000 K, constriction À $ 6 20, lengths L $ 12; 000-20,000 km, and of '' bowl '' shapes (models 6-10). We note that coverage, and , also satisfy the selfinherent condition further imposed by equation (31) Raymond & Doyle (1981) used to calculate their values of DEM, as based on the Vernazza & Reeves (1978) observations. Hence, an increase in pressure would also mean that the funnel becomes a more efficient emitter of energy of the Fe ix line (171.1 Å ) because of the increased emission measure, which we already know will not satisfy the coverage requirements observed at this wavelength. This is evident with models 3 and 4. If the funnel is too cool at the upper boundary (model 1) or too short in length (models 2 and 5), it also cannot satisfy the imposed coverage. Our forwardmodel calculation, using CHIANTI, further suggests that the 173 Å bandpass is dominated by Fe ix 171 Å emission (with very little Fe x emission) and is excited mostly by funnels with upper boundary temperatures T h $ 650,000 K (cf. sample CHIANTI output in Fig. 6 ). This is not to say that funnels with higher upper boundary temperatures do not exist, just that they are not globally prevalent because they are too efficient in producing the Fe emission that is centered in the 173 Å bandpass observed in quiet regions. Therefore, the results of our analysis suggest that funnels extending from the LTR into the UTR, with T c $ 100; 000 K and T h $ 650; 000 K, pressure n e T $ 1:5 2:5 Â 10 14 K cm À3 , À $ 6 20, L $ 12;000 20;000 km, are bowl shaped, primarily produce Fe ix emission at 171.1 Å near their UTR boundary, and satisfy global coverage requirements observed in 173 and 1550 Å spectroheliograms are possibly the predominant mechanism producing the quiescent emission in the 173 Å bandpass, as seen during solar minimum conditions.
If correct, this would support the initially proposed view held about the conductive properties of the UTR and its association with the observed EUV spectrum as put forth by Kopp & Kuperus (1968) , Gabriel (1976) , and Athay (1990) . This model would also account for the unresolved nature of the emission recorded in the 173 Å bandpass and associate it with the C iv supergranular network observed in the 1550 Å bandpass, as was originally suggested by Kopp & Kuperus, and by Gabriel. It also demonstrates that backconduction is indeed a plausible mechanism for heating of the UTR by the corona (Athay 1990; Rabin 1991) . However, these arguments are not definitive, as further testing of the model's premises are required against other observations. Therefore, a detailed accounting of the physical mechanisms that heat the LTR and the lower corona are necessitated, as we have ignored these regions altogether in our analysis.
One plausible association of funnels with the corona, for example, might be with plume structures. These structures are seen on the polar limbs of the 173 Å spectroheliogram and are thought to be one of the mechanisms responsible for injecting mass into the solar wind from the coronal holes. We might therefore construct a model for plumes similar to those analyzed by Walker et al. (1993) and DeForest & Gurman (1998) that has as its base the funnels presented here, and incorporating them into a global network. Hackenberg, Marsch, & Mann (2000) have performed a similar analysis of polar plumes in order to account for the origin of the fast solar wind. In their funnel model they incorporated a two-fluid system that connects the chromosphere to the corona, up and to the Parker sonic critical point (Parker 1992 ). 
Model Outputs
In Figure 7 we show the DEMs calculated for the (9 of the 10) models listed in Table 2 . We see in the figure that models 6-9 have the requisite shapes of a monotonically increasing DEM for increasing temperature, and begin to flatten at the lower base temperature near T $ 100;000 200;000 K, suggesting that it rises for temperatures below these values. The brighter funnels are models 2-5, the upper curves in the figure. The models fitted to the MSSTA II observations are the curves on the lower portion of the figure (models 6-9). The only exception is model 1, which lies on the class of fitted funnels; although the DEM is the same, we note that the coverage requirements were not met by this model, as it does not produce sufficient emission at T h $ 550; 000 K. However, in looking at its areal function more closely (cf. Fig. 8 ) we see that it increases rather rapidly in temperature (distance); hence, it has more emission because of its larger volume. This is the reason why it lies among the T h $ 650;000 K family of curves in this figure. Figure 9 shows the comparison of models 6-8 with the Raymond & Doyle (1981) calculations that were based on transition region observations by Vernazza & Reeves (1978) . Vernazza & Reeves analyzed data from the ATM UV Spectrometer on board Skylab. It is evident from these curves that for 250;000 K T 650;000 K, the backheated funnels are comparable to their DEM estimates. The average slope between 5:2 logðTÞ 5:8 is $2.1 (powerlaw), comparable to Mariska's observation that most reported DEM values of quiet regions are between 1.5 and 2.1 (Mariska 1992) . However, we must be cautious in our interpretation, as it is important to keep in mind that DEM calculations taken from observed spectra in general are not always based on the same set of assumptions. Raymond & Doyle also made this distinction and caution that the line emissivities they calculated are certain only to within AE20%-30% in the latter temperature range, and below 10 5 K the error becomes greater, AE50%. Vernazza & Reeves (1978) , on the other hand, reported an uncertainty in line SOLAR CHROMOSPHERE/CORONA INTERFACEstrengths of up to AE85% for EUV observations above 500 Å , when compared with OSO 6 (No. 6 of the Orbiting Solar Observatories) data. Hence, we must keep in mind that the particularities of DEM calculations lie in the assumptions that are made about the abundances and the conditions of ionization equilibrium in the observed plasma. The accuracy of spectral measurements is also of paramount importance. Hence, some measure of uncertainty will inevitably exist in any DEM estimate that can complicate the testing of any model. For the DEM calculations presented, we used abundance values from Meyer (1985) , which were combined with Allen's (1973) elemental abundances for higher atomic number, Z. Ionization and recombination rates are combined in the CHIANTI database, where we have used the values compiled by Arnaud & Rothenflug (1985) , Arnaud & Raymond (1992) , and Landini & Fossi (1991) . Figures 10, 11 , and 12, are plots of the funnel models listed in Table 2 , showing the conductive flux, F ðTÞ; temperature structure, sðTÞ; and integrated DEM from T c to T, respectively. Of particular interest is the behavior of the conductive flux for the models that were tested against the MSSTA II observations. The cooler boundary is defined by the input parameter set at F c ¼ 10 5 ergs cm À2 s À1 for all models. In his funnel analysis, Rabin (1991) found that for temperatures T $ 100; 000 K at the lower boundary, variations of F c of the order of $10 5 ergs cm À2 s À1 have no major effect on shape of the DEM. As we use his model, we therefore do not expect the spectral output to differ greatly, and hence we did not explore the impact of varying this parameter to the funnel's spectral output. We see that the conductive flux (Fig. 10) actually decreases for models 6-9 as they rise in temperature from the top of the LTR into the UTR. We can also see, however, that the hotter funnels (models 3 and 4), having smaller constrictions, À ¼ 8, are shorter in length, L ¼ 8000 km, and display the opposite effect;
namely, that the conductive flux increases for higher temperatures. The increase is not significant, although at first glance it may seem unintuitive compared to the cooler funnels.
This unintuitive behavior is reconciled once we remind ourselves that the model is based on a detailed energy balance of conduction with radiation. Hence, as the funnel increases in temperature, it also fans outward in area and therefore increases in volume, AðTÞdT, encompassing more emission measure. This is particularly evident in Figure 13 , where we can see that as the emission measure increases (i.e., as a function of n e ), the conductive flux decreases, and vice versa. Effectively, the funnels become more efficient radiators for higher emission measures, and therefore conduct less efficiently. The latter condition would imply that more of the electrons are participating in radiative processes than in conductive processes. Of course, the reverse occurs when the conduction is increasing and the emission measure decreases. Figure 13 shows a distinct differentiation of '' hot '' versus '' cool '' funnels as a function of electron density, n e . It is also interesting to note that for both types of models there is an associated electron density which appears as an inflection point for both pairs of functions, qðTÞ and F ðTÞ. For the cool funnel (model 7) this corresponds to logðn e Þ $ 8:95 ðn e $ 8:91 Â 10 8 cm À3 Þ, while for the hot funnel (model 4) we see this occurs at logðn e Þ $ 9:32 ðn e $ 2:09 Â 10 9 cm À3 Þ. The corresponding temperatures for these densities are $270,000 and $450,000 K, respectively. The integrated emission measures up to these temperatures correspond to $4% and $15% of the funnel's total emission measure from the lower boundary, respectively. This tells us that in both cases, $90% of the emission measure lies above these temperatures (cf. Fig. 12 ). In terms of funnel height, this occurs at $2% and $10% of their maximum, respectively (cf. Fig. 11 ). Therefore, as more than 90% of the funnels' volume lies above these temperatures, their emissivity profiles might appear nearly uniform over this spatial region.
The temperature structures shown in Figure 11 show no major deviations from one model to another. Their slopes are similar and demonstrate power-law behavior for T versus s ðs > 100 kmÞ. We find that T / s m , where 0:24 m 0:27. The hotter funnels (models 3 and 4) show slightly steeper slopes, which is also evident from their larger DEM curves shown in Figure 7 .
The integrated emission measures of Figure 12 allow for a simple way of determining the amount of emission coming from a particular near-isothermal region by subtracting any two values between the two respective temperatures. We see, for example, that to calculate the amount of emission measure (EM) for model 8 in the 5.6-5.8 dex, we get an EM ¼ 10 43:2 10 42:5 $ 1:27 Â 10 43 cm À3 . For this model, this corresponds to $70% of the total emission measure lying in the upper $13,000 km of the funnel's total height, $16,000 km (cf. Fig. 11 ). Using this curve we can therefore determine the fraction of EM contained above or below a particular thermal layer, thus giving us an indication of where most of the emission is produced at a particular wavelength.
Scientific Discussion
DE&M argued that funnels could not account for observations made of the transition region in the 10 5 -10 6 K regime. Their model, similar to Rabin's, uses a one-dimensional, static, and constant-pressure structure that is composed of finer shaped tubes (much like a spicule) that are bundled together to form one funnel. DE&M also assumed a detailed balance of energy between conduction and radiative losses. In their analysis they were unable to meet the two constraints they imposed on their model: the first, that funnels cover 0.45 of the total solar surface, suggested by Reeves' (1976) observations of C iii, O vi, and Ne viii using the SO-55 data from Skylab; and second, that the DEM be identical to that determined by Raymond & Doyle (1981) . Their final conclusion was that the UTR must therefore be primarily composed of small, magnetically isolated and unresolved loops with lengths less than 10,000 km and peak temperatures spanning the range 40;000 T 700;000 K.
The main discrepancies between their analysis and ours are threefold. First, DE&M attempted to fit the base of the funnel to the LTR using a lower boundary temperature less than 100,000 K, thus imposing a more rigid requirement to the DEM calculated by Raymond & Doyle. Second, they were unable to meet the coverage constraints imposed by Reeves' observations because, like Rabin (1991) , they imposed a fractional surface coverage of 0.45 but over the full range of temperatures, 70;000 T 750;000 K. Third, DR&M predicted large constriction factors, À $ 100 1000, which they were unable to fit to the observations. Our models were also unable to match the observed DEM requirements for temperatures below 250,000 K. As the MSSTA II 1550 Å spectroheliogram depicts C iv plasma at a formation temperature T $ 100; 000 K, it was a natural choice to use this value for the lower temperature boundary of the funnel model. Our main objective, however, was to account for a portion of the observed network seen in the C iv (1550 Å ) image and most of that seen in the Fe ix (173 Å ) image. Simultaneously, we had to reproduce a sizeable fraction of the total measured flux in the 173 Å bandpass. These conditions were met by a class of funnel models that we show in Table 2 (models 6-10). In fact, these models also No. 2, 2003 SOLAR CHROMOSPHERE/CORONA INTERFACEsatisfy Reeves' observations, as well as those by Dere et al. (1984) using the HRTS spectrograph. As it is not necessary to cover the entire supergranular network with funnels, only a fraction of this area needs to be covered, hence allowing for the inclusion of loops. In all instances we were below the coverage requirement imposed by the MSSTA II observation made at 1550 Å ð $ 0:45Þ, as well as those made by Skylab ð $ 0:46Þ and HRTS ð $ 0:16Þ: DE&M also defined a value, R % 20, that is given as the ratio of DEM at T ¼ 1;000;000 K to that at T ¼ 250;000 K. They calculated this ratio based on the DEM values of Raymond & Doyle (1981) . However, closer inspection of Raymond & Doyle's data shows that R % 11 for these temperatures. As our funnel model is defined only over the temperature region 100;000 T 650;000 K, we found that this ratio is more closely met over the temperature range 250;000 T 650;000 K, where R R&D $ 5:6, while for our models R $ 7:5: Below T ¼ 250;000 K the DEMs for our models begin to diverge from those of Raymond & Doyle. Therefore, the increasing DEM for T < 250;000 K is not reproducible by our model.
Using a different areal function, DE&M were also unable to fit their models to the observations. This was because in order to do so they had to restrict all funnels to a region of the parameter space in shape and constriction ð; ÀÞ where the areal constrictions require the shape factors to be large. Large shape factors, however, prevent the emission area from spreading too much near the lower boundary, which is required in order to account for the rising emission measure at lower temperatures ðT < 250;000 KÞ: However, this is contradicted by their conclusion that the shape factor must also be 0 1. Our analysis (e.g., models 6, 7, and 8) shows that indeed, 90% of the emission measure, n 2 e DV , is above T $ 280;000 K (cf. Fig. 12 ). In fact, 80% is above T $ 400;000 K; corresponding to the point at which Fe ix line emission begins to generate. Hence, our model also does not meet the latter DE&M criteria for these lower temperatures. The shortcomings of our model could possibly be related to the assumptions made about the detailed balance of energy or the need to include cool loops in order to account for the rising DEM at the lower temperatures. The proposal by Antiochos & Noci (1986) that low-lying, small, '' cool '' loops, with lengths L < 10;000 km and with maximum temperature T max < 100;000 K, located in the magnetic lanes of the network, might contain the lower transition region plasma, was initially greeted with considerable enthusiasm. If they were found to exist, these cool loops would presumably not be thermally connected to the material in the much hotter coronal loops. and also found that such cool loops could account for the rising DEM for plasma at temperatures T < 100;000 K. However, Cally & Robb (1991) showed that cool loops are not stable, and are either rapidly heated to temperatures T > 250;000 K or cooled to T $ 20;000 K; depending on the relationship between their mass and the energy dissipated in the loop.
However, we were able to meet the second condition imposed by DE&M if we reinterpret what the coverage for each line-emission observation should be, as based on Reeves' data. Our C iv observations match those of Reeves' observations for the supergranular network corresponding to temperatures 100,000-250,000 K. However, we differ in the interpretation of what the coverage should be for plasma at T $ 650;000 K. Although Reeves (1976) states that the coverage of Ne viii is $0.46, we argued in x 5.2 that this number should be closer to $0.8, based on his measurement of the widths of the network cell boundaries. The latter then would be in closer agreement with the observed Fe ix coverage seen in the 173 Å image of MSSTA II (Fig. 1) . Closer inspection of SOHO EIT and SUMER full-disk observations made at 171 Å (Fe ix/x) and 770 Å (Ne viii), respectively, may help clarify this matter.
The final disagreement lies in the range of constriction factors that are predicted for funnels. In an earlier analysis, DR&M had predicted constrictions, À $ 100: They showed that constrictions of this magnitude or larger inhibit conductive heat flow by an order of magnitude, and hence funnels cannot heat the bright EUV network via conductive energy transfer. Our analysis shows that À $ 6 20, which implies that such funnels would not suffer extinction of conductive energy at the lower boundary. Furthermore, inspection of the MSSTA II images predicts a range of À $ 4 20. Nevertheless, DE&M argued that the bulk of plasma at 10 5 -10 6 K is not in transition region structures, but in small, low-lying, magnetically isolated loops that are just above the chromosphere and have peak temperatures ranging over this temperature region. There is certainly reason to believe that some component of the EUV network emission evolves in such structures. However, their rigid interpretation of the constraints they imposed on their model led them to this conclusion, which is in contrast to that of our analysis, which satisfies all observations considered (MSSTA II, HRTS and Skylab SO-55). Furthermore, our calculated DEMs are in relatively good agreement with those found by Raymond & Doyle, but only for temperatures 250;000 T 650;000 K. It is interesting to note further that DE&M do show a differential emission curve of a funnel with constriction À ¼ 10 that is approximately valid for the same temperature range as shown in our work. However, this model failed to meet the areal coverage constraints they imposed and so was ruled out. Therefore, their final conclusion is that back-heated funnels are not plausible candidates to account for transition region observations, while we argue otherwise. Ji, Song, & Hu (1996) proposed that a self-consistent model for the entire transition region between T ¼ 10 4 and 10 6 K can be constructed based on Athay's back-heating concept of a roughened isothermal surface representation of the transition zone (Athay 1990) . They further assumed that the magnetic field on such a surface is vertical, and hence open (funnel-like), and show that DEM curves can be constructed if one further assumes that the energy transported via conduction is both parallel and perpendicular to the magnetic field. At the upper boundary of these structures conduction would mostly be parallel to the field, but at the lower boundary the conduction becomes perpendicular. Their fitted DEM curves are in very good agreement with the Raymond & Doyle calculations for both the LTR and UTR, and they support the open-field model of the chromosphere being heated from above by the corona, via conduction. Gallagher et al. (1998) , using Coronal Diagnostic Spectrometer (CDS) observations covering the temperature range T ¼ 30; 000 1:2 Â 10 6 K, in He i, He ii, O iii, O iv, O v, Ne vi, Mg viii, Si viii, Mg ix, and Mg x spectroheliograms, found evidence that is consistent with open-field structures as suggested by Reeves et al. (1974) and Gabriel (1976) . In these images, one can see a '' fanning out '' of the emission emanating from the supergranular network at T $ 10 5 K (O iii), up and into the lower corona at T $ 10 6 K (Mg x). Based on a funnel hypothesis, these images would suggest constrictions À $ 2 12 for the structures seen at these temperature boundaries. This further supports our proposed model of the UTR being mainly composed of these diffusely emitting structures. Furthermore, Gallagher et al. show these images up to temperatures of $10 6 K, which in fact is also consistent with the predictions of the model presented. It is consistent because such hotter structures are allowed for in our interpretation of the large-scale atmosphere; however, given our assumptions, they are not globally prevalent because of the large coverage area that must be met (0.7-0.95). Nevertheless, these results support our thesis that the emission at 171.1 Å is composed of upper transition region material that is primarily manifested in funnels (and including loops), and with formation temperature T $ 650;000 K near the upper boundary.
Our modeling approach, as combined with CHIANTI, also provides for a method of predicting the line-emission spectra of funnel structures. Figure 6 is an example spectrum that shows the spectral output in the 170-180 Å bandpass. In this bandpass we are able to identify emission lines produced by Fe ix, Fe x, O v, and O vi ions. This spectrum is typical of what would be generated by a funnel, and hence of what would be measured at the focal plane of the 173 Å Cassegrain telescope. Testing the funnel against lineemission ratios taken from spectroscopic observations of quiet regions would be another test of the model's predictions. These same techniques could also be applied to predict the spectral output of loop models, for example, that should of course demonstrate their own unique spectral characteristics. In short, the advantage of this approach is that with ever-improving atomic databases and spectral software, coronal models could easily be tested at various XUV wavelengths.
Model Weaknesses and Suggested Improvements
The main discrepancy that can be found in the funnel model is in its inability to account for the increasing DEM at temperatures below 250,000 K. However, this is not unexpected, since the model lacks some of the modifications necessary to explain this observation. First, the model assumes the steady-state condition d=dt ¼ 0, which is certainly not true for any part of the solar atmosphere. Dere & Mason (1993) determined that nonthermal, time-varying components exist in the C iv 1550 Å doublet observed with the HRTS instrument. They modeled the observed lines as two-component, nonthermal Gaussians, which would suggest a two-fluid plasma at T $ 100;000 K. For quiet regions they estimate that these plasmas have average velocities of $15 km s À1 for the narrow velocity component and $37 km s À1 for the wider velocity component.
Second, there is no accounting of a mechanical heating mechanism. The use of wave-induced heating, incorporating the C iv line-broadening observations of Dere & Mason (1993) , may prove to be a viable modification to the current model. In other words, we must add a function that would account for the heating of the corona (or upper boundary of the UTR) and the chromosphere. Further, at the suggestion of A. Gary (1999, private communication), by using scaling laws that incorporate the magnetic field in a heating function, we might obtain some insight to account for the DEM structure seen at temperatures above T $ 650;000 K. Although we are able to observe the magnetic field at photospheric levels, where B j j $ 1000 G, we can only infer that within the corona the magnetic field reduces to order of a few to tens of gauss. Thus, as B j j decreases with height, this allows the gas pressure to overcome the magnetic confinement, allowing the gas to expand, consistent with a funnel structure and the EUV observations of the quiet network (Reeves et al. 1974; Reeves 1976; Gabriel 1976; Rabin 1991; Gallagher et al. 1998 ). This of course does not resolve the details of what the structure and strength of the magnetic field is throughout the transition region, as we lack direct measurement of the field. Hence, it still leaves unaccounted for how the gas is confined to structures such as loops and funnels. The existence of the magnetic field in any model is therefore key to understanding the magnetohydrodynamic phenomena and in yielding insight into the morphology of the transition zone. In any revision of the funnel model, it must be accounted for.
Another possible interpretation of the rising DEM at lower temperatures was given by . In their analysis, they proposed a nested configuration of loops (one on top of another) from the chromosphere up and into the corona. They assumed a two-dimensional model based on an MHD simulation that includes the thermal effects of parallel stability and anisotropic conduction across the field lines, and thus were able to reconstruct the observed DEM below T $ 100;000 K. Cross-field conduction at lower temperatures, for funnel-like structures, were later proposed by Ji et al. (1996) . Fontenla, Avrett, & Loesner (1990) assumed a simplified description of the solar transition region that consists of a collection of open field tubes and loops that connect the chromosphere with the corona, extending from several hundred to tens of thousands of kilometers in height. In their model, they argued that ambipolar diffusion (the diffusion of atoms against the background of protons and electrons) is the thermal-particle process by which the LTR is heated down to about 20,000 K. Radiative losses in this temperature regime are shown to be mostly due to hydrogen, with some optically thin losses due to other elements. The model is tested against the Lyman lines and continuum seen in the average Sun. Thus, it may well be that the incorporation of this particle flux mechanism at the base of the funnel could also account for the observed DEM at temperatures below T $ 100;000 K.
Testing of the model against other data sets, such as SOHO's EIT, CDS, and SUMER observations, and TRACE spectroheliograms, must be performed. However, as mentioned previously, photometric calibration of these instruments has also proven to be difficult and uncertain (Delaboudinière et al. 1995; Neupert et al. 1998) . The need for well-calibrated data is essential for testing the funnel model, as well as any other transition region and coronal models. Spectral line observations of quiet regions for 10 4 T 10 6 K would also prove important to matching line-emission predictions obtained by our model using CHIANTI.
Although DEM calculations are important, the methods by which they are determined using spectral data have been shown to leave much room for interpretation. It is known, for example, that elements with first ionization potential No. 2, 2003 SOLAR CHROMOSPHERE/CORONA INTERFACEðFIPÞ < 10 eV are enhanced in the corona by up to factors of 1-5 relative to elements with FIP > 10 eV (Meyer 1985; Feldman 1992) . Doschek (1997) has found inconsistencies in DEMs for line ratios formed in like-temperature regions (for active and quiet regions), and attributes these differences to the assumptions made about the atomic physics of line formation, i.e., with respect to the relative ratios embedded in the contribution function, G ji ð ji ; T; n e Þ. More accurate theoretical models and improved atomic data would certainly assist us in resolving some of the uncertainties. More accurate determinations of the DEMs in observed regions would also give us a solid constraint on any model. Finally, there is the issue of accounting for the mechanisms that are responsible for heating the quiescent corona. To date, we have not yet observed the processes that are responsible for these observations, and so the question continues to remain open for discussion. As X-rays are produced at wavelengths that suggest temperatures as high as $2-3 Â 10 6 K, we know that in some manner the large-scale corona is being heated to these high temperatures. Many models have been put forth to account for these observations, but none seems to be accepted as the dominant mechanism by which the overall heating of the global corona is produced. Although loop structures are seen everywhere in active and quiet regions, it is uncertain what mechanisms confine the hot plasma and heat them, thus causing them to radiate at EUV and soft X-ray wavelengths. Any realistic model of the solar transition region must thus include an accounting of the energy transfer processes existing in the corona and into the solar wind. Therefore, it is our view that funnels, as tested against the MSSTA II observations, may lie at the base regions of larger open magnetic field structures, similar to polar plumes, that extend outward into the solar wind. Using previous MSSTA observations, Allen et al. (1997) presented conclusive evidence that showed polar plumes originating from unipolar regions as seen in overlapping Kitt Peak magnetograms.
Plumes are evident everywhere on the solar limb as seen in typical 171-175 Å spectroheliograms (cf. TRACE and SOHO EIT observations). As mentioned in x 5.3, Hackenberg et al. (2000) proposed a funnel model to account for a component of the fast solar wind coming from polar plumes. In their analysis they used a two-fluid approximation to connect the 40,000 K chromosphere to the 2,000,000 K corona, bounded in the outer corona by the Parker critical sonic limit (Parker 1992) . Although their model is tested against SUMER observations made by Wilhelm et al. (1998) , we caution that the transition zone they calculate is only 20 km in thickness for the 40;000 T 400;000 K region. However, their funnels are associated with polar coronal hole plumes and not the large-scale network model that we propose. Spectroheliograms show that the transition region is thicker than 20 km in height. Hence, incorporating a similar two-fluid enhancement to Rabin's funnel model, but using our forward modeling technique, could provide a fuller accounting of the overall energy transfer taking place above the upper transition region ðT > 650;000 KÞ.
SUMMARY AND CONCLUSIONS
Using a slightly modified form of Rabin's (1991) backheated coronal funnel model and incorporating it with the CHIANTI spectral code (Dere et al. 1997; Landi et al. 1999 ), a test was performed against the 1550 and 173 Å spectroheliograms recorded using the MSSTA II payload instruments (Martínez-Galarce et al. 2000) . The MSSTA is a sounding-rocket experiment composed of a set of multilayer optics and controlling electronics designed to simultaneously image and record the Sun within narrow bandpasses at FUV, EUV, and soft X-ray wavelengths, about selected emission lines.
At the base of the funnel, an areal coverage of O 0:45 of the total solar surface area is imposed by the observations seen in C iv at 1550 Å , while at the top of the funnel, the surface coverage lies in a range $ 0:7 0:95 of the total area, as imposed by the Fe ix, 173 Å observation. The temperature at the lower boundary is set to 100,000 K (corresponding to the formation temperature C iv), and the pressure is assumed to be constant throughout the funnel and static. A further boundary condition is that given the globally integrated solar output at 173 Å and then dividing it by the flux produced by one funnel, the total number of funnels determined must simultaneously fit the areal coverage constraints seen in both spectroheliograms. Thus, based on these observed boundary conditions, it was determined that a class of funnels can account for the observations of quiescent-region emission seen in the 173 Å bandpass of the MSSTA II telescope. These funnels extend through the UTR with the following properties: T c $ 100;000 K and T h $ 650;000 K; pressure n e T $ 1:5 2:5 Â 10 14 K cm À3 ; À $ 6 20; L $ 12;000 20;000 km; are bowl shaped; primarily produce Fe ix emission at 171.1 Å near their upper boundary; satisfy the global coverage requirements observed in 173 and 1550 Å spectroheliograms; and therefore, may possibly be the predominant mechanism by which the quiescent 173 Å emission is generated during quiet-Sun periods.
The results of our study are also in relative agreement (for T > 250;000 KÞ with quiet-region emission measures determined by Raymond & Doyle (1981) and are further substantiated by recent CDS observations of the transition region analyzed by Gallagher et al. (1998) . The fitted models in this study are in disagreement with the conclusions reached by DE&M, who discount the existence of backheated funnels within the 10 5 -10 6 K regime.
Although the results of our analysis seem to support the concept of the EUV network being composed of concentrated magnetic field regions (Kopp & Kuperus 1968; Gabriel 1976) , in the form of back-heated funnels (Athay 1990; Rabin 1991) , more testing of this premise is required. As the model is combined with CHIANTI to produce lineemission spectra, the method also provides for another manner in which to test against spectral observations by comparing line-emission ratios of quiet regions. Furthermore, the model needs to be tested against other spectroheliogram observations, such as those made by the SOHO and TRACE satellites. Modifications to be made to the model, via the inclusion of a heating function, time variability, and MHD flows, would allow for its extension into the LTR for temperatures 10;000 T 100;000 K, in order to account for the increasing DEM as determined by spectroscopic observations. Inclusion of loop models and incorporating them into the overall morphology of the transition region is also relevant. Finally, these modifications would allow extension of the model to higher temperatures of
