Abstract. This paper investigates the necessary features of an effective clause weighting local search algorithm for propositional satisfiability testing. Using the recent history of clause weighting as evidence, we suggest that the best current algorithms have each discovered the same basic framework, that is, to increase weights on false clauses in local minima and then to periodically normalize these weights using a decay mechanism. Within this framework, we identify two basic classes of algorithm according to whether clause weight updates are performed additively or multiplicatively. Using a state-of-the-art multiplicative algorithm (SAPS) and our own pure additive weighting scheme (PAWS), we constructed an experimental study to isolate the effects of multiplicative in comparison to additive weighting, while controlling other key features of the two approaches, namely, the use of pure versus flat random moves, deterministic versus probabilistic weight smoothing and multiple versus single inclusion of literals in the local search neighbourhood. In addition, we examined the effects of adding a threshold feature to multiplicative weighting that makes it indifferent to similar cost moves. As a result of this investigation, we show that additive weighting can outperform multiplicative weighting on a range of difficult problems, while requiring considerably less effort in terms of parameter tuning. Our examination of the differences between SAPS and PAWS suggests that additive weighting does benefit from the random flat move and deterministic smoothing heuristics, whereas multiplicative weighting would benefit from a deterministic/probabilistic smoothing switch parameter that is set according to the problem instance. We further show that adding a threshold to multiplicative weighting produces a general deterioration in performance, contradicting our earlier conjecture that additive weighting has better performance due to having a larger selection of possible moves. This leads us to explain differences in performance as being mainly caused by the greater emphasis of additive weighting on penalizing clauses with relatively less weight.
Introduction and Background
Clause weighting algorithms for satisfiability testing have formed an important research area since their introduction in the early 1990s. Since then various improvements have been proposed, resulting in the two best-known recent algorithms: the discrete Lagrangian method (DLM) (Wu and Wah, 2000) and scaling and probabilistic smoothing (SAPS) (Hutter et al., 2002) . While these methods differ in important aspects, both use the same underlying trap avoiding strategy: increasing weights on unsatisfied clauses in local minima and then periodically adjusting weights to maintain effective weight differentials during the search.
The earliest clause weighting algorithms, such as Breakout (Morris, 1993) , repeatedly increased weights on unsatisfied clauses and so allowed unrestricted weight growth during the search. Flips were then chosen on the basis of minimizing the combined weight of the unsatisfied clauses. In 1997, Frank proposed a new weight decay algorithm that updated weights on unsatisfied clauses using a combination of a multiplicative decay rate and an additive weight increase. While Frank's work laid the ground for future advances, his decay scheme produced relatively small improvements over earlier weighting approaches. At this point, clause weighting algorithms proved competitive on many smaller problems but were unable to match the performance of faster and simpler heuristics, such as Novelty, on larger problem instances (McAllester et al., 1997) . As a key reason for developing incomplete local search techniques is to solve problems beyond the reach of complete SAT solvers, the poor scalability of clause weighting was a major disadvantage.
It was not until the development of DLM that a significant performance gain was achieved. In its simplest form, DLM follows Breakout's weight increment scheme, but additionally decrements clause weights after a fixed number of increases. DLM also alters the point at which weight is increased by allowing flat moves that leave the weighted cost of the solution unchanged. These flat moves are in turn controlled by a tabu list and by a parameter that limits the total number of consecutive flat moves (Wu and Wah, 2000) . In empirical tests DLM proved successful at solving a range of random and structured SAT problems and in particular was able to outperform the best nonweighting algorithms on many larger and more difficult problem instances.
In another line of research, Schuurmans and Southey (2000) developed a fully multiplicative weighting algorithm: smoothed descent and flood (SDF). SDF introduced a new method for breaking ties between equal cost flips by additionally considering the number of true literals in satisfied clauses. In situations where no improving moves are available, SDF multiplicatively increases weights on unsatisfied clauses and then normalizes (or smooths) clause weights so that the greatest cost difference between any two flips remains constant. SDF's reported flip performance was promising in comparison to DLM, but these results did not look at the more difficult problems for which DLM was especially suited. In addition, SDF's time performance did not compare well, due to the overhead of adjusting weights on all clauses at each local minimum.
In subsequent work, SDF evolved into the exponentiated subgradient algorithm (ESG) (Schuurmans et al., 2001 ), which in turn formed the basis of the scaling and probabilistic smoothing (SAPS) algorithm (Hutter et al., 2002) . ESG and SAPS dispensed with SDF's augmented cost function, and SAPS further improved on the run-time performance of ESG by smoothing weights only periodically, and increasing weights only on violated clauses in a local minimum (rather than updating all clauses).
The basic idea of using weight penalties, or Lagrangian multipliers, to solve discrete optimization problems was originally developed in the operations research (OR) community (Everett, 1963) , and has evolved into the area of subgradient optimization. These approaches have significant similarities to the weighting algorithms developed in the SAT community. However, as Schuurmans et al. (2001) pointed out, the crucial difference is that OR techniques use linear penalty functions, whereas SAT algorithms use nonlinear hinge penalty functions that do not explicitly reward features or clauses that remain satisfied. In their analysis of ESG, Schuurmans et al. further demonstrated that nonlinear penalty functions have the better performance in the SAT domain.
The important point for the current research is not only that the leading SAT clause weighting algorithms have converged on the same class of nonlinear hinge penalty functions, but also that they have converged on the same basic framework of weight control. One of the crucial steps from ESG to SAPS was the realization that weight normalization can be split into two phases: first penalizing false clauses in local minima and second periodically reducing weights according to a problem specific parameter. As the number of false clauses at any point during the search is relatively small compared to the total number of clauses, this splitting of the weight control allows for regular and fast weight increases, while the slower process of weight reduction occurs more infrequently, leading to significant gains in time performance. With this change, the weight update scheme of SAPS becomes almost identical in structure to the weight update scheme of DLM: both increase weight when a local minimum is identified (although using different identification criteria), and both periodically adjust weights according to a parameter value that varies for different problems. SAPS differs from DLM in using this parameter to probabilistically determine when weight is reduced, whereas DLM deterministically reduces weight after a fixed number of increases. Therefore, the remaining and crucial difference between the weighting mechanisms of SAPS and DLM is the use of multiplicative as opposed to additive weight updates.
It is of interest to note that a third clause weighting algorithm, GLSSAT (Mills and Tsang, 1999) , employs a similar weight update scheme, additively increasing weights on the least weighted unsatisfied clauses and multiplicatively reducing weights whenever the weight on any one clause exceeds a predefined threshold. However, although GLSSAT performed well in comparison to Walksat, it could not match DLM on larger problems. Also, an earlier study (Thornton and Sattar, 1999) indicated that the basic approach of increasing weights on the least weighted false clauses is not as effective as increasing weights on all false clauses. For these reasons we decided to concentrate on SAPS and DLM and leave a GLS type approach for future work.
The main aim of the study is to investigate whether an additive or multiplicative weight update scheme is better for satisfiability testing. The secondary aim is to discover whether the various subheuristics used in the two approaches provide a useful contribution to performance. Given that SAPS and DLM both have some claim to be considered as the state of the art in local search for SAT and that both have separately hit upon the same underlying weighting structure, it now becomes possible to compare additive and multiplicative clause weighting without their relative performance being disguised by differing implementation details. To perform this comparison, we started with the authors' original version of SAPS and changed it in small steps until it became an effective additive clause weighting algorithm. By examining and empirically testing the effect of each step, we set out to isolate exactly those features that are crucial for the success of each approach. This resulted in the development of the pure additive weighting scheme (PAWS). As the published results for SAPS have looked only at relatively small problems, we also decided to evaluate SAPS and PAWS on an extended test set that includes a selection of the more difficult problems for which DLM was developed. In the remainder of the paper we describe in detail the development of PAWS from SAPS and DLM and then present the results and conclusions of our empirical study.
Clause Weighting Algorithms for SAT
Clause weighting local search algorithms for SAT follow the basic procedure of repeatedly flipping single literals that produce the greatest reduction in the sum of false clause weights. Typically, all literals are randomly initialized, and all clauses are given a fixed initial weight. The search then continues until no further cost reduction is possible, at which point the weight on all unsatisfied clauses is increased, and the search is resumed, punctuated with periodic weight reductions.
Clause weighting algorithms differ primarily in the schemes used to control the clause weights, and in the definition of the points where weight should be adjusted. Multiplicative methods, such as SAPS, generally adjust weights when no further improving moves are available in the local neighbourhood. This can be either when all possible flips lead to a worse cost or when no flip will improve cost, but some flips will lead to equal cost solutions. As multiplicative realvalued weights have much finer granularity, the presence of equal cost flips is much more unlikely than for an additive approach, where weight is adjusted in integer units. This means that additive approaches frequently have the choice between adjusting weight when no improving move is available, or taking an equal cost (flat) move.
Following the DLM literature (Shang and Wah, 1998) , we consider a local minimum to be a point or a connected area of equal cost moves where no further cost improvement is possible (i.e., the area is surrounded by cost increasing moves, and no combination of equal cost moves can ever escape). In this model, a plateau is a connected area of equal cost moves that eventually lead to one or more cost improving moves. An additive weighting algorithm, like DLM, will continually encounter situations where both equal cost and cost increasing moves are available, but is unable to distinguish between a plateau (where it is worth continuing the search) and a local minimum (where weight should be increased in order to escape).
Considerable effort has gone into developing strategies to help guide additive weighting over potential plateau areas. While this is described as plateau searching, it should be noted that such techniques search plateaus and local minima indifferently. It should also be noted that the SAPS' authors have developed a different terminology to describe local search landscapes (see Hoos and Stützle, 2005) .
DLM AND SAPS
DLM has been described as Fad hoc_ (Schuurmans et al., 2001) and criticized for requiring a large number of parameters to obtain optimum performance. However, DLM has evolved through several versions, the last of which was developed specifically to solve the larger towers of Hanoi and parity learning problems from the DIMACS benchmarks (Wu and Wah, 2000) . As already discussed, the basic structure of DLM is similar to SAPS, except for the heuristic used to control the taking of flat moves. In addition, although the last version of DLM had 27 parameters, in practice only three of these require adjustment in the SAT domain.
Of particular interest is that DLM uses a single parameter to control the weighting process (corresponding to Max inc in Figure 1 ), which determines when weights are to be reduced. In contrast, SAPS requires two further parameters (a and U ) to determine the amount that weights are multiplicatively scaled or smoothed (in DLM, clause weight increases and decreases are implemented by adding or subtracting one). The other two DLM parameters ( 1 and 2 ) are used to control the flat move heuristic: Using the terms from Figure 2 , if best < 0, DLM will randomly select and flip any x i 2 L. Otherwise, if best = 0, and the number of immediately preceding consecutive flat moves is < 1 and L t p t, then DLM will randomly select and flip any x i 2 L t , where L t contains all flat move literals that have not been flipped in the last 2 moves. Otherwise, clause weights are additively updated, as per Figure 1 .
Although SAPS implements a fairly Fpure_ weighting algorithm, there are a few implementation details that distinguish it from DLM (see Figure 2 ). The first is the wp parameter that probabilistically controls whether a random flip is taken when no cost improving move is available. This acts as an alternative to DLM's flat move heuristic. The second is that the set of local neighbourhood moves for SAPS contains a single copy of each literal that can make a false clause (i.e., turn it from false to true). In DLM, the neighbourhood consists of all literals in all false clauses. This means that if a literal appears in more than one false clause, it will appear more than once in the local neighbourhood, thereby increasing the probability that it will be selected. Finally, as noted earlier, SAPS uses probabilistic smoothing when adjusting clause weights, that is, if P smooth is set to 5Q then there is a 1 in 20 chance that weight will be adjusted after an increase. In contrast, DLM's third parameter fixes the exact number of increases before weight is decreased, and so represents a deterministic weight reduction scheme.
Overall, there is little difference between DLM and SAPS in terms of parameter tuning. While SAPS has four parameters (a, U , wp, and P smooth ) and a basic version of DLM has three, in practice at least one of the SAPS parameters can be treated as a constant and the others adjusted to suit (in this study wp is set at 1Q). For both algorithms the process of parameter tuning is time consuming, as optimal performance is highly dependent on the correct settings. This compares poorly with simpler nonweighting algorithms, such as Walksat (Hoos, 2002) , which generally require the tuning of only a single noise parameter. In order to address this, a version of SAPS called Reactive SAPS (RSAPS) was developed (Hutter et al., 2002 ) that automatically adjusts the P smooth parameter during the search. However we found this algorithm did not perform as well as a properly tuned SAPS on our problem set, so we did not consider it further.
Hence, the main design criticism that can be levelled at DLM is that it relies on a somewhat ad hoc flat move heuristic, whereas SAPS can search purely on the basis of weight guidance (while taking the occasional random flip). From this it could be argued that multiplicative weighting is superior to additive weighting because it avoids the need for a flat move heuristic, that is, by making finer weight distinctions between moves, the search space for a multiplicative method will contain far fewer and smaller plateau areas. However, this assumes that the overall performance of SAPS is at least as good as DLM's and that the effectiveness of additive weighting depends on plateau searching, both issues we shall address later in the paper.
The Pure Additive Weighting Scheme (PAWS)
SAPS has demonstrated that effective local search guidance can be given by a reasonably simple manipulation of clause weights. It has also outperformed DLM on a range of SATLIB benchmark problems, in terms of both time and median number of flips (Hutter et al., 2002) . From this work several questions arise: first how does SAPS perform on the larger DIMACS benchmark problems for which DLM was developed? Second, the SAPS code is based on a very efficient implementation of Walksat, j so to what extent is the superior time performance of SAPS based on the details of this implementation? Third, does the success of SAPS depend on multiplicative weighting? That is, can we obtain the same quality of guidance using additive weighting, avoiding the use of the j http://www.cs.washington.edu/homes/kautz/walksat/walksat-dist.tar.Z.uu. multiplicative update parameters a and U ? And finally, does additive weighting require a plateau searching strategy, with the associated tabu list length and flat move parameters, to compensate for the coarser-grained nature of the additive weight updates?
To answer these questions we developed a pure additive weighting scheme (PAWS), j which we embedded directly into the SAPS source code jj (so the same efficiencies were obtained), and tested PAWS on both the SATLIB benchmarks used for SAPS and a selection of the DIMACS benchmarks used for DLM.
PAWS takes a middle line between SAPS and DLM, first by doing away with DLM's plateau searching heuristic (and the associated 1 and 2 parameters) and replacing it with a random flip heuristic. Now, whenever PAWS encounters a situation where the best available move does not change the overall cost, it will either take this move with probability P flat or it will increase weight. In contrast, DLM would always take the equal cost move unless it was on the tabu list (controlled by 2 ) or unless the maximum number of consecutive flat moves had already been taken (controlled by 1 ). PAWS retains DLM's preference for taking flat moves when no improving moves are available, by selecting random moves only from the domain of available flat moves. In contrast, when SAPS takes a random move (controlled by wp), it picks from the domain of all possible moves, regardless of cost. Finally, PAWS retains DLM's deterministic weight reduction scheme and the multiple inclusion of literals that appear in more than one false clause (whereas SAPS reduces weight probabilistically according to P smooth and includes only unique literals in its candidate move list). Figure 1 shows the complete PAWS procedure, which is now controlled by two parameters: P flat which decides whether a randomly selected flat move will be taken (corresponding to wp in SAPS), and Max inc which determines at which point weight will be decreased (corresponding to P smooth in SAPS). As with wp in SAPS, we found that P flat can be treated as a constant, and for all subsequent experiments it was set at 15Q. Hence PAWS requires the tuning of only a single parameter, Max inc , which we found to have roughly the same settings and sensitivity as the equivalent parameter in DLM. On all our test problems the optimum value of Max inc was relatively easy to find, generally showing a similar concave-shaped relationship with local search cost as that observed for Walksat's noise parameter in (Hoos, 2002) (for example, see Figure 3b ). The requirement to tune only a single parameter with a fairly stable relationship to cost gives PAWS a significant practical advantage over DLM and SAPS, which typically j PAWS is a simplification and improvement over our earlier MAX-AGE algorithm, which was shown to be competitive with DLM on a range of larger SAT problems (Thornton et al., 2002) .
jj http://www.cs.ubc.ca/davet/dls4sat/software/saps-1.0.tar.gz.
need considerably more effort to set up for a particular set of problems (see Section 4.4 for a further discussion of parameter tuning).
DIFFERENCES BETWEEN SAPS AND PAWS
While PAWS comes close to being an additive version of SAPS, as discussed earlier, it differs in three aspects:
1. Multiple Inclusion (m): PAWS allows optimal cost flips that appear in n false clauses to also appear n times in its move list L (rather than exactly once). 2. Random Flat (r): PAWS probabilistically takes a random flat move when no improving move is available (rather than allowing cost increasing moves).
Deterministic Smoothing (d): PAWS reduces weight deterministically after
Max inc number of increases (rather than reducing weight with probability P smooth ).
In order to distinguish the essential from the inessential features of the two approaches, we developed four SAPS variants based on the inclusion of the above heuristics:
1. SAPS+m: includes the multiple inclusion heuristic from PAWS. 2. SAPS+r: replaces the pure random move selection of SAPS with a random flat move selection. Hence SAPS+r will (probabilistically) take a move in a local minimum only if there is at least one move available that does not increase the weighted solution cost. j 3. SAPS+d: replaces the probabilistic smoothing of SAPS with a deterministic weight reduction scheme that smooths weights after a fixed number of weight increases. 4. SAPS+a: uses all three heuristics at once, that is, multiple inclusion, random flat move and deterministic smoothing. Hence SAPS+a is equivalent to PAWS except for the use of multiplicative weighting.
We then developed four variants of PAWS that use the alternative SAPS heuristics:
1. PAWS-m: discards the multiple inclusion heuristic, and considers only distinct literals in move list L. 2. PAWS-r: discards the random flat move heuristic, and probabilistically selects a move in a local minimum without consideration of cost.
j In the original SAPS source code, the authors used a 0.1 threshold to distinguish an improving move from a zero cost move (see Figure 2) . We therefore reused this value to define a flat move for SAPS+r as any move causing a weighted cost change within the range of T0.1.
3. PAWS-d: uses probabilistic rather than deterministic weight reduction. 4. PAWS-a: uses all three of the above heuristics at once. Hence PAWS-a is equivalent to SAPS except for the use of additive weighting.
Finally, in our earlier work (Thornton et al., 2004) , we observed that the average length of move list L for PAWS tends to be longer than for SAPS. The explanation for this difference is that multipliers create finer distinctions between clause weights: as multiplicative weights are real-valued, the previous history of clause weighting will be retained in small differences, even after smoothing. Hence, in longer term searches, we would expect clause weights to become more and more distinguished, making it increasingly unlikely that any two flips will evaluate to the same cost. Conversely, additive weighting changes clause weights by simply adding or subtracting one, and most weights are returned to a base weight of one at some point in the search. Hence longer term residual weight is eliminated, and the likelihood that different flips will evaluate to the same cost remains relatively high, meaning additive weighting will generally have a greater number of possible best cost moves to select from.
This led us to conjecture that differences in performance between SAPS and PAWS may be explained by differences in the number of moves available during the search. To test this, we developed a fifth variant of SAPS (SAPS+t) that includes a threshold of indifference between moves. This threshold is compared to an averaged flip cost, calculated by dividing the weighted cost change of a flip (Áw x i in Figure 2 ) by the current average clause weight. A flip is then included in list L if its cost change is within a threshold value of the best cost change available at that point in the search. This alters the SAPS move selection heuristic from Figure 2 to the heuristic shown in Figure 4 .
In the following empirical study the threshold heuristic is added to the SAPS+a variant to make SAPS+t. Hence, SAPS+t is almost the same as PAWS, remaining indifferent to finer move distinctions but retaining a multiplicative clause weight ordering. In this way we can test our earlier conjecture that a longer L has a positive impact on performance, all else being equal (Thornton et al., 2004) .
Empirical Study

PROBLEM SET
To examine the relative performance of additive and multiplicative weighting, and the influences of the various SAPS and PAWS heuristics, we designed an experimental study using 29 benchmark problems that cover various dimensions of problem size, difficulty and structure.
First, we took the problem set reported in the original study on SAPS (Hutter et al., 2002) , consisting of the median and hardest problems from several SATLIB problem classes. Second, to test performance on larger problem instances, we included the SATLIB ais12, logistics.d and bw-large.d blocks world problems, the two most difficult DIMACS graph colouring problems (g125.17 and g250.29) and the median and hardest DIMACS 16-bit parity learning problems (par16). We then generated two sets of random 3-SAT problems from the accepted hard region, each containing 20 instances, the first with 800 variables and the second with 1,600 variables. To these we added the f800 and f1600 DIMACS problems and selected the median and hardest problem from each set. Finally, we generated a range of random binary CSPs, again from the accepted hard region, and transformed them into SAT problems using the multivalued encoding described in (Prestwich, 2003) . These problems were divided into four sets of five problems each, according to the number of variables (v), the domain size (d), and the constraint density (c) in the original CSP, giving the 30v10d40c (bin30-40), 30v10d80c (bin30-80), 50v15d40c (bin50-40) and 50v15d80c (bin50-80) problem sets from each of which the hardest problem was selected. 
COMPLETE VERSUS LOCAL SEARCH
One of the key motivations for the development of local search techniques for SAT is to solve problems beyond the reach of existing complete solvers. Complete solvers, even if slower on particular instances, have the advantage of unambiguously reporting if an instance is unsatisfiable. Hence, local search for SAT is most applicable to problems that are too difficult for complete search to solve in a reasonable time frame. This means that the scalability of local search is important and that evaluations on problems that can easily be solved by a complete solver are less decisive. To clarify this issue, we additionally tested our problem set using the well-known DPLL complete j Note that for all the larger randomly generated problems satisfiability was determined using our own local search algorithms with a cut-off of 100 million flips. Hence we may have rejected some harder satisfiable instances.
solvers, Satz (version 214) (Li and Anbulagan, 1997) and zChaff (version 2004.11.15) (Moskewicz et al., 2001 ).
TESTING FOR SIGNIFICANCE
Local search run-times can vary significantly on the same problem instance, as determined by the initial starting point and any subsequent randomized decisions. For this reason empirical studies require the same problem to be solved multiple times, and at least for the mean, median, and standard deviation to be reported. However, it is still unclear exactly how much confidence we can have in the reported differences between algorithms. Standard deviation is informative for normally distributed data, but local search run-times are generally not normally distributed, often having the median to the left of the mean and a number of unpredictably distributed outliers. Hence standard comparisons that assume normality, such as a two-sample t-test, are not reliable, and the level of statistical confidence in differences between algorithms is rarely investigated.
However, nonparametric measures, such as the Wilcoxon rankYsum test, do not rely on normality and assume only that the distributions to be compared have a similar shape. To use the Wilcoxon test requires that the run-times (or number of flips) from two sets of observations, A and B, are sorted in ascending order. Then each observation is ranked (from 1 . . . N) and the sum of the ranks for distribution A is calculated. This value (w A ) can now be used to test the hypothesis that distribution A lies to the left of distribution B, i.e., H 1 : A < B, using the normal approximation to the Wilcoxon distribution (Gibbons and Chakraborti, 1992) :
where n A and n B are the number of observations in distributions A and B respectively and N = n A + n B . Using the standard Z õ Normal(0, 1) tables, z will give the probability P that the null hypothesis, H 0 : A Q B, is true. While the Wilcoxon test provides a good measure of overall performance, it can miss situations where one algorithm has a better probability of solving a problem within a certain time-range, even though its overall performance is relatively poor. In such circumstances a hybrid or portfolio approach (Gent et al., 1999) can produce better results, that is, using the algorithm that has the greater solution probability in a given time-range. Hence, to test whether one algorithm clearly dominates another, we produced run-time distributions (RTDs) (Hoos and Stützle, 1998) to compare the best performing algorithm variants for each problem. RTDs are used to analyze local search performance of multiple runs on the same problem instance. By calculating and graphing the cumulative j Assuming n A > 12, n B > 12 and that no rank values are tied.
percentage of runs that have been solved over time, a picture of the overall behaviour of an algorithm on a problem can be obtained (see Figures 5 and 6 ). More important, if the RTD distribution of one algorithm dominates another on the same problem (i.e., at every time point it has solved a greater percentage of runs, as with the PAWS RTD of Figure 5a ), then we can be more confident that the algorithm has the better performance. Conversely, if two RTD's cross (as in Figure 5b ), then we cannot safely conclude that one is uniformly better than another.
We therefore used a combination of the Wilcoxon test and an RTD analysis to assess whether there is a significant difference in algorithm performance according to the following rule: if the Wilcoxon rankYsum test is significant for P < 0.05 and the RTD of the better algorithm dominates the other for all solution probabilities > 0.1 (as with the PAWS RTDs of Figure 6 ), then the algorithm is classed as significantly better on the problem instance.
PARAMETER SETTING
To make the empirical study feasible, we adopted a combination of exhaustive and local search strategies for setting the parameters of individual algorithm variants. In the exhaustive phase, we tested a range of parameter settings for the original SAPS and PAWS algorithms on each problem instance. As the issue of the number and sensitivity of parameters is important to our overall evaluation, we have taken a closer look at the parameter tuning process in the following two subsections.
Tuning SAPS
As discussed earlier (see Section 2), SAPS has four parameters: a, U , P smooth , and wp. In the original study (Hutter et al., 2002) , the SAPS authors fixed wp at 1Q and P smooth at 5Q and manipulated a in the range of 1.1 . . . 1.3 and U in the range of 0.2 . . . 0.9. However, they acknowledge that Bthere are better parameter settings for almost all problem instances tested here. Determining these settings manually can be difficult and time-consuming.^The attempt to reduce this difficulty led to the development of Reactive SAPS (RSAPS) (Hutter et al., 2002) . Here, instead of fixing P smooth and manipulating a and U , the authors fixed a, manually manipulated U , and set P smooth using an automated reactive mechanism.
As the problem set used in the current study contains several larger problems on which SAPS has not been previously tested, and also because the question of which SAPS parameters to fix and which to manipulate has yet to be settled, we decided to test the three main SAPS parameters on an expanded range of settings, varying a from 1.05 to 2.00 in steps of 0.05, U from 0.05 to 1.00 in steps of 0.05, and P smooth from 4 to 8Q in steps of 1Q (keeping wp fixed at 1Q). For problems that PAWS solves in fewer than one million flips, we allowed 100 runs at each of the 20 Â 20 Â 5 possible settings. For the remaining problems we allowed 10 runs at each setting and retested the best 10 of these at 100 runs. We then sorted the results for each problem instance according to the mean flip count and selected the best performing parameter setting for use in the main study. We first allowed SAPS such a wide range of parameter values to ensure that the comparison with PAWS was not biased by a limited choice. Second, the experiment allows us to examine the range and sensitivity of the SAPS parameters. In Table I , we show the mean flip counts of the best parameter settings for SAPS on each test set problem, in comparison to the recommended default settings of a = 1.3, U = 0.8 and P smooth = 5Q, with 100 runs on each problem and a cut-off of 20 million flips (50 million for bin50-40). These results show that using default parameter settings is not a practical approach, particularly on the larger, more difficult problems. For instance, the default settings were unable to solve any run on the g250.29, f1600-med and f1600-hard problems, and could only solve one out of 100 runs on g125.17. The results also show that the best performing algorithms have exploited nearly the full range of parameter settings with a varying between 1.05 (bw_large.d) and 2.00 (par16-med), U varying between 0.05 (g125.17) and 1.00 (logistics.d), and P smooth varying between 4Q (ais10) and 7Q (bw_large.c). However, the larger values for a appear only on nonstatistically significant results (par16-med and par16-hard j ). Ignoring these two problems, a ranges more narrowly between 1.05 . . . 1.40.
Although the results show that a wide range of parameter values was used to obtain the best performance, we have yet to consider the sensitivity of individual parameters. It could be the case that one SAPS parameter dominates the others to the extent that the variations in the dominated parameters do not significantly affect performance. We can first reject the hypothesis that a is insignificant from the bw_large.c result. Here a is the only parameter varied from the default, and the result is a significant difference in performance. There are several similar examples of a significant difference obtained by only manipulating U from the default (i.e., flat200-med, uf200-hard, uf400-med, uf400-hard, and logistics.c). Hence we can conclude that a and U are important parameters, with U showing a significant difference at a sensitivity of at least 0.1 (for logistics.c) and a showing a sensitivity of at least 0.15 (for bw_large.d).
However, as Table I does not show a significant difference arising from the manipulation of P smooth alone, we decided to look at an individual problem (ais12) in more detail. From our initial parameter tests at 100 runs, the best setting for SAPS on ais12 was a = 1.25, U = 0.95, and P smooth = 4Q. In order to test sensitivity, we decided to manipulate P smooth from 1Q to 12Q in steps of 1Q at 1,000 runs per setting, keeping the other parameters fixed at their tuned values. The mean flip values for each of these settings are graphed in Figure 3a and show there is a relationship between P smooth and performance on this problem. We performed a further Wilcoxon analysis between the 4Q and 5Q P smooth settings and found a nearly significant time difference at p = 0.06852. A second comparison between the 4Q and 6Q settings did yield a significant difference at p = 0.00013.
j Although not statistically different on flips the tuned par16 runs had better success rates. From the foregoing analysis we can conclude that each of the three main SAPS parameters can produce significant differences in performance on at least one of the test problems. However, this result must be qualified in several respects. First, fine tuning parameters is unnecessary when comparing with another algorithm, if a coarsely tuned version still dominates. As the subsequent results show, SAPS does not clearly dominate PAWS, and so the fine tuning of parameters can be justified. Second, while the individual parameters are sensitive in isolation, this does not mean that one or two parameters could be fixed, and the free parameter(s) adjusted to achieve optimal performance (this assumes that different combinations of parameter settings could produce the same optimal performance). The earlier study on RSAPS (Hutter et al., 2002) shows that holding a and U constant and manipulating P smooth is not as effective as additionally allowing U to change. This indicates that at least two SAPS parameters need to be manipulated to achieve acceptable performance.
If we further consider the actual effects of a, U and P smooth , it seems reasonable to assume that similar weighting behaviour could be achieved with combinations of different settings, that is, a determines the amount of weight increase, U determines the amount of decrease, and P smooth determines how frequently a decrease occurs. Hence we could expect a smaller increase and larger decrease performed less frequently to behave similarly to a large increase and a smaller decrease performed more frequently. In this case we would prefer the setting that reduces weight more infrequently, as it would be more time efficient. But the question remains as to how infrequently weight can be reduced without degrading performance. Certainly we know performance will degrade eventually, as the limit would be to never reduce weight, and the more infrequently we reduce weight the more insensitive the search becomes to local conditions. In summary, we conjecture there may be discoverable relationships between a, U , and P smooth that could simplify the parameter tuning process. It may also be the case that a more fine grained tuning of one parameter could eliminate the need to tune another. We leave these questions for future research. In practical terms, the sensitivity of the SAPS parameters means we cannot be certain of obtaining the best performance without searching an extensive range of settings. While a particular parameter may not be sensitive on a particular problem, we are unfortunately unable to know this in advance.
Tuning PAWS
Tuning PAWS presented a relatively simpler problem. Keeping P flat constant at 15Q, we manipulated Max inc from 5 to 100 in steps of 5, with 100 runs at each setting (as with SAPS we reduced the number of runs for the more difficult problems). We then graphed the mean flip performance against Max inc and decided on an optimum setting by visual inspection. If the performance still appeared to be improving at Max inc = 100, we tested PAWS with no weight decrease (i.e., Max inc = 1), and, if this proved better than Max inc = 100, the 1 value was accepted. Otherwise we continued with a further analysis from 105 to 200 in steps of five (this secondary analysis only proved necessary for the ais12 problem). Given an optimum point from graphical analysis, a final fine grained analysis was performed around this point, in the range of T5 in steps of T1. From this the best value was selected and used in the remainder of the study. As an example, the performance graph for PAWS on ais12 for the Max inc range of 110 to 200 is shown in Figure 3b (with a trendline fitted) . This gives a fairly typical picture of the behaviour of Max inc , showing the presence of an unambiguous minimum flip value.
While Max inc is sensitive to changes down to T1, especially for Max inc < 20, the tuning process is considerably simpler than for SAPS and contains less margin for error due to noise. This is because the single parameter allows for a simple graphical analysis and hence the identification of trends that are independent of noise. Conversely, tuning SAPS runs the risk of missing the best parameter settings, even when averaging over 100 runs.
Tuning the Variant Algorithms
After completing the above exhaustive parameter tuning exercise, we used the SAPS parameter settings to test the SAPS variants and the PAWS parameter settings to test the PAWS variants, with two qualifications:
1. Changing from deterministic to probabilistic smoothing or vice versa (i.e., for SAPS+d, SAPS+a, SAPS+t, PAWS-d, and PAWS-a) requires a conversion of the PAWS Max inc and SAPS P smooth parameters. This is achieved by dividing either parameter into 100. For example, if Max inc = 5, this is converted to a P smooth value of 100/5 = 20Q, that is, reducing weight at every 5th local minimum is most closely approximated by a 20Q chance of reducing weight at each local minimum. Similarly, P smooth can be converted to a Max inc value using the same procedure, that is, 100/20 = 5. 2. Although SAPS is usually run with a fixed wp probability of 1Q and PAWS is run with a fixed flat move probability of 15Q, it was not clear which probability value to use when converting between the two random move selection heuristics. We therefore ran versions of SAPS+r, SAPS+a, PAWS-r, and PAWS-a using both settings and selected the best performing variant.
After these conversions, we tested all variants on the full problem set. The results of a similar experiment (excluding SAPS+a, SAPS+t, and PAWS-a) were informally described in (Thornton et al., 2004) , where it was concluded that no particular variant produced an improvement over the base versions. For the current study, further parameter tuning was executed in the local neighbourhoods of the original conversions. From this we found that the a and U values for SAPS are fairly robust, as was P smooth for SAPS+m and SAPS+d. However, our test showed that the Max inc /P smooth conversions did not necessarily produce CLAUSE WEIGHTING LOCAL SEARCH FOR SAT the best performance on all problems. Also, on several problems, the optimal Max inc settings for PAWS-m and PAWS-r differed slightly from the original PAWS setting. Using these more refined settings we were able to produce considerably better performance across the range of SAPS and PAWS variants, as the following results show.
RESULTS
Tables IIYX divide the problem set results according to problem types, placing the instances in ascending order of size and/or difficulty within each table. For each problem we then report the performance of the original PAWS and SAPS algorithms and their variants, as described in Section 3.1. All results have a 20 million flip cut-off, except bin50-40, which has a 50 million cut-off, and the statistics refer to averages over 1,000 runs, except for those problems where at least one algorithm has an average flip cost greater than one million, in which case the average is over 100 runs. In all six tables, the Wilcoxon values give the probability that the null hypothesis A Q B is true, where A is the distribution of flips or run-times that has the smaller rankYsum value. We record P-values against distribution A and take P < 0.05 to indicate that A is significantly less than B, marking such results with F*_. The intra Wilcoxon column compares flips for the standard SAPS and SAPS+a heuristics for SAPS, and the standard PAWS and PAWS-a heuristics for PAWS. Hence the Wilcoxon intra column value of 0.3473f in the bw_large.a, SAPS+a row of Table II indicates that we can reject the hypothesis that SAPS+a has significantly better flip performance than SAPS on this problem (in all Wilcoxon statistics an Ff_ refers to a comparison between flips and a Ft_ refers to a comparison between run-times). Conversely, the intra column value of *0.0283f in the bw_large.d, PAWS row of Table II indicates that we can accept the hypothesis that PAWS has significantly better performance than PAWS-a on this problem. Additionally, the Wilcoxon inter column compares the original SAPS and PAWS heuristics in terms of both flips and time. Hence the Wilcoxon inter column values of *0.0000f and *0.0000t in the bw_large.d, PAWS section of Table II indicate that we can accept the hypothesis that the basic PAWS heuristic has better flip and time performance than the basic SAPS heuristic on this problem. The additional RTD analysis described in Section 4.3 is shown in Table XI , where we present an overall comparison of the results.
Lastly, the table parameter column values for each variant are encoded using a, U , s and n, where a and U have their usual SAPS interpretation, but s and n have common definitions across both SAPS and PAWS variants, where s represents the smoothing parameter, which has a probabilistic interpretation for SAPS, SAPS+m, SAPS+r, PAWS-d, and PAWS-a and a deterministic interpretation for all other variants (see Section 4.4), and n represents a noise parameter that applies either as the probability of taking a pure random move for SAPS, SAPS+m, SAPS+d, PAWS-r, and PAWS-a or as the probability of taking a random flat move for all other variants.
In the following subsections we discuss the results for each of the six problem domains.
Blocks World Results
For the smaller bw_large.a and b problems (in Table II ), the SAPS variants generally have the better flip performance. However, this advantage does not carry over into the time domain, where PAWS is not significantly different from SAPS on bw_large.a and dominates on the three other problems. PAWS further dominates SAPS in terms of flips for bw_large.c and d. Hence, as problem size and difficulty increase, the PAWS variants also improve relative to SAPS, meaning PAWS has the overall advantage for this problem set.
In terms of individual variants, SAPS+a dominates the original SAPS, being significantly better on problems b and d and slightly better on a and c. SAPS+a also challenges PAWS on bw_large.b, having a better flip count and roughly equal time performance. For the PAWS variants, there is a (nonsignificant) indication that PAWS-a does better on the smaller a and b problems, but standard PAWS becomes better on the larger problems and is significantly better on bw_large.d.
Graph Colouring Results
As with the blocks world problems, SAPS starts well on the smaller graph colouring problems, having significantly better flip and time performance on the two flat-100 problems (see Table III ). However, as problem size increases, the relative performance of PAWS also improves, becoming significantly better than SAPS in terms of flips and time on flat200-med and on the larger g125.17 and g250.29 problems (see Table IV ) and roughly equal on flat200-hard.
The SAPS+a variant again looks better than standard SAPS, being significantly better on flat100-med, flat-200-med, and g125.17 and verging on significantly better for the flat100-hard and flat200-hard problems. However, the situation is less clear for the largest g250.29 problem, where SAPS is significantly better than SAPS+a but has poorer success rate (90Q versus 98Q). For the PAWS variants, there is little difference on the smaller flat100 problems, but for all larger problems PAWS becomes significantly better.
Considering the standard SAPS and PAWS algorithms, we can conclude that PAWS has the better performance on this problem set, particularly as problem size grows. However, if we include consideration of the SAPS variants, then SAPS further dominates on both flat200 problems, at least in terms of flips. This is examined in more detail when we look at the overall results in Table XI.
Small and Medium Random 3-SAT Results
Repeating the blocks world and graph colouring pattern, SAPS begins well on the smaller problems, with significantly better flip and time performance on uf250-hard and significantly better flip performance uf100-hard, but is overtaken by PAWS on uf250-med and both larger uf400 problems (see Tables V and VI) .
Variant performance also follows the previous results, with PAWS consistently outperforming PAWS-a, and SAPS+a outperforming SAPS on all problems except uf100-hard. SAPS+a further dominates PAWS in terms of flips of uf400-hard (see Table VI ), while achieving similar time performance (see Table XI for more details).
Large Random 3-SAT Results
These problems continue the 3-SAT results from Tables V and VI and show the dominance of PAWS growing as problem size increases, with significantly better performance compared to all SAPS variants for all problems in terms of both flips and time (see Table VII ).
PAWS remains dominant over PAWS-a, but PAWS-d also performs well on the three larger and more difficult problems. More interesting, the previous dominance of SAPS+a over SAPS breaks down, with no significant difference on any problem except f1600-med where SAPS dominates.
Structured DIMACS Results
These less related problems show PAWS doing significantly better on the par16 and logistics instances but with SAPS pulling ahead on flip count for the ais problems (see Tables VIII and IX) . However, as the ais problem difficulty increases, there are signs that PAWS scales better, particularly in terms of time performance.
SAPS+a returns to its position of relative dominance over SAPS, although it achieves a significant difference only on logistics.c and ais12. PAWS also continues to dominate or roughly equal the performance of PAWS-a and its other variants.
Random CSP Results
Table X shows the results for the random binary CSPs. These problems present a mixed picture, with SAPS showing better flip but equal time performance on bin30-40, and PAWS showing significantly better time and flip performance on bin30-80. For the larger problems, and unlike the other problem domains, SAPS and PAWS show roughly equivalent performance, with SAPS having an edge in terms of flips for bin50-40 and PAWS being significantly better in terms of time on bin50-80.
As with the large 3-SAT problems, the SAPS+a variant no longer clearly dominates SAPS, showing similar performance on bin50-40, slightly better performance on bin30-40, significantly better performance on bin30-80, but significantly worse performance on bin50-80. PAWS has roughly equivalent performance to PAWS-a, with PAWS dominating on the smaller bin30 problems, and PAWS-a matching PAWS on bin50-80 and dominating on bin50-40. Table XI gives an overall comparison of the results from Tables IIYX, identifying the best variant for each algorithm on each problem, and giving a Wilcoxon and RTD analysis of the comparative time performance of these best variants. As discussed in Section 4.3, one variant is considered significantly better than another only if the Wilcoxon rank sum test is significant and it has a dominating RTD.
Analysis
Table XI also provides statistics on the relative average lengths of list L for SAPS, SAPS+t, and PAWS and a comparison of the relative SAPS and PAWS flip rates. As the flip rates and list lengths remained stable across problem variants, we only report the statistics for the base versions of SAPS and PAWS (with the exception of SAPS+t list lengths, which were affected by the threshold heuristic). We also show the best Satz or zChaff solution time for each problem in seconds (as discussed in Section 4.2).
As there are considerable differences between the average flip rates for SAPS and PAWS on nearly all problem instances, in the following analysis we limit the comparison between SAPS and PAWS to their relative run-time distributions. However, as flip rates are fairly stable between variants of the same algorithm class, we generally consider flip distributions when comparing particular variants.
PAWS VERSUS SAPS
The first striking feature of Table XI is the dominance of the PAWS variants on the overall problem set. Of the 29 problem instances, PAWS is significantly better on 17 instances, SAPS is significantly better three instances, with no significant difference on the remaining nine instances. For the 17 instances on which PAWS is classed as better, in 13 cases the RTDs are clearly dominant, and in four cases there is some crossing at a solution probability of less than 10Q (marked with a -in Table XI ). To give an idea of these distributions, Figure 6 shows two of the RTDs that cross at less than 10Q, Figure 5a shows a clearly dominant RTD, and Figure 5b shows clearly crossing distributions. The three instances on which SAPS does dominate are of relatively small size and can each be solved within 0.32 s by Satz or zChaff, and for those problems which the complete solvers find challenging (i.e., take longer than 1 s to solve), SAPS equals the performance of PAWS on only two instances: uf400-hard and bin50-40. In this context, bin50-40 presents an interesting case, as it has the longest solution times and highest flip count within the problem set, so any conclusion of the superiority of PAWS on larger problems must necessarily be qualified. Also, as with all empirical evaluations of stochastic local search algorithms, our conclusions cannot be reliably generalized beyond the given problem set. Having said this, the results do indicate that additive weighting has better general time performance than any of the multiplicative alternatives considered.
PAWS VARIANTS
An examination of the relative performance of each PAWS variant in Table XI shows that standard PAWS is better on 12 instances, PAWS-m is better on 11 instances, PAWS-d is better on five instances, and PAWS-a is better on one instance (but only marginally). This first indicates that PAWS-r and PAWS-a do not perform well, and by implication that the random flat move heuristic is playing an important role in the performance of PAWS (i.e., both PAWS-r and PAWS-a have had the random flat move heuristic removed).
Considering the flip count statistics of PAWS in relation to PAWS-d, there are several problems where PAWS-d has considerably worse performance, for example, bw_large.c, flat200-med, g250.29 and par16-hard, whereas on the five problems where PAWS-d has the best performance, the mean flip count in comparison to PAWS differs by less than 10Q. A further run-length distribution (RLD) analysis (Hoos and Stützle, 1998) comparing flip performance on these problems confirmed that PAWS-d does not clearly dominate PAWS on any problem instance (an RLD analysis differs from the RTD analysis only in considering flip instead of time performance). Hence there is strong evidence suggesting that deterministic smoothing performs better than probabilistic smoothing for PAWS.
Lastly, the nearly equal first status of PAWS and PAWS-m (on a simple count of the problems on which they do better) suggests that they have roughly equal overall performance. However, a closer analysis of the flip counts for each problem shows there are several problems on which PAWS has considerably better mean flip performance (uf250-med, f800-hard, f1600-hard, and bin50-40) and a similar number on which PAWS-m appears to dominate (par16-med, par16-hard, and bin50-40). We therefore performed another RLD analysis on these problems, which showed a significant dominance only on bin50-40 (in favour of PAWS) and bin50-80 (in favour of PAWS-m). As there was no significant difference on any other problem, this suggests the multiple inclusion heuristic has a minimal effect on the overall performance of PAWS. -indicates the RTD domination is not perfect, some cross-over at solution probability < 0.1; Â indicates significant cross-over of RTDs at solution probability > 0.1.
CLAUSE WEIGHTING LOCAL SEARCH FOR SAT
We therefore conclude, on the basis of the experimental evidence, that the PAWS deterministic smoothing and random flat move heuristics do contribute positively to the performance of additive weighting and that the multiple inclusion heuristic has no significant effect either positively or negatively.
SAPS VARIANTS
Again performing a count on Table XI gives 17 problems for which SAPS+a is better, six problems for which SAPS+d is better, two problems for which SAPS+r is better, two problems for which SAPS+m is better, and two problems for which SAPS is better. The counts certainly suggest that SAPS benefits from the inclusion of the PAWS heuristics. However, a closer examination of the problem flip counts shows that it is hard to draw a general conclusion that fits all problem instances.
First, SAPS+a and SAPS+d often clearly perform better than the other variants, while themselves having similar performance, that is, on bw_large.b, c and d, flat100-med, flat200-med and hard, uf400-med and hard, and par16-med and hard. However, there are other problems where SAPS does well and SAPS+a and SAPS+d do relatively worse, that is, on f800-med and hard, f1600-med, and bin50-80. Then there are problems where SAPS+d does badly relative to all other variants, that is, g125.17 and f1600-hard, and other problems where SAPS+d does well and SAPS+a does poorly, that is, g250.29 and bin50-40. Considering the other variants, SAPS+r stands out only on f800-hard and g250.29, and SAPS+m stands out only on f1600-med; otherwise their performance follows SAPS fairly closely. Hence, we consider that the +m and +r heuristics do not have a major effect on SAPS, at least in isolation. This result is further supported by the relatively insignificant effects that would be expected from these heuristics. First, although SAPS+m biases the move choice toward literals that appear more than once in the false clause list, it does not override the move cost. Also, removing this heuristic from PAWS has already been shown above to have little effect. Second, the SAPS+r heuristic is operational only in situations where no improving move is available, and then only for 1Q of the time. At this point it simply reduces the domain of choice from all possible moves, to moves that have a zero cost (i.e., within the threshold of T0.1). While this removes the chance of taking a cost increasing move, such moves will typically be quickly reversed in a local search. Also, in further work on SAPS, the removal of the random flip heuristic has been shown to have little noticeable effect (Tompkins and Hoos, 2004) . Our results therefore support these findings.
This leaves SAPS+d and SAPS+a as the two candidate best SAPS variants. Of these SAPS+d has a slight advantage, first, because its worst performance is on problems for which SAPS is not competitive, and second because it represents a simpler change to SAPS, that is, switching from probabilistic to deterministic smoothing. However, uniformly adopting deterministic smoothing would defi-nitely degrade the performance of SAPS on a range of the larger randomly generated CSP and 3-SAT problems. We therefore conclude that the best overall performance could be obtained by adding an additional SAPS parameter that switches between deterministic and probabilistic smoothing. This extends the results presented in (Tompkins and Hoos, 2004) , where a deterministic version of SAPS was found not to differ from SAPS in performance on a range of the smaller problems already considered in this study.
THE SAPS THRESHOLD HEURISTIC
So far we have not considered the SAPS threshold variant, SAPS+t. The reason is that, while it can equal the flip performance of SAPS+a (on which it is based) for many smaller problems, it produced some of the highest failure rates of any variant on several of the larger problems (uf400-hard, f1600-med and hard, par16-med and hard, and bin50-40). Also, because of the additional overhead of calculating an averaged flip cost, the time performance of SAPS+t was uniformly worse than SAPS+a. Hence, we can conclude that adding a threshold, at least to SAPS+a, does not improve the performance of multiplicative weighting.
In relation to the effect of the threshold heuristic on the candidate list lengths, Table XI clearly shows the greater choice in candidate moves available to PAWS, and that, as solution times increase, the SAPS list length tends to one. For the SAPS+t experiments we set the threshold value to 0.1, producing SAPS+t list lengths somewhere between those of SAPS and PAWS. Further experiments with larger threshold values did produce longer list lengths, but these changes uniformly caused SAPS+t performance to degrade. Hence we have no evidence to suggest that the superior performance of PAWS can be explained by its greater choice of moves. If this were the case, we would expect SAPS+t to have improved over SAPS+a, as SAPS+a is PAWS except that it uses multiplicative weighting. This refutes our earlier conjecture (Thornton et al., 2004) and reopens the question of explaining the superior performance of PAWS, especially on the larger problems.
Conclusions
The aim of this study was to identify and analyze the key features required for an effective clause weighting local search algorithm. On the basis of the previous work, we observed that the best clause weighting algorithms use the same underlying strategy, that is, to increase clause weights in a local minimum and then to periodically reduce or smooth these weights to maintain a stable relative weight distribution that remains sensitive to local conditions in the search space. From this we identified the key distinguishing feature of current approaches, that is, the use of additive or multiplicative clause weighting. We therefore set out to systemati-cally investigate the performance of additive and multiplicative clause weighting on a range of SAT benchmark problems, and using a range of subheuristics.
Overall, our results indicate that additive weighting tends to perform better than multiplicative weighting, particularly on larger and more difficult problems. From our investigation into the various additive and multiplicative subheuristics, we came to the following conclusions:
Y The random flat move heuristic is useful for additive weighting. This is less relevant to multiplicative weighting, possibly because the finer weight distinctions caused by multiplicative updates produce smaller plateau areas. Y Deterministic weight reduction appears generally helpful for additive weighting but assists multiplicative weighting only on selected instances.
Y The effect of the multiple inclusion heuristic is not significant. Overall it had little effect on multiplicative weighting, and made only a small difference, both positively and negatively, to additive weighting performance.
Y The threshold heuristic caused a fairly uniform deterioration in the performance of multiplicative weighting. This means the superior performance of additive weighting cannot obviously be explained by the wider choice of moves afforded by additive weight updates.
As the threshold heuristic failed to produce any improvement, we were led to develop a new conjecture to explain the relatively better performance of the additive approach: First, the study has shown that the differences in performance between the additive and multiplicative schemes cannot be explained by differences in the subheuristics used. If this were the case, we would expect the performance of SAPS and PAWS to become equivalent with the right application of heuristics. However, regardless of the choice of subheuristics, additive weighting has shown the generally superior performance.
Second, our experiments with SAPS+t indicate that there is no causative link between the coarser weight distinctions of additive weighting and its better performance.
j Hence, the overall outcome of the study suggests there is something inherent in additive weight updates that can improve the performance of clause weighting algorithms. By a process of elimination, the remaining distinction is the essential geometric nature of multiplicative weight updates; that is, multiplicatively increasing weight will always cause those clauses with greater weight to have a greater relative increase in weight. Conversely, additive updates are more egalitarian, with each false clause getting an identical weight increase. The overall effect is that multiplicative weighting will raise the weight on a false clause more quickly, relative to other clauses with lesser weight, and will also reduce weight more quickly when a clause becomes true. Hence, a newly weighted clause will have less immediate effect on the search trajectory, and the basic ordering of clause weight importance will differ; that is, in a multiplicative scheme, clauses that have been false for longer will have greater importance.
In general, therefore, additive weighting is a Fblunter_ instrument. For instance, most clause weights at any point in an additive search will have their weights set to one, whereas multiplicative weighting retains small real valued distinctions on nearly all clauses that have been false. Additive weighting is also less selective: it does not care how long a clause has been true or false, it still gets the same update. The conjecture of our study is therefore that this generally simpler behaviour explains the better performance of additive weighting on longer term searches. In particular, additive weighting provides a relatively greater emphasis on clauses that have recently become false and so is more responsive to the immediate situation. More generally, the efficiencies gained in performing simpler clause weight updates mean additive weighting can also dominate on smaller problems where multiplicative weighting otherwise has the advantage in terms of flips.
Overall the case for preferring additive over multiplicative weighting is compelling. First, the average flip performance of PAWS does not differ significantly from SAPS on smaller problems and strongly dominates SAPS on the more difficult problems (i.e., those beyond the reach of Satz or zChaff). Second, additive weighting is more time efficient than multiplicative due to using integer rather than real-valued clause weights. This is shown by the consistently faster flip rates for PAWS on most problems (remembering SAPS and PAWS are running within the same software architecture). And third, the search space of possible parameter settings is at least an order of magnitude less for PAWS than for SAPS.
In summary, this paper balances much of the recent work on clause weighting that has concentrated on multiplicative updates, showing that additive weighting can be faster, simpler in terms of parameter tuning, and more applicable to larger problems beyond the reach of complete search methods. However, multiplicative weighting still has the better performance in several problem domains, especially in terms of flips, and in future work it would be worth identifying the problem characteristics and search behaviours that favour a multiplicative approach.
