Terrestrial gross primary productivity (GPP) and evapotranspiration (ET) are two key ecosystem fluxes in the global carbon and water cycles. As carbon and water fluxes are inherently linked, knowing one provides information for the other. However, tightly coupled and easy to use ecosystem models are rare and there are still large uncertainties in global carbon and water flux estimates. In this study, we developed a new monthly coupled carbon and water (CCW) model. GPP was estimated based on the light-use efficiency (LUE) theory that considered the effect of diffuse radiation, while ET was modeled based on GPP and water-use efficiency (WUE). We evaluated the non-linear effect of single (GPP OR ) or combined (GPP AND ) limitations of temperature and vapor pressure deficit on GPP. We further compared the effects of three types of WUE (i.e., WUE, inherent WUE, and underlying WUE) on ET (i.e., ET WUE , ET IWUE and ET UWUE ). CCW was calibrated and validated using global eddy covariance measurement from FLUXNET and remote sensing data from Moderate Resolution Imaging Spectroradiometer (MODIS) from 2000 to 2007. Modeled GPP AND and GPP OR explained 67.3% and 66.8% of variations of tower-derived GPP, respectively, while ET UWUE , ET IWUE and ET WUE explained 65.7%, 59.9% and 58.1% of tower-measured ET, respectively. Consequently, we chose GPP AND and ET UWUE as the best modeling framework for CCW, and estimated global GPP as 134.2 Pg C yr −1 and ET as 57.0 × 10 3 km 3 for vegetated areas in 2001. Global ET estimated by CCW compared favorably with MODIS ET (60.5 × 10 3 km 3 ) and ET derived from global precipitation (56.5 × 10 3 km 3 ). However, global GPP estimated by CCW was about 19% higher than MODIS GPP (109.0 Pg C yr −1 ). The mean global WUE value estimated by CCW (2.35 g C kg −1 H 2 O) was close to the mean tower-based WUE (2.60 g C kg −1 H 2 O), but was much higher than the WUE derived from MODIS products (1.80 g C kg −1 H 2 O). We concluded that the new simple CCW model provided improved estimates of GPP and ET. The biome-specific parameters derived in this study allow CCW to be further linked with land use change models to project human impacts on terrestrial ecosystem functions.
Introduction
Carbon and water cycles are two fundamental biogeophysical processes in the biosphere (Law et al., 2002) . As the initial carbon not only controls soil moisture and catchment water yield (Bosch and Hewlett, 1982; Sun et al., 2011a,b) , but also affects regional precipitation patterns due to its feedback to the climate system (Koster et al., 2004; Seneviratne et al., 2006) . Accurately estimating spatial and temporal distributions of GPP and ET are critical to understand ecosystem functions and their responses to global environmental changes, such as human-induced climate warming and land use change (McGuire et al., 2001; Tian et al., 2010) .
Carbon and water fluxes are inherently coupled on multiple scales (Law et al., 2002; Waring and Running 2010; Sun et al., 2011b) . From leaf to stand and ecosystem levels, carbon gains through photosynthesis and water losses through transpiration are mainly regulated by plant stomatal behavior in response to a set of environmental conditions (Jarvis, 1976) . The ratio of GPP over ET, defined as the water use efficiency (WUE), is an essential quantity that characterizes complex trade-offs between carbon gain and water loss (Ponton et al., 2006; Waring and Running, 2010) . Thus, between GPP and ET, knowing one provides information to estimate the other given WUE, providing an efficient way to integrate GPP and ET into simplified eco-hydrological models (Sun et al., 2011a,b) . Methodologically, those models that independently estimate ET and then use ET or ET-inferred water stress to estimate GPP can be regarded as water-centric models. For example, Beer et al. (2010) used the water-centric approach to estimate global GPP based on basin-scaled ET and WUE. Sun et al. (2011b) developed the WaSSI model in which they first estimated ET with an empirical model, and then estimated GPP based on WUE. Other models, such as CASA (Potter et al., 1993) , 3 PG (Landsberg and Waring, 1997; Nole et al., 2009) , TECO (Weng and Luo, 2008) , and EC-LUE (Yuan et al., 2010) , used a soil moisture sub-model or a Penman-Monteith equation to independently estimate ET, and then use ET-related water stress to estimate GPP. However, ET is still the least quantifiable component of water cycle at all scales due to the challenge in characterizing large sets of controlling factors, including climate, plant biophysics, soil properties, and topography (Mu et al., 2007; Sun et al., 2011a,b; Wang and Dickinson, 2012; Wilson et al., 2001) . Thus, water-centric models that use ET to estimate GPP can have large predictive errors.
Compared to ET, GPP has been more readily estimated with remotely sensed-based models, such as light-use efficiency (LUE) models (Potter et al., 1993; Running et al., 2004; Song et al., 2013; Yuan et al., 2007; Zhao and Running, 2010) . LUE is a key biophysical parameter, quantifying the capacity of plants to convert absorbed light to carbohydrate through photosynthesis (Monteith, 1972) . GPP models based on LUE using remotely sensed data from spaceborne satellites are considered to have high potential to adequately capture the spatial-temporal dynamics of GPP on the global scale due to its simplicity and the solid biophysical basis (Running et al., 2004; Song et al., 2013) . Although numerous LUE-based GPP models have been developed, they have rarely been coupled with the estimation of ET (Hu et al., 2013) . Recent studies showed that the coupling of GPP and ET in terms of WUE may be further regulated by the linear or non-linear effects of vapor pressure deficit (VPD), corresponding to the inherent WUE (IWUE) (Beer et al., 2009) or underlying WUE (UWUE) (Zhou et al., 2014) , respectively. With appropriate WUE, LUE-based GPP model potentially provides a new and effective pathway to estimate ET, which can be referred to as a carbon-centric model.
The objective of this study is to develop a monthly coupled carbon and water (CCW) model that first estimates GPP based on LUE theory and then estimates ET based on WUE theory. We intend to develop CCW as a tool that is computationally simple, yet provides GPP and ET estimates with comparable accuracy to more complex models that are currently in use. Such a carbon-centric model can be used to evaluate the impacts of land-use/land-cover change and climate change on GPP and ET at a wide range of scales. In CCW, we accounted for the effect of diffuse radiation on LUE. Diffuse radiation had been shown to be more efficiently used in photosynthesis by both theoretical and observational studies King et al., 2011; Medlyn, 1998; Mercado et al., 2009; Turner et al., 2006b) . However, most LUE models do not account for this effect , potentially leading to underestimation of GPP. We evaluated two forms of GPP models: one considers Liebig's law, taking the more limiting factor between temperature and VPD (Yuan et al., 2007) , and the other takes co-limiting effects of temperature and VPD on LUE simultaneously (Landsberg and Waring, 1997; Raich et al., 1991) . We evaluated three water use efficiencies in estimating ET, including WUE, IWUE, and UWUE. We calibrated the CCW model parameters with global eddy covariance (EC) flux data from FLUXNET and remote sensing data from MODerate resolution Imaging Spectroradiometer (MODIS) from 2000 to 2007. The model performance was evaluated with reserved flux tower data that were not used in the model development. Finally, we used CCW to estimate global GPP and ET in 2001 and evaluated the model results with MODIS GPP and ET products as well as regional basin-scale ET derived from precipitation and stream flow data. (9)) on the coefficient of determination (R 2 ) between monthly observed ET and GPP × VPD k for all biomes from the calibration dataset. R 2 was calculated with the intercept of the linear regression being forced to 0.
Methods and materials
2.1. Framework of coupled carbon and water (CCW) model
CCW GPP
In CCW, we estimated GPP as the product of absorbed photosynthetically active radiation (APAR) and realized LUE (ε) that is regulated by diffuse radiation, temperature and water stresses. We compared two GPP models (i.e., GPP OR and GPP AND ):
where PAR is the incident photosynthetically active radiation (MJ m −2 ), which is assumed to be 45% of the short-wave total radiation in this study as in Running et al. (2000) ; FPAR is the fraction of PAR being absorbed by plants; ε pot (g C MJ −1 ) is the potential LUE realized by plants without environmental stresses; R s , T s and W s are the environmental scalars related to diffuse radiation, temperature and water stresses, each of which takes value within the range of [0,1]; min() denotes the minimum value between T s and W s ; GPP AND is stressed by both T s and W s , while GPP OR is only regulated by the more limiting factor from either T s or W s .
FPAR was found to have a linear relationship with the remotesensing based normalized difference vegetation index (NDVI) (Myneni and Williams, 1994) :
where a and b are empirical parameters that are respectively set to 1.24 and −0.168 for MODIS NDVI according to Sims et al. (2005) .
As the fraction of diffuse radiation in global radiation is always linked with the sky condition, we used a linear function of clearsky index (CI), similar with the scalar in CFLUX model (Turner et al., 2006b; King et al., 2011) , to quantify the effect of diffuse radiation on LUE:
where K 1 is a biome-specific diffuse light response parameter; CI is defined as the ratio of actual radiation to clear-sky radiation. The calculation of clear-sky radiation is based on Raes et al. (2009) . Given a specific sky condition, a smaller K 1 indicates a stronger influence of diffuse radiation on LUE.
T s accounts for the non-linear effects of high and low temperatures on LUE, which was adopted from the TEM model (Raich et al., 1991) :
where T is the monthly mean air temperature; T min , T max and T opt are respectively the minimum, maximum and optimal air temperature for photosynthetic activity. T s is set to 0 when T is lower than T min or higher thanT max . In this study,T opt is a biome-dependent parameter, while T min and T max are set as −10 • C and 40 • C for all biomes, respectively. Water stress plays an important role in regulating GPP, but modeling its effect is still far from satisfactory in current LUE models, largely due to the current inability of accurately estimating soil moisture over the whole root zone Zhang et al., 2015) . Based on the global flux tower data, Zhang et al. (2015) comprehensively examined the effects of different moisture indicators on LUE along the soil-plant-atmosphere continuum, and found that VPD generally showed better association with LUE than precipitation and soil water content. Current MODIS GPP and ET algorithms also adopted VPD as moisture stress indictor. However, the constrains of VPD in their algorithms are both linear. In this study, we adopted a non-linear vapor pressure scalar similar to the canopy conductance scalar used in the 3 PG model (Landsberg and Waring, 1997) :
where VPD is the monthly vapor pressure deficit (VPD, hPa); K 2 is a biome-specific moisture sensitivity parameter. A higherK 2 indicates a larger reduction of LUE in response to VPD. VPD min is the minimum VPD exceeding which moisture stress starts to take effect. W s is set to 1 when VPD is lower thanVPD min . In this study, VPD min is set as 5 hPa for all biomes. In this paper, we used the monthly mean daily VPD as a substitute of the effective daytime VPD to constrain GPP as well as ET shown below, because we found that at the monthly scale, daily averaged VPD is highly linearly correlated with daytime VPD (R 2 = 0.98, P < 0.001; Fig. S1 ). The model parameters mentioned above, including ε pot , K 1 , T opt and K 2 for GPP OR and GPP AND , were calibrated based on the global FLUXNET data. The process is presented in Section 2.2.2.
CCW ET
In CCW, we examined ET estimated from GPP based on three different definitions of water use efficiencies as:
where WUE, IWUE and UWUE represents standard WUE (Ponton et al., 2006) , inherent WUE (Beer et al., 2009 ) and underlying WUE (Zhou et al., 2014) , respectively. ET can be estimated by solving Eqs.
(7)-(9), denoted as ET WUE , ET IWUE and ET UWUE , respectively. K in Eq. (9) is a parameter for UWUE. UWUE is equivalent to IWUE when K equals 1, and equivalent to WUE when K equals 0. In this study, we estimated K and all three biome-dependent WUEs based on the global FLUXNET data. The details are given in Section 2.2.2. Conceptually, compared to ET WUE , ET IWUE and ET UWUE further account for the linear and non-linear effects of VPD on GPP-ET coupling, respectively. including monthly mean daily GPP, ET, global radiation, air temperature and VPD, and MODIS NDVI over the pixels where the flux towers are located. One should note that unlike ET (or latent heat), GPP is not a directly measured quantity, but derived from the difference between measured net ecosystem exchange (NEE) and estimated ecosystem respiration (Reichstein et al., 2005) . For convenience, we still refer to GPP derived from flux tower as "observed" data. The FLUXNET dataset integrates global observations of carbon, water and energy fluxes over 253 EC flux towers (http://www. fluxdata.org/). These towers span latitudes from 70 • N to 37 • S, covering a wide range of climatic zones and terrestrial ecosystems. In the FLUXNET, the daily data was integrated from gap-filled halfhour data and then subsequently aggregated into monthly means. We excluded the data when the monthly averaged daily gap filling ratio was higher than 15%. Some extreme records with monthly LUE higher than 3.0 g C MJ −1 or WUE higher than 6.0 g C kg −1 H 2 O were also removed. Finally, we dropped sites with total monthly records less than one year. After data screening, 142 EC flux towers (Table S1 ) distributed across 10 biomes totaling 4185 monthly records were selected ( Fig. 1; Table 1 ). These biomes include evergreen needle-leaf forest (ENF), evergreen broad-leaf forest (EBF), deciduous broad-leaf forest (DBF), mixed forest (MF), closed shrub (CSH), open shrub (OSH), savannas (SAV), woody savannas (WSA), grassland (GRA), and cropland (CRO).
Table 1
Data usage in validation and calibration groups for different biomes. Biome abbreviations are given in Fig. 1 . Please note that validation and calibration records do not precisely match the 1:1 ratio due to the random variation in sampling.
Biome
No. The NDVI data for each tower site were derived from the monthly 1 × 1 km 2 MODIS product (i.e., MOD13A3C5). These data were obtained from the Oak Ridge National Laboratory Archive Center (http://daac.ornl.gov/MODIS/MODIS-menu/modis webservice.html). We used the single pixel in which the tower is located instead of the conventional N × N pixel window (N is usually set to 3, 5 or a larger value). We recognized there is potential geo-location error for MODIS pixels, but the footprint size of the flux tower (a few hundred meters to 1 km) is usually smaller than the 1 × 1 km 2 MODIS pixel. The N × N pixel window would cover an area that is often too large to represent the spatial extent of a flux tower and may produce systematic bias, which is especially obvious for the towers located in complex terrain (Xiao et al., 2004) . To minimize the effects from cloud contaminations, cloud shadows (2)) with flux-tower derived GPP for different biomes. The gray and red colors represent calibration and validation datasets, respectively. The biome abbreviations are given in Fig. 1 . The brown dotted line is the 1:1 line. The black and red lines are the linear fits with the intercept forced to 0 for calibration and validation datasets, respectively. The statistics including linear slope, R 2 and RMSE for each biome are given in Table S2 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) and aerosols, we smoothed the monthly NDVI data for each site using a double logistic method based on the pixel quality flag in the software package of TIMSAT 3.1 (Jönsson and Eklundh, 2004) .
Calibration and validation
We randomly split the monthly records for each flux site at a 1:1 ratio for calibration and validation groups ( Table 1 ). The calibration dataset was used to estimate the parameters for the two GPP models (i.e., biome-specific ε pot , K 1 , T opt and K 2 ) through Monte Carlo simulation and derive parameters for three ET models (i.e., K and biome-specific WUEs) using a statistical method. Please note that the calibration is based on the unit of "biome", but not "single site". Given the limited EC tower sites (Table 1) , the data split on each site could ensure the calibration process cover enough variations of EC data within the biome, while make the validation process hold necessary data variations to test the model.
The key logic of the Monte Carlo simulation is to repeat random sampling within given parameter ranges, and then identify optimal parameters by comparing model outputs with reference data in all simulations (Wang et al., 1995) . The agreement between the simulated and observed data is usually quantified by the coefficient of determination (R 2 ), root mean squared error (RMSE), or Nash-Sutcliffe Efficiency (NSE) (Janssen and Heuberger, 1995) . However, each of these criteria carries some flaws. For example, R 2 could not expose systematic overestimation or underestimation by the model. The scatter between observed and simulated data could result in a high R 2 , even when the prediction is bad with the slope far from the unit and the intercept not equal 0. Since both RMSE and NSE are calculated based on the squared differences between observed and simulated data, they are rather sensitive to outliers or extreme values (Janssen and Heuberger, 1995; Krause et al., 2005) . In addition, similar to R 2 , NSE is also not very sensitive to systematic model over-or underestimation, especially when the observed values are low (Krause et al., 2005) . In this study, we adopted the weighted R 2 (wR 2 ) to overcome these problems (Krause et al., 2005) , and regarded it as the performance indicator for the Monte Carlo simulation:
where || takes the absolute value; b and R 2 are the slope and coefficient of determination for the regression when the intercept is forced to be 0 (Chatterjee and Hadi, 1986) . wR 2 = 1 indicates a perfect match between simulated and observed data. We conducted the Monte Carlo simulations to calibrate parameters for GPP OR and GPP AND for each biome following the steps from Hu et al. (2009) . First, we established a broad range for each parameter based on prior knowledge (i.e., ε pot : 0-3.5, K 1 : 0-1, T opt :15-30, K 2 :0-0.4). Then we performed 100,000 Monte Carlo simulations with the parameters randomly selected within the given ranges. In each simulation, we calculated wR 2 for its parameter set based on the simulated and observed GPP. Third, we narrowed the parameter range set based on the statistics from the top 100 simulations with the highest wR 2 . We then conducted the above simulations again using the updated parameter ranges. After the 100,000 simulations, we selected the best-fit parameter set with the highest wR 2 for each biome. The biome-specific calibrated parameters for GPP AND are shown in Table 2 .
For UWUE (Eq. (9)), we examined the influences of K changes on the correlation between monthly ET and GPP × VPD k for all biomes, and identified K as 0.47 to best describe the nonlinear effect of VPD on carbon-water coupling (Fig. 2) . Based on the calibration data, we derived WUE, IWUE and UWUE for each biome using linear regression (Table 3) . For example, we first generate a scatter plot with X-axis being ET and Y-axis being GPP × VPD 0.47 , and linearly fit them by forcing the intercept to 0. The slope of the linear regression is UWUE.
Based on the validation data, we evaluated the performances of GPP AND and GPP OR for all biomes in terms of slope, R 2 , and RMSE of the linear regression with the intercept forced to zero. We then selected the model that provided a more accurate estimate of GPP to estimate ET. Next, we compared three ET models Table 2 Biome-specific calibrated parameters for GPP AND , which is co-limited by temperature and VPD, through the Monte Carlo simulation. We set T min = −10.0 • C, Tmax = 40.0 • C and VPD min = 5.0hPa for all biomes. Biome abbreviations are given in Fig. 1 (Zhao and Running, 2010) . MODIS ET was calculated based on the Penman-Monteith equation, fully considering the canopy transpiration and evaporation from the soil and rain water interception (Mu et al., 2011) . As the first routinely satellite-driven datasets at a moderate spatial resolution (i.e. 1 × 1 km) and temporal resolution (i.e., 8 day), MODIS GPP and ET products have been widely used to monitor global vegetation functions. The pixel values of MODIS GPP and ET for each tower site from 2000 to 2007 were extracted from the 1 × 1 km monthly MODIS products (i.e., MOD17A2 and MOD16A2C5.5), which were downloaded from the NTSG website (http://www.ntsg.umt.edu/). We further evaluated the performance of CCW for each biome based on the tower-level observed data. In addition, we used the Taylor diagram to evaluate the performances of CCW across different flux tower sites. A Taylor diagram provides a graphical summary on how close a pattern (or a set of patterns) matches observations in a single polar coordinate (Taylor, 2001) . The similarity between two patterns is quantified in terms of their correlation, centered root mean square difference and the amplitude of their variations.
Estimating global GPP and ET with CCW
After we identified the final models for GPP and ET, we used CCW to estimate global GPP and ET at a spatial resolution of 0.05 • × 0.05 • for the year 2001. We chose the year 2001 because MODIS GPP and ET products (C5.5) used for evaluation in this study were produced with a static 2001 land cover (http://www.ntsg.umt.edu/ project/mod17). The global dataset used here includes 0.05 • × 0.05 • MODIS land cover data (MOD12C1 V4; consistent with MODIS GPP and ET products), monthly 0.05 • × 0.05 • MODIS NDVI data (MOD13C2 V5), and monthly 0.5 • × 0.5 • CRU-NCEP (V5) climate data in 2001. The CRU-NCEP climate data are the combination of two existing global climatic datasets: ground observation-based CRU TS 3.2 and model-based NCEP-NCAR Reanalysis data, which had been widely used in global change studies Le Quéré et al., 2009; Wang et al., 2013) . We downloaded the 6-hourly CRU-NCEP V5 datasets including global radiation, precipitation, air temperature, air pressure and air specific humidity from the ftp site (http://dods.extra.cea.fr/data/p529viov/cruncep/ V5 1901 2013/). The 6-hourly data were further aggregated into monthly data. Given that the CRU-NCEP data did not include VPD, we calculated VPD using monthly air temperature, atmospheric pressure and air specific humidity from CRU-NCEP (Castellvi et al., 1996) . To match the spatial resolution of the MODIS data, we generated the 0.05 • × 0.05 • Climate data from the coarse CRU-NCEP data with bilinear interpolation. As we lack flux data for deciduous needleleaf forest (DNF), we used the parameters from MF as a substitute based on Zhao and Running (2010) , who showed similar GPP model parameters between DNF and MF. To evaluate the CCW modeling results at the global scale, we downloaded the 0.05 • × 0.05 • annual MODIS GPP and ET products (C5.5) in 2001 from the NTSG website (http://www.ntsg.umt.edu/). To further evaluate annual ET estimated by CCW on the regional scale, we obtained the multi-year averaged (1990-2009) precipitation (P) and measured stream flow (Q) data at 421 U.S. Geological Survey (USGS) gauged reference watersheds (http://waterdata.usgs.gov/ nwis/rt). The multi-year averaged precipitation for each watershed is derived from 4 × 4 km resolution PRISM data (http://www.prism. oregonstate.edu/).
Results

Evaluation of modeled GPP
We evaluated two GPP models (i.e., GPP OR and GPP AND ) for all biomes based on flux tower-derived GPP (Fig. 3 ). We found that GPP AND showed slightly better performances in matching towerbased GPP than GPP OR by all measures. For the calibration dataset, GPP AND explained 71.3% of the variations of tower-based GPP (Fig. 3a) , while GPP OR explained 70.3% of the variations (Fig. 3b) . Similarly, GPP AND explained slightly higher variations of towerbased GPP (R 2 = 0.673, P < 0.01) than GPP OR (R 2 = 0.668, P < 0.01) for the validation dataset ( Fig. 3e and f) . In addition, GPP AND showed slightly lower RMSE with tower-based GPP than GPP OR both for calibration and validation datasets. Overall, Neither GPP AND nor Table 3 Biome-specific ecosystem water-use efficiency (WUE; g C kg −1 H2O), inherent water-use efficiency (IWUE; g C hPa −1 kg −1 H2O) and underlying water-use efficiency (UWUE; g C hPa −0.47 kg −1 H2O) used for ET estimation. The slope (i.e., WUEs) and R 2 were estimated from calibration data for each biome by forcing the intercept of the linear regression to be 0. Biome abbreviations are given in Fig. 1 GPP OR showed any systematic errors (i.e., slope ≈ 1.00) with towerbased GPP across all biomes. However, as the reference data for CCW, GPP MOD generally underestimated GPP derived from the flux towers, especially for higher GPP values (slope = 0.815-0.826, R 2 = 0.502-0.523; Fig. 3c and f) . We further evaluated GPP AND for different biomes based on flux tower-derived GPP. GPP AND showed essentially unbiased estimation of GPP with a linear slope close to one for most biomes in the calibration dataset, which further determined the performances of GPP AND in the validation dataset ( Fig. 4 ; Table S2 ). GPP AND captured over 85% of the variations of tower-derived GPP for SAV and CSH from validation dataset, and over 65% of the variations for MF, DBF and ENF (Table S2 ). However, GPP AND generally explained lower variations (<40%) of tower-based GPP for OSH. GPP AND tended to overestimate GPP for MF ( Fig. 4d ) and CRO (Fig. 4j ), but underestimate GPP for some GRA (Fig. 4i) , OSH ( Fig. 4j ) and DBF (Fig. 4c ) sites.
Evaluation of modeled ET
As GPP AND showed a slightly better performance than GPP OR , we chose GPP AND as the GPP model in CCW and estimated different WUE-based ETs (i.e. ET WUE , ET IWUE , and ET IWUE ). We found that ET UWUE showed the best performance in simulating ET among the three ET models in terms of R 2 and RMSE with tower-derived ET across all biomes (Fig. 5) . Overall, all three ET models estimated ET that matched with tower-based ET slightly better in the calibration dataset than that in the validation dataset. Based on the validation dataset, ET UWUE explained 65.7% of the variations of tower-measured ET for all biomes (Fig. 5e ), followed by ET IWUE (59.9%; Fig. 5f ) and ET WUE (58.1%; Fig. 5g ). There were small systematic overestimations for all the three forms of ET, with the largest overestimation occurring in ET WUE (3.4%; Fig. 5g ) and lowest in ET IWUE (2.6%; Fig. 5f ). ET UWUE showed moderate systematic overestimation (3.0%; Fig. 5e ), but it had the smallest RMSE (0.716 mm d −1 ). As the reference data for CCW, MODIS ET generally matched the tower-measured ET well with the linear slope lower than 3% for validation dataset (Fig. 5d and h) . However, ET MOD explained about 55% of the variations of tower-measured ET for all biomes, which was lower than CCW ETs, especially ET UWUE .
We further evaluated ET UWUE for different biomes based on tower-measured ET. ET UWUE generally matched well with towerbased ET for most biomes, and there were no significant differences in predicted ET between the calibration and validation datasets ( Fig. 6 ; Table S3 ). Based on the validation dataset, ET UWUE explained over 70% of the variations in tower-measured ET for half of the biomes, especially for SAV (R 2 = 0.930, P < 0.01). However, ET UWUE generally predicted ET poorly in CSH (R 2 = 42.3%, P < 0.01), EBF (R 2 = 45.8%, P < 0.01) and ENF (R 2 = 54.2%, P < 0.01). Overall, ET UWUE showed almost no systematic errors (i.e. |slope-1| < 5%) with towerbased ET in half of the biomes. However, ET UWUE tended to underestimate ET for WSA, and overestimate ET for MF, OSH and CRO ( Fig. 6; Table S3 ), reflecting the model uncertainties over different biomes.
Model evaluation at the site level
Based on the above analysis, we chose GPP AND and ET UWUE as the predictive models of GPP and ET in CCW, respectively. The environmental scalar functions used in CCW for diffuse radiation, temperature, and water stress on optimal LUE generally matched the observed response curves of realized LUE, i.e., the linear response of LUE to CI ( Fig. 7a and b) , bell-shaped curves of LUE to air temperature ( Fig. 7c and d) , and exponential response of LUE to VPD (Fig. 7e and f) . The linearity of response of LUE to CI was obvious in most biomes, especially in ENF, EBF and CSH (Fig. 7a ). However, DBF and CRO showed relatively poor linearity of CI responses (Fig. 7a) , probably due to the larger site variations in canopy structures or plant function types (e.g. C3/C4 for CRO). Overall, most biomes showed convergent responses to environ- Fig. 6 . Evaluations of ET estimated by CCW (i.e., ETUWUE) with flux-tower derived GPP for different biomes. The gray and red colors represent the calibration and validation datasets, respectively. The biome abbreviations are given in Fig. 1 . The brown dot line is the 1:1 line. The black and red lines are the linear fits with the intercept forced to 0 for the calibration and validation datasets, respectively. The statistics including linear slope, R 2 and RMSE for each biome are given in Table S3 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) mental factors although they had different optimal LUEs. The large within-biome co-variation between each factor and LUE in Fig. 7a ,c and e was probably related to the influences of other uncontrolled environmental factors on the observed LUE. To examine the sensitivity of CCW to its parameters, we conducted an analysis on the influence of parameter change on model performance in terms of wR 2 . We calculated wR 2 for each biome based on the calibration dataset when only one parameter in CCW changed while all the other parameters were held at the optimal values. Using ENF as an example (Fig. 8) , we found that CCW GPP was generally most sensitive to variations in ε opt and K 1 , moderately sensitive to T opt and K 2 , and least sensitive to VPD min , T max and T min . In this study, VPD min , T max and T min were set as constants for all biomes, which generally matched the observed thresholds (Fig. 7a, c and e ). CCW ET seemed to be equally sensitive to variation in K and UWUE. Other biomes generally showed the similar model sensitivity with ENF except SAV and WSA (Table S4 ). These two biomes, which are mainly distributed in arid areas, were found to be most sensitive to the variation in K 2 in estimating GPP.
We further evaluated the performances of CCW in predicting GPP and ET at the site scale based on the validation dataset. These results were summarized in the Taylor diagrams (Taylor, 2001) ( Fig. 9 ). Overall, CCW simulated GPP better than ET for most sites, although the model performances for GPP and ET were both quite variable across sites (Fig. 9 ). In the Taylor diagram for predicted GPP (Fig. 9a) , 77% of the sites showed the correlation higher than 0.7, and normalized RMSE less than 0.75, while only 62% of the sites showed the same statistics in the ET diagram (Fig. 9b ). GPP showed poor performances in some evergreen and mixed forest sites with large normalized RMSE (e.g., A1-A4 in Fig. 9a ), and the errors were further propagated into ET estimation (e.g., A1-A4 in Fig. 9b ).
Modeled global GPP and ET
We estimated global GPP and ET by CCW based on MODIS and CRU-NCEP climate data at a spatial resolution of 0.05 • × 0.05 • for the year 2001 ( Fig. 10) . Annual GPP estimated by CCW showed high values (i.e., > 3000 g C m −2 yr −1 ) in tropical zones, especially in the Amazon, Congo, and Asian tropical rainforests, and low values (i.e., < 500 g C m −2 yr −1 ) in arid, semiarid and arctic zones (e.g., central Australia, southwestern USA, northern Russia and Canada). Temperate and subtropical zones (e.g., western Europe, and southeastern USA and China) showed moderate values (i.e., 1000 ∼ 2500 g C m −2 yr −1 ). Annual ET estimated by CCW generally showed similar spatial pattern with GPP ( Fig. 10) . However, higher ET (i.e., > 1000 mm yr −1 ) spanned both the central tropical and southern tropical regions.
Annual global GPP estimated by CCW over vegetated areas was 1229 ± 911 g C m −2 yr −1 (or 134.2 Pg C yr −1 ) for the year 2001, 18.8% higher than MODIS GPP (i.e., 998 ± 767 g C m −2 yr −1 or 109.0 Pg C yr −1 ), while global ET estimated by CCW was 522 ± 369 mm yr −1 (or 57.0 × 10 3 km 3 ), nearly identical to MODIS ET (554 ± 374 mm yr −1 or 60.5 × 10 3 km 3 ), which was estimated with a much more complex algorithm (Mu et al., 2011) . Global WUE estimated by CCW for the year 2001 was 2.35 g C kg −1 H 2 O, that is close to the tower-derived WUE (2.60 g C kg −1 H 2 O; Table 3 ), but 24% higher than the WUE value estimated from MODIS products (1.80 g C kg −1 H 2 O). Global GPP and ET from CCW and MODIS over different biomes are presented in Fig. 11 . Overall, CCW showed similar variations of GPP and ET among and within biomes with MODIS. However, GPP estimated by CCW was generally higher than MODIS for most biomes except CSH and OSH, while ET estimated by CCW was generally lower than MODIS except SAV, WSA and CRO.
Discussion
Model performance at the site scale
We evaluated the CCW performance by comparing modeled GPP and ET with those from flux tower measurements. Overall, GPP AND showed a slightly better performance than GPP OR (Fig. 3) , probably because the combination of temperature and water stress produces (Eq. (4) ), temperature (Eq. (5)) and water stress (Eq. (6)) scalars that regulate optimal LUE in CCW, respectively. The corresponding parameters for (b), (d) and (f) can be found in Table 2 . Abbreviations for different biomes are given in Fig. 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) more variations of constraints on LUE than a single factor, suggesting photosynthesis seems to be co-limited by environmental factors at the monthly scale. Diffuse radiation tends to increase LUE by penetrating the canopy and reaching the shaded leaves whose photosynthesis rates are light-limited Turner et al., 2006b) . However, few existing LUE models account for this phenomenon (Kanniah et al., 2012; King et al., 2011; Yuan et al., 2014) . In this study, we confirmed the enhancement effect of diffuse radiation on LUE over different ecosystems (Fig. 7a) , and incorporated it into CCW using a simple linear function of CI (shown in Eq. (4) ). We showed that the optimal LUE for most biomes could decrease 50% to 80% (according to K 1 values in Table 2 ) from overcast to clear-sky conditions (Fig. 7b ). The forest biomes (i.e., EBF and MF) generally showed higher sensitivity to sky condition than CRO and SAV biomes, reflecting the role of the heterogeneity of canopy structure in determining the response of LUE to diffuse radiation Kanniah et al., 2012) . The CRO biome was less sensitive to diffuse radiation probably due to the relatively uniform canopy structure and management practices (e.g., irrigation and fertilization). The ranges of potential LUE between overcast and clear-sky conditions in CCW generally covered the values derived from global flux tower data for those LUE models that did not account for the effect of diffuse radiation (Fig. 12 ). The CFLUX model used a scaled cloudiness index to quantify the diffuse radiation effect on LUE (King et al., 2011) . The potential LUEs in CCW generally agreed with the values from CFLUX for most biomes, except DBF and shrub under overcast condition (Fig. 12 ). The differences in potential LUEs between CCW and CFLUX may be caused by the differences in model algorithms and data preparation processes. The clear-sky potential LUE for CRO in CCW was about 40% higher than the value used in MODIS GPP product (Zhao and Running, 2010) . A recent study based on American Flux tower data also showed that MODIS GPP Fig. 8 . Sensitivity of CCW to its model parameters for evergreen broadleaf forest (EBF) based on the calibration dataset. The vertical gray line indicates the optimal parameter used in CCW. The horizontal axis indicates the change in each parameter around its optimal value. The vertical axis refers to the relative wR 2 defined as the ratio of actual wR 2 for each changing parameter to the optimal wR 2 . Sub-figure (a)-(g) indicate the changes of relative wR 2 for GPP; (h) and (i) indicate the changes of relative wR 2 for ET. The non-differentiation of the sensitivity curve around the optical parameter was largely due to the non-differentiable wR 2 defined in Eq. (10). K and UWUE did not produce the maximum wR 2 shown in other calibrated parameters because they were derived statistically (see Section 2.2.2). . 9 . Taylor diagrams for model performance of GPP (a) and ET (b) estimated by CCW across flux tower sites based on the validation dataset. The cosine of the angle from the X axis is the correlation coefficient between simulated and observed values shown in dark green color. The radial direction is the ratio of simulated to observed standard deviation (i.e., SD, normalized by reference standard deviation). The black point in (a) and (b) is the observed point. The distance between colored and black points is the root mean squared difference (i.e., RMSD, normalized by reference SD) between observed and simulated values at each flux tower site. The purple dashed line is the contour of RMSD with an increment of 0.25. An ideal model would approach the black point with both SD and correlation close to 1. The marked flux tower sites on the plots include BR-Sa1 (A1), JP-Tef (A2), BR-Ji2 (A3), CA-NS4 (A4). Different colors indicate different biomes and their abbreviations are given in Fig. 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) underestimated potential LUEs for several biomes, especially for CRO (Madani et al., 2014) . In contrast, the updated potential LUE for CRO was generally consistent with the averaged potential LUE used in CCW (Fig. 12) .
Fig
As a carbon-centric model, CCW calculated ET by using ecosystem WUE and simulated GPP. In this study, we examined three kinds of WUEs and found that UWUE best described the coupling of GPP and ET for most biomes at the monthly scale (Table 3) . Physiologically, canopy GPP is only coupled with transpiration (T), but not evaporation (E) from wet leaves and soil surface (Mu et al., 2007 (Mu et al., , 2011 . In this study, we calculated different WUEs directly using monthly ET, but not T, because 1) currently it is difficult to effectively separate T and E from in-situ ET measurements (Wang and Dickinson, 2012) , and 2) our aim is to estimate ET, not T only. The involvement of E may influence the effectiveness of the selected WUEs and decouple the relationships between GPP and T. However, given our model was calibrated on ET, the effect of E is also accounted for. The value of WUE would certainly be different if we estimate WUE based on T only, but we will need to further estimate E separately. Whether this will provide an improved estimate of ET is worthy of study. However, the fact that our model compared well with the more sophisticated ET algorithm (i.e., MODIS ET) indicates this approach is acceptable. By excluding days with precipitation and a certain interval of subsequent days when the E is low, Zhou et al. (2015) calculated the averaged R 2 of ET versus GPP × VPD 0.5 (i.e., UWUE), and ET versus GPP × VPD (i.e., IWUE) at the daily scale as 0.72 and 0.66, respectively, which are slightly higher than the monthly values derived in our study (i.e., 0.68 and 0.62). However, the superiority of UWUE over IWUE seems not to significantly change on different temporal scales or whether to exclude evaporation, reflecting the robustness of non-linear effect of VPD on GPP-ET coupling. Both UWUE and IWUE did not do as well as WUE in describing the linkage between GPP and ET for the biomes of MF and WSA (Table 3) , probably due to the heterogeneity in these biomes. We compared three WUE-based ET models, and found that ET UWUE showed the best performance to match the tower-measured ET (Fig. 5 ), suggesting a new effective way to predict ET through a carbon-centric model. In CCW, we did not use precipitation or soil moisture data, but chose VPD to assess the influence of water on GPP and thus ET. This could avoid fully simulating soil water balance on the spatial scale, which is still a big challenge at the moment (Wang and Dickinson, 2012) . Further independent validations showed that ET UWUE as well as GPP AND were robust and reliable across most biomes (Figs. 4 and 6 ) and flux tower sites (Fig. 9 ). However, large differences between predicted and observed GPP and ET values still existed in a few sites ( Fig. 9 ), reflecting some large variability across sites that were not captured by CCW.
Model performance at the spatial scale
Accurately estimating global GPP and ET is important to understand and close global carbon and water budgets. Based on CCW, we estimated global GPP for the year 2001 at 134 Pg C yr −1 (1 Pg = 10 15 g), which is close to the value (132 Pg C yr −1 ) estimated by a process-based model that considered foliage clumping effects and the value (136 Pg C yr −1 ) from the 'optimal' integration of multiple terrestrial biosphere models (Schwalm et al., 2015) . However, global GPP by CCW is about 19% higher than MODIS GPP (109.0 Pg C yr −1 ). Our evaluation showed that the 2001 MODIS GPP was systematically underestimated as much as 17% when compared with FLUXNET tower-derived GPP ( Fig. 3c and g) . An independent evaluation from Liu et al. (2014) also suggested that MODIS GPP were underestimated for all examined sites from ChinaFLUX. The underestimation of MODIS GPP is probably due to the lack of consideration of diffuse radiation effect on LUE. A recent study from Wang et al. (2015) using flux tower data in China also showed that integration of diffuse radiation effect into MODIS Yuan et al. (2014) . The potential LUEs for MOD17 and MOD17* are from Zhao and Running (2010) and Madani et al. (2014) , respectively. The black lines indicate the magnitudes of standard deviations. For CCW, MOD17 and MOD17*, the potential LUE for shrub (SHR) is the averaged value between closed and open shrubs. Other biome abbreviations are given in Fig. 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) algorithm could significantly reduce the underestimation of MODIS GPP. Globally, without considering the diffuse radiation effect, GPP tends to be underestimated over humid regions with high diffuse radiation proportion, but overestimated in dry regions with low diffuse proportion. Given the humid regions, especially the tropical and subtropical regions are warmer and wetter, these regions generally have higher GPP than other regions. Although the effect of the underestimation of GPP in humid regions could be offset to some extent by the overestimation of GPP in dry regions, this does not change the overall underestimation of global MODIS GPP (Fig.  S2 ). As the CRO biome is less sensitive to diffuse radiation than other biomes ( Fig. 7a and b) , the underestimation of MODIS GPP over temperate agricultural regions (e.g., western Europe, eastern U.S. and China; Fig. S2 ) when compared with CCW GPP might be due to the underestimation of potential LUE for CRO used in MODIS GPP model (Fig. 11; Chen et al., 2011; Madani et al., 2014; Turner et al., 2006a) . Based on flux tower data and diagnostic models, Beer et al. (2010) estimated global GPP at 123 ± 8 Pg C yr −1 . However, using the oxygen isotopes of atmospheric CO 2 driven by El Niño, Welp et al. (2011) suggested that the current 120 Pg C yr −1 is too low to reflect the observed rapid cycling of CO 2 , and the best guess of global GPP should be in the range of 150-170 Pg C yr −1 . After incorporating the C4 plant distribution in a carbon cycle model, Still et al. (2003) estimated the global GPP to be 150 Pg C yr −1 . Cai et al. (2014) evaluated seven LUE models and estimated global GPP in a range of 95-140 Pg C yr −1 , while Anav et al. (2015) reviewed ten up-to-date offline and online land surface models and found global GPP estimation varying from 112 to 169 Pg C yr −1 . The large differences in global terrestrial GPP derived from different models might be related to uncertainties from model algorithms, observation data, and model input data (Dietze et al., 2011) . Although we did not distinguish the distributions of C3 and C4 plants, the difference is inherently built into the model parameters because CCW was calibrated with observed data. Global GPP estimated by CCW suggests the importance of incorporating the diffuse radiation effect into current LUE models.
Global ET estimated by CCW for vegetated areas (75% of land surface based on MODIS land cover product) was 57.0 × 10 3 km 3 in 2001, very close to MODIS ET (60.5 × 10 3 km 3 ). Our site-level evaluation showed that MODIS ET had almost no systematic discrepancy with tower-measured ET (Fig. 5d & h) . Both global CCW ET and MODIS ET fell within the model range (i.e., 43.5-63.8 × 10 3 km 3 given the assumption that unvegetated areas have the same ET as vegetated areas) estimated by the Global Soil Wetness Project 2 (Dirmeyer et al., 2006) . We calculated global total precipitation for vegetated areas in 2001 based on CRU-NCEP data, which was 94.2 × 10 3 km 3 (or 863 ± 656 mm yr −1 ). Assuming 60% of global precipitation would return from land to the atmosphere as ET (Oki and Kanae, 2006) , the actual ET in 2001 should be 56.5 × 10 3 km 3 , a value very close to global CCW ET. However, the algorithm used to estimate MODIS ET is much more complex, and primarily based on the Penman-Monteith equation at a daily scale (Mu et al., 2011) , while CCW ET algorithm is much simpler.
Although there is no direct measurement of ET over large areas, the difference between precipitation (P) and stream flow (Q) (here designated as P-Q) could provide an indirect estimate of ET at the catchment scale over a relatively long period based on the assumption that there is no big change in soil water storage (Mu et al., 2011) . We further compared the performances of CCW ET and MODIS ET in 2001 with multi-year (1990 averaged P-Q over 421 U.S. Geological Survey gauged watersheds (Fig. 13) . Overall, CCW ET explained 53.5% of spatial variations of P-Q for all watersheds, slightly higher than MODIS ET (52.0%). For both CCW ET and MODIS ET, about 60% of total watersheds showed relative differences between modeled ET and P-Q less than ±20%, which were mainly located in the middle and southeastern regions of the US. CCW ET well captured the variations of P-Q in northeastern US where MODIS ET was significantly overestimated (>30%) probably due to the quality of climate data in this region. However, both CCW ET and MODIS ET were significantly underestimated in the dry western regions and overestimated in wet northwestern regions, respectively. These obvious inconsistencies may be partially due to the variation of a single year modeled ET from the long-term mean ET from P-Q, and they may also reflect the limitations of remotesensing based methods in ET estimation or the uncertainties in P-Q related to different factors (e.g., surface water measurement errors, ground water withdrawals for artificial usage, extreme climate, etc; Emanuel et al., 2015) , which need to be further studied. 
Model advantages and limitations
As a remote-sensing based data-driven model, CCW effectively couples carbon and water in a simple framework. Compared to those complex models that fully consider the physiological (e.g., Farquhar et al., 1980) , hydrological (e.g., Monteith 1965) or biogeochemistry (e.g., Parton et al., 1993) processes, CCW is efficient to simulate carbon and water dynamics at different spatial and temporal scales when the remote sensing data is available. Those process-based models, such as LPJ (Sitch et al., 2003) , ORCHIDEE (Krinner et al., 2005) , SiB2 (Lokupitiya et al., 2009) , and CLM4CN (Lawrence et al., 2011) , use more complex algorithms in the models, and require detailed spatial input data, many of which are difficult to obtain, or obtainable but with limited accuracy, limiting their potential in real world applications. CCW operates at the monthly scale rather than daily or 8-day scale, which not only balances the tradeoff between data availability and computing efficiency, but also comply with the biological basis behind LUE theory (Song et al., 2013) . The basic assumption for LUE model is the linear response of photosynthesis to APAR without other environmental stresses (Monteith, 1972) . However, this assumption can hardly be held at short temporal scales (e.g., daily or 8-day), since the photosynthesis-light response curve is highly non-linear in such periods due to the heterogeneity in atmospheric conditions, vegetation leaf structures, and biochemical composition (Ollinger et al., 2008) . Based on the modeling results from a closed canopy loblolly pine stand, Song et al. (2013) showed that the cumulative LUE tends to converge at a stable value in about a month, suggesting that the non-linear interactions between photosynthesis rate and APAR at short temporal scale converge to a linear relationship over a longer period as a result of mutual shading of leaves, variation of leaf ori-entation, and changes in solar zenith angle (Sellers, 1985) . Based on the global flux tower data, Zhang et al. (2015) also found that most moisture scalars are generally more effectively modeled in affecting LUE at the monthly scale than at the daily or 8-day scales.
A large number of eco-hydrological factors and processes are related to terrestrial GPP and ET. After calibration of key model parameters based on global flux tower data, CCW explained over 65% of variations of tower-derived GPP (Fig. 3) and ET (Fig. 5 ). The unexplained variations by CCW may be related to uncertainties of model input data and limitations of the model algorithm. GPP derived from flux tower is not strictly observed data, but rather estimated from measured daytime NEE and estimated daytime respiration. Currently, the extrapolation of night respiration (or night NEE) to daytime respiration still carries large uncertainties (Reichstein et al., 2005; Speckman et al., 2014) . Moreover, tower-measured NEE as well as latent heat (or ET) suffer from the problem of surface energy balance closure and tend to be underestimated in most cases (Foken 2008; Wilson et al., 2002) . Overall, tower-based GPP and ET are estimated to have 10%-30% errors (Glenn et al., 2008; Schaefer et al., 2012) . These errors, which may be randomly distributed over different sites, directly propagate into the parameters used in CCW. Additionally, the tower-based measurement represent the flux integrated over the tower "footprint", the size and shape of which depend on wind speed and direction, surface roughness, canopy height, and atmospheric stability (Schmid, 2002) . In this study, we extracted the MODIS NDVI value at 1 × 1 km 2 pixel encompassing each tower site to calculate FPAR. Although the flux tower "footprint" size is generally less than 1 × 1 km 2 , there is still a potential mismatch between the derived GPP or ET and calculated FPAR, adding extra uncertainty into CCW. In this study, we calibrated CCW based on the data from over 140 flux tower sites (Table 1) . However, these sites are not evenly distributed over space. Some biomes (e.g., SAV, OSH) have very limited sites after data screening, making them less representative for the globe. This situation would be improved as more high-quality flux data become available in the future.
In CCW, we treated the canopy as a "big leaf" and quantified the effect of diffuse radiation on LUE using a linear function of CI (Eq. (4)), which largely simplified the process of canopy radiation transfer over different biomes. However, the effectiveness of CI function under various sky conditions, especially extreme conditions (e.g., completely overcast or clear-sky) needs to be further evaluated based on process-based models . To estimate ET from GPP, we adopted the concept of UWUE, which appeared to be more conservative than other forms of WUE in most biomes (Table S2 ). However, we assumed UWUE was constant within biome and over time in CCW, which may ignore its potential spatial and seasonal variations caused by factors such as heterogeneity of vegetation structure and seasonal changes of ambient CO 2 (Zhou et al., 2014) . Beer et al. (2009) showed that the spatial pattern of IWUE is related to projected foliage cover and soil water content at field capacity. A similar investigation of UWUE could better improve the spatial and temporal estimations of ET by CCW in the future. Other factors including stand age, CO 2 fertilization, nitrogen limitation, and species composition are also omitted in the algorithm of CCW. Despite the limitations mentioned above, the main advantage of CCW is its simplicity with sound biophysical basis, and reasonable accuracy compared to the more complex models. The model framework identified in CCW could be applied on different spatial scales after proper calibrations with more available EC data. Furthermore, the biome-specific parameters derived from this study allows CCW to be further used to investigate the effects of climate change in conjunction with land-use/land-cover change on terrestrial ecosystem functions .
Conclusions
In this study, we developed a monthly ecosystem model based on global FLUXNET and MODIS data. As a carbon-centric model, CCW estimated GPP based on LUE theory, and calculated ET based on WUE. The model framework was developed by comparing two kinds of GPP models and three kinds of ET models. Overall, CCW could explain 67.3% and 65.7% of tower-measured GPP and ET, respectively. Global GPP and ET estimated by CCW for vegetated areas in 2001 were 134.2 Pg C yr −1 and 57.0 × 10 3 km 3 , respectively. Global WUE estimated by CCW (2.35 g C kg −1 H 2 O) was close to the mean tower-based WUE (2.60 g C kg −1 H 2 O), but higher than the WUE derived from MODIS products (1.80 g C kg −1 H 2 O). We concluded that the new CCW model provided improved estimates of GPP and ET in a much simpler modeling framework. CCW not only avoids fully simulating soil moisture processes, which currently is still a big challenge, but also provides an independent reference for ET. The biome-specific parameters derived allow CCW to be further linked with land use change models to study the impacts of human activities on ecosystem functions.
