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Abstract
In the present contribution, a feedback control law is studied for a quasilinear
parabolic equation. First, we prove the well-posedness and some regularity re-
sults for the Cauchy–Neumann problem for this equation, modified by adding
an extra term which is a multiple of the subdifferential of the distance function
from a closed convex set K of L2(Ω). Then, we consider convex sets of obstacle
or double-obstacle type, and we can act on the factor of the feedback control
in order to be able to reach the convex set within a finite time, by proving
rigorously this property.
1 Introduction
A notewhorty interest has arisen in the mathematical literature of the last twenty years
for sliding mode control (SMC) problems. SMC is considered as a main tool for the
systematic design of robust controllers for nonlinear complex dynamical systems operating
under uncertainty. The advantage of SMC is the separation of the motion of the overall
system in independent partial components with a lower dimension.
The design of feedback control systems with sliding modes is related to the selection
of suitable control functions enforcing motions along ad-hoc manifolds. Hence, a manifold
of lower dimension (called the sliding manifold) has to be identified such that the original
system, restricted to this sliding manifold, has a desired behavior; then, one acts on the
system through the control in order to constrain the evolution on it, that is, to design an
SMC law that forces the trajectories of the system to reach the sliding surface and remain
on it (see, e.g., [10] and references therein).
Known methods developed for ODEs (cf., e.g., [8]) have been recently extended to
the control of infinite-dimensional dynamical systems. For instance, we mention some
papers dealing with SMC for semilinear PDEs: [4] deals with the stabilization problem
of a one-dimensional unstable heat conduction system (rod) ruled by a parabolic partial
differential equation with a Dirichlet type actuator from one of the boundaries; in [7],
an SMC law is studied for a class of parabolic systems where the control acts through a
Neumann boundary condition; a delay-independent SMC strategy was proposed in [14]
to control a class of quasilinear parabolic PDE systems with time-varying delay.
The recent paper [2], in which two of the three authors of this note are involved, faces
different kinds of SMC problems for a standard phase field system. This system couples
two parabolic equations in terms of the variables temperature and order parameter. Slid-
ing manifolds are considered both for a linear combination of variables and just for the
order parameter. It is shown that the chosen SMC laws force the system to reach within
finite time the sliding manifold. In particular, the control law is nonlocal in space for
two of the examined problems. When reporting the related results during a conference,
the third author of this note observed that it was analogously interesting, from the point
of view of control problems, to force variables to reach not a single elected manifold but
instead a closed convex subset of the space in which the variables still can move.
We started to think about it and, in order to develop this idea, decided to argue first
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on a single nonlinear equation, of course an evolutionary equation, and of parabolic type
like
∂tϑ− div
(
κ(ϑ)∇ϑ) = f in Q := Ω× (0, T ), (1.1)
which fits into a well-established subject (let us quote some monographs, i.e., [1, 3, 5,
9, 11, 12, 15]). With the aim of discussing existence and dynamics of solutions in the
framework of the space L2(Ω), and being interested to reach a closed convex K ⊂ L2(Ω)
in finite time, a feedback control is added to the equation (1.1) by considering
∂tϑ− div
(
κ(ϑ)∇ϑ)+ ρ∂dK(ϑ) 3 f, (1.2)
where ∂dK is the subdifferential of the distance function dK associated with K and ρ is a
positive parameter, to be suitably chosen in order to force the solution to enter the convex
set (if it is not already inside).
We point out that (1.2) has the structure of an evolution inclusion (cf. [1, 3]) but is
not a standard variational inequality constraining the solution to stay inside the convex
set. On the other hand, one may exert the control on (1.2) via the parameter ρ: we can
imagine that the larger the coefficient ρ is, the faster the solution will enter the convex.
In our approach, we can deal with convex sets in L2(Ω) of obstacle and double-obstacle
type. We are able to treat these cases: of course, the analysis is not straightforward, as
the reader will see, and it will also become clear why obstacle convex sets are suitable for
us. This paper is a first attempt to approach a somehow new field of investigation, and
so we ask the reader to be generous: indeed, to the best of our knowledge, at the moment
we are not aware of other similar essays.
We complement (1.2) with Neumann homogeneous boundary conditions and initial
conditions, then we discuss existence and uniqueness of the solution to the initial-boundary
value problem without any restriction on ρ > 0 and on the nonempty closed convex K of
L2(Ω). Then, we focus on convex sets of obstacle type and prove that for a sufficiently
large ρ the solution ϑ will reach the convex set in finite time.
The paper is organized as follows. In the next section, we list our assumptions, state
the problem in a precise form and present our results. In Section 3, we introduce and
solve an approximating problem which is useful to construct a solution to the problem
at hand. The proofs of our results are then given in Sections 4 and 5, mainly, since the
Appendix is just devoted to establish a technical lemma.
2 Statement of the problem and results
In this section, we describe the problem under study and present our results. First, we
assume Ω to be a smooth bounded open subset of Rd. Now, we specify the assumptions
on the structure of our system. As for κ, we assume that
κ : R→ R is continuous, nonnegative and bounded, (2.1)
and set
κ∗ := inf κ, κ∗ := supκ and G(r) :=
∫ r
0
κ(s) ds for r ∈ R. (2.2)
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The last condition defines the function G : R→ R, and we suppose that
G is strictly increasing. (2.3)
This assumption is satisfied if and only if the set where the nonnegative function κ vanishes
has an empty interior, and it clearly holds if κ∗ > 0. In this case, the inverse function
G−1 is Lipschitz continuous and not only continuous on its domain (inf G, supG). Next,
even for a future convenience, we introduce the spaces
H := L2(Ω) and V := H1(Ω), (2.4)
and we endow them with their standard norms. It is understood thatH is embedded in V ∗,
the dual space of V , in the usual way, i.e., such that 〈u, v〉 = ∫
Ω
uv dx for every u ∈ H
and v ∈ V , where 〈 · , · 〉 denotes the duality pairing between V ∗ and V . Furthermore, we
list our assumptions and notations regarding the convex set:
K is a nonempty, closed, and convex subset of H (2.5)
dK : H → H is the distance function associated to K (2.6)
PK : H → H is the projection operator on K (2.7)
QK := IH − PK , where IH : H → H is the identity map. (2.8)
So, (2.5)–(2.8) are related to each other as follows: for v ∈ H, we have
PKv ∈ K and dK(v) = ‖QKv‖H ≤ ‖v − z‖H for every z ∈ K. (2.9)
Concerning the data, we in principle assume that
f ∈ L2(0, T ;H) and ϑ0 ∈ V. (2.10)
At this point, we can state the problem under investigation: given a real number ρ > 0,
we look for a triplet (ϑ, u, σ) satisfying the regularity properties
ϑ ∈ H1(0, T ;V ∗) ∩ L∞(0, T ;H) (2.11)
u ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) (2.12)
σ ∈ L∞(0, T ;H) (2.13)
and solving the problem
〈∂tϑ(t), v〉+
∫
Ω
∇u(t) · ∇v + ρ
∫
Ω
σ(t) v =
∫
Ω
f(t) v
for a.a. t ∈ (0, T ) and every v ∈ V (2.14)
u = G(ϑ) a.e. in Q and σ(t) ∈ ∂dK(ϑ(t)) for a.a. t ∈ (0, T ) (2.15)
ϑ(0) = ϑ0 . (2.16)
We observe that the system (2.14)–(2.15) is the variational formulation of the differential
inclusion (1.2) complemented with the no-flux boundary condition for∇u (i.e., for κ(ϑ)∇ϑ
whenever the chain rule can be applied). Moreover, we notice that (2.11) implies that
ϑ ∈ C0([0, T ];V ∗) (and even that ϑ is a weakly continuous H-valued function) so that the
initial condition (2.16) makes sense. Here is our first result.
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Theorem 2.1. Under the assumptions and notations (2.1)–(2.10), suppose that κ∗ > 0.
Then, for every ρ > 0, problem (2.14)–(2.16) has at least one solution (ϑ, u, σ) satisfying
(2.11)–(2.13) and
ϑ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ). (2.17)
Moreover, there is only one such solution if κ is a positive constant.
We can deal with the degenerate case κ∗ = 0 only for convex sets of obstacle or
double-obstacle type. Namely, we suppose that
I is a closed nonempty interval (2.18)
K := {v ∈ H : v(x) ∈ I for a.a. x ∈ Ω}. (2.19)
In this case, the projection on K is a pointwise projection, i.e., for v ∈ H and almost
every x ∈ Ω, it holds that
(PKv)(x) is the projection of v(x) on the interval I. (2.20)
Moreover, we have to reinforce our assumptions by postulating that
f ∈ L1(0, T ;Lp(Ω)) and ϑ0 ∈ Lp(Ω) for some p > 2. (2.21)
Theorem 2.2. Besides the assumptions and notations (2.1)–(2.10), suppose that (2.18)–
(2.19) and (2.21) hold. Then, for every ρ > 0, problem (2.14)–(2.16) has at least one
solution (ϑ, u, σ) satisfying (2.11)–(2.13) as well as
ϑ ∈ L∞(0, T ;Lp(Ω)). (2.22)
The main result of our paper is the next one. It holds true for the particular class
(2.18)–(2.19) of convex subsets. However, the degenerate case κ∗ = 0 is allowed as
well. We ensure the existence of a solution (ϑ, u, σ) whose component ϑ approaches and
eventually reaches the convex set K in a finite time T ∗ < T , provided that the parameter
ρ is large enough. Indeed, from the statement it follows that the condition
ρ > ρ∗ +
dK(ϑ0)
T
where ρ∗ := ‖f‖L∞(0,T ;H) (2.23)
implies T ∗ < T . Moreover, the speed of approach is ρ− ρ∗, at least. The precise meaning
of the theorem relies on the following observation, which follows from the regularity of ϑ
specified by (2.11):
ϑ is an H-valued weakly continuous function. (2.24)
Namely, the continuous representative ϑ ∈ C0([0, T ];V ∗) satisfies ϑ(t) ∈ H for every
t ∈ [0, T ], and ϑ is continuous from [0, T ] to H endowed with its weak topology.
Theorem 2.3. Under the assumptions and notations (2.1)–(2.10) and (2.18)–(2.19), sup-
pose either κ∗ > 0 or (2.21). Furthermore, assume that
ρ∗ := ‖f‖L∞(0,T ;H) < +∞ . (2.25)
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Then, for every ρ > ρ∗, there exists a solution (ϑ, u, σ) to problem (2.14)–(2.16) with the
following properties:
i) if ϑ0 ∈ K, then ϑ(t) ∈ K for every t ∈ [0, T ] (2.26)
ii) if ϑ0 6∈ K, there exists T ∗ ∈ (0, T ] satisfying T ∗ ≤ dK(ϑ0)
ρ− ρ∗ such that
d
dt
dK(ϑ(t)) ≤ −(ρ− ρ∗) in the sense of distributions on (0, T ∗) (2.27)
ϑ(t) ∈ K for every t ∈ [0, T ] such that t > T ∗. (2.28)
In particular, in the case ii), the function t 7→ dK(ϑ(t)) is strictly decreasing on [0, T ∗].
We close this section with a list of denotations and tools. Throughout the paper,
‖ · ‖X denotes the norm in the generic Banach space X or in a power thereof. However,
we simply write ‖ · ‖p for the standard norm in Lp(Ω). Moreover, we repeatedly use the
denotation
Qt := Ω× (0, t) for 0 < t ≤ T (2.29)
as well as the Young inequalities
ab ≤ δa2 + 1
4δ
b2 and ab ≤ θa 1θ + (1− θ)b 11−θ
for every a, b ≥ 0, δ > 0, and θ ∈ (0, 1) (2.30)
and Ho¨lder’s inequality. Furthermore, we account for the compact embedding V ⊂ H.
Finally, we follow a general rule to denote constants: the small-case symbol c stands for
different constants which depend only on Ω, on the final time T , the structure of the
problem and on the constants and the norms of the functions involved in the assumptions
of our statements. A symbol like cδ signals that the constant can depend also on the
parameter δ. Hence, the meaning of c (or cδ) might change from line to line and even
within the same chain of equalities or inequalities.
3 Approximation
In this section, we introduce an approximating problem which depends on the parameters
ε, α ∈ (0, 1) and is useful to establish some parts of our results. We could have decided
to take α = ε to reach the same goal. However, we think that the choice of two different
parameters could prove to be more suitable for the numerical treatment. From one side, we
replace the function κ by a strictly positive κα in order to ensure uniform parabolicity. On
the other hand, we regularize the subdifferential ∂dK . However, for the sake of simplicity,
we often avoid stressing the dependence on both parameters in the notation and write,
e.g., ϑε instead of ϑε,α. We introduce the functions κα and Gα as follows:
κα := κ if κ∗ > 0, and κα := κ+ α if κ∗ = 0, (3.1)
Gα(r) :=
∫ r
0
κα(s) ds for r ∈ R. (3.2)
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Moreover, let d εK : H → R and Dd εK : H → H be the Moreau–Yosida regularizations of
the nondifferentiable function dK and of its subdifferential ∂dK . Thus, for v ∈ H, we have
that
d εK(v) := inf
z∈H
(
dK(z) +
1
2ε
‖z − v‖2H
)
(3.3)
Dd εK(v) is the gradient of d
ε
K at v, i.e., the unique element of ∂d
ε
K(v). (3.4)
The statement (3.4) means that the map H 3 z 7→ (Dd εK(v), z)H is the Fre´chet derivative
of d εK at v (d
ε
K is Fre´chet differentiable, indeed). We recall that the subdifferential ∂d
ε
K ,
which we identify with the single-valued map Dd εK , actually is the Yosida regularization
of ∂dK , thus Lipschitz continuous with Lipschitz constant 1/ε (see, e.g., [3, p. 28 and
Prop. 2.11, p. 39]). These maps can be given explicitly, as shown in the next lemma. As
we could not find precise references on it, we proved the result in the Appendix.
Lemma 3.1. Let H be a Hilbert space. With the assumptions and notations (2.6)–(2.8)
and (3.3)–(3.4), the formulas
Dd εK(v) =
QKv
max{ε, dK(v)} (3.5)
and
d εK(v) =
∫ dK(v)
0
min{s/ε, 1} ds (3.6)
hold true for every v ∈ H.
At this point, we introduce the approximating problem. It consists in finding a triplet
(ϑε, uε, σε) satisfying
ϑε, uε ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) and σε ∈ L∞(0, T ;H) (3.7)
and solving the variational problem∫
Ω
∂tϑε(t) v +
∫
Ω
∇uε(t) · ∇v + ρ
∫
Ω
σε(t) v =
∫
Ω
f(t) v
for a.a. t ∈ (0, T ) and every v ∈ V (3.8)
uε = Gα(ϑε) a.e. in Q and σε(t) = Dd
ε
K(ϑε(t)) for a.a. t ∈ (0, T ) (3.9)
ϑε(0) = ϑ0 . (3.10)
Theorem 3.2. Under the assumptions and notations (2.1)–(2.10) and (3.1)–(3.4), for
every ε, α ∈ (0, 1), problem (3.8)–(3.10) has a unique solution (ϑε, uε, σε) satisfying (3.7).
The rest of the section is devoted to prove this well-posedness result. We first establish
the existence of a solution via a fixed point argument. Concerning the symbols ϑ, u and σ
we often use, we point out that they have nothing to do with the original problem (2.14)–
(2.16), which is out of interest at the moment.
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Existence. For a given ϑ ∈ L2(Q), we look for a solution ϑ ∈ H1(0, T ;H)∩L∞(0, T ;V )
to the problem ∫
Ω
∂tϑ(t) v +
∫
Ω
κα(ϑ)∇ϑ(t) · ∇v =
∫
Ω
(
f(t)− ρ σ(t)) v
for a.a. t ∈ (0, T ) and every v ∈ V (3.11)
ϑ(0) = ϑ0 , (3.12)
where σ(t) := Dd εK(ϑ(t)) for a.a. t ∈ (0, T ). As κα is a continuous function such that
α ≤ κα ≤ κ∗ + 1, problem (3.11)–(3.12) has a unique solution ϑ satisfying the prescribed
regularity. Moreover, by testing (3.11) with v = ϑ(t), and noting that ‖σ(t)‖H ≤ 1 by
(3.5), we immediately obtain that
1
2
‖ϑ(t)‖2H ≤
1
2
‖ϑ0‖2H +
∫ t
0
(‖f(s)‖H + ρ)‖ϑ(s)‖H ds
≤ 1
2
‖ϑ0‖2H + ‖f‖2L2(0,T ;H) + ρ2T +
1
2
∫ t
0
‖ϑ(s)‖2H ds.
By applying the Gronwall lemma, we deduce a bound in L∞(0, T ;H) and infer that
‖ϑ‖L2(0,T ;H) ≤ R (3.13)
for some constant R depending only on the data, T and ρ. At this point, we denote by B2
and B∞ the closed unit balls of L2(0, T ;H) and L∞(0, T ;H), respectively, set K := RB2
and define the maps S : K→ B∞ and F : K→ K by setting for ϑ ∈ K
S(ϑ) := σ given by σ(t) := Dd εK(ϑ(t)) for a.a. t ∈ (0, T ) (3.14)
ϑ := F(ϑ) ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) is the unique solution to (3.11)–(3.12). (3.15)
We verify that we can apply the Schauder fixed point theorem to F with respect to
the strong topology of L2(0, T ;H). Clearly, K is nonempty, bounded, convex and closed.
Next, if ϑ ∈ K and ϑ := F(ϑ), then ϑ, u := Gα(ϑ) and σ := S(ϑ) satisfy ∂tϑ−∆u = f−ρ σ
in the sense of distributions on Q, in principle, then a.e. in Q since ∂tϑ and the right-
hand side belong to L2(Q). Moreover, u satisfies the homogeneous Neumann boundary
condition. By multiplying the above equation by ∂tu = ∂tϑ/κα(ϑ) and also recalling that
κα ≤ κ∗ + 1 and that ‖σ‖L∞(0,T ;H) ≤ 1, we easily obtain
‖∂tϑ‖L2(0,T ;H) + ‖∇u‖L∞(0,T ;H) ≤ c , whence also ‖∇ϑ‖L∞(0,T ;H) ≤ cα
since ∇ϑ = ∇u/κα(ϑ) and κα ≥ α. We conclude that
‖ϑ‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ cα . (3.16)
By the Aubin-Lions lemma (see, e.g., [9, Thm. 5.1, p. 58]), we see that F(K) is relatively
compact in L2(0, T ;H). Finally, we check that F is continuous. Let ϑn, ϑ ∈ K be such that
ϑn → ϑ strongly in L2(Q), and set σn := S(ϑn) and ϑn := F(ϑn). Then, σn converge to
σ := S(ϑ) strongly in L2(0, T ;H) since Dd εK is Lipschitz continuous on H. Furthermore,
estimate (3.16) holds for ϑn. Therefore, we have (for a subsequence)
ϑn → ϑ weakly star in H1(0, T ;H) ∩ L∞(0, T ;V )
strongly in L2(0, T ;H) and a.e. in Q
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for some ϑ ∈ H1(0, T ;H) ∩ L∞(0, T ;V ) which necessarily belongs to K. Since κα is
continuous and bounded, we infer that κα(ϑn) converges to κα(ϑ) strongly in L
p(Q) for
every p ∈ [1,+∞). Thus, it is straightforward to deduce that ϑ solves (3.11)–(3.12), i.e.,
that ϑ = F(ϑ), and that the convergence holds for the whole sequence {ϑn}. Therefore,
F is continuous and we conclude that it has at least a fixed point. Now, if ϑε is a fixed
point of F and we set uε := Gα(ϑε) and σε := Dd
ε
K(ϑε), one easily sees that the triplet
(ϑε, uε, σε) satisfies (3.7) and it is clear that it is a solution to problem (3.8)–(3.10).
Uniqueness. Let (ϑ1, u1, σ1) and (ϑ2, u2, σ2) be two solutions of problem (3.8)–(3.10)
satisfying the regularity requirement (3.7). We write (3.8) for both of them, take the
difference, and integrate with respect to time. We have for almost every s ∈ (0, T ) and
every v ∈ V∫
Ω
(
ϑ1(s)− ϑ2(s)
)
v +
∫
Ω
∇(1 ∗ (u1 − u2))(s) · ∇v = −ρ∫
Ω
(
1 ∗ (σ1 − σ2)
)
(s) v
with the general notation (1 ∗ v)(s) := ∫ s
0
v(τ) dτ . Now, we choose v = (u1 − u2)(s) and
integrate over (0, t) with respect to s. We obtain∫
Qt
(ϑ1 − ϑ2)(u1 − u2) + 1
2
∫
Ω
|(1 ∗ ∇(u1 − u2))(t)|2 = −ρ∫
Qt
(
1 ∗ (σ1 − σ2)
)
(u1 − u2).
We recall that α ≤ G′α ≤ κ∗ + 1 and ignore the second term on the left-hand side, which
is nonnegative. Furthermore, we owe to the Young inequality. We deduce that
α
∫ t
0
‖(ϑ1 − ϑ2)(s)‖2H ds ≤
α
2
∫ t
0
‖(ϑ1 − ϑ2)(s)‖2H ds+
c
α
∫
Qt
|1 ∗ (σ1 − σ2)|2. (3.17)
Now, we use the Ho¨lder inequality and account for the (1/ε)-Lipschitz continuity of Dd εK
(as a map from H into itself). We have for every s ∈ [0, T ]
‖(1 ∗ (σ1 − σ2))(s)‖2H = ‖∫ s0 (σ1 − σ2)(τ) dτ‖2H
≤ c
∫ s
0
‖(σ1 − σ2)(τ)‖2H dτ ≤ cε
∫ s
0
‖(ϑ1 − ϑ2)(τ)‖2H dτ
and deduce that ∫
Qt
|1 ∗ (σ1 − σ2)|2 ≤ cε
∫ t
0
(∫ s
0
‖(ϑ1 − ϑ2)(τ)‖2H dτ
)
ds.
Coming back to (3.17) and applying the Gronwall lemma, we conclude that ϑ1 = ϑ2,
whence also u1 = u2 and σ1 = σ2.
4 Well-posedness
This section deals with Theorems 2.1 and 2.2. In order to prove the statements regarding
existence, we start from the solution (ϑε, uε, σε) to the approximating problem (3.8)–(3.10)
and perform a number of a priori estimates in which all of the occurring constants c > 0
will be independent of both ε and α.
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First a priori estimate. We test (3.8) by ϑε and have
1
2
∫
Ω
|ϑε(t)|2 +
∫
Qt
∇uε · ∇ϑε = 1
2
∫
Ω
|ϑ0|2 +
∫
Qt
(
f − ρ σε
)
ϑε .
We recall that ‖σε‖L∞(0,T ;H) ≤ 1 (cf. (3.5)) and observe that there hold, a.e. in Q,
|uε| = |Gα(ϑε)| ≤ (κ∗ + 1)|ϑε|
∇uε · ∇ϑε = 1
κα(ϑε)
|∇uε|2 ≥ 1
κ∗ + 1
|∇uε|2
∇uε · ∇ϑε = κα(ϑε)|∇ϑε|2 ≥ κ∗|∇ϑε|2.
Hence, by also owing to the Gronwall lemma, we easily deduce that
‖ϑε‖L∞(0,T ;H) + ‖uε‖L∞(0,T ;H)∩L2(0,T ;V ) ≤ c (4.1)
‖ϑε‖L2(0,T ;V ) ≤ c provided that κ∗ > 0. (4.2)
By comparison in the variational equation (2.14), we infer from (4.1) that
‖∂tϑε‖L2(0,T ;V ∗) ≤ c . (4.3)
Second a priori estimate. We notice that (2.14) can be written as
∂tϑε − div
(
κα(ϑε)∇ϑε
)
= f − ρ σε a.e. in Q,
with the homogeneous Neumann boundary condition for uε. By multiplying by ∂tuε,
integrating over Qt, and applying the Ho¨lder and Young inequalities, we obtain∫
Qt
1
κα(ϑε)
|∂tuε|2 + 1
2
∫
Ω
|∇uε(t)|2 ≤ c+ 1
2(κ∗ + 1)
∫
Qt
|∂tuε|2.
As κα(ϑε) ≤ κ∗ + 1, we deduce on account of (4.1) that
‖uε‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ c . (4.4)
Moreover, from the identities
∂tϑε =
∂tuε
κα(ϑε)
and ∇ϑε = ∇uε
κα(ϑε)
we infer that
‖ϑε‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ c provided that κ∗ > 0. (4.5)
Convergence. At this point, by standard compactness results (in particular, we owe to
the Aubin-Lions lemma proved, e.g., in [9, Thm. 5.1, p. 58])), we deduce that
ϑε → ϑ weakly star in H1(0, T ;V ∗) ∩ L∞(0, T ;H)
and strongly in L2(0, T ;V ∗) (4.6)
uε → u weakly star in H1(0, T ;H) ∩ L∞(0, T ;V )
strongly in L2(0, T ;H) and a.e. in Q (4.7)
σε → σ weakly star in L∞(0, T ;H) (4.8)
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for some triplet (ϑ, u, σ), as (ε, α) tends to (0, 0), at least for a subsequence. Moreover,
we also have
ϑε → ϑ weakly star in H1(0, T ;H) ∩ L∞(0, T ;V )
strongly in L2(0, T ;H) and a.e. in Q provided that κ∗ > 0. (4.9)
Thus, it is clear that (ϑ, u, σ) is a solution to (2.14)–(2.16) satisfying the regularity re-
quirements stated in Theorems 2.1 and 2.2, with the exception of (2.22), whenever we
prove that u = G(ϑ) a.e. in Q and that σ(t) ∈ ∂dK(ϑ(t)) for a.a. t ∈ (0, T ). At this point,
we have to distinguish the different cases corresponding to the above statements.
Conclusion of the existence proof in the uniformly parabolic case. We complete
the proof of the existence part of Theorem 2.1 by assuming κ∗ > 0. Thus, κα = κ and
Gα = G. Thanks to the pointwise convergence (a.e.) given by (4.7) and (4.9) and to
the continuity of G, we immediately deduce that u = G(ϑ) a.e. in Q. As for the second
condition in (2.15), we owe to the strong convergence (4.9) and apply, e.g., [1, Lemma 2.3,
p. 38] to the maximal monotone operator induced on L2(0, T ;H) by ∂dK .
On the contrary, for the degenerate case allowed in Theorem 2.2, some more work
has to be done. Concerning the relation u = G(ϑ) that we have to prove, we observe
that Gα(r) ≥ G(r) for r ≥ 0 and Gα(r) ≤ G(r) for r ≤ 0 since κ ≤ κα. It follows
that inf Gα = −∞ ≤ inf G and supGα = +∞ ≥ supG, i.e., the domain D(G−1α ) of G−1α
includes the domain D(G−1) of G−1.
Lemma 4.1. The following convergence holds true:
G−1α (s)→ G−1(s) uniformly in every compact subset of D(G−1). (4.10)
Proof. We first establish the pointwise convergence. This trivially holds if s = 0. Assume
s > 0. Then, G−1α (s) > G
−1
α′ (s) > G
−1(s) for α′ ∈ (0, α) since G(r) < Gα′(r) < Gα(r) for
every r > 0. Thus the limit ` of G−1α (s) as α ↘ 0 exists and satisfies ` ≥ `0 := G−1(s).
It follows that the constant s = Gα(G
−1
α (s)) converges to G(`), i.e., that s = G(`). As
G(`0) = s and G is one-to-one by (2.3), we conclude that ` = `0. Thus, we have proved
that G−1α (s) converges to G
−1(s) pointwise in the interval D(G−1) ∩ [0,+∞). Since the
convergence is monotone and the limit G−1 is continuous, the convergence is uniform on
every compact subset (Dini’s theorem). As the case of negative values of s is similar,
(4.10) is proved.
At this point, we can go on and show that u = G(ϑ) a.e. in Q. From Lemma 4.1 and
the pointwise convergence (4.7) of uε to u we infer that ϑε = G
−1
α (uε) converges to G
−1(u)
a.e. in Q. Since ϑε converges to ϑ weakly in L
2(Q) by (4.6), we conclude that (see, e.g.,
[9, Lemme 1.3, p. 12]) G−1(u) = ϑ, i.e., u = G(ϑ), a.e. in Q. As a by-product, there holds
the convergence
ϑε → ϑ a.e. in Q, (4.11)
and we use it to prove that σ(t) ∈ ∂dK(ϑ(t)) for a.a. t ∈ (0, T ). Here, we owe to
assumptions (2.18)–(2.19) and (2.21) on the convex K and on the data. For convenience,
we set
pI : R→ R is the projection on I and qI := IR − pI ,
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where IR : R→ R is the identity map, so that (2.20) reads (PKv)(x) = pI(v(x)) a.e. in Ω,
for every v ∈ H. Hence, (3.5) becomes(
Dd εK(v)
)
(x) =
qI(v(x))
max{ε, dK(v)} a.e. in Ω, for every v ∈ H. (4.12)
A new a priori estimate. We define the truncation operator Tn : R → R by setting
Tn(r) := max{−n,min{r, n}} for r ∈ R and use the notation (r)q := |r|q sign r (with
sign 0 = 0) for r ∈ R and q > 0. Next, we take ϑ∗ ∈ I, set ζ := ϑε − ϑ∗ for convenience
and test (2.14) by (Tn(ζ))
p−1. By integrating over Qt and recalling that p > 2, we obtain
that ∫
Ω
Tn,p
(
ζ(t)
)
+ (p− 1)
∫
Qt
κα(ϑε) |Tn(ζ)|p−2 T ′n(ζ) |∇ϑε|2 + ρ
∫
Qt
σε (Tn(ζ))
p−1
=
∫
Ω
Tn,p
(
ζ(0)
)
+
∫
Qt
f (Tn(ζ))
p−1 , (4.13)
where we have set
Tn,p(r) :=
∫ r
0
(Tn(s))
p−1 ds for r ∈ R.
We observe that p Tn,p(r) ≥ |Tn(r)|p for every r ∈ R. Indeed, if 0 ≤ r ≤ n, we have
p Tn,p(r) = r
p = |Tn(r)|p; if r > n, then p Tn,p(r) ≥ p Tn,p(n) = np = |Tn(r)|p. On the
other hand, both Tn,p and |Tn|p are even functions. Therefore, we have∫
Ω
Tn,p
(
ζ(t)
) ≥ 1
p
‖Tn(ζ(t))‖pp .
The second term of (4.13) is nonnegative. For the third one, we note that the following
pairs of functions share their signs: qI(ϑε) and ζ since ϑ∗ ∈ I; σε and qIϑε thanks to
(4.12); (Tn(ζ))
p−1 and ζ by our definition of ( · )p−1. Thus, the same holds for σε and
(Tn(ζ))
p−1, so that their product is nonnegative. To deal with the right-hand side, we use
assumption (2.21) on ϑ0 and f . First, we notice that Tn,p(r) ≤ |r|p for every r ∈ R so
that the first integral can be estimated from above by ‖ϑ0 − ϑ∗‖pp. Next, we account for
the Ho¨lder inequality and treat the last term as follows:∫
Qt
f (Tn(ζ))
p−1 ≤
∫ t
0
‖f(s)‖p ‖(Tn(ζ(s)))p−1‖p′
=
∫ t
0
‖f(s)‖p
(‖Tn(ζ(s))‖pp)1/p′ ds ≤ c∫ t
0
‖f(s)‖p
(
1 + ‖Tn(ζ(s))‖pp
)
ds.
Therefore, coming back to (4.13) and recalling that f ∈ L1(0, T ;Lp(Ω)), we can apply the
Gronwall lemma and deduce that ‖Tn(ζ)‖L∞(0,T ;Lp(Ω)) ≤ c, whence immediately
‖ϑε‖L∞(0,T ;Lp(Ω)) ≤ c . (4.14)
Conclusion of the proof of Theorem 2.2. Estimate (4.14) ensures the further reg-
ularity (2.22) for the function ϑ given by (4.6). On the other hand, the pointwise conver-
gence (4.11), our assumption p > 2, (4.14), and the Egorov theorem imply that
ϑε → ϑ strongly in L2(Q). (4.15)
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Thus, the strong convergence (4.9) already established in the uniformly parabolic case
holds also in the present one. Therefore, we can combine it with the weak convergence of
σε to σ in L
2(Q) ensured by (4.8) and proceed as before, i.e., we apply, e.g., [1, Lemma 2.3,
p. 38] to the maximal monotone operator induced on L2(0, T ;H) by ∂dK . We conclude
that σ(t) ∈ ∂dK(ϑ(t)) for a.a. t ∈ (0, T ), and the proof of Theorem 2.2 is complete.
Uniqueness. We prove the last sentence of Theorem 2.1 by assuming that κ is a positive
constant. We pick two solutions (ϑi, ui, σi), i = 1, 2, write (2.14) for both of them, and
test the difference by ϑ1 − ϑ2. We obtain
1
2
∫
Ω
|(ϑ1 − ϑ2)(t)|2 + κ
∫
Qt
|∇(ϑ1 − ϑ2)|2 + ρ
∫
Qt
(σ1 − σ2)(ϑ1 − ϑ2) = 0.
All of the terms on the left-hand side are nonnegative, the third one since σi(t) ∈
∂dK(ϑi(t)) for a.a. t ∈ (0, T ) and ∂dK : H → 2H is monotone. We immediately de-
duce that ϑ1 = ϑ2, whence also u1 = u2. By comparison in (2.14), we infer that σ1 = σ2
as well.
5 Proof of Theorem 2.3
It suffices to prove that the solution (ϑ, u, σ) constructed in the previous section satisfies
the conditions of the statement. Therefore, we keep the notation already used and the
boundedness and convergence specified in the above proofs (the latter for a not relabeled
subsequence (ε, α) → (0, 0), as usual). In fact, we only need to know that (ϑ, u, σ)
is a solution to (2.14)–(2.16) satisfying the regularity conditions (2.11)–(2.13) and to
account for
‖ϑε‖L∞(0,T ;H) ≤ c and ϑε → ϑ strongly in L2(Q). (5.1)
The differential inequality. We test (3.8) by σε(t) = Dd
ε
K(ϑε(t)), integrate over Ω,
and obtain, for a.a. t ∈ (0, T ),
d
dt
d εK(ϑε(t)) +
∫
Ω
κα(ϑε(t))∇ϑε(t) · ∇σε(t) + ρ‖σε(t)‖2H =
∫
Ω
f(t)σε(t) . (5.2)
We observe that the second term on the left-hand side is nonnegative on account of (4.12).
Indeed, for almost all x ∈ Ω, we have
σε(x, t) =
qI(ϑε(x, t))
max{ε, dK(ϑε(t))} , whence ∇σε(x, t) =
q′I(ϑε(x, t))∇ϑε(x, t)
max{ε, dK(ϑε(t))} .
On the other hand, both κα and q
′
I are nonnegative functions. As for the right-hand
side, we recall assumption (2.25) on f and that ‖σε(t)‖H ≤ 1 for a.a. t ∈ (0, T ) by (3.9)
and (3.5). Therefore, we deduce from (5.2) that
d
dt
d εK(ϑε(t)) + ρ‖σε(t)‖2H ≤ ρ∗ := ‖f‖L∞(0,T ;H). (5.3)
Notice that the definition of ρ∗ agrees with (2.25). We observe that the formulas (3.5)–
(3.6) imply that ‖Dd εK(v)‖H = 1 if dK(v) > ε and that dK(v) > ε if and only if d εK(v) >
12
ε/2. Hence, we deduce from (5.3) that the functions ψε ∈ W 1,1(0, T ) and ϕε ∈ L∞(0, T ),
defined by
ψε(t) := d
ε
K(ϑε(t)) and ϕε(t) := ‖σε(t)‖2H , (5.4)
satisfy
ψ′ε(t) + ρϕε(t) ≤ ρ∗ for a.a. t ∈ (0, T ) (5.5)
ϕε(t) = 1 a.e. in the set where ψε > ε/2. (5.6)
Lemma 5.1. Let ψ ∈ W 1,1(0, T ) and ϕ ∈ L∞(0, T ) and assume that for some positive
constant ρ, δ, γ the following conditions hold
ψ′(t) + ρϕ(t) ≤ ρ− δ for a.a. t ∈ (0, T )
ϕ(t) = 1 a.e. in the set where ψ > γ.
Then, we have ψ(t) ≤ γ for every t ∈ [0, T ] if ψ(0) ≤ γ. Moreover, if ψ(0) > γ, then
there exists some Tγ ∈ (0, T ] satisfying Tγ ≤
(
ψ(0)− γ)/δ such that
ψ′ ≤ −δ a.e. in (0, Tγ) and ψ(t) ≤ γ for every t ∈ [0, T ] such that t > Tγ . (5.7)
Proof. We start with the following statement:
if t0 ∈ [0, T ) and ψ(t0) ≤ γ, then ψ(t) ≤ γ for every t ∈ [t0, T ]. (5.8)
By contradiction, assume that there exists some t ∈ (t0, T ] such that ψ(t) > γ and
consider the set A := {s ∈ (t0, t] : ψ(τ) > γ for every τ ∈ (s, t]}. Then, A is nonempty
and t1 := inf A satisfies t1 ≥ t0, whence ψ(t1) = γ. Moreover, t1 < t and ψ(τ) > γ for
every τ ∈ (t1, t]. From the assumptions, it follows that ψ′ ≤ −δ a.e. in (t1, t). Thus,
ψ(t) ≤ ψ(t1)− δ(t− t1) < γ, a contradiction. Therefore, (5.8) is established. From (5.8)
we deduce the first sentence of the statement regarding the case ψ(0) ≤ γ. Assume now
that ψ(0) > γ, and set Tγ := sup{t ∈ (0, T ] : ψ(s) > γ for every s ∈ [0, t)}. Then,
Tγ > 0 and ψ(s) > γ for every s ∈ [0, Tγ). Our assumptions imply that ϕ = 1 and
ψ′ ≤ −δ a.e. in (0, Tγ). Thus, the first part of (5.7) is proved. Let us pass to the second
one, by assuming that Tγ < T . Then, ψ(Tγ) = γ, whence ψ(t) ≤ γ for every t ∈ [Tγ, T ],
by (5.8).
At this point, we can continue the proof of Theorem 2.3. We assume that ρ > ρ∗ and
prepare some material. Then, we prove the sentences i) and ii) of the statement.
Preliminary remarks. By recalling (5.5)–(5.6), we apply Lemma 5.1 to the functions
(5.4) with δ = ρ− ρ∗ and γ = ε/2, and set T ∗ε,α := Tγ if d εK(ϑ0) > ε/2. Next, we observe
that [3, Prop. 2.11, p. 39] implies
d εK(ϑ0)→ dK(ϑ0). (5.9)
Now, we recall the strong convergence (5.1) and deduce that
ϑε(t)→ ϑ(t) strongly in H for a.a. t ∈ (0, T ). (5.10)
Note that we can establish pointwise strong convergence only in the uniformly parabolic
case (the weak star convergence (4.9) implies strong convergence in C0([0, T ];H), indeed),
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while, in general, we just have the almost everywhere strong convergence (5.10). We prove
that (5.10) implies that
d εK(ϑε(t))→ dK(ϑ(t)) for a.a. t ∈ (0, T ). (5.11)
For a fixed t for which the strong convergence (5.10) holds, by setting vε := ϑε(t) and
v := ϑ(t) for brevity, we have from (3.6) that
dK(ϑ(t))− d εK(ϑε(t)) =
∫ dK(v)
0
(
1−min{s/ε, 1}) ds− ∫ dK(vε)
dK(v)
min{s/ε, 1} ds.
The first integral tends to zero by the Lebesgue dominated convergence theorem, while
the absolute value of the second one is estimated by |dK(vε)− dK(v)| ≤ ‖vε − v‖H .
First case. Suppose that ϑ0 ∈ K. Then, dK(ϑ0) = 0, whence also d εK(ϑ0) = 0. Thus,
d εK(ϑε(t)) ≤ ε/2 for every t ∈ [0, T ]. Hence, from (5.11), we infer that dK(ϑ(t)) = 0, i.e.,
ϑ(t) ∈ K, for a.a. t ∈ (0, T ). In order to extend this to the whole interval [0, T ], we owe
to (2.24) and to the fact that the convex set K is weakly closed. Therefore, the property
ϑ(t) ∈ K proved for a dense subset of [0, T ] holds true for whole interval.
Second case. Let us now suppose that ϑ0 6∈ K. Thus dK(ϑ0) > 0 and we can assume
that ε < dK(ϑ0). Hence, we also have d
ε
K(ϑ0) > ε/2 and the time T
∗
ε,α ∈ (0, T ] is well
defined. We set
T ∗ := lim inf
(ε,α)→(0,0)
T ∗ε,α . (5.12)
Thus, T ∗ ∈ [0, T ], and we prove that it satisfies the conditions of Theorem 2.3. From the
lemma and (5.9), we have
T ∗ε,α ≤
d εK(ϑ0)
ρ− ρ∗ , whence T
∗ ≤ dK(ϑ0)
ρ− ρ∗ , (5.13)
i.e., the upper bound of the statement. We now show that T ∗ > 0 and argue by contra-
diction, i.e., we assume that T ∗ε,α tends to zero for a subsequence. From the inequality
d εK(ϑε(t)) ≤ ε/2 for t ≥ T ∗ε,α and (5.11), we deduce that dK(ϑ(t)) = 0 for a.a. t ∈ (0, T ).
Hence, we have ϑ(t) ∈ K for a.a. t ∈ (0, T ) and (2.24) yields ϑ0 ∈ K, a contradiction.
Hence, we can consider the nonempty interval (0, T ∗) and prove (2.27). To this end, we
take any t0 ∈ (0, T ∗). We can assume that T ∗ε,α > t0, so that the first sentence of (5.7)
implies
d
dt
d εK(ϑε(t))) ≤ −(ρ− ρ∗) for a.a. t ∈ (0, t0). (5.14)
Now, we fix ϑ ∈ K and have d εK(ϑε(t)) ≤ dK(ϑε(t)) ≤ ‖ϑε(t)− ϑ‖H ≤ c for a.a. t ∈ (0, T )
thanks to the first condition in (5.1). Hence, by accounting for (5.11) once more, we derive
that d εK(ϑε( · )) converges to dK(ϑ( · )) strongly in L2(0, T ), whence the convergence in the
sense of distributions follows for their derivatives, and the inequality (5.14) is conserved
in the limit. As t0 is arbitrary, (2.27) is proved. Finally, we show (2.28) by assuming
T ∗ < T . Take any t0 ∈ (T ∗, T ). We can assume that T ∗ε,α < t0 (for a subsequence).
Hence, we have d εK(ϑε(t)) ≤ ε/2 for every t ∈ [t0, T ]. It follows that dK(ϑ(t)) = 0 for
a.a. t ∈ (t0, T ), by (5.11). As t0 is arbitrary, we have ϑ(t) ∈ K for a.e. t ∈ (T ∗, T ), and
we conclude that ϑ(t) ∈ K for every t ∈ [T ∗, T ], by the weak continuity (2.24). This
completes the proof.
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6 Appendix
In this section, we prove Lemma 3.1. We denote by ( · , · ) the scalar product of H and
write ‖ · ‖ instead of ‖ · ‖H . We start proving that the function dK is Fre´chet differentiable
at any point v ∈ H \K and that its gradient is given by
DdK(v) =
QKv
‖QKv‖H . (6.1)
This easily follows from [6, Prop. 2.2]. Indeed, we immediately deduce from this result
that 2QK is the Fre´chet derivative of the map v 7→ ϕ(v) := ‖QKv‖2. Now, we read
dK as the square root of ϕ and assume that v ∈ H \ K, i.e., ϕ(v) > 0. Then, ϕ > 0
in a neighborhood of v, whence dK is Fre´chet differentiable at v and (6.1) follows from
applying the chain rule:
DdK(v) =
1
2
(ϕ(v))−1/2Dϕ(v) =
1
2
(dK(v))
−1 2QKv =
QKv
‖QKv‖ .
On the contrary, the proof of the rest of the lemma needs some work. Assume first v ∈ K.
Then, v is a minimum point for dK and d
ε
K , whence 0 ∈ ∂dK(v) and Dd εK(v) = 0. On
the other hand, we have QKv = 0, and thus (3.5) holds true in this case. Assume now
dK(v) > ε. Then, the point
ξ :=
QK(v)
dK(v)
satisfies ‖ξ‖ = 1 and v − εξ 6∈ K. Hence, (3.5) reduces to Dd εK(v) = ξ and thus means
that DdK(v−εξ) = ξ (by the definition of the Yosida regularization). Therefore, we prove
this fact. We set λ := 1− ε/dK(v) and observe that λ > 0 and that
v − εξ − PKv = QKv − ε
dK(v)
QKv = λQKv = λ(v − PKv). (6.2)
Then we have, for every z ∈ K,
(v − εξ − PKv, z − PKv) = λ(v − PKv, z − PKv) ≤ 0.
As PKv ∈ K, this shows that PK(v − εξ) = PK(v). By applying (6.1) to v − εξ and
recalling (6.2) once more, we obtain
DdK(v − εξ) = v − εξ − PKv‖v − εξ − PKv‖ =
λQKv
‖λQKv‖ = ξ.
Hence, the desired equality is established under the assumption dK(v) > ε. As d
ε
K , QK
and dK are continuous, (3.5) holds also if dK(v) = ε, and we consider the last case, i.e.,
0 < dK(v) < ε. We first prove that
d εK(v) =
1
2ε
(dK(v))
2 if 0 < dK(v) < ε. (6.3)
It is well known that the infimum in the definition (3.3) is a minimum. We first look for
a minimum point z 6∈ K. Then, in view of (6.1), z has to satisfy
z − v
ε
+
QKz
‖QKz‖ = 0, that is, v = z + ε
QKz
‖QKz‖ .
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It easily follows that PKv = PKz. Therefore, we have that
dK(v) = ‖v − PKv‖ = ‖v − PKz‖ =
(
1 +
ε
‖QKz‖
)
‖z − PKz‖ = dK(z) + ε > ε,
while we were assuming that dK(v) < ε. Therefore, every minimum point z has to belong
to K, and we have that
d εK(v) = min
z∈K
1
2ε
‖z − v‖2 = 1
2ε
‖v − PKv‖2,
so that (6.3) is proved. Since the set {v ∈ H : 0 < dK(v) < ε} is open, we can differentiate
(6.3) by applying the chain rule and (6.1), and deduce that (3.5) holds also in this case.
To conclude the proof, we have to derive (3.6). Now observe that this identity trivially
holds if v ∈ K and that K is nonempty. It thus suffices to prove that both sides of
the identity have the same Fre´chet gradient. To this end, assume first that v 6∈ K. By
differentiating the right-hand side at v with the chain rule and applying (6.1) and (3.5),
we obtain
min
{
dK(v)/ε, 1
}
DdK(v) = min
{
dK(v)/ε, 1
} QKv
dK(v)
=
QKv
max{ε, dK(v)} = Dd
ε
K(v).
Assume now that v belongs to K and take any h ∈ H satisfying ‖h‖ ≤ ε. Then, we have
dK(v + h) ≤ ‖h‖ ≤ ε, and we infer that
0 ≤
∫ dK(v+h)
0
min{s/ε, 1} ds =
∫ dK(v+h)
0
s
ε
ds =
1
2ε
(dK(v + h))
2 ≤ 1
2ε
‖h‖2.
Thus, the Fre´chet gradient of the right-hand side of (3.6) at v is zero. On the other hand,
we also have Dd εK(v) = 0 in this case. This completes the proof.
Acknowledgments
PC and GG gratefully acknowledge some financial support from the GNAMPA (Gruppo
Nazionale per l’Analisi Matematica, la Probabilita` e le loro Applicazioni) of INdAM (Is-
tituto Nazionale di Alta Matematica) and the IMATI – C.N.R. Pavia.
References
[1] V. Barbu, “Nonlinear semigroups and differential equations in Banach spaces”, No-
ordhoff, Leyden, 1976.
[2] V. Barbu, P. Colli, G. Gilardi, G. Marinoschi, E. Rocca, Sliding mode control for a
nonlinear phase-field system, preprint arXiv:1506.01665 [math.AP] (2015), pp. 1-28.
[3] H. Brezis, “Ope´rateurs maximaux monotones et semi-groupes de contractions dans
les espaces de Hilbert”, North-Holland Math. Stud. 5, North-Holland, Amsterdam,
1973.
16
[4] M.-Bi Cheng, V. Radisavljevic, W.-C. Su, Sliding mode boundary control of a
parabolic PDE system with parameter variations and boundary uncertainties, Auto-
matica J. IFAC 47 (2011), 381-387.
[5] E. DiBenedetto, “Degenerate parabolic equations”, Universitext. Springer-Verlag,
New York, 1993.
[6] S. Fitzpatrick, R.R. Phepls, Differentiability of the metric projection in Hilbert space,
Trans. Amer. Math. Soc. 270 (1982), 483-501.
[7] L. Levaggi, Existence of sliding motions for nonlinear evolution equations in Banach
spaces, Discrete Contin. Dynam. Systems, Supplement 2013, 477-487.
[8] L. Levaggi, Y.V. Orlov, Infinite dimensional systems’ sliding motions, Eur. J. Control
8 (2002), 508-518.
[9] J.-L. Lions, “Quelques me´thodes de re´solution des proble`mes aux limites non
line´aires”, Dunod; Gauthier-Villars, Paris, 1969.
[10] A. Pisano, E. Usai, Sliding mode control: a survey with applications in math, Math.
Comput. Simulation 81 (2011), 954-979.
[11] T. Roub´ıcˇek, “Nonlinear partial differential equations with applications” Interna-
tional Series of Numerical Mathematics, 153. Birkha¨user Verlag, Basel, 2005.
[12] R.E. Showalter, “Monotone operators in Banach Space and Nonlinear Partial Differ-
ential Equations”, AMS, Mathematica Surveys and Monographs 49, 1991.
[13] J. Simon, Compact sets in the space Lp(0, T ;B), Ann. Mat. Pura Appl. (4) 146
(1987) 65-96.
[14] H. Xing, D. Li, C. Gao, Y. Kao, Delay-independent sliding mode control for a class
of quasi-linear parabolic distributed parameter systems with time-varying delay, J.
Franklin Inst. 350 (2013), 397–418.
[15] S. Zheng, “Nonlinear evolution equations”, Chapman & Hall/CRC Monographs and
Surveys in Pure and Applied Mathematics 133. Chapman & Hall/CRC, Boca Raton,
FL, 2004.
17
