mproving performance of production systems is a critical but often unstructured activity. To help managers convert ad hoc or trial & error improvement efforts into efficient and systematic reviews, we develop a diagnostic tree which decomposes a performance improvement objective into successively more concrete sub-objectives and finally into potential improvement strategies. Based on principles from the Operations Management literature, this tree is structured to enable a non-specialist to better understand the links between corrective actions and performance. It also provides an important foundation for a principles-based knowledge management system that couples the decision tree with a search engine for locating relevant documents within an intranet.
Introduction
From the advent of the factory system during the industrial revolution, manufacturing firms have been striving to improve critical business processes. To achieve distinction in the marketplace, manufacturers have sought new ways to reduce cost, improve quality, speed response time, and enhance flexibility. In recent years, as product life cycles have become shorter and global competition has intensified, the importance of continual improvement has become more critical than ever.
There exists a vast operations management (OM) literature that provides many insights into manufacturing system behavior as well as methods for improving system performance. Unfortunately, evidence suggests that the industry practitioners have made limited use of these results. For example, in a review of the history of the Institute for Operations Research and the Management Sciences (INFORMS), Horner (2002) considerable mathematical complexity, which makes it difficult for practitioners to implement ideas directly. Buzacott and Shanthikumar (1993) In order to make the work of the academic OM field more available to practitioners, we must find a way to summarize a broad cross-section of principles and insights from the literature and display them in an intuitive and easy-to-use framework. In this paper, we take a first step toward developing such a framework by creating a diagnostic tree for evaluating and improving production lines. The origin (root node) of this tree corresponds to the objective to improve performance. The tree decomposes this objective into subordinate objectives (nodes) which contribute to the parent objective. Some of these subordinate objectives are then decomposed further. As the decomposition goes on and the sub-objectives become more concrete, potential improvement strategies (remedies) emerge naturally. To enable the user to navigate through the tree, we provide background information on how each sub-objective contributes to the parent-objective and how to determine which sub-objective is relevant to the current situation.
The decomposition of objectives at the top levels of the tree is based on generic concepts from the OM literature. As such, we expect them to be relatively fixed. However, at the lower levels of the tree, where objectives become more specific to the environment, the tree needs to be more adaptable. For this, we have constructed a tree-building tool that makes it easy for experts to improve and update the tree over time (see Birnbaum et al. 2005 for an overview). This enables organizations to start out with a basic science-driven tree and evolve a larger practice-oriented tree. This process makes the knowledge of the OM literature and the organization's internal experts available to problem solvers with less experience.
Appropriately used, our diagnostic tree can assist manufacturing managers in finding effective improvement strategies, as well as developing a broader and deeper understanding of the underlying behavior of their systems. From the perspective of knowledge management, our approach provides a mechanism for codifying tacit knowledge in terms of basic principles (Ferdows 2006) .
Literature Review
The process of diagnosing problems and searching for improvement opportunities can be considered as a chain of decision-making processes. Simon (1977) described such a decision making process as a threephase process consisting of:
• Intelligence: searching for conditions that call for decisions, • Design: inventing, developing, and analyzing possible courses of action, • Choice: selecting a course of action from those available. Decision-making processes fall along a continuum that ranges from highly structured to highly unstructured (Turban and Aronson 1998). Structured processes involve problems for which standard solutions exist. Unstructured processes are those for which none of the three phases is structured. They are fuzzy, complex problems for which there are no cut-and-dried solutions. Decisions where some but not all of the phases are structured are called semi-structured.
In structured problems, procedures for obtaining the best solution or a satisfying solution are well established. Often, a prescribed solution can be developed through the use of quantitative formulas or models. Modeling involves the transformation of the realworld problem into an appropriate prototype (usually mathematical) structure. Because of the tractability of mathematical models, most models in the OM literature are focused on a small part of the real system and omit much detail to allow them to be formulated precisely (Buzacott and Shanthikumar 1993) . Since diagnosing production performance issues and searching for improvement opportunities involves wide ranges of factors, it is difficult for practitioners to apply results generated from simplified OM models directly. As a result, practitioner improvement efforts have mostly been unstructured and have relied on human intuition as the basis for decision-making.
There are two main categories of information technologies that can help decision making in unstructured problem contexts: expert systems and learning mechanisms. Expert systems acquire knowledge from human experts and code it into computer programs to aid those with less expertise in solving similar problems. Examples of expert systems include knowledgebased systems and fuzzy logic. Learning mechanism develop rules and/or relationships between data via extensive data training. Examples include neural networks, decision tree learning, and data mining.
An expert system is a computer program that represents and reasons with knowledge of a human specialist with an objective to solving problems or giving advice (Jackson 1990 ). The expert knowledge may consist of a combination of a theoretical understanding of the problem and a collection of heuristic problemsolving rules that shown by experience to be effective in the domain. An expert system contains three basic elements: a knowledge base, an inference engine, and a controller. The expert's knowledge is contained in the knowledge base. The inference engine contains the rules of logic and analysis that are applied to information in the knowledge base, and the controller manages the system by applying the inference engine functionality to the appropriate knowledge.
Expert systems have been successfully applied to a diverse range of domains, such as organic chemistry, mineral exploration, and internal medicine. Typical tasks for expert systems involve the interpretation of data (such as sonar signals), diagnosis of faults or diseases, structural analysis of complex objects (such as chemical compounds), and planning of sequences of actions (Jackson 1990) . Expert systems have also seen a number of applications in manufacturing and service management. For example, Perez and Koh (1993) describe the design and implementation of expert systems for parametric test analysis for semiconductor manufacturing; Yi et al. (1998) and Qiu et al. (2001) present applications for engine diagnosis; Maus and Keyes (1991) review applications of expert system in manufacturing ranging from scheduling and forecasting, resource allocation, diagnostics, process control and planning, to design, quality and safety, and pricing.
Knowledge acquisition, which is defined as "the transfer and transformation of potential problem-solving expertise from some knowledge source to a program" (Buchanan and Shortliffe 1984) , is often considered "the bottleneck" of expert system application. Knowledge acquisition is usually accomplished by a series of lengthy and intensive interviews between a knowledge engineer, who is normally a computer specialist, and a domain expert. The productivity of this process is typically low. There are several possible reasons for this: (i) In order to efficiently communicate with the domain expert, the knowledge expert needs to learn the specific domain at some level of technical detail. (ii) The facts and principles underlying many domains of interest cannot be clearly articulated in a format that is easily coded into a program. (iii) Experts are usually in demand, and hence, may be too busy to take part in the knowledge engineering process. (iv) Experts may fear that the system will threaten their jobs. In fact, considerable literature has been devoted to discussing incentives for encouraging people to share their knowledge (e.g., Drucker et al. 1998; Von Krogh et al. 2000) . However, there is not yet a generally accepted incentive system for promoting expert participation.
Another key environmental requirement for making effective use of an expert system is the ability to apply a relatively constant set of rules over time. For example, in medical applications, rules based on human physiology apply to many patients and do not change rapidly; hence, an expert system can be highly useful. In manufacturing, applications like engine diagnostics are similar to medical settings. Other applications, such as scheduling and quality control, can also be subjected to rule-based control, but the effectiveness depends on the range of decisions to which these rules can be applied. Thousands of rules are needed to provide specific solutions to the problems, but it does not make sense to expend the effort needed to compile such a big set of rules if they will become obsolete after only a few decisions.
In contrast to the expert system approach, learning mechanisms discover rules and/or relationships between data via extensive data training. For example, artificial neural networks mimic the processes found in biological neurons to predict and learn from a given data set. Today, neural networks are used in applications such as pattern recognition, optical character recognition, outcome prediction, and problem classification (Anderson 1995) . Examples of other applications can be found in Khoshnevis et al. (1999) and Lin et al. (1996) .
Compared with the expert system methodology, learning mechanisms have the advantage of being capable of learning, adapting, and discovering hidden relationships in data. However, their development often requires substantial amount of training data, usually hundreds or even thousands of cases. Moreover, the categories or attributes to which these example cases are assigned must be established beforehand. In order to diagnose problems in manufacturing process and find potential improvement strategies, this requires a thorough understanding about the relationships between a wide range of factors. For example, if the system designer is not aware of the potential impact of buffer size and hence does not provide information in the training cases to examine it, there is no chance that the trained system will suggest checking buffer size as a possible reason for poor throughput. Beyond the difficulty of collecting large sets of training examples that contain complete descriptions of variables that could contribute to a poor performance, data validation, and error recovery pose further challenges during the development and evolution of a learning mechanism. Finally, since training data are collected from a specific environment, the applicability of the generated results are heavily dependent on the specific domain/context, and are therefore usually hard to apply to other environments.
The premise of our research is that there exists a body of science that describes the underlying principles governing the behavior of a broad range of manufacturing systems. By appealing to this manufacturing science, we can save a great deal of time and expenditure by reducing the tedious interviewing process (in the expert system approach) or the long training procedure (in the learning mechanism approach). To do this, we extract principles and insights from the existing literature (see e.g., Buzacott and Shanthikumar 1993; Askin and Standridge 1993; Suri 1998; Anupindi et al. 1999; Hopp and Spearman 2000) , summarize a wide range of basic relationships, and distill these into a hierarchical tree that links performance metrics to improvement policies. This science-based approach enables our diagnostic tree to provide comprehensive coverage of major alternatives relevant to a given setting.
We give a high level schematic of the resulting diagnostic tree in Figure 1 . We appeal to the basic principles to generate the generic-rules portion of the tree. Because the above literature focuses on production lines where parts flow between operations separated by intermediate inventory buffers, this tree is appropriate for manufacturing systems organized into lines. For other environments (e.g., project-oriented "bay build" systems and service systems involving collaborative work), a modified tree is needed.
While a theory based tree can provide reasonably comprehensive guidance at a generic level, it cannot enumerate environmentally specific suggestions. At the point where objectives decompose into domain specific rules (such as adjusting the specific gravity of the copper plating solution to reduce incidence of "dish down" defects), we leave the problem solving to a search engine that can identify relevant documents (see e.g., Birnbaum et al. 2005) or focused communication with a human expert. By avoiding codification of overly detailed domain specific rules, the diagnostic tree will remain relatively robust over time and environment setting. Moreover, by decomposing higherlevel performance metrics into generic classes of improvement objectives (i.e., those in the dotted box in Figure 1 ), managers can substantially narrow down their search and structure their thinking about a solution to their particular problem.
There are two related approaches for reporting and analyzing decision problems that also make use of an iterative decomposition process to generate alternatives:
• Influence diagrams: were introduced in the late 1970's by Ronald Howard and James Matheson and have since become widely used in decision analysis (see e.g., Keeney 1992; Horvitz 2005 ). An influence diagram begins with an objective node and then expresses achievement of that objective as a function of the achievement of several lowerlevel objectives. The process continues iteratively until one identifies actionable drivers of the overall objective.
• Fishbone diagrams: are also known as "Cause and Effect diagrams" or "Ishikawa" diagrams after their creator Kaoru Ishikawa (Isikawa 1985) . They are widely used in Total Quality Management (TQM) to systematically enumerate the various causes of a specific problem or effect. Our approach shares the general objective of influence and fishbone diagrams to provide clear, intuitive information, while remaining rigorous methodologically. We also share the graphical approach of these methods, which has been shown to be effective in eliciting influences, beliefs and preferences in a natural and comfortable manner, and in providing a computational substrate for efficient inference (Horvitz 2005) . Ultimately, the effectiveness of our approach, like that of influence and fishbone diagrams, is premised on the belief that scientific decomposition of a problem (objective) and thorough investigation of alternatives outperforms ad-hoc solutions aimed at symptoms rather than underlying causes.
The primary difference of our approach from these previous methods is that it has been designed explicitly to address Operations Management issues. While a generic influence or fishbone diagram could be applied to the class of problems we consider, they would leave to the user to identify the cause-and-effect relationships. By using the principles of factory physics, we are able to provide a substantial amount of structure to the diagnostic tree. This simplifies the users task by encoding the established body of knowledge into the generic rules in the high level portions of the tree. When the decision process reaches the more detailed levels of the lower portions of the tree, the user must make use of local environmental knowledge to identify relationships. So our method devolves to a version of a influence/fishbone diagram at those levels. However, the ability to incorporate a body of knowledge at the generic level, and to incorporate artificial intelligence guided searches of the Internet and/or an Intranet to provide the user with additional guidance (see Birnbaum et al. [2005] for a description of this hybrid decision tree/search engine approach) makes our approach particularly well-suited to diagnosing and improving production systems. To our knowledge, the diagnostic tree we propose in this paper is the first attempt to aggregate the science of production lines into such a concise and application-oriented framework. On its own, this tool can provide guidelines for managers; combined with more detailed knowledge of a domain expert, it can help propose effective solutions; armed with learning mechanism, it can serve as the foundation of a system that evolves over time, adapts to a specific domain, and evaluates the effectiveness of specific solutions.
The remainder of the paper is organized as follows. Section 3 describes the elements of the diagnostic tree. Section 4 illustrates the value of the tree by applying it to a real-world case study. Finally, conclusions and discussions are presented in Section 5.
Diagnostic Tree
The primary elements of our Diagnostic Tree (D-Tree) are objective nodes and diagnosis nodes:
• Objective nodes represent the performance objectives of concern to managers, such as "reduce cycle time" or "improve throughput".
• Diagnosis nodes explain the related science, such as which important concepts and mathematical formulas are relevant to the current context, what data analysis should be performed, and what subordinate improvement strategies may contribute to the current objective. The diagnosis nodes also provide a list of factors stating when each subordinate improvement strategy may be attractive. For example, factors that may make "Increasing bottleneck capacity" attractive include "high bottleneck station utilization" and "additional capacity is easy and cheap to obtain". At any objective node in the tree, the user considers the situation of the manufacturing line as well as the information provided by the tree to decide which subordinate node(s) may be relevant. New rounds of diagnosis and decomposition are then performed upon these nodes. The process continues until it reaches a node(s) that is concrete enough to serve as a guideline for practice.
Due to space constraints, we present only a small portion of our D-Tree in Figure 2 . We refer the reader to http://km.mccormick.northwestern.edu/tree/ viewnode.php for a complete web-based representation of the tree. The first level of the tree consists of the primary performance objectives of a production system: improving throughput, reducing cycle time, improving quality, improving customer service, and reducing cost. The user selects the objective of interest and then, with the aid of the D-Tree, decomposes this objective into successively more concrete subordinate objectives.
Exploring the Diagnostic Tree
To illustrate how this D-Tree translates OM principles into simple decision rules, let us consider an example. Suppose the user has decided that reducing cycle time is crucial to remain competitive, and clicks "Reduce cycle time". This leads to the web page shown in Figure 3 .
The page in Figure 3 , as is typical of the pages for most nodes, contains four major components:
(I) The name of the current node, as well as the diagnosis path leading to the current node. In this example, it shows that the current node is "reduce cycle time" and it was reached directly from the root node "Production system performance improvement". This information helps users keep track of the diagnosis process and also easily return to previous nodes and continue exploring the tree from them.
(II) The content of the diagnosis node associated with the current node, which shows how the current node/objective may be decomposed further into more concrete sub-objectives. In this case, the diagnosis node explains how "reduce cycle time" may be achieved via two avenues: (1) "Reduce excessive station cycle time", and (2) "Enhance parallel tasking". It further suggests that when large delays are common the former is likely to be an attractive strategy, but when jobs are processed in large batches or there is opportunity to divide work so that it can be processed simultaneously at different stations the latter is likely to be attractive. The text following "A note on parallel tasking" further clarifies why "parallel tasking" is beneficial by providing an example.
(III) The navigation section, which provides the links to the immediate subordinate nodes of the current node. In this case, links to "Reduce station cycle time" and "Enhance parallel tasking" are listed.
(IV) Comments box, where users may input their comments (such as thoughts on why they think certain subordinate objective may be effective for their pro-duction system) and save them. In this case, the user observes that large delays on stations are frequently observed in her production line, so reducing station cycle time seems like a promising direction for line cycle time reduction; at the same time, jobs are currently processed in small batches, so enhancing parallel tasking is not likely to be helpful.
After considering this information, the user clicks the link "Reduce station cycle time" in the navigation section, which leads to the web page as shown in Figure 4 . Note that now component I shows the diagnosis path to the current "Reduce station cycle time" node, component II shows how reducing station cycle time may be further decomposed into subordinate objectives, and component III provides the links to them. Again, component IV provides space for user comments. Note that there is a link on the top right of the window, "Comment Summary", that provides easy access to all previously saved comments. If we click it now, we will be led to the web page shown in Figure 5 , which lists the comments the user saved while examining the previous node "Reduce cycle time".
There are two major advantages of having a diagnostic tree to represent and organize knowledge:
1. Like a fishbone diagram, the diagnostic tree highlights the chain of causes. It starts with the effect and the major groups of causes and then asks, "Why is this happening? What is causing this?" This helps operations managers structure their reasonings to find the most effective improvement strategies.
2. A tree structure nicely reflects the decomposable nature of the underlying factory physics knowledge base. For instance, the formula for throughput calculation indicates that one may increase throughput via improving three factors: utilization, capacity, and yield. Compared to mathematical equations, the tree is much more accessible to practitioners.
Benchmarks
Some diagnosis nodes may include benchmarks from industry standards, but diagnosis nodes can also make use of internal benchmarks derived from mathematical models. Below we provide two examples of such benchmarks that are part of our diagnostic tree.
Example I: A Variability Benchmark. Suppose a user has decided that improving bottleneck utilization is attractive. (We will demonstrate how this decision might be reached in a case study in the next section.) Suppose also that she observed excessive blocking at Note that in the previous example, there is an implicit assumption that variability in process times such that the standard deviation exceeds the mean (i.e., the coefficient of variability exceeds one) indicates a problem. Hence, the diagnosis process actually involves a combination of an external benchmark with an internal (model based) one. To further illustrate how models can be combined with external benchmarks to provide useful diagnostic tests, we consider the next level below the objective node of "Reduce process variability" as shown in Figure 7 .
Finally, note that we have framed the process as a search for improvement options instead of a search for "the" problem. We do this because poor performance may not be the result of a single problem. Hence, several improvement alternatives may be appropriate, possibly in combination. Our solution-oriented tree encourages the user to think in terms of generating a list of alternatives. In contrast, a problem-oriented tree could induce a user to stop with the first cause identified and thereby miss productive options. Furthermore, because the objective is to generate attractive alternatives, rather than to identify a single problem, our approach will be useful even if the diagnostic tree is not exhaustively comprehensive.
HAL, Inc. Case Study
We now illustrate the application of our diagnostic tree to a real-life case study. The analysis of this case was carried out prior to the development of the tree. However, as we show, the tree encapsulates the major insights used to solve the case. As such, it provides the core body of knowledge needed to systematically address a complex improvement problem like that described here.
HAL, Inc. is a major manufacturer of computers and computer components. In one of their plants they made printed circuit boards (PCB's), which were used by other plants in the company in a variety of computer products. The plant under consideration represented an $80 million investment and had approximately 450,000 square feet of manufacturing space.
The basic process ran three shifts per day (19.5 hours/day taking into account breaks, lunches, and shift changes) and involved the following major steps: 1. Treater Process: woven fiberglass cloth is impregnated with epoxy to make "prepreg," the insulator used in multi-layer printed circuit boards.
2. Lamination-Core: layers of copper and prepreg are pressed together to form cores (blank panels from which boards are cut). There are 8 different core blanks, from which all of the finished boards are made.
3. Machining: the cores are trimmed to size. 4. Internal Circuitize: through a photographic exposing and subsequent etching process, circuitry is produced in the copper layers of the blanks, giving the cores "personality" (i.e., a unique product character).
5. Optical Test and Repair-Internal: the circuitry of the cores is scanned optically for defects, which are repaired if not too severe.
6. Lamination-Composites: circuitized panels are pressed together into multi-layer panels.
7. External Circuitize: using the same photographic Hopp, Iravani, and Shou: A Diagnostic Tree for Improving Production Line Performance exposing and etching process used to expose cores, circuitry is produced in the copper layers on the outside of the laminated panels to provide additional layers of circuitry. 8. Optical Test and Repair-External: the circuitry of the external layers is scanned optically for defects, which are repaired if not too severe.
9. Drilling: holes are drilled in the panels to connect circuitry on different planes.
10. Copper Plate: the panels are run through a copper plating bath, which deposits copper inside the holes, thereby connecting the circuits on different planes.
11. Procoat: a protective plastic coating is applied to the panels.
12. Sizing: boards are cut from the panels to their final size. In most cases, multiple boards are manufactured on the same panel and are cut into individual boards at the sizing step. Depending on the size of the board, there could be as few as two boards on a panel, or as many as twenty.
13. End-of-Line-Test: an electrical test of each board's functionality is performed.
Problem Statement
The stated goal of the plant was to run 3000 panels per day, five days a week, with the plant running three shifts per day. However, this goal could only be a rough one, since the different products had different manufacturing complexities. For instance, some products had many holes, causing them to move through Drilling very slowly, while others had fewer holes and thus required less time at Drilling. Therefore, the capacity of the plant and possibly even the identity of the "bottleneck" (i.e., the process that limits production) depended on the product mix being run.
Despite these complexities, the plant manager felt that an average throughput of 3000 panels per day was a reasonable goal. Because actual throughput was consistently falling short of this level, he began calling a daily meeting of his line managers to discuss the details of why the target for that day was or was not met.
One of the processes that was identified during these meetings as a particular problem spot was Procoat, which had been averaging only around 1200 panels per day for the past several months. As a result, HAL had engaged a vendor to perform the coating operation for the panels that they were not able to coat in-house. The cost of vendoring plus shipping was around $15 per board, a significant cost. Moreover, because the vendor was remotely located, this vendoring introduced an additional two-day delay because of shipping (up and back). Consequently, the plant manager was very anxious to find ways to increase the throughput of the Procoat process.
Procoat Process
The process of Procoat involves the following steps (see Figure 8 ):
1. Panels arrive at Procoat from Copper Plate in carts containing about 60 panels each (the number of panels per cart (job) can vary slightly due to yield loss at upstream operations).
2. Panels are loaded by an operator, one job at a time, onto an automatic loader, which feeds them into the coater. The coater is a conveyor that consists of three steps: Clean, which cleans the panels. Coat 1, which deposits a liquid plastic coating on one side of the board. Coat 2, which, after flipping the panels over, coats the other side.
3. Panels are accumulated by an automatic unloader and an operator (who may be an expose machine operator or another clean room worker) places them in carts in the clean room that contains the expose machines. The panels are photographically exposed, one board at a time, on the expose machines. By using a special piece of film (called a diazo) these machines expose the panels to UV light, which makes the exposed plastic resistant to dissolving in the subsequent developing process. The purpose is to remove the plastic coating from areas of the board that must not have it (e.g., pads for mounting power supplies). Each expose machine requires two operators.
4. An operator loads the panels into a loader, which feeds them into the Develop bath.
5. As the panels emerge from Develop, they pass down a short conveyor. A D&I (for Develop and Inspect) inspector must take each board off the conveyor and check it for defects and record the results on an adjacent table. He/she then replaces the board on the conveyor feeding the Bake oven.
6. The panels travel through the Bake oven, which hardens the plastic coating and are accumulated on the other end by another unloader. 7. A worker (generally someone from Manufacturing Inspect or the operator who loads the coater) takes Figure 8 Procoat Process Capacity and other data for the Procoat line are given in Table 1 . The following parameters are basic inputs for each stage of the process: "Process or load time" is the average process time of a one-at-a-time operation and the time required to load a job on a conveyor-type operation, "Std Dev Process Time" is the standard deviation of the process or load time, "Conveyor Trip Time" is the average time a job spends in a conveyor-type operation, "Number of Machines" is the number of (identical) machines in the station, "MTTF" is the Mean Time to Failure, "MTTR" is the Mean Time to Repair, "Avail" is the availability which equals MTTF/(MTTFϩMTTR), "Setup Time" is the average setup time. With these, we adjust the stated rate (i.e., the inverse of the process or load time) by availability and setups to compute the "Rate", which is the capacity of the station, and "Time", which is the average time spent in the station.
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Diagnosis
The diagnosis node of "Improve throughput" is shown in Figure 9 .
A simple capacity analysis showed that Expose was the bottleneck (see Table 1 ). Given this, the responsible engineers were in favor of installing more Expose machines. Unfortunately, in addition to being very expensive, installing more machines would require expanding the clean room in which the Expose process was performed. This would add significantly to the cost and would result in substantial production loss during construction.
In hopes of finding an alternate (and cheaper) way to improve Procoat throughput, management went through (with a little help from two consultants) the analysis outlined below. Although the actual process was not quite as smooth as traversing the tree in Figure 1 , we will present the actual conclusions using the tree as an organizing framework. Had this tree 
Figure 9 Diagnosis Node-Improve Throughput
Hopp, Iravani, and Shou: A Diagnostic Tree for Improving Production Line Performance been available when the analysis was done, it would almost certainly have sped things along. Because Expose is the bottleneck, this is the first place to examine. The next step, as the diagnosis node "Improve throughput" suggests, is to consider the three subordinate objectives:
• Increase bottleneck capacity • Increase bottleneck utilization • Increase post-bottleneck yield After collecting and analyzing yield data for the Procoat line, it became clear that yield loss was not a problem at Expose or the operations downstream from it. Hence, the option "Increase post-bottleneck yield" can be eliminated. However, since the capacity of the Expose process is smaller than the target throughput of 3000 panels per day, "increasing bottleneck capacity" is clearly an important option to consider. Likewise, since utilization of Expose is only about 66%, "improving bottleneck utilization" may also offer opportunities.
By logically enumerating the mechanisms by which bottleneck capacity can be increased, the tree offers several generic options as shown in Figure 10 .
By considering each of the above, management was able to systematically identify potential attractive opportunities (as illustrated in Figure 11 ):
• Increase shift time: Because break plus lunch time accounted for about 20% of shift time (see Table  2 ), there was some opportunity for increasing shift time by moving workers from one operation to cover the bottleneck during breaks.
• Reduce rework: The amount of rework at Expose was very small, so there was not much room for improvement via reducing rework. • Install more machines: As we noted above, installing more machines was unattractive because: (1) the current Expose machines were not fully utilized (utilization of Expose process ϭ 66%); (2) purchasing new machines or upgrading to faster models would be very expensive. In addition, installing another Expose machine would require expanding the clean room, which would add significantly to the cost and would result in substantial lost production during construction.
• Upgrade equipment: The only known option for improving Expose machines was to increase the durability of the negatives used in the expose process so that the number of setups can be reduced. We discuss this option in more detail later.
• Add operators: At the time of this analysis, there were five Expose machines, each of which required two operators to run. However, there were only six operators (four on third shift) on staff. So an obvious step for increasing throughput would be to fully staff the Expose machines. (Of course, management knew this; the staffing shortages were the result of some exogenous events that had occurred over the two months prior to the analysis.) • Train operators: Because the fastest Expose operators achieved significantly higher output rates than the slowest operators, it appeared that identifying and disseminating best practices through training could be an attractive avenue.
• Transferring capacity: Operators at some other stations (e.g., Manufacturing Inspect) were not highly utilized. This suggested that some kind of work sharing could be used to shift capacity from these lowly utilized stations to the bottleneck. Having examined options for increasing bottleneck capacity, we now explore how to "increase bottleneck utilization". The tree enumerates the factors that reduce bottleneck utilization and offers the generic options shown in Figure 12 .
Considering each of these in order led to the following conclusions:
• Reduce bottleneck blocking: Expose was occasionally blocked by downstream processes. However, the Table 3) , it is not possible to build up a large inventory buffer with which to protect Expose from upstream disruptions. Therefore, identifying the causes of these disruptions is important to reducing the frequency of starving.
• Implement pull: Because of the finite buffers in the line, the system already had one key feature of a pull system, namely that it implements a WIP cap that prevents WIP from growing without bound. However, it lacked the other key feature of pull-a mechanism for efficiently communicating WIP voids upstream. The existing policy was to shut down the Coater line for three hours whenever the buffer in front of Expose became full. But this would allow the buffer to become nearly empty, which meant that Expose was particularly vulnerable to any disruption in flow. Therefore, to enable the line to achieve the efficiency of pull (i.e., the ability to produce greater throughput for a given WIP level), a tighter connection is needed between the front of the line and the buffer in front of Expose.
• Eliminate unnecessary stoppages during shifts: The two main reasons Expose would stop producing during a shift, other than blocking and starving, were lunches/breaks. Of course, these were contractually required, but how lunches/breaks were Table 1 , the availability of Expose machines was 97%, downtime was not a significant loss of production time at the bottleneck, so there was little opportunity for improvements in this dimension.
• Reduce setup time loss: According to Table 1, setups accounted for 14.6% of Expose process times. These setups were technically necessary because the negatives used to expose the appropriate patterns on the panels wore out after two jobs, but the time they took was subject to the efficiency of the operators doing the setup. So improvements might be possible by identifying and adopting best practices. To follow up on the options suggested by the above, we move to the next level of the tree. To keep our presentation concise, we will probe the options to "Reduce bottleneck starving" and "Reduce setup time loss" in detail and will only give overviews of the outcomes for the other options. Following the tree, the diagnosis node "Reduce bottleneck starving" is shown in Figure 13 .
Considering each of these in order yields:
• Reduce upstream yield loss: Data showed that there is no significant yield loss upstream from Expose, so this is not a source of opportunity.
• Increase upstream process capacity: Since the capacity of the Coater process is already larger than the target throughput and the utilization of the Coater machines is quite low (about 34%), according to Table 1 , "improve upstream process capacity" is not a promising option.
• Reduce queueing effects: Given that the above two are not attractive, this is the alternative that needs exploration. The tree expands the node for "Reduce queueing effects" and articulates the avenues for achieving this objective as shown in Figure 14 .
After gathering additional data it was found that the process variability was high at both the Expose and Coater processes. So the tree must be pursued further to find out why. The diagnosis node, "reduce process variability" reads as shown in Figure 15 .
Reducing setup time loss has already been determined to be attractive, while rework has been discarded as a non-problem. Automation was also dismissed as overly expensive. Moreover, as we discussed previously, some Expose operators achieve significantly better output than others, so the "Standardize procedures" and "Train operators" options are likely to be attractive. Finally, we consider the options of "Reduce equipment downtime" and "Improve coordination":
• Reduce equipment downtime: Note that with Coater processing time t 0 ϭ 0.33 hours and the availability A ϭ 0.97 (see Table 1 ), the internal benchmarking 0.75t 0 /(1 Ϫ A) A gives 0.15 hours, which is much smaller than the average repair time of 4 hours for the Coater machine. Hence, reducing repair times for the Coater machine appears to be an attractive avenue to pursue.
• Improve coordination: As we noted earlier, current practice was to shut down the Coater line for three hours whenever the clean room buffer became full. But, because this risks starvation at Expose, it is not a good policy. A much better policy is to launch a new job into the Coater line whenever space becomes available in the clean room buffer. This could be implemented by setting up a light visible by the operator in charge of loading the Coater, which signaled available buffer space in the clean room. We continue to pursue the tree to the next level to identify options to "Reduce equipment downtime" as shown in Figure 16 .
While the option to "Decrease equipment failures" would certainly help reduce the frequency of Expose starvation, the failure frequency of the Coater line was not excessive compared to other equipment of comparable complexity. Similarly, average repair times of four hours for the machines on the Coater line were not excessively long given their complexity and cleaning requirements. Data also showed that waiting time for repair is not an issue since the machines usually receive repair attendance immediately. Hence, management turned to the remaining option to "Externalize repairs."
The basic idea of externalization of repair times is to do as much of the repair while the line is up and running. In this case, the maintenance technicians confirmed that a substantial part of the four hour repair time consisted of cleaning and repairing the spray modules once they were removed from the machines. They suggested purchasing duplicates of these modules so that they could be quickly swapped out, allowing the failed modules to be repaired after the Coater line had been restarted. Now that we have examined the option of "Reduce equipment downtime" in depth, let us explore the other option "Reduce setup time loss" as shown in Figure 17 .
Of these alternatives, the manager decided that the attractive strategies included "Improve equipment", by developing long life negatives that would reduce the number of setups required, and "Standardize setup procedures", by having the most effective operators train the rest in best practices.
Outcome
The overall result of the analysis using the logic of the diagnostic tree was the following list of proposed improvement actions, as shown in Figure 18 .
1. Hire more operators to fully staff Expose machines.
2. Have operators from Manufacturing Inspect cover Expose during lunch breaks for all three shifts.
3. Improve coordination between the Coater and Expose by setting up lights to signal that a job should Hopp, Iravani, and Shou: A Diagnostic Tree for Improving Production Line Performance be started on the Coater whenever there is buffer space available in the clean room. 4. Train Expose operators in best practices (identified from those of the most productive operators) in both setups and processing steps.
5. Stock replacement modules for the Coater machines to facilitate rapid repairs.
6. Develop long-lasting negatives for the Expose process.
These action plans were adopted and implemented in the plant. The outcome was extremely positive. Within three months, throughput of the Procoat line had increased by 116.7%, from an average of 1200 per day to an average of 2600 per day. This change, combined with similar steps at other key processes in the overall line transformed the panel plant from a struggling problem spot to a showcase of efficient manufacturing practices.
Conclusions and Future Work
The central thesis of this paper is that a diagnostic tree is an effective way to make the principles of operations management research accessible to practitioners. As such, it has the potential to promote usage of these principles more effectively than the more conventional form of problem-specific mathematical models. A tree decomposes the problem of improving performance in a manufacturing line into logical steps, which both ensures comprehensive consideration of major alternatives and greatly reduces the need for complex mathematics. Finally, by bringing together results from a broad cross section of the operations management literature, a tree eliminates the potentially confusing problem of choosing the right model or right result from the literature.
By applying our diagnostic tree to a real-world case study, we have illustrated that it is a practical and effective tool for evaluating and improving production line performance. Of course, as this example illustrated, a tree does not automate the entire improvement process. For instance, the tree can suggest externalizing equipment repairs as a possible option for certain situations, but it cannot tell the decision maker how to accomplish it. In order to be broadly applicable, a diagnostic tree must stop short of domain-specific options. So, while a tree can help structure a manager or an analyst's thinking, the analysis is still a very necessary part of the process.
The development of our diagnostic tree is one of the first attempts to summarize scientific results for performance improvement of production lines. More work needs to be done in order for the tree to be more comprehensive. New results can be easily added to the tree, and as a result, the tree will grow as it is utilized. Beyond growing this tree and developing trees for other production environments, an interesting future research area is the interface between a diagnostic tree and a human decision maker. Transforming the tree introduced in this paper into a full-featured expert system for specific industries would require adding a mechanism with which to compile domain-specific information and convert it into additional decision rules for the lower levels of the tree. Furthermore, in order to give decision makers access to white papers and other data in a firm's intranet that are relevant to the situation described by the path through the tree, it makes sense to combine the diagnostic tree approach with search capability. We have developed a prototype system that does this (see Birnbaum et al. 2005) , but there remains a great deal to be done in order to realize the full potential of a hybrid tree/search expert system.
