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ON THE UNIQUENESS CLASS, STOCHASTIC
COMPLETENESS AND VOLUME GROWTH FOR GRAPHS
XUEPING HUANG, MATTHIAS KELLER, AND MARCEL SCHMIDT
Abstract. In this note we prove an optimal volume growth condition
for stochastic completeness of graphs under very mild assumptions. This
is realized by proving a uniqueness class criterion for the heat equation
which is an analogue to a corresponding result of Grigor’yan on mani-
folds. This uniqueness class criterion is shown to hold for graphs that
we call globally local, i.e., graphs where we control the jump size far
outside. The transfer from general graphs to globally local graphs is
then carried out via so called refinements.
Introduction
In 1980 Azencott [1] gave an example of a complete Riemannian mani-
fold on which the Brownian motion has finite lifetime. Such manifolds are
referred to as stochastically incomplete and typically are of very large vol-
ume growth. On the other hand it was shown that stochastic completeness
is guaranteed under certain volume bounds which were improved over the
years, see Gaffney [4], Karp/Li [15], Davies [2] and Takeda [20]. An optimal
result was obtained by Grigor’yan [5] who proved stochastic completeness of
the manifold under an integral criterion involving the volume (see also [7])
and he showed by examples that his criterion is sharp. Later, Grigor’yan’s
result was extended by Sturm [19] to strongly local Dirichlet forms where the
phenomenon is referred to as conservativeness and distance balls were con-
sidered with respect to a so called intrinsic metric. Indeed, the proof in this
more general situation follows in spirit of Grigor’yan. A remarkable feature
of Grigor’yan’s proof is that it not only yields stochastic completeness but
the crucial inequality (to which we refer as Grigor’yan’s inequality) directly
implies a uniqueness class statement for the heat equation. Precisely, while
stochastic completeness is equivalent to uniqueness of bounded solutions to
the heat equation, the uniqueness class statement extends this uniqueness
to a class of unbounded solutions which satisfy a certain growth bound.
In recent years the phenomenon of stochastic completeness was inten-
sively studied in the non-local realm of graphs. The enormous interest
in this topic was sparked by the PhD thesis [21] and follow up work [22]
of Wojciechowski who presented examples of graphs of polynomial volume
growth, which are stochastically incomplete. This showed that there is no
analogous result to Grigor’yan’s in the non-local realm of graphs when one
considers volume growth of balls with respect to the combinatorial graph
distance. However, in view of the work of Sturm [19] for local Dirichlet
forms, which uses intrinsic metrics, it seemed promising to consider dis-
tance balls with respect to a metric that is adapted to the heat flow on
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the graph. While such a theory of intrinsic metrics was developed at this
time also for non-local (and thus for all regular) Dirichlet forms, this idea
was used by Grigor’yan/Huang/Masamune [8] to prove a first result in this
direction that guaranteed stochastic completeness of the graph provided an
exponential (but not optimal) bound on the volume growth. Shortly after-
wards Grigor’yan’s result for manifolds was recovered for graphs using so
called intrinsic (or adapted) metrics by Folz [3] and shortly after that an
alternative proof was given by Huang [12]. See also [14] for results on the
closely related problem of escape rates.
In spirit, the proofs of these results used techniques that relate the non-
local graph to a more local object. Specifically, Folz [3] compared the heat
flow on the combinatorial graph with a corresponding metric (or quantum)
graph and Huang and Shiozawa [14] decreased non-locality of the graph by
inserting additional vertices in the edges (which probabilistically decreased
the jump size of the process). Although this was an enormous breakthrough,
there are two aspects in which the results are not completely satisfying – one
of technical the other of structural nature. The technical aspect is that the
results were proven under rather restrictive conditions such as local finiteness
of the graphs, finite jump size of the metric and uniform lower bounds on the
measure. Moreover, the only metrics considered were special path metrics.
These restrictions did not inspire much hope that the proof strategies can
be carried over to more general jump processes. The second aspect, which
may be seen as a shortcoming of more fundamental nature, is that the proofs
do not allow to recover Grigor’yan’s inequality. So, as a consequence, one
can not deduce corresponding statements about the uniqueness class for
the heat equation. Indeed, this is not a shortcoming of the proofs but the
inequality simply does not hold for general graphs. In his PhD thesis [9]
Huang gave an example of a nontrivial solution to the heat equation on the
integer line which showed that the corresponding uniqueness class statement
of Grigor’yan, which directly follows from Grigor’yan’s inequality, is already
wrong in this simple case of a graph.
The purpose of this paper is to address these two aspects. Firstly, we
prove Grigor’yan’s criterion for stochastic completeness for graphs under the
only assumption that there exists an intrinsic pseudo metric whose distance
balls are finite. Secondly, we address the second aspect mentioned above
in a structural way and recover Grigor’yan’s inequality for graphs which we
call globally local or GL graphs for short.1 These are graphs for which an
intrinsic metric exists such that the jump size becomes small far outside
with respect to the distance to a reference point. In this sense they appear
to be more and more local on a global scale, i.e., outside of large compact
sets. Our proof of Grigor’yan’s inequality for globally local graphs follows
the strategy of Grigor’yan’s original proof. However, the non-locality of the
space requires certain crucial modifications. Let us already stress at this
point that our proof does not make use of the discreteness of the space but
can be applied to more general jump processes. The proof of the result
1The term GL graphs may be also read as an abbreviation for Grigor’yan-Lenz graphs
in honor of our PhD advisors who never ceased to push us towards properly understanding
the issue at hand.
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for stochastic completeness then uses an idea of Huang and Shiozawa [14].
We refine a given graph by inserting additional vertices on the edges, so
that the resulting graph is globally local, and then employ a stability result
for stochastic completeness. In the proof of this stability result we use the
discreteness of the space and it is the reason why this paper does not treat
general jump processes.
In summary, we give a new approach to proving an optimal volume growth
condition for stochastic completeness of graphs. It is based on two ingredi-
ents: A uniqueness class for the heat equation and a stability result for sto-
chastic completeness. While our proof for the uniqueness class also works for
general jump processes, as of yet the stability statement is restricted to the
discrete setting. In other words, a suitable stability statement for stochastic
completeness for general jump processes combined with our uniqueness class
for (globally local) jump processes would lead to an optimal volume growth
test for stochastic completeness for all jump processes, a problem that is
still open.
1. Set-up and main result
Let X be a discrete countable set and let m : X → (0,∞). We extend
m to a measure on all subsets of X via additivity. For 1 ≤ p ≤ ∞ let
ℓp(X,m) be the canonical real Banach space with norm ‖ · ‖p. Moreover,
we let C(X) be the space of real-valued functions on X and Cc(X) be the
space of real-valued functions of finite support.
A graph over (X,m) is a symmetric map b : X ×X → [0,∞) with zero
diagonal and ∑
y∈X
b(x, y) <∞, x ∈ X.
For x, y ∈ X we write x ∼ y whenever b(x, y) > 0. In this case we call (x, y)
an edge. The graph is called locally finite if for each x ∈ X the number of
edges containing x is finite, i.e., if
♯{y ∈ X | b(x, y) > 0} <∞.
The gradient squared of a function f : X → [0,∞] is defined as
|∇f |2(x) =
∑
y∈X
b(x, y)(f(x)− f(y))2, x ∈ X.
It might take the value ∞ but is finite for f ∈ Cc(X).
Due to the summability condition on b, the quadratic form
Q(f) =
1
2
∑
x∈X
|∇f |2(x)
on D(Q) = Cc(X)
‖·‖Q
with ‖·‖Q =
√
Q(·) + ‖ · ‖22 is a regular Dirichlet form
on ℓ2(X,m). The associated positive self-adjoint operator L is a restriction
of the formal Laplacian
Lf(x) = 1
m(x)
∑
y∈X
b(x, y)(f(x) − f(y)),
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which is defined on its domain
F(X) = {f : X → R |
∑
y∈X
b(x, y)|f(y)| <∞, x ∈ X},
see e.g. [17]. If the graph is locally finite, then F(X) = C(X).
For a given 0 < T ≤ ∞ we say that a function u : (0, T ) ×X → R is a
solution to the heat equation with initial value u0 ∈ C(X) if the following
conditions are satisfied.
• For every t > 0 we have ut ∈ F(X),
• for every x ∈ X the function t 7→ ut(x) is continuously differentiable
and ut(x)→ u0(x), for t→ 0+,
• u solves the heat equation, i.e.,
∂tu = −Lu on (0, T )×X.
Here and also below we write ut for the function X → R, x 7→ u(t, x).
Since Q is a Dirichlet form, the semigroup e−tL, t > 0, extends to
ℓp(X,m), p ∈ [1,∞]. For f ∈ ℓp(X,m) the function u : (0,∞) × X → R
defined by ut = e
−tLf is a solution to the heat equation with initial value
f , see e.g. [18].
The graph b over (X,m) is called stochastically complete if
e−tL1 = 1
for some (all) t > 0, where 1 is the function constantly equal to 1. Note that
this definition depends on both b andm. It corresponds to the property that
the associated Markov process has infinite lifetime. Stochastic completeness
is related to uniqueness of bounded solutions to the heat equation. More
precisely, a graph b over (X,m) is stochastically complete if and only if any
bounded (in space and time) solution to the heat equation with initial value
0 vanishes, see [18].
We call a (pseudo) metric d on X an intrinsic (pseudo) metric (for the
graph b over (X,m)) if for all x ∈ X∑
y∈X
b(x, y)d(x, y)2 = |∇d(x, ·)|2 ≤ m(x).
We denote the distance balls for a pseudo metric about a reference vertex
o ∈ X with radius r ≥ 0 by
Br = {y ∈ X | d(o, y) ≤ r}.
The reference vertex o is fixed throughout the paper.
With these notions we can formulate our main theorem. It is the precise
analogue to Grigor’yan’s optimal volume growth criterion on Riemannian
manifolds, cf. [5]. We let log♯ = max{log, 1}.
Theorem 1.1. Let b be a graph over (X,m) and let d be an intrinsic pseudo
metric with finite distance balls. If∫ ∞
1
r
log♯(m(Br))
dr =∞,
then the graph is stochastically complete.
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Note that the volume growth condition of the theorem is independent
of the choice of the reference point. The lower bound 1 in the interval
of integration could also be replaced by any positive number. Hence, this
criterion only depends on the growth of logm(Br) for large r.
To prove the result we first show a uniqueness class theorem for the heat
equation on graphs where the jump size becomes sufficiently small far out-
side. We refer to these graphs as globally local or GL graphs with respect
to a function f . As mentioned above stochastic completeness is equivalent
to uniqueness of bounded solutions to the heat equation. For globally lo-
cal graphs where f is given by a certain function of the volume growth we
can therefore conclude stochastic completeness from our uniqueness class
statement.
For a graph with an intrinsic metric that admits finite balls we then
proceed as follows. It is known that adding edges that correspond to large
jumps to a stochastically complete graph leaves the graph stochastically
complete, see [8]. Hence, we can restrict ourselves to the case that the
intrinsic metric has finite jump size. Together with the assumption of finite
distance balls, finite jump size gives that these graphs are now locally finite.
Then, we refine the graph by adding vertices “on edges” such that the jump
size of this new graph is small enough far outside. For this modified graph
the above mentioned uniqueness class theorem is applicable. As a final step
we show that stochastic completeness of this refinement yields stochastic
completeness of the original graph.
Let us be more specific. Let a graph b over (X,m) and a pseudo metric
d be given. The jump size s of d is defined by
s = sup{d(x, y) | x, y ∈ X with x ∼ y}.
For the fixed reference vertex o ∈ X (which we mostly keep implicit in
notation) and for r ≥ 0 we define sr, the jump size outside of Br, by
sr := sup{d(x, y) | x, y ∈ X with x ∼ y and d(x, o) ∧ d(y, o) ≥ r}.
Note that the jump size satisfies s = s0. With these notions we can define
what we mean by a graph being globally local.
Definition 1.2. A graph with a pseudo metric is called globally local with
respect to a monotone increasing function f : (0,∞)→ (0,∞) if s0 = s <∞
and there is a constant A > 1 such that
lim sup
r→∞
srf(Ar)
r
<∞.(GL)
The following remark puts this definition into perspective.
Remark. By definition globally local graphs have finite jump size. More-
over, a graph with finite jump size is globally local with respect to an in-
creasing function f iff there exist A > 1 and B > 0 such that
sr ≤ Br
f(Ar)
holds for all r large enough. Therefore, globally local graphs are graphs of
finite jump size for which sr shows a certain decay with respect to f , as
r →∞.
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Putting the constant A > 1 into the definition of globally local graphs is
a bit arbitrary. We chose this convention because then Theorem 1.3 takes
the same form as the corresponding result on manifolds, see the discussion
below.
Furthermore, note that r 7→ r/f(Ar) does not need to be monotone de-
creasing. Since sr ≤ s < ∞ for all r ≥ 0, we immediately see that (GL) is
only a restriction whenever f(r) > r for r large. Indeed, we often think of
limr→∞ r/f(r) = 0 as it is satisfied for example by f(r) = r log(r), r > 0.
The following result for globally local graphs is the main ingredient for
the proof of the volume growth test for stochastic completeness. However,
it is certainly of independent interest for the following reasons: First of all
it is the precise analogue of the corresponding theorem in the continuum
due to Grigor’yan [6], which is the strongest known uniqueness class result
on manifolds. Indeed, in the continuum the jump size is always zero, hence,
there is no additional assumption on sr. Secondly, without assuming the
graph to be globally local the result is wrong even on the simplest graph,
Z with standard weights, as it was shown in an example in [9] (see also the
remark after the theorem and Section 4). Finally, our proof does not use
the discreteness of the space X and hence extends to non-local operators on
other state spaces.
Theorem 1.3 (Uniqueness class). Let b be a graph over (X,m) and let d be
an intrinsic pseudo metric with finite distance balls. Assume that the graph
is globally local with respect to a monotone increasing function f : (0,∞)→
(0,∞) with ∫ ∞
1
r
f(r)
dr =∞.
Let 0 < T ≤ ∞ and let u : (0, T )×X → R be a solution to the heat equation
with initial value 0. If∫ T
0
∑
x∈Br
|ut(x)|2m(x)dt ≤ ef(r)(GC)
for every r > 0, then ut = 0 for all t > 0.
Remark. Every graph with finite jump size is globally local with respect
to the function f : (0,∞)→ (0,∞), f(r) = r. Hence, provided the intrinsic
metric has finite distance balls and finite jump size, the above theorem can
always be applied to solutions to the heat equation that show at most an
exponential growth in the growth condition (GC).
The best known uniqueness class result that holds for all graphs that
admit an intrinsic metric with finite distance balls and finite jump size is
the following. For α > 0 we let fα : (0,∞) → (0,∞), fα(r) = αr log r.
It is shown in [9] that a solution to the heat equation with initial value 0
vanishes if for some α < 1/2 it satisfies the growth condition (GC) with
respect to the function fα. Moreover, it is shown that this result is optimal
in the following sense. For every ε > 0 there is a graph (indeed one can take
the integer line Z) and a nontrivial solution to the heat equation with inital
value 0 such that for some α < 2
√
2+ ε it satisfies (GC) with respect to the
function fα.
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Our integral growth test for the function that controls the grwoth of the
solution cannot distinguish between the functions fα for different α > 0.
Thus, even if we could further weaken the assumption (GL), the previous
discussion shows that we cannot hope to recover the best uniqueness class
result that holds for all graphs from our result on globally local graphs.
However, for graphs that show the mild decay sr ≤ K/ log r for some con-
stant K > 0 and all r large enough our theorem can be applied to solutions
to the heat equation that satisfy the growth condition (GC) with respect to
fα for some α > 0. Hence, for such graphs our uniqueness class is stronger
than the one obtained in [9]. A concrete example for this situation is dis-
cussed in Section 4. There we also show that our assumption (GL) is in
some sense optimal for proving a uniquenss class with respect to a function
f that satisfies the above integral test.
Note that the assumptions of finite distance balls and finite jump size
(which follows from the graph being globally local) already imply that the
graph is locally finite, see e.g. [16, Lemma 3.5]. Nevertheless, the result
about stochastic completeness, Theorem 1.1, which is derived from the pre-
vious theorem, does not assume local finiteness. The reason for this is a trick
used in [8] that allows to remove edges corresponding to large jumps to ob-
tain finite jump size and, hence, local finiteness. For the precise statement,
see Lemma 3.4 below.
To apply the uniqueness class result to prove stochastic completeness
for locally finite graphs, one needs the concept of refinements. These are
introduced next. Since the definition of a refinement is a bit technical we
explain the idea before hand. Given a graph b over (X,m) and a function
n on the edges, we replace every edge {x, y} by a path {x0, . . . , xn(x,y)+1}
of edges with x0 = x and xn(x,y)+1 = y. Furthermore, the new metric can
be thought as taking the distance in X and then adding the remaining part
into the paths of edges that were added to the graph. Moreover, the edge
weights and measure of the refinement are chosen in such a way that the
volume growth of the refinement and the volume growth of the original graph
can be compared.
The definition below makes it precise on how to define the edge weights
and the measure given n and a metric d, which will later assumed to be
intrinsic.
Definition 1.4 (Refinement). Let b be a locally finite graph over (X,m)
and let d be a pseudo metric on X. Furthermore, let n : X ×X → N0 be
symmetric and such that n(x, y) ≥ 1 if and only if x ∼ y. We define the
refinement with respect to n to be the graph b′ over (X ′,m′) with distance
function d′ given as follows: The vertex set X ′ is the union
X ′ = X∪˙
⋃
x,y∈X
Xx,y,
where Xx,y = Xy,x are pairwise disjoint finite sets (i.e., Xx,y ∩Xw,z = ∅ if
{x, y} 6= {w, z}), such that ♯Xx,y = n(x, y). Note that Xx,y = ∅ if x 6∼ y.
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The measure m′ is defined as
m′|X = m, m′(z) = 2b(x, y)d(x, y)
2
n(x, y) + 1
, z ∈ Xx,y and x ∼ y.
The edge weight b′ is defined as follows. For x ∼ y in X we fix an enumera-
tion of Xx,y = {x1, . . . , xn(x,y)} and define
b′(xi−1, xi) = b(x, y)(n(x, y) + 1), i = 1, . . . , n(x, y) + 1,
with x = x0, y = xn(x,y)+1. Otherwise, we set
b′ = 0
and we denote x ∼′ y if b′(x, y) > 0.
We define d′ in three steps. For z, z′ ∈ {x, y} ∪Xx,y, we define
d′(z, z′) = min{k d(x, y)
n(x, y) + 1
| z = x0 ∼′ . . . ∼′ xk = z′ in {x, y} ∪Xx,y}.
For z ∈ X, z′ ∈ {x, y} ∪Xx,y with z 6= x, y, we define
d′(z, z′) = min
w∈{x,y}
{d(w, z) + d′(w, z′)}
and for z ∈ Xx,y z′ ∈ Xx′,y′ for {x, y} 6= {x′, y′}, we define
d′(z, z′) = min
v∈{x,y},v′∈{x′,y′}
{d′(z, v) + d(v, v′) + d′(v′, z′)}.
It is readily verified that d′ is a pseudo metric and d = d′ on X ×X.
Note that we define refinements only for locally finite graphs. This is
because on locally infinite graphs the edge weight of the refinement b′ might
violate the summability condition
∑
y∈Y ′ b
′(x, y) < ∞ for all x ∈ X ′, that
we always impose on edge weights.
For proving stochastic completeness of graphs through refinements the
following stability result on stochastic completeness is essential. It is proven
in Section 3.
Theorem 1.5 (Stability of stochastic completeness under refinements). If
a refinement of a locally finite graph with intrinsic metric is stochastically
complete, then the graph is stochastically complete.
2. Grigor’yan’s inequality and uniqueness class
In this section we prove Grigor’yan’s inequality, Lemma 2.4, for globally
local graphs. It allows us to compare the size of a solution to the heat equa-
tion on a small ball at a given time with its size on a larger ball at an earlier
time up to a small error. Here, the precise relation of the radii of the two
balls with the possible time difference and the error is of utmost importance.
From this comparison we deduce Theorem 1.3 on the uniqueness class for
the heat equation by a standard iteration procedure.
As in the manifold case Grigor’yan’s inequality follows from carefully
choosing the cut-off function ϕ in the basic estimate of Lemma 2.2. However,
since we deal with non-local operators, the estimates are more delicate. This
manifests in the lengthy statement of Lemma 2.3, which can be seen as the
main new technical ingredient of this paper. From it we deduce Grigor’yan’s
inequality for globally local graphs.
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The following discrete Caccioppoli-type inequality is certainly well known
to experts and is contained in the literature under various assumptions on
the involved functions, see e.g. [9, Lemma 1.6.1] and [13, Lemma 3.4].
Lemma 2.1 (Caccioppoli inequality). Let u ∈ F(X) and let ϕ ∈ Cc(X).
Then
−
∑
x∈X
Lu(x)u(x)ϕ2(x)m(x) ≤ 1
2
∑
x∈X
u2(x)|∇ϕ|2(x).
Proof. Under stronger assumptions on the geometry of the graph but less re-
strictions on ϕ the inequality is contained in [13, Lemma 3.4]. It is obtained
by rearranging the sums and an elementary estimate; the formal manipula-
tions are given in the proof of [13, Lemma 3.4] and the lemmas preceding
it. That the involved sums converge absolutely and so rearranging them is
possible is guaranteed by the assumption u ∈ F(X) and ϕ ∈ Cc(X). 
We use the Caccioppoli inequality to obtain the following a priori esti-
mate. Implicitly it also appears in the proof of Grigor’yan’s lemma in the
continuum case, cf. [7, Proof of Theorem 9.2].
Lemma 2.2 (Basic estimate). Let 0 < T ≤ ∞ and let u : (0, T )×X → R be
a solution to the heat equation with initial value u0. Let K ⊆ X finite. For
0 ≤ t < T , let ϕt ∈ C(X) with suppϕt ⊆ K be such that for each x ∈ X the
function t 7→ ϕt(x) is continuously differentiable on (0, T ) and continuous
at 0. Then for all 0 < δ ≤ t we have∑
x∈X
u2t (x)ϕ
2
t (x)m(x) ≤
∑
x∈X
u2t−δ(x)ϕ
2
t−δ(x)m(x)
+
∫ t
t−δ
∑
x∈X
u2τ (x)
(
∂τϕ
2
τ (x)m(x) + |∇ϕτ |2(x)
)
dτ.
Proof. We set s = t− δ and evaluate the integral
I :=
∫ t
s
∑
x∈X
∂τu
2
τ (x)ϕ
2
τ (x)m(x)dτ
in two ways. First we use partial integration and compute
I =
∑
x∈X
u2τ (x)ϕ
2
τ (x)m(x)
∣∣∣∣∣
t
s
−
∫ t
s
∑
x∈X
u2τ (x)∂τϕ
2
τ (x)m(x)dτ.
Secondly, we use that u solves the heat equation and the Caccioppoli type
inequality of Lemma 2.1 to obtain
I = 2
∫ t
s
∑
x∈X
∂τuτ (x)uτ (x)ϕ
2
τ (x)m(x)dτ
= −2
∫ t
s
∑
x∈X
Luτ (x)uτ (x)ϕ2τ (x)m(x)dτ
≤
∫ t
s
∑
x∈X
u2τ (x)|∇ϕτ |2(x)dτ.
This finishes the proof. 
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The following lemma is the main new technical tool of this paper. It
compares the size of a solution to the heat equation on a small ball at a
given time with its size on a larger ball at an earlier time. More precisely,
we show that under a growth condition (GC) a solution to the heat equation
u satisfies the inequality∑
x∈Br
u2t (x)m(x) ≤ F
∑
x∈BR
u2t−δ(x)m(x) + (ET),
where (ET) is an error term and F > 1. An error term of the form (ET)
also appears in the manifold case, while the constant F is a result of the
non-local setting. For small enough δ (for a precise choice see Lemma 2.4
below) and R = Er for some constant E > 1, the error term (ET) is of
order r−2e−f(Er) if the graph is globally local with respect to f . This is
Grigor’yan’s estimate on globally local graphs, see Lemma 2.4 below.
Lemma 2.3 (Main technical estimate). Let b be a graph over (X,m) and
let d be an intrinsic pseudo metric with finite distance balls and with finite
jump size s <∞. Let 0 < T ≤ ∞ and let u : (0, T ) ×X → R be a solution
to the heat equation with initial value u0. Let f : (0,∞) → (0,∞) be an
increasing function such that for each r > 0 the following inequality holds∫ T
0
∑
x∈Br
|ut(x)|2m(x)dt ≤ ef(r).(GC)
For any 2s < r < R, 0 < λ < 1, and 0 < δ ≤ t < T , suppose C > 0, ε > 0
are constants such that
C ≥ 8 exp
(
sr−2s(4(R − r) + 2s)
Cδ
)
and ε ≥ 2s
2
r−2s
C
.
Then, ∑
x∈Br
u2t (x)m(x) ≤e
ε
Cδ
∑
x∈BR
u2t−δ(x)m(x)
+ e
2ε
Cδ
2
(1− λ)2(R− r)2 e
−
(λ(R−r)−s)2+
Cδ
+f(R+s).(ET)
Proof. We set rλ = (1− λ)r + λR. We apply Lemma 2.2 to the functions u
and
ϕτ (x) = η(x)e
ξ(x,τ),
where
η(x) =
(
1− d(x,Brλ)
(R− rλ)
)
+
,
and
ξ(x, τ) = − ρ(x)
2 + ε
C(t+ δ − τ) ,
with
ρ(x) = (d(x, o) − r)+,
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where x ∈ X and 0 ≤ τ < t+ δ. The function ϕτ equals exp(− εC(t+δ−τ) ) on
Br, vanishes outside of BR and satisfies 0 ≤ ϕτ ≤ exp(− εC(t+δ−τ) ). Hence,
Lemma 2.2 implies
e−
2ε
Cδ
∑
x∈Br
u2t (x)m(x) ≤ e−
ε
Cδ
∑
x∈BR
u2t−δ(x)m(x)
+
∫ t
t−δ
∑
x∈X
u2τ (x)
(
∂τϕ
2
τ (x)m(x) + |∇ϕτ |2(x)
)
dτ.
In order to obtain the error term (ET) we estimate
∂τϕ
2
τ (x)m(x) + |∇ϕτ |2(x) =2η2(x)e2ξ(x,τ)∂τ ξ(x, τ)m(x)
+
∑
y∈X
b(x, y)
(
η(x)eξ(x,τ) − η(y)eξ(y,τ)
)2
.
Since
η(x)eξ(x,τ) − η(y)eξ(y,τ) = η(x)(eξ(x,τ) − eξ(y,τ)) + eξ(y,τ)(η(x) − η(y)),
it satisfies
∂τϕ
2
τ (x)m(x) + |∇ϕτ |2(x) ≤ 2
∑
y∈X
b(x, y)e2ξ(y,τ)(η(x) − η(y))2
+ 2η2(x)e2ξ(x,τ)

∂τ ξ(x, τ)m(x) +∑
y∈X
b(x, y)(1 − eξ(y,τ)−ξ(x,τ))2

 .
The terms which appear in the previous inequality are denoted by
I1(x, τ) =
∑
y∈X
b(x, y)e2ξ(y,τ)(η(x) − η(y))2
and
I2(x, τ) = ∂τξ(x, τ)m(x) +
∑
y∈X
b(x, y)(1 − eξ(y,τ)−ξ(x,τ))2.
Therefore, it suffices to show that the quantity
2
∫ t
t−δ
∑
x∈X
u2τ (x)(I1(x, τ) + ϕ
2
τ (x)I2(x, τ))dτ(♥)
can be estimated by the error term (ET).
We start with controlling the summand containing I1 by (ET). The func-
tion η equals 1 on Brλ and equals 0 on X \BR. Hence, I1(x, τ) vanishes for
x ∈ Brλ−s∪X \BR+s. Also for x ∈ BR+s \Brλ−s and y ∈ Brλ−s with y ∼ x
the term (η(x) − η(y)) vanishes. Moreover, for y ∈ X \Brλ−s we obtain
−ρ(y)2 ≤ −(rλ − r − s)2+ = −(λ(R − r)− s)2+.
If, additionally, t− δ ≤ τ ≤ t, this implies
e2ξ(y,τ) ≤ e−
2(λ(R−r)−s)2++2ε
C(t+δ−τ) ≤ e−
(λ(R−r)−s)2++ε
Cδ .
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With these observations an integration over space and time yields
∫ t
t−δ
∑
x∈X
u2τ (x)I1(x, τ) dτ
=
∫ t
t−δ
∑
x∈BR+s\Brλ−s
u2τ (x)
∑
y∈X
b(x, y)e2ξ(y,τ)(η(x)− η(y))2 dτ
≤
∫ t
t−δ
∑
x∈BR+s\Brλ−s
u2τ (x)e
−
(λ(R−r)−s)2++ε
Cδ
∑
y∈X\Brλ−s
b(x, y)(η(x) − η(y))2 dτ
≤ 1
(1− λ)2(R − r)2 e
−
(λ(R−r)−s)2++ε
Cδ
∫ t
t−δ
∑
x∈BR+s\Brλ−s
u2τ (x)m(x) dτ
≤ 1
(1− λ)2(R − r)2 e
−
(λ(R−r)−s)2++ε
Cδ
+f(R+s).
For the second to last inequality we used that η is R− rλ = (1− λ)(R− r)-
Lipschitz and that the metric d is intrinsic. For the last inequality we used
that u satisfies the growth condition (GC). This yields the error term (ET)
in the desired inequality.
We now estimate I2(x, τ) ≤ 0 whenever it appears in (♥). As seen above
in the discussion preceding (♥), we need to multiply I2 by u2ϕ2 and then
integrate over space and time. Since ϕ vanishes on X \ BR, it suffices to
control I2 on BR. Obviously we have
∂τ ξ(x, τ)m(x) = − ρ
2(x) + ε
C(t+ δ − τ)2m(x) ≤ 0.
Whenever x ∈ Br−s and y ∼ x the function ρ and the exponent ξ satisfy
ρ(x) = ρ(y) = 0 = ξ(x, τ) = ξ(y, τ). Therefore, I2 ≤ 0 also holds on Br−s.
We employ the following observation and some elementary inequalities to
estimate I2 on BR \Br−s. For t− δ ≤ τ ≤ t, x ∈ BR \ Br−s and x ∼ y we
have
|ξ(x, τ) − ξ(y, τ)| = |ρ(x)− ρ(y)||ρ(x) + ρ(y)|
C(t+ δ − τ)
≤ d(x, y)(2ρ(x) + d(x, y))
C(t+ δ − τ)
≤ sr−2s(2(R − r) + s)
Cδ
.
Note that for the last inequality we used d(x, y) ≤ sr−2s whenever x ∈
X \ Br−s and y ∼ x as well as ρ(x) ≤ R − r, x ∈ BR and d(x, y) ≤ s,
x ∼ y. As we proceed, we use these estimates and the following elementary
inequalities
(1− ea)2 ≤ a2e2a∨0 and (a+ b)2 ≤ 2(a2 + b2), a, b ∈ R.
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Let t− δ ≤ τ ≤ t and x ∈ BR \Br−s. Then, for y ∼ x with ̺(y) ≤ ̺(x)
(1− eξ(y,τ)−ξ(x,τ))2 ≤ |ξ(x, τ) − ξ(y, τ)|2e2|ξ(y,τ)−ξ(x,τ)|
≤ d(x, y)
2(ρ(x) + ρ(y))2
C2(t+ δ − τ)2 e
sr−2s(4(R−r)+2s)
Cδ
≤ 4ρ
2(x)
C2(t+ δ − τ)2 e
sr−2s(4(R−r)+2s)
Cδ d(x, y)2
and, for y ∼ x with ̺(y) > ̺(x),
(1− eξ(y,τ)−ξ(x,τ))2 ≤ |ξ(x, τ) − ξ(y, τ)|2
≤ d(x, y)
2(ρ(x) + d(x, y))2
C2(t+ δ − τ)2
≤ 4ρ
2(x) + 2s2r−2s
C2(t+ δ − τ)2 d(x, y)
2
where we use in the last inequality that d(x, y) ≤ sr−2s since x ∈ X \Br−s
and y ∼ x. Thus, taking these two estimates together we obtain∑
y∈X
b(x, y)(1 − eξ(y,τ)−ξ(x,τ))2
≤ 4ρ
2(x)e
sr−2s(4(R−r)+2s)
Cδ + 4ρ2(x) + 2s2r−2s
C2(t+ δ − τ)2
∑
y∈X
b(x, y)d(x, y)2
≤ 8ρ
2(x)e
sr−2s(4(R−r)+2s)
Cδ + 2s2r−2s
C2(t+ δ − τ)2 m(x).
Altogether, for t− δ ≤ τ ≤ t we obtain I2(x, τ) ≤ 0 whenever x ∈ Br−s and,
for x ∈ BR \Br−s, we obtain
I2(x, τ) = − ρ
2(x) + ε
C(t+ δ − τ)2m(x) +
∑
y∈X
b(x, y)(1 − eξ(y,τ)−ξ(x,τ))2
≤ m(x)
C(t+ δ − τ)2
(
ρ2(x)
(
8
C
e
sr−2s(4(R−r)+2s)
Cδ − 1
)
+
(
2s2r−2s
C
− ε
))
≤ 0
by our assumptions on C and ε. This finishes the proof. 
Next, we choose the parameters in the main technical estimate above to
obtain a discrete version of Grigor’yan’s inequality, [7, Theorem 9.2].
Lemma 2.4 (Grigor’yan’s inequality). Assume the situation of Lemma 2.3.
Assume further that the underlying graph with the given metric is globally
local with respect to f . Then there exist constants r0,D,E, F,G > 1 such
that for all r ≥ r0 and 0 < δ ≤ t < T with
δ ≤ r
2
Df(Er)
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the following inequality holds
∑
x∈Br
u2t (x)m(x) ≤ F
∑
x∈BEr
u2t−δ(x)m(x) +
Ge−f(Er)
r2
.(GI)
Proof. From the globally local assumption we have s0 = s < ∞ and that
there exists A > 1 and B > 0 such that sr ≤ Br/f(Ar) for all r large
enough.
Let 1 < E′ < E < A and R = E′r. In order to determine the parameter
r0 such that the asserted estimate holds we do not keep track of the precise
constant but rather speak of estimates holding for r large enough. Whenever
we do so, “large enough” will only depend on the constants E′, E,A as well
as on the jump size s.
For a parameter α, which is to be chosen later, and variable C > 0, we
consider
δ(r, α,C) =
r2
αCf(Er)
and ε(r, C) =
2s2r−2s
C
.
In order to apply the main technical estimate, Lemma 2.3, the constant C
has to satisfy a lower bound depending on δ(r, α,C), r and R = E′r. Using
that the graph is globally local, we show that for our choice of parameters
this bound is satisfied for C large enough depending only on A,B and α.
To this end consider the function
a(r) :=
αsr−2s(4(E
′ − 1)r + 2s)f(Er)
r2
=
sr−2s(4(R − r) + 2s)
Cδ(r, α,C)
,
where the last equality follows directly from the definition of δ and R = E′r.
Note that for sufficiently large r we have f(Er) ≤ f(A(r − 2s)) since f is
monotone increasing and 1 < E < A. So, by the assumption sr ≤ Br/f(Ar)
we infer that a can be bounded via the estimate
a(r) ≤ 4αBE′ (r − 2s)(r + 2s)f(Er)
r2f(A(r − 2s)) ≤ 4αBE
′ ≤ 4αAB
for sufficiently large r. Hence, choosing C ≥ 8e4αAB gives immediately
C ≥ 8e4αAB ≥ 8ea(r) = 8exp
(
sr−2s(4(R − r) + 2s)
Cδ(r, α,C)
)
for r large enough. With this choice of C, ε(r, C), δ(r, α,C), we get with
R = E′r, λ = 1/2 as well as T > t ≥ δ(r, α,C) > 0∑
x∈Br
u2t (x)m(x) ≤e
ε(r,C)
Cδ(r,α,C)
∑
x∈BE′r
u2t−δ(r,α,C)(x)m(x)
+ e
2ε(r,C)
Cδ(r,α,C)
8
(E′ − 1)2r2 e
−α
((E′−1)r/2−s)2+
r2
f(Er)+f(E′r+s)
for all r large enough by the main technical estimate, Lemma 2.3, above.
We proceed by estimating the exponential factor at the end of the second
term by choosing α. There is α > 0 (which only depends on E′ and s) such
that for all r large enough we have
α
((E′ − 1)r/2− s)2+
r2
≥ 2.
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Since Er ≥ E′r + s for r large enough and since f is increasing, for large
enough r this implies
e−α
((E′−1)r/2−s)2+
r2
f(Er)+f(E′r+s) ≤ e−f(Er).
Next, we bound the term exp(ε/Cδ). We use the bounds sr ≤ Br/f(Ar),
A > E > 1, C ≥ 8e4αAB , to estimate
ε(r, C)
Cδ(r, α,C)
=
2αs2r−2sf(Er)
Cr2
≤ 2αB2 (r − 2s)
2f(Er)
Cr2f(A(r − 2s))2 ≤
αB2e−4αAB
4f(A(r − 2s))
for r large enough. Since f is increasing, there is a constant F > 1 such that
e
ε(r,C)
Cδ(r,α,C) ≤ F
for all C ≥ 8e4αAB and r large enough.
As a last step, we choose
G =
8F 2
(E′ − 1)2 and D = 8αe
4αAB .
Note, that the constants α,D,E,E′, F,G do not depend on C. Since any
0 < δ ≤ t < T with
δ ≤ r
2
Df(Er)
can be written as
δ = δ(r, α,C) =
r2
αCf(Er)
with C ≥ 8e4αAB , the above considerations show
∑
x∈Br
u2t (x)m(x) ≤F
∑
x∈BE′r
u2t−δ(x)m(x) +G
e−f(Er)
r2
for such δ and all r large enough. This finishes the proof. 
With the help of Grigor’yan’s inequality we can establish the uniqueness
class. The proof is based on an iteration procedure that is basically the
same as on manifolds, cf. the proof of [7, Theorem 9.2]. Below we give the
details for the convenience of the reader.
Proof of Theorem 1.3. Let u : (0, T ) × X → R be a solution to the heat
equation with initial value 0 as in the theorem. Moreover, let r0 > 0 and
D,E,F,G > 1 be constants as in Lemma 2.4.
We can assume without loss of generality that f(r) ≥ r: Otherwise replace
f with g(r) = f(r) ∨ r, which obviously satisfies ef(r) ≤ eg(r). Moreover,∫ ∞
1
r
g(r)
dr = Leb(M) +
∫
[1,∞)\M
r
f(r)
dr,
with M = {r ≥ 1 | f(r) < r}. If Leb(M) = ∞, then ∫ r/g(r)dr = ∞.
Otherwise the bounded function M → R, r 7→ r/f(r) is integrable over
M and, therefore, the second integral over [1,∞) \M is infinite whenever∫∞
1 r/f(r)dr = ∞. Finally, using sr ≤ s0 = s < ∞ the globally local as-
sumption sr ≤ B′r/g(Ar) for large r is satisfied with the slight modification
of replacing the original B by B′ = B ∨As.
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Thus, there exists a constant H such that
F ke−f(Rk+1) = F ke−f(E
k+1r) ≤ F ke−Ek+1r ≤ H
for all r ≥ r0 and k ∈ N0.
Let r ≥ r0 and Rk := Ekr for k ≥ 0. Since
∫∞
1
r
f(r)dr = ∞ and f is
monotone increasing, it follows that
∞∑
k=1
R2k
f(ERk)
=∞.
Hence, for every 0 < t < T there exists a natural number N and
δk ≤ R
2
k
Df(ERk)
, k = 0, 1, . . . , N,
with
∑N
k=0 δk = t. An iterative application of Grigor’yan’s inequality (GI)
with the radii Rk = E
kr and the time differences δk yields
∑
x∈Br
ut(x)
2m(x) ≤ F
∑
x∈BR1
u2t−δ0(x)m(x) +
Ge−f(R1)
R20
≤ FN+1
∑
x∈BRN+1
u2
t−
∑N
k=0 δk
(x)m(x) +G
N∑
k=0
F ke−f(Rk+1)
R2k
≤ GHE
2
E2 − 1
1
r2
.
For the last inequality we used
∑N
k=0 δk = t and u0 = 0. Now, letting r →∞
yields ut = 0 and the theorem is proven. 
3. Refinements
In this section we study properties of refinements of locally finite graphs.
We prove the stability of stochastic completeness under refinements and
compare the volume growth of refinements with that of the given graph.
Moreover, given an increasing function f : (0,∞) → (0,∞) we show that
every locally finite graph has a refinement that is globally local with respect
to f . At the end of this section we use these insights to prove our main
result Theorem 1.1. As a tool to reduce the proof to the case of locally
finite graphs with finite jump size we also discuss the stability of stochastic
completeness under truncating the edge weights.
Let b be a graph over (X,m), let d be a pseudo metric on X and let
n : X ×X → N0 be a symmetric function such that n(x, y) = 0 if and only
if b(x, y) = 0 for x, y ∈ X. For the refinement b′ over (X ′,m′) with respect
to n, we denote by L′ the Laplacian of b′.
We prove Theorem 1.5 via a slight modification of the weak Omori-Yau
principle, which is taken from [10, Theorem 2.2].
Lemma 3.1 (Weak Omori-Yau principle). Let b be a graph over (X,m).
The graph is stochastically incomplete if and only if there is c > 0 and
α > 0 and a function u ∈ F(X) with supu < ∞ such that Lu < −c on
Ωα = {x ∈ X | u(x) > supu− α}.
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Proof. In [10, Theorem 2.2] the function u in the statement is nonnegative.
However, the proof given there works for bounded above u ∈ F(X). 
Next, we prove the stability result, Theorem 1.5, which states that if a
refinement is stochastically complete, so is the original graph.
Proof of Theorem 1.5. Let b be a locally finite graph over (X,m) with in-
trinsic metric d and let n : X × X → N0 with n(x, y) ≥ 1 if and only if
x ∼ y. Let b′ be the refinement over (X ′,m′) with respect to n.
Suppose that the given graph b over (X,m) is stochastically incomplete.
After scaling, the weak Omori-Yau principle yields a bounded above function
u ∈ F(X) and α > 0 such that Lu < −1 on the set Ωα = {x ∈ X | u(x) >
supu− α}. For x, y ∈ X with x ∼ y let
ϕx,y : [0, d(x, y)] → R, t 7→ 1
2
t2 +
(
u(y)− u(x)
d(x, y)
− d(x, y)
2
)
t+ u(x).
We write {x, y}∪Xx,y = {x0, . . . , xn(x,y)+1} with x = x0 ∼′ . . . ∼′ xn(x,y)+1 =
y and we define
u′(xi) = ϕx,y
(
i
d(x, y)
n(x, y) + 1
)
, i = 0, . . . , n(x, y) + 1.
Such an enumeration is unique up to reversing the order. However, since
ϕx,y(t) = ϕy,x(d(x, y)− t), the function u′ is well-defined, i.e., it is indepen-
dent of the enumeration of Xx,y. Moreover, it satisfies
u′|X = u.
We prove that u′ is bounded from above and satisfies L′u′ < −1/2 on
Ω′α := {x′ ∈ X ′ | u′(x′) > supu′ − α}.
Since the second derivative of ϕx,y equals 1, the function ϕx,y is convex
and so ϕx,y ≤ u(x) ∨ u(y). Therefore, u′ is bounded from above by supu
and
Ω′α ⊆ Ωα ∪
⋃
x∈Ωα
⋃
y∼x
Xx,y.
For x ∈ Ωα and y′ ∈ X ′ \ X with x ∼′ y′ there exists a unique y ∈ X
with x ∼ y and y′ ∈ Xx,y. In this case, b′(x, y′) = b(x, y)(n(x, y) + 1),
m′(x) = m(x), u(x) = u′(x) and u′(y′) = ϕx,y(d(x, y)/(n(x, y) + 1)). Hence,
with n := n(x, y) we obtain
b′(x, y′)(u′(x)− u′(y′))
= b(x, y)(n + 1)
(
− d(x, y)
2
2(n + 1)2
+
(u(x)− u(y))
n+ 1
+
d(x, y)2
2(n + 1)
)
≤ b(x, y)(u(x) − u(y)) + b(x, y)d(x, y)
2
2
.
For x ∈ Ωα and y′ ∈ X with x ∼′ y′ the inequality above holds trivially.
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Summing up these inequalities over y′, and using that d is intrinsic and
Lu < −1 on Ωα yields
L′u′(x) = 1
m′(x)
∑
y′∈X′
b′(x, y′)(u′(x)− u(y′))
≤ 1
m(x)
∑
y∈X
b(x, y)(u(x) − u(y)) + 1
2m(x)
∑
y∈X
b(x, y)d(x, y)2
< −1 + 1
2
= −1
2
.
Moreover, for x ∈ Ωα and y ∈ X with x ∼ y and n := n(x, y) ≥ 1 let
Xx,y ∪ {x, y} = {x0, . . . , xn+1} such that x = x0 ∼′ . . . ∼′ xn+1 = y. We set
d := d(x, y). For i = 1, . . . , n a straightforward computation shows
L′u′(xi) = 1
m′(xi)
∑
e∈{±1}
b′(xi, xi+e)
(
ϕx,y
(
id
n+ 1
)
− ϕx,y
(
(i+ e)d
n+ 1
))
= −1
2
.
Hence, by the weak Omori-Yau principle we infer stochastic incompleteness
of the refinement. 
We denote the distance balls with respect to d and d′ about a fixed refer-
ence point o ∈ X by Br respectively B′r.
Lemma 3.2. Let b be a locally finite graph over (X,m) and d be an intrinsic
pseudo metric. For the refinement b′ over (X ′,m′) with respect to a function
n the following holds:
(a) d′ is an intrinsic pseudo metric such that d = d′ on X ×X.
(b) m(Br) ≤ m′(B′r) ≤ 2m(Br) for all r ≥ 0.
(c) The ball B′r is finite if and only if Br is finite for all r ≥ 0.
Proof. (a): That d′ is a pseudo metric with d = d′ on X ×X readily follows
from the definition of d′ as already remarked above. We show that it is
intrinsic. Since d is intrinsic, for x ∈ X we have∑
y′∈X′
b′(x, y′)d′(x, y′)2 =
∑
y∈X,y′∈Xx,y
b′(x, y′)d′(x, y′)2
=
∑
y∈X
b(x, y)(n(x, y) + 1)
d(x, y)2
(n(x, y) + 1)2
≤ m(x) = m′(x).
Furthermore, for x ∼ y every x′ ∈ Xx,y has only two neighbors y′, y′′. More-
over, b(x′, y′) = b(x′, y′′) = b(x, y)(n(x, y) + 1) and d′(x′, y′) = d′(x′, y′′) =
d(x, y)/(n(x, y) + 1). Therefore,
∑
z∈X′
b′(x′, z)d′(x′, z)2 =
2b(x, y)d(x, y)2
n(x, y) + 1
= m′(x′)
by definition of m′.
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(b): By (a) we have Br = B
′
r ∩X. Hence,
Br ⊆ B′r ⊆ Br ∪
⋃
x∈Br ,y∈X
Xx,y,
where Xx,y = ∅ if x 6∼ y with respect to b. Since m′|X = m, we have
m(Br) ≤ m′(B′r).
Furthermore, for given x ∈ X we have by the intrinsic metric property of d
m′

⋃
y∈X
Xx,y

 =∑
y∼x
n(x, y)
b(x, y)d(x, y)2
n(x, y) + 1
≤ m(x).
Hence, since m = m′ on X we get by the estimate above
m′(B′r) ≤ m(Br) +
∑
x∈Br
m′

⋃
y∈X
Xx,y

 ≤ 2m(Br).
This proves statement (b).
(c): This readily follows from the inclusion in the beginning of the proof
of (b). 
Next, we show that for every function bounding the jump size of a graph
outside of balls there exists a function n such that the corresponding refine-
ment satisfies this bound. To this end we say that a function g : (0,∞) →
(0,∞) is uniformly positive on a setM ⊆ (0,∞) if there is CM > 0 such that
g ≥ CM on M . Note that if f : (0,∞) → (0,∞) is monotone increasing,
then r 7→ f(r) is uniformly positive on every compact set. In the following
lemma we denote by s′r the jump size outside of balls in the refinement, i.e.,
s′r := sup{d′(x′, y′) | x′, y′ ∈ X ′ with x′ ∼′ y′ and d′(x′, o) ∧ d′(y′, o) ≥ r}.
Lemma 3.3. Let b be a locally finite graph over (X,m) and let d be a metric
on X. For every function g : (0,∞)→ (0,∞), which is uniformly positive on
every compact set, there exists a symmetric n : X×X → N0 with n(x, y) ≥ 1
if and only if x ∼ y, such that the refinement b′ over (X ′,m′) with metric
d′ with respect to n satisfies
s′r ≤ g(r), r ≥ 1.
Proof. Let x, y ∈ X with x ∼ y and let rx,y := max{d(x, o), d(y, o)}+d(x, y).
For each such pair of vertices, we choose n(x, y) ∈ N so large that
d(x, y)
infr∈[1,rx,y] g(rx,y)
≤ n(x, y) + 1,
which is possible since infr∈[1,rx,y] g(r) > 0. If x 6∼ y, we let n(x, y) = 0.
We prove that the refinement with respect to n has the desired properties.
Let r ≥ 1, x′, y′ ∈ X ′ with x′ ∼′ y′ and d′(x′, o) ∧ d′(y′, o) ≥ r. By the
definition of the refinement there exist unique x, y ∈ X with x ∼ y such
that x′, y′ ∈ {x, y} ∪Xx,y. Then,
r ≤ d′(x′, o) ≤ d(x, o) + d′(x′, x) ≤ d(x, o) + d(x, y) ≤ rx,y.
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Therefore, by the definition of d′ and n we have
d′(x′, y′) =
d(x, y)
n(x, y) + 1
≤ inf
r′∈[1,rx,y]
g(r′) ≤ g(r).
Hence, we obtain s′r ≤ g(r) for r ≥ 1. 
Refinements are only defined for locally finite graphs. Hence, the stabil-
ity of stochastic completeness under refinements can only be employed for
locally finite graphs. The way of incorporating locally infinite graphs into
our main theorem is through the stability of stochastic completeness under
adding large jumps and using that graphs with finite distance balls and finite
jump size are locally finite. This is discussed next.
Given a graph b over (X,m) with intrinsic pseudo metric d and 0 < s <∞
we define the truncated edge weight bs := b1{d≤s}. The graph bs over (X,m)
with pseudo metric d has jump size s. Moreover, d is intrinsic with respect
bs over (X,m).
Lemma 3.4. Let b be a graph over (X,m) with intrinsic pseudo metric
d and let s > 0. If bs over (X,m) is stochastically complete, then b over
(X,m) is stochastically complete.
Proof. We show that if b is stochastically incomplete, then bs is stochastically
incomplete. We denote by Ls the formal Laplacian of the graph bs over
(X,m).
Assume that b is stochastically incomplete. After scaling the weak Omori-
Yau principle, Lemma 3.1, yields a bounded above function u ∈ F(X) and
α > 0 with Lu < −1 on Ωα = {x ∈ X | u(x) > supu − α}. By adding
a constant function we can also assume 0 < supu < s2. Moreover, since
Ωα ⊆ Ωβ if α < β, we can further assume α < supu so that u > 0 on Ωα.
Using that d is intrinsic, for x ∈ Ωα we obtain
Lsu(x) = Lu(x)− 1
m(x)
∑
y∈X,d(x,y)>s
b(x, y)(u(x) − u(y))
< −1 + 1
m(x)
∑
y∈X,d(x,y)>s
b(x, y)u(y)
d(x, y)2
s2
< −1 + supu
s2
.
With this at hand stochastic completeness follows from the weak Omori-Yau
principle. 
Remark. In principle the previous lemma is contained in [8]. Since the
proof given there is a bit lengthy and since it is not straightforward to see
that our Dirichlet form Q and the Dirichlet form treated in [8] coincide, we
chose to present a short proof based on the weak Omori-Yau principle.
We have now gathered all necessary reductions that allow us to prove
our main theorem. The strategy is as follows. First we truncate the edge
weight and then we refine the truncated graph. For this refined graph we use
the uniqueness class theorem and the volume growth assumption to obtain
that bounded solutions to the heat equation with initial value 0 are trivial.
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As mentioned after the definition of stochastically complete graphs, this is
equivalent to stochastic completeness, see also [18].
Proof of Theorem 1.1. Recall that log♯ = max{log, 1}. Let b be a graph over
(X,m) and let d be an intrinsic pseudo metric with finite distance balls and∫ ∞
1
r
log♯(m(Br))
dr =∞.
According to Lemma 3.4, without loss of generality we can assume that b
has finite jump size with respect to d. Finite jump size and finite distance
balls imply that b is locally finite, see [16, Lemma 3.5].
Let n : X × X → N0 be chosen such that the corresponding refinement
b′ over (X ′,m′) with pseudo metric d′ is globally local with respect to the
logarithmic volume growth f : (0,∞) → (0,∞), f(r) = log♯(m(Br)) which
exists by Lemma 3.3. According to Theorem 1.5 it suffices to show that
b′ over (X ′,m′) is stochastically complete. By [17] this is equivalent to all
bounded solutions to the heat equation with respect to b′ with initial value
0 being trivial. In order to verify this condition we employ Theorem 1.3.
As above, we denote by B′r the distance ball of radius r around o with
respect to d′. Lemma 3.2 shows that d′ is intrinsic, that d′ has finite distance
balls and that log♯(m′(B′r)) ≤ f(r) + log 2. Let now u : (0,∞)×X ′ → R be
a bounded solution to the heat equation. For T > 0 it satisfies∫ T
0
∑
x∈B′r
|ut(x)|2m(x)dt ≤ T supu2m′(B′r) ≤ ef(r)+K ,
where K > 0 is a constant. Since b′ is globally local with respect to f (and
hence also with respect to f +K) and by assumption f satisfies∫ ∞
1
r
f(r) +K
dr =∞,
Theorem 1.3 yields u = 0 on (0, T ) ×X ′. Since T was arbitrary, we arrive
at u = 0 and the claim is proven. 
4. Examples and sharpness of the estimates
In this section we discuss an example which shows that our unique class
criterion for globally local graphs is sharp in some sense. Already in the PhD
thesis [9] there is a example on the integer line which shows that without
further assumptions on the graph one does not get the same uniqueness class
statement as on manifolds.
Here we slightly modify and simplify this example to obtain a graph whose
jump size sr outside of balls decreases such that
C−1
r
≤ sr ≤ C
r
, r ≥ 1,
for some constant C ≥ 1. According to Theorem 1.3 such a graph does not
allow non-trivial solutions to the heat equation whenever the function f in
the growth condition (GC) satisfies
f(r) ≤ Cr2, r > 1,
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for some constant C > 0. However, such a graph is not globally local with
respect to the function
f(r) = Cr2 log r, r > 1,
where C ≥ 1 is some constant and we construct a non-trivial solution of the
heat equation that satisfies the growth condition (GC) with respect to this
function.
This example underscores the following points. First of all, as was already
observed in [9], the uniqueness class criterion from the case of manifolds does
not hold on graphs without further assumptions. Secondly, for globally local
graphs our result improves the uniqueness class criterion of [11]. Thirdly, the
globally local condition is sharp in the sense that if it is missed by a factor
of a logarithm, then there are non-trivial solutions of the heat equation that
satisfy the growth condition of Theorem 1.3. We discuss these points in
detail while developing the example.
Let X = Z and m ≡ 1. Define a graph over (X,m) by a symmetric b
given by
b(0,−1) = 1 and b(n− 1, n) = b(−n,−n− 1) = n, n ≥ 1,
and b(k, l) = 0 for |k − l| 6= 1. Notice that d defined as
d(k, n) =
n∑
l=k
(1 ∨ (2l + 1))− 12 , k, n ∈ Z,
is an intrinsic metric and there is C ≥ 0 such that
C−1d(0, n)2 ≤ n ≤ Cd(0, n)2
for all n ∈ Z. Therefore, we can compute sr
sr = sup
d(0,n)≥r
d(n, n+ 1) ≥ C−1 sup
n≥r2
n
1
2 ≥ C
−1
r
for some constant C ≥ 1 and simultaneously sr ≤ C/r for r ≥ 1. Our
uniqueness class criterion now states that there are no non-trivial solutions
u to the heat equation such that∫ T
0
∑
x∈Br(0)
|ut(x)|2m(x)dt ≤ Cecr2 , r > 0
for certain constants C, c > 0. This improves [11, Theorem 0.8], which needs
a bound of Cecr log r with 0 < c < 1/2 on the right hand side to guarantee
triviality of u.
Next, we construct a non-trivial solution to the heat equation which satis-
fies the growth condition of our main theorem but with respect to a function
for which the graph fails to be globally local by a factor of a logarithm.
Let g : (0,∞)→ (0,∞)
g(t) = e−t
−2
.
We define u : Z× (0,∞)→ (0,∞) by
ut(n) =
n∑
k=0
1
k!
(
n
k
)
g(k)(t), n ≥ 0, t > 0,
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and for n ≤ −1, t > 0 we let
ut(n) = ut(−n− 1),
i.e., u is symmetric about the point 1/2 on the space axis. It is straight
forward to verify
∂t = −Lu.
Furthermore, in order to estimate the growth of u we notice that there is
c > 0 such that for all t > 0 and k ∈ N0 the k-th derivatives of g satisfy
|g(k)(t)| ≤ k!
(
2k
c
) k
2
,
see [11, Lemma 3.1] and the discussion preceeding it. This estimate and
Stirling’s formula imply that there is C ≥ 1 such that
|ut(n)| ≤
n∑
k=0
(
n
k
)(
2k
c
) k
2
≤ n!
(
2n
c
)n
2
≤ CeCn logn.
For r let n(r) be the largest n such that n ∈ Br(0). We conclude that for
0 ≤ T < ∞ there are constants C ≥ 1 (which may change in every step of
the inequality) such that∫ T
0
∑
x∈Br(0)
|ut(x)|2m(x)dt ≤ Cn(r)|ut(n(r))|2
≤ CeCn(r) logn(r)
≤ CeCr2 log r = ef(r),
with f(r) = Cr2 log r + logC. This f satisfies∫ ∞
1
r
f(r)
dr =∞.
So, while the function u satisfies the growth assumption of the uniqueness
class theorem, Theorem 1.3, the graph fails to be globally local, as sr ≥
C−1/r and, therefore,
srf(Ar)
r
≥ log r →∞, r →∞,
for all constants A > 1.
This shows that the globally local assumption is indeed needed for estab-
lishing a uniqueness class. Moreover, it shows that is sharp in some sense.
Namely, we presented a counterexample where the globally local assumption
is only missed by a factor of a logarithm.
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