The interaction of an intense laser pulse with atoms and molecules depends extremely nonlinearly on the laser intensity. Yet experimentally there still exists no simple reliable methods for determining the peak laser intensity within the focused volume. Here we present a simple method, based on an improved Perelomov-Popov-Terent'ev model, that would allow the calibration of laser intensities from the measured ionization signals of atoms or molecules. The model is first examined by comparing ionization probabilities (or signals) of atoms and several simple diatomic molecules with those from solving the time-dependent Schrödinger equation. We then show the possibility of using this method to calibrate laser intensities for atoms, diatomic molecules as well as large polyatomic molecules, for laser intensities from the multiphoton ionization to tunneling ionization regimes.
I. INTRODUCTION
When an atom or molecule is exposed to an intense laser field, a valence electron can be removed by absorbing several photons (so-called multiphoton ionization) [1, 2] or by tunneling through the potential barrier formed by the Coulomb force and the laser field (i.e., tunneling ionization) [3] [4] [5] [6] . According to the Keldysh theory [7] , these two ionization mechanisms can be distinguished by the Keldysh parameter γ = I p /2U p , where I p is the ionization potential and U p is the quiver energy of the laser field. The multiphoton ionization dominates if γ > 1, while tunneling ionization prevails when γ < 1. In a typical experiment, the laser beam is focused into a gas jet or a gas cell. It is desirable to know precisely the peak laser intensity at the focus. This peak intensity has been usually estimated from the 2U p cutoff of low-energy electron spectra, or the 10U p cutoff of high-energy electron spectra, as well as the cutoff 3.2U p +I p in the high-order harmonic spectra. In actual experiments, such cutoffs are usually not so clear because the signals are collected from distributions of laser intensities within the focus volume, as well as other factors from the target structure. Furthermore, these cutoff energies are derived from the tunnel ionization model; thus they would become invalid toward the multiphoton ionization regime.
Experimentally, determination of ionization signals requires the least effort since only the cation yields have to be measured. If these yields are compared to ionization probabilities calculated using accurate theoretical methods, then intensity calibration in the experiment can be accomplished. Accurate calculations of ionization probability for a fixed laser intensity can be accomplished by solving the timedependent Schrödinger equation (TDSE) for atoms and some small molecules [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , mostly based on the single-activeelectron (SAE) model. Calculations including all electrons in the atom or molecules have been used within the timedependent density functional theory (TDDFT) [20] [21] [22] [23] [24] [25] , the time-dependent Hartree-Fock (TDHF) theory [26, 27] , or the multiconfiguration time-dependent Hartree-Fock (MCTDHF) theory [28] [29] [30] . These calculations are very time-consuming and their accuracy is also difficult to judge. It is not practical to perform such calculations to calibrate peak laser intensity in an experiment. A simpler ionization model, like the ADK (Ammosov-Delone-Krainov) model [31] , is reasonably accurate in the tunnel ionization regime, but its accuracy deteriorates quickly as laser intensity is decreased, or when the Keldysh parameter begins to become greater than 1.0. The ADK model has also been generalized to molecular targets (the MO-ADK) [32] [33] [34] [35] [36] [37] [38] [39] , but it would again fail in the multiphoton ionization regime.
An alternative simple model for ionization is based on the first-order theory in a strong laser field, known as the KeldyshFaisal-Reiss (KFR) [7, [40] [41] [42] [43] theory. The KFR theory is known to be unable to correctly predict absolute ionization probability, yet it does predict fair intensity dependence. Over the years, beginning with the original Perelomov-PopovTerent'ev (PPT) theory [44] [45] [46] , various corrections have been introduced and extended to molecules as well [10, [47] [48] [49] [50] . We comment that there are other ionization theories, such as the nonadiabatic tunneling ionization (NTI) [51] theory, the weak-field asymptotic theory (WFAT) [52] [53] [54] [55] [56] , and so on. We will focus on the newer version of the PPT theory [47] , which offers simplicity and proven accuracy. It also gives cycle-averaged ionization rates analytically.
In this work, we first evaluate the improved PPT model [47] , which includes a more accurate Coulomb correction term. Our main goal here is to show that within a tolerable error this version of the PPT model can be efficiently and conveniently used by experimentalists to retrieve accurate peak laser intensity from measured ionization signals. The rest of this paper is arranged as follows. In Sec. II, we first describe how we solved the single-electron TDSE for a model atom to obtain accurate total ionization probability. The results from such calculations will be served as "experimental" data to calibrate against results from the improved PPT theory [47] for a few targets and wavelengths. We will show that within reasonably acceptable errors, there is no need to rescale the ionization yields calculated from this improved PPT theory. In atoms we show that this improved PPT theory approaches the ADK theory at the tunnel ionization limit; thus we generalize this improved PPT theory to molecular targets by following the method of extending the ADK to the MO-ADK theory [50] .
In Sec. III, we demonstrate the typical remaining errors of the improved PPT model by comparing with the TDSE results and the experimental data. We then show how to calibrate laser intensity using the ionization probability obtained from the PPT model, including ionization of polyatomic molecules. A conclusion will be given in Sec. IV. Atomic units are used throughout this paper unless otherwise stated.
II. THEORETICAL METHODS
The theory part is divided into two sections. We first summarize how results are obtained from solving the TDSE for a model one-electron atom. We then present relevant basic equations of the improved PPT model [47] used in our calculations.
A. The method of solving TDSE for atoms in a laser field
Under the one-electron approximation and using the length gauge, the TDSE describing a one-electron atom in the presence of a linearly polarized laser field can be written as
where H 0 (r) is the field-free Hamiltonian
withL being the angular momentum operator. The singleelectron atomic model potential V (r) is parameterized as [57] V (r) = − [58] . Note that β = 1 for real atoms or ions. The parameter β is introduced to adjust the ionization potential of a fictitious atom, which would give a desired ionization potential. It modifies the potential close to the inner region of the atom only. Note that the Keldysh parameter depends only on the target ionization potential. The electron-laser-field interaction H i (r,t) can be expressed as
where F (t) is the electric field of the laser pulse. Equation (1) can be efficiently solved by using the time-dependent generalized pseudospectral method [59, 60] . In the present calculations, we use the following absorbing function,
for r r 0 and 1.0 elsewhere. The truncated radii are r max = 400 a.u., r 0 = 390 a.u., the total spatial grid points N = 800, time step dt = 0.1 a.u., and up to 80 partial waves are used.
Once the time-dependent wave function is obtained, the total ionization probability of the atom at the end of the laser field is calculated from
where n runs over all the bound states of the atom.
B. The PPT model
An improved PPT model with a new recommended Coulomb correction has been given in [47] for atoms. The cycle-averaged ionization rate can be expressed as where C l is the structure parameter of the atom, e = 2.718 . . . , κ = 2I p , and γ is the Keldysh parameter. Here, F 0 , ω, and Z c are the laser's peak field strength, laser wave vector, and the asymptotic charge seen by the electron, respectively. In this equation, g(γ ) can be written as
and the coefficient A m (ω,γ ), which is more complex, can be found in Refs. [44, 48, 49] . In the limit of γ → 0, A m (ω,γ ),
, and (1 + 2e −1 γ ) −2Z c /k all go to 1.0 and the ADK model is recovered.
This PPT model can be extended to molecular targets, called MO-PPT [10, 50] . For completeness, the cycle-averaged ionization rate for a molecule fixed in space is expressed by
For a linear molecule, B(m ) can be written as For a nonlinear molecule,
FIG. 5. Comparison of ionization probabilities of the H 2 molecule from the SAE-TDSE [62] , the MO-PPT, and the MO-ADK methods at central wavelengths of (a) 266, (b) 400, and (c) 800 nm. The laser field is a cosine square pulse with 36, 24, and 12 cycles, for 266, 400, and 800 nm, respectively. where the C lm are structure parameters (i.e., expansion coefficients) of the molecule and R is the Euler angles of the molecular frame with respect to the laboratory fixed frame. 
In this MO-PPT model, it reduces to the MO-ADK model [32] in the tunneling ionization limit. The two models use the same structural parameters.
Once the cycle-averaged ionization rates of molecules are obtained, we can calculate the total ionization probability by FIG. 7 . Comparison of experimental ionization signals of C 6 H 6 vs MO-PPT model as a function of laser intensity. The laser is a Gaussian pulse with wavelength of 800 nm and FWHM of 200 fs. The experimental data is from [64] , and the two other model calculations are from Refs. [34] and [65] . a laser pulse from
where F (t) is the envelope of the laser pulse. If the molecules are randomly distributed, the alignment averaged total ionization probability is given by
To consider the volume effect of a focused laser pulse, the ionization signal of atoms or molecules has to be calculated as
Here I 0 is the peak intensity at the focal point and the volume element takes the form − dV dI ∝ (2I + I 0 )(I 0 − I ) 1/2 I −5/2 if we assume that the spatial distribution of the laser intensity is Gaussian.
III. RESULTS AND DISCUSSION

A. Calibration of PPT and MO-PPT models against TDSE results
The ionization rates (or probabilities) obtained from the PPT (or MO-PPT) for a given laser pulse is expected to differ from solving the TDSE. In Fig. 1(a) we show the correction factor (i.e., TDSE/PPT) for an 800-nm laser pulse on atomic hydrogen. The correction factor oscillates but is within about a factor of 2 over the intensity range shown. The oscillation is due to the ionization probability from the TDSE calculations [61] . For simplicity, we took the average correction factor to be 1.49 for an 800-nm laser. We then check how this average correction factor changes with the wavelength of the laser. The results are shown in Fig. 1(b) . Again, the value oscillates with laser wavelength. By drawing a smooth curve again, the correction is between 1.1 and 1.4. We next used a fictitious Ar atom where the parameter β in Eq. (3) has been adjusted such that the ionization potential from the 3p shell is ranging from 8 to 16 eV. The smoothed correction factor thus derived covers from 1.4 to 1.1. These two results indicate the correction factor typically is within about a factor of 2. Since ionization by a strong intense laser field is highly nonlinear, a factor of 2 error in ionization rate would have little effect on the corresponding peak laser intensity. In the following we will test this assumption further.
We next compare the PPT and ADK models against TDSE calculations. Figure 2 shows the ionization probabilities of a H atom obtained from the TDSE, the PPT, and the ADK methods at laser wavelengths of 600, 800, 1000, and 1200 nm, respectively. We can see that ionization probabilities from the PPT and TDSE agree very well, whether the correction factor for PPT is used or not. In contrast, the ADK theory fails drastically as the laser intensity is decreased in the intensity region where the Keldysh parameter is greater than 1.0. The ADK model works well only for γ < 1.0. Clearly this shows that one should use the tunneling model carefully for calculating ionization probabilities. The PPT model, on the other hand, can be used over an extended laser intensity region. At the higher intensity where the ionization rate does not grow as rapidly with increasing intensity, as shown in the insets, the introduction of correction factors in PPT indeed improves the agreement with TDSE. Still, to read laser intensity from the PPT with and without the correction factor would amount to only a few percents in the retrieved peak laser intensity.
In Fig. 3 , we check ionization probabilities of five rare-gas atoms (i.e., He, Ne, Ar, Kr, and Xe) obtained from the PPT model by comparing with those from the TDSE. The uncorrected PPT probabilities are in good agreement with those from the TDSE in general, while the ADK model fails quickly at lower intensity. In each figure, one can see that at γ = 1.5, error from the ADK model is already a factor of about 10. Figure 4 compares the ionization ratios of PPT/TDSE and of ADK/TDSE versus 1/γ . Clearly the improvement of the PPT over ADK is drastic as the laser intensity is decreased. These ratios were taken from data shown in Fig. 3 .
In Fig. 5 we compare the present ionization probabilities of the H 2 molecule for wavelengths of 800, 400, and 266 nm, calculated from the MO-PPT and the MO-ADK models, with those of SAE-TDSE using the Hartree-Fock functionals [62] . We can see that ionization probabilities obtained from the MO-PPT model agree very well with those of the SAE-TDSE results in the whole range covering from the multiphoton to tunneling ionization regions, while the MO-ADK model works well only in the tunneling ionization region. From all of these examples, it is clear that ADK model fails to give accurate ionization probability generally when the Keldysh parameter becomes greater than 1.0.
In Fig. 6 , we further check the PPT and the MO-PPT models by comparing ionization signals with experimental data [63] for Ar, Xe, N 2 , and O 2 . We mention that molecules are assumed to be randomly distributed in our simulations. Clearly both the PPT and the MO-PPT models fit reasonably well with the experimental data. Volume integration has been included in the calculations. It is interesting to point out that the ionization signals were calculated for a model one-electron atom, while the targets for experimental data are real multielectron atoms or molecules. Based on the results in Fig. 6 , one can state that strong-field ionization is not severely modified by the manyelectron effect in general. We also note that in the multiphoton ionization regime the role of excited states may play a more important role in ionization. They are not included in the PPT model.
B. Strong-field ionization of large polyatomic molecules
Strong-field ionization so far has not been widely studied for large polyatomic molecules. Here we investigate several aromatic molecules that have been reported in the literature. Uiterwaal and his group [66] [67] [68] have reported ionization of several organic molecules in a micrometer-sized interaction volume and measured the time of flight in an ion mass spectrometer using 50-fs, 800-nm laser pulses. The novel feature of their setup is that it allows the measurement of ionization yields without the need to carry out volume integration. Aromatic molecules typically have low ionization energies, from about 8 to 10 eV. Thus their ionization by 800-nm lasers tends to have Keldysh parameters greater than 1.0, which is closer to the multiphoton ionization regime. Ab initio calculations of strong-field ionization for such large molecules are difficult. Here we apply the present version of the MO-PPT theory to these systems.
First, we consider the simplest aromatic molecule, the benzene, C 6 H 6 , which has ionization potential of 9.24 eV. Ionization of benzene without dissociation (by selecting C 6 H + 6 ions) has been reported earlier by Talebpour et al. [64] using 200-fs, 800-nm laser pulses. Figure 7 shows their reported ionization yields, normalized to the ion yields calculated from the present molecular PPT theory at an intensity of 2 × 10 14 W/cm 2 . In the calculation, volume integration is included by assuming that the spatial intensity distribution is Gaussian and that the focal volume is smaller than the gas cell. Using the peak laser intensities in the experimental paper, we show that the present MO-PPT calculation agrees very well with their experimental data. In Fig. 7 we also show that the two other theories also gave good agreement with the experiment. Both of these theories are based on the multiphoton ionization models.
Next, we compare the results of the present molecular PPT model with the experimental data for benzene from [66] (see Fig. 8 ). Taking the experimental intensities at their "face values" (Fig. 1 of the cited paper) , the ionization probability curve (normalized to 1.0 where the curve flattens out) is shown by the red squares in Fig. 8 , while the ionization probability calculated from MO-PPT theory is given by the black curve-at much lower intensities. If we reduce the experimental intensities by a factor of 3.91, as shown by the blue circles, the experimental data would agree with the present MO-PPT calculations. We did find in Fig. 6 and the Appendix of [66] that "our data is shifted in intensity by a constant factor to compensate for differences in intensity calibration. . . ." This shift factor was about 2.0. Nevertheless, by our correction factor, the present MO-PPT theory would agree very well with the experimental data of [66] .
Strong-field ionization has also been reported in [66] for C 6 H 5 (F,Cl, Br, I), where one of the H atoms is replaced by F, Cl, Br, and I, respectively. Figure 9 shows sketches of these molecules and their highest occupied molecular orbitals (HOMOs). They do not differ too much. As the substituting atom becomes heavier, the ionization potential of the HOMO decreases. Figure 10 shows the reported experimental ionization signals, the normalized signal, and the shift factors, which have been adjusted such that they best fit MO-PPT simulations. The ionization potential and the corresponding range of Keldysh parameters are also shown in each figure. Overall, the agreement is very good. This confirms that indeed in the experiment of [66] , the measured ionization probability does NOT require volume integration-a major feature of their experiments. TABLE I. Fitted C lm structure coefficients for several monohalobenzenes and azabenzenes. The experimental vertical ionization energies are also listed.
Molecule
Orbitals Finally, we consider strong-field ionization of pyridine, pyridazine, pyrimidine, and pyrazine. These are benzene molecules where one or more pairs of the C-H arm is replaced by a single N atom. The geometry and the molecular orbital for each molecule are shown in Fig. 11 and they look very similar. (Molecules are not oriented in the experiment.) Using the same normalization procedure, in Fig. 12 we show that the measured ionization curve agrees well with the one obtained from the MO-PPT theory. The ionization potential and the Keldysh parameters are also shown on each figure.
The structure parameters for these molecules have been calculated from molecular wave functions obtained from GAUSSIAN code [69] . These parameters and the x, y, z coordinates of each atom in these molecules are given in the Tables I and II. Before closing this section, we do want to emphasize that comparison of the ionization signal between theory and experiment for polyatomic molecules should always be taken with caution. In the theoretical calculations presented here, only ionization from the highest occupied molecular orbital (HOMO) is included. For some molecules, the binding energies of inner molecular orbitals (HOMO-1, HOMO-2, etc.) can be quite close to the HOMO. Ionization from such orbitals may contribute directly to the ionization signals as well. For the long pulses used in the experiment, rescattering from returning electrons also can contribute to the ionization signals. For more accurate comparison, the calculation should be compared to pure ionization, excluding signals from any molecular fragments.
IV. CONCLUSIONS
In this paper we examined the improved PPT model [47] for studying strong-field ionization of atoms and molecules. The model was tested carefully by comparing ionization probabilities of the H atom, rare-gas atoms, and the H 2 molecule with those from the TDSE calculation. By including volume integration of the laser pulse, the PPT model is further checked by comparing with experimental ionization signals. We found that the PPT model can fit well the single-electron TDSE results and the experimental data over a broad range of laser intensities from the typical multiphoton regime to the tunneling ionization regime without the need of introducing a normalization factor. Using the molecular PPT model, we also demonstrated that it is possible to calibrate laser intensities in an experiment by measuring ionization signals over a range of laser intensities. This method is more accurate than other estimates based on the 2U p cutoff of low-energy electrons or the 10U p cutoff of high-energy electrons. In this work we also demonstrated that the ADK model works well only in the tunneling ionization region. Its prediction deteriorates quickly as the Keldysh parameter becomes larger than 1.0 (see Fig. 4 ). The present PPT model, while a little bit more complicated to calculate than the simple ADK or the MO-ADK theories, is still quite simple because it is in analytical form. This work proved that this PPT model is quite adequate for a broad range of Keldysh parameters where strong-field-ionization probability is significant (say higher than 10 −6 ). Thus we recommend that the present PPT model be used to replace the ADK model for estimating ionization rate or probability for strong-field ionization of atoms and molecules, and the present method be used to estimate peak laser intensities in experiments. It is to be noted that the present ADK and PPT models for ionization are based on the dipole approximation. Recently it has been suggested that nondipole effects may play a role in strong-field ionization [70] . While such effects have been studied recently [71, 72] showing a small shift in the photoelectron momentum distributions in the propagation direction (less than 0.025 atomic units in momentum) for ionization of atoms by a 3.4-μm laser at intensity of about 10 14 W/cm 2 or lower, due to the presence of the Lorentz force when nondipole effects are included, such a small shift has no direct consequence on the total ionization probability, which is the concern of this article. The main challenge in strong-field experiments is the characterization of laser intensity and its distribution within the focused volume. For this purpose, any effect that modifies ionization of less than a few percent is not important, especially if we are to use the ionization yield to calibrate the intensity of the laser pulse.
