








Pan Stanford Publishing Pte. Ltd.





British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library.
Solar Power and Energy Storage Systems
Copyright c© 2019 Pan Stanford Publishing Pte. Ltd.
All rights reserved. This book, or parts thereof, may not be reproduced in any
form or by any means, electronic or mechanical, including photocopying,
recording or any information storage and retrieval system now known or to
be invented, without written permission from the publisher.
For photocopying of material in this volume, please pay a copying
fee through the Copyright Clearance Center, Inc., 222 Rosewood Drive,
Danvers, MA 01923, USA. In this case permission to photocopy is not





1 Hybrid Photovoltaic/Diesel Green Ship Operating in
Stand-Alone and Grid-Connected Modes: Experimental
Investigation 1
1.1 Overall Survey 2
1.2 Proposed Hybrid PV/Diesel Green Ship Experimental
System 4
1.2.1 Power Conversion System in a Hybrid Green
Ship 4
1.2.2 Implementation of the Hybrid Green Ship 5
1.3 Stability of a Hybrid Green Ship 7
1.4 Experimental Results of a Hybrid PV/Diesel Green
Ship 12
1.5 Environmental and Economic Analysis of the
Proposed Hybrid PV/Diesel Green Ship 15
1.5.1 Environmental Analysis 16
1.5.2 Economic and Sensitivity Analysis 16
1.6 Conclusions 21
2 Improved High-Efficiency Conventional Solar Photovoltaic
System: A Novel Approach 25
2.1 Overall Survey 26
2.2 Bireflector Photovoltaic System 31
2.2.1 Electrical Modeling 33
2.2.2 Optical Modeling 35
2.3 Proposed Cooling Techniques 37
2.3.1 Passive-Air-Cooled System 37
2.3.2 Closed-Loop Water Loop System 40
vi Contents
2.3.3 Active-Air-Cooled System 41
2.3.4 Water Sprinkling System 43
2.4 Hybrid Energy Systems 44
2.5 Experimental Setup 46
2.6 Results and Discussions 48
2.6.1 Investigating the Effective Reflector
Material/Structure 48
2.6.2 Investigating the Appropriate Cooling
Technique 50
2.6.3 Combined Effect of a Cooling System and a
Reflector 54
2.6.4 Investigating the Appropriate
Architecture/Structure 57
2.6.5 Cost-Effective Solution, Optimal Control, and
Implementation Plan 58
2.7 Conclusions 63
3 A Blended SPS-ESPS Control DAB-IBDC for a Stand-Alone
Solar Power System 69
3.1 Introduction 70
3.2 Principle of the DAB-IBDC Circuit 74
3.2.1 Equivalent Circuit of Phase-Shift Control 75
3.2.2 Steady-State Analysis 76
3.3 Experimental Setup 80
3.4 Digital Control System 83
3.5 Experiment Results and Discussion 87
3.6 Conclusions 93
4 Overview of Transformerless Inverter Structures for
Grid-Connected PV Systems 97
4.1 Introduction 98
4.2 Power Converter Technology for PV Systems 98
4.3 H-Bridge-Based Inverter Structures 101
4.3.1 Modulation Strategies 102
4.3.1.1 Bipolar modulation 102
4.3.1.2 Unipolar modulation 104
4.3.1.3 Analysis 104
4.3.1.4 Hybrid modulation 105
Contents vii
4.3.2 H5 Inverter (SMA) 107
4.3.3 HERIC Inverter (Sunways) 109
4.3.4 REFU Inverter 112
4.3.5 FB-DCBP (Ingeteam) Inverter 114
4.3.6 Full-Bridge Zero-Voltage Rectifier Inverter 117
4.4 FB-Derived Inverter Topologies: An Overview 119
4.5 NPC-Based Inverter Structures 120
4.5.1 NPC H-Bridge Inverter 120
4.5.2 Conergy NPC Inverter 122
4.6 NPC-Derived Inverter Topologies: An Overview 125
4.7 Typical PV Inverter Structures 125
4.8 Generic Control Structure for a Single-Phase
Grid-Connected System 127
5 Facile One-Step Synthesis of a Composite CuO/Co3O4
Electrode Material on Ni Foam for Flexible
Supercapacitor Applications 131
5.1 Overall Survey 131
5.2 Materials and Methods 132
5.3 Experiments 138
5.3.1 Materials Preparation of Co3O4 and
CuO/Co3O4 138
5.3.2 Characterization 139
5.3.3 Electrochemical Measurements 140
5.4 Conclusions 141
6 Hybrid Reduced–Graphene Oxide/MnSe2 Cubes: A New
Electrode Material for Supercapacitors 143
6.1 Overall Survey 144
6.2 Materials and Methods 146
6.3 Conclusions 158
Appendix 159
A6.1 Experimental Section 159
A6.1.1 Synthesis of rGO, Pristine MnSe2, and
G-MnSe2 Materials 159
A6.1.2 Material Characterization 160
A6.1.3 Electrochemical Measurements 161
viii Contents
7 Solar Panel Temperature Control System Using IoT 165
7.1 Introduction 166
7.2 Materials and Methods 168
7.2.1 Control Part 168
7.2.2 Solar Panel Part 170
7.2.3 Smartphone Application Part 171
7.3 Experimental Setup 171




Today’s energy path depends largely on fossil fuels, and we are
already facing alarming consequences in terms of climate change
and energy security. Solar cells have been recognized as an
important alternative power source since the 1970s. Solar cells are
also promising as a carbon-free energy source that can suppress
global warming. The power conversion efficiency of a solar cell is
well defined as the ratio between the electric power produced by
the solar cell and the incident sunlight energy per unit of time.
At present the highest reported cell efficiencies in laboratories are
around 40%, while the power conversion efficiencies for thermal
power generation can exceed 50%. This, however, by no means
indicates any advantage related to thermal generation, since its
resources, such as fossil fuels, are limited while solar energy is
fundamentally unlimited. However, during nighttimes, we cannot
get electricity from the sun, so we need some storage systems for
nighttimes.
Design and fabrication of electrochemical energy storage sys-
tems with both high energy and power densities as well as long
cycling life is of great importance. As one of these systems, a battery-
supercapacitor hybrid device (BSH) is typically constructed with a
high-capacity battery-type electrode and a high-rate capacitive elec-
trode, which has attracted enormous attention due to its potential
applications in, for example, future electric vehicles, smart electric
grids, and even miniaturized electronic/optoelectronic devices.
Before we start research on BSH, we must study supercapacitors.
So I have introduced the results of several supercapacitor studies in
Chapters 5 and 6.
In this book I have introduced several examples of solar
energy applications, such as solar ships, DAB converters, and
x Preface
transformerless inverters. In addition, I have described how to
increase the efficiency of conversion of sunlight to electricity for
the future. In the last chapter, Chapter 7, remote control by using
a personal smartphone is described.
Chapter 1
Hybrid Photovoltaic/Diesel Green Ship
Operating in Stand-Alone and
Grid-Connected Modes: Experimental
Investigation
In this chapter, we describe the experimental results from the
operation of a prototype green ship in Geoje island, South Korea. As
Korea is a peninsula situated between the continent and the sea, its
location is ideal for utilizing a photovoltaic (PV)/diesel green ship.
After ground testing with a stand-alone PV generation system, this
PV system was added to a conventional diesel ship. The prototype
green ship consisted of a PV generation system, a diesel engine,
battery energy storage, a hybrid control system, and a stand-alone
and grid-connected inverter. The aim of the green ship was not only
to minimize fuel consumption but also to support the power grid
as distributed generation connected to the smart grid (on land) and
microgrid (on island) in the near future. At the end of this paper,
environmental, economic, and sensitivity analysis mainly based on
experimental results will be discussed.
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1.1 Overall Survey
Around the world, governments have strived to increase the share of
renewable green energy in power production. Study of solar energy
is increasing because of the serious global warming. Conversion
of sunlight into electricity is very important as an alternative
source. Solar energy is considered as the best source of renewable
energy, and it is unlimited clean energy. Solar radiation can be
harnessed and converted into different forms of energy, and it
will not pollute the environment. To transform solar radiation we
need collectors of sunlight, like solar cells. The main interests have
been energy security, the increasing prices of carbon-based energy
sources, and minimization of global warming. Global shipping is a
major contributor to global greenhouse gas (GHG) emissions, being
responsible for approximately 3% of global CO2 emissions.
1, 2 The
International Maritime Organization is now working to start GHG
regulations for global shipping and is under pressure, for example,
from the EU and the United Nations Framework Convention on
Climate Change, to apply regulations that will have a substantial
impact on emissions.3 In addition, because global shipping is
normally powered by stand-alone diesel generators for electricity
supply, the shipping industry is affected considerably by the increase
in global fuel prices. Therefore, the use of a renewable energy
resource in the shipping industry would be a great advantage,
particularly in reducing CO2 emissions and the dependence on
the highly unpredictable diesel price.4 The mandatory renewable
energy targets in Korea are expected to be 11% in 2020 compared
to 2.4% in 2008, as shown in Fig. 1.1, which shows increasing trends
in the world energy policy.23 Therefore, every possible method for
increasing the proportion of renewable energy is required to meet
the goals and expectations. Many studies have examined hybrid
energy systems.5−15 Among the renewable energy sources, the
abundant solar energy is most applicable to conventional ships at
the sea.16, 17 Abdullaha et al.24 proved that hybrid power schemes
are more sustainable in terms of supplying electricity in rural
areas compared to a stand-alone photovoltaic (PV) system due
to prolonged cloudy and dense haze periods. The investigators
Overall Survey 3


























Figure 1.1 Renewable energy targets (%).
presented reliable and cost-effective hybrid energy systems.25 A
hybrid green ship (hybrid PV/diesel) might be an effective solution.
This chapter proposes a hybrid PV/diesel green ship operating in
a stand-alone and grid-connected modes. PV is the primary power
source of the system for the electrical loads in the ship, and the
diesel engines are used to compensate for the fluctuating electric
power from the PV system. A battery bank is also installed in the
hybrid system to supply stable power.18 Unlike a conventional PV
hybrid system on land, a hybrid green ship utilizes the free space
on the ship. In addition, with grid-connected inverters, the overall
power flow is broadened from the smart grid on land to the off-
grid on the island, which is more economical than a hybrid PV
(stand-alone only)/diesel system. Also, Korea is a peninsula that
stretches from the north to the south, located at latitude 33◦ ≈ 43◦N,
longitude 124◦ ≈ 132◦E. As Korea is situated between the continent
and the sea, its location is ideal for utilizing a PV/diesel green ship
between the continent and the sea. Therefore, the proposed hybrid
PV/diesel green ship is effective in countries with these territory
characteristics.
This chapter reports the experimental results from the operation
of a prototype green ship in Geoje island, South Korea. After ground
testing with a stand-alone PV generation system, the PV system
was adopted for a conventional diesel ship. The prototype green
ship consisted of a PV generation system, a diesel engine, battery
4 Hybrid PV/Diesel Green Ship Operating in Stand-Alone and Grid-Connected Modes
energy storage, a hybrid control system, and a stand-alone and
grid-connected inverter. The aim of the green ship was not only
to minimize fuel consumption but also to support the power grid
through a smart grid in the near future.
The remainder of this chapter is organized as follows: Section
1.2 discusses the hybrid system configuration and operation mode.
The stability test results for the hybrid green ship equipped with
a PV system are given in Section 1.3. Section 1.4 discusses the
experimental results of the hybrid green ship according to the
operation mode. Section 1.5 gives an environmental, economic, and
sensitivity analysis of the hybrid green ship.
1.2 Proposed Hybrid PV/Diesel Green Ship
Experimental System
The operation of the hybrid PV/diesel green ship is divided mainly
into modes A (at sea) and B (in port). The power ratings of
the hybrid PV/diesel system were approximately 3.2 kW for the
electrical loads, such as lighting, global positioning system (GPS),
and communication system and video system, in the cruise ship
(85 ton). Figure 1.2 shows a block diagram of the proposed hybrid
system. Table 1.1 provides details of the hybrid system components.
In the conventional ship, two diesel-powered generator (20 kW) are
installed to meet the occasional peak load of the winch motor to pull
the ship anchor. The power rating of base electrical loads of the ship
is under 3 kW, which can be thoroughly covered by the PV system.
1.2.1 Power Conversion System in a Hybrid Green Ship
As mentioned above, there are mainly two operation modes. Mode
A (at sea) is like the stand-alone mode of PV systems on land, as
shown in Fig. 1.2. According to the status of PV power, the electrical
loads in ships can be powered by either a battery bank or a diesel
generator. The PV arrays on the left and right sides of the roof are
connected separately to a solar controller (DC–DC converter) due
to the different maximum power point (MPP). Once the cruise ship
is in harbor and the battery is fully charged, the extra PV power
Proposed Hybrid PV/Diesel Green Ship Experimental System 5
Figure 1.2 Block diagram of a hybrid PV/diesel green ship.
can be utilized through a grid-connected inverter. To meet the input
voltage range of the grid-connected inverter, the PV arrays on the
left and right are connected in series, not requiring an additional
power conversion unit, resulting in a doubling of the Voc (open
circuit voltage). The control of the hybrid systems is summarized in
Fig. 1.2, where SWA, SWB, and SWC are the magnet contact switches
controlled by a laboratory-made hybrid control panel. The auto
transfer switch (ATS) is installed between the output of the DC–
AC inverter (stand-alone) and the output of the diesel generator to
simply change the operation mode.
The monitoring system for the hybrid green ship was established
using the LabVIEW
TM
program, as shown in Fig. 1.3. The monitoring
system was connected to the PC through an RS232 communication,
storing the acquired data in the Microsoft Excel file. The controller
board includes an Atmel AVR ATmega 128. The prototype hybrid
green ship plied between Geojedo (island) and Somaemuldo
(island). Through the experiment, the validity of the hybrid green
ship was confirmed.
1.2.2 Implementation of the Hybrid Green Ship
After the verification experiment of the hybrid PV/diesel system on
land in 2010, the proposed system was installed as an 85-ton level of
l)lnd 
Ct'nentor 
s w, sw. s w. SWu 
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Stability of a Hybrid Green Ship 7
Figure 1.3 Monitoring the system for a hybrid green ship (LabVIEWTM
program).
the cruise ship in 2011, in Geoje island. After searching for a suitable
ship, a conventional ship was renovated according to the proposed
design mentioned above.
Unlike the PV plants on land, the total weight of the PV generation
system and the wind pressure on the PV arrays are the main
concerns regarding the safety of a ship at sea. Approved by the
Korea Ship Safety Technology Authority (KST), PV systems were
installed on a conventional cruise ship and controlled by a hybrid
control panel. 3.2 kW (200 W/16 EA) of PV arrays were installed
at the back of the ship, as shown in Fig. 1.4. A battery bank was
installed in the basement of the ship, taking into consideration
the stability of the ship. Section 1.3 provides details of the safety
problems.
1.3 Stability of a Hybrid Green Ship
The selected ship for the experiment was a normal passenger ship
(85 ton, 263 passengers). Stability is one of the greatest concerns
for a passenger ship. The back of the dock was renovated according
to the design, as shown in Fig. 1.5, considering the mean height of the
8 Hybrid PV/Diesel Green Ship Operating in Stand-Alone and Grid-Connected Modes
Figure 1.4 Prototype of a hybrid PV/diesel green ship (Geoje Island, South
Korea/34.7269◦N, 128.6042◦E).
Figure 1.5 Installation drawing of PV arrays.
passengers, wind pressure, and maintenance. During the verification
experiment of the hybrid PV/diesel system on land in 2010, the
power production of the PV system was measured by changing the
tilt angle of the solar panel. The results showed that the group
with a 0◦ tilt showed poor power production due to dirt on the
Stability of a Hybrid Green Ship 9
solar panels. In this study, a 15◦-tilted solar panel was installed
instead of the awning of a conventional ship. A polycarbonate sheet,
which is a transparent plastic material with outstanding impact
resistance, was also installed under the PV arrays for passenger
safety. To evaluate the stability of the hybrid green ship, the weight
of each component was checked and assessed by the KST. The main
objective of the KST is to inspect vessels in accordance with the
Ship Safety Act to prevent exposing the vessel and crew to any
unpredictable dangers that may occur at sea.
According to Article 28 (Keeping Stability) of the Ship Safety
Act in Korea, the owner of a ship that falls under any of the
following subsections shall maintain stability according to the
criteria determined/publicly announced by the minister in the event
a ship, such as a passenger ship, is determined by the Ordinance
of the Ministry of Land, Transport and Maritime Affairs to be 12 m
or longer. In connection with stability under Article 28, an owner
of a ship shall submit the materials for stability to the minister for
approval as to whether or not the stability is appropriate and shall
provide all the necessary materials approved for stability to the
captain of the ship.19
In this study, a conventional ship was modified to a hybrid
green ship without changing the main frame size of the ship.
The KG (vertical center of gravity) and the LCG (longitudinal
center of gravity) were affected slightly by the removal and
installation of components, such as PV arrays, power conversion
units, and polycarbonate sheets. An authorized inspector checked
the renovated hybrid green ship and identified an increase in the
LIGHT WEIGHT (approximately 1.154 tons, a 1.38% increase) and
displacement of the KG (a 0.033 m increase) and LCG (0.029 m to
the bow of the ship). The renovated hybrid green ship passed the
stability inspection by the KST, as shown in Table 1.2, showing a
displacement of LIGHT WEIGHT between 0.5% and 2%, with an
increase in KG. In the proposed green ship, the total increase in
weight is 1.154 ton, which is 1.3% of the total weight of the ship and
7% of the total weight of the maximum number of passengers with
the average weight of an adult human (62 kg), which did not impact
energy saving potential.

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































12 Hybrid PV/Diesel Green Ship Operating in Stand-Alone and Grid-Connected Modes
Figure 1.6 Experimental waveforms at PV arrays.
1.4 Experimental Results of a Hybrid PV/Diesel
Green Ship
The experimental results presented in this section were recorded
after an inspection by the KST and obtaining permission for ship
operation by the Korean Maritime Police. The experiment was
conducted according to the operation mode, as mentioned in
Section 1.2.
First, in the stand-alone mode, the outputs of the PV arrays and
the battery bank were checked with only the DC loads turned on,
such as lighting, communication, and GPS equipment. Figure 1.6
presents the PV array voltage of the left side (VPV Left), the PV array
current of the left side (IPV Left), the battery voltage (VBatt), and the
battery current (IBatt) to the DC loads. In Fig. 1.5, VPV Left = 107.26 V
and IPV Left = 2.38 A, resulting in a power of 255 W to the solar
controller. In addition, the battery voltage was 25.7 V, which is equal
to the output of the solar controller, and the battery current was
2.401 A during charging. In this case, the power to the loads was
less than the power from the PV arrays.
Figure 1.7 shows the battery voltage (VBatt), battery current
(IBatt), voltage of the stand-alone inverter (vINV), and current of the
stand-alone inverter (iINV) to electrical loads in the operation of the
Experimental Results of a Hybrid PV/Diesel Green Ship 13
Figure 1.7 Experimental waveforms in the stand-alone mode (before the
cruise).
passenger ship between Geojedo (island) and Somaemuldo (island).
Unlike Fig. 1.6, during the course, the electrical loads included the DC
and AC loads. In the experiment, a pulse width modulation–modified
sine wave type was used for the stand-alone mode inverter, as shown
in Fig. 1.7, resulting in a square waveform voltage and current with
60 Hz. During the measurement, the power supplied to the loads was
approximately 773 W.
Figure 1.8 shows the logged data of PV production and power
to the loads during the cruise. The passenger ship began to cruise
at 10:24 a.m. (July 21, 2011) from Geojedo (island) to Somaemuldo
(island). There was a difference in power output between the PV
array of the left side and the PV array of the right side. This is because
the PV arrays were tilted 15◦ (see Fig. 1.4) and the passenger ship
was affected by the rolling, pitching, and yawing movements.
On the other hand, to solve the problem of the different MPP, the
solar controllers were connected separately to the PV arrays on each
side, tracking the MPP per arrays. The electrical loads were varied
arbitrarily by the captain of the ship. When the output power of
the PV arrays was higher than the electrical loads, the battery bank
was charged by the excess amount for later use. On the contrary, the
battery bank supported the shortage when the output power from
the PV arrays was less than the connected electrical loads.
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Figure 1.8 Experimental waveforms in the stand-alone mode (during the
cruise).
In this study, a grid-connected mode was implemented when the
ship was at anchor in the harbor. The PV arrays were connected
in series using a simple change in magnet switches, resulting in
Ns (number of series connections) = 8 and Np (number of parallel
connections) = 2. The open-circuit voltage of the PV arrays in the
grid-connected mode was 265.6 V, which satisfies the input voltage
range of a DC–AC inverter (grid connected). In the case of grid
faults, such as grid over/undervoltage, grid over/underfrequency,
overcurrent, and ground fault, the grid-connected inverter will wait
5 min. prior to restarting. Figure 1.9 shows the voltage of the PV
arrays (VPV Total), current of the PV arrays (IPV Total), AC grid voltage
(vGrid INV), and AC grid current (iGrid INV) at Geojedo (island). The
output voltage of the PV arrays in the grid-connected mode was
increased to 224 V, which is the voltage at MPP (Vmpp). The injected
active power to the grid was approximately 600 W at 3:20 p.m. (Sep.
27, 2011), as shown in Fig. 1.9. The injected grid current includes
low-order harmonic components due to the effect of the weak
and distorted grid at Geojedo (island), requiring an improvement
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Figure 1.9 Experimental waveforms in the grid-connected mode.
The performance of the hybrid PV/diesel operation was evalu-
ated by changing the electrical loads arbitrarily when the ship was
at anchor in the harbor (Oct. 31, 2011), as shown in Fig. 1.10. During
the performance test, a change in operation mode occurred three
times from PV mode to diesel mode and vice versa. It takes 8–10 s for
the diesel generator to reach normal operation. However, the power
from the battery bank supported the transient stability, including
critical loads, such as a GPS navigator, light detection and ranging,
and lighting.
1.5 Environmental and Economic Analysis of the
Proposed Hybrid PV/Diesel Green Ship
The Korean government has introduced a number of new incentives
and support programs, such as the “1 million green homes” program.
Korea’s electricity prices are cheaper than in Europe and Japan,
but they are likely to rise in the near future. This will trigger the
installation of PV systems on rooftops. On the other hand, these
support programs for PV systems are limited to the ground-mount
type or rooftop type and a lack of space will be a severe limitation for
16 Hybrid PV/Diesel Green Ship Operating in Stand-Alone and Grid-Connected Modes
Figure 1.10 Power output of the hybrid PV/diesel systems.
PV installation. Therefore, the hybrid PV/diesel green ship can be an
alternative solution, particularly in countries with small territorial
dimensions. In addition, remote areas, such as islands, are greatly
affected by the increase in global fuel prices.4 Consequently, a hybrid
PV/diesel green ship would be of great benefit in these locations.
1.5.1 Environmental Analysis
The proposed hybrid PV/diesel green ship could reduce 3.5 tons
of GHG equivalent of CO2 annually. In addition, a total of 70 tons
of GHG could be avoided during the lifetime of 20 years. The
reduction of GHG on 70% PV penetration was compared with a
diesel-only powered ship, given in Table 1.3. The reduction in CO2
with increasing PV penetration of 30%, 50%, and 70% is depicted
in Fig. 1.11, which shows a positive impact on CO2 and fuel savings
potential of the green ship.
1.5.2 Economic and Sensitivity Analysis
The total cost of each component of the hybrid PV/diesel green ship,
including mainly the PV module, the solar battery bank, and the
power conversion unit, is shown in Table 1.4.
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Table 1.3 Annual CO2 emissions and fuel savings for a hybrid
PV/diesel green ship
Diesel only 70% PV
penetration
Operating days (annually) 150 150
Operating hours of the diesel engine (daily) 6 1.8
Diesel consumption rate (L/h) 3
Diesel (DM grade): density (kg/m3) 830
Diesel (DM grade): % of carbon 85
Emission of carbon (ton) 1.905 0.571
Carbon to carbon dioxide (44/12) 3.667
Emission of carbon dioxide (ton) 6.984 2.095
Avoided emission of carbon dioxide (ton/year) – 4.889
Fuel saving (kL) – 1.6
Figure 1.11 Emission of CO2 and fuel saving potentials according to the PV
penetration (%).
An economic analysis has been performed in this section to
encourage the installation of the hybrid PV/diesel system on a ship.
To simplify the cost analysis, the following principles and equations
were used to calculate the payback period:
• The initial investment cost (A) includes the components of
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Table 1.4 Cost analysis of the hybrid PV/diesel green ship
Component Unit price ($) EA Price ($)
V module (200 W) 660 16 10,560
Solar controller 800 2 1600
Solar battery 100 16 1600
DC–AC inverter (stand-alone) 1000 1 1000
DC–AC inverter (grid connected) 1600 1 1600
Hybrid control panel 3000 1 3000
Construction cost (frame) 8000 1 8000
Construction cost (electrical works) 4000 1 4000
Initial investment cost (A) 31,360
• The maintenance cost is not involved in the calculation
because it is negligibly small in PV systems.
• Fuel consumption in a diesel generator is 3 L/h.
• Fuel prices (B) and PV panel prices are assumed to be
constant. (Recently, however, the PV panel prices have been
falling and fossil fuel prices have increased. This would
reduce the payback period.)
• The utilization of PV energy will result in earning of carbon
credits ( J ) of around 20$ for each ton of GHG.20, 21 (South
Korea starts emissions trading in 2015. Carbon pricing
would reduce the payback period.)
• Operation hours of the stand-alone mode per day (E )
include the supply of electricity to the ship and island.
• Operation hours of the grid-connected mode per year (F )
include the supply of electricity to the power grid. The
electricity bill (G) is assumed to be 0.1$/kWh in Korea.
• The maximum number of operation days of the hybrid
PV/diesel system is set to 150 days/year. The maximum
number of operation hours of the hybrid PV/diesel system
is set to 6 h/day (= E + F ).
• There will be no financial support from the government,
such as tax incentives. (This factor would reduce the
payback period.)
• The loan rate22 offered from the lending institution for the
initial investment cost is not considered.
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Table 1.5 The cost analysis of the hybrid PV/diesel green ship
Percentage of PV penetration 70%
Initial investment cost (A) 31,360$
Fuel price (B) 1.7$/L
Diesel consumption rate (C ) 3 L/h
Operation of hybrid PV/diesel green ship (D) 150 days
Operation hours of the stand-alone mode (E ) 3 h/day
Operation hours of the grid-connected mode (F ) 1.2 h/day
Electricity bill (G) 0.1$/kWh
Power rating of the PV system (H ) 3.2 kW
Total efficiency of the PV system (I ) 0.94
Carbon credit ( J ) 20$/ton
Avoided emission of carbon dioxide (K) 4.889 ton/year
Payback period (X ) 11.87 years
According to these principles, the payback period was calculated
using the following equation:
X = AD × (B × C × E + F × G × H × I ) + J × K (1.1)
The payback period of the proposed hybrid PV/diesel green ship is
11.87 years according to the assumptions in Table 1.5.
The payback period decreases with an increase in the number of
operating hours of the stand-alone mode and the possible operation
days of the PV/diesel green ship. Also, the stand-alone and grid-
connected modes (including the operation on land and island)
within 6 h of the maximum operation hours per day show potential
supply of electricity to the power grid, as shown in Fig. 1.12.
When the electricity bill is increased, the payback period of the
hybrid PV/diesel green ship is reduced, which is the denominator
part of the equation above. South Korean electricity prices remain
much lower than those in other developed countries, as shown in
Fig. 1.13. South Korea raised electricity prices twice in 2012 to help
the country’s monopoly power distributor to cover the higher fuel
costs.26
The payback period is expected to be reduced more due to the
decreasing PV module costs, increasing diesel fuel costs, and CO2
emission regulations.20−22
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Figure 1.12 Payback period according to the operation hours of the hybrid





































Figure 1.13 Residential electricity bill of Korea (1994–2008).
The choice of the hybrid PV/diesel green ship is mainly
dependent on the diesel price, being feasible if the price is more than
1.05$/L.4 As the diesel price on the market in Korea is already above
1.05$/L, as shown in Fig. 1.14, the hybrid PV/diesel green ship is not
expected to be sensitive to variation in the diesel price.27 Although
the hybrid PV/diesel green ship will ultimately be cost effective, a
government subsidy is still essential for its widespread use.
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Figure 1.14 Diesel price in Korea (1994–2011).
1.6 Conclusions
This chapter proposed that the hybrid PV/diesel green ship operates
not only in a stand-alone mode but also when connected to a smart
grid. To commercialize the proposed green ship in the near future, a
conventional passenger ship was fitted with a 3.2 kW PV system and
operated during the project. The operating strategy of the hybrid
PV/diesel system, stability assessment, and economic analysis were
discussed and the following conclusions were made:
• 3.2 kW PV arrays were fixed on the top of the green ship
with a tilt of 15◦, taking into consideration the cost of
installation, maintenance cost, and stability against wind.
• The stand-alone mode and the grid-connected mode were
controlled automatically or manually by the captain of the
ship.
• The hybrid PV/diesel operation was stable with the battery
bank during mode changes.
• The hybrid PV/diesel green ship passed the stability
assessment test by the authorized department (KST in this
project).
• The payback period of the initial investment can be reduced
due to the decreasing PV module costs, increasing diesel
fuel costs, and CO2 emission trading system.
• The hybrid PV/diesel green ship will decrease the de-
pendence on fossil fuels and might be one solution for
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extending the energy flow from land (smart grid) to island
(remote areas).
• The hybrid PV/diesel green ship is expected to be commer-
cialized and adopted widely in a range of diesel-powered
ships.
As a conclusion, the hybrid PV/diesel green ship has potential use
in countries of a peninsular nature or of many islands, especially in
terms of upgrading existing stand-alone diesel-powered ships under
100 tons due to GHG regulations.
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Solar Photovoltaic System: A Novel
Approach
Global environmental concerns and the escalating demand for
energy, coupled with steady progress in renewable energy tech-
nologies, are opening up new opportunities for the utilization of
renewable energy resources. Solar energy is the most abundant,
inexhaustible, and clean of all the renewable energy resources till
date. The amount of power from the sun intercepted by the earth
is about 1.8 × 1011 MW, which is many times larger than the
present rate of the entire energy consumption. Reducing prices
of solar PV systems has been a constant challenge. Despite the
recent advances, the prices of solar PV systems are still higher than
those of conventional energy resources. In this chapter, a novel
uninterruptible and environment-friendly wind-solar hybrid energy
system (HES) with suitable cooling and reflector systems has been
discussed. The solution was optimized by HOMER software using
local solar and wind resources. The study presented in this chapter
examines the effectiveness of three different structures/materials
as reflectors: (i) silvered glass plane mirror, (ii) convex spherical
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mirror, and (iii) aluminum (Al) foil. A comparative analysis of four
different cooling techniques, that is, the water sprinkling system, the
passive heat sink method, the active air fan method, and the closed-
loop method, for enhancement of the output power was performed.
A novel bireflector solar PV system (BRPVS) was suggested to
control the working of the reflectors. In addition, the effect of using
a reflector on the temperature of a solar PV system was studied.
The combined enhancement of the output power by both the Al foil
BRPVS and the cooling system was almost 22.8%–38.6%. An optimal
control algorithm to use cooling and a BRPVS in an efficient manner
is described.
2.1 Overall Survey
The use of solar photovoltaic (SPV) electric systems is growing
rapidly in the sustainable renewable energy market, and these
are expected to play an important role in the mix of future
sustainable energy.1, 2 On the other hand, the initial capital cost of
the photovoltaic (PV) modules and systems has always been a major
barrier to the widespread use of this technology over the globe.
The initial price of SPV systems can be reduced by producing more
power out of the same PV module. The PV module’s power output
can be increased by increasing the incident solar radiation falling on
a PV module according to the inherent characteristics of the PV cells.
The distribution of solar radiation is not constant throughout a day.
The sun changes its position from morning to evening, and its locus
fluctuates throughout the year. A fixed installed solar panel with no
sun tracking system cannot provide high output power. Single- and
dual-axis solar trackers have been proposed for this purpose. On
the other hand, installing a tracking system not only increases the
initial cost of the SPV system as a number of motorized components
are required but also reduces the life of the mechanical design of an
SPV system frame because it will require a movable and adjustable
structure. In addition to these drawbacks, the energy required for
these motors to move the SPV system is also a problem. Power
supply requires an energy storage system and a power converter
system for smooth operation of these motorized tracking systems.
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Previous studies reported that the intensity of solar radiation can
be increased with a planar reflector system.3 These reflectors will
reflect light on the solar panel to enhance the electrical power
output. The concentrating mirror booster technology is attracting
increasing attention. The low cost and abundant availability make
this option the most desirable. Nevertheless, inexpensive and cost-
effective solutions are required to make installation more practical.
The initial focus of the solar thermal (ST) system was the output
of a solar cell during winter.4−6 Some researchers found that the
alignment and placement of the solar panel at high latitudes with
a vertical collector with a horizontal reflector.7 Ray tracing models
were also studied to calculate the increase in irradiation for a given
reflector geometry.7−10 Among these models, some apply diffuse
reflectors that use a combined view factor and specular reflectance
mode,11, 12 whereas some analyze the 2D specular reflectance
model and some use experimental data.7, 10, 13, 14 The introduction
of nonspecular corrugated booster reflectors enhances the results
by up to 8%, and bidirectional reflectance function (BDRF) of these
corrugated material is also noticed.12 Enhancing radiation may
improve the temperature of a PV module when the power and
efficiency of the PV cell are decreased. Studies have shown that the
efficiency of an amorphous silicon cell decreases by 0.05% with
every 1◦C temperature increase, and in the case of a crystalline
silicon solar cell, the decrease ranges from 0.4% to 0.5%.15 The
effect of irradiance and temperature on output power (Fig. 2.1)
is discussed by Wang et al.16 A cooling system can enhance the
performance of solar systems. Currently, the challenge for an SPV
system is to design a cost-effective cooling system.
Different solutions have been proposed to decrease the operating
temperature of a PV panel. Skoplaki et al.15 calculated the depen-
dence between the conversion efficiency and temperature of PV
cells. A hybrid PV/thermal (PV/T) solar system is a reliable method
for cooling PV panels.17 In this system, the PV panels are attached to
the cooling system. Water or air, which is used as a cooling agent,
is circulated around the PV panel to cool the solar cells. The key
factor of this system is that the warm water coming from around
the solar panel can be used for domestic purposes. In addition, a
previous study18 proposed a cooling model in which water and air
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(a)
(b)
Figure 2.1 Effect of irradiance (irradiation intensity in W/m2) and
temperature on output power (W) of the PV module.16
were both observed as cooling agents. The performance of water
as a cooling agent is higher than that of air as a cooling agent. The
high performance of water is due to the increase in the glazing
area of water. Similarly, air and passive cooling for improving the
temperature of PV panels were assessed.19
Computational fluid dynamics was also used to examine the
effects of airflow on the output of PV panels.15 In this model, air
flows under the panels to increase cooling by natural convention.
Another system for improving panel efficiency was based on water
as a coolant, in which two solar panel prototypes, one sprayed with
~ 
10 r-------~M~a~xi~m-u~m~p~ow-e~r~p~oi~nt~------~ 
• 1000 W/m2 • 800 W/m2 • 600 W/m2 
8 r-~r-~--------------------,~'~'. 








Maximum power point 
• o•c • 5o•c , , 





~ 4 'e' ~emperature 
() ' - ---- o •c 





,' ------ so •c 
,' ------ 75 •c 










O~ 100 a.. 
50 
Overall Survey 29
water and the other without spray, were compared.20 A microheat
pipe array was designed for solar panel cooling,18 which consisted
of an evaporator and a condenser. The cool water in the evaporator
section is vaporized by the input heat from the sun, which is then
passed to a condenser section that is cooled using water or air.
Therefore, the heat from the solar panel is transferred to air or
water. The analysis showed that using water as a cooling agent
decreases the temperature by 8◦C and increases the efficiency by
3%. In the case of air, the temperature was decreased by 4.7◦C
and the efficiency was enhanced by 2.6%. Therefore, water is more
effective as a cooling agent.22
Air cooling for PV panels was reported.23 A ventilated channel,
0.1 m in width, behind each PV panel was used for cooling. Thus,
a PV/T system was used, which is the most feasible solution for
cooling PV panels, with the added advantage of producing thermal
energy. This feature is more important because it generates two
main sources of energy: electricity and heat. A bifacial silicon solar
cell (Fig. 2.2) with an Al sheet reflector was studied by Moehlecke
et al.24
Overall, there are different methods to cool SPV systems, and
the use of reflectors can increase the output power of an SPV
system considerably. Most cooling systems operate on some kind
of water pumping system. The operation of this type of cooling
system requires electrical power, which can be drawn from the
SPV system. This reduces the effectiveness of the cooling system
in increasing the SPV system efficiency. Furthermore, the cost of
SPV systems increases. Continuous operation of this cooling system
requires considerable electrical energy.
Energy software developed by the National Renewable Energy
Laboratory, USA, called HOMER (Hybrid Optimization Model for
Electric Renewables), was used to develop and examine the off-
grid hybrid renewable energy system. There are several input
parameters, such as electrical load demand, constituent demon-
strated details, cost of all components related to the system,
renewable energy resources as solar radiation data and wind speed
data, generator specifications, battery specifications, and converter
specifications, that have to be supplied to HOMER renewable energy
software. An optimal pattern to provide the expected electrical












Figure 2.2 (a) Bifacial silicon solar cell with an Al sheet reflector; (b)
thermographic images—a comparison with a standard PV module.24
load demand has been designed by the HOMER renewable energy
software. HOMER executes a large number of hourly simulations
to design a complete hybrid renewable energy system. To observe
the impact of PV speculation cost, solar segregation, diesel fuel
cost, and wind speed on the cost of energy (COE) HOMER has
been executing sensitivity analysis by calculating lots of hourly data
provided from different resources. To find an optimized solution,
this study performed a number of simulations. The proposed
solution was derived using wind and solar resources of the area and
optimized using HOMER software with real-time experiments. This
study performed real-time experiments and comparative analysis
of different cooling methods proposed in the literature to integrate
the solution with the proposed reflector materials, and its effects
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on the output power of an SPV system were examined. This study
assessed three different solar reflector systems. The aim was to
find an optimal material with the best design for future commercial
amorphous and crystalline silicon SPV systems. In addition, this
research assessed an optimal way to operate an SPV system with the
proposed bireflector solar PV system (BRPVS) and cooling system.
The heating rate model and BRPVS were based on the operating
conditions, that is, solar radiation, ambient temperature, and SPV
position.
The remainder of this chapter is organized as follows: An
overview of the proposed reflector system and cooling techniques is
provided in Section 2.2. Section 2.3 presents the proposed cooling
systems. Section 2.4 discusses the hybrid energy system (HES).
Sections 2.5, 2.6, and 2.7 discuss the experimental results and
conclusions.
2.2 Bireflector Photovoltaic System
The use of planar reflectors is an already established technique for
increasing the solar flux incident on a collector, and various studies
have been performed for estimating the increase in irradiation from
a given collector-reflector system geometry. Influence of the string
mismatch losses, present at periods of heterogeneous illumination,
on the yield of PV modules equipped with static planar reflectors
was studied by Pavlov et al.25 The modules under concentration
represented here are situated in the middle of rows 2 and 3 and
are, therefore, not subject to severe edge effects (see Fig. 2.3).
Figure 2.4 presents the gain in the daily and monthly produced
energy achieved by p-Si and a-Si PV modules under concentration,
compared with the control modules.
Contrary to existing research, in our study three very inexpensive
reflective materials were addressed for economical and high-output-
power SPV systems. One material is a very thin sheet of aluminum,
ranging from about 0.006 mm to the upper ISO defined limit of
0.2 mm (200 μm). To prevent oxidation, the aluminum oxide layer
is added on top of Al during the manufacturing process of Al foils.
Aluminum foil is produced from cast ingots that are rolled to the
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Figure 2.3 Schematic of the experiment. PV module rows 2 and 3 are
equipped with reflectors; row 1 serves as the control.25
Figure 2.4 Experimental data: gain in daily and monthly produced energy
resulting from concentration. The color scale represents the daily ratio of
diffuse irradiation to global irradiation.25
required thickness using a beta radiation sensor. According to the
radiation intensity, it rolls the sheet and the roller adjusts the
thickness. Silvered glass mirror is the second material to be used as
a reflector to enhance the output power of the solar panel. From all
available shapes, a plane and convex spherical silvered glass mirror
was used. Silver nitrate was used to manufacture the mirror. Silver-
coated glass mirror has many properties that help to improve the
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Figure 2.5 An overview of a bireflector solar PV arrangement.
efficiency, such as ease of fabrication, rigidity, hardness, and ability
to take a smooth finish. For more protection, the reflective coating
was applied to the back of the glass. A beam of light reflects off a
mirror at an angle of reflection equal to its angle of incidence, that
is, if the beam of light is shining on a mirror surface at a vertical
angle, it reflects from the point of incidence at an angle in the
opposite direction.26, 27 A convex mirror helps scatter the beam of
light. Figure 2.5 presents an overview of the reflectors attached with
the SPV module discussed in this chapter.
2.2.1 Electrical Modeling
A BRPVS can be modeled by its equivalent electric circuit. Solar cells
are replaced by a current source with a photogenerated current
IL with a p-n junction diode connected in parallel. This also has
a parallel resistance, Rsh, and a series resistance, Rs, as shown in
Fig. 2.6.
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Figure 2.6 Equivalent circuit for an individual PV cell.
At a constant temperature and solar irradiance, the V –I
characteristics of the proposed model can be given using the
following relation:









− V + Rs
Rsh
(2.1)
The resistances represent the external behavior of the model.
Values of important parameters (IL,ref, Io,ref, Rs,ref, Rsh,ref and aref) for
modeling a PV module with a BRPVS can be estimated by using
conditions in Table 2.1.28
On applying all five conditions in Eq. 2.1, the following equations
are obtained [3]:
























Table 2.1 Conditions used to estimate parameters
At short circuit [dI/dV ]sc = −1/Rsh,ref
At open circuit voltage I = 0, V = Voc,ref
At short circuit current I = Isc,ref, V = 0
At the mpp I = Imp,ref, V = Vmp,ref
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The maximum power output (MPP) can be obtained from MPP
current (Imp) and voltage (Vmp) using the following relation:
Pmp = ImpVmp (2.7)
In estimating the PV module performance, the temperature de-
pendence of the maximum power point efficiency is an important
parameter and is given by the following:
ηmp = ImpVmpGT Am (2.8)
2.2.2 Optical Modeling
The proposed BRPVS can be modeled easily by considering the
conventional optical geometry approach. The total solar radiation
(Stot) absorbed by the BRPVS is equal to the sum of the direct
radiation (Sd) on the PV surface, the ground reflected radiation (Sg),
the sky-diffuse radiation (SSK), the reflected radiation from the right
reflector (SreflR) to the surface of the PV panel with a tilted plane
angle (α1), and the radiation reflected from the left reflector (SreflL)
to the PV panel with a tilted plane angle α2:
28
Stot = Sd + Sg + Ssk + SreflR + SreflL (2.9)
A previous study29 discussed the BRDF for the optical modeling of
an SPV system with a reflector. Schlick30 presents an integrative
method in the analysis, where the contribution of irradiation to
a differential point on the PV module (dx) from each differential
scattering element on the reflector (dy) in the direction of dx is
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calculated. Therefore, to determine the total solar irradiations on
the surface of the module, integration was performed along the two
principal directions of the array, x and y. Equation 2.10 shows the
energy incident on the surface of the module (E ir ) that is impacting
the plane reflector at point dx .
E ir = Ep cos (θ ′)dydz (2.10)
Equations 2.11 and 2.12 show the value of the reflected radiant
intensity per unit depth through a differential angle (Eref) and
the radiant intensity per unit depth that strikes the surface of the
module (Em), respectively.31
Eref = E irBDRF(θ , θ ′)ρ (2.11)
Em = Erefdθ (2.12)
Equation 2.14 is defined in terms of the angle of incidence (θ) of the
differential ray onto the surface of the module and the distance the
ray has traveled.31





θ , θ ′




D(θ , θ ′)dθ
(2.14)
Equations 2.10 to 2.14 can be combined and integrated along the
characteristic dimensions and multiplied by the depth of the module
being analyzed (Amodule). Irradiance (W/m2) on the surface of the













Here Am is the area of the module, ρ is the spectacularly constant
surface reflectivity, and θ ′ is the angle between incoming ray and
reflector surface.
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2.3 Proposed Cooling Techniques
The performance of PV modules is generally specified under stan-
dard test conditions (STC); however, the performance of the modules
under real field conditions differs from the expectations derived
from the results under STC due to a variety of continuously changing
conditions. Therefore, it is important to monitor the behavior of
PV modules under real field conditions with temperatures higher
than the ambient temperature defined at STC (25◦C). An increase in
temperature of the PV module causes the bandgap of the intrinsic
semiconductor to shrink, and as a result the open circuit voltage
(Voc) decreases. At the same time, a lower bandgap allows more
incident energy to be absorbed because a larger percentage of
incident light has sufficient energy to raise charge carriers from the
valence band to the conduction band; a larger photocurrent results.
As the temperature is raised, however, the internal resistance of
the material increases and the electrical conductivity decreases. The
increase in current for a given temperature rise is proportionally
lower than the decrease in voltage. Hence, the efficiency of the cell
is reduced. Cooling systems are required to reduce the temperature
and increase the efficiency of an SPV module. On the basis of a
literature survey and previous work, the following four cooling
techniques were compared in an effort to achieve the most effective
cooling system for an SPV system.33
2.3.1 Passive-Air-Cooled System
A passive-air-cooled system for solar panels involves the installation
of heat sinks at the rear side of the solar panel. A heat sink transfers
thermal energy from the higher-temperature rear side of a solar
panel to the lower-temperature surrounding air. For the effective
utilization of heat sinks, the solar panel temperature must be higher
than the that of the surroundings to transfer heat by convection,
radiation, and conduction. Cooling a solar panel by using a heat
sink is getting attention these days. Various locations on the surface
were considered for spectral distribution measurement (spectrum
in Fig. 2.7a) and irradiance distribution (bar chart in Fig. 2.7b). A
halogen spectrum provides information about the intensities and
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(a)
(b)
Figure 2.7 (a) The halogen light spectral distribution and (b) irradiance
distribution on the devices.34
nonuniformity of ultraviolet, visible light, and near-infrared (IR)
radiation from a basic data reduction.34
The geometry of the model heat sink–based SPV cooling is
investigated by Popovici et al.35 Figure 2.8a was realized using
ANSYS – Design Modeler. The ribs of the heat sink have circular holes
of 0.003 m radius, placed at a distance of 0.03 m from each other.
These holes intend to improve the air circulation near the heat sink
and to extract more heat from the PV panel. The mesh was realized
with different refinement for the heat sink and ventilation channel.
Therefore, the minimum size of the cell in the domain of interest
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(a)
(b)
Figure 2.8 (a) Geometry of the studied model35 and (b) temperature
spectra for different angles of ribs: (a) 45◦, (b) 90◦, and (c) 135◦.35
is about 0.002 m for the heat sink and ribs and about 0.008 m
for the air channel. Results of simulations consist of the PV panel
temperature variation depending on the height and angle of the ribs
(see Fig. 2.8b).
Heat transferred by a heat sink can be explained by Fourier’s
law of heat conduction. The rate at which heat is transferred by
conduction (qk) is proportional to the product of the temperature
gradient ( dT
dx ) and the cross-sectional area through which heat is
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transferred.
qk = −kA dT
dx
(2.16)
Applying the conservation of energy, for steady-state conditions, and
Newton’s law of cooling to the temperature node of the heat sink in
a duct gives the following two equations:
Q̇ = ṁ cp,in(Tair,out − Tair,in) (2.17)
Q̇ = Tsh − Tair,av
Rsh
(2.18)
Here ṁ is the air mass flow rate in kg/s.
The fin efficiency is one of the parameters that make a
higher-thermal-conductivity material important. The fin efficiency
increases with a decreasing fin aspect ratio (making them thicker or
shorter) or on use of a more conductive material (copper instead
of aluminum). Many shapes exist in the literature, ranging from
elliptical and cylindrical cylinders and conical shapes to more
sharpened surfaces, such as a rhombus.
Square sections were used with a base thickness in the 5 mm
range and a fin height of 45 mm, with an air spacing of 5 mm. To
utilize the heat sink, an optimal and cost-effective array of the heat
sink was arranged as shown in Fig. 2.8. The heat sinks were attached
to the rear side of the solar panel. A total of 26 heat sinks were used
for a 150-watt solar panel with an area of 0.991 m2.
2.3.2 Closed-Loop Water Loop System
In our experimental study we tried to combine conventional PV and
thermal heating methods to develop a very low cost multiobject
(PV cooling and water heated) system as conventional PV electricity
generation and solar heating are still very expensive. A lot of
investment is required for developing ST and SPV. For instance,
Fig. 2.9 shows a comparison of the investment costs for an ST system
and a solar electric system PV in Freiburg, Germany.36 To achieve this
goal of effective SPV cooling and water heating the PV module was
integrated with a pipe (for cooled water circulation) with a thickness
of approximately 20 mm attached to the rear side of the module. The
water to be supplied to the cooling panel was stored in a storage tank
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Figure 2.9 The investment cost for a solar thermal system and a solar
electric system PV to achieve primary energy saving of 36% in Freiburg,
Germany.36
with an insulation thickness of 10 mm. The outlet of the tank was
connected to a pump for circulating water at the required pressure.
To regulate the water flow inside the cooling panel, a flow meter with
a maximum flow rate of 8.33 L/min. was used. The cooling water
circulated through the collector, captured the waste heat from the PV
module, and produced hot water collected at the collector outlet. An
overview of the cooled-loop water-cooled system is given in Fig. 2.9.
The temperatures at various points of the system were measured
using a submersible digital thermometer (mode no. Tp101). A
small aquarium waterproof pump was used. Table 2.2 lists the
specifications of the pump used for this setup.
2.3.3 Active-Air-Cooled System
Some researchers examined the effectiveness of an air-cooled
system for a solar panel cooling system. The air cooling mechanisms
in indoor testing used halogen lamps as a light source. The impact
of the air cooling mechanism was analyzed under different levels
of solar radiation and surrounding temperature. Using a brushless
DC fan to reduce the PV panel temperature, the power output was
observed with increasing solar radiation.37
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Table 2.2 Specifications of a
submersible waterproof pump
used for closed-loop cooling
Model no. SL-389
Voltage 220–240 V
Flow rate 500 L/h
Frequency 50 Hz
Current 0.07 A
Head max 1.6 m
Dimensions 64 × 45 × 56 mm
Power 10 W
Outlet 13 mm dia
Figure 2.10 An overview of the active-air-cooled system.37
An active cooling system (Fig. 2.10) was developed on the basis
of the forced convection induced by fans as the cooling mechanism.
The DC fan attached to the backside of PV panel will extract the
heat energy distributed and cool the PV panel. The battery provides
the DC source to the forced active-air cooling system installed at
the backside (DC brushless fan) of the PV module. The DC cooling
system reduces the temperature to improve the output power of
the PV module. Two different approaches for fan cooling systems
were constructed using eight fans with the specifications shown in
Table 2.3.
The DC brushless fans were arranged in such a way that a
smaller number of fans could provide air to the entire panel. The
fans were inverted to act like ordinary room fans to provide cooled
air to the panel from the outside atmosphere. The increasing fan
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Table 2.3 Specifications of a submersible waterproof
pump used for closed-loop cooling
Dimensions (l × h × w) 120 × 120 × 25 mm
Voltage (V) 12 V DC
Safety current (A) 0.16 A + 10%
Rated current (A) 0.15 A + 10%
Power (watts) 1.92 W + 10%
Speed (RPM) 1200 RPM + 10%
Air flow (CFM) 44.73




Life (hours) 30,000 h
capacity increases the overall heat transfer and PV panel cooling
performance, but it is not advisable to increase the number of fans as
it will increase the power consumption from the battery and reduce
the overall efficiency of the system.26
2.3.4 Water Sprinkling System
Cooling the SPV system with water is the most discussed cooling
technique. The percentage decrease in temperature of a solar panel
depends on the cooling rate of the SPV material. Indoor test of
the water sprinkling method has already been performed with the
experimental setup as shown in Fig. 2.11a,b.38
The cooling period can be determined by obtaining precise
information of the cooling rate of the SPV system. The energy
balance equation provides a base to determine the cooling period.
The amount of heat absorbed by cooling water (Qab) is equal to
the amount of heat dissipated by the SPV system (Qd). The cooling
period can be determined using the following set of equations:26
Qab = Qd (2.19)
ṁ × t × Cw × Tw = mg × Cg × Tg (2.20)
Here ṁ is the mass flow rate of water, Tw is the change in water
temperature, mg is the mass of glass, Cg is the heat capacity of
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(a)
(b)
Figure 2.11 (a) PV water cooling test rig; (b) proposed PV-powered water
pumping system configuration.38
glass, Cw is the specific heat capacity of water, Tg is the change in
glass temperature, and t is the time taken to adjust the solar panel
temperature to a specified temperature.
Solar panels are manufactured from silicon, with the top covered
completely by glass so that the physical properties of glass are taken
as the physical properties of the solar panels.
2.4 Hybrid Energy Systems
A number of authors have used HOMER for optimizing hybrid
systems for different locations worldwide. HOMER is found to be
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Figure 2.12 Schematic diagram of the optimized power systems simulated
in HOMER software: (a) base/reference system, (b) solar-wind hybrid (SPV-
W), (c) wind generator (W-GEN), (d) solar-wind generator (SPV-W-GEN), (e)
solar (SPV), and (f) solar generator (SPV-GEN).
one of the most widely used software for the optimization and
sensitivity analysis of hybrid systems. The inputs required for
the analysis are solar radiation, wind speed, temperature data,
load profile, constraints, system control, and economic factors.
The HOMER software/database was used to search for optimized
solutions based on the available resources. On the basis of the
optimized system suggested after a brief analysis of local renewable
resources by HOMER, five different configurations were considered
as comparative and optimized solutions, as depicted in Fig. 2.12:
(i) solar-wind-generator (SPV-W-GEN) HES, (ii) SPV system, (iii)
solar-wind hybrid (SPV-W), (iv) solar-generator (SPV-GEN) HES, and
(v) wind generator (W-GEN). All five systems were off-grid, and
the size of the system was optimized in such a way that all the
energy generated by the systems used served the electrical load of
houses where these systems were installed to avoid any expenses
related to grid expansion. A comparative analysis was performed by
comparing the outcomes of these five systems, with the base system
comprising a generator serving the load.
AC 
Gen Electric load 11 
(a) (b) (c) 
(d) (e) (f) 
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2.5 Experimental Setup
To confirm the effectiveness of the proposed method and techniques
and to achieve a very clear comparison, an experimental setup was
developed to determine the effect of the aforementioned materials
and cooling techniques on the output power and temperature. The
experimental work was performed in front of the 107 mechatronics
engineering building and the laser sensor and application labora-
tory, Pusan National University, at latitude 31.04083◦N, longitude
31.4861303◦E. The experiments were conducted in April 2016, and
the azimuth of 304◦ (a) in each experiment was measured from the
north in Busan. Experiments with a slight modification were then
performed at the Nelson Mandela African Institute of Technology,
Arusha, Tanzania, (latitude 3◦23′58′′S, longitude 36◦47′48′′E), in
January 2017. The tilt angle varies with location, and optimal tilt
angles of 30◦ and 0◦ were selected for the experiment on a solar
panel facing south 0◦ at Busan and Arusha, respectively. Initially,
a commercial PV module with a capacity of 20 watts was used to
determine the effect of the reflectors on its performance at the given
latitude. The electrical specifications of the module used for analysis
of the bireflector system are given in Table 2.4 under STC.
A MASTECH MS8217 millimeter was used to measure the voltage
and current under various irradiance and reflector conditions. A
FLUKE VT04A visual IR thermometer was used to record the
thermal images at a specified time. Three different materials and
structures were studied. The voltage and operating temperature of
the PV module were recorded and saved using an EL-USB-3 voltage
data logger and EL-USB-3 temperature and humidity data logger.
Table 2.4 Specifications of a solar panel
Short circuit current 1.38 A
At open circuit voltage 21.5 V
Maximum power voltage 17.5 W
Maximum power current 1.15 A
Maximum power 20 W
Test conditions AM 1.5 25◦C 1000 W/m2
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Figure 2.13 Experimental setup for a comparative analysis of proposed
cooling systems, that is, (a) a closed-loop system, (b) no cooling, (c) heat
sink–based passive cooling, (d) an active-air-cooled fan system, and (e) a
watering sprinkling system.
An aluminum foil sheet, 0.5 mm in thickness, was used to make
the structure firm. The foil was wrapped around a rectangular
hard paperboard. For the very first experiment, the area (LXW) of
the aluminum foil was kept the same as that of the solar panel
(0.54 m × 0.36 m). A silver-coated plane mirror of 0.1944 m2
area was used. The convex mirror scatters light, so two convex
mirrors, 15 cm in diameter each, were fixed together and used as a
reflector, as shown in the figure. For the real-time installation of SPV
systems, perfect south (180◦N) is not available, so three different
positions were studied: southwest 210◦N (30◦ diverted toward the
west) and southeast 150◦N (30◦ diverted from the south toward
the east). A VICTOR 816 digital anemometer was used to measure
the wind velocity of the surrounding air. Detailed solar insolation
and weather data were obtained from a weather station installed.
The experimental setup acquired data continuously from sunrise to
sunset.
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2.6 Results and Discussions
2.6.1 Investigating the Effective Reflector
Material/Structure
A 20 W solar panel was used to determine the effects on the
outcomes of the SPV system using an optimized BRPVS made up of
convex spherical mirrors, plane mirrors, and aluminum foil sheet.
The panel was placed at 0◦ south. Figure 2.14a shows the open
circuit voltage, short circuit current, and power from 8:30 to 16:30.
The open circuit voltage remains almost constant from 8:30 a.m. to
4:00 p.m., followed by a sudden decrease as the sunlight intensity
is decreased at its maximum level. The short circuit current varies
from 8:30 to 12:00, where there is a gradual increase (0.67 A to
1.2 A) and then a gradual decrease from 12:00 to 16:30.
Outcomes (Voc, Ish, and power) of the solar panel with no
reflector were then compared with outcomes of solar panels with
plane, silvered mirrors, Al foil sheets, and convex spherical mirrors
as reflectors (see Fig. 2.14). The open circuit voltage (Voc) and short
circuit current, Ish, for the plane, spherical mirror and the Al foil
reflector were calculated from 8:00 a.m. to 4:30 p.m. A significant
enhancement in the output power using the reflector was noticed.
As three different types of reflectors were used, the effects of
each reflector material and structure were different. The maximum
power delivered by the solar panel with no reflector was 16.84 W.
The maximum power delivered by the convex spherical mirror, the
silvered-coated plane glass, and the Al foil reflector was 17.44 W,
18.91 W, and 20.31 W, respectively. The spherical mirror has much
less of an effect, and the Al foil showed a comparatively larger
effect than the plane mirror. The short circuit current and power
curve showed this effect. Moreover, the reflector systems are more
effective in the morning and evening and comparative less effective
at noon.
Experimental studies showed that use of a reflector is inex-
pensive and effective in enhancing the output power of an SPV
system. On the other hand, the effect of these reflectors on the
solar panel temperature is unclear. Real-time IR thermal images of
each reflector system were collected using the maximum ambient
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Figure 2.14 (a) Solar panel open circuit voltage (Voc), short circuit current
(Ish), and output power without any reflector; comparative analysis of the
(b) short circuit current (Ish); (c) open circuit voltage (Voc); (d) output
power of silvered glass plane mirror, convex spherical mirror, and aluminum
foil.
temperature. The peak temperature time for investigating these
figures was selected.
Thermal images (Fig. 2.15) at 11:30 showed the maximum
hotspot temperature for a solar panel without a reflector, a spherical
mirror, a plane mirror, and an Al foil sheet of 42.1◦C, 42.3◦C, 42.9◦C,
and 43◦C, respectively. At 14:37, the maximum hotspot temperature
for a solar panel without a reflector, a spherical mirror, a plane
mirror, and an Al foil sheet was 38.9◦C, 38.9◦C, 39.4◦C, and 40.5◦C,
respectively. Similarly, at 16:35, the maximum hotspot temperature
for the solar panel without a reflector, a spherical mirror, an Al foil
sheet, and a plane mirror was 27.1◦C, 27.2◦C, 27.3◦C, and 27.5◦C,
respectively. These images show that the use of a reflector does not
have a large effect on the temperature of the solar panel and the use
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Figure 2.15 Effect of a reflector on the temperature of a solar panel. (a)
Without reflector; (b) convex spherical mirror; (c) silvered glass plane
mirror; (d) Al foil sheet.
2.6.2 Investigating the Appropriate Cooling Technique
The proposed cooling system was analyzed using real-time exper-
iments, and the outcomes were compared. The experiments were
performed at Arusha, Tanzania. All four cooling systems were tested
on the same day and time to obtain accurate data for the open
circuit voltage and short circuit current. The temperatures of the
solar panels with different cooling systems were recorded using
an EL-USB-3 (temperature and humidity data logger), and thermal
images were taken using a FLUKE VT04A visual IR thermometer.
The operation of the passive heat sink method does not require
electric power to cool the SPV module. Initially, the data from the
SPV system with no cooling or natural cooling and the data (SPV
module) with a specifically arranged heat sink were monitored from
8:00 to 10:30 a.m. at specific time intervals while the other three
systems were turned on when the temperature of the panel reached
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Figure 2.16 Infrared thermal images of different cooling systems: (a) no
cooling, (b) passive heat sink method, (c) water sprinkling system, (d)
closed-loop system, and (e) active air fan cooling system.
50◦C. The thermal images for the PV module in Fig. 2.16a showed
that the temperature of the PV module was 26.3◦C at 8:00 am, which
increased with time until it reached 66.9◦C at 1:00 p.m. At 1:00 p.m.,
the temperature of the PV module was 41.9◦C more than that under
STC (25◦C). The temperature of the module then decreased to 65.1◦C
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at 2:00 p.m. and 58.1◦C at 3 p.m. The passive heat sink method
reduces the temperature to some extent, as shown in Fig. 2.16b.
The temperature of the PV module cooled by the heat sink
method was 24.2◦C at 8:00 a.m. (2.1◦C less than the panel with no
cooling system). The temperature of the module kept increasing
with time until it reached 62.1◦C at 1:00 pm (4.8◦C less than the
panel with no cooling). At 1:00 p.m., the temperature of the PV
module was still 37.1◦C more than that under STC (25◦C). The
temperature of the module then decreased to 55.1◦C at 3:00 p.m.
The cooling systems were not turned on before the temperature of
the panel reached 50◦C, as literature survey suggests that it is not
economical to use a cooling system at a low temperature.29
The temperature of the PV module reached 50.1◦C at 10:45 a.m.
The temperature of the PV module was lowered to 35.1◦C (11:03
a.m.) by the water sprinkling method for cooling (Fig. 2.16c). On
the other hand, there was a continuous increase in temperature
of the PV module, which reached 37.2◦C at 11:16 a.m., until the
water was sprinkled on the module at 11:30 a.m. The temperature
of the PV module was kept in the 35.1◦C–39.8◦C range by sprinkling
water every 30 min. Figure 2.16 compares the SPV modules with
different cooling systems. Compared to the water sprinkling method,
the closed-loop water-cooled system and active air cooling by fans
require continuous operation. The temperature of the PV module
was lowered to 46.1◦C at 11:02 a.m. by the closed-loop method. The
temperature of the module kept increasing with time until it reached
57.1◦C at 1:00 p.m. At 1:00 p.m., the temperature of the PV module
was 32.1◦C more than that under STC (25◦C). The temperature of
the module then decreased to 56.1◦C at 2:00 pm and 49.9◦C at 3 p.m.
Cooling the solar panels by air reduced the temperature of the panel
to 39.2◦C, and this temperature was maintained for the solar panel.
Although a slight variation occurs, it still keeps the temperature in
the 39.2◦C–40◦C range. The temperature data show that the water
sprinkling method and the air-cooled method are more effective
than the heat sink and the closed-loop methods for cooling the SPV
system. Between cooling by water sprinkling and cooling by air,
water sprinkling offered a lower temperature.
The open circuit voltage (Voc), short circuit current (Ish), and
output power of different cooling systems were compared. Figure
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(a) (b)
(c)
Figure 2.17 Comparative analysis of proposed cooling systems: (a) open
circuit voltage (Voc), (b) short circuit current (Ish), and (c) output power.
2.17a shows that the open circuit voltage decreases with increasing
temperature. The values for Voc are higher at 11:00 a.m. and
decreased with increasing temperature; the lowest values for Voc
were observed between 1:00 p.m. and 2:00 p.m., which then
increased with decreasing temperature. Moreover, the values of Voc
for water sprinkling and air-cooled methods were higher (20.9 V to
21.82 V) than the Voc for the system with no cooling and system with
a heat sink (19.75 V to 21.18 V). Voc for the closed-loop method was
in the 20.51 V–21.32 V range.
The short circuit current (Ish) curves for all the systems are
shown in Fig. 2.17b. The short circuit values for the solar panel
with no cooling ranged from 6.56 A to 7.96 A between 11:00 a.m.
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The short circuit values for the solar panels with heat sinks for heat
dissipation were within the 6.66 A–8.13 A range between 11:00 a.m.
and 3:00 p.m. The Ish values for the solar panel cooled using the
water sprinkling method ranged from 7.05 A to 8.44 A between
11:00 a.m. and 3:00 p.m. The Ish values for the solar panel with the
closed-loop system ranged from 6.73 A to 7.94 A between 11:00 a.m.
and 3:00 p.m. Ish for forced air by fans ranged from 7.13 A to 8.21 A.
The Ish values for the water sprinkling system were the highest,
whereas the values for the heat sink method were the lowest.
Figure 2.16c shows the output power delivered by each system.
The maximum output power delivered by the solar panel with no
cooling system was 120.90 W at 12:30 p.m. The maximum output
power extracted from the solar panel with heat sinks, the air-cooled
method, and the closed loop was 122.86 W, 134.08 W, and 125.66
W, respectively. Between 11:00 a.m. and 3:00 p.m., the average
power delivered by the system with no cooling was 115.30 W, with
the water sprinkling method was 130.56 W, with the heat sink
method was 117.03 W, with the closed-loop method was 128.41 W,
and with the active air fan cooling was 120.75 W. The percentage
increase in the average output power of the PV module with the
heat sink, with the closed loop, and that was air cooled was 1.41%,
5.36%, and 11.2%, respectively. Interestingly, the SPV module with
the water sprinkling method for cooling showed an enhanced but
variable output power (max. 136.77 W) due to the cooling effect
of water. The percentage increase in the output power of the SPV
module with water sprinkling for cooling was 13.14%. Moreover,
this method not only helped improve the output power by lowering
the SPV temperature but also helped overcome the lowering of
power caused by the accumulation of dust on the solar panels.
2.6.3 Combined Effect of a Cooling System and a
Reflector
Aluminum foil was most effective and least expensive. Therefore,
aluminum foil of the same size as the solar panel was used as a
reflector for all four cooling systems and an increase in power was
noticed from 8:00 a.m. to 5:30 p.m. Figure 2.18 shows the output
power of these solar panels with different cooling systems.




Figure 2.18 Combined effect of different cooling systems with reflectors on
output power. (a) No cooling/natural cooling, (b) passive heat sink method,
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Figure 2.19 (a) Percentage renewable penetration, (b) operating cost ($),
(c) fuel consumption, (d) cost of energy (COE), and (e) net present cost
(NPC) for SPV-W-GEN, SPV, SPV-W, SPV-GEN, W-GEN, and GEN.
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The use of aluminum foil with the cooling system helps obtain
more power from the SPV system. The average power delivered
by the solar panel with no reflector and no cooling system was
90.76 W. The average power delivered by the solar panel with no
cooling system but with a reflector was 110.98 W. The average
power delivered by the solar panel with a reflector and heat sink
cooling was 113.25 W. The average power generated by the solar
panel with a reflector and air cooling and cooling with a closed loop
(with a reflector) was 122 W and 120 W, respectively. In contrast, the
average power delivered by the solar panel with a reflector and the
water sprinkling method for cooling was 125.75 W. The combined
effect of using an Al foil reflector and the water sprinkling method
for cooling offers a 38.55% increase in output power. The aluminum
foils were more effective in the morning and evening and offered an
average of approximately 48% increase in the output power of the
SPV module.
2.6.4 Investigating the Appropriate
Architecture/Structure
An assessment done by HOMER showed that SPV-W-GEN, W-
GEN, and SPV-GEN offer 95.40%, 75.78%, and 93.86% renewable
penetration, respectively, as shown in Fig. 2.19a. The operating costs
of SPV-W-GEN, W-GEN, SPV-GEN, and SPV are $239.86, $413.81,
$388.90, and $359.30, respectively (see Fig. 2.19b). The operating
cost of SPV-W ($218.952) was the least of all the systems considered.
The fuel cost of all these systems was analyzed: SPV-W-GEN, W-GEN,
SPV-GEN, and GEN used 52.42 L, 183.32 L, 69.92 L, and 1654.39 L
of fuel, respectively, as illustrated in Fig. 2.19c. The COE for GEN
is 1.09238, which is much higher than that for the rest. The COEs
of SPV-W-GEN, SPV-W, W-GEN, SPV-GEN, and SPV are $0.21467,
$0.24394, $0.27541, and $0.32599, respectively, as elaborated in Fig.
2.19d. The net present cost (NPC) for SPV-W-GEN is $6259.86, for
SPV-W is $7110.53, for W-GEN is $8031.25, for SPV-GEN is $9505.97,
for SPV is $10638.53, and for GEN is $31854.57, as shown in Fig.
2.19e. SPV-W, which has low operating cost and no fuel consumption,
100% renewable penetration, and low COE, was selected as a good
58 Improved High-Efficiency Conventional Solar Photovoltaic System
and feasible HES, considering the weather conditions of the place
where the experiments were performed (Arusha, Tanzania).
2.6.5 Cost-Effective Solution, Optimal Control, and
Implementation Plan
A comparative analysis of different cooling systems with and
without reflectors revealed the water sprinkling method to be the
most efficient of all the methods assessed. On the other hand,
every method has some advantages and disadvantages. For example,
installing a heat sink on the rear side of a solar panel offers the least
improvement in the output power of the SPV module but it does
not require external power to operate. It offers some cooling even
when other cooling systems are not recommended to be operated
for that time period, that is, from 9:30 to 11:00 and from 15:30 to
17:00 (Fig. 2.20a).
The net increase in the output power by the heat sink method is
very less compared to the initial investment required to install these
heat sinks at the rear side of each solar panel and may not be an
economical solution for many users. The performance of the heat
sink method can be improved by increasing the natural airflow. On
the other hand, the availability of natural air with a high flow rate
cannot be guaranteed during real-time practical installation because
it depends on the climate of the location where the PV system is to
be installed.
The closed-loop method not only offers a moderate enhanced
output power from the solar panel but also increases the water
temperature (an average of 2.66◦C in the experimental setup); see
Fig. 2.20b.
In addition, it requires continuous operation of the water pump
motor to circulate water in the pipe attached to the solar panel on its
rear side. Electric power is needed to run this motor (a 10 W water
pump was used for the closed-loop system in this experiment).
However, very good SPV cooling and heated water generation
are possible if both systems are combined together as shown in
Fig. 2.21.
The air-cooled method is also very effective in reducing the
temperature of the solar panel and enhancing the output power.
Results and Discussions 59
(a)
(b)
Figure 2.20 (a) A comparative analysis of the output power by the heat
sink method with natural cooling (no cooling) when other cooling systems
are not operating, that is, morning (9:30 to 11:00) and evening (15:30 to
17:00); (b) inlet and outlet temperatures of water (using the closed-loop
water cooling technique).
This method, however, requires power to operate the fans attached
to the solar panel for cooling. The performance of this method
increases as the number of fans is increased. A total of eight fans,
with each fan consuming 1.92 W (a total of 15.36 W), was required
to operate this system. From the results, it is clear that a cooling
system has a positive impact on the output power of the SPV
system. On the other hand, selection of a specific cooling technique
depends on the users’ demand. The water sprinkling method is the
most efficient of all the methods discussed in this chapter, but it
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Figure 2.21 Schematic diagram of the proposed PV-T system for solar
heating and cooling provision.39
requires water and power to sprinkle water at regular intervals. On
the other hand, this method can increase the efficiency of the PV
module by removing the dust accumulated on the surface of the PV
module with passage of time. A detailed study40 has been performed
on dust accumulation and cleaning impact on SPV output by
developing different scenarios, with summarized results shown in
Fig. 2.22.
The continuous operation of a cooling system is not recom-
mended for an SPV system. The increase in the output power of
an SPV system will be less than the power required to run these
systems. A mechanism is needed to determine when to turn on the
cooling system and when to turn it off. On the basis of the work
done elsewhere,41, 42 a threshold temperature (Tth) of 50◦C was
decided and an algorithm that can provide for the optimal operation
of the cooling system was developed and can be implemented
easily on an Arduino-controlled program with some basic electronic
components. This algorithm describes that the cooling system
should be turned on when Tth = 50◦C and turned off when the
SPV module (TPV) = TL or when Pn > Pn−1, that is, there is
no improvement in output power using the cooling system. An
algorithm for the optimal control of the BRPVS is shown in the
flowchart in Fig. 2.23. Enhanced SPV output power requires an
optimal BRPVS. The results in Section 2.4 show that the movement
of reflectors varies with time and an optimal angle is required
between the reflector and the solar panel. Figure 2.21 shows an
algorithm for the timed-based optimal control of the BRPVS. If time
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(a)
(b)
Figure 2.22 (a) Relationship between instantaneous array yield and
instantaneous reference yield. (b) Relationship between instantaneous
array performance ratio reduction (%) and the number of days before and
after cleaning.40
t = tn, turn both reflectors on; if t < tn, move the right reflector
described in the algorithm; if t > tn, move the left reflector to an
angle given in the algorithm. The algorithm shown in this figure
summarizes only the movement of the reflector on the basis of the
experimental studies in this experiment; an algorithm for hardware
implementation may require a proper explanation of the system
using a light-dependent resistor/cadmium sulfide sensor.36
The overall results of the research carried out in this chapter lead
to a very novel HES consisting of an SPV system with a bireflector
cooling system and a cooling system and wind power developed
in the analysis of available resources in the region. An overview of
hybrid PV-wind-ESS (composed of batteries) is shown in Fig. 2.24.
Bireflector water heating system and cooling system are controlled
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Figure 2.24 Novel hybrid photovoltaic/wind turbine/ESS microgrid with a
BRPVS and a cooling controlling system.
2.7 Conclusions
The research presented in this chapter confirms the effectiveness
of cooling and bireflector systems to improve the efficiency of
existing PV systems. The HOMER software enables the design of a
low-cost, high-efficiency HES using analysis performed at specific
locations. Increase in the output power of the solar module depends
upon the material used for the fabrication of the BRPVS. Silver-
coated plane and spherical convex were less efficient and more
expensive than the Al foil used as a reflector. Experimental results
showed that the inexpensive Al foil as a reflector with the proposed
BRPVS increases the output power from 20% to 35% or even more,
which depends on the time of day and the position of the solar
panel. This study assessed four different cooling systems, showing
that the water sprinkling system was the most efficient (14%).
The active-air-cooled fan system and the closed-loop system are
comparatively more efficient than heat sink–based passive cooling,
but both methods require continuous electric power for operation.
The closed-loop system can be used as a source of water heating
provided with some auxiliary heating system. The proposed BRPVS
and water sprinkling cooling system can enhance the output power
of the PV system by 22.8% to 38.6%. Continuous operation of any
cooling system is not recommended, and the cooling system needs
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to follow the algorithm discussed in this chapter. A hybrid PV-wind-
ESS with a BRPVS and an appropriate cooling system can easily be
utilized to develop a microgrid and provide uninterrupted power
supply to the location were these systems are installed. A highly
enhanced output power solar system as discussed in this study is
cost effective and can be adopted easily as a future green energy
system, particularly in countries with hot weather or lower annual
solar radiation than the STC defined for an SPV system. Future work
should assess efficient reflector materials and low-input-power-
consuming cooling systems.
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Chapter 3
A Blended SPS-ESPS Control DAB-IBDC
for a Stand-Alone Solar Power System
In sustainable energy applications, stand-alone solar power systems
are mostly preferred for self-powered energy zones. In all stand-
alone renewable power systems, batteries are still preferred as
the common energy storage device. On the other hand, batteries
are not applicable for high-peak-power-demand applications be-
cause of their low power density. A supercapacitor is a preferable
high-power-density energy storage device for high-peak-power
applications. A 2 kW, 50 kHz digital control dual-active bridge-
isolated bidirectional DC–DC converter (DAB-IBDC) was developed
for interfacing the supercapacitor bank in a stand-alone solar power
system. This chapter proposes a blended SPS-ESPS digital control
algorithm for a DAB-IBDC instead of using a traditional single-
phase-shift (SPS)-control algorithm, which is commonly used for
applications with large input to output voltage variations. This
proposed blended SPS-ESPS control algorithm achieved high power
conversion efficiency during a large input to output voltage varia-
tion, over a traditional phase-shift-control algorithm by reducing the
backflow power and the current stress in a circuit. This system also
achieved maximum power point for solar modules and enhanced
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rapid charging-discharging for a supercapacitor bank. Both SPS and
blended SPS-ESPS control algorithms were verified experimentally
using a 2 kW DAB-IBDC topology implemented with a stand-alone
power system that combined a 2000 W input solar module and a
158 Wh supercapacitor bank.
3.1 Introduction
Over the last decade, fossil fuel technology has become less
attractive due to the depletion of reserves on earth. Renewable
energy sources are believed to be an alternative energy source
to replace fossil fuels. Among renewable energy systems, stand-
alone photovoltaic (PV) systems are commonly preferred in remote
areas. A typical stand-alone system incorporates a PV panel, a
maximum power point tracker (MPPT), an energy storage system,
and a charging controller.1 A PV system is not an ideal DC source
for charging energy storage systems gradually because it does not
satisfy the desirable requirements of storage devices. The output of
such a system is dependent on the frequently changeable weather
conditions, which are largely unpredictable. Therefore, the PV
system output is unreliable and an optimal charge-discharge cycle
cannot be guaranteed.2 With lead acid batteries, which are the most
preferred common energy storage devices in stand-alone renewable
energy systems, this unreliable charging results in a battery in a
low charge state, which leads to sulfating and stratification, both
of which shorten battery life cycle.3 To avoid this, an MPPT and a
charge controller are used as an intermediate circuit in a renewable
solar energy system between the solar source and the energy
storage device.
Recently, researchers have focused on supercapacitors as energy
storage devices instead of using batteries. Supercapacitors have
several advantages over batteries, such as the ability to handle
high peak power, high power density, instantaneous turn-on ability,
and rapid charge-discharge capability. These unique properties of a
supercapacitor make it an ideal energy storage device in certain load
applications where there is a high peak power demand. For example,
in motor starting applications, the starting current requirement can
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be 6–10 times higher than the normal operating current of the
motor. Electric vehicles are likely to employ electrically powered
actuators for high-power transient loads. A supercapacitor-based
energy storage system has been proposed to meet the peak power
demands of the electric vehicle loads and absorb the regenerated
power.4, 5 On the other hand, the major limitation of supercapacitors
is their lower energy density, so they cannot store large amounts
of energy the way a battery does. For example, if a supercapacitor
is to be used to store the same amount of energy as a lead acid
battery, with the present technology, the supercapacitor must be
10 times larger than the corresponding battery. Although a large
size is considered a major disadvantage in a supercapacitor, it
can still be applied in an energy storage system because of its
higher power density. Many studies of the material side have
attempted to improve the supercapacitor energy density to make it
an efficient energy storage device.6 In the future, the energy density
of supercapacitors will hopefully be much improved compared to
that of conventional batteries. Nowadays, lead acid batteries with a
solar source are commonly used for developing self-powered energy
zones commonly known as no-power grid zones. Although lead
acid batteries are appropriate for self-powered energy zones, while
handling high-peak-power appliances, such as air conditioners,
mixers, and grinders, batteries face enormously increased current
stress, which leads to a lot of damage to the batteries. Many
researchers have proposed supercapacitors or combinations of
supercapacitors and batteries as energy storage devices in stand-
alone power systems for developing a better self-powered energy
zone.5
Many DC–DC converter topology and control approaches are
being proposed in stand-alone renewable energy storage systems
for achieving maximum power and high power conversion efficiency
and secure fast charging-discharging.7−10 In the design of high-
power DC–DC converters, the main trade-offs are between power
efficiency and power converter. In the 1970s, the power semicon-
ductor technology was developed, resulting in a significant increase
in the power density of power electronic converters. With more
progressive power semiconductor devices, switch mode power
electronic converters with a higher switching frequency have been
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developed. Therefore, the volumes of the converter circuits can be
decreased. Power semiconductors and integrated circuits have been
developed to economically produce DC–DC converters.
On the basis of reviews, from among all the DC–DC converters
for interfacing renewable sources and high-power-density energy
storage devices, because of its unique characteristics a dual-active
bridge-isolated bidirectional DC–DC converter (DAB-IBDC) was
proposed by the authors in the early 1990s.11 On the other hand,
because of the performance limitations of power devices, the power
losses of a DAB-IBDC were high and the efficiency was unacceptable.
In recent years, the advances in new power devices and magnetic
materials have made a DAB-IBDC a simple and low-loss converter
circuit compared to all other converters.12 For power conversion, the
DAB-IBDC topology is popular among researchers because of its high
performance, high efficiency, galvanic isolation, ability for handling
high power density, both-side power flow ability, and inherent soft
switching property. These features make the DAB-IBDC a typical
circuit for high-power-density applications.13 Several papers have
been published, and the performance and comprehensive analyses
of DAB converters have been reported.
Design considerations of the DAB converter and high-frequency
DAB transformer were discussed briefly in terms of future trends.14
Naayagi et al. proposed a new model for the steady-state analysis
of a DAB converter circuit that produces equations for rms and
average device currents and rms and peak inductor currents. These
equations are useful for predicting the losses that occur in the device
and passive components.15 A previous study16 optimized the design
of a dual-active bridge converter, permitting flexible interfacing
to energy storage devices to achieve uninterrupted power supply
in military applications. The DAB performance for the next-
generation power conversion systems (PCSs) using ultracapacitor-
based technologies has been validated.17 The performance of an
ultracapacitor-based DAB converter dynamic was modeled and
analyzed.18 According to previous research based on a digital control
algorithm, extended-single-phase-shift (ESPS) control of isolated
bidirectional DC–DC converters is improving system efficiency of the
circuit for power distribution between energy source and energy
storage system in microgrids over a wide input voltage and output
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Figure 3.1 Block diagram of a stand-alone photovoltaic power system.
power range.19 The current stress and backflow power of an isolated
converter circuit was analyzed using ESPS control, and it was
verified that ESPS achieves greater efficiency with an inner phase
limitation over single-phase-shift (SPS) control under microgrid
applications.20
This chapter proposes a modified digital control DAB-IBDC
to be deployed in a stand-alone solar power system coupled
with a high-power-density energy storage device, as shown in
Fig. 3.1. The proposed algorithm can operate the solar source
at its maximum power point (MPP), converting power with the
maximum conversion efficiency and enhancing the rapid charging-
discharging for high-power-density energy storage devices. In the
digital control algorithm, the blended SPS-ESPS control algorithm
operates a converter with the maximum power conversion efficiency
by reducing the backflow power in a converter circuit. In such
large-voltage-variation applications (k >1), like a renewable energy
source, the backflow power of a DAB-IBDC is large, which leads to
an increase in the current stress in a circuit. Therefore, the overall
circuit performance will be affected and the power conversion
efficiency will be reduced. The proposed blended SPS-ESPS digital
control algorithm continuously monitors the backflow power in
a circuit and reduces it as much as possible by adjusting the
inner phase shift of the primary bridge. In this laboratory, a 2 kW
DAB-IBDC topology with metal-oxide-semiconductor-field-effect-
transistor (MOSFET) switching bridges was developed. The overall
control algorithm was verified experimentally using this topology in
a 2000 W stand-alone solar power system. To analyze the modified
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control algorithm, the experiment was also conducted using the
traditional SPS algorithm. The results were discussed based on
the experimental results, and it was concluded that the proposed
blended SPS-ESPS digital control DAB-IBDC gains more efficiency
over traditional phase-shift DAB converters. The results showed that
the blended SPS-ESPS digital control DAB-IBDC is more suitable for
a stand-alone renewable power system in high-peak-power-demand
applications, such as electric vehicles and motors.
3.2 Principle of the DAB-IBDC Circuit
Figure 3.2 presents a schematic diagram of a DAB-IBDC cir-
cuit. These circuits are simply structured, with two full bridges
isolated by a high-frequency high-power transformer. Both-side
power flow exists in a circuit and is controlled by the DSP
controller (TMS320F28335, Texas Instruments, Dallas, TX, USA).
The schematic diagram, principle of operation, and steady-state
model of a circuit are explained below.
A dual-active bridge converter contains an isolated transformer
with a leakage inductance, Lleq. The required inductance for the
circuit is provided partly or entirely by the transformer leakage
inductance. If needed, an additional coupling inductor may be
connected in series with the transformer leakage inductor to boost
the overall inductance of the converter circuit depending on the
conversion requirements. The isolated transformer isolates the two
full-bridge circuits, in that the primary-side full bridge is connected
to a high-voltage DC source, called a high-voltage bridge (Vab),
and another full bridge, on the secondary side, is connected to
a low-voltage energy storage system called a low-voltage bridge
(Vcd). In forward mode, the current flows from the source to the
supercapacitor until the supercapacitor is charged fully. The load
is connected to the primary side of the circuit because it can be
powered up by the energy storage system in the backward mode of
operation. The full bridges on both sides consist of four 47N60C3
MOSFETs (Infineon Technologies, Hong Kong, China), as shown in
Fig. 3.2, and are controlled by a high-frequency square wave voltage
given by the DSP followed by a MOSFET driver. For bridges on both
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Figure 3.2 Schematic diagram of a digital control dual-active bridge-
isolated bidirectional DC–DC converter (DAB-IBDC).
sides, two square waves can be suitably phase-shifted with respect
to each other to control the power flow direction. In forward mode,
the phase of the Vcd square wave is shifted by the phase of the
Vab square wave. In contrast, in backward mode, the phase of the
Vab square wave is shifted by the phase of the Vcd square wave.
Therefore, bidirectional power flow is enabled in a DAB converter.
Current flow occurs because of the voltage difference across the
inductor due to the phase shift between these two bridges’ square
wave voltages.
3.2.1 Equivalent Circuit of Phase-Shift Control
In Fig. 3.3, L is the sum of the transformer leakage inductance,
Lleq, and coupling auxiliary inductance L1. Vab and Vcd are the
equivalent AC output voltages of the primary and secondary sides,
respectively. VL and IL are the voltage and current of the inductor, L.
The power flow direction and magnitude of power can be controlled
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Figure 3.3 Equivalent circuit of phase-shift control.
various digital control algorithms were proposed, the traditional
SPS algorithm is still preferred by many researchers for its unique
characteristics, such as high power handling ability and handling
large input to output voltage variations.2 ESPS control is preferred
by researchers to increase the conversion efficiency by reducing
the backflow power and the current stress in a circuit. Regarding
increasing conversion efficiency, compared to other digital control
algorithms it can be implemented easily by adding an inner phase
shift at the primary side bridge. Both the control algorithm and
the forward mode waveform shown in Fig. 3.4 were assessed by
waveform steady-state analysis.
3.2.2 Steady-State Analysis
Figure 3.4 shows the main waveforms of a DAB-IBDC in SPS and
ESPS control, where Ths is a half switching period and d is the
phase-shift ratio between the primary and secondary voltages of the
isolation high-frequency transformer, where 0 ≤ d ≤ 1. In Fig. 3.4a
Vab and Vcd are both square wave voltages and the interaction
between these two voltages occurred through the inductor of the
circuit. Therefore, the primary voltage is always in the miss-phase
with the primary current because it passes through the inductor.
The average currents of the leakage inductor are derived based
on the waveform IL. The difference in voltage between Vab and
L 
V ab 'U Ved 
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(a) (b)
Figure 3.4 Key operating waveforms of a DAB-IBDC during forward (buck)
mode. (a) Traditional single-phase-shift (SPS) control, and (b) extended-
single-phase-shift (ESPS) control.
Vcd appears across the inductor, L, and inductor current, IL, at the
switching instances, t1 and t2, respectively:
Ip = Ts
4L
[nVin + V0 (2d − 1)] (3.1)
L1 = Ts
4L
[nVin (2d − 1) + V0] (3.2)
The waveform is a periodic over half a cycle. Thus, dividing the area
by the duration Ts/2, we get the average output current of the DAB
converter:
I0 = nVin Ts
2L
(d − d2) (3.3)
Normally, the average output current depends on nVin Ts
2L :
I ′0 = (d − d2) (3.4)
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From Eq. 3.4, on substituting the full control range 0–1 in the phase
shift d, it can be observed that the maximum power transfer occurs
for a duty ratio of 0.5.
As shown in Fig. 3.4, IL is of the opposite phase from Vab for an
interval of t = t0 − t′0 and t = t2 − t′2 is a portion of the power
delivered to the Vout side in a single switching period. The other
portion t = t′0 − t1 and t = t′2 − t3, is sent back to the primary
voltage source, Vin. This is defined as the backflow power for a given
transmission power. The total transmission power and backflow
power can be derived as follows:
P = nV inVoutTs
2L
(d − d2) (3.5)
Pbf = nV inVoutTs[k + (2d − 1)]
2
16L(k + 1) (3.6)
Here, n = transformer turns ratio, k = voltage transfer ratio, d =
phase shift, Vin = input voltage, Vout = charging voltage, L =
inductance of a converter, and Ts = switching time.
With increasing backflow power, the forward power also
increases to compensate for the loss caused by backflow power.
The circulating power and current stress are then increased, which
results in great loss in power devices and magnetic components and
low efficiency of the converter:
Imax = nV 2Ts
4L
(2d − 1 + k) (3.7)
From Eqs. 3.1 to 3.7, maximum power transfer occurs at a duty ratio
of 0.5. Even the same transfer power is achieved for a duty of 0.5–
1, which is the same as 0 to 0.5, in that the backflow power and
the current stress will be low in a region where the duty is 0–0.5
compared to the duty 0.5–1 region.
To decrease the backflow power, Vab should not be confined to
a square wave with a 50% duty cycle. In Fig. 3.4b, S1 and S4 have a
phase shift of β , which reduces the Vab square wave duty cycle. The
transformer primary voltage will emerge as three levels instead of
two levels in SPS control. This alters the behavior of the IL current.
The inductor current (IL) changes in three instances of time, t2, t3,
and t4, which are denoted as IL1, IP, and IL2, respectively:
IL2 = Ts
4L
[nVin(1 − β) + V0 (2d − 1)] (3.8)
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IL1 = Ts
4L
[nVin(2d − 1 + β) + V0] (3.9)
Ip = Ts
4L
[nVin(1 − β) + V0 (2d − 1 + 2β)] (3.10)
Here, β = inner phase shift, d = outer phase shift, and Ts =
switching time.
If you see a waveform, it’s a periodic over half a cycle. Dividing
the area by the duration TS/2 gives the average output current of
the DAB converter as:
I0 = nVinT s
2L
[







Normalizing the average output current on the basis of the values
nVin T s
2L gives:






The backflow power appearance times are divided into two intervals
t = t0 − t1, t = t1 − t′1 and t = t3 − t4, t = t4 − t′4. The backflow
power is zero as the transformer primary voltage reaches zero for
the first intervals. Thus, the overall backflow power decreases for a
given transmission power:




Vh1iL (t) dt = nTsV1V2
2L
(d (1 − d) + 1
2








Vh1|i L (t) |dt =
nTsV 1V 2 [k (1 − β) + (2d − 1)]2
16L(k+1) ,
(3.14)
where, k = voltage transfer ratio.
Current stress under ESPS control:
I ′max = nTsV 2
4L
(k (1 − β) + (2β + 2d−1), (3.15)
where iL (t1) < 0; from the equation, we have
k >
1 − 2d
1 − β . (3.16)
When k ≤ (1 − 2d)/(1 −β), the backflow power is zero.
80 A Blended SPS-ESPS Control DAB-IBDC for a Stand-Alone Solar Power System
In Fig. 3.4b, β is the phase-shift ratio between the driving signals
of S1 & S4 and S2 & S3 in the primary bridge. β is defined as the inner
phase-shift ratio, where 0 ≤ β ≤ 1. d is the phase-shift ratio between
the primary and secondary voltages of the isolation transformer. d is
often known as the outer phase-shift ratio, where 0 ≤ d ≤ 1 and
0 ≤ β + d ≤ 1. Compared to SPS control, ESPS control has not
only an outer-phase-shift ratio but also an inner-phase-shift ratio,
which will decrease the current stress, expand the regulating range
of transmission power, and enhance the regulating flexibility.
3.3 Experimental Setup
Figure 3.5 presents the developed 2 kW DAB-IBDC circuit and
experimental setup. In the DAB-IBDC topology, active bridges on
both sides have been designed with a 47N60C3 power MOSFET.
The equivalent gate capacitance is expressed by the gate-source and
gate-drain capacitors. The drain source resistance is 0.07 , which
is considered the best value among all other MOSFET switches.
According to the datasheet, the drain source voltage is nearly 650 V,
the drain current is 47 A, and the pulsed drain current is 141 A.
To trigger the MOSFET switches at a high frequency ( f > 10 kHz),
Figure 3.5 Developed DAB-IBDC and experimental setup.
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Figure 3.6 Input and output signal waveform of a MOSFET driver circuit.
pulse-width-modulation (PWM) signals (±7 to ±30 V, 3 mA) need to
be applied across the gate-source terminal.
The applied PWM signals are generated by a digital signal
processor (TMS320F28335) on the basis of the control algorithm.
As these PWM signals from DSP do not have sufficient power to
operate switches, a MOSFET driving circuit was designed and used
to interface the DSP and MOSFET switches. The driver circuit input
and output waveform signal are shown in Fig. 3.6. The designed
MOSFET driver converts the low-power 0 V to 5 V PWM signal to
a −3 V to 12 V high-power PWM signal, which can turn the switches
on and off.
The previous PCS is employed mainly with a line frequency (LF)
transformer to achieve isolation and voltage matching. Basically, the
LF transformer size is extremely large, which hinders the design of a
simple PCS. In the LF transformer, current-voltage distortions and
losses are high due to core saturation. Overall, in previous PCSs,
the LF transformer reduced the power conversion efficiency and
power density. With the aim of increasing the efficiency and power
density of a converter, a high-frequency PCS has been proposed
recently. When the switching frequency is above 20 kHz, the PCS’s
noise can be reduced greatly and the size of the magnetic materials,
such as a transformer or an inductor, is also reduced. This creates a
path to designing a simple and lossless PCS. As a 50 kHz DAB-IBDC
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(a) (b)
(c) (d)
Figure 3.7 DAB-IBDC subcircuits and magnetic components. (a) MOSFET
driving circuit; (b) transformer; (c) inductor; (d) digital controller.
designed using a ferrite core, as shown in Fig. 3.7, with a transform
turn ratio (n) of 3:4 and a leakage inductance of 5.26 μH.
According to the DAB-IBDC design, the required inductance is
9.98 μH, which can be given by the transformer leakage inductance,
either alone or combined with an external coupling inductor. As
per the design, to reach the required inductance of the circuit,
at the transformer secondary side, an additional inductor with a
value of 4.72 μH is connected in series. The additional inductor is
called the coupled inductor, and the overall inductance is called the
auxiliary inductance of the circuit. Table 3.1 lists the specifications
of the developed 2 kW DAB-IBDC. The input source of the DAB
converter was a 220 V renewable solar energy DC source, which
was obtained from six 38 V, 340 W solar panels connected in series.
The output was connected to the supercapacitor bank, which were
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Table 3.1 DAB-IBDC design specifications
Parameter Rating
Input voltage 200–220 V
Power 2000 W
Output voltage 48 V
Transformer turns ratio 3:4
Switching frequency 50 kHz
Secondary leakage inductance 5.26 μH
Auxiliary inductance 4.72 μH
Input capacitor 1200 μF
Output capacitor 1800 μF
built with three 48 V, 165 F, and 53 Wh Maxwell supercapacitors
connected in parallel. The overall supercapacitor bank specification
was 48 V, 495 F, and 159 Wh. The proposed DAB-IBDC was
controlled by the digital control board, which was designed using a
DSP (TMS320F28335) IC along with many subcircuits, such as short
circuit protection, PWM protection, soft start, voltage sensor, and
current sensor, shown in Fig. 3.7d.
3.4 Digital Control System
A closed-loop controller is required in power converters for
regulating the output voltage/current, and it is also needed to
compensate the source/load disturbance. The closed-loop controller
is essentially used to minimize or eliminate the error in an output.
The proposed digital control algorithm’s flow chart and the control
loop for the DAB-IBDC are presented in Figs. 3.8 and 3.9. The four
variables—output voltage (Vout), input voltage (Vin), input current
(Iin), and output current (Iout)—of the DAB-IBDC are given to the
DSP as processing variables through voltage and current sensors.
LV25-P (LEM Components, Geneva, Switzerland) and LA25-P (LEM
Components, Geneva, Switzerland) were used as voltage and current
sensors. These sensors sense the input/output (I/O) voltages
and I/O currents of the DAB-IBDC and send the corresponding
low-voltage signal to the DSP. The DSP controller operates the
MOSFET switches in a higher switching frequency. It generates high-
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Figure 3.8 Blended SPS-ESPS digital control algorithm flow chart.
frequency, 50% duty cycle PWM signals for triggering MOSFET
switches located on bridges on both sides. Along with this, the
DSP generates the inner and outer phase angle on the basis of the
proposed control algorithm, which controls the DAB-IBDC toward
achieving safe charging, MPP, and high-efficiency power conversion.
In DSP control, proportional integral (PI) controller has been used
for achieving zero steady-state error in an output by finding the
proper phase angle:
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Figure 3.9 Blended SPS-ESPS digital control algorithm control loop.
The digital PI controller is given by:
PI out = Pre PI out + Err × (K p + 0.5 ∗ Ki ∗ Ts)
+Pre Err × (0.5 ∗ Ki × Ts − K p), (3.18)
where Err = ref variable, Pre Err = previous Err value, Pre PI out =
previous PI out value, K p = proportional controller gain, and Ki =
integral controller gain.
The proposed blended SPS-ESPS digital control algorithm ini-
tially performs the control process started with the SPS control
algorithm. The controller generates an error signal based on the
reference and output voltage. The voltage PI controller processes
that error signal and finds the value for the outer phase shift (d).
Thus, while starting, the DAB-IBDC inevitably sets the phase shift
between the two bridges’ square waves Vab and Vcd using the SPS
control algorithm. This helps in achieving safe charging current (Eq.
3.3) for the supercapacitors by controlling the inductor current (IL).
Meanwhile, the MPPT algorithm runs parallelly and continuously
monitors the input power. At every cycle, it frequently varies the
current reference value (Iref) and subsequently monitors the corre-
sponding changes in the input power. In 6 to 10 DSP timing cycles,
the algorithm finds the better reference value where the maximum
input power can be obtained. The error signal is generated by
comparing this reference value with the supercapacitor charging
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current. The current PI controller processes that error signal and
generates the value that modifies the phase shift ‘d’ again. The MPPT
algorithm routinely repeats the same process parallelly with the
SPS algorithm and finds the reference value toward continuously
achieving the MPP at every time instance. Thus, the MPPT algorithm
works in parallel with the SPS control algorithm to achieve MPP
tracking for the solar source.
Later the ESPS control begins to analyze the backflow power of
the circuit and sets the inner phase shift (β) for the primary bridge
to achieve low backflow power in a circuit (Eqs. 3.14 and 3.15). The
ESPS region achieves the maximum possible conversion efficiency
by reducing the backflow power. The backflow power of a circuit
depends on the voltage conversion ratio ‘k’ (k = Vin/n × Vout). For
large input to output voltage variations, ‘k’ will be greater than 1.
According to Shi et al.,21 a comparison of ESPS with the SPS control
algorithm showed that SPS control DAB converter backflow power
is low for a particular phase-shift region, that is, 0.41 to 0.5 for k > 2.
In the rest of that region, the ESPS control algorithm achieves higher
efficiency than SPS by achieving low backflow power.
According to the mentioned DAB-IBDC design, ‘k’ is:
k = Vin
nVout
= 200 ∼ 222
0.75 ∗ 48  6,
where k = voltage transfer ratio.
From Eqs. 3.6 and 3.15, it is noted that the backflow power
(Pbf) is directly proportional to the voltage transfer ratio ‘k’, so
the backflow power for this DAB-IBDC design will also be the
maximum as it has the maximum k value. Therefore, to increase the
power conversion efficiency in such a large input to output voltage
variation, this chapter proposes a combination of SPS and ESPS
control algorithm. This works in such a way that for a particular
outer-phase-shift ‘d’ region, it will follow the SPS control algorithm
and for the remainder of the outer-phase-shift ‘d’ region, it will
obey the ESPS algorithm. Thus, the proposed control algorithm
operates in both SPS and ESPS modes for achieving the maximum
possible power conversion efficiency in a large voltage conversion
ratio. When conversion is started, the proposed control algorithm
initially operates the converter with a soft start algorithm to reduce
the inrushing current and overshoot voltage in a circuit. Next, the
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SPS control and MPPT algorithm are started. Parallel working of
the SPS control and the MPPT algorithm helps in enhancing the
safety charging process for the supercapacitor bank while achieving
the solar MPP. After that the ESPS algorithm is initiated and starts
to analyze the backflow power in a circuit. On the basis of this
analysis, the inner phase shift of the primary bridge is adjusted
or maintained at zero toward achieving the maximum possible
power conversion efficiency. The proposed blended SPS-ESPS digital
control 2 kW DAB-IBDC performance was analyzed experimentally
with a comparison study of a traditional SPS digital control DAB-
IBDC. Both experiment results are discussed below. The proposed
control algorithm achieved better conversion efficiency than the
tradition control algorithm in a large voltage conversion ratio,
creating a renewable energy storage system.
3.5 Experiment Results and Discussion
The power conversion performances of both SPS and blended
SPS-ESPS control DAB-IBDC discussed below are based on the
experimental results. The experiments were conducted in a stand-
alone renewable energy storage system with a combination of
2 kW solar modules and a 153 Wh supercapacitor bank. The
experiments were conducted during different time stages toward
achieving different input power and voltages by the solar module.
The DAB-IBDC output waveforms are discussed for the various
input power values, 2000 W, 1900 W, 1700 W, and 1400 W, and
the circuit performance is analyzed using the experimental results.
The SPS control DAB-IBDC conversion waveform, charging time, and
efficiency are discussed below.
An SPS control is a traditional control technology for a DAB-IBDC.
Figure 3.10 shows that the SPS controls the DAB-IBDC conversion
waveforms for different input powers. The HV (Vab) and LV (Vcd)
side voltage, inductor current, and output charging voltage are
shown for each input power. It shows that DSP automatically varies
the phase shift (0.47 to 0.245) between Vab and Vcd to achieve
a constant output voltage and limiting current based on the SPS
control algorithm. The solar source achieved an input voltage from
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Figure 3.10 Experimental results of the SPS control DAB-IBDC at different
input power values: (a) 2000 W, (b) 1900 W, (c) 1700 W, and (d) 1400 W.
Timescale: 5 ms/Div.
a to d of 221.7 V, 216.3 V, 211.1 V, and 207.7 V, respectively. The
SPS digital control algorithm changed only the outer phase shift
to control the inductor current and obtain a constant DC output
voltage.
Figure 3.11 presents the supercapacitor charging waveform for
SPS control DAB-IBDC. Figure 3.11a shows the time-versus-voltage
characteristic waveforms, and Fig. 3.11b shows the time-versus-
current characteristic waveforms of the converter. It takes 6 min.
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(a) (b)
Figure 3.11 Supercapacitor charging waveform by an SPS control DAB-
IBDC.
(a) (b)
Figure 3.12 SPS control DAB-IBDC power conversion efficiency for
different values of input solar power.
26 s, 6 min. 58 s, 7 min. 43 s, and 9 min. 23 s to charge a 158 Wh
supercapacitor bank with input power of 2000 W, 1900 W, 1700 W,
and 1400 W, respectively. On the other hand, according to the
theoretical calculation, input energy of 2000 W, 1900 W, 1700 W,
and 1400 W can charge a 158 Wh supercapacitor bank in 4 min.
45 s, 5 min. 1 s, 5 min. 35 s, and 6 min. 47 s, respectively. Owing
to the power losses in a circuit SPS control algorithm achieves less
efficiency for the given prototype. The efficiency of the converter
can be calculated from the difference between the theoretical and
experimental values, which are plotted in Fig. 3.12.
Figure 3.12a,b shows the achieved output power and power
conversion efficiency of the SPS control DAB-IBDC. The SPS control
topology achieved power conversion efficiency of 73%, 72.6%, 71%,
and 69% for input solar power of 2000 W, 1900 W, 1700 W,
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a converter will be reduced due to backflow power in a circuit.
To reduce the backflow power in a circuit, the blended SPS-ESPS
control algorithm was proposed. To compare the performance of
the converter in both control algorithms, the same experiments
were repeated with the same operating conditions using the blended
SPS-ESPS control algorithm, and the experimental results are given
below.
Figure 3.13 shows the blended SPS-ESPS control DAB-IBDC
circuit waveforms. The two square wave signals S1 and S4 are the
switching signals for the two inner branches of the primary bridge.
The phase shift between these two branches, called the inner phase
shift ( ß), controls the backflow power in a circuit. S5 and S7 (S5,7 in
the figure) are the square wave switching signals for the secondary
bridge. The phase shift between S1 and S5 is called the outer-phase-
shift ratio (d), which controls the power flow in a circuit. The HV side
voltage (Vab) and the LV side voltage (Vcd) are shown in Fig. 3.13, in
which Vab changes considerably due to the inner phase shift. In the
figure, comparing the waveform (a), the inner phase shift was quite
large for other waveforms. As the solar input voltage decreases, the
outer phase shift increases to compensate for the desired output
DC voltage. Therefore, the backflow power in a circuit increases
and subsequently the conversion output power of the circuit is
decreased. It shows the proposed algorithm to reduce the backflow
power by increasing the inner phase shift. Because the additional
phase shift voltage difference across the inductor has six levels of
changes, it resembles the changes in the inductor current.
Figure 3.14 shows the AC link current waveforms generated by
the two active bridges. Figure 3.14a,b shows the LV- and HV-side de-
vice current waveforms. From the figure, introducing an inner phase
shift in an SPS reduces the switching reverse current or the backflow
power. From the measured results, the blended SPS-ESPS control
converter operates with a maximum conversion efficiency of 84%.
Figure 3.15 presents a power conversion efficiency comparison
plot for SPS and proposed control algorithm; Fig. 3.15a shows the
power conversion efficiency and Fig. 3.15b shows the achieved
output power respective to various values of input solar power. The
blended SPS-ESPS topology achieved power conversion efficiency of
75%, 79%, 84%, and 81% for input solar power of 2000 W, 1900 W,
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Figure 3.13 Blended SPS-ESPS control DAB-IBDC conversion waveform for
different values of input power: (a) 2000 W, (b) 1900 W, (c) 1700 W, and (d)
1400 W. Timescale 5 ms/Div.
1700 W, and 1400 W, respectively. Compared to the SPS control
algorithm, it increases the power conversion efficiency by 2%–13%
and takes 6 min. 14 s, 6 min. 15 s, 6 min. 30 s, and 7 min. 59 s to
charge a 158 Wh supercapacitor bank with input power of 2000 W,
1900 W, 1700 W, and 1400 W, respectively.
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Figure 3.14 Experimental results of device current waveform of blended
SPS-ESPS control DAB-IBDC. (a) Primary bridge switching current and (b)
secondary bridge switching current.
Figure 3.15 Blended SPS-ESPS control DAB-IBDC power conversion
efficiency. (a) Input power versus efficiency, and (b) input power versus
output power.
Figure 3.16 shows backward mode operation waveforms of SPS
(a) and blended SPS-ESPS (b) control DAB-IBDCs. In backward
mode, a high-power resistive load (25 ) was used on the primary
side of the converter circuit, as shown in the block diagram
in Fig. 3.1, for discharging the supercapacitor bank. In forward
mode, when the supercapacitor was fully charged, the controller
automatically switched from forward mode to backward mode and
enabled reverse-side power flow in the circuit. In the experiment,
a 25 , 2500 W resistive load was connected on the primary side
to discharge a 158 Wh supercapacitor bank. The supercapacitor
bank output voltage was 48 V, which was converted to 220 V
~ ········· ~~ 
Time(ms) Time(ms) 
1800 
Input Power (W)210 
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Figure 3.16 Backward mode operation waveforms of (a) SPS control and
(b) blended SPS-ESPS control DAB-IBDCs. Timescale 10 ms/Div.
DC in backward mode and applied across the load of 25 . An
approximately 9 A current was passed through the load.
3.6 Conclusions
The blended SPS-ESPS digital control algorithm was proposed
over the SPS control algorithm for a DAB-IBDC to achieve high
power conversion efficiency, MPP, and enhanced fast charging-
discharging in a high-power-density energy storage device. In the
laboratory, using MOSFET switches, a 2 kW, 50 kHz DAB-IBDC was
developed and the SPS and blended SPS-ESPS control algorithm
were verified experimentally. The results showed that in large-
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voltage-conversion-ratio applications, such as a stand-alone solar
power system, the proposed blended SPS-ESPS control algorithm
achieves high conversion efficiency by reducing the backflow power
and current stress in a circuit.
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Chapter 4
Overview of Transformerless Inverter
Structures for Grid-Connected PV
Systems
Renewable energy (RE) sources are a very good solution to
providing alternative energy to overcome the global energy issues.
Further, the use of RE sources has improved during the last
decade because of the development in grid integration technologies.
However, there is a significant variation among grid-connected PV
systems, from a few hundred watts (small-scale DC modules) to
hundreds of megawatts (large scale). A large portion of residential
applications consists of PV systems, and this will increase abruptly
in the near future. This chapter comprehensively reviews the
development and control of single-phase grid-connected (SPG-C)
PV systems. A brief introduction of RE resources, along with their
updated status, is provided in Section 4.1. Section 4.2 discusses
power converter technology for PV systems. Half-bridge (H-bridge)-
based inverter structures are detailed in Section 4.3. Section 4.4
summarizes FB-derived inverter topologies. NPC-derived inverter
structures are elaborated in Section 4.5. NPC-derived inverter
technologies, typical PV inverter structures, and generic control
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structure for SPG-C systems are explained in Section 4.6, Section 4.7,
and Section 4.8, respectively.
4.1 Introduction
According to long-term national strategies, the resources of
conventional power generations are unsustainable. In the last
decade, extensive installation of renewable energy resources
(RERs), that is, hydropower, wind energy, solar photovoltaic (PV)
energy, geothermal energy, ocean energy, biomass energy, tidal
energy, and thermoelectric energy, has been carried out for grid
interonnection.1, 2 Over the past several years, solar PV energy
installation is booming at a repaid rate, and in some countries, it
plays a vital role in electricity generation.3 For instance, solar PV
systems fulfilled approximately 7.9% of the total electricity demand
in 2014 in Italy. By the end of 2014, its installed capacity reached
38.2 GW (mostly for residential purposes).3−5 The worldwide solar
PV generation capacity for the last 15 years is illustrated in Fig. 4.1.
For desirable PV integration in the future mixed-power-grid and
single-phase grid-connected (SPG-C) PV systems are discussed and
described in this chapter.
The power electronics technology plays a vital role in the
integration of RERs, including solar PVs, into the grid.6, 7 Power semi-
conductor devices are associated with advancement.8 Therefore, the
power electronics part is responsible for efficient and reliable power
conversion from the inexhaustible, pollution-free, and clean solar PV
energy. That’s why, a large number of PV power converters for grids
are advanced and commercialized.9−15
4.2 Power Converter Technology for PV Systems
In terms of progressing technologies, to organize and transfer PV
power to a grid there are mainly five configuration concepts2, 9, 16, 17
available, as presented in Fig. 4.2. According to the power rating and
the output voltage of the PV panels, each configuration consists of
a series of paralleled strings or PV panels, followed and configured
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Figure 4.1 Global cumulative PV capacity for 15 years.5
by DC–DC converters and DC–AC inverters (power electronics
converters).
Typically, power converters are classified into string inverters,
multistring inverters, central inverters, and module-level (AC
module and DC module) inverters.9, 10 For solar power farms/plants
as three-phase systems, central and multistring converters are
widely utilized.18−20 Comparatively, in residential applications, as
single-phase systems, string and module converters are intensively
adopted.21, 22 Though the configuration of power converters is
different, they have the same major functions, including islanding
detection and protection, reactive power control, grid code com-
pliance, synchronization, power transfer and DC–AC conversion,
and PV power maximization.7−22 Advanced and intelligent controls
are required for effective incorporation of these functionalities
and to fulfill customized demands. Additionally, PV integration
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As presented in Fig. 4.2, the most common solutions used
in single-phase PV applications are string inverters, multistring
inverters, and the module concept, where an important issue of
concern is galvanic isolation. Conventionally, isolation is provided
by an isolation transformer either by a low-frequency transformer
at the grid or by a high-frequency transformer between the power
electronics converters, as presented in Fig. 4.2a and 4.2b. With
an overall efficiency of 93%–95%, both above-mentioned grid-
connected technologies are commercially available, contributed
mainly by bulky transformers.23 A large number of transformerless
PV inverters have been developed,9, 11, 23 and there is daily improve-
ment in the overall efficiency.
Recently, many manufacturers of transformerless PV inverters
have entered the market, for example, REFU, Danfoss, Ingeteam,
Conergy, Sunways, and SMA, offering maximum efficiency of up
to 98% and high European efficiency (>97%). The topology
development for transformerless inverter is based on the following
main converter families:
(a) H-bridge or full-bridge
(b) Neutral point clamped (NPC)
Based on these main families, most relevant derived transformerless
topologies are discussed and explained in this chapter. In some
structures a boost DC–DC converter is required. That’s why the level
of diversity is high. Boost converters are not described in detail
as they are well known. At the end of this chapter some classical
combined boost converter topologies are described.
4.3 H-Bridge-Based Inverter Structures
In 1965, W. Mcmurray first developed the full-bridge (FB) or H-
bridge inverter family.25 In the power electronics converter tech-
nology development, the FB has been an important development.
Force-commuted semiconductor devices, also called thyristors, were
first effectively utilized by this structure. This topology can be
implemented with one switching leg (in the H-bridge form) or with
two switching legs (in the FB form) and can be used for both
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Figure 4.3 Basic structure of an FB inverter.
DC–AC and DC–DC conversion; it’s also a versatile topology. The
basic structure of the FB is presented in Fig. 4.3.
4.3.1 Modulation Strategies
The basic modulation strategies for an inverter structure are:
• Bipolar (BP) modulation
• Unipolar (UP) modulation
• Hybrid modulation
4.3.1.1 Bipolar modulation
In this modulation the diagonal switches are turned on as S1 with
S4 and S2 with S3, respectively. For the positive and negative output
currents, the AC voltage can be generated as presented in Figs. 4.4a
and 4.4b, respectively. This converter is based on the following
features:
• The diagonal switches are synchronously switched on, that is, S1
with S4 and S2 with S3 at a high frequency.
• A voltage state with zero output is not possible.
Aspects of significance
The electric magnetic interference (EMI) and leakage current are
very low as VPE has no switching frequency component while only
a grid frequency component is present.
PVArray Filter H-Bridge lnverter Filter Electric Grid 
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Figure 4.4 BP modulation scheme for an FB in the case of (a) a positive
cycle and (b) a negative cycle.
Aspects of insignificance
• The efficiency is low, up to 95%, because of simultaneous
switching of the two switches at every period the core losses
in the output filter are higher and reactive power exchange
between L1↔2 and CPV during freewheeling.
• The filtering requirement is higher as the switching ripple in the
current equals 1 × switching frequency.
• Due to BP voltage variation, that is, (+VPV → −VPV → +VPV)
the core losses are higher.
Sl+S4 = ON,S2+S3 =OFF 
(a) 
Sl + S 4 =OFF, S2 + S3 =ON 
(b) 
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Analysis
Due to reduced efficiency the BP modulation–based FB is not
appropriate for use in a transformerless PV system despite its low
leakage current.
4.3.1.2 Unipolar modulation
In this modulation, according to its own reference each leg is
switched. For the positive and negative output currents, the AC
voltage can be generated as presented in Fig. 4.5. This converter is
based on the following features:
• At a high frequency legs A and B are switched with a mirrored
sinusoidal reference.
• A voltage state with a zero output is possible, when S1, S3 and
S2, S4 are on.
Aspects of significance
• The filtering requirement is lower as the switching ripple in the
current equals 1 × switching frequency.
• Due to UP voltage variation, that is, (0 → +VPV → 0 →
−VPV → 0), the core losses are lower.
• Because of reduced losses during the zero-voltage states its
efficiency is higher, up to 98%.
Aspects of insignificance
• The EMI and leakage current are very high as VPE has no
switching frequency component.
4.3.1.3 Analysis
Due to the high-frequency content of the V PE the UP modulation–
based FB is not appropriate for use in a transformerless PV system,
although it has high efficiency and low filtering requirements.
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Figure 4.5 UP modulation scheme for an FB in the case of (a) a positive
cycle and (b) a negative cycle.
4.3.1.4 Hybrid modulation
According to hybrid modulation one leg is switched at a higher
frequency and the other leg is switched at the grid frequency.25 For
the positive and negative output currents, the AC voltage can be
generated as described in Fig. 4.6. This converter is centered on the
subsequent features.
• At a high pulse-width-modulation (PWM) frequency leg A is
switched on while leg B is switched at grid low frequency.
• A voltage state with two zero outputs is possible, when S1, S2
and S3, S4 are on.
............... ------+ -·-·-·-·+ 
V. >0,/8 > 0. Sl ,S3&D3= 0 N, VAB = 0 V8 >0,18 > 0. Sl &S4=0N, VAB = Ypv V, >0,/8 > 0. S2,S4 &D2 = 0N, VAB = 0 
(a) 
s 
-·6'- 1~ ., . Je 
S2 
..... .... ...... -·-·-·-·+ 
V. <0,/8 < 0. SI ,S3&Dl= ON,VA8 = 0 V. <0,18 <0. S2,S4&04=0N,VA8 =0 
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Figure 4.6 Hybrid modulation scheme for an FB in the case of (a) a positive
cycle and (b) a negative cycle.
Aspects of significance
• Due to UP voltage variation, that is, (0 → +VPV → 0 →
−VPV → 0), the core losses are lower.
• Because of no reactive power exchange between CPV and L1(2)
during zero voltage and lower frequency of switching in one leg,
its efficiency is higher, up to 98%.
Aspects of insignificance
• The EMI filtering requirement and the leakage current peaks are
high as VPE has square wave variation at the grid frequency.
_______.. ............. ,.. 
v g >O,! g >0. Sl&S4=0N, VAB = V,y.A(i6kHz),B(50Hz) v. >O,! g >0. Sl,S3,&D3=0N, VAB = V,y.A(i6kHz),B(50Hz) 
(a) 
-·6·-~ ~ .,. 
Je 
---· V, <0,1, <0. S2&S3=0N, VA8 =-V,v.A(l6k.Hz),B(50Hz) V. <0,/8 <0. S2,S4&D4=0N, VAB =-V,v.A(l6kHz),B(50Hz) 
(b) 
H-Bridge-Based Inverter Structures 107
Figure 4.7 Schematic diagram of an H5 (SMA) inverter.
• The filtering requirement is higher (in the output no artificial
frequency increase) as the switching ripple in the current equals
1 × switching frequency.
• For a two-quadrant operation only this modulation works.
Analysis
Due to the square wave variation of the V PE the hybrid modulation–
based FB is not appropriate for use in a transformerless PV system
although it has high efficiency.
4.3.2 H5 Inverter (SMA)
A new inverter topology called H5 was patent by SMA in 2005.26 As
its name indicates, it is a modified H-bridge. In the positive bus of
the DC link an extra switch—a fifth switch—is added, presented in
Fig. 4.7. The extra switch has the following two vital functions:
• The efficiency is increased as no reactive power exchange occurs
between CPV and L1(2) during zero voltage.
• It eliminates the high-frequency content of VPE by isolating the
grid from the PV modules during the zero-voltage state.
Figure 4.8 presents the generation of AC currents for the positive
and negative switching states. This converter is based on the
succeeding features:
PV Array Filter Filter Electric Grid 
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Figure 4.8 Switching states of H5 (SMA) in the case of (a) a positive cycle
and (b) a negative cycle.
• Voltage states with two zero outputs are possible, that is, when
S5 is off and when S4(S2) is on.
• S1 and S3 are switched at the grid frequency; and S2, S4, and S5
are switched at a high frequency.
Aspects of significance
• The core losses are lower due to UP voltage variation, that is,
(0 → +VPV → 0 → −VPV → 0).
• Because of no reactive power exchange between CPV and L1(2)
during zero voltage and lower frequency of switching in one leg,
its efficiency is higher, up to 98%.
DS 
-------+ 
Vg >OJ , >0. Sl,S4 &S5=0N, VAB = Ypv V, >0,1
8 
>0. S5,S4 = 0FF,Sl&D3= 0N, VAB = 0 
(a) 
-------+ ------+ 
V, < 0,1, < 0. S5,S2&S3=0N, VA8 = -V,vS2, S5=t f,S3=Linef V, <0,1, <0. S5&S2=0FF,Dl&S3=0N, v .. =O.S2,S5=t j ,S3=Linef 
(b) 
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• The EMI filtering requirement and the leakage current peaks are
lower as VPE has only a grid frequency component.
Aspects of insignificance
• The conduction losses are higher as three switches are conduct-
ing during the active vector, but the overall high efficiency is not
affected.
• An extra switch is added.
Analysis
The advantageous features of an FB with a hybrid modulation
technique is combined in the H5 topology. On utilization of the
extra switch, the high-frequency component of V P E is eliminated by
isolating the grid from PV panels during the zero-voltage state. Due
to the high efficiency, low filtering requirements, and low EMI, this
topology is thus very appropriate for use in a transformerless PV
system. Currently, in the series called SunnyBoy 4000/5000 TL, it is
commercialized by SMA with a maximum efficiency of 98% (Photon
International, October 2007) and European efficiency higher than
97.7%.
4.3.3 HERIC Inverter (Sunways)
A new inverter topology called “highly efficient and reliable inverter
concept” (HERIC) was patented by Sunways in 2006. This topology
is also called a highly efficient and reliable inverter concept. As
presented in Fig. 4.9, using two back-to-back connected insulated
gate BP transistors (IGBTs), a bypass leg is added on the AC side.27
The AC bypass is used to give the same vital functions as the extra—
fifth—switch in the H5 topology, as follows:
• The efficiency is increased as no reactive power exchange occurs
between CPV and L1(2) during zero voltage.
• It eliminates the high-frequency content of VPE by isolat-
ing the grid from the PV modules during the zero-voltage
state.
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Figure 4.9 Schematic diagram of an HERIC (Sunways) inverter.
Figure 4.10 presents the generation of AC currents for the
positive and negative switching states. This converter is established
on the following features.
• Voltage states with two zero output values are possible, that is,
when S+ and S– are on (when the bridge is in the off state).
• S+ (S–) is switched at the grid frequency, and S1−S4 and S2−S3
are switched at a high frequency.
Aspects of significance
• The core losses are lower due to UP voltage variation, that is,
(0 → +VPV → 0 → −VPV → 0).
• Because of no reactive power exchange between CPV and L1(2)
during zero voltage and lower frequency of switching in one leg
its efficiency is higher, up to 97%.
• The EMI filtering requirement and the leakage current peaks are
lower as VPE has no switching frequency component and only a
grid frequency component is present.
Aspects of insignificance
• Two extra switches have been added.
PVArray Filter H-Bridge lnverter Filter Electric Grid 
H-Bridge-Based Inverter Structures 111
Figure 4.10 Switching states of HEREIC (Sunways) in the case of (a) a
positive cycle and (b) a negative cycle.
Analysis
The HERIC topology increases the efficiency by adding the zero
voltage with the help of an AC bypass to the performance of the FB
with BP modulation.
Due to the high efficiency, low filtering requirements, and low
EMI, this topology is very appropriate for use in a transformerless
PV system. Currently, in the series called Sunways in the AT series
(2.7–5 kW) it is commercialized, with maximum efficiency of 95.6%
(Photon International, July 2008) and European efficiency of 95%.
As during the zero-voltage switching decoupling of the grid from
the PV generator on the AC side and DC side occurs, both H5 and
-----'------+ ............. ~ 
V, >0,1, >0. Sl,S4 &S+=ON, V""= Ypv,Sl&S4= t f,S+=linef V, >0,1, > 0. SI,S4=0FF,S+&D-=ON, v •• =0,SI&S4=t J,S+=linef 
(a) 
________. 
v, >0,1, >0. S-,S2&S3=0N, VAB =- vpy,S2&S3=t j,S-=Linef v, >0,1, >0. S-,S2&S3=0N, v •• =-
(b) 
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Figure 4.11 Schematic diagram of a REFU inverter.
HERIC are quite similar in behavior. HERIC has only two switches
conducting at the same time, while H5 has three. Additionally, they
both switch, one switch at the grid frequency and the other at a high
frequency.
4.3.4 REFU Inverter
The modification of the classical H-bridge by REFU solar gave a new
patent in 2007. This topology usually consists of a bypassable DC–DC
converter and an H-bridge within the AC side bypass, as presented
in Fig. 4.11.28 The same two vital functions of HERIC topology are
provided by the AC bypass.
• The efficiency is improved as no reactive power exchange
happens between CPV and L1(2) during zero voltage.
• It removes the high-frequency content of VPE by detaching the
grid from the PV modules during the zero-voltage state.
In comparison to HERIC the AC bypass is differently imple-
mented, for example, the standard IGBT module–based unidirec-
tional switches are used and a series diode with an IGBT is used to
cancel the freewheeling path. In this topology, when the input DC
voltage is lower than the grid voltage, only the boost converter is
activated. Figure 4.12 presents the generation of AC currents for the
positive and negative switching states. This converter is established
on the following features.
PV Array DC Link Boost DC Link H 
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Figure 4.12 Switching states of REFU (REFUSol) in the case of (a) a positive
cycle and (b) a negative cycle.
• When there is no need for boost VPV >
∣∣Vg∣∣, then S1 (S4) is
switched at a high frequency.
• When boost is enabled VPV <
∣∣Vg∣∣, then S3 (S4) is switched at a
high frequency.
• Depending on voltage polarity, S+ (S–) is switched at the grid
frequency.
Aspects of significance
• The core losses are lower due to UP voltage variation, that is
(0 → +VPV → 0 → −VPV → 0).
V, >0,1, > O,S+=ON, VAB =O,S+=linef 
---+ • 
~ >0,1, > O,V,v <jV,j, Sl&S4=0N, VA8 =V,v/2,Sl =t f,S+=linej (a) ~>0,1, > 0, Yrv<IV,j, S3&S+=0N,VA8 =Voc/2,S3=t/,S+=linej 
V. <0,1• <0,S-=0N,VA8 =0,S-=IineJ 
... ·········• ------+ 
~<O. I, <O. v,v >jv,l. S2&S-=0N, vA.=-V,y/2,5'2= t f,S-= linej ~<OJ, < O. VPV >jv, j. S4&S-=ON, VAB =-Voc/2,5'2= t f,S-=linej 
(b) 
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• Because of no reactive power exchange between CPV and L1(2)
during zero voltage, lower frequency of switching in one leg, and
boost only when necessary, its efficiency is higher, up to 98%.
• The EMI filtering requirement and the leakage current peaks are
lower as VPE has no switching frequency component and only a
grid frequency component is present.
Aspects of insignificance
• Two more switches have been added, although switched at a low
frequency.
• Double DC voltage is needed.
Analysis
The REFU topology increases the efficiency with minimum losses
by adding the zero voltage with the help of an AC bypass to the
performance of the H-bridge. Due to the high efficiency, low filtering
requirements, and low EMI, this topology is thus very appropriate
for use in a transformerless PV system. Currently, in the series called
REFUsol (11/15 kW) it is commercialized, with maximum efficiency
of 98% (Photon International, September 2008) and European
efficiency of 97.5%.
4.3.5 FB-DCBP (Ingeteam) Inverter
The modification of a classical H-bridge by Ingeteam29 gives an FB
inverter with a DC bypass (FB-DCBP) (patent pending; published
by Gonzalez et al.).30 This topology usually consists of a classical H-
bridge with the addition of two extra switches in the DC link, and for
clamping the output to the ground, two extra diodes are connected
at the middle point of the DC bus, as presented in Fig. 4.13. In conflict
to H5 or HERIC, where zero voltage is fluctuating, the clamping
diodes ensure that the zero voltage is grounded and the panels are
separated from the grid by DC switches during zero-voltage states.
During zero voltage, prevention of the reactive power exchange
between CPV1(2) and L1(2) leads to high efficiency and low leakage
current; essentially “jump-free” VPE solutions are ensured by both.
Figure 4.14 presents the generation of AC currents for the positive
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Figure 4.13 Schematic diagram of an FB-DCBP (Ingeteam) inverter.
and negative switching states. The main functions of the FB-DCBP
topology are as follows:
• S1 (S2) and S4 (S3) are switched at the grid frequency, and S5
and S6 are switched at a high frequency.
• By turning off the DC bypass switches S5 and S6, a zero-output
voltage is achieved. The current splits into two paths, when S2
and S3 are turned on and S5 and S6 are turned off, that is, (a)
S4 and the freewheeling diode of S2 (D2) and (b) S1 and the
freewheeling diode of S3 (D3). Thus, no switching losses appear
as S2 and S3 are turned on with no current. The path of the
current during the zero-voltage state for a negative grid current
will be S2-D4 or S3-D1, while that for the positive grid current
will be S1-D3 or S4-D2. To the half of the DC-link voltage, for
clamping the bypass switches D+ and D– are used.9
Aspects of significance
• The core losses are lower due to UP voltage variation, that is,
(0 → +VPE → 0 → −VPE → 0).
• The DC bypass switches have half the rating of the DC voltage.
• Because of a low voltage rating of S5 and S6, a lower switching
frequency in the FB, and no reactive power exchange between
CPV and L1(2) during zero voltage, its efficiency is higher.
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Figure 4.14 Switching states of FB-DCBP (Ingeteam) in the case of (a) a
positive cycle and (b) a negative cycle.
• The EMI filtering requirement and the leakage current peaks are
lower as VPE has no switching frequency component and only a
grid frequency component is present.
Aspects of insignificance
• Two extra diodes and two more switches have been added.
• Without affecting the overall high efficiency, the conduction
losses are higher because four switches are conducting during
the active vector.
_ _. ____ . 
---+ V. >0,/
8 
>0. SI,S4 &S5,S6=0N, V,,= V,v,S5&S6=f f, Sl&S4=1inej 
············· ~ 







< 0. Sl&S4 = 0N, V AB = 0,S5&S6 =f f, S2&S3 =linef 
(b) 
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Figure 4.15 Schematic diagram of an FB-ZVR inverter.
Analysis
FB-DCBP (Ingeteam), due to high efficiency, low filtering require-
ments, and low EMI in this topology, is thus very appropriate for use
in a transformerless PV system. Currently, in the series called Sun TL
series (2.5/3.6/6 kW) it is commercialized by Ingeteam in Ingecon,
with maximum efficiency of 96.5% (Photon International, August
2007) and European efficiency of 95.1%.
4.3.6 Full-Bridge Zero-Voltage Rectifier Inverter
The other modification of the classical H-bridge is known as the
FB zero-voltage rectifier (FB-ZVR),31 as presented in Fig. 4.15. The
derivation of this topology is based on the HERIC topology; using
a diode clamp to the DC midpoint and one switch (S5) and a diode
bridge, the bidirectional grid short-circuiting switch is implemented.
By turning S5 on and turning the FB off a zero voltage is achieved.
Figure 4.16 presents the generation of AC currents for the
positive and negative switching states. The main function of the FB-
ZVR topology are as follows:
• Like in BP modulation, the switches are diagonally switched in
the FB. By turning S5 on and by turning all switches off a bridge
in the zero state is introduced.
PVArray Filter H-Bridge lnverter Filter Electric Grid 
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Figure 4.16 Switching states of an FB-ZVR in the case of (a) a positive cycle
and (b) a negative cycle.
Aspects of significance
• The core losses are lower due to UP voltage variation, that is,
(0 → +VPV → 0 → −VPV → 0).
• Because of a lower switching frequency in one leg and no
reactive power exchange between CPV and L1(2) during zero
voltage, its efficiency is higher, up to 96%.
• The EMI filtering requirement and the leakage current peaks are
lower as VPE has no switching frequency component and only a
grid frequency component is present.
V, >0,18 >0. SI ,S4&S5,S6=0~5&S6=tJ,S!&S4 =1ineJ v, >OJ, >0. Si&S4=0N~ V~ ·~tss&S6=t J,Si&S4=linef 
(a) 
V, <0,1• <0. S2,S3 &SS,S6=0N~S&S6= tj,S2&S3=1inej 
(b) 
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Aspects of insignificance
• Four extra diodes and one more switch have been added.
• Losses across the filter increase as the BP output is obtained
during dead-time clamping.
Analysis
In terms of low leakage and high efficiency the advantages of the
HERIC are inherited by the FB-ZVR. The efficiency is lower than that
of HERIC because of the high switching frequency of S5; however, it
has the advantage that it can work at any power factor.
4.4 FB-Derived Inverter Topologies: An Overview
Actually, the two-level FB (or H-bridge) inverter is converted into a
three-level one by using FB-DCBP, REFU, H5, and HERIC topologies.
The input voltage stress on both the output inductor and the
switches is reduced to half, thus increasing the efficiency. By using
an additional DC bypass (FB-DCBP) or AC bypass (REFU or HERIC)
or higher switches of the bridge (H5), the zero-voltage state is
accomplished by shorting the grid. FB-DCBP and REFU clamp the
neutral to the midpoint of the DC link, while HERIC and H5 isolate
the grid from the PV panels during zero voltage. Together HERIC
and REFU use the AC bypass; however, HERIC uses two switches in
series (back to back) and REFU uses two switches in antiparallel.
Therefore, for the REFU topology the conduction losses in the
AC bypass are lower. The efficiency of H5 and REFU is slightly
higher in comparison to FB-DCBP and HERIC as they have only
one switch that switches with a high frequency while the others
have two.
The implementation of the FB-ZVR is different. Although it’s
derived from HERIC, it uses one switch and diode bridge as a
bidirectional switch. This topology can also work with a nonunitary
power factor and have constant VPE but moderate high efficiency
(higher than FB-BP but lower than HERIC)
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Figure 4.17 Schematic diagram of an FB-ZVR inverter.
4.5 NPC-Based Inverter Structures
NPC was first introduced by Takahashi et al. in 1981.33 In
comparison to a two-level FB inverter, NPC has lower switching
stress as well as dV /dt. Because of the versatile nature of NPC
topology, it is effective in both three-phase and single-phase (FB or
H-bridge) systems.
4.5.1 NPC H-Bridge Inverter
An NPC HF inverter is based on the concept in which zero voltage is
acquired by using D+ or D– depending on the sign of the current the
output is clamped to at the middle point (ground) of the DC bus, as
presented in Fig. 4.17.
Figure 4.18 presents the generation of AC currents for the
positive and negative switching states.
The main functions of an NPC HF topology are:
• When there is no need for a boost, VPV >
∣∣Vg∣∣, the possible zero-
voltage states S3, D– = ON and S2, D+ = ON are switched at
a high frequency. In out-of-unitary-power-factors operation in
opposition for Vg > 0 switches S1 and S3 and for Vg > 0, Ig > 0
switches S2 and S4 are operated.
PVArray Filter NPC lnverter 
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Figure 4.18 Switching states of an NPC H-bridge in the case of (a) a positive
cycle and (b) a negative cycle.
• S2 (S3) is switched at the grid frequency, while S1 (S4) is
switched at a high frequency.
Aspects of significance
• The core losses are lower due to UP voltage variation, that is,
(0 → +VPV → 0 → −VPV → 0).
• Because of no reactive power exchange between CPV and L1(2)
during zero voltage and lower frequency of switching in one leg,
its efficiency is higher, up to 98%.
-·6-1~ ' o ' Je 
---· V, >0,/8 >0. SI,S2=0N &S3,S4=0FF, V, 8 =V,v/2,SI=tj,SI&S2=1inej ~ >0,18 > 0. S2=0NJ)+-=0N,SI,S3,&S4;v, 8 = 0,SI=t J ,S2=1inej (a) 
V. <0,1, <0. S3&D4=0NSJ&S~ÖFFV~=-V,vi2S4= tj,S3=lineJ V. <OJ, <0. S3 &D-=ONSIS2&S3=0FEVAs=--D,S4= tj,S3=linej 
(b) 
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• The EMI filtering requirement and the leakage current peaks
are lower as VPE is constant and is equal to VPV/4 and it has
no switching frequency component and only a grid frequency
component is present.
• The reduction in the switching losses is because the outer
switches’ voltage rating can be reduced to VPV/4.
Aspects of insignificance
• Two more diodes have been added.
• In comparison with an FB, double voltage input is needed.
• The switching losses are unbalanced, lower on the middle
switches and higher on the higher/lower switches.
• At the neutral point, addition of any inductance will lead
to leakage current as EMI filters generate a high-frequency
common-mode voltage.
Analysis
In comparison with REFU, HERIC, and H5, the NPC H-bridge is
very similar in performance. Due to high efficiency, low filtering
requirements, and low EMI, this topology is thus very appropriate
for use in a transformerless PV system. Currently, in the series called
TripleLynx (three-phase 10/12.5/15 kW) it is commercialized by
Danfoss Solar Inverter, with maximum efficiency of 98% (Photon
Magazine, July 2010) and European efficiency of 97%.
4.5.2 Conergy NPC Inverter
The variation of classical NPC yields to the HF topology whose
output is clamped to the neutral using two back-to-back-IGBT-based
bidirectional switches. This topology is presented in Fig. 4.19 and
patented by Conergy.33 An alternative of the same concept topology
is depicted in the international patent application by Knaup,34
where instead of an H-bridge an FB is used and in place of a
series connection a parallel connection of unidirectional clamping
switches is carried out.
An NPC HF inverter is based on the main concept in which zero
voltage is acquired by using S+ or S– depending on the sign of the
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Figure 4.19 Schematic diagram of a Conergy NPC inverter.
current the output is clamped to at the middle point (ground) of the
DC bus, as presented in Fig. 4.20. The main functions of the Conergy
NPC topology are:
• The possible zero-voltage states are S+, D+ = ON and S–, D– =
ON.
• S+ (S–) and S1 (S2) are switched at a high frequency.
Aspects of significance
• The core losses are lower due to UP voltage variation, that is,
(0 → +VPV → 0 → −VPV → 0).
• Because of no reactive power exchange between CPV and L1(2)
during zero voltage and because losses are reduced as the on
switch is conducting during the active state, its efficiency is
higher, up to 98%.
• The EMI filtering requirement and the leakage current peaks
are lower as VPE is constant and is equal to VPV/4 and it has
no switching frequency component and only a grid frequency
component is present.
• In comparison with classical NPC the switching losses are
balanced.
PVArray Filter HB lnverter 
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Figure 4.20 Switching states of Conergy NPC in the case of (a) a positive
cycle and (b) a negative cycle.
Aspects of insignificance
• In comparison with an FB, double voltage input is required.
• Compared to the outer switches of NPC the voltage rating of S1
and S2 is double.
• At the neutral point, addition of any inductance will lead
to leakage current as EMI filters generate a high-frequency
common-mode voltage.
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Analysis
Due to slightly higher efficiency compared with classical NPC,
low filtering requirements, and low EMI, this topology is very
appropriate for use in a transformerless PV system. Currently,
in the series called IPG series (2–5 kW) it is commercialized by
Conergy in the string inverter series, with maximum efficiency of
96.1% (Photon International, July 2007) and maximum European
efficiency of 95.1%.
4.6 NPC-Derived Inverter Topologies: An
Overview
All the NPC-derived inverter topologies are three-level topologies.
The advantageous features of these topologies are (a) practically no
leakage due to a grounded DC link midpoint, (b) high efficiency due
to clamping of PV panels during the zero-voltage state, and (c) UP
voltage across the filter. In comparison with FB-derived topologies
because of higher complexity, with ratings over 10 kW (minicentral)
three-phase inverters these topologies are typically used. Besides,
for high power, in the range of hundreds of kW (central inverter),
where multilevel inverters are important, these topologies are also
very attractive.
4.7 Typical PV Inverter Structures
Transformerless PV inverter–based inverter structures are elabo-
rated in this chapter. Conversely, the final structure will be different
as most of them require boosting. Since the power of a single PV
panel is low and strongly dependent on ambient temperature and
solar irradiance (ambient conditions), either a boost or a buck-boost
converter is required to achieve an acceptable DC-link voltage.35−41
Figure 4.21 presents an H-bridge boosting PV inverter with a
high-frequency transformer, one with a low frequency transformer,
and one without a transformer. Additionally, high-frequency ver-
sions (HERIC or H5) can easily replace the FB inverter.
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Figure 4.21 H-bridge-based PV inverter with (a) a high-frequency trans-
former, (b) a low-frequency transformer, and (c) without a transformer.
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Figure 4.22 Generic control structure of a single-phase grid-connected
system.
4.8 Generic Control Structure for a Single-Phase
Grid-Connected System
The main purposes of the control for SPG-C systems are as follows:
(a) to maximize the power from PV panels, PV-side control is
incorporated, and (b) for the purpose of fulfilling the demands
of the power grid, grid-side control is performed. To fulfill the
requirements/demands the generic control structure consists of
two cascaded loops.42, 43 The inner control loop is accountable for
shaping the current, while the outer voltage/power control loop
produces the current command. In this way the quality of power
is sustained along with various other functionalities, as depicted in
Fig. 4.22.
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Chapter 5
Facile One-Step Synthesis of a
Composite CuO/Co3O4 Electrode
Material on Ni Foam for Flexible
Supercapacitor Applications
In this chapter, for the first time, the composite CuO/Co3O4
electrode material is explored for supercapacitor applications. We
have synthesized a Co3O4-decorated and CuO-decorated Co3O4
(CuO/Co3O4) composite material by a facile hydrothermal method.
Compared to a Co3O4 electrode, the CuO/Co3O4 electrode delivered
a high specific capacitance of 806.25 F g−1 at 2 A g−1 and superior
cycling stability, with the retention of 99.75% after 2000 cycles.
Excitingly, the CuO/Co3O4 electrode shows excellent electrochemical
performance under various bending angles, representing superior
flexibility.
5.1 Overall Survey
Nowadays, supercapacitors are considered as more promising
energy storage systems compared to batteries and traditional
Solar Power and Energy Storage Systems
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capacitors, due to their fast charge-discharge rates, high energy
density and power density, long cycling stability, and low cost.1
The performance of an electrochemical supercapacitor is mainly
dependent on the electrode material. In general, supercapacitors
are classified into electrochemical double-layer capacitors (EDLCs)
and pseudocapacitors on the basis of application of active materials
and electrochemical charge-discharge behavior.2 In fact, pseudo-
capacitors show higher peformance than EDLCs owing to their
fast diffusion redox reactions. Therefore, a lot of research effort is
directed toward the development of low-cost and high-performance
electrode materials for further improving the performance of
pseudocapacitors.3
In recent years, transition-metal oxides (Co3O4, MnCo2O4,
MnO2, Fe2O3, CuO, NiCo2O4, Co3O4/CuO, Ni0.8Co0.1Mn0.1O1.1, etc.)
have been extensively proposed for SCs and lithium-ion-battery
applications, due to their excellent electroactive abilities.4−13 Among
them, CuO and Co3O4 are most widely used electrode materials
due to their low cost, environmental friendliness, and abundance,
as well as their high theoretical specific capacitance.14−17 In this
work, for the first time, composite CuO/Co3O4 nanostructures were
synthesized on Ni foam via a facile one-step hydrothermal route.
Interestingly, the CuO/Co3O4 composite electrode delivered a high
specific capacitance of 806.25 F g−1 at 2 A g−1 and promising long-
term cyclic stability, with only 0.25% loss of specific capacity over
1000 cycles.
5.2 Materials and Methods
Scanning electron microscope (SEM) morphologies of Co3O4 and
CuO/Co3O4 are shown in Fig. 5.1. The Co3O4 electrode shows
agglomerated nanospheres (Fig. 5.1a), and a high-magnification
Co3O4 SEM image reveals a sphere morphology with a diameter of
1.8 μm (Fig. 5.1b). The SEM image of CuO/Co3O4 shows a sphere
morphology with a size of about 0.6–1.4 μm (Fig. 5.1c). As seen from
the high-magnification SEM image (Fig. 5.1d), CuO nanoflakes were
grown on the Co3O4 core.
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Figure 5.1 SEM images of (a, b) Co3O4 and (c, d) CuO/Co3O4-coated Ni foam
electrodes.
Moreover, SEM-energy-dispersive X-ray (EDX) mapping analysis
was conducted to identify the uniformity and interconnection of CuO
and Co3O4 on the Ni foam surface (Fig. 5.2), where Cu, Co, and O
elements are uniformly distributed in the sample. However, the map
of Cu shows that its distribution is sporadic, implying that only a
small amount of CuO is exposed on the surface of Co3O4.
The growth mechanism of CuO/Co3O4 is discussed here: at
the starting of the hydrothermal reactions, in the homogeneous
solution, Co2+ and Cu2+ ions can react with F− ions and form CoF+
and CuF+ complexes. When the temperature reaches 100◦C, urea
releases the OH− and carbonate ions during hydrolysis. Then, CuF+
and OH− ions form a Cu(OH)F precipitate on the surface of the Ni
foam. When the CuF+ ions are consumed to some degree, the CoF+
ions begin to precipitate into nanoflakes on the Cu(OH)F core. The
formation mechanism can be expressed as the following reactions:15
CO(NH2)2 + H2O → 2NH3 + CO2 (5.1)
H2O + NH3 → OH− + NH4+ (5.2)
CuF+ + OH− → Cu(OH)F (5.3)
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Figure 5.2 SEM-EDX mapping results for Cu, Co, and O elements in a
CuO/Co3O4 electrode.
Co2 + H2O → CO2−3 + 2H+ (5.4)
CoF+ + xOH− + 0.5(2 − x)CO2−3 + nH2O → Co(OH)x (CO3)0.5(2−x)
·nH2O + F− (5.5)
Cu(OH)F → CuO + HF ↑ (5.6)
Co(OH)x (CO3)0.5(2−x) · nH2O + O2 → Co3O4 + Co2 ↑ +H2O ↑ (5.7)
Furthermore, the crystal structure and phase of the electrodes
were studied by X-ray diffraction (XRD) analysis. Figure 5.3 depicts
the XRD pattern of the composite CuO/Co3O4 electrode on the
surface of Ni foam. Besides the Ni foam substrate peaks, the peaks
can be indexed to the (11-1), (111), and (31-1) planes of the CuO
phase (JCPDS 48-1548)18 and to the (311), (511), and (440) planes
of the cubic Co3O4 (JCPDS No. 42-1467).
15 The SEM-EDX mapping
and XRD results confirm that CuO/Co3O4 is successfully deposited
on the Ni foam surface.
Cyclic voltammetry (CV), galvanostatic charge-discharge (GCD),
and electrochemical impedance spectroscopy (EIS) are appropriate
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Figure 5.3 XRD pattern of a composite CuO/Co3O4 sample on a Ni foam
surface.
Figure 5.4 CV plots of the (a) Co3O4 and (b) CuO/Co3O4 electrodes at
various scan rates.
tools to demonstrate the electrochemical behavior of electrodes in
a three-electrode system with a 3 M KOH electrolyte. Figure 5.4
depicts the CV plots of the Co3O4 and CuO/Co3O4 samples recorded
at various scan rates in the potential range of –0.5 to +0.3 V.
The shapes of the CV curves of Co3O4 and CuO/Co3O4 are
clearly different from the ideal rectangular shapes related to the
electric double-layer capacitor.19 This indicates that the as-prepared
Co3O4 and CuO/Co3O4 electrodes are excellent potential capacitive
materials with pseudocapacitance. The current density is increasing
with an increase in the scan rate from 10 to 100 mV s−1 in the
(a) 
0.4 























30 40 50 60 70 80 
29 (degree) 
-1.2 .___..__...__......._......._........__.__.__..___.___. -3 L....-..._.....__~....L...__.__.....L...-........__.__.__J 
-0.6 -0.4 -0.2 0.0 0.2 0.4 -0.6 -0.4 -0.2 0.0 0.2 0.4 
Potential M Potential (V) 
136 Facile One-Step Synthesis of a Composite CuO/Co3O4 Electrode Material
Figure 5.5 GCD plots of the (a) Co3O4 and (b) CuO/Co3O4 electrodes at
various current densities. (c) Specific capacitances of Co3O4 and CuO/Co3O4
electrodes at various current densities. (d) Ragone plot of the Co3O4 and
CuO/Co3O4 electrodes.
CV curves, which suggests the presence of surface redox reactions
and pseudocapacitive behavior of the CuO/Co3O4 electrode. The
observed redox peaks can be due to the reversible electron transfer
process that occurred at the CuO/Co3O4 electrode.
20 The CV areas
enlarged with an increasing scan rate, denoting good capacitance
retention. However, the CuO/Co3O4 sample delivered higher current
under the curve and a significantly larger area with prominent
redox peaks compared to the Co3O4 electrodes, indicating a larger
capacitance observed for the CuO/Co3O4 electrode.
Figure 5.5 depicts the GCD curves of Co3O4 and CuO/Co3O4
electrodes at various current densities in the potential window of
–0.5 to +0.3 V. Both electrodes exhibited similar charge-discharge
behavior, but the duration of charging-discharging was different.
A CuO/Co3O4 electrode shows longer discharging duration
than Co3O4, indicating the substantially better performance of
CuO/Co3O4. Figure 5.5c depicts the specific capacitance as a function
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Figure 5.6 EIS plots of Co3O4 and CuO/Co3O4 electrodes. The inset depicts
the enlarged EIS of the electrodes.
of current density, and the specific capacitance decreases with an
increase in the current density. The Co3O4 sample delivers low
specific capacitance values of 559.42, 520.62, 350.25, and 209.62
F g−1 at current densities of 2, 4, 6, and 10 A g−1, respectively.
Besides, a CuO/Co3O4 electrode exhibits higher specific capacitance
values of 806.25, 762.5, 559.28, and 325 F g−1 at the same current
densities. Furthermore, a Ragone plot was used to investigate the
performance of electrodes. The CuO/Co3O4 electrode delivered the
maximal energy density of 71.66 W h kg−1 and a power density of
800 W kg−1, while the Co3O4 sample exhibited the lower energy
density of 49.72 W h kg−1 and a power density of 799.89 W kg−1
(Fig. 5.5d). The synergistic interaction of CuO and Co3O4 facilitates
the electrolyte transfer at the electrode interfaces, which indicates
the superiority of the composite electrode compared to bare Co3O4.
EIS was investigated to demonstrate the electrochemical prop-
erties of the electrodes. Figure 5.6 shows Nyquist plots of Co3O4
and CuO/Co3O4 electrodes. The impedance plot illustrates a small
semicircle at a high-frequency region and a straight line at a
low-frequency region. The intercept of the plot at the real axis
(Z’) denotes the equivalent series resistance (ESR), and the small
semicircle stands for the charge-transfer resistance (Rct) at the
electrode/electrolyte interface. Due to facile ion transport in an
electrolyte, the ESR (0.68 ) and Rct (0.56 ) values of the
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(ESR, 0.94 ; Rct, 0.87 ). Moreover, the more vertical line in the
low-frequency region of the CuO/Co3O4 electrode compared to
the Co3O4 electrode represents the faster ion diffusion behavior of
the CuO/Co3O4 electrode in the electrolyte solution, thereby yielding
improved electrode reaction kinetics during the charge-discharge
process. Stability of an electrode material is a very important
factor for supercapacitors applications. As a result, the CV, GCD,
and EIS curves before and after (2000 cycles) are illustrated in
Fig. 5.7a–c. The results indicate that there is no significant loss in
the performance of electrode materials. The EIS results indicate that
the small change in ESR (0.68  to 0.70 ) is due to dissolution
of the CuO/Co3O4 material during the repeated charge-discharge
process. The results reveal that the CuO/Co3O4 electrode exhibits
excellent cycling stability. The cycling stability of the Co3O4 and
CuO/Co3O4 electrodes was measured at a current density of 6 A g
−1
for 2000 cycles, as shown in Fig. 5.7d. The capacity retention ratios
of Co3O4 and CuO/Co3O4 are 94.21% and 99.75%, respectively,
certifying the outstanding stability of a CuO/Co3O4 electrode.
The electrochemical performance of the CuO/Co3O4 electrode is
further examined under bending conditions. Figure 5.8 depicts that
the CV and GCD curves of the CuO/Co3O4 electrode exhibit no
apparent change at different bending angles, indicating excellent
flexibility and mechanical stability of the CuO/Co3O4 electrode in
practical applications. To improve the performance of a CuO/Co3O4
composite electrode for supercapacitor applications, search for
more detailed analysis and measuring methods is in progress.
5.3 Experiments
5.3.1 Materials Preparation of Co3O4 and CuO/Co3O4
Analytical-grade chemicals were received from Sigma-Aldrich and
used without any further purification. CuO/Co3O4 nanocomposites
were prepared on Ni foam substrates by a facile hydrothermal
route, followed by a simple sintering process. In a typical synthesis
process, Ni foam (1 × 1 cm2) was etched with a 2 M HCl and
rinsed with acetone, ethanol, and deionized (DI) water. 0.04 M of
Co(NO3)2·6H2O, 0.02 M of Cu(NO3)2·5H2O, 0.2 M of urea, and 0.1 M
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Figure 5.7 Long-term cycling performance of the CuO/Co3O4 electrode
before and after 2000 cycles: (a) CV plots at a 100 mV s−1 scan rate, (b)
GCD curves at 6 A g−1, (c) EIS spectra, and (d) cyclic behavior of Co3O4 and
CuO/Co3O4 electrodes at 6 A g
−1.
of NH4F were dissolved in 70 mL of H2O under constant magnetic
stirring. The recepe solution was then transferred into the autoclave
liners, and the Ni foam was dipped into the solution, followed by
heating to 100◦C for 6 h. After cooling to room temperature the
active material–loaded Ni foams were taken out and cleaned with
DI water. Finally, the electrodes were sintered at 300◦C for 2 h in air.
The Co3O4 nanostructures were fabricated in the same conditions
without the addition of Cu(NO3)2·5H2O. The mass loadings of
CuO/Co3O4 and Co3O4 active material on Ni foam were found to be
1.5 and 1 mg cm−2, respectively.
5.3.2 Characterization
The morphology of the electrodes was analyzed by SEM (S-2400,






" .. .. u-2 
-0.4 -0.2 0.0 0.2 0.4 
Polcnlial (V) 

























·._. (d) 6Ag' 1 
!:. 
~ 600--. ...... ; ~-.. Il~ 
-~ 400 
~ 1•???~~~~~~~~~~,~~-a.~ 




a Cu0 /Co30 4 
500 l 000 1500 
Cyclc numbcr 
2000 
140 Facile One-Step Synthesis of a Composite CuO/Co3O4 Electrode Material
Figure 5.8 Performance of a CuO/Co3O4 electrode at different bending
angles using (a) CV curves at a 100 mV s−1 scan rate and (b) GCD plots taken
at 4 A g−1.
of the samples were characterized by XRD (D/Max-2400, Rigaku)
with Cu Kα irradiation.
5.3.3 Electrochemical Measurements
CVs, GCD, and EIS characterizations were measured by BioLogic-
SP150 workstation at room temperature using a three-electrode
system in which CuO/Co3O4 and Co3O4 were used as working
electrodes, a platinum wire counterelectrode, and a standard
calomel electrode. The electrolyte consists of a 3 M KOH aqueous
solution. EIS analysis was conducted in the frequency range from
100 mHz to 500 kHz. The specific capacitance (Cs), energy density
(E ), and power density (P) were extracted by the following
equations:18, 19
Cs = Id × tm × V (5.8)







Here Id, t, V , and m denote the constant current density,
discharging time, potential window, and mass of the active materials,
respectively.
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5.4 Conclusions
In summary, we have reported facile and cost-effective hydrother-
mal synthesis of a composite CuO/Co3O4 electrode material for
supercapacitor applications. The CuO/Co3O4 electrode exhibited a
maximum specific capacitance of 806.25 F g−1 at 2 A g−1 and
increased cycling stability of 99.75% retention after 2000 cycles
compared to a Co3O4 electrode. Besides, the CuO/Co3O4 electrode
delivered excellent flexibility at different bending angles. The
improved performance of the CuO/Co3O4 electrode was attributed
to the improved surface morphology with a high surface area, which
facilitates electron diffusion at the electrode/electrolyte interface.
These results suggest that a low-cost, flexible CuO/Co3O4 electrode
with outstanding electrochemical properties is a potential candidate
for supercapacitor applications.
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Chapter 6
Hybrid Reduced–Graphene
Oxide/MnSe2 Cubes: A New Electrode
Material for Supercapacitors
In this chapter, the integration of 2D graphene nanosheets and
layered transition metal dichalcogenides has been recognized as one
of the most extensive strategies for obtaining promising electrode
materials for energy storage devices. Cubic manganese diselenide
(MnSe2) and rGO-decorated MnSe2 (G-MnSe2) hybrid materials
were synthesized via a facile hydrothermal method.
On the other hand, the metallic selenium impurity is considered
a major unwanted by-product in this method. An effective means
to remove such bulk chalcogenide is a key challenge. For the
synthesis of a G-MnSe2 hybrid material, a swift strategy was adopted
by mixing the graphene oxide with manganese and selenium
precursors. Surprisingly, the final G-MnSe2 product contained a
negligible amount of selenium impurity. The MnSe2 and G-MnSe2
hybrid materials were characterized in detail. For the first time,
the electrochemical energy storage behavior of manganese selenide-
based materials was assessed for supercapacitor applications. The
specific capacitance of the MnSe2 electrode was approximately
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57.8 mF cm−2, whereas the hybrid G-MnSe2 electrode showed
a much higher specific capacitance, of 93.3 mF cm−2, at a scan
rate of 1 mV s−1. A symmetrical cell made from the G-MnSe2
hybrid material shows excellent long-term stability for 4500 cycles
and approximately 106% retention of its initial capacitance, which
is impressive compared to the long cycle life of MnSe2-based
symmetrical cells (80% capacitance retention at the 4500 cycles).
6.1 Overall Survey
The current development of renewable energy conversion systems
requires efficient electrochemical energy storage devices.1 Among
the various electrochemical energy storage devices, the supercapac-
itor is considered one of the most promising energy storage devices
owing to its excellent electrochemical properties, such as high
power density, rapid charging rate, and long-term cycling stability.2
These features have been used in a variety of applications, such
as hybrid electric vehicles, digital communication devices, power
electronics, backup power for windmills, rubber tire gantry cranes,
military applications, and smart grid applications.3 Supercapacitors
consist of four main parts: positive electrode, negative electrode,
separator, and electrolyte. The key performance of the superca-
pacitor is based on the energy storage capacity of the electrode
materials and the stability of the electrolyte for a wide range of
operating voltages.4 To date, various electrode materials have been
investigated for supercapacitor applications,5 such as carbon-based
nanomaterials,6 conducting polymers (polyaniline, polypyrrole,
and polythiophene),7 transition metal oxides (TMOs),8 transition
metal nitrides (TMNs),9 and transition metal dichalcogenides
(TMDs).10 Carbon-based materials are the best-known double-layer
capacitance electrodes, but the fundamental shortcoming is their
low specific capacitance and inferior energy density. Thus far,
various conducting polymer–based electrode materials have been
investigated for supercapacitor applications. Although conducting
polymer–based electrodes show a high specific capacitance, their
cycling stability remains for a few hundred cycles only.11 TMOs have
been investigated widely for supercapacitor applications and show
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a good specific capacitance; however, the electrical conductivity of
TMOs is very low, which increases the overall resistance of the
device.12 The synthesis of TMNs is very difficult due to the formation
of N≡N bonds and its instability in air and humid atmosphere, which
can affect the physicochemical properties and, in turn, the energy
storage performance of the electrode.
In the search for suitable pseudocapacitive electrode materials,
TMDs are considered as one of the propitious candidates, in
which sulfur, selenium, and tellurium come from the same main
group as oxygen and can be reacted with various transition metal
group elements.13 Recently, TMDs have attracted considerable
attention in the supercapacitor field because of their good electrical
conductivity, 2D sheet-like layered crystal structure, high surface
area, and various redox states of transition metal ions. Selenium
is a nonmetal with intermediate chemical activity and physical
properties between that of sulfur and tellurium. Transition metal
diselenides have recently been proposed as interesting candidates
for energy storage devices, such as batteries (Li-ion and Na-ion
batteries) and supercapacitors.14 Recently, molybdenum diselenide
(MoSe2)-based materials have been assessed for supercapacitor




18 prompted this study to synthesize
manganese dichalcogenide–based materials, which has never been
investigated for supercapacitor applications.19 Although MnSe2
possesses a crystal structure and other intrinsic chemical properties
similar to other metal TMDs, manganese is an abundant element in
the earth’s atmosphere, with low toxicity and relatively low cost.20
On the other hand, the synthesis of pure MnSe2 by the hydrothermal
method is crucial due to the formation of undesirable selenium
impurities.21 The removal of selenium impurities from the final
MnSe2 product has not been investigated by many researchers.
Zheng et al. attempted to remove the selenium impurity by baking
their final MnSe2 product at 503 K for 15 min.
22 When the
same eviction method was adopted, no selenium impurity peaks
were observed in the X-ray diffraction (XRD) pattern; in contrast,
strong SeO2 peaks could be observed by X-ray photoelectron
spectroscopy (XPS). Zheng et al.’s calcination method did not
remove the selenium impurity completely; instead, selenium might
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have been converted to an amorphous phase that could not be
observed by XRD. In general, pristine metal dichalcogenides have
some intrinsic demerits, such as chemical instability, low specific
capacitance and inferior rate capability, and poor cycle life, that
limit their electrochemical energy storage performance on a device
scale. These drawbacks of pristine metal dichalcogenides could
be overcome by combining them with highly conducting carbon-
based materials to form a hybrid structure. Various carbon and
carbon-based electrode materials have been used for supercapacitor
applications (carbon nanotubes, graphite, activated carbon and
graphene, etc.). Among them, graphene is the most interesting
material owing to its high surface area and excellent electrical and
chemical properties.23
In this study, a facile strategy was reported to diminish the
concentration of selenium impurities in the reduced graphene oxide
(rGO)-decorated MnSe2 (G-MnSe2) material by an in situ reaction
of GO with a manganese and selenium source.24 The one-step
hydrothermal synthesis led to the formation of the G-MnSe2 hybrid
material. More interestingly, when the GO was mixed with the man-
ganese and selenium precursors in this method, the final product,
G-MnSe2, had an insignificant amount of selenium impurity without
the need for an external purification or calcination procedure.
The as-synthesized G-MnSe2 hybrid material showed much better
electro chemical charge storage properties than that of the rGO-free
MnSe2 material.
25 To the best of our knowledge, this is the first
study of MnSe2 and G-MnSe2-based materials for supercapacitor
applications. The G-MnSe2-based symmetric capacitor showed a
very high areal-specific capacitance (93.25 mF cm−2), an energy
density of 1.84 mWh cm−2, and promising long-term cycling stability
over 4500 cycles.
6.2 Materials and Methods
A schematic representation of the synthesis of a cubic G-MnSe2
hybrid material is shown in Fig. 6.1. The crystal structure and phase
purity of the as-prepared electrode materials were characterized by
XRD.
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Figure 6.1 The schematic representation of the synthesis of a cubic
G-MnSe2 hybrid material.
Figure 6.2a shows the XRD pattern of GO, rGO, MnSe2, and G-
MnSe2. The intense diffraction peak of GO was found at 2θ =
11.12◦ (002 plane), which corresponds to an interlayer distance
(d-spacing) of 0.79 nm. Obviously, the interlayer distance of GO
is higher than the interlayer distance of pristine graphite (d =
0.33 nm). The oxidation of graphite leads to the formation of
oxygen-containing functional groups in the sp2 domain. In addition,
functionalization leads to the formation of structural defects and
new functional groups are introduced in the sp3 orbital, which
leads to a higher d-spacing in the GO crystal structure. After the
hydrothermal reaction, GO was reduced to rGO and the (002)
diffraction peak appeared at 23.58◦ 2θ , which is due to the removal
of oxygen-containing functional groups from GO. This confirms the
efficient reduction of GO to rGO. From Fig. 6.2a, the sharp and intense
diffraction peaks indicate the formation of highly crystalline MnSe2.
The characteristic peaks of MnSe2 could be indexed to the cubic
phase with a lattice constant of a = 6.4170 Å (JCPDS 73-1525).21
In addition to the MnSe2 peaks, small peaks appear at 29.5◦, 43.6◦,
and 45.21◦ 2θ due to the existence of residual selenium impurity.29
These residual selenium peaks disappeared during calcination of
the sample at 230◦C for 15 min. As the melting point of selenium
is approximately 221◦C, the evaporation of selenium is difficult
at this temperature for a short calcination time (see Supporting
Information, Fig. S1).30 This suggests that heating the sample leads
to the formation of poorly crystalline impurity peaks, which cannot
be detected by XRD. To further understand the effects of the heating
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Figure 6.2 (a) XRD patterns of GO, rGO, MnSe2, MnSe2 (230◦C), and G-
MnSe2. (b) Raman spectrum of GO, rGO, MnSe2, and G-MnSe2.
process, the calcined sample was examined by XPS (described
later). The as-synthesized G-MnSe2 hybrid material exhibited an
XRD pattern similar to the cubic MnSe2 phase.
Interestingly, the selenium impurity peaks were reduced signif-
icantly (almost to a negligible amount) without further calcination.
The addition of GO refined the MnSe2 crystal structure in the
G-MnSe2 hybrid material, which is the key finding of this study.
The GO sheets increased the segregation of selenium ions (Se2−) in
the precursor solution. During the hydrothermal reaction, the well-
dispersed Se2− ions reacted with Mn2+ ions to form the pure MnSe2
in the G-MnSe2 hybrid material. This implies that addition of GO is
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reduces the Se-Se interaction, thereby preventing the formation
of selenium metal impurities.31 Unfortunately, no obvious peaks
related to rGO were observed in the G-MnSe2 sample, which might
be due to the small amount of carbon and relatively low diffraction
intensity of rGO in the G-MnSe2 hybrid material.
32 Therefore, the
diffraction peaks of rGO become much weaker after forming the G-
MnSe2 hybrid material. Nevertheless, the presence of rGO in the
G-MnSe2 hybrid material was confirmed by XPS. The structural
information of the GO, rGO, MnSe2, and G-MnSe2 hybrid material
was further confirmed by Raman spectra, as shown in Fig. 6.2b. The
Raman spectrum of GO showed two high-intensity peaks, appearing
at wavelengths of 1356 cm−1 and 1600 cm−1, which are attributed
to the characteristic D and G bands, respectively. The rGO reveals
characteristic D and G bands at the corresponding wavelengths of
1347 cm−1 and 1581 cm−1, respectively. Furthermore, there was an
obvious increase in the intensity ratio of ID/IG in the case of rGO
compared to the GO spectrum, which indicates the deoxygenation
in rGO. The higher value of the ID/IG ratio confirms the formation
of rGO from GO.33 From Fig. 6.2b, the typical MnSe2 peaks were
observed at 267 cm−1 and 147 cm−1, which correspond to the
out-of-plane Ag mode and the in-plane Eg mode of MnSe2.
34 The
Raman spectrum of the G-MnSe2 material shows the combination
of typical MnSe2 and rGO peaks, which confirms the formation of a
hybrid material. Field-emission scanning electron microscopy (FE-
SEM) was used to characterize the surface morphology and particle
size.
Figure 6.3 shows FE-SEM images of hydrothermally synthesized
MnSe2 and G-MnSe2 cubes at different magnifications. Figure 6.3a
shows uneven MnSe2 cubes with scratches on the surface. The
average dimension of the MnSe2 cubes was around 6 μm, which is
depicted in the high-magnification image (Fig. 6.3b). In the case of
the G-MnSe2 hybrid material, however, rGO nanoneedles grew on
the surface of the cubes, which was clearly observed from the high-
magnification FE-SEM images (Figs. 6.3c and 6.3d). The formation
of GO, rGO, MnSe2, and G-MnSe2 hybrid materials was confirmed by
XPS. From the survey spectra (see Supporting Information, Fig. S2),
the C 1s, Mn 2p, Se 3d, and N 1s oxidation states of the elements
can be identified clearly at 284.6, 641.90, 54.88, and 399.4 eV,
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Figure 6.3 FE-SEM images of (a, b) a cubic MnSe2 material and (c, d) G-
MnSe2 hybrid materials of the as-synthesized materials.
respectively. For GO, the various carbon peaks appear at 284.53,
286.54, and 288.43 eV, which indicate the three different functional
groups formed with carbon (see Supporting Information, Fig. S3).
The peak at 284.53 eV was assigned to the nonoxygenated C–C
bond, which is assigned to sp2-hybridized carbon atoms. The other
peak, at 286.54 eV, was attributed to the C–O bond, and the last one
corresponds to the carboxylate carbon, C=O bond.35 These binding
energies are consistent with the reported values of GO. For the
GO material, the atomic ratios of O 1s/C 1s were 0.56. Figure S3
(Supporting Information) shows the C 1s spectra of the rGO material.
After reduction, the intensity of the C=O peak (285.33 eV) decreased
significantly and the C–C peak (at 284.58 eV) of the sp2-hybridized
carbon became predominant in the rGO material. This confirms that
a considerable amount of deoxygenation occurs in rGO, leading to
the formation fairly reduced rGO. To further confirm this reduction
process, the O 1s/C 1s atomic ratio was calculated on the basis of the
peak intensity and the value was significantly reduced to 0.10.
Similarly, the G-MnSe2 hybrid material showed a carbon peak
at 284.60 eV, as well as a lower amount of oxygen-functionalized
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Figure 6.4 High-resolution XPS spectra for (a) N 1s transition of rGO, (b) N
1s transition of G-MnSe2. (c) Mn 2p peaks of MnSe2 and G-MnSe2, (d) Se 3d
transition of MnSe2, and (e) Se 3d transition of G-MnSe2.
carbon components than that of GO, which indicates the presence
of rGO in the G-MnSe2 hybrid material. For the rGO and G-MnSe2
hybrid materials (Figs. 6.4a and 6.4b), the N 1s peak was also
observed at approximately 400 eV, which confirmed the presence
of nitrogen in these materials. The two deconvoluted peaks were
detected in this region using a Gaussian fit. The peak positions
at 399.4 and 401.1 eV correspond to the pyridinic and pyrrolic
nitrogen species, respectively, in the rGO and G-MnSe2 samples. The
presence of N 1s peaks might be due to the interaction between
GO and hydrazine hydrate (N2H4 · H2O). On the other hand, for the
MnSe2 sample, the N 1s peak was not observed, which confirms
that the nitrogen is doped into the rGO but not into the metal
selenide. Doping of nitrogen into the rGO material further enhances
the electrical conductivity of the material.36 High-resolution spectra
of Mn and Se were performed in their core regions. Figure 6.4c
shows the high-resolution Mn 2p spectra of the MnSe2 and G-MnSe2
samples. The two distinct peaks at 642.2 and 653.9 eV correspond
to the 2p electron spin-orbit components of Mn 2p3/2 and Mn
2p1/2, respectively. The energy difference of 2p was 11.7 eV, which
(a) (b) (c) 
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confirms the presence of Mn4+ in the sample. A good correlation
was observed with the literature value for the Mn4+ state.37No
Mn2+ peaks were observed at 640 ≈ 641 eV, which confirms the
formation of only the Mn4+ oxidation state with a d3 electronic
configuration. The peak position of the Mn 2p spectra was similar
to that of the G-MnSe2 hybrid and MnSe2 materials, which confirms
that no different compositions had formed while the G-MnSe2 hybrid
material was being prepared. Figures 6.4d and 6.4e present the Se
3d spectra of MnSe2 and G-MnSe2 hybrid materials, respectively.
The Se 3d spectra was deconvoluted further into two well-defined
peaks, such as 3d5/2 and 3d3/2, which appear at binding energies
of 54.46 and 55.31 eV, respectively.38 These two peaks confirmed
the presence of selenium in Se2− form in MnSe2. In addition to
these peaks, MnSe2 (calcined at 230
◦C for 15 min.) has an additional
peak at a binding energy of 58.41 eV,38 which was attributed to
the formation of SeO2 during calcination. Interestingly, such oxide
peaks were not observed in the G-MnSe2 hybrid material. Zheng et
al.’s22 calcination method was used to remove the small quantity of
Se impurities from MnSe2. XRD indicated the removal of selenium
impurities. In contrast to the XRD observations, XPS confirmed the
existence of selenium in the form of an oxide (SeO2). Therefore,
while the sample was being heated to the melting point of selenium
(approximately 221◦C), the corresponding selenium impurity might
have converted to either an amorphous phase of SeO2 or the
presence of trace amounts, maybe undetectable by XRD. In the G-
MnSe2 hybrid, however, there was no noticeable amount of selenium
impurities observed from the XRD and XPS results. This is mainly
due to the addition of GO (rGO) sheets, which suppressed the rate
of the reaction between Mn and H2Se (intermediate formed) gas,
leading to the formation of high-purity MnSe2 decorated with rGO
nanoneedles.32 The amount of graphene present in the G-MnSe2
hybrid material was determined by thermogravimetric analysis
(TGA), as illustrated in Fig. S4. The electrochemical performance of
the as-synthesized electrode materials (MnSe2 and G-MnSe2) was
evaluated using the two-electrode symmetrical cell configuration
with an aqueous 0.5 M H2SO4 electrolyte. The specific capacitance
of the cell and the corresponding specific capacitance of a single
electrode were determined by a cyclic voltammetry (CV) and CD.
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Figure 6.5 (a) CV curves of cubic MnSe2 and G-MnSe2 symmetric cells
measured at a scan rate of 25 mV s−1. (b) CV curves of G-MnSe2-based
symmetric cells measured at various scan rates, ranging from 1 to 200 mV
s−1. (c) The areal capacitance of the MnSe2 and G-MnSe2 hybrid electrodes
measured at different scan rates. (d) GCD curves of MnSe2- and G-MnSe2-
based symmetric cells measured at a current density of 0.3 mA cm−2. (e)
GCD curves of G-MnSe2-based symmetric cells measured at various current
densities. (f) The areal-specific capacitance of the MnSe2 and G-MnSe2
electrodes measured at different current densities.
Figure 6.5a compares the CV curves of MnSe2- and G-MnSe2-based
symmetric cells measured at a scan rate of 25 mV s−1. Both CV
curves showed a quasi-rectangular shape, which confirmed the ideal
electric double-layer capacitance (EDLC) behavior. In addition to the
quasi-rectangular shape, the CV of the MnSe2 cell showed a pair of
broad redox peaks, which correspond to the electrochemical redox
reaction of Mn4+ ions. The chemical reactions of the faradaic and
nonfaradaic energy storage processes are given in Eqs. 6.1 and 6.2,
respectively.40
(MnSe2) + H+ + e−MnSe − SeH+ (6.1)
(MnSe2)surface + H+ + e−(MnSe2 − H)surface (6.2)
Interestingly, the CV of the G-MnSe2-based symmetric cell
showed a much greater integrated area as well as a pair of
more pronounced broad redox peaks. This suggests that G-MnSe2
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possesses a higher electrochemically active surface area and, in
turn, better charge storage behavior than those of pure MnSe2.
Figure 6.5b shows the CV measurements of the G-MnSe2-based
symmetric cell carried out at various scan rates (1 to 200 mV s−1)
over the potential window of –0.4 to 0.4 V. All CV curves show
a quasi-rectangular shape, which confirms the ideal EDLC of the
cell, and show the significant broad redox peaks of manganese
ions. The current density increases gradually with an increasing
scan rate from 1 to 200 mV s−1, and even at a scan rate higher
than 200 mV s−1, the CV curve retains its quasi-rectangular shape
without compromising its redox peaks, which confirms the excellent
reversibility of the G-MnSe2 hybrid electrode material. The same
trend was also observed for the pure MnSe2–based symmetrical
cells; however, the corresponding current density and specific
capacitance were much lower than those for the G-MnSe2-based
cells (see Supporting Information, Fig. S5). At a low scan rate of
1 mV s−1, the corresponding specific capacitance of the MnSe2-
based symmetrical cell was 28.9 mF cm−2 and the corresponding
single electrode–specific capacitance was 57.8 mF cm−2. Compared
to the MnSe2 material, the G-MnSe2 hybrid material showed a higher
specific capacitance—46.6 mF cm−2 for a cell and 93.3 mF cm−2 for
a single electrode. The CE value obtained in this study using the two-
electrode configuration is still superior to that of the amorphous
MoSx material (83.9 mF cm
−2 at 1 mV s−1).28 When the scan rate
was increased to 10 mV s−1, the CE value decreased to 40.1 mF
cm−2. On the other hand, the CE value obtained in the present
work was 3 times higher than that of the paintable MoS2 (8 mF
cm−2) and 10 times higher than that of the exfoliated MoS2-based
symmetric devices (2 mF cm−2).40 The excellent electrochemical
performance of the G-MnSe2-based hybrid material may be due to
the following reasons: (i) MnSe2 possesses a 2D layered crystal
structure, which paves the way for the intercalation of cations (H+
ions from electrolyte) into the crystal matrix, (ii) TMDs have high
electrical conductivity (when compared to oxides), which reduces
the charge-transfer resistance of the electrode material, (iii) the
synergetic effect of rGO nanoneedles decorating the MnSe2 cubes
enhanced the charge storage capacity of the material via both
faradaic (redox) and nonfaradaic (EDLC) energy storage processes,
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Figure 6.6 (a) Long-term stability of MnSe2- and G-MnSe2-based symmet-
ric cells measured at a constant current density of 0.3 mA cm−2 for 4500
cycles. (b) Electrochemical impedance spectra of MnSe2-based symmetric
cells (black line), G-MnSe2-based symmetric cells measured before long-
term stability test (1st cycle, red line), and G-MnSe2-based symmetric cells
measured after long-term stability test (4500 cycles, blue line). Although
both curves showed near triangular shapes with nonlinear behavior, the
discharge time and specific capacitance of the G-MnSe2 electrode were three
times higher than those of the MnSe2 electrode.
and (iv) the presence of highly conducting rGO material and
the effect of nitrogen doping of rGO sheets (in G-MnSe2 hybrid)
further improve the electrical conductivity and, in turn, reduce
the overall resistance of the device.41 The relationship between
the specific capacitance of a single electrode and the scan rate is
shown in Fig. 6.5c. The specific capacitance of a single electrode
decreased gradually with an increasing scan rate, which might
be due to the mass transport limitation of electrolyte ions from
the bulk electrolyte to the electrode surface as well as due to the
insufficient time available for the redox reaction inside the bulk part
of electrode materials.42, 43 To further evaluate the electrochemical
performance of MnSe2- and G-MnSe2-based electrode materials,
galvanostatic charge-discharge (GCD) measurements were carried
out for symmetrical cells at a constant current density of 0.3 mA
cm−2 (see Fig. 6.5d). For a MnSe2-based cell, the specific capacitance
of the single electrode was 11.6 mF cm−2, and for the G-MnSe2-
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Figure 6.5e shows the GCD curves of the G-MnSe2-based
symmetrical cells at various current densities, from 0.05 to 0.5
mA cm−2. At a current density of 0.2 mA cm−2, the G-MnSe2-
based electrode had a CE value of 33 mF cm−2, which is two
times higher than that for the amorphous MoSx -coated carbon
fiber paper electrodes (10.5 mF cm−2) and superior to the CoNi2S4
ternary chalcogenides (11.6 mF cm−2 at 0.16 mA cm−2).28, 44 All
the GCD curves showed a near-triangular shape, which indicates
the EDLC behavior of the device, and when the current density was
increased, symmetric triangular shape curves were retained, which
indicates ideal capacitive behavior. On the other hand, nonlinear
behavior was only observed at a low current density, which might
be due to the sufficient time available for the redox reaction
to occur on the inner part of the electrode material. Therefore,
a higher pseudocapacitance contribution was observed with the
low-current-density GCD measurements. Figure 6.5f shows the
relationship between the specific capacitance of a single electrode
(calculated from MnSe2 and G-MnSe2 symmetrical cells) at various
current densities (0.05–0.5 mA cm−2). The calculated specific
capacitance decreased with increasing current density. This is
because at higher current densities, there was insufficient time
available for the efficient diffusion of H+ ions into the bulk part of
the electrode, which limits the occurrence of redox reactions to the
outer surface of the electrode. With the low-current-density GCD
measurements, the electrolyte ions have sufficient time to penetrate
into the interior (bulk) part of the electrode surface, resulting
in higher capacitance.12 Figure S6 (see Supporting Information)
presents a Ragone plot of the G-MnSe2-based symmetric cell. The
energy density and power density were calculated using Eqs. 6.3
and 6.4. The G-MnSe2-based symmetrical cell achieved the highest
energy density of 1.84 mWh cm−2 at a corresponding power
density of 19.9 mW cm−2. At the highest power density, of 200
mW cm−2, 68% of the energy density was still retained (1.26
mWh cm−2), which highlights the good performance of the cell.
For commercial applications of supercapacitors, a long cycle life is
an important parameter to recognize the stability of the electrode
materials. The cycling stability of the MnSe2- and G-MnSe2-based
symmetric cells was measured at a high current density of 0.3 mA
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cm−2 for 4500 cycles. Figure 6.6a shows the capacitance retention
versus cycle number of both MnSe2- and G-MnSe2-based cells.
For a pure MnSe2-based symmetric cell, the specific capacitance
and capacitance retention decreased abruptly for the first few
hundred cycles and then decreased gradually until 4500 cycles.
Right after the 4500 cycles were completed, around 75% of its initial
capacitance value was retained. In contrast to this observation, the
G-MnSe2-based cell showed a gradual increasing trend for 2000
cycles and then the specific capacitance was almost constant until
the end. Right after the 4500 cycles were completed, the hybrid
electrode showed retention of approximately 106% of its initial
capacitance, which confirmed the excellent long-term stability of
this hybrid electrode material that suits real-time applications.
An increasing trend of capacitance retention during the long-
term stability test was also observed. For example, graphene-based
materials, amorphous MoSx coated on carbon fiber paper, and
graphene and MoS2 hybrid materials showed an increasing trend
of capacitance retention during the continuous charge-discharge
process. The authors explained that the increasing capacitance
trend might be due to the “electroactivation” of the electrode
materials during the repeated charge-discharge cycling process.
During the electroactivation process, the electrolyte ions might
have intercalated into the 2D layered materials, thereby either
exfoliating them or broadening the electrochemically active surface
area for the enhanced charge storage behavior.45c,d To understand
the internal resistance and fundamental capacitive behavior of
the fabricated cell, electrochemical impedance spectroscopy (EIS)
was performed on the MnSe2- and G-MnSe2-based symmetric
cells.46 Figure 6.6b shows the electrochemical impedance spectra
of the MnSe2-based symmetric cells and G-MnSe2-based symmetric
cells at the initial stage and after 4500 charge-discharge cycles.
All the Nyquist plots showed a semicircular arc in the high-
frequency region and a straight line in the low-frequency region.
The x-axis intercept of the semicircle observed in the high-
frequency region represents the electrochemical series resistance
(ESR) of the symmetric cells. The semicircle observed in the high-
medium frequency region was attributed to the charge transfer
resistance (Rct) at the electrode and electrolyte interface. The
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low-frequency region showed almost a vertical straight-line behav-
ior, which represents the ideal capacitive behavior of the electrode
material. The ESR value of the MnSe2-based symmetrical cell was
approximately 2.92 . On the other hand, the hybrid G-MnSe2
showed a lower ESR value—of approximately 1.60 . The presence
of rGO nanoneedles on the MnSe2 cubes increases the electrical
conductivity of the electrode material, resulting in a reduced ESR
value. The Rct values of MnSe2 and G-MnSe2 were observed from
the high-frequency region of the impedance spectra (see inset of Fig.
6.6b). The Rct values of the MnSe2- and G-MnSe2-hybrid electrode
were 1.8  and 1.2 . Compared to MnSe2, the G-MnSe2 hybrid
electrode showed lower Rct values, indicating the facile charge
transfer and higher electrical conductivity. After 4500 cycles, the Rct
value of the G-MnSe2 hybrid material electrode further decreased
from 1.2  to 0.6 , which confirmed the synergistic effects of the
rGO and MnSe2 materials, its good electrical conductivity, and facile
charge-transfer kinetics. The electrochemical impedance spectrum
of the G-MnSe2-based symmetric cells was tested after the long-term
stability test (4500 cycles). Interestingly, the G-MnSe2-based cells
after the long-term stability test showed much lower ESR and Rct
values than those of the initial measurement. These reduced ESR
and Rct values may be due to the electroactivation process and/or
sufficient soaking time of the electrode materials in the aqueous
electrolyte, which activates the binder during the repeated charge-
discharge process. This confirms that during the long-term cycling
process, the stability of the electrode material increases further;
therefore, increasing specific capacitance retention is observed
from the long-term stability test (approximately 106% capacitance
retention).
6.3 Conclusions
Cubic MnSe2 and hybrid G-MnSe2 electrode materials were synthe-
sized via a facile hydrothermal method. The addition of GO helped
to form a highly conducting rGO-decorated MnSe2 hybrid material.
Interestingly, the G-MnSe2 hybrid material contained negligible
selenium impurities (without additional purification/calcination
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process) compared to the MnSe2 material. The hybrid G-MnSe2-
based symmetric cells exhibited a high areal capacitance (of 46.6
mF cm−2) and energy density of 1.84 mWh cm−2 as well as
enhanced cycling stability of 106% over 4500 cycles. The calculated
areal capacitance of the G-MnSe2 electrode was 93.3 mF cm
−2,
which is much higher than that of the MnSe2-based electrodes
(57.8 mF cm−2). The increased specific capacitance, high energy
density, and very low impedance of the G-MnSe2-based symmetric
cells confirmed the synergistic effect of rGO and MnSe2 materials
in this hybrid electrode. Decreasing the particle size of the G-
MnSe2 cubes to the nanometer scale is expected to further increase
the electrochemically active surface area and specific capacitance.
Studies in this area are currently underway.
Appendix
A6.1 Experimental Section
A6.1.1 Synthesis of rGO, Pristine MnSe2, and G-MnSe2
Materials
Analytical-grade reagents and chemicals were used without further
purification. GO was synthesized from graphite powder using a
modified Hummer’s method.26 A 0.3548 g sample of GO was
sonicated in 50 mL deionized (DI) water for 30 min. Subse-
quently, 10 mL of hydrazine hydrate was added slowly to the GO
mixture with constant stirring. Approximately 30 min. later, the
precursor solution was transferred to an 80 mL capacity Teflon-
lined container that was transferred immediately into a stainless-
steel (SS) autoclave and then tightly sealed. The autoclave was
heated in a hydrothermal instrument at 120◦C for 12 h. After the
reaction was completed, the autoclave was cooled naturally to room
temperature.
The final product was washed several times with DI water
and ethanol to remove the excess hydrazine hydrate from the
rGO material. Finally, it was dried in an electric oven at 60◦C for
10 h. The G-MnSe2 hybrid material was prepared as follows: A
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0.3548 g sample of GO was dispersed in 20 mL of DI water and
sonicated for 30 min. To another beaker, an exactly 1:2 molar
ratio of manganese (II) chloride tetrahydrate (MnCl2·4H2O, purity ≥
98.5%, Sigma Aldrich) and selenium dioxide powder (SeO2, purity
≥ 99.5%, SAMCHUN) were mixed in 25 mL of DI water under
vigorous stirring for 15 min. To this mixture, an appropriate amount
of triethanolamine—(C2H5)3N, concentration ≥ 99.0%, Sigma
Aldrich—was added and sonicated for 10 min. Triethanolamine
acted as a surface stabilizer to reduce the aggregation for MnSe2
particles and increase the chemical bonding between Mn and Se.
Hence, a more stabilized cube-like structure hydrate (N2H4·H2O,
concentration 50%–60%, Sigma Aldrich) was poured into the above
precursor solution and stirred vigorously for a further 30 min.
The GO dispersion (0.3548 g of GO in 20 mL of DI water) was
added dropwise to the above mixture with continuous stirring for
30 min. to ensure a uniform dispersion of GO in the precursor
solution. The as-prepared precursor solution was transferred to
a Teflon-lined container. The Teflon container was transferred to
a SS autoclave and then tightly sealed. The autoclave was heated
in a hydrothermal instrument, and the reaction temperature was
maintained at 120◦C for 12 h. After the reaction was completed,
the autoclave was allowed to cool naturally to room temperature.
The resulting product, the G-MnSe2 hybrid material, was washed
several times with DI water and anhydrous ethanol to remove any
unwanted residues and then dried overnight in an electric oven at
60◦C. For comparative purpose, pure MnSe2 was also synthesized
using a similar method without the addition of GO. An attempt was
made to eliminate selenium impurities by calcining the sample at
230◦C for 15 min. in air according to the methodology reported by
Zheng et al.22
A6.1.2 Material Characterization
The crystal structure and lattice parameters of the as-prepared
samples were characterized by XRD using Cu-Kα radiation (λ =
1.5418 A) over the 2θ range, 10◦ and 80◦, at a scan rate of
2◦ min−1. The surface morphology and elemental composition of
the materials were examined by FE-SEM combined with energy-
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dispersive X-ray spectroscopy (Japan Hitachi: Model number S-
4200). The chemical composition of the sample was examined by
XPS using Al-Kα radiation (hv = 1486. 6 eV, Thermo Fisher Scientific,
UK). Raman spectroscopy (WITec) was used with 532 nm laser
excitation, after calibrating the Raman shift with a silicon reference
at 521 cm−1. The thermal stability of the G-MnSe2 hybrid materials
was analyzed by TGA (Q50 V6.2, Build 187, TA instruments,
US).
A6.1.3 Electrochemical Measurements
To evaluate the electrochemical performance of the as-synthesized
materials, the working electrode was prepared by first mixing 80%
of the active materials with 10% of carbon black and 10% of
polyvinylidene fluoride as the binder. The components were ground
using a mortar and pestle, and a few drops of anhydrous 1-methyl
2-pyrrolidone solvent were added to form a homogenous paste. The
geometrical area of the electrode was fixed to 1 cm2. Initially, the SS
plates were cleaned sequentially with a 5 N H2SO4 solution for 30 s,
DI water, and acetone and then dried at 100◦C in an electric oven for
15 min. The SS substrate was coated with the homogeneously mixed
paste using a brush. The electrode was then dried at 60◦C for 12 h
in a vacuum oven to ensure complete evaporation of the solvents.
One electrode was placed inside the standard two-electrode test
cell setup. A small piece of Whatman filter paper was placed on it
as a separator. To this, a few drops of a 0.5 M H2SO4 electrolyte
were added and another electrode was placed over the separator.
The split test cell was assembled and left for a few hours to ensure
uniform saturation of the electrodes in the electrolyte solution
prior to the electrochemical measurements. The electrochemical
properties were measured using a SP-150 biological instrument.
CV was performed at different scan rates (1 to 125 mV s−1) in
the potential window of –0.4 to 0.4 V. GCD curves were recorded
at various current densities (0.05 to 0.5 mA cm−2) in a potential
window of –0.4 to 0.4 V. EIS was performed over the frequency
range of 1 Hz to 100 kHz with an AC amplitude of 10 mV at 0 V DC
bias.
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Chapter 7
Solar Panel Temperature Control System
Using IoT
Solar photovoltaic systems are renewable energy sources that are
used widely around the world. A drawback is that the efficiency
decreases as the temperature of the solar panels increases. To
prevent this phenomenon, a cooling fan can be installed on the
backside of the solar panel to increase the efficiency. Solar system
efficiency also decreases due to weather conditions and unexpected
situations. To overcome this problem, an Internet of Things (IoT)
system was used to monitor the state of the solar system and control
the cooling fan. The core microprocessor used in IoT systems was
Arduino. Using Arduino, an IoT system can be implemented simply
and inexpensively. The entire system was designed and tested and
the efficiency increased by approximately 4.7%. Although it is a
small 30 W capacity photovoltaic system, its efficiency is expected to
increase on application to a photovoltaic system of more than 1 kW
in the near future.
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7.1 Introduction
The increasing population worldwide has led to an increased
demand for energy. Fossil fuels are not an ideal source for future
energy, and the excessive use of fossil fuels causes environmental
problems. Clean and renewable energy sources, such as solar energy,
wind energy, geothermal energy, hydrogen energy, and fuel cells,
are needed to overcome these issues.1, 2 Despite the sustainability
and low cost, renewable energy sources are less reliable and the
generation of large quantities of electricity is difficult.3 These
shortcomings need to be overcome and energy production needs
to be increased to solve any future energy crisis.4, 5 Among these
renewable resources, solar energy is cheaper and more sustainable
for practical applications, such as heating homes, lighting, and
automobiles. In addition, it can be used at any time through energy
storage on being combined with an energy storing system.6 On the
other hand, it has several disadvantages; the method of solar power
generation is expensive and weather dependent and solar power is
accessible only in daytime. Solar energy is accessible in two ways:
electricity and heat. Solar panels use the photovoltaic (PV) effect to
convert sunlight into electricity, while solar thermal collectors are
used to convert sunlight into heat for water heating.
This study examined solar power generation using solar panels
and its challenges during energy production.7, 8 Typically, silicon
semiconductors are used in solar panels because of silicon’s ideal
bandgap of 1.4 eV, with a high absorption coefficient and thermal
stability in an open atmosphere.
An unwanted side effect of the encapsulation of solar cells into
a PV module is that encapsulation alters the heat flow into and out
of the PV module, thereby increasing the operating temperature of
the PV module. These increases in temperature have a major impact
on the PV module by reducing its voltage, thereby lowering the
output power. Recent studies have shown that the efficiency of an
amorphous silicon cell decreases by 0.05% for every 1◦C increase
in temperature and in the case of a crystalline silicon solar cell, the
decrease ranges from 0.4% to 0.5%.9 As shown in Fig. 7.1, the output
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Figure 7.1 Solar panel output power with temperature change.
Although temperature differs according to season and location,
the temperature of a solar panel is usually the highest in summer.10
Various solutions have been proposed to prevent the efficiency
decrease from such a temperature rise. First, a cooling fan is used
to lower the temperature of the solar panel. The cooling fan cools
the solar panel by blowing air onto the back of the panel. Second,
the back of the panel can be attached to a heat sink. Third, cooling
water is sprayed on the surface of the solar panel, but this requires
additional mechanical devices. Among these three methods, the
method of lowering temperature using cooling fans was found to be
most effective.12, 13 The cooling fan is turned on and off automatically
by the temperature of the solar panel. On the other hand, operating
the cooling fan in the event of clouds or inverter failure is inefficient.
Therefore, in some situations, real-time remote control is needed.
To implement such a system, an operating system based on the
IoT is required. The IoT is an ecosystem of connected physical
objects that are accessible through the Internet. This is next-
generation technology that will soon be applied to society.14 The
IoT refers to the technology or environment in which sensors are
attached to transmit data to the Internet in real time.15, 16 On the
basis of IoT, the temperature of the solar panel can be controlled
anytime and anywhere through a smartphone. In this chapter, the
ultimate goal is to automatically control the temperature of the solar
panel using an IoT system.
168 Solar Panel Temperature Control System Using IoT
7.2 Materials and Methods
The devices used in this experiment were divided into three
parts. First, the control part receives the temperature measurement
through a temperature sensor as the main control part, activates the
relay through an external interrupt, and controls the overall system
operation. The second part is the solar panel side. This part receives
the signal from the relay and activates the cooling fan installed on the
back of the solar panel. The final part is a smartphone application
that allows the users to monitor solar power and control the cooling
fan whenever and wherever. The parts and mechanisms of each of
these three parts have been described.
7.2.1 Control Part
This part receives the various data values as the main control part
and transmits the data to the server in connection with the Internet
network. This also activates the cooling fan on the back of the solar
panel through an external interrupt. The microcontroller used was
Arduino Mega2560 (see Appendix A for the Arduino IED script). This
device was optimized to implement the IoT and is economical and
can be interworked with a range of sensors. A Wi-Fi shield (JSN270)
for implementing the IoT was also used. Tables 7.1 and 7.2 list the
specifications of Arduino and the Wi-Fi shield (JSN270).
The power to operate Arduino was obtained from an internal
power source produced from a solar panel. The power consumed
by the control part was 1.12 W. Figure 7.2 shows the internal view of
Table 7.1 Specifications of Arduino Mega
2560, one of the microcontrollers
Type Value
Voltage 5 VDC
Digital I/O pins 54 Pins
Analog I/O pins 16 Pins
Flash memory 256 KB
SRAM 4 KB
Clock speed 16 MHz
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Table 7.2 Specifications of the Wi-Fi shield (JSN270) for IoT
implementation
Type Value
Wireless standard IEEE 802.11 b/g/n
Frequency range 2.412 ≈ 2.477 GHz
Output power 17 dBm at 1 Mbps, 15 dBm at 11n MCS0, 13 dBm
at 11n MCS7
Receive sensitivity −97 dBm at 1 Mbps, −93 dBm at 11n MCS0,
−75 dBm at 11n MCS7
Data rates Max. 72 Mbps
Modulation type OFDM, DSSS
Figure 7.2 Inside the control box with Arduino and a Wi-Fi shield.
the control box. In the center, there are Arduino and the Wi-Fi shield,
as well as converters, current sensors, and relays.
Arduino controls the system via the flow diagram given
in Fig. 7.3. The cooling fan turns on automatically when the
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Figure 7.3 Algorithm of the solar panel temperature control system.
temperature of the solar panel exceeds 40◦C and when there are
no clouds. Figure 7.3 shows the algorithm of the solar temperature
control system.
7.2.2 Solar Panel Part
This part consists of a cooling fan and a solar panel. Four cooling
fans are installed on the back of the solar panel (Fig. 7.4). This
is arranged in a regular square arrangement for efficient cooling.
Four cooling fans consume 360 mW of power. Arduino controls the
cooling fan through the relay on/off operation. The solar panels
had a 30 W capacity for testing and were fixed at an optimal angle
of 35◦C to maximize the solar energy. In addition, an infrared (IR)
temperature sensor was attached to the back of the solar panel to
monitor the temperature of the solar panel in real time. Tables 7.3











Table 7.3 Specifications of the cooling fan
Type Value
Fan size 80 mm × 80 mm × 15 mm
Voltage 12 VDC
Input power 90 mW
Speed 3600 rpm
Weight 120 g
Table 7.4 Specifications of the solar panel
Type Value
Max. power 30 W
Max. power voltage 19.6 V
Max. power current 1.64 A
Open-circuit voltage 24.0 V
Short circuit current 1.77A
Test condition AM 1.5 [25◦C 1000 W/m2]
7.2.3 Smartphone Application Part
This system does not allow people to go directly to the solar panel to
turn the cooling fan on or off. The cooling fan should be controllable
at anytime and from anywhere. To implement this, control using
a smartphone application is essential. Open source software called
App Inventor 2 was used to develop apps. This is not only easy
to make but also available for free. An essential element to this
application is the part that can monitor the sensor values received
from Arduino and the button part to control the cooling fan. Figure
7.5 presents the designed application and the source used in App
Inventor 2.
7.3 Experimental Setup
Each component was designed and assembled to produce a model
for the experiment. The experiment was carried out from 09:00 to
18:00 in clear, cloudless weather. The location was Pusan National
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Figure 7.4 The back of the solar panel with four cooling fans.
Figure 7.5 (a) Designed application and (b) App Inventor 2.
University, Busan, Korea (31.040◦N, 31.486◦E), building number 207
roof, and the experiment date was around September 2017. The
angle of the solar panel was maintained at 35◦C, and the direction of
gaze pointed to the south. An IR thermometer was used to measure
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(a) (b)
(c)
Figure 7.6 Arranged solar panels (Model A on the left; Model B on the
right).
the temperature of the solar panel. A VT04A visual IR thermometer
(FLUKE, Everett, WA, USA) was used. Model A (without a cooling fan)
was compared with model B (with a cooling fan). The system was
connected to the network for monitoring and remote control of the
cooling fan. Figure 7.6 shows the layout.
7.4 Results and Discussion
The solar panel was fixed in a suitable wide area, and the experiment
was then conducted. At the beginning of the experiment (09:00
≈ 10:00) and at the end (16:00 ≈ 17:00), the output power was
similar because the temperature difference between the two solar
panels was small. On the other hand, from 11:00 to 15:00, when the
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Figure 7.7 (a) Solar panel temperature, (b) output power of the solar panel,
and (c) ambient temperature.
Figure 7.8 Maximum temperature difference of a solar panel.
with the cooling fan showed higher output power than the solar
panel without the cooling fan. The difference in the output power
reached a maximum at 13:00, when the temperature difference
between the solar panels reached its maximum. Figure 7.7a–c shows
the solar panel temperature, ambient temperature, and output
power over time.
And Fig. 7.8 shows a solar panel image at 13:00, at which
the temperature difference between the two solar panels was
maximized.
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The output power graph shows that the output power can be
determined using this system from 11:00 to 15:00. At that time, the
increase in efficiency of the output power was approximately 4.7%.
This figure can change depending on the season and weather. On the
other hand, it is practical to use the IoT system to have control at any
time and from any place. Moreover, a higher power may be obtained
by applying it to a large-capacity PV system rather than to such a
small-capacity PV system.
7.5 Conclusion
The solar PV system becomes less efficient as the temperature of
the solar panel increases. In particular, the temperature of the solar
panel increases by more than 40◦ during the daytime (11:00 ≈
15:00). Therefore, a cooling fan was installed on the back of the
solar panel to increase the output power. On the other hand, the
solar system efficiency can become low because of hazy conditions
and other reasons. If the temperature can be checked in real time
and the cooling fan can be controlled automatically, the efficiency
can be improved again. Therefore, real-time remote control through
an IoT system was implemented to increase solar power efficiency.
The IoT system device used a microprocessor called Arduino, which
makes it possible to construct an inexpensive and simple system.
This system is compatible with various sensors and can implement
various functions. Finally, after designing the IoT system and solar
system, a successful experiment was conducted. Using a 30 W solar
panel, the maximum increase in efficiency was approximately 4.7%
and the power increased by 1.4 W. No decrease in efficiency was
observed because the system operates with the power generated
from the solar panels. If the system is applied to a large-capacity
PV system, higher power can be effected by the cooling fans. Future
studies will extend the system and facilitate its application in a 1 kW
PV system.
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