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partager v.t. Diviser quelque chose en plusieurs éléments distincts.
Cette déﬁnition 1 du partage soulève plusieurs questions. N’importe quelle entité est-elle
divisible ? Dans quel but peut-on souhaiter diviser quelque chose ? Et selon, comment cette
division doit-elle être opérée ?
Toute entité n’est évidemment pas divisible et un partage cohérent ne pourra être opéré
qu’à partir d’une entité ou ressource divisible, ou bien d’un ensemble de ressources élémentaires
indivisibles. Les parts déﬁnies par un partage ont la plupart du temps vocation à être reçues
par diﬀérentes personnes ou entités, qui participent au partage, et que l’on regroupera sous le
qualiﬁcatif d’agents ; dans ce cas de ﬁgure, le partage est bien souvent habillé d’une signiﬁcation
plus profonde et doit aboutir à une solution qui vériﬁe certaines conventions ou certaines règles :
la langue française privilégie alors le terme de « répartition ». Pour des raisons de simplicité
et de cohérence avec la littérature scientiﬁque, nous nous autorisons à conserver le terme de
« partage » dans l’intégralité de ce document. Les conventions ou règles entrant en jeu sont
dictées par la justice distributive et font intervenir la notion essentielle d’équité : initialement
déﬁnie par Aristote, dans l’Éthique à Nicomaque, l’équité est présentée par le philosophe comme
correspondant à l’attribution de parts égales à des personnes égales, ou de parts inégales à des
personnes inégales.
D’innombrables applications réelles font appel à la notion de partage. La ressource à partager
est parfois divisible (c’est par exemple le cas d’une ressource monétaire), et parfois constituée
d’un ensemble de biens indivisibles. C’est ce dernier cas auquel nous nous intéressons dans cette
thèse. De plus, et c’est là le point novateur du cadre d’étude de cette thèse, cette ressource
ainsi que le cadre général du partage sont généralement sujet à des aléas, dont l’impact est
signiﬁcatif et qui doivent par conséquent être pris en compte pour fournir une solution optimale
au problème. Nous exposons brièvement deux exemples d’applications réelles ; une description
plus détaillée de ces problèmes est bien-sûr présentée plus loin dans le corps de ce document.
Les constellations de satellites d’observation de la Terre, au vu de leur coût important,
sont souvent ﬁnancées conjointement par plusieurs états. Chaque état exprime ses besoins en
matière de photographies par des requêtes. La ressource que constitue la constellation, qui se
présente sous forme d’un ensemble de photographies potentielles, permet de satisfaire un certain
nombre de ces requêtes ; le choix des requêtes eﬀectivement réalisées, c’est-à-dire de la manière
de partager la ressource, doit assurer une certaine équité entre les états. En outre, le partage
intervenant avant la prise eﬀective des photographies, la qualité de ces dernières (sujette entre
autres aux conditions météorologiques) ne peut être garantie à cet instant.
1. Déﬁnition tirée du dictionnaire Larousse.
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Dans un autre domaine, l’augmentation du traﬁc aérien et le nombre croissant d’aéronefs
qu’implique cette augmentation soulèvent des problématiques d’engorgement des aéroports. L’al-
location des créneaux d’atterrissage et de décollage aux diﬀérents appareils devient une problé-
matique de premier plan. Une fois encore, ces créneaux, de valeur et qualité inégales, doivent
être alloués de façon équitable entre les compagnies aériennes. Les retards d’autres appareils, les
délais de préparation de l’appareil (approvisionnement en carburant, délai dans le chargement
des bagages, etc.) et les conditions météorologiques (orages, périodes de gel nécessitant un dé-
givrage des appareils, etc.) constituent autant d’aléas qui ne peuvent être prévus mais dont la
probabilité d’occurrence doit impérativement être prise en compte lors du partage.
Les problèmes de partage constituent des cas particuliers de problèmes de décision collective
et rentrent dans le cadre du choix social computationnel. Chevaleyre et al. (2007) proposent une
introduction à ce champ d’étude, et resituent les problèmes de partage dans ce contexte.
L’introduction de l’aléa dans les problèmes génériques de décision collective a été largement
étudiée, en particulier à partir de l’article de Harsanyi (1955). La majeure partie de ces études
appartient au domaine de l’économie et les travaux portent par conséquent sur une ressource
continue inﬁniment divisible : les travaux de Myerson (1981) et de Gajdos et Tallon (2002)
rentrent par exemple dans ce cadre. D’autre part, les considérations algorithmiques sont com-
plètement absentes de ces études.
L’incertitude a été étudiée dans plusieurs domaines particuliers de décision collective, dans
le cadre de problèmes entrant dans le cadre du choix social computationnel et présentant une
certaine proximité avec les problèmes de partage. C’est par exemple le cas de la théorie du
vote. Konczak et Lang (2005) étudient les cas où les préférences des agents sont incertaines,
et Walsh (2007) s’intéresse aux conséquences de cette incertitude en terme de possibilité de
manipulation des élections ; Lu et Boutilier (2010) s’intéressent quant à eux au cas où certains
agents souhaiteraient se retirer du processus de vote avant son terme.
Les processus d’enchères constituent un autre exemple de problèmes de décision collective
où l’aléa est étudié : l’incertitude apparaît lorsque des enchérisseurs sont susceptibles de retirer
leurs mises (voir par exemple Holland et O’Sullivan (2005)) ou bien lorsque des objets se révèlent
ﬁnalement indisponibles (voir Boﬁll et al. (2010)). Les problèmes d’enchères font intervenir une
allocation d’objets à des enchérisseurs ; en cela, ils sont voisins des problèmes de partage ; cepen-
dant, une diﬀérence fondamentale réside dans le fait que la recherche de l’équité est totalement
absente des problèmes d’enchères en général, et des études citées ci-dessus en particulier.
En revanche, les problèmes de partage en présence de risque, qui allient décision collective,
aléa, et recherche d’équité, ainsi que l’algorithmique associée à de tels problèmes, n’a pas, à notre
connaissance, été étudiée. Notre travail vise à combler ce manque, avec une double contribution :
d’une part, nous introduisons la modélisation d’un problème simple de partage en présence de
risque et étendons au cadre du risque des méthodes classiques d’évaluation des partages, et
d’autre part nous proposons plusieurs méthodes de résolution de tels problèmes.
Le présent manuscrit est décomposé en six chapitres.
Le chapitre 1 page 7 présente le cadre de la décision individuelle et introduit des modélisations
possibles de préférences face à un choix en présence d’aléa. Le chapitre 2 page 27 étend cette
modélisation au cadre de la décision collective, et montre comment il est possible d’agréger les
préférences de plusieurs agents en vue de choisir une décision. Nous nous intéressons en détail à
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des problèmes de décision collective particuliers, les problèmes de partage de biens indivisibles.
La généralisation du concept de critère d’évaluation, première contribution de cette thèse, est
présentée à la ﬁn de ce chapitre.
Les deux premiers chapitres invitent au regroupement entre aléa et décision collective : c’est
l’objet du chapitre 3 page 51, dans lequel on s’intéresse aux problématiques soulevées par la
décision collective en présence de risque et leur analyse dans la littérature. La dernière partie du
chapitre est consacrée aux problèmes de partage en présence de risque : notre contribution inter-
vient dans l’analyse de l’impact du risque dans ce type de problèmes, ainsi que dans l’extension
au risque des méthodes d’évaluation d’un partage en univers non risqué.
Les deux derniers chapitres sont exclusivement consacrés aux travaux réalisés dans cette
thèse. Une large part de nos contributions algorithmiques a eu pour cadre l’étude d’un problème
simpliﬁé de partage de biens indivisibles en présence de risque. Le chapitre 4 page 69 présente ce
modèle simpliﬁé, et expose et justiﬁe les hypothèses qui y conduisent ; les travaux algorithmiques
proprement dits sont exposés dans le chapitre 5 page 81, et illustrés dans le chapitre 6 page 101
par les résultats expérimentaux associés.
6 INTRODUCTION
Chapitre 1
Décision individuelle
« Face à un choix, quelle alternative vais-je sélectionner ? »
Le cheminement intellectuel qui permet de passer de cette question à sa réponse est connu
sous le nom de processus de décision. Quel que soit le contexte associé à un processus de décision,
celui-ci se décompose généralement en deux phases :
– la déﬁnition du problème : il s’agit de déﬁnir exactement le problème de décision auquel
le décideur est confronté.
– la résolution du problème : il s’agit de trouver une solution satisfaisante au problème
préalablement déﬁni.
Nous nous intéressons dans les travaux présentés dans ce document essentiellement à cette
seconde étape, de loin la plus étudiée dans la littérature ; nous montrerons brièvement une
modélisation possible des problèmes de décision, et nous ferons l’hypothèse naturelle que les
problèmes que nous traitons auront été correctement déﬁnis en amont.
Les problèmes de décision sont omniprésents et constituent par conséquent une thématique
qui a été et est toujours largement étudiée. Le problème est traité sous nombre d’angles diﬀérents.
L’approche normative s’intéresse à la décision en tant que processus rationnel consistant à
choisir la meilleure alternative, selon certains critères et sous certaines hypothèses simples sur le
décideur, en particulier sa parfaite rationalité. Si cette dernière hypothèse est relâchée, l’étude
du comportement du décideur, de la justiﬁcation de ses choix en fonction du contexte, devient
indispensable, de sorte à proposer des axiomes qui soient cohérents avec son comportement et
qui permettent de le modéliser correctement : c’est l’approche descriptive de la décision.
Les théories de la décision en présence de risque présentées dans ce chapitre allient approches
normatives et descriptives. Les autres parties du chapitre ainsi que, plus largement, l’ensemble
des travaux exposés dans le présent document sont quant à eux basés exclusivement sur une
approche normative du processus de décision.
On s’intéresse dans ce chapitre à la théorie de la décision dite individuelle : un unique individu
doit prendre une décision en fonction de ses préférences. Un problème de décision consiste en
un choix entre plusieurs alternatives ou décisions sur lesquelles sont exprimées des préférences.
Les décisions envisageables pour le décideur dites décisions possibles sont regroupées dans un
ensemble D appelé espace de décision.
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8 CHAPITRE 1. DÉCISION INDIVIDUELLE
Exemple 1. Alexandre souhaite aller au cinéma. Il se rend dans le cinéma le plus proche de
chez lui, qui dispose de 12 salles et propose 12 ﬁlms.
Il lui faut choisir le ﬁlm qu’il va aller voir. Ce choix peut être modélisé comme un problème
de décision dans lequel l’espace de décision est l’ensemble D = {dF1, . . . , dF12} où la décision
dFk correspond au choix du k-ième ﬁlm.
Ce chapitre est essentiellement bibliographique. Nous verrons comment il est possible de
modéliser l’ensemble des diﬀérentes options qui s’oﬀrent au décideur par des espaces de décision
structurés ; nous nous intéresserons ensuite aux propositions de la littérature pour représenter
les préférences d’un décideur face aux alternatives possibles ; nous introduirons enﬁn la notion
d’aléa, et nous exposerons les théories canoniques de la décision en présence de risque.
1.1 Structure de l’espace de décision
La majeure partie des problèmes de décision comportent un espace de décision plus structuré
que celui présenté dans l’exemple 1.
1.1.1 Variables de décision
Une décision peut généralement être vue comme le résultat de plusieurs décisions « élémen-
taires », chacune de ces décisions élémentaires étant choisie parmi un ensemble donné.
Formellement, une décision d ∈ D peut ainsi s’écrire comme un tuple (d1, . . . , dN ) de N
décisions élémentaires, où pour k ∈ 1, N, dk ∈ Dk, et l’espace de décision s’écrit comme le
produit cartésien de ces sous-espaces.
D =
N∏
k=1
Dk (1.1)
Du point de vue du décideur, les dk, k ∈ 1, N sont des variables auxquelles il faut donner
une valeur pour former une décision complète : on parle alors de variables de décision.
Exemple 1 (suite). Alexandre cherche à planiﬁer sa soirée, au cours de laquelle il souhaite
aller au cinéma puis au restaurant et enﬁn dans un bar. Il s’agit là d’un problème de décision
qui peut être décomposé en trois sous-problèmes (non nécessairement indépendants) : choisir un
ﬁlm, choisir un restaurant, et choisir un bar. Le cinéma propose 12 ﬁlms diﬀérents (F1, F2,
. . . , F12). Alexandre connaît en outre 4 restaurants (R1, R2, R3, et R4) et 10 bars (B1, B2,
. . . ,B10) parmi lesquels il devra choisir.
L’espace de décision du problème global s’écrit donc comme le produit cartésien des espaces
de décision associés aux sous-problèmes :
D = Df × Dr × Db
avec les trois variables de décisions :⎧⎪⎨
⎪⎩
film ∈ Df = {dF1, . . . , dF12}
restaurant ∈ Dr = {dR1, dR2, dR3, dR4}
bar ∈ Db = {dB1, . . . , dB10}
Dans ce problème, une décision est un élément de D, par exemple la décision d = (dF4, dR2, dB9)
qui correspond au choix du ﬁlm F4, du restaurant R2, et du bar B9.
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1.1.2 Contraintes
L’espace de décision, qu’il soit ou non structuré, propose l’ensemble des décisions possibles
pour le décideur. Il est cependant fréquent que, parmi toutes ces décisions, certaines ne puissent
être choisies par le décideur pour telle ou telle raison. On regroupe l’ensemble des décisions
pouvant être choisies par le décideur dans l’espace F ⊆ D des décisions admissibles.
Cette impossibilité pour le décideur de prendre certaines décisions peut avoir plusieurs causes.
L’espace de décision peut être construit de telle façon que certaines décisions, formellement
possibles, n’aient pas de sens en pratique. Les règles intervenant dans le contexte du problème
de décision peuvent interdire certaines décisions pour des raisons techniques, morales, ou encore
légales. L’espace des décisions admissibles est construit à partir de l’espace des décisions possibles
auquel on associe des contraintes d’admissibilité. La façon la plus simple de déﬁnir une contrainte
d’admissibilité est d’exprimer le sous-ensemble de décisions qu’elle autorise, comme proposé dans
la déﬁnition 1.
Déﬁnition 1 (Contrainte d’admissibilité). On appelle contrainte d’admissibilité C tout sous-
ensemble DC ⊆ D de l’ensemble des décisions possibles.
On note C l’ensemble des contraintes d’admissibilité du problème. L’ensemble F des décisions
admissibles se déﬁnit comme l’intersection des contraintes d’admissibilité.
F =
⋂
C∈C
DC (1.2)
Exemple 1 (suite). Alors qu’il est en train de décider de la façon d’occuper sa soirée, Alexandre
se souvient des points suivants :
1. le restaurant R2 est trop loin du cinéma pour pouvoir y accéder facilement après le ﬁlm.
2. les horaires des séances de cinéma et les horaires de service des restaurants sont tels qu’il
est impossible d’aller manger :
– au restaurant R1 après avoir vu les ﬁlms F3, F4 ou F7 ;
– au restaurant R4 après avoir vu les ﬁlms F3, F4, F7, F10, ou F12.
Ces considérations vont être prises en compte dans le problème de décision en introduisant des
contraintes d’admissibilité. On choisit ici d’introduire trois contraintes, soit une par restaurant
concerné, notées CR1, CR2 et CR4 :
DCR2 = {d = (dc, dr, db) ∈ Df × Dr × Db | dr = dR2}
DCR1 = {d = (dc, dr, db) ∈ Df × Dr × Db | dr = dR1 ⇒ dc /∈ {dF3, dF4, dF7}}
DCR4 = {d = (dc, dr, db) ∈ Df × Dr × Db | dr = dR4 ⇒ dc /∈ {dF3, dF4, dF7, dF10, dF12}}
Ces contraintes restreignent les décisions admissibles à l’ensemble F qui s’écrit :
F = DCR1 ∩ DCR2 ∩ DCR4 ⊂ D
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1.2 Préférences
Les préférences sont l’expression, de la part d’un agent confronté à un choix, de l’attrait que
présente chaque alternative envisageable. Vue sous cet angle, la notion de préférence dépasse
largement le cadre de la simple décision, et apparaît, comme souligné par Bouyssou et Vincke
(2006), dans des domaines variés ; en économie, les préférences sont souvent vues comme la
traduction du prix qu’un agent est prêt à payer pour obtenir un bien donné ; en psychologie,
Lichtenstein et Slovic (2006) proposent une interprétation comme la traduction de l’attitude
d’un agent face à un ensemble d’objets, d’où un lien avec les problèmes de décision ; pour
Scherer (2005), les préférences sont l’expression d’un goût ou d’une aversion pour un objet. Elles
apparaissent dans bien d’autres domaines, comme par exemple les sciences politiques ou encore
les statistiques.
1.2.1 Structures de préférence
Formellement, il existe diﬀérentes possibilités pour représenter les préférences d’un agent
sur un ensemble d’alternatives ; on appelle structure de préférence un cadre de représentation
formelle des préférences d’un agent.
Structure de préférence ordinale
L’ensemble d’alternatives non trivial le plus simple sur lequel un agent peut être amené à
exprimer des préférences est un ensemble constitué de deux alternatives seulement. Dans une
telle situation, il est classiquement demandé à l’agent de se prononcer sur la question suivante :
« La première alternative est-elle au moins aussi bonne que la seconde ? » (voir Vincke (1989)).
Étendant ce processus à un ensemble d’alternatives quelconque, la représentation ordinale de
préférence fait donc logiquement appel au concept de relation binaire.
Déﬁnition 2 (Relation binaire). Soit un ensemble E. Une relation binaire sur E est un sous-
ensemble du produit cartésien E × E. On notera xRy pour signiﬁer (x, y) ∈ R.
Une relation binaire peut vériﬁer certaines propriétés classiques.
Déﬁnition 3. Soit un ensemble E et une relation binaire R sur E. On dira que R est :
– réﬂexive si et seulement si pour tout x de E, xRx ;
– antisymétrique si et seulement si pour tout (x, y) de E2, xRy et yRx ⇒ x = y ;
– complète si et seulement si pour tout (x, y) de E2, xRy ou yRx ;
– transitive si et seulement si pour tout (x, y, z) de E3, xRy et yRz ⇒ xRz ;
Une structure de préférence ordinale est une relation binaire sur l’espace des alternatives,
supposée réﬂexive par déﬁnition (une alternative est toujours au moins aussi bonne qu’elle-
même).
Déﬁnition 4 (Structure de préférence ordinale). Soit un ensemble D d’alternatives. Une struc-
ture de préférence ordinale sur D est une relation binaire réﬂexive sur D.
A partir d’une structure de préférence ordinale , on déﬁnit une relation de préférence
stricte  ainsi qu’une relation d’équivalence ∼.
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∀(x, y) ∈ E2
{
x  y ⇔ x  y et y  x
x ∼ y ⇔ x  y et y  x (1.3)
On imposera souvent qu’une structure de préférence ordinale eﬀectue un « classement » des
alternatives, autorisant des incomparabilités et des ex aequo ; on parlera alors de relation de
préordre.
Déﬁnition 5 (Relation de préordre). Soit un ensemble D d’alternatives. Une relation de pré-
ordre  sur D est une relation binaire réﬂexive et transitive sur D. Une relation de préordre
complète sera appelée relation de préordre total.
Si l’on souhaite que la structure de préférence ordinale traduise un classement strict des
alternatives, c’est-à-dire sans ex aequo possible, on utilisera alors une structure d’ordre.
Déﬁnition 6 (Relation d’ordre). Soit un ensemble D d’alternatives. Une relation d’ordre sur
D est une relation binaire réﬂexive, transitive et antisymétrique sur D. Une relation d’ordre
complète sera appelée relation d’ordre total.
Une structure de préférence ordinale particulière, dite dichotomique, est une relation de
préordre (non totale) classant les alternatives en seulement deux catégories.
Déﬁnition 7 (Structure de préférence dichotomique). Soit un ensemble D d’alternatives. Une
structure de préférence dichotomique est une structure de préférence ordinale déﬁnie à partir
d’un sous-ensemble d’alternatives D+ ⊂ D par la relation de préordre R telle que ∀(d, d′) ∈ D2,
dRd′ ⇔ d ∈ D+ ou d′ ∈ D D+.
Structure de préférence valuée
Les structures de préférence ordinales permettent de comparer et éventuellement de classer
les alternatives entre elles. Néanmoins, aucune information n’est donnée quant à l’intensité
des préférences exprimées. Cette absence de quantiﬁcation peut être résolue en déﬁnissant des
structures de préférence plus riches que les structures de préférence ordinales, dites structures
de préférence valuées.
Une structure de préférence valuée simple est construite à partir d’un ensemble de valuation
quelconque totalement ordonné : on parle de structure de préférence qualitative.
Déﬁnition 8 (Structure de préférence qualitative). Soit un ensemble D d’alternatives. Une
structure de préférence qualitative sur D est un couple (〈U ,〉, u), où U est un ensemble quel-
conque totalement ordonné par , et u est une fonction de D dans U .
On dira que 〈U ,〉 est une structure de préférence qualitative et u est appelée fonction
d’utilité.
Une structure de valuation qualitative 〈U ,〉 peut être par exemple déﬁnie comme suit : U =
{mauvais, très bon, excellent} et  est une relation d’ordre total telle que mauvais  très bon 
excellent.
Les structures de valuation qualitatives permettent d’exprimer l’intensité des préférences,
mais n’autorisent pas les comparaisons entre ces intensités. Ainsi, bien que, dans l’exemple
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précédent il semble y avoir plus d’écart en terme de préférences entre la valuation « mauvais »
et la valuation « très bon », qu’entre cette dernière et la valuation « excellent », la structure
de préférence qualitative ne permet pas d’exprimer formellement cette nuance. On utilise donc
généralement une structure enrichie d’une loi de composition interne, autorisant des additions ou
des diﬀérences sur les préférences : on parle de structure de préférence cardinale ou quantitative.
Déﬁnition 9 (Structure de préférence cardinale). Soit un ensemble D d’alternatives. Une struc-
ture de préférence cardinale sur D est un couple (〈U ,,⊕〉, u) où (〈U ,〉, u) est une structure
de préférence qualitative et ⊕ est une loi de composition interne sur U , vériﬁant les propriétés
suivantes :
– commutativité : ∀(a, b) ∈ U2, a ⊕ b = b ⊕ a ;
– associativité : ∀(a, b, c) ∈ U3, (a ⊕ b) ⊕ c = a ⊕ (b ⊕ c) ;
– monotonie : ∀(a, b, c) ∈ U3, a  b ⇒ a ⊕ c  b ⊕ c ;
– élément neutre : ∃⊥ ∈ U , ∀a ∈ U , a ⊕ ⊥ = a ;
– élément absorbant : ∃ ∈ U , ∀a ∈ U , a ⊕  =  ;
– existence et unicité de la diﬀérence : ∀(a, b) ∈ U2, ∃c ∈ U , c = max{x ∈ U | a ⊕ x = b}.
Les structures de préférences cardinales utilisent classiquement les structures de valuation
〈N,≥,+〉 ou bien 〈R,≥,+〉 construites sur l’ensemble des nombres entiers ou réels, munies de
l’ordre sur les nombres et de l’addition. Ce choix naturel s’explique de plus par la possibilité de
représenter avec de telles structures de préférences cardinales n’importe quel ordre ou préordre
total, comme le montre la proposition suivante, introduite notamment par Cantor (1915).
Proposition 1 (Représentativité d’une structure de préférence cardinale). Soit D un ensemble
d’alternatives ﬁni ou inﬁni dénombrable, et (〈R,,+〉, u) une structure de préférence cardinale
sur D.
Alors il existe une structure de préférence ordinale R telle que, pour tout couple (d, d′) ∈ D2,
dRd′ ⇔ u(d)  u(d′) si et seulement si R est un préordre total.
Si de plus, on a u(d) = u(d′) ⇔ d = d′, alors R est un ordre total.
Autres structures de préférence
D’autres structures de préférences sont apparues, pour enrichir les structures classiques ou
bien pour pallier à certaines incompatibilités avec des situations réelles.
C’est par exemple le cas des structures de préférence ﬂoues, introduites par Fodor et Roubens
(1994) et Perny et Roy (1992), représentées par une fonction μ : D2 → [0, 1] qui pour tout couple
d’alternatives (x, y) déﬁnit, selon l’interprétation donnée, soit le degré de préférence de x par
rapport à y, soit la crédibilité de l’assertion « x est une alternative au moins aussi bonne que
y ».
On pourra également citer les modèles de préférence dits « à seuil », proposés par Luce (1956),
qui permettent d’exprimer l’indiﬀérence entre deux alternatives dans un cadre plus souple que
celui de la relation de préordre, autorisant ainsi la traduction de situations réelles où certaines
alternatives proches ne peuvent être distinguées alors que des alternatives plus éloignées le
peuvent.
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1.2.2 Représentation compacte de préférences
Les modèles présentés dans la section 1.2.1 page 10 permettent de représenter formellement
les préférences d’un agent sur un ensemble d’alternatives donné. Si leur fondement théorique
assure la vériﬁcation de propriétés attrayantes pour les préférences ainsi représentées, l’utilisation
de telles représentations en pratique s’avère souvent beaucoup moins satisfaisante ; l’une des
principales problématiques pratiques concerne la représentation des préférences d’un agent face
à un ensemble d’alternatives de grande taille, et ce quelle que soit la structure de préférence
choisie.
Comme vu précédemment, une part importante des problèmes de décision comporte un
espace de décision structuré, qui peut s’exprimer comme un produit cartésien de sous-espaces :
D = ∏Nk=1 Dk. Rentrent dans ce cadre les problèmes de décision dont les solutions peuvent être
représentées par un ensemble de variables, chacune pouvant prendre une valeur dans l’un des
ensembles Dk (k ∈ 1, N) ; de nombreux problèmes de décision sont ainsi modélisables, dont
par exemple les problèmes de partage (voir chapitre 2 page 27).
Si de tels problèmes de décision semblent à première vue pouvoir se décomposer facilement
en des sous-problèmes plus simples et indépendants, il n’en est rien en pratique, puisque les
préférences exprimées font la plupart du temps intervenir des dépendances fortes entre les valeurs
des diﬀérentes variables. La taille de l’espace de décision s’écrit donc #D = ∏Nk=1 #Dk : les
dépendances préférentielles sont à l’origine de l’explosion combinatoire de la taille de des espaces
de décision à considérer.
Exemple 2 (suite). Intéressons-nous de nouveau à Alexandre, qui cherche toujours à planiﬁer
sa soirée. Il souhaite aller au cinéma (12 ﬁlms possibles : F1 à F12), puis au restaurant (4
restaurants possibles : R1, R2, R3 et R4), et ﬁnir la soirée dans un bar (10 bars possibles :
B1 à B10). Il se demande également s’il va inviter Blandine et/ou Charlotte et/ou David à
l’accompagner.
Le problème de décision peut de façon classique être modélisé par le produit cartésien des
sous-espaces de décision D = Df × Dr × Db × DBl × DCh × DDa, avec :⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Df = {dF1, . . . , dF12} (choix du ﬁlm)
Dr = {dR1, dR2, dR3, dR4} (choix du restaurant)
Db = {dB1, dB2, . . . , dB10} (choix du bar)
DBl = {dBl+, dBl−} (invitation de Blandine)
DCh = {dCh+, dCh−} (invitation de Charlotte)
DDa = {dDa+, dDa−} (invitation de David)
L’expression des préférences ne pose ici aucun problème si celles-ci sont déﬁnies indépendam-
ment sur chaque sous-espace : les préférences peuvent être exprimées sous la forme de 5 struc-
tures de préférences indépendantes, ce qui revient au classement de 12+ 4+ 10+ 2+ 2+ 2 = 32
alternatives. Mais face à un tel problème, il est probable qu’Alexandre souhaite exprimer des
dépendances préférentielles entre les diﬀérents sous-problèmes :
« Si Blandine est présente, alors je ne souhaite inviter personne d’autre, et je préfère aller voir
les ﬁlms F2 ou F9. »
ou encore :
« Si j’invite David, il est souhaitable que j’invite aussi Charlotte, et dans ce cas, le restaurant
R2 est exclus, de même que les bars B3,B4 et B8, et il vaudra mieux éviter les ﬁlms F2, F5,
F6, et F10. ».
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Auquel cas l’expression des préférences d’Alexandre passe par la considération de l’ensemble
des décisions possibles, soit 12 × 4 × 10 × 2 × 2 × 2 = 3840 alternatives !
L’expression des préférences des agents se révèle donc en pratique problématique. L’étude de
cet écueil a conduit à la conception de langages concis, munis d’une syntaxe et d’une sémantique,
dont les formules bien formées constituent des structures de préférences classiques, cardinales
ou ordinales : on appelle ces langages des représentations compactes de préférences (voir par
exemple la thèse d’Uckelman (2008)).
Une représentation compacte de préférences est ainsi bâtie sur un ensemble d’hypothèses
supposées vériﬁées par les préférences des agents, permettant ainsi de spéciﬁer succinctement les
préférences en question dans un langage adapté tout en permettant d’en déduire une structure
de préférence classique (typiquement celle attendue en entrée du problème) à partir de leur
représentation compacte.
Le choix d’une représentation compacte de préférences dépend évidemment du problème
étudié ; toutefois, deux principaux aspects sont à considérer pour évaluer la pertinence d’un
langage de représentation compacte :
– Le langage est-il adapté aux humains ? Cette question regroupe plusieurs problématiques :
l’élicitation des préférences doit être en pratique possible et de préférence aisée, c’est-à-dire
qu’il doit être facile d’exprimer ses préférences dans le langage proposé (voir sur ce sujet
les travaux de Sandholm et Boutilier (2006) dans le cadre des enchères combinatoires).
La diﬃculté de l’élicitation des préférences dépend bien-sûr de la quantité de «données »
à considérer, mais également de la proximité du langage à la façon dont les humains
expriment naturellement leurs préférences : on parle de pertinence cognitive pour désigner
une telle proximité. Enﬁn, le langage doit oﬀrir la possibilité de modéliser un grand nombre
des préférences possibles ; cette puissance expressive a été étudiée pour des préférences
logiques (Chevaleyre et al. (2006)), ainsi que dans le cadre des enchères combinatoires
(Boutilier et Hoos (2001)).
– Est-il facile, algorithmiquement parlant, de travailler avec ce langage ? La compacité du
langage, qui traduit sa complexité spatiale, c’est-à-dire la « taille » qu’occupe la représen-
tation d’une structure de préférence avec ce langage, constitue un critère important : en
pratique, la quantité de mémoire que nécessite l’utilisation d’un langage de représentation
compacte peut s’avérer rédhibitoire pour son utilisation. La complexité computationnelle
des problèmes courants doit également être prise en compte : comparaison de deux alter-
natives, optimalité d’une alternative, etc. (voir par exemple Lang (2004) ou Bouveret et
Lang (2005)).
Ces critères sont généralement dépendants et même antagonistes : par exemple, l’expressivité
d’un langage est généralement obtenue aux dépends de la facilité d’élicitation des préférences et
de la simplicité algorithmiques des opérations sur le langage.
Nous présentons ci-dessous de façon informelle deux familles classiques de langages de repré-
sentation compacte de préférences : les langages à base de logique et les langages GAI (generalized
additive independance, indépendance additive généralisée).
Représentation logique de préférence Une part non négligeable des problèmes de décision
collective, dont les problèmes de partage (voir chapitre 2 page 27), fait intervenir des sous-espaces
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associés à des variables de décision binaires, c’est-à-dire de la forme Dk = B = {0, 1}. Dans ce
cas, il est possible et même judicieux d’utiliser la logique propositionnelle pour exprimer des
préférences sur ces espaces. Lang (2006) propose une vue d’ensemble de ces langages.
Le principe général de la représentation logique de préférence est bâti sur la notion de
but : un but est une formule logique ϕ construite sur le langage propositionnel formé par les
variables de décision, et traduisant une préférence élémentaire. Chaque décision, c’est-à-dire
chaque interprétation des variables de décision, constitue ou non un modèle de ϕ. Un but permet
ainsi de représenter une structure de préférence dichotomique.
Exemple 2 (suite). Nous retrouvons Alexandre. Nous imaginons cette fois qu’il a préalablement
acheté son billet de cinéma et qu’il a également réservé une table dans un restaurant et un bar.
Il ne lui reste donc qu’à déterminer quels amis il souhaite inviter. Le problème de déci-
sion ne comporte alors que trois variables de décisions binaires qui correspondent aux décisions
«j’invite [Blandine, Charlotte,David] » ou « je n’invite pas [Blandine, Charlotte, David] ». Les
considérations suivantes sont à prendre en compte pour déﬁnir les préférences :
– Charlotte et David forment un couple : il serait donc malvenu pour Alexandre d’inviter
Charlotte sans David.
– Blandine et Charlotte s’entendent mal entre elles : il n’est donc pas envisageable d’inviter
les deux en même temps.
De telles préférences peuvent être représentées par le but suivant : ¬(dCh+∧¬dDa+)∧¬(dCh+∧
dBl+).
Toute combinaison de valeurs pour les variables de décision qui satisfait la formule correspond
alors à une bonne décision, par exemple inviter Charlotte et David, mais pas Blandine, ou encore
inviter David et Blandine, mais pas Charlotte.
Si une telle représentation reste assez fruste, elle peut être étendue et enrichie en considérant
non plus une unique formule mais plutôt une famille de formules logiques, alors appelée base de
buts ; à ces formules, peuvent être par exemple associées des priorités (on parle alors de base de
buts stratiﬁée) ; on peut également attribuer à chaque formule de la famille un poids numérique
(on parle alors de base de buts pondérés) : pour une décision donnée, les poids associés aux
formules vériﬁées par cette décision sont agrégés par un opérateur (∑ ou min par exemple) en
une unique valeur numérique, qui traduit l’intensité de la préférence vis-à-vis de cette décision.
Additivité généralisée Considérons un problème de décision collective dont l’espace de dé-
cision est structuré comme le produit cartésien de sous-espaces ﬁnis quelconques, et donc dans
lequel chaque décision est constituée par l’intanciation d’un ensemble de variables. On souhaite
utiliser en entrée du problème une structure de préférence valuée.
On distingue deux cas extrêmes quant aux éventuelles dépendances préférentielles sur ces
variables :
1. les préférences sur les diﬀérentes variables sont entièrement dépendantes : construire une
structure de préférence valuée nécessite de fournir une valeur numérique pour chaque com-
binaison de valeur des variables, c’est-à-dire pour chaque décision possible. Les préférences
peuvent alors être exprimées de façon riche, mais leur élicitation est diﬃcile voire impos-
sible du fait de la taille combinatoire de l’espace de décision, comme on l’a vu.
2. les préférences sur les diﬀérentes variables sont entièrement indépendantes : cette indépen-
dance permet alors de construire une structure de préférence valuée pour chaque variable
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de décision ; l’intensité de la préférence pour une décision donnée est alors donnée par
l’agrégation des préférences numériques sur chaque variable de décision. Une méthode
classique d’agrégation dans ce cas consiste à réaliser la somme des valeurs numériques sur
chaque variable de décision. On parle dans ce cas de préférences additives. De telles pré-
férences sont rapides à éliciter, du fait du faible nombre d’alternatives à considérer, mais
interdisent toute dépendance préférentielles. Elles ont été introduites par Krantz et al.
(1971) et Bacchus et Grove (1995).
Entre ces deux extrêmes, les préférences sur chaque variable de décision peuvent être partiel-
lement dépendantes, selon la réalité cachée derrière chaque variable. La notion d’additivité des
préférences a été généralisée par Fishburn (1970) pour pouvoir prendre en compte de tels cas,
tout en conservant la possibilité d’une élicitation simple des préférences. Les variables de décision
qui entretiennent des dépendances sont regroupées en « clusters » sur lesquels les préférences
sont spéciﬁées in extenso (cas 1 ci-dessus) ; les clusters restent quant à eux additivement indé-
pendants (cas 2 ci-dessus). On parle alors d’indépendance additive généralisée, et les préférences
peuvent être représentées par des graphes appelés réseaux GAI (Gonzales et Perny (2004) et
Braziunas et Boutilier (2005)).
Exemple 2 (suite). Nous retrouvons Alexandre et son problème de décision. Rappelons qu’il
souhaite aller au cinéma (12 ﬁlms possibles : F1 à F12), puis au restaurant (4 restaurants
possibles : R1, R2, R3 et R4), et ﬁnir la soirée dans un bar (10 bars possibles : B1 à B10). Il
se demande également s’il va inviter Blandine et/ou Charlotte et/ou David à l’accompagner.
Le problème de décision peut de façon classique être modélisé par le produit cartésien des
sous-espaces de décision D = Df × Dr × Db × DBl × DCh × DDa (voir exemple 2 page 13).
Si aucune hypothèse n’est faite, Alexandre devra comme on l’a vu évaluer numériquement
toutes les alternatives possibles, au nombre de 12× 4× 10× 2× 2× 2 = 3840. Cela s’avérant en
pratique sinon impossible, tout du moins non souhaitable, considérons les hypothèses suivantes :
1. Le choix du ﬁlm, celui du restaurant et celui du bar sont deux à deux indépendants.
2. Si Charlotte et David sont invités, ils ne pourront rejoindre Alexandre que pour le cinéma :
les présences de Charlotte et David sont donc préférentiellement indépendantes du choix
du restaurant et du bar. Et inversement, Blandine ne pourra rejoindre Alexandre qu’en ﬁn
de soirée au restaurant puis au bar, d’où l’indépendance préférentielle entre la présence de
Blandine et le choix du ﬁlm.
Les clusters de variables pourront donc être déﬁnis comme suit :⎧⎪⎨
⎪⎩
X = {charlotte, david, film}
Y = {blandine, restaurant}
Z = {blandine, bar}
Les préférences d’Alexandre sont alors exprimées par trois fonction uX , uY , et uZ , déﬁnies
respectivement sur DCh×DDa×Df , DBl×Dr, et DBl×Db. Le nombre d’alternatives à considérer
est alors seulement de 2 × 2 × 12 + 2 + 2 × 10 = 76.
1.3 Décision et connaissances incomplètes
Aucun décideur ne dispose d’une connaissance de la nature exacte, sûre et exhaustive. Une
solution simple et immédiate consiste à négliger cette réalité et à faire l’hypothèse d’une connais-
sance parfaite et totale. Travailler sous une telle hypothèse s’avère en eﬀet légitime dans une large
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part des problèmes de décision, dès que le petit nombre de variables nécessaire à la résolution
du problème est suﬃsamment bien connu, et de façon suﬃsamment sûre.
Cependant, certains problèmes n’autorisent pas une telle hypothèse, l’aléa sur la connaissance
du décideur étant trop important. Il faut alors développer une modélisation adaptée, qui intègre
cette notion d’incertitude, de risque.
L’aléa d’un problème de décision est formalisé par la déﬁnition d’un ensemble S d’états de
la nature, c’est-à-dire l’ensemble des états possibles de la nature une fois l’aléa levé. Selon le
problème considéré, on peut disposer de plus ou moins d’informations sur les états de la nature :
il convient donc de classer les problèmes selon la connaissance admise sur ces états de la nature.
En suivant la distinction de Knight (1921), on parlera ainsi :
– de problème de décision dans le risque, quand l’aléa est probabilisé, c’est-à-dire qu’il existe
une distribution de probabilité objective sur les états de la nature ;
– de problème de décision dans l’incertain, quand la connaissance disponible sur les états de
la nature est très réduite, de par la nature même de l’aléa.
Exemple 3. Les problèmes de décision impliquant les conditions météorologiques sont générale-
ment des problèmes de décision sous risque ; on est par exemple capable de fournir une probabilité
de précipitations pour un jour donné.
À l’inverse, un problème de décision lié à la gestion de crise, faisant par exemple intervenir
une entreprise qui doit décider de porter ou non plainte à l’encontre d’un tiers pour diﬀammation,
est un problème de décision dans l’incertain : en eﬀet, les réactions des médias et du public sont
tellement imprévisibles que c’est dans ce cas l’ensemble même des états possibles de la nature
qui est mal connu.
Ces deux structures de connaissance constituent des extrêmes, et il existe bien-sûr des pro-
blèmes intermédiaires. Nous nous limitons dans cette section aux problèmes de décision en
présence de risque.
Le risque d’un problème de décision est modélisé en introduisant la notion d’espace probabi-
lisé, construit à partir de l’ensemble des états de la nature.
Déﬁnition 10 (Espace probabilisé). Un espace probabilisé est un triplet (S,A ,Pr) formé d’un
ensemble S d’états de la nature, d’une tribu ou σ-algèbre A d’événements sur S et d’une mesure
de probabilité Pr sur cette σ-algèbre (Pr(S) = 1).
Les résultats qui peuvent découler de la réalisation d’un état de la nature sont modélisés par
un ensemble W de conséquences. On introduit la notion d’acte, qui permet de relier les états de
la nature aux conséquences qu’ils produisent.
Déﬁnition 11 (Acte). On appelle acte toute application f mesurable de (S,A ,Pr) dans (W,G ),
où G est une tribu ou σ-algèbre contenant tous les singletons de W.
Exemple 4 (Laﬀont (1991)). On considère une roulette qui fait sortir de façon équiprobable les
nombres de 1 à 10. On propose un billet de loterie qui fait gagner 100  si et seulement si un
nombre pair sort.
Dans cet exemple, l’ensemble des états de la nature est S = 1, 10 et un événement sera
par exemple E = {1, 3, 5, 7, 9} correspondant à l’apparition d’un nombre impair. L’ensemble des
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conséquences – ici ﬁnancières – est W = R, et G = B est la tribu des boréliens. Le billet de loterie
déﬁnit alors un acte f de (S, ℘(S),Pr) dans (R,B), Pr étant la mesure de probabilité associée
à l’équiprobabilité de l’apparition des numéros. Dans cet exemple, l’ensemble {0, 100} ⊂ W des
conséquences avec des probabilités de réalisation non nulles est ﬁni.
L’ensemble des actes, noté V, constitue l’ensemble des alternatives ou décisions possibles
auxquelles est confronté le décideur, c’est donc l’espace de décision du problème. Les préférences
du décideur sont supposées représentables par une structure de préférence ordinale sur l’espace
V des actes (voir Axiome 1 page ci-contre).
Nous nous plaçons dans la suite dans le cas où (W,G ) = (R,B), ce qui permet par exemple de
représenter des conséquences ﬁnancières. On fait de plus l’hypothèse que l’ensemble S des états
de la nature est ﬁni ; la tribu A est alors simplement l’ensemble des parties de S (A = ℘(S))
et un événement E ∈ A est par suite un sous-ensemble de S.
Tout acte f : (S, ℘(S),Pr) → (R,B) induit une mesure de probabilité Pf sur (R,B), déﬁnie
par :
∀I ∈ B, Pf (I) = Pr(f−1(I))
L’ensemble S étant supposé ﬁni, Pf est donc une distribution de probabilité support ﬁni sur
(R,B). On appelle loteries de telles distributions de probabilité à support ﬁni sur (R,B). On
note L0 leur ensemble, et on écrira P = (〈w1, . . . , wN 〉, 〈p1, . . . , pN 〉) ∈ L0, N ∈ N, pour désigner
la loterie P qui donne les conséquences wi avec les probabilités pi. On appelle loterie sûre toute
loterie de la forme (〈w〉, 〈1〉), qui donne la conséquence w à coup sûr ; on s’autorise à confondre
une conséquence w et la loterie sûre associée (〈w〉, 〈1〉).
Cette relation entre loteries et actes permet d’exprimer les préférences du décideur par une
structure de préférence ordinale sur l’ensemble L0 des loteries sur (W,G ). Par abus de notation,
et de même que précédemment, on note  cette structure de préférence.
∀(f, g) ∈ V, f  g ⇔ Pf  Pg (1.4)
Par suite, est naturellement induite une structure de préférences sur les conséquences de W,
également notée , et déﬁnie à partir de loteries sûres :
∀(w1, w2) ∈ W2, w1  w2 ⇔ P = (〈w1〉, 〈1〉)  Q = (〈w2〉, 〈1〉) (1.5)
Forts de cette introduction, nous présentons la théorie de l’utilité espérée et l’une de ses
extensions, la théorie de l’utilité espérée dépendante au rang ; il s’agit de théories normatives,
qui proposent un ensemble d’axiomes simples caractérisant des propriétés que devraient vériﬁer
les préférences d’un décideur rationnel, puis d’en déduire un résultat général sur l’évaluation
par un tel décideur de l’attrait des diﬀérentes alternatives qui lui sont proposées. Nous exposons
également la principale théorie descriptive de décision dans le risque, qui constitue elle aussi une
généralisation de la théorie de l’utilité espérée.
Cette section n’a pas vocation à être exhaustive : nous invitons le lecteur curieux à se référer
aux ouvrages de Bouyssou et Vincke (2006) et Machina (1987) pour un exposé plus complet
sur les théories de la décision en présence d’aléa ; on consultera également avec proﬁt l’ouvrage
de Chew et Epstein (1989) en ce qui concerne les théories qui dépassent le cadre de l’espérance
d’utilité.
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1.3.1 Utilité espérée
Le modèle de l’espérance d’utilité a été proposé par Cramer et Bernouilli au XVIIIe siècle.
Il a été introduit par von Neumann et Morgenstern (1947). Il constitue la théorie canonique de
décision dans le risque, et repose sur l’énoncé de trois axiomes et d’un théorème.
Axiome 1 (Préordre total). La structure de préférence  sur L0 est un préordre total non
trivial.
Cet axiome implique la réﬂexivité, la transitivité et la complétude de . Par préordre non
trivial, on impose l’existence de P et Q dans L0 telles que P  Q.
L’exposé des deux autres axiomes requiert l’introduction de la notion de mélange de loterie.
Déﬁnition 12 (Mélange de loteries). Soient deux loteries P et Q dans L0. La loterie notée
αP + (1 − α)Q ∈ L0 est appelée α-mélange des loteries P et Q et vériﬁe, pour tout événement
E ∈ A :
[αP + (1 − α)Q](E) = αP (E) + (1 − α)Q(E) (1.6)
Nous pouvons maintenant déﬁnir l’axiome de continuité (à noter que cet axiome s’exprime
de façon diﬀérente selon l’espace sur lequel portent les préférences).
Axiome 2 (Continuité). Pour toutes loteries P , Q et R dans L0, telles que P  Q  R, il
existe α ∈ [0, 1] tel que :
αP + (1 − α)R ∼ Q
Le dernier axiome est l’axiome central de la théorie : il s’agit de l’axiome d’indépendance. Il
stipule que, si une loterie est préférée à une autre, alors son mélange à une troisième sera préféré
au mélange de l’autre avec la troisième dans les mêmes « proportions ».
Axiome 3 (Indépendance). Pour toutes loteries P , Q et R dans L0, et pour tout α dans [0, 1],
on a :
P  Q ⇔ αP + (1 − α)R  αQ + (1 − α)R
Même si la logique de cet axiome peut sembler intuitive, il est à noter que c’est lui qui
cristallise l’essentiel des critiques de la théorie de l’espérance d’utilité.
Le théorème suivant exprime l’équivalence entre la représentation des préférences sous forme
d’une structure vériﬁant les axiomes ci-dessus d’une part, et sa représentation sous forme d’es-
pérance d’utilité d’autre part.
Theorème 1 (théorème de l’espérance d’utilité). Soit L0 l’ensemble des loteries (lois de proba-
bilité à support dans W), muni de la relation de préférence . Les deux propositions suivantes
sont équivalentes.
1.  satisfait aux axiomes de préordre total, de monotonie, de continuité et d’ indépendance.
2. il existe une fonction d’utilité U : L0 → R représentant la relation  avec :
∀P = (w,p) ∈ L0, U(P ) =
∑
k
pk u(wk) (1.7)
où u : W → R est une fonction strictement croissante déﬁnie à une transformation af-
ﬁne strictement croissante près par u(w) = U(〈w〉, 〈1〉), c’est-à-dire l’utilité de la loterie
donnant la conséquence w comme certaine.
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1.3.2 Limites de l’espérance d’utilité
La théorie de l’espérance d’utilité est construite à partir d’axiomes spéciﬁant les caractéris-
tiques des préférences d’un décideur supposé rationnel. Bien qu’attrayants en théorie, il s’avère
qu’il existe des situations pratiques dans lesquelles ces axiomes ne sont pas respectés par les pré-
férences d’un être humain. Allais (1953) propose ainsi un couple d’alternatives pour lesquels une
majorité d’agents humains choisiront en contradiction avec l’axiome d’indépendance (Axiome 3
page précédente ci-dessus).
Exemple 5 (Paradoxe d’Allais). Situation 1 : on demande aux sujets de choisir entre les options
A et B.
– A : 50% de chances de gagner un voyage de trois semaines en Angleterre, France, et Italie ;
– B : un voyage d’une semaine en France à coup sûr.
Situation 2 : on demande aux sujets de choisir entre les options A’ et B’.
– A’ : 5% de chances de gagner un voyage de trois semaines en Angleterre, France, et Italie ;
– B’ : 10% de chances de gagner un voyage d’une semaine en France.
On constate en pratique qu’une majorité de sujets choisira les options B pour la situation 1 et
A’ pour la situation 2. Supposons la théorie de l’espérance d’utilité valide, et posons u(∅) = 0.
Le choix de l’option B (situation 1) implique l’inégalité
u(voyage de trois semaines) < 100%50% u(voyage d’une semaine) (1.8)
tandis que le choix de l’option A’ (situation 2) implique l’inégalité
u(voyage de trois semaines) > 10%5% u(voyage d’une semaine) (1.9)
soit exactement l’inégalité inverse.
Le choix des sujets invalide donc les axiomes de la théorie de l’espérance d’utilité, et en
particulier ici l’axiome d’indépendance.
L’exemple 5 est connu sous le nom de paradoxe d’Allais. Il met en lumière le fait que le
comportement rationnel d’un être humain consiste à surévaluer une option certaine (option B
de la situation 1) : on parle d’eﬀet de certitude.
De nombreuses théories ont vu le jour, pour tenter de répondre à cette critique de l’espé-
rance d’utilité. Machina (1982) propose de supprimer l’axiome d’indépendance et d’utiliser pour
représenter les préférences une fonctionnelle non linéaire dans le cas général mais « diﬀéren-
tiable » ; un agent exprimant ses préférences par une telle fonctionnelle pourra ainsi localement
(i.e. pour des petites variations des probabilités) être considéré comme satisfaisant l’hypothèse
de l’espérance d’utilité.
D’autres auteurs, tels Jaﬀray (1988) ou Gilboa (1988), proposent d’aﬀaiblir l’axiome d’indé-
pendance en ne l’imposant que pour des loteries ayant même minimum (ou « pire conséquence de
probabilité non nulle ») : Gilboa aboutit alors à une représentation des préférences vis-à-vis des
loteries qui introduit classiquement une fonction d’utilité, conserve l’espérance mathématique,
mais fait également jouer un rôle particulier à l’utilité de la pire conséquence ; Cohen (1992)
et Essid (1997) restreignent quant à eux l’axiome d’indépendance à des loteries ayant même
minimum et même maximum. On constate qu’une large partie des violations du modèle de von
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Neumann et Morgenstern disparaît dans ces conditions : en particulier, l’eﬀet de certitude est
correctement modélisé.
La contribution la plus connue est apportée par Quiggin (1982) avec la théorie de l’utilité
anticipée, aujourd’hui appelée théorie de l’utilité espérée dépendante au rang (en anglais rank
dependant expected utility). De façon informelle, Quiggin remplace les probabilités intervenant
dans la théorie de l’utilité espérée par des poids ne dépendent pas seulement de la probabilité
de la conséquence, mais de l’ensemble de la distribution de probabilité.
Cette théorie constitue une généralisation de la théorie de l’utilité espérée, en aﬀaiblissant
les axiomes introduits par von Neumann et Morgenstern. Le champ des axiomes d’indépendance
(Axiome 3 page 19) et de continuité (Axiome 2 page 19) est réduit aux loteries sûres : on
obtient respectivement l’axiome de dominance (Axiome 4) et une nouvelle forme de l’axiome de
continuité (Axiome 5).
On rappelle que l’on s’autorise à confondre une conséquence w ∈ W et la loterie sûre associée
(〈w〉, 〈1〉) ∈ L0 ; ainsi, pour P ∈ L0, on écrira par exemple w ∼ P pour signiﬁer (〈w〉, 〈1〉) ∼ P .
Axiome 4 (Dominance). Pour toutes conséquences w1 et w2 dans W, et tout réel p dans [0, 1] :
w1  w2 ⇒ w1  (〈w1, w2〉, 〈p, 1 − p〉)
Axiome 5 (Continuité). Pour toutes conséquences w1, w2 et w3 dans W, telles que les loteries
sûres associées vériﬁent P = (〈w1〉, 〈1〉)  Q = (〈w2〉, 〈1〉)  R = (〈w3〉, 〈1〉), il existe α ∈ [0, 1]
tel que :
αP + (1 − αR) ∼ Q
Enﬁn, un axiome d’indépendance aﬀaibli est rajouté, de sorte à assurer l’indépendance des
poids hk qui apparaissent dans la fonction d’utilité (voir théorème 2) vis-à-vis des conséquences.
Axiome 6 (Indépendance faible). Soient P = (w,p) et Q = (w′,p) deux loteries de L0. S’il
existe un vecteur c d’éléments de W qui vériﬁe :
∀k, ck ∼ 12wk +
1
2w
′
k
ainsi que w1 et w2 dans W qui vériﬁent :
w1 ∼ P, w2 ∼ Q
alors
(c,p) ∼ 12w

1 +
1
2w

2
Le théorème suivant montre alors qu’on peut construire une fonction d’utilité V qui repré-
sente les préférences exprimées par la relation .
Theorème 2. Soit L0 l’ensemble des loteries à support dans W, muni de la relation de pré-
férence . Alors, si  vériﬁe les axiomes de préordre total (Axiome 1 page 19), de dominance
(Axiome 4), de continuité (Axiome 5), et d’indépendance faible (Axiome 6), alors il existe une
fonction d’utilité V : L0 → R déﬁnie à une transformation aﬃne strictement croissante près qui
représente  et qui s’écrit :
∀P = (w,p) ∈ L0, V (P ) =
∑
k
hk(p)u(wk)
où h(〈1〉) = 1 et h(〈12 , 12〉) = 〈12 , 12〉.
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Ainsi, l’introduction des fonctions hk implique que le coeﬃcient associé à un gain u(wk) dans
le calcul de la fonction représentant les préférences dépend non seulement de la probabilité du
gain (comme c’est le cas dans la théorie de l’utilité espérée, où ce coeﬃcient est exactement la
probabilité du gain), mais également de la probabilité des autres gains possibles.
La théorie de l’espérance d’utilité dépendante au rang propose une modélisation plus proche
du comportement d’un être humain que la théorie de l’utilité espérée. Ses axiomes autorisent ainsi
des comportements récurrents en pratique mais non modélisés par la théorie de von Neumann
et Morgenstern, tels la tendance à la sur-assurance, c’est-à-dire la tendance naturelle à souscrire
des assurances dont les primes sont supérieures à l’espérance des pertes en cas de sinistre 1, ou
bien encore l’attitude adoptée face à un aléa faisant intervenir avec une très faible probabilité
d’occurrence un événement catastrophique ou à l’inverse très favorable.
1.3.3 Théorie des perspectives
La théorie des perspectives (en anglais prospect theory) a été proposée par Kahneman et
Tversky (1979). Nous faisons le choix de la présenter ici, bien qu’elle soit chronologiquement
antérieure à la théorie de l’utilité espérée dépendante du rang ; en eﬀet, il s’agit d’une théorie
économique qui propose une approche non pas normative, mais plutôt descriptive, ce qui la
distingue des deux théories précédemment exposées.
La théorie des perspectives propose, en se basant sur les constats empiriques présentés plus
bas, de décrire les préférences d’être humains rationnels par la fonction d’utilité suivante.
∀P ∈ L0, U(P ) =
∑
k
v(pk)u(wk) (1.10)
où v : [0, 1] → [0, 1], introduite initialement par Fellner (1965), est appelée fonction de poids,
v(p) étant le poids de décision associé à la probabilité p et u : W → R est appelée fonction de
valeur.
Comme on l’a vu plus haut, certaines situations où intervient l’eﬀet de certitude prennent
en défaut la théorie de l’utilité espérée en montrant que ses axiomes (et en particulier l’axiome
central d’indépendance) s’avèrent ne pas être respectés par les préférences d’êtres humains ra-
tionnels.
L’expérience décrite dans l’exemple 6 met en lumière une autre situation où des êtres humains
rationnels décident en contradiction avec la théorie de l’utilité espérée.
Exemple 6. Situation 1 : on donne 1000  à tous les sujets, puis on leur demande de choisir
entre les options A et B :
– A : 50% de chances d’obtenir 1000  additionnels ;
– B : 500  additionnels à coup sûr.
Situation 2 : on donne 2000  à tous les sujets, puis on leur demande de choisir entre les options
A’ et B’ :
– A’ : 50% de chances de perdre 1000  sur les 2000  reçus ;
1. Cette acception du terme de « sur-assurance » est celle des économistes ; elle ne doit pas être confondue
avec la signiﬁcation du terme en droit des assurances, où il fait cette fois référence à une situation dans laquelle
un bien est assuré pour une valeur supérieure à sa valeur à neuf, en conséquence de quoi l’assuré paie inutilement
des primes d’un montant supérieur à ce qu’il est susceptible de recevoir en contrepartie.
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– B’ : 500  perdus à coup sûr.
On constate en pratique qu’une majorité de sujets choisira les options B pour la situation 1 et A’
pour la situation 2, alors même que, vues d’un point de vue de l’utilité ﬁnale, les deux situations
sont strictement identiques : en eﬀet, les options A et A’ donnent 50% de chances de repartir
avec 1000  et 50% de chances de repartir avec 2000 , et les options B et B’ donnent toutes
les deux 1500  à coup sûr.
Cet exemple montre la nécessité, comme le souligne déjà Markowitz (1952), de déﬁnir une
utilité de référence, et de travailler ensuite sur les gains ou les pertes d’utilité, non pas sur les
utilités absolues ﬁnales.
D’autre part, un être humain rationnel aura tendance à apprécier diﬀéremment les écarts
entre des petits gain ou pertes d’utilité et les mêmes écarts sur de gains ou pertes plus élevés :
ainsi, la diﬀérence entre un gain de 100  et un gain de 200  sera considéré comme plus
importante que celle entre un gain de 1000  et un gain de 1100 . Ce constat implique la
concavité de u pour les gains, et réciproquement sa convexité pour les pertes.
Enﬁn, les auteurs font apparaître le phénomène dit d’eﬀet miroir : des êtres humains ration-
nels n’ont pas le même comportement face à des situations impliquant des pertes que face à des
situations impliquant des gains, contrairement à ce que propose la théorie de l’utilité espérée.
L’expérience décrite dans l’exemple 7 illustre ce phénomène.
Exemple 7. Situation 1 : on demande à des sujets de choisir entre les options A et B :
– A : gain de 1000  à coup sûr ;
– B : 50% de chances de gagner 2500 .
Situation 2 : on demande à des sujets de choisir entre les options A’ et B’ :
– A’ : perte de 1000  à coup sûr ;
– B’ : 50% de chances de perdre 2500 .
On constate en pratique qu’une majorité de sujets choisira les options A pour la situation 1
et B’ pour la situation 2, alors même que, dans chaque situation, les deux options proposées
conduisent à la même utilité espérée.
En pratique, le phénomène d’eﬀet miroir se traduit par une pente de la fonction de valeur u
plus marquée pour les pertes que pour les gains.
La ﬁgure 1.1 page suivante propose un exemple de fonction de valeur regroupant les carac-
téristiques exposées ci-dessus :
– elle est déﬁnie sur les gains et les pertes par rapport à une utilité de référence plutôt que
sur la valeur nette de l’utilité ;
– elle est concave pour les gains et convexe pour les pertes, reﬂetant ainsi les comportements
classiques : rejet du risque (risk-adverse) pour les gains et attrait du risque (risk seeking)
pour les pertes ;
– la pente est plus marquée pour les pertes que pour les gains.
Les constats précédents viennent montrer que la perception par un agent de son utilité est
très diﬀérente de l’utilité elle-même. Il en va de même pour sa perception de la probabilité
d’occurrence d’une conséquence, en particulier pour les probabilités très proches de 0 ou de 1.
Ainsi, face à une probabilité très faible (respectivement forte) un être humain rationnel aura
tendance soit à la négliger, c’est-à-dire à la considérer égale à 0 (respectivement égale à 1) ou
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pertes gains
valeur
Figure 1.1 – Théorie des perspectives - exemple de fonction de valeur
bien, au-dessus (respectivement en deçà) d’un certain seuil, à la sur-évaluer (respectivement
sous-évaluer) grossièrement ; Kahneman et Tversky expliquent ce phénomène par l’incapacité de
l’être humain à appréhender correctement les très faibles ou très fortes probabilités. Il s’en suit
que de très faibles variations de probabilités proches de 0 ou de 1 peuvent avoir des conséquences
disproportionnées sur l’évaluation des conséquences associées.
D’autre part, la pente de la courbe est inférieure à 1 sur l’intégralité de l’intervalle de déﬁni-
tion (à l’exception des régions voisines de 0 et de 1), ce qui traduit l’eﬀet de certitude : la somme
des poids associés à des événements complémentaires est inférieure au poids d’un événement
certain.
La ﬁgure 1.2 page suivante propose un exemple de fonction de poids regroupant ces carac-
téristiques.
1.3.4 Adaptation de la notation des fonctions d’utilité
Arrêtons-nous un instant sur la forme des fonctions ui introduites au sein des diﬀérentes
théories présentées dans ce chapitre.
Une conséquence étant simplement le résultat d’une décision (ou acte) d’une part et de la
réalisation d’un état de la nature donné d’autre part, on peut déﬁnir toute fonction d’utilité
non pas sur l’espace des conséquences (comme proposé plus haut en cohérence avec les nota-
tions traditionnelles des théories exposées), mais plutôt sur le produit cartésien de l’espace des
décisions admissibles par l’espace des états de la nature ; les fonctions d’utilité prennent donc la
forme de l’équation 1.11.
∀i ∈ A, ui : D × S → R (1.11)
Cette notation présente l’avantage de distinguer, parmi les variables inﬂuant sur l’utilité d’un
agent, entre celles qui sont contrôlées par le décideur (regroupées dans la décision d ∈ D) et celles
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Figure 1.2 – Théorie des perspectives - exemple de fonction de poids
qui sont « choisies » par la nature, sur lesquelles ce dernier n’a aucune inﬂuence (regroupées
dans l’état de la nature s ∈ S). L’exemple 8 illustre cette notation.
Exemple 8. On considère une roulette qui fait sortir de façon équiprobable les nombres de 1
à 10. On propose d’acquérir (décision d) ou non (décision d) un billet de loterie gratuit qui
fait gagner 100  si et seulement si un nombre pair sort. Notons que dans cet exemple, il est
évidemment judicieux d’accepter le billet de loterie, mais nous ne préoccupons ici que de la
modélisation du problème.
La modélisation traditionnelle des fonctions d’utilité en présence de risque propose une fonc-
tion déﬁnie sur les conséquences (ici ﬁnancières, c’est-à-dire l’ensemble des réels) de la forme
v : R → R avec, par exemple : {
v(0) = 0
v(100) = 1 (1.12)
Ici, v(0) désigne l’utilité d’un agent qui reçoit 0 , qu’il ait acheté un billet et perdu (suite au
tirage d’un nombre impair) ou bien qu’il ait décidé de ne pas participer à la loterie.
La notation que nous avons proposée préalablement à cet exemple permet de distinguer ces
deux cas. Notre fonction d’utilité s’écrit u : D × S → R, où D = {d, d} et S = 1, 10, avec par
exemple : {
u(d, .) = u(d, 1) = u(d, 3) = . . . = u(d, 9) = 0
u(d, 2) = u(d, 4) = . . . = u(d, 10) = 1 (1.13)
Nous utiliserons dans toute la suite la notation introduite ici, dans laquelle les fonctions
d’utilités sont déﬁnies sur le produit cartésien de l’espace des décisions admissibles par l’espace
des états de la nature.
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1.4 Conclusion
Dans ce chapitre, nous avons exposé une modélisation classique des problèmes de décision
individuelle. Un problème de décision individuelle comporte un espace de décision, regroupant
les décisions possibles, éventuellement restreint par un ensemble de contraintes. Les préférences
du décideur sur les décisions restantes ou décisions admissibles sont représentées par une struc-
ture de préférence, objet mathématique qui peut prendre des formes diverses selon la richesse
souhaitée de la représentation.
Quand le problème de décision comporte du risque, la littérature tente de déﬁnir ce qu’est
le comportement rationnel d’un décideur par un ensemble d’hypothèses sur ses préférences :
diverses théories sont alors disponibles, chacune basée sur un ensemble d’axiomes. Certaines
d’entre elles, auxquelles nous nous intéressons particulièrement dans le cadre des travaux que
nous présentons, proposent une représentation numérique des préférences du décideur ; c’est en
particulier le cas de la théorie classique de l’utilité espérée.
Après nous être intéressés dans ce chapitre à la décision individuelle, nous suivons un en-
chaînement logique en nous penchant dans le chapitre 2 page ci-contre sur les problématiques
qui apparaissent quand le décideur n’est plus seul : on parle alors de décision collective.
Chapitre 2
Décision collective et partage
La théorie de la décision individuelle exposée au précédent chapitre s’applique aux cas dans
lesquels un individu seul est confronté à un choix. Dans une société ou plus largement tout
groupe d’individus, alors appelés agents, une décision impacte généralement plus d’un individu,
et la théorie de la décision individuelle, inadaptée, s’eﬀace au proﬁt celle de la décision collective.
Nous abandonnons le temps de ce chapitre les notions d’aléa et de risque introduites précé-
demment. Nous les retrouverons au chapitre 3 page 51, ou nous tenterons de les intégrer aux
concepts de la décision collective que nous sommes sur le point de présenter.
Toute la problématique de la décision collective repose sur la diﬃcile satisfaction des intérêts
souvent divergents des agents concernés. La théorie de la décision individuelle s’intéresse à la
représentation des préférences d’un agent confronté à un choix ; comment cette théorie peut-elle
être mise à proﬁt pour modéliser des problèmes de décision collective ?
Une instance d’un problème de décision collective est déﬁnie par les éléments suivants :
– un ensemble A ﬁni de n agents ;
– un ensemble D ﬁni de décisions possibles ou alternatives, parmi lesquelles un ensemble
F ⊆ D de décisions admissibles ;
– un vecteur de n structures de préférences sur F , dont chaque élément représente les pré-
férences d’un agent.
On suppose que toute l’information pertinente pour la prise de décision est regroupée dans
les structures de préférences des agents. Cela signiﬁe d’une part que ces derniers sont eﬀecti-
vement capables d’exprimer leur satisfaction ou bien-être social (welfare en anglais) vis-à-vis
des décisions admissibles par une structure de préférence ordinale ou cardinale, et d’autre part
que le choix d’une décision ne dépend que des niveaux de bien-être social des agents concernés,
indépendamment des moyens mis en œuvre pour y aboutir ; ce choix est donc le résultat d’une
simple agrégation des préférences individuelles faisant émerger la préférence de la société, dite
préférence collective.
Ces hypothèses constituent un paradigme appelé welfarisme ; on distinguera le welfarisme
ordinal, ou choix social, et le welfarisme cardinal, ou décision collective utilitariste, selon le type
de structure de préférence utilisé par les agents. Le lecteur pourra se reporter avec proﬁt aux
ouvrages de Arrow et al. (2002) pour un exposé exhaustif sur le sujet ; Sen et Williams (1982)
propose quant à lui une discussion philosophique sur l’utilitarisme et ses limites.
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Une grande famille de problèmes entrant dans le cadre du welfarisme ordinal est constituée
par les problèmes dans lesquels les préférences des agents sont représentées par des ordres totaux
sur les alternatives. On parle dans ce cas de problème de vote, et par analogie avec le monde
réel, les agents sont appelés votants et les alternatives candidats. La théorie du vote s’intéresse
principalement à l’étude des procédures de vote, c’est-à-dire des fonctions qui, à partir des
préférences des votants, choisissent le candidat vainqueur. Arrow (1950) exhibe quatre propriétés
qui semblent naturellement devoir être vérifées par toute procédure de vote acceptable et montre
qu’aucune procédure ne pourra simultanément vériﬁer ces quatre propriétés. Le choix d’une
procédure de vote se ramène donc au choix des propriétés qu’elle satisfait parmi celles-ci ; il peut
également être inﬂuencé par d’autres aspects, en particulier la complexité computationnelle de la
détermination du candidat vainqueur (voir par exemple Bartholdi et al. (1989)) ou les possibilités
de manipulation du vote autorisées par la procédure (voir par exemple Gibbard (1973)).
Si maintenant une structure ordinale de préférence est jugée trop pauvre ou non adaptée au
problème, par exemple parce qu’une connaissance de l’intensité des préférences des agents est
requise, l’utilisation d’une structure de préférence valuée s’impose.
On se place maintenant et dans la suite de ce document dans le cas où les préférences des
agents sont représentées par des structures de préférences cardinales (voir déﬁnition 9 page 12).
Chaque agent i ∈ A dispose ainsi d’une fonction d’utilité propre ui : F → U . Notons qu’une telle
expression présuppose que les préférences des agents sont exprimées sur l’ensemble des partages
admissibles ; on pourrait également choisir une représentation des préférences sur l’ensemble des
partages possibles de sorte à couvrir les cas où les agents n’auraient pas a priori connaissance des
contraintes du problème ; il suﬃrait toutefois dans ce cas d’utiliser les restrictions des fonctions
d’utilité au sous-ensemble F ⊆ D pour se ramener à notre modèle.
Les utilités des diﬀérents agents vis-à-vis d’une décision sont regroupées dans un vecteur
appelé proﬁl d’utilité.
Déﬁnition 13 (Proﬁl d’utilité). Soit une décision d ∈ F . On appelle proﬁl d’utilité associé à
la décision d le vecteur u(d) = 〈u1(d), · · · , un(d)〉 de Un.
L’exemple 9 illustre le type de problème associé à l’approche welfariste cardinale.
Exemple 9. Le comité d’organisation d’un tournoi sportif impliquant trois équipes a le choix
entre deux gymnases pour accueillir l’événement.
Le premier gymnase (décision d1) a une superﬁcie limitée et les épreuves devront donc se
dérouler sur un terrain de taille restreinte. Le second gymnase (décision d2) ne pose aucun
problème de superﬁcie, mais le revêtement du sol est de piètre qualité.
Parmi les trois équipes, la première a l’habitude de s’entraîner sur un terrain de taille réduite
et cette contrainte ne lui pose donc aucun problème, à l’inverse des deux autres équipes. L’état
du sol du second gymnase ne satisfait que moyennement les équipes présentes. Ces préférences
se traduisent par les utilités suivantes :
u1(d1) = 18 u2(d1) = 6 u3(d1) = 6
u1(d2) = 9 u2(d2) = 9 u3(d2) = 9
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Les proﬁls d’utilité associés aux deux décisions possibles sont donc les suivants :
u(d1) = 〈18, 6, 6〉
u(d2) = 〈9, 9, 9〉
2.1 Décision collective
La résolution d’un problème de décision collective peut être vue comme la recherche de l’ex-
pression de préférences collectives représentant l’ensemble des préférences individuelles, lesquelles
préférences collectives permettent de choisir une alternative du problème. La décision collective
est donc confrontée à la problématique d’agrégation des structures préférences individuelles en
une structure de préférence collective, lesquelles préférences collectives sont représentées par un
ordre de bien-être social, ou encore par son équivalent numérique quand il existe, la fonction
d’utilité collective.
Déﬁnition 14 (Ordre de bien-être social). On appelle ordre de bien-être social tout préordre
(non nécessairement complet)  sur Un.
Déﬁnition 15 (Fonction d’utilité collective). Une fonction d’utilité collective est une fonction⊕ de Un dans U .
Pour une décision d ∈ F donnée, la valeur renvoyée par la fonction d’utilité collective sur le
proﬁl d’utilité u(d) associé est appelée utilité collective et notée cu(d). On utilise dans toute la
suite la fonction d’utilité collective sous la forme d’un opérateur, comme l’illustre l’équation 2.1.
∀d ∈ F , cu(d) =
⊕
i
ui(d) (2.1)
En suivant la proposition 1 page 12, la déﬁnition 16 permet d’associer les ordres de bien-être
social aux fonctions d’utilité collectives qui classent les alternatives de façon identique. Il existe
toutefois des ordres de bien-être social non représentables par une fonction d’utilité collective
(voir Keeney et Raiﬀa (1976)).
Déﬁnition 16 (Représentation d’un ordre de bien-être social par une fonction d’utilité). On
dit qu’une fonction d’utilité collective cu représente un ordre de bien-être social  quand :
∀(d1, d2) ∈ F2, cu(d1) ≥ cu(d2) ⇔ u(d1)  u(d2)
Nous sommes maintenant en mesure de déﬁnir formellement une instance d’un problème de
décision collective.
Déﬁnition 17 (Instance d’un problème de décision collective). Une instance d’un problème de
décision collective est un tuple (A,F ,U , (ui)i∈A,) où :
– A est un ensemble ﬁni d’agents ;
– F est un ensemble ﬁni de décisions ou alternatives admissibles ;
– (ui)i∈A est un vecteur de fonctions d’utilité de F dans U ; ui est la fonction d’utilité de
l’agent i, qui à toute décision d associe une utilité ui(d) ;
–  est un ordre de bien-être social sur l’ensemble des proﬁls d’utilités, éventuellement déﬁni
par une fonction d’utilité collective.
Résoudre un problème de décision collective consiste à fournir une décision d ∈ F , non
majorée par l’ordre de bien-être social . Cette décision est appelée solution du problème.
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2.1.1 Propriétés des ordres de bien-être sociaux
La sélection d’un critère de choix (c’est-à-dire un ordre de bien-être social ou une fonction
d’utilité collective) doit traduire la position éthique et morale du décideur vis-à-vis du processus
de décision. Les propriétés présentées dans cette section tentent de formaliser des concepts
éthiques ou moraux, et guident ainsi le décideur vers l’ordre de bien-être social adapté.
On attend généralement d’un ordre de bien-être social qu’il vériﬁe la propriété dite d’anonymat.
Celle-ci stipule qu’un ordre de bien-être social ne doit pas départager des alternatives ne diﬀérant
que par une permutation des agents.
Déﬁnition 18 (Anonymat). Soit  un ordre de bien-être social.  vériﬁe la propriété d’anonymat
si et seulement si pour tout proﬁl d’utilité u ∈ Un, σ permutation de A et v ∈ Un tel que
(v1, . . . , vn) = (uσ(1), . . . , uσ(n)), on a : u ∼ v.
Une autre propriété importante est la propriété de continuité. Les ordres de bien-être social
continus sont susceptibles d’être représentables par une fonction d’utilité collective (voir plus
loin théorème 3).
Déﬁnition 19 (Continuité). Soit  un ordre de bien-être social. On dit que  est continu si et
seulement si pour tout proﬁl d’utilité u ∈ Un les ensembles {u′ | u′  u} et {u′ | u  u′} sont
fermés dans Un.
Si le passage d’une alternative à une autre n’aﬀecte qu’un ensemble restreint d’agents, il
semble naturel d’imposer que le classement de ces deux alternatives du point de vue de la société
ne dépende que des préférences de ces agents. Cela est formalisé par la propriété d’indépendance
aux agents non concernés ou séparabilité.
Déﬁnition 20 (Séparabilité). Soit  un ordre de bien-être social. On dit que  est séparable si
et seulement si pour tout couple de proﬁls d’utilité (u,v) ∈ Un et pour toute partition (A1,A2)
de A on a :
(uA1uA2)  (vA1uA2) ⇔ (uA1vA2)  (vA1vA2)
où uA1 (respectivement uA2) est la composante de u sur le sous-ensemble d’agents A1 (respec-
tivement A2).
Les principaux ordres de bien-être social séparables sont ceux issus de fonctions d’utilité
collective additives, c’est-à-dire qui peuvent s’écrire à partir d’une fonction croissante g : U → U :⊕
i∈A
ui =
∑
i∈A
g(ui) (2.2)
Le théorème 3 relie ordre de bien-être social séparable et fonction d’utilité collective additive.
Theorème 3 (Debreu et al. (1960); Gorman (1968)). On suppose que n ≥ 3.
Alors un ordre de bien-être social continu et séparable est représenté par une fonction d’utilité
collective continue et additive.
Au-delà des propriétés de base exposées ci-dessus, le choix d’un critère repose généralement
sur la façon dont il assure l’eﬃcacité et/ou l’équité des solutions qu’il préconise. L’eﬃcacité
peut être formalisée par diverses propriétés mathématiques selon le sens qu’on souhaite donner
à ce concept : nous en présentons une, classique dans le cadre de la décision collective et de la
micro-économie, proposée par W. Pareto ; en revanche, en ce qui concerne l’équité, il n’existe
pas de formalisations similaires.
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Eﬃcacité
La dominance de Pareto permet de comparer deux décisions entre elles, dès que l’une est
au moins aussi bonne pour l’ensemble des agents, et strictement meilleure pour au moins l’un
d’entre eux.
Déﬁnition 21 (Dominance de Pareto). Soit deux alternatives d1 et d2 de F . Alors, on dit
que d1 Pareto-domine d2 (ou le proﬁl u(d1) Pareto-domine u(d2)) si pour tout agent i ∈ A,
ui(d1) ≥ ui(d2) et il existe un agent io tel que ui0(d1) > ui0(d2).
On appelle alternative ou proﬁl d’utilité Pareto-eﬃcace toute alternative ou proﬁl d’utilité
non Pareto-dominé.
La notion de Pareto-eﬃcacité peut se comprendre ainsi : à partir d’une décision Pareto-
eﬃcace, il n’est pas possible de trouver une autre décision qui améliore le bien-être d’un individu
sans détériorer celui d’au moins un autre.
L’eﬃcacité d’un ordre de bien-être social peut alors être vue comme sa capacité à privilégier
les solutions Pareto-eﬃcaces. Elle se traduit formellement par la vériﬁcation de la propriété dite
d’unanimité.
Déﬁnition 22 (Unanimité). Soit  un ordre de bien-être social, et u et v deux proﬁls d’utilité.
 vériﬁe la propriété d’unanimité si et seulement si u  v dès que u Pareto-domine v.
Équité
L’équité est un sentiment de justice naturelle et spontanée, fondée sur la reconnaissance des
droits de chacun, sans qu’elle soit nécessairement inspirée par les lois en vigueur.
Dans les cas moins généraux qui nous intéressent ici, l’équité n’est pas nécessairement liée
à l’idée de morale ou d’éthique, mais se déﬁnit plutôt comme un ensemble de règles, accep-
tées par l’ensemble des instances concernées, qui permettent de résoudre le problème de façon
satisfaisante pour tous. Il s’agit de la déﬁnition proposée par Young (1994) :
« By “equitable”, I do not necessarily mean ethical or moral, but that which a given society
considers to be appropriate to the need, status, and contribution of its various members. »
Ainsi, il semble dans un premier temps légitime de souhaiter réduire les inégalités apparais-
sant entre les agents. Nous introduisons une propriété classique, proposée par Pigou (1912) et
Dalton (1920), qui qualiﬁe les ordres de bien-être social privilégiant les alternatives qui égalisent
le proﬁl d’utilité en « déplaçant » de l’utilité depuis les agents les mieux dotés vers ceux les moins
bien dotés. Une telle redistribution d’utilité est appelée transfert de Pigou-Dalton et constitue
le fondement du principe de réduction des inégalités.
Déﬁnition 23 (Transfert de Pigou-Dalton). Soient u et u′ deux proﬁls d’utilité. u′ est obtenu
par transfert de Pigou-Dalton à partir de u si et seulement si on peut trouver un couple d’agents
distincts (i1, i2), i1 = i2 dans A2 tels que :
– la somme de leurs utilités est conservée : ui1 + ui2 = u′i1 + u
′
i2 ;
– les inégalités sont réduites : ui1 < {u′i1 , u′i2} < ui2 ;
– les utilités des autres agents restent inchangées : ∀i ∈ A \ {i1, i2}, ui = u′i.
Un ordre de bien-être social réduit les inégalités quand, de deux alternatives dont l’une est
obtenue par transfert de Pigou-Dalton à partir de la seconde, il privilégie la première.
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Déﬁnition 24 (Principe de réduction des inégalités). Soit  un ordre de bien-être social. 
satisfait le principe de réduction des inégalités si et seulement si pour toute paire de proﬁls
d’utilité u et u′ tels que u′ est obtenu par transfert de Pigou-Dalton à partir de u, on a u′  u.
Si la préférence pour u′ est large (u′  u),  satisfait faiblement le principe de réduction
des inégalités.
Dans le cas des ordres de bien-être social déﬁnis à partir d’une fonction d’utilité collective
additive, le principe de réduction des inégalités peut être caractérisé simplement, comme le
montre le théorème 4.
Theorème 4. Soit  un ordre de bien-être social déﬁni à partir d’une fonction d’agrégation
collective ⊕ additive : ⊕
i∈A
ui =
∑
i∈A
g(ui)
Alors  vériﬁe le principe de réduction des inégalités si et seulement si la fonction g est concave.
Dans le cas d’un ordre de bien-être social quelconque représenté par une fonction d’utilité
collective, réduction de inégalités et concavité de la fonction ne sont pas équivalents. La propriété
de la fonction d’utilité collective équivalente à la réduction des inégalités pour son ordre de bien-
être social associé est nommé Schur-concavité ; elle est introduite par la théorie de la majorisation
(voir en particulier l’ouvrage de Marshall et al. (2010)).
Déﬁnition 25 (Schur-concavité). Soit  un ordre de bien-être social déﬁni à partir d’une
fonction d’agrégation collective ⊕. Alors, on dira que ⊕ est Schur-concave si et seulement si 
vériﬁe le principe de réduction des inégalités.
Si le principe de réduction des inégalités permet de caractériser un ensemble d’ordres de bien-
être social intéressants du point de vue de l’équité qu’ils assurent, il ne fournit pas de moyen
d’évaluation de l’(in)égalité intrinsèque d’une décision. Plusieurs mesures numériques ont été
proposées, sous le nom d’indices d’inégalité.
Un indice d’inégalité est une fonction de Un dans R déﬁnie à partir d’un ordre de bien-être
social respectant le principe de réduction des inégalités : il s’agit d’une « distance » entre le proﬁl
d’utilités dont on veut estimer l’inégalité et le proﬁl d’utilité parfaitement égalitaire équivalent
selon cet ordre de bien-être social.
Déﬁnition 26 (Indice d’inégalité). Soit  un ordre de bien-être social respectant le principe de
réduction des inégalités.
Pour tout proﬁl d’utilité u, on appelle utilité également distribuée équivalente la valeur
ε(u) ∈ U qui vériﬁe 〈ε(u), .., ε(u)〉 ∼ u, et on note uˆ la moyenne des utilités d’un proﬁl d’utilité :
uˆ = 1n
∑
i∈A ui.
L’ indice d’inégalité associé à  est alors déﬁni par l’équation 2.3.
J(u) = 1 − ε(u)uˆ (2.3)
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Les indices d’inégalité les plus connus sont ceux construits par Gini (1921) et par Atkinson
(1970).
L’indice de Gini est associé aux fonctions d’utilité collective de type moyennes pondérées
ordonnées (voir section 2.1.2 page 37). Selon l’expression utilisée pour le calcul, il peut être
également interprété comme un calcul d’aire faisant intervenir la courbe de Lorenz (voir pro-
position 2 page suivante), ou comme la moyenne des diﬀérences d’utilités deux-à-deux entre
agents.
Pour tout vecteur d’utilité u, on désigne dans la suite par u↑ le vecteur des composantes de
u triées dans l’ordre croissant.
Déﬁnition 27 (Indice d’inégalité de Gini). L’indice d’inégalité de Gini est une fonction de Un
dans R+ qui vériﬁe :
G(u) = 1 − 1
n2uˆ
(
n∑
i=1
(2(n − i) + 1)u↑i )
)
= 12n2uˆ
∑
1≤i,j≤n
|ui − uj | (2.4)
Les indices d’Atkinson constituent une famille d’indices d’inégalité, chacun associé à un ordre
de bien-être social représenté par une fonction d’utilité collective de type moyennes généralisées
(voir section 2.1.2 page 37).
Déﬁnition 28 (Indices d’inégalité d’Atkinson). Les indices d’inégalité d’Atkinson sont déﬁnis
par la famille : ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
Jq(u) = 1 −
(
1
n
n∑
i=1
(
ui
uˆ
)q) 1q
, q ∈ [−∞ ; 1[\{0}
J0(u) = 1 −
(
n∏
i=1
ui
uˆ
) 1
n
(2.5)
Dominance de Lorenz
Les propriétés présentées précédemment s’intéressent soit à l’eﬃcacité soit à l’équité de la
solution. Il semble intéressant de disposer d’une nouvelle propriété dont le champ englobe à la
fois eﬃcacité et équité.
C’est en particulier le cas de la dominance de Lorenz, qui regroupe la dominance de Pareto
et le principe de réduction des inégalités. Nous commençons par déﬁnir la courbe de Lorenz.
Déﬁnition 29 (Courbe de Lorenz). Soit A = {1, .., n} un ensemble d’agents. On appelle courbe
de Lorenz de u le vecteur L(u) = (u↑1, ..,
∑k
i=1 u
↑
i , ..,
∑n
i=1 u
↑
i ).
On déﬁnit par convention L(u)0 = 0. La courbe de Lorenz est alors représentée graphique-
ment par une fonction en escalier :
fL(u) :
{
[0, n] → R
x → L(u)x
La déﬁnition de la courbe de Lorenz montre que celle-ci se situe toujours en-dessous de la
courbe de x → uˆ · x, l’aire entre ces deux courbes indiquant le degré d’inégalité du proﬁl u ; le
seul cas de linéarité intervient quand toutes les composantes de u sont égales.
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Exemple 10. Soient les proﬁls d’utilité u = 〈1, 9, 2, 8, 3, 1〉 et v = 〈4, 4, 4, 4, 4, 4〉. Le calcul
donne L(u) = 〈1, 2, 4, 7, 15, 24〉 et L(v) = 〈4, 8, 12, 16, 20, 24〉. Les représentations de ces deux
courbes de Lorenz est présentée sur la ﬁgure 2.1 ; une analyse graphique montre donc immédia-
tement que v est moins inégalitaire que u.
i
Li
1
uˆ · icourbe de L(v)
courbe de L(u)
Figure 2.1 – Courbes de Lorenz des proﬁls u et v de l’exemple 10
La courbe de Lorenz entretient également un lien étroit avec l’indice d’inégalité de Gini.
Proposition 2. L’indice d’inégalité de Gini s’écrit également :
G(u) =
∑n
i=1(i.uˆ − L(u)i)
n
2
∑n
i=1 ui
L’indice de Gini d’un proﬁl d’utilité peut donc être interprété comme l’aire délimitée par
la courbe de Lorenz du proﬁl d’utilité et celle d’un proﬁl idéal ; il s’agit de l’aire grisée sur la
ﬁgure 2.1.
Déﬁnition 30 (Dominance de Lorenz). On dit qu’un proﬁl d’utilités u domine au sens de
Lorenz un proﬁl d’utilité v si sa courbe de Lorenz L(u) Pareto-domine L(v).
Moulin (1988) montre que la dominance de Lorenz est liée à la dominance de Pareto et à la
réduction des inégalités.
Proposition 3. Soient u et v deux proﬁls d’utilité. Alors :
– si u Pareto-domine v ou bien est obtenu par transfert de Pigou-Dalton à partir de v, alors
u Lorenz-domine v ;
– réciproquement, si u Lorenz-domine v, alors il existe une suite de transferts de Pigou-
Dalton et d’améliorations de Pareto qui transforme v en u.
2.1.2 Ordres de bien-être social et fonctions d’utilité collective usuels
Le choix de l’agrégation permettant de déﬁnir la (ou les) meilleure(s) solution(s) d’un pro-
blème de décision collective est une problématique centrale, puisque comme on l’a vu, c’est lui
qui véhiculera l’idée d’eﬃcacité et/ou d’équité demandée à la solution. À une dimension (i.e. un
seul agent concerné par la décision), il suﬃt bien-sûr de choisir une des solutions conduisant à la
plus grande utilité pour cet agent ; il est alors évident que ce qui doit être maximisé est l’utilité
de cet unique agent.
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Mais en dimension n > 1, le problème devient moins intuitif. Considérons l’exemple 9 page 28.
Le décideur peut choisir entre deux alternatives : la première donne le proﬁl d’utilité 〈18, 6, 6〉 et
la seconde conduit à des utilités de 〈9, 9, 9〉 ; la première décision conduit à des utilités disparates,
mais dont la somme (c’est-à-dire la satisfaction totale des agents) est plus élevée que dans le
cas de la seconde décision, où par contre les utilités sont identiques et tous les agents également
satisfaits.
Il n’y a pas de « bonne » réponse à cette question. En eﬀet, choisir un ordre de bien-être
social consiste à déﬁnir arbitrairement un point de vue à partir duquel on observe puis compare
les solutions. Ce choix est dépendant du problème étudié et requiert la connaissance précise de
ce qui est attendu de la solution recherchée.
De nombreux ordres ont été proposés, généralement classés selon les axiomes que les solutions
associées vériﬁent. Les ordres de bien-être social (et leurs fonctions d’utilité collective associées)
dits utilitariste classique et égalitariste classique (et le raﬃnement leximin du second) constituent
deux extrêmes en ce sens que l’équité est totalement absente du premier et très fortement
recherchée par le second. Les autres ordres ou fonctions présentés ici sont regroupés en familles
et proposent un réglage plus ﬁn entre utilitarisme classique et égalitarisme classique.
Tous les ordres de bien-être social et fonctions d’utilité collectives présentées dans la suite
sont construits à partir d’un espace de valuation réel. C’est un choix classique et l’on s’autorise
dans la suite de ce document à utiliser directement R en lieu et place de U .
Utilitarisme classique (maxsum)
Introduit par Jeremy Bentham (1748-1832) et défendu au XXe siècle par Harsanyi (1955),
l’ordre de bien-être social utilitariste cherche à maximiser la somme des satisfactions des agents.
La fonction d’utilité collective associée cu, basée sur l’opérateur ⊕ = ∑, est dite fonction
d’utilité collective utilitariste :
∀d ∈ F , cu(d) =
∑
i∈A
ui(d) (2.6)
Cette fonction possède plusieurs bonnes propriétés mais elle s’avère assez peu intéressante du
point de vue de l’équité entre les agents ; ainsi, dans l’exemple du paragraphe précédent, cette
fonction privilégiera les utilités 〈18, 6, 6〉 aux utilités 〈9, 9, 9〉.
Égalitarisme classique (maximin)
Développé par Rawls (1971), l’ordre de bien-être social égalitariste tend à égaliser le vecteur
des utilités individuelles, et cherche systématiquement à augmenter la satisfaction du moins
« riche » des agents. La fonction d’utilité collective associée cu(e), basée sur l’opérateur ⊕(e) =
min, est dite fonction d’utilité collective égalitariste :
∀d ∈ F , cu(e)(d) = min
i∈A
ui(d) (2.7)
Dans l’exemple ci-dessus, cette fonction privilégiera 〈9, 9, 9〉 à 〈18, 6, 6〉. Cependant, on re-
proche à cet ordre de ne pas satisfaire le principe d’unanimité : l’agrégateur min ne diﬀérenciera
pas les proﬁls 〈9, 9, 9〉 et par exemple 〈9, 20, 20〉 ; on parle d’ « eﬀet de noyade ». D’autre part,
l’ordre de bien-être social égalitariste classique ne vériﬁe pas la propriété de séparabilité.
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Ordre leximin Cet ordre de bien-être social a été proposé par Sen (1970) et Kolm (1972). Il
ne se déﬁnit que par un préordre sur Rn, puisqu’il n’existe pas dans le cas général de fonction
d’utilité collective associée. Il s’agit d’un raﬃnement Pareto-eﬃcace de l’égalitarisme classique,
qui supprime l’eﬀet de noyade.
Déﬁnition 31. Soient u et v deux vecteurs d’utilité de Rn. u et v sont indiﬀérents pour le
préordre leximin si et seulement si u↑ = v↑. u est préféré strictement à v (noté u leximin v) si
et seulement si :
∃k ∈ 0, n − 1 t.q.
{
∀i ∈ 1, k, u↑i = v↑i
u↑k+1 > v
↑
k+1
(2.8)
Le préordre leximin préférera donc les utilités 〈9, 20, 20〉 aux utilités 〈9, 9, 9〉, le principe
d’unanimité est satisfait.
Moyennes généralisées
Il s’agit d’une famille d’ordres introduite par Marichal (1999) sous le nom de root-power
quasi-arithmetic means. Les fonctions d’utilité collective cu(p) associées sont paramétrées par un
réel p ∈ R {0}.
∀d ∈ F , cu(p)(d) =
(∑
i∈A
ui(d)p
) 1
p
(2.9)
La famille des moyennes généralisées contient la fonction d’utilité collective utilitariste clas-
sique (p = 1) ; la fonction égalitariste classique s’écrit comme la limite des moyennes généralisées
quand p → −∞.
On notera qu’une autre famille, dite des sommes de puissances, introduite par Roberts (1980)
génère des ordres de bien-être social identiques à partir de fonctions d’utilité exprimées diﬀé-
remment. Les fonctions d’utilité collective cu[q] associées sont paramétrées par un réel q ∈ R.
∀d ∈ F , cu[q](d) =
⎧⎪⎪⎨
⎪⎪⎩
sgn(q) ·
∑
i∈A
ui
q pour q = 0∑
i∈A
log(ui) pour q = 0
où sgn(q) = q|q| (2.10)
Cette famille est “continue” en 0 : l’ordre de bien-être social déﬁni à la limite quand q → 0 est
appelé ordre de Nash ; la fonction d’utilité collective associée est basée sur l’opérateur⊕Nash =∏ :
∀d ∈ F , cuNash(d) =
∏
i∈A
ui(d) (2.11)
D’autre part, la principale propriété de cette famille de fonctions a été démontrée par Ro-
berts (1980) : n’importe quel ordre de bien être social anonyme, continu et séparable peut être
représenté par une fonction d’utilité collective de la famille des sommes de puissance. D’autre
part, par suite du théorème 4 page 32, les ordres de bien-être social engendrés par les fonctions
de cette famille réduisent les inégalités si et seulement si q ≤ 1 ; pour q = 1, on retrouve encore
une fois la fonction d’utilité collective utilitariste classique ; le préordre leximin constitue quant
à lui la limite des ordres de bien-être sociaux représentés par cette famille de fonctions quand
q → −∞.
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Moyennes pondérées ordonnées Il s’agit d’une famille d’ordres introduite par Yager (1988)
sous le nom d’OWA (Ordered Weighted Average en anglais). Les fonctions d’utilités associées
cu(w) sont des fonctions paramétrées par un vecteur de poids w ∈ [0, 1]n vériﬁant ∑i∈A wi = 1 :
cu(w)(d) =
∑
i∈A
wiu
↑
i (d) (2.12)
La famille des OWA contient les fonctions d’utilité utilitariste classique (w = ( 1n , ..,
1
n)) et
égalitariste classique (w = (1, 0, . . . , 0)).
2.1.3 Propriétés des critères usuels
Nous avons présenté diverses propriétés dans la section 2.1.1 page 30 ; les ordres de bien-être
social et les fonctions d’utilité collective usuels ont fait l’objet de la section 2.1.2 page 34. Le
tableau 2.1 résume les propriétés vériﬁées par les ordres de bien-être social usuels.
Maxsum Maximin Leximin Moy. génér. O.W.A.
Anonymat Oui Oui Oui Oui Oui
Continuité Oui Oui Non Oui Oui
Séparabilité Oui Non Oui Oui Non
Unanimité Oui Non (noyade) Oui Oui Oui
Réd. des inégalités Non Non Oui p < 1 wi décroissants
 L’ordre de bien-être social égalitariste classique n’est pas séparable. Néanmoins, il existe des raﬃnements de
cet ordre qui le sont (par exemple l’ordre de bien-être social leximin).
 L’ordre de bien-être social maximin satisfait en fait l’unanimité au sens faible, c’est-à-dire la propriété
d’unanimité où u  v est remplacé par u  v.
Table 2.1 – Propriétés des ordres de bien-être social usuels
2.2 Partage
Comme nous l’avons expliqué dans l’introduction générale de cette thèse, notre intérêt réside
dans des problèmes de décision collective particuliers, les problèmes de partage.
Dans cette section, nous nous intéressons dans un premier temps à la présentation et à la
déﬁnition de ces problèmes, problèmes dont nous présentons ensuite quelques méthodes spéci-
ﬁques d’évaluation des solutions ; nous introduisons enﬁn une généralisation numérique originale
de ces méthodes.
Réaliser un partage consiste à diviser une ressource limitée entre diﬀérentes entités. En
s’inspirant de Bouveret (2007) on déﬁnit donc un problème de partage comme un problème de
décision ou d’optimisation particulier.
Une instance d’un problème de partage met en jeu :
– une ressource commune limitée ;
– un ensemble ﬁni A de n agents demandeurs de la ressource ;
– un ensemble de contraintes sur la ressource.
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2.2.1 De la décision collective au partage
Dans cette section, nous nous arrêtons sur la notion de ressource que nous venons d’intro-
duire, et nous revenons également sur la forme particulière que prend l’ensemble des alternatives,
sur les contraintes classiques intervenant dans les problèmes de partage, ainsi que sur le choix
du critère de décision.
La ressource
La ressource est l’entité qui doit être partagée entre les agents. Elle peut prendre diﬀérentes
formes, et en particulier être continue ou discrète. Intuitivement, une ressource continue peut,
à l’inverse d’une ressource discrète, être divisée sans aucune restriction en diﬀérentes parties.
Une ressource continue est déﬁnie comme un ensemble isomorphe à [0, 1] alors qu’une ressource
discrète est déﬁnie comme un ensemble ﬁni de ressources atomiques indivisibles.
On se limite ici à l’étude des partages dont la ressource est discrète, et on appellera objet
chaque ressource atomique la constituant, en référence à l’un des cas les plus courants de partage
de ressource indivisible : le partage d’un ensemble d’objets entre des agents. On note O l’ensemble
ﬁni des m objets à partager. On parle de problème de partage de biens indivisibles.
Dans toute la suite, sauf mention contraire, les indices i désigneront des agents, et les indices
j des objets.
Décision et partage
Dans un problème de partage d’objets, une décision de partage consiste à allouer ou non
chaque objet à chaque agent. L’espace de décision est structuré autour des variables de décision
suivantes :
{dij ∈ {0, 1} | i ∈ A, j ∈ O} (2.13)
avec pour tout agent i ∈ A et pour tout objet j ∈ O :
dij =
{
1 si l’objet j est attribué à l’agent i,
0 sinon. (2.14)
On déﬁnit la part d’un agent comme l’ensemble des objets qu’une décision lui attribue.
Déﬁnition 32 (Part d’un agent). On appelle part de l’agent i le sous-ensemble d’objets πi(d),
ne dépendant que de la décision d, qui s’écrit :
πi(d) = {j ∈ O | dij = 1} ∈ ℘(O)
Déﬁnition 33 (Partage ou allocation selon une décision). Soit d ∈ F une décision. On appelle
partage selon la décision d ou encore allocation selon la décision d le vecteur des parts des
agents :
π(d) = 〈πi(d)〉i∈A ∈ ℘(O)n
Le partage ne dépend que de la décision choisie et, inversement, une décision donnée conduit
à un partage unique : l’ensemble des décisions est isomorphe à l’ensemble ℘(O)n des partages.
On s’autorise donc à confondre ces deux ensembles, et à omettre la notion de décision au proﬁt
de celle de partage ; on écrira ainsi π ∈ D pour signiﬁer π(d), d ∈ D.
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Représentation des préférences
Comme évoqué plus haut, chaque agent exprime ses préférences par une fonction d’utilité
ui : F → R.
Nous faisons deux hypothèses, naturelles dans le cadre des problèmes de partage, qui portent
sur les préférences des agents.
Non exogénéité des préférences : l’utilité d’un agent i vis-à-vis d’un partage π n’est fonc-
tion que de la part πi que reçoit cet agent. Ainsi, on construit, à partir de chaque fonction
d’utilité ui déﬁnie sur F , une fonction déﬁnie sur ℘(O), notée également ui par souci de sim-
plicité, telle que ui(π) = ui(πi). Cette nouvelle fonction ui : ℘(O) → R étant suﬃsante pour
déﬁnir complètement les préférences d’un agent grâce à l’hypothèse de non exogénéité, on utili-
sera indiﬀéremment dans la suite l’une ou l’autre fonction d’utilité, selon le contexte.
Monotonie des préférences : un agent préférera toujours recevoir des objets supplémen-
taires. Soient O1 et O2 des sous-ensembles d’objets. Alors pour tout agent i ∈ A, on aura :
O1 ⊆ O2 ⊆ O ⇒ ui(O1) ≤ ui(O2) (2.15)
Les contraintes d’admissibilité
Certaines contraintes d’admissibilité se rencontrent fréquemment dans les problèmes de par-
tage, en particulier les contraintes de préemption et de distribution totale.
Déﬁnition 34 (Contrainte de préemption). On appelle contrainte de préemption une contrainte
Cpreemption qui stipule que chaque objet ne peut être attribué qu’à au plus un agent.
DCpreemption = {π ∈ D | i = i′ ⇒ πi ∩ πi′ = ∅} (2.16)
Si elle semble naturelle, la contrainte de préemption n’est pas toujours imposée dans les
problèmes de partage : il est en eﬀet possible que des objets puissent être utilisés en parallèle
par plusieurs agents sans pénalité ou diminution de l’utilité retirée ; en économie, on parle alors
de bien non rivaux (Cornes et Sandler (1986)) ; c’est par exemple le cas pour des logiciels dont
l’installation est autorisée sur plusieurs machines et donc sur lesquels plusieurs personnes peuvent
travailler simultanément.
Déﬁnition 35 (Contrainte de distribution totale). On appelle contrainte de distribution totale
une contrainte Cdistr.tot. qui stipule que tout objet doit être attribué à au moins un agent.
DCdistr.tot. = {π ∈ D |
⋃
i∈A
πi = O} (2.17)
Notons que l’hypothèse de monotonie des préférences implique qu’une décision de partage
ne pourra être Pareto-optimale que si tous les objets (dont l’utilité pour au moins un agent est
non nulle) ont été distribués, c’est-à-dire que si le partage vériﬁe cette contrainte de distribution
totale.
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Choix du critère
Un problème de partage étant un problème de décision particulier, l’ensemble des critères
de décision (ordres de bien-être social et fonctions d’utilité collectives) peut être utilisé. Dans
le cadre de nos travaux, nous nous concentrerons toutefois sur des critères favorisant l’équité
entre les agents, puisque celle-ci est souvent fortement recherchée, pour des raisons éthiques et
morales évidentes (voir par exemple les exemples d’applications réelles de la section 2.2.3).
2.2.2 Instance d’un problème de partage de biens indivisibles
Nous sommes maintenant en mesure de déﬁnir formellement une instance d’un problème de
partage de biens indivisibles.
Déﬁnition 36 (Instance d’un problème de partage de biens indivisibles). Une instance d’un
problème de partage de biens indivisibles est un tuple (A,O, C, (ui)i∈A) où :
– A est un ensemble ﬁni d’agents ;
– O est un ensemble ﬁni d’objets indivisibles ;
– C est un ensemble de contraintes strictes sur la ressource, déﬁnissant l’espace des partages
admissibles :
F =
⋂
C∈C
C ⊆ D = ℘(O)n
– (ui)i∈A est un ensemble de fonctions d’utilité de l’ensemble F des partages admissibles
dans R ; ui est la fonction d’utilité de l’agent i, qui à tout partage π ∈ F associe une
utilité ui(π) ;
Un problème de partage de biens indivisibles est alors déﬁni par les entrées suivantes :
– une instance d’un problème de partage de biens indivisibles ;
– un ordre de bien-être social  sur l’ensemble des proﬁls d’utilités, éventuellement déﬁni
par une fonction d’utilité collective, ou un critère numérique Q (voir section 2.2.4 page 45).
Est attendu en sortie un partage admissible non dominé au sens de  ou optimal au sens de Q,
qu’on appellera solution du problème.
2.2.3 Quelques applications des problèmes de partage
Les problèmes de partage de biens indivisibles trouvent d’innombrables applications dans le
monde réel. Nous en proposons quelques unes dans la présente section.
Partage de ressources satellitaires
En raison de leur coût élevé, la plupart des projets spatiaux sont ﬁnancés conjointement par
plusieurs pays. C’est en particulier le cas du projet européen Pléiades. Il s’agit d’une constellation
de satellites d’observation de la Terre, opérée par le Centre National d’Études Spatiales (CNES).
Chaque jour, chaque pays participant adresse au centre d’opération au sol un ensemble de
demandes de photographies qu’il aimerait voir satisfaites (il peut s’agir de photographies simples,
ou bien plus complexes, comme par exemple des photographies stéréographiques). La capacité
de la constellation de satellites, ainsi que les fréquents conﬂits entre demandes concurrentes dûs
aux nombreuses contraintes opérationnelles des satellites limitent le nombre de photographies
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pouvant être prises en une journée ; l’intégralité des demandes de photographie ne peut donc
être satisfaite, et un choix doit par conséquent être opéré. Ce choix doit tenir compte, entre
autres, des degrés de priorité associés aux demandes, ainsi qu’à la hauteur de la contribution
ﬁnancière initiale apportée par chaque pays.
Il s’agit donc clairement d’un problème de partage, chaque demande jouant le rôle d’un
« objet » qui sera ou non attribué au pays demandeur. Lemaître et al. (1999, 2002) et Fargier
et al. (2004) ont proposé une description détaillée du problème.
Allocation de créneaux aériens
Le traﬁc aérien est actuellement en forte croissance, et les prévisions montrent que cette
tendance sera conservée dans les années à venir. Cette augmentation du nombre d’appareils en
vol pose des problèmes de capacité au niveau des principaux aéroports mais également dans les
airs.
À cet engorgement s’ajoute la problématique de sécurité du traﬁc aérien : l’espace aérien
est divisé en secteurs, un secteur correspondant à un volume d’espace aérien traversé par des
routes aériennes. Quand le nombre d’appareils dans un secteur donné dépasse un certain seuil, la
charge de travail des contrôleurs aérien devient critique et la sécurité ne peut plus être garantie :
en pratique, pour éviter d’atteindre un tel seuil, des appareils seront détournés et/ou retardés.
D’autre part, à cette problématique d’utilisation des secteurs aériens, s’ajoute celle de la
gestion du traﬁc au sein des aéroports (Airport Traﬃc Planning (ATP) en anglais), c’est-à-dire
du planning des arrivées, des départs, et de l’aﬀectation des portes d’embarquement.
La ﬂuidité du traﬁc aérien est donc le résultat direct d’une allocation optimale des secteurs
et des créneaux d’atterrissage et décollage aux appareils et plus largement aux compagnies aé-
riennes. On retrouve donc dans cette application les caractéristiques d’un problème de partage,
où des « biens » doivent être attribués à telle ou telle compagnie ; le problème est ici large-
ment contraint puisque d’une part les secteurs contigus entretiennent entre eux des relations
étroites, autrement dit allouer un secteur isolé à une compagnie aérienne est sans intérêt, et
d’autre part l’allocation des secteurs proches d’un aéroport et l’ATP doivent assurer un temps
d’attente au sol minimal pour les appareils. Des procédures de résolution adaptées sont étudiées
pour ce problème : il peut s’agir de ﬁxer des prix virtuels pour les secteurs, prix qui guident en-
suite l’allocation (voir Deschinkel (2001)) ou bien encore de procédures d’allocation distribuées
(voir Jonker et al. (2005)).
Enchères
Une application directe du partage d’objets concerne les enchères. Les enchères mettent en
jeu un ensemble d’enchérisseurs à qui un commissaire priseur oﬀre la possibilité d’acquérir des
objets, parmi un ensemble ﬁni d’objets. Le but des enchérisseurs est de placer des mises sur
les objets, aﬁn de récupérer les objets qui les intéressent, au prix qui les intéresse ; le but du
commissaire priseur est de distribuer les objets aux enchérisseurs de telle sorte à maximiser son
revenu.
Si, au cours du processus d’enchères, les objets sont considérés les uns après les autres, c’est-
à-dire que pour chaque objet, les enchérisseurs placent leur mises puis le commissaire-priseur
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attribue l’objet, avant de passer à l’objet suivant, on parle d’enchères séquentielles ; dans ce cas,
le commissaire priseur maximise simplement son revenu en allouant chaque objet à l’enchérisseur
ayant placé dessus la mise la plus haute.
Quand, à l’inverse, tous les objets sont considérés simultanément, on parle d’enchères paral-
lèles. Dans un tel cas, il est envisageable que les enchérisseurs misent non seulement sur les objets
eux-mêmes, mais également sur des ensembles d’objets : si tel est le cas, les enchères sont dites
combinatoires. Le problème de maximisation du commissaire priseur est alors beaucoup moins
évident : il s’agit d’un problème NP-complet, connu sous le nom de Winner Determination
Problem ; un algorithme de résolution de ce problème a été proposé par Sandholm (1999).
Un problème d’enchères est voisin d’un problème de partage. Les mises des enchérisseurs
peuvent être vues comme les utilités qu’ils associent aux objets, le commissaire-priseur devant
alors allouer les objets de façon à maximiser son propre revenu, c’est-à-dire la somme des utilités.
Il s’agit donc, d’un point de vue formel, d’un problème identique à la résolution d’un problème
de partage où l’entité décisionnelle choisirait l’approche utilitariste classique. D’un point de
vue conceptuel, cependant, les deux problèmes sont bien diﬀérents, puisque la recherche de
l’équité est une problématique totalement étrangère aux problèmes d’enchères, comme le suggère
justement le parallèle avec l’approche utilitariste classique.
Les problèmes d’enchères faisant intervenir les préférences des enchérisseurs sur un ensemble
d’objets, une large part de la représentation de ces préférences est commune avec les problèmes
de partage ; dans les enchères combinatoires par exemple, la création et l’étude de langages de
représentation compacte sur les objets constituent des problématiques majeures (voir Cramton
et al. (2006)).
2.2.4 Évaluation d’un partage : justes parts et absence d’envie
Nous présentons dans ce paragraphe des propriétés usuelles spéciﬁques au partage, ayant
pour but de qualiﬁer l’équité de celui-ci : la juste part proportionnelle, la juste part maximin,
et l’absence d’envie. La première et la dernière de ces propriétés sont déﬁnies aussi bien dans le
cadre de biens divisibles (voir Moulin (2003)) que de biens indivisibles ; la juste part maximin
est quant à elle un propriété spéciﬁque aux problèmes de partage de biens indivisibles.
Juste part
Un partage vériﬁe le test de juste part proportionnelle si et seulement si l’utilité qu’en re-
tire chaque agent vaut au moins un n-ième de l’utilité qu’il aurait pu espérer avec le partage
admissible lui étant le plus favorable. Cette propriété a été proposée par Steinhaus (1948).
Déﬁnition 37 (Juste part proportionnelle). On dit d’un partage π qu’il satisfait le test de juste
part proportionnelle aux agents si et seulement si, pour tout agent i de A :
ui(π) ≥ uPFSi , avec uPFSi =
1
n
max{ui(π) | π ∈ F} (2.18)
On dira de façon équivalente d’un partage qui satisfait le test de juste part proportionnelle qu’il
assure la juste part proportionnelle.
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L’intuition cachée derrière la déﬁnition 37 page ci-contre est la suivante : si l’un des agents
agissait en tant que dictateur, c’est-à-dire s’il choisissait seul le partage à réaliser, il obtiendrait
une utilité égale à max{ui(π) | π ∈ F} ; un agent rationnel souhaite donc obtenir de la part de
l’entité décisionnelle une utilité au moins égale à un nème de cette valeur.
Par suite de la monotonie des préférences, le partage le plus favorable à un agent est natu-
rellement celui qui lui attribue tous les objets disponibles. Si un tel partage est admissible, uPFSi
prend une forme plus simple comme le montre la proposition 4 ; c’est en particulier le cas si les
seules contraintes sont celles de préemption et/ou de distribution totale.
Proposition 4. Pour tout agent i ∈ A, on a l’implication suivante :
{π ∈ F | πi = O} = ∅ ⇒ uPFSi =
1
n
ui(O) (2.19)
Et en particulier :
DCpreemption ∩ DCdistr.tot. ⊆ F ⇒ uPFSi =
1
n
ui(O) (2.20)
Il est possible de caractériser les ordres de bien-être social selon leur comportement face aux
partages assurant la juste part proportionnelle : un ordre de bien-être social vériﬁe la propriété
de juste part proportionnelle garantie si et seulement si, dès qu’il existe un partage admissible
quelconque assurant la juste part proportionnelle, il existe un partage admissible non dominé
pour cet ordre qui l’assure également.
La forme que prend cette caractérisation s’explique par le fait que la juste part proportion-
nelle devient une propriété forte dans le cadre des problèmes de partage de biens indivisibles.
En eﬀet, pour un problème donné, il n’est pas rare qu’aucun partage, tout optimal qu’il soit au
vu d’autres critères, n’assure pas la juste part proportionnelle 1. C’est par exemple le cas lorsque
l’on souhaite partager un unique objet entre deux agents, comme le montre l’exemple 11.
Exemple 11. Considérons le problème de partage déﬁni comme suit :
A = {i1, i2}, n = 2
O = {j1}, m = 1
F = Cpreemption ∩ Cdistr.tot.
⎧⎪⎨
⎪⎩
ui1(∅) = ui2(∅) = 0
ui1({j1}) = 5
ui2({j1}) = 7
Les contraintes imposées n’autorisent que deux partages : π = 〈{j1},∅〉 et π′ = 〈∅, {j1}〉. Les
justes parts proportionnelles des agents prennent les valeurs suivantes :
uPFSi1 =
5
2
uPFSi2 =
7
2
Or, quelle que soit la décision choisie, l’un des agents aura une utilité nulle, donc strictement
inférieure à sa juste part. Dans ce problème, aucun partage admissible n’assure la juste part
proportionnelle.
1. L’ajout de compensations ﬁnancières entre les agents résout ce problème, mais sort du cadre de notre étude
(voir Brams et Taylor (1996)).
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L’exemple 11 page précédente montre que le test de juste part proportionnelle, s’il s’avère
cohérent dans sa déﬁnition, n’est pas particulièrement adapté aux problèmes de partage de biens
indivisibles. En eﬀet, dans un problème de partage, une « part » fait généralement référence à
un ensemble d’objets reçu par l’un des agents, alors que la juste part proportionnelle correspond
à une quantité d’utilité calculée, décorrélée a priori de tout ensemble d’objets.
Budish (2009) propose une propriété voisine, le test de juste part maximin, qui prend cette
fois en compte l’indivisibilité des biens à partager. Pour obtenir la juste part maximin d’un
agent, on s’intéresse au problème ﬁctif dans lequel tous auraient les mêmes préférences que
lui ; sa juste part maximin est alors déﬁnie comme l’utilité collective égalitariste optimale de
ce nouveau problème de partage. Du point de vue des agents, cette juste part peut s’exprimer
ainsi : « Si tous les agents avaient les mêmes préférences que moi, dans le pire cas (i.e. si je
suis le moins bien servi dans un partage égalitariste optimal), j’aurais une utilité de X. Alors, je
souhaite obtenir au moins cette utilité dans le problème réel. ».
La juste part maximin correspond à l’utilité minimale que peut recevoir un agent dans une
procédure d’allocation de type « je partage, tu choisis » : si un agent constitue lui-même les
parts d’objets à attribuer, et que les autres agents se servent avant lui parmi les parts ainsi
déﬁnies, alors cet agent, sous réserve qu’il ait constitué les parts de façon optimale, obtiendra
toujours au moins sa juste part maximin.
Déﬁnition 38 (Juste part maximin). On dit d’un partage π qu’il satisfait le test de juste part
maximin si et seulement si, pour tout agent i0 de A
ui0(π) ≥ uMFSi0 , avec uMFSi0 = maxπ′∈F mini∈A ui0(π
′
i)
On dira de façon équivalente d’un partage qui satisfait le test de juste part maximin qu’il assure
la juste part maximin.
La suite de l’exemple 11 page précédente illustre le fait que cette propriété évite certains
écueils dus à la non divisibilité des biens à partager.
Exemple 11 (suite). Nous considérons encore le même problème, et cherchons cette fois à
déterminer les justes parts maximin des agents.
Supposons que l’agent i2 ait les mêmes préférences que son collègue i1. Dans ce cas, quel
que soit le partage choisi entre π et π′, l’agent le moins bien servi aura une utilité nulle, ce qui
constitue par déﬁnition la juste part maximin de l’agent i1. La juste part maximin de l’agent i2
est calculée de façon similaire, et on a donc :
uMFSi1 = 0
uMFSi2 = 0
Quel que soit le partage choisi, chaque agent obtiendra évidemment une utilité au moins égale
à sa juste part maximin. Dans ce problème, tous les partages admissibles assurent la juste part
maximin.
Envie
Une autre propriété traduisant l’équité d’un partage se base sur la comparaison des parts
reçues par chaque agent ; elle a été introduite par Foley (1967) comme alternative à une propriété
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théorique plus forte mais inexploitable en pratique, proposée par Tinbergen (1953). Un partage
est dit sans envie si aucun agent ne souhaite échanger sa place avec un autre, c’est-à-dire si
chacun est au moins aussi satisfait de sa propre part que de celle de tout autre agent.
Déﬁnition 39 (Absence d’envie). Soit π un partage. π est dit sans envie si et seulement si
pour tous les couples d’agents (i1, i2) ∈ A2, ui1(πi1) ≥ ui1(πi2).
Là encore, l’indivisibilité des biens à partager implique l’existence de certains problèmes pour
lesquels aucun partage n’est sans envie.
Exemple 11 (suite). Nous considérons toujours le même problème, et nous cherchons à savoir
s’il existe un partage sans-envie.
Intéressons-nous au partage π = 〈{j1},∅〉. L’agent i2 obtient une utilité nulle ; cependant
s’il obtenait la part de l’agent i1 il aurait une utilité égale à 5, donc strictement supérieure.
L’agent i2 est donc envieux et le partage π n’est pas sans envie.
On voit aisément qu’il en est de même pour la décision π′ = 〈∅, {j1}〉, cette fois à cause de
l’agent i1. Ce problème n’admet donc aucune décision admissible qui soit sans envie.
Généralisation numérique
Nous avons jusqu’à maintenant proposé des évaluations possibles de la qualité d’un par-
tage sous forme de propriétés. Celles-ci partitionnent l’ensemble des partages admissibles en
deux sous-ensembles, d’une part les « bons » partages vériﬁant la propriété, et d’autre part
les « mauvais » partages ne la vériﬁant pas. Toutefois, comme on l’a vu, certaines propriétés
peuvent s’avérer impossibles à satisfaire pour certains problèmes, et le décideur ne dispose alors
d’aucune information quant au partage à choisir. La situation inverse peut également se pro-
duire, où l’intégralité (ou tout du moins une large part) des partages admissibles vériﬁe une
propriété donnée. Quel partage choisir dans ces cas ? Est-il possible de fournir une évaluation
plus ﬁne, basée sur ces mêmes propriétés ?
Les démonstrations des propositions présentées dans cette section sont assez directes, et nous
nous autorisons par souci de clarté à les omettre.
Exemple 11 (suite). Nous considérons une nouvelle fois le problème introduit dans la première
partie de cet exemple.
Nous avons vu qu’aucune des décisions admissibles n’assurait une juste part proportionnelle,
à cause de l’inadéquation de cette propriété à l’indivisibilité des biens à partager ; le test de
juste part maximin résout ce problème, mais cette fois, toutes les décisions admissibles vériﬁent
le test ; enﬁn la dernière propriété introduite, l’absence d’envie, n’est elle non plus vériﬁée par
aucune décision. Finalement, quelle que soit la propriété choisie, elle n’apporte au décideur
aucune information quant au partage à sélectionner, bien que le partage π′ semble naturellement
préférable : en eﬀet, que l’on choisisse π ou π′, l’un des agents obtiendra de toute façon une
utilité nulle ; l’autre, en revanche, obtiendra une utilité plus élevée avec π′ qu’avec π (ui2(π′2) >
ui1(π1)).
Cette préférence pour π′ peut être prise en compte en précisant numériquement dans quelle
mesure une propriété est ou non satisfaite. Prenons l’exemple de la propriété d’absence d’envie :
même si aucun des deux partages n’est sans envie, on remarque informellement que la « quantité
d’envie » du partage π est supérieure à celle du partage π′.
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Plutôt que d’introduire une extension numérique pour chacune des propriétés des para-
graphes précédents, nous proposons un modèle tout à fait général qui fait intervenir la notion
de critère numérique.
Déﬁnition 40 (Critère numérique). On appelle critère numérique tout couple Q = (〈ϕi〉,⊕)
où :
– pour i ∈ A, ϕi : R℘(O) → RF est une fonction qui prend en paramètre une fonction d’utilité
et fournit une nouvelle fonction de F dans R ;
– ⊕ est un opérateur d’agrégation collective quelconque.
À tout partage admissible π, un critère numérique associe une valeur Q(π) :
∀π ∈ F , Q(π) =
⊕
i∈A
ϕi(ui) (π) (2.21)
La valeur Q(π) constitue le résultat de deux opérations : on cherche dans un premier temps
à fournir, pour chaque agent, une valeur « locale » du critère grâce aux fonctions ϕi, puis on
agrège ces valeurs avec ⊕ de sorte à obtenir la valeur du critère vis-à-vis du partage dans son
ensemble ;
Les fonctions ϕ peuvent être vues comme des fonctions de redéﬁnition des fonctions d’utilité :
pour une fonction d’utilité ui : ℘(O) → R, ϕi(ui) est ainsi une fonction de F dans R qui associe
une valeur numérique à chaque décision et représente de ce fait la valeur « locale » du critère,
du point de vue de l’agent i. On remarque que le choix d’un critère QId = (〈ϕIdi 〉,
⊕) où les
fonctions ϕIdi : ui → (π → ui(πi)), i ∈ A, sont les fonctions « identité » conduit à l’expression
de l’utilité collective d’un partage, comme le montre l’équation 2.22
∀π ∈ F , QId(π) =
⊕
i∈A
ϕIdi (ui)(π) =
⊕
i∈A
ui(π) = cu(π) (2.22)
Les propriétés de juste part et d’absence d’envie – et plus généralement n’importe quelle
propriété – peuvent être traduites en critères numériques, qui quel que soit le partage considéré,
renvoient une valeur dans B = {0, 1}. De tels critères seront appelés critères binaires ; dans la
suite, on utilisera généralement la lettre P pour désigner un critère binaire :
∀π ∈ F , P (π) ∈ B (2.23)
On dira qu’un critère binaire P représente une propriété si et seulement si l’équivalence
suivante est satisfaite :
∀π ∈ F , la propriété est vériﬁée. ⇔ P (π) = 1 (2.24)
Tout critère binaire déﬁnit de façon unique une propriété sur les partages, et l’on s’autorise
à confondre les deux termes dans toute la suite du document.
Juste part proportionnelle La proposition 5 page ci-contre présente le critère binaire associé
au test de juste part proportionnelle.
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Proposition 5. Le critère binaire PPFS = (〈φPFSi 〉,min) où pour tout agent i ∈ A
φPFSi (ui) = π →
{
1 si ui(π) ≥ uPFSi
0 sinon. (2.25)
représente le test de juste part proportionnelle.
Une extension directe de ce critère binaire consiste à s’intéresser à la « distance » entre le
proﬁl d’utilité obtenu avec le partage considéré et le proﬁl constitué par les utilités des justes
parts proportionnelles : le critère associé est QPFS = (〈ϕPFSi 〉,max) où pour tout agent i ∈ A
ϕPFSi (ui) = π → max{0, ui(π) − uPFSi } (2.26)
La proposition 6 relie ce critère au critère binaire PPFS.
Proposition 6. Soit π ∈ F un partage. Alors :
π assure la juste part proportionnelle ⇔ PPFS(π) = 1 ⇔ QPFS(π) = 0 (2.27)
Juste part maximin Le test de juste part maximin est formellement similaire à celui de juste
part proportionnelle. On déﬁnit ainsi sur le même modèle un critère binaire le représentant.
Proposition 7. Le critère binaire PMFS = (〈φMFSi 〉,min) où pour tout agent i ∈ A
φMFSi (ui) = π →
{
1 si ui(π) ≥ uMFSi
0 sinon. (2.28)
représente le test de juste part maximin.
∀π ∈ F , PMFS(π) = 1 ⇔ π assure la juste part maximin. (2.29)
On propose une extension numérique du test de juste part maximin sur le même principe que
l’extension du test de juste part proportionnelle. Le critère associé est QMFS = (〈ϕMFSi 〉,max)
où pour tout agent i ∈ A
ϕMFSi (ui) = π → max{0, ui(π) − uMFSi } (2.30)
La proposition 8 relie ce critère au critère binaire PMFS.
Proposition 8. Soit π ∈ F un partage. Alors :
π assure la juste part maximin ⇔ PMFS(π) = 1 ⇔ QMFS(π) = 0 (2.31)
Envie La proposition 9 fournit un critère binaire représentant la propriété d’absence d’envie.
Proposition 9. Le critère binaire PEF = (〈φEFi 〉,min) où pour tout agent i ∈ A
φEFi (ui) = π →
{
0 si ∃i′ ∈ A, i′ = i, ui(πi′) ≥ ui(πi)
1 sinon. (2.32)
représente la propriété d’absence d’envie.
∀π ∈ F , PEF (π) = 1 ⇔ π est un partage sans envie. (2.33)
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La propriété d’absence d’envie est une propriété forte, diﬃcile à satisfaire 2. De nombreux
partages ne la vériﬁant pas restent donc impossibles à distinguer du point de vue de l’envie. Pour
résoudre ce problème, on introduit la notion de quantité d’envie d’un partage, en s’inspirant de
Lipton et al. (2004).
Déﬁnition 41. Soit π ∈ F un partage. La quantité d’envie du partage π est la valeur QE(π)
où QE = (〈ϕEi 〉,max) est un critère numérique déﬁni par
∀i ∈ A, ϕEi (ui) = π → max
i′∈A
max{0, ui(πi′) − ui(πi)} (2.34)
Le critère QE fournit l’envie maximum existante entre deux agents suite à un partage, l’envie
étant déﬁnie comme une diﬀérence entre l’utilité vis-à-vis de la part de l’autre agent avec son
utilité propre. Lipton et al. (2004) proposent également une autre version où l’envie est cette
fois déﬁnie comme le rapport entre ces deux quantités ; cette déﬁnition conduit à un nouveau
critère Q′E = (〈ϕ′Ei 〉,max) où pour tout agent i ∈ A
ϕ′Ei (ui) = π → max
i′∈A
max{1, ui(πi′)
ui(πi)
} (2.35)
La proposition 10 relie les critères QE et Q′E à la propriété d’absence d’envie.
Proposition 10. Soit π ∈ F un partage.
Alors les quatre propositions suivantes sont équivalentes :
1. π est sans envie
2. PEF (π) = 1
3. QE(π) = 0
4. Q′E(π) = 1
Il est possible d’imaginer d’autres variantes des critères liés aux notions de juste part et
d’envie. Dans les critères QPFS et QMFS déﬁnis précédemment (équation 2.26 page précédente
et 2.30 page précédente) (respectivement dans les expressions de la quantité d’envie du para-
graphe précédent) on pourrait par exemple remplacer les opérateurs maximum sur les agents par
des sommes, prenant ainsi en compte l’intégralité des « défauts » de juste part (respectivement
des quantités d’envie existant entre les couples d’agents), et non seulement celui de l’agent ayant
la part la plus injuste (respectivement celle de l’agent le plus envieux).
2.3 Conclusion
Forts de la modélisation des problèmes de décision individuelle introduite au chapitre 1
page 7, nous nous sommes intéressés dans ce chapitre à l’extension de cette modélisation aux
problèmes de décision collective : comment choisir une décision quand le processus implique
plusieurs individus, aux préférences généralement distinctes ?
2. Encore une fois, l’existence de compensations ﬁnancières simpliﬁe le problème : il est toujours possible de
trouver un partage sans envie lorsque des compensations ﬁnancières sont possibles et que les seules contraintes
sont celles de préemption et de distribution totale (voir Alkan et al. (1991)).
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En nous limitant à une représentation numérique des préférences (cadre du welfarisme cardi-
nal), nous avons introduit les notions classiques d’ordre de bien-être social et de fonction d’utilité
collective, outils essentiels permettant d’agréger les préférences des agents concernés par la prise
de décision ; à partir de l’exposé d’un ensemble de propriétés que ces outils peuvent vériﬁer, nous
avons montré que du choix de l’un ou l’autre dépend directement la déﬁnition morale et éthique
du processus de décision, ce que nous avons ensuite illustré par l’étude de quelques ordres de
bien-être social et fonctions d’utilité collective usuels.
On appelle problème de partage tout problème relatif à la répartition d’une ressource entre
plusieurs agents. Nous avons présenté dans la seconde partie de ce chapitre une modélisation
classique des problèmes de partage de biens indivisibles, sous la forme naturelle de problèmes de
décision collective particuliers, dans lesquels une décision constitue simplement une allocation
des biens aux agents.
En plus des outils usuels de la décision collective, nous avons exposé des méthodes d’évalua-
tion spéciﬁques aux problèmes de partage, basées sur des propriétés telles l’absence d’envie ou la
juste part. Nous avons enﬁn proposé une généralisation numérique de ces propriétés, extension
qui sera réutilisée avec proﬁt dans le cadre des problèmes de partage sous risque. Ces derniers
font partie de la catégorie plus générale des problèmes de décision collective en présence de
risque, dont les spéciﬁcités sont présentées au chapitre 3 page 51.
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Chapitre 3
Décision collective et partage sous
risque
L’objectif de ce chapitre est de présenter les problématiques soulevées par la mise en commun
des notions de risque d’une part, et de décision collective d’autre part (ces notions ont été
respectivement introduites au chapitre 1 page 7 et chapitre 2 page 27).
On modélise le risque de façon usuelle par la donnée de l’espace probabilisé (S,A ,Pr) (déﬁ-
nition 10 page 17) où les éléments s ∈ S sont les états de la nature. La distribution de probabilité
Pr est objective, c’est-à-dire que tous les acteurs du problème (les agents et l’entité décisionnelle)
sont supposés s’accorder sur ces mêmes probabilités 1. Les conséquences potentielles d’un état
de la nature sont regroupées dans un espace (W,G ). L’ensemble D des décisions possibles (ou
actes) est l’ensemble des traductions des états de la nature en conséquences, c’est-à-dire des
applications de (S,A ,Pr) dans (W,G ).
Pour introduire les problématiques de la décision collective en présence de risque, nous ne
faisons pour l’instant que trois hypothèses peu restrictives :
1. les préférences d’un agent i sont représentées par une fonction d’utilité ui ;
2. les préférences d’un agent i vis-à-vis d’une décision sont uniquement fonction de ses utilités
et des probabilités de réalisation des états de la nature ;
3. les préférences de la société vériﬁent également les hypothèses 1 et 2 ;
L’hypothèse 1 autorise une représentation numérique des préférences des agents. Les axiomes
de la théorie de von Neumann et Morgenstern ou encore ceux de la théorie de l’utilité espérée
dépendante du rang conduisent à des préférences vériﬁant cette hypothèse.
Nous privilégions une représentation des préférences par des fonctions d’utilité ui : D ×S →
R, i ∈ A, déﬁnies sur le produit cartésien de l’espace des décisions par l’espace des états de la
nature ; ce choix a été détaillé et justiﬁé dans la section 1.3.4 page 24.
De même que dans le cas de problèmes de décisions sans risque, ces préférences sont usuel-
lement regroupées dans des proﬁls d’utilité, qui prennent cette fois la forme de matrices ; la
déﬁnition 42 page suivante est une extension de la déﬁnition 13 page 28 au cas du risque.
1. Ceci est une hypothèse purement simpliﬁcatrice. On explique dans la suite que l’introduction de probabilités
subjectives (diﬀérentes pour chaque agent et l’entité décisionnelle) n’introduit pas de modiﬁcations majeures des
résultats présentés dans ce document.
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Déﬁnition 42 (Proﬁl d’utilité en présence de risque). Soit une décision d ∈ F . On appelle
proﬁl d’utilité associé à la décision d la matrice U(d) = (ui(d, s)), i ∈ A, s ∈ S prenant ses
valeurs dans R.
L’hypothèse 2 garantit quant à elle l’existence d’une fonction représentant les préférences des
agents sur les décisions ; la déﬁnition 43 précise cette notion de fonction d’utilité stochastique.
Déﬁnition 43 (Fonction d’utilité stochastique). Soit i ∈ A un agent. On appelle fonction
d’utilité stochastique de l’agent i la fonction u˜i : D → R traduisant les préférences de l’agent
i vis-à-vis d’une décision (ou acte) admissible, et déﬁnies à partir d’un opérateur E : (R ×
[0, 1])#S → R dit d’agrégation stochastique :
∀d ∈ D, u˜i(d) = E
s∈S
〈ui(d, s),Pr(s)〉 (3.1)
Le choix de l’espérance mathématique pour l’opérateur d’agrégation stochastique E est un
choix classique ; la généralité de la déﬁnition autorise toutefois parfaitement l’emploi d’agréga-
tions stochastiques associées à d’autres théories de représentation des préférences en présence
de risque (voir la section 1.3 page 16).
L’hypothèse 3 implique que la représentation des préférences de l’entité décisionnelle vis-à-vis
d’une décision sera formellement identique à celle des agents.
L’exemple 12 illustre un problème de décision collective en présence de risque, sous la forme
d’une extension de l’exemple 9 page 28 du chapitre 2 page 27.
Exemple 12. Nous reprenons la situation présentée dans l’exemple 9 page 28, en nous plaçant
dans le cadre de la théorie de von Neumann et Morgenstern (même si le modèle introduit pré-
cédemment est bien plus général) ; on utilise donc l’espérance mathématique comme agrégateur
stochastique : E = E.
Le comité d’organisation d’un tournoi sportif impliquant trois équipes a le choix entre deux
gymnases (décisions d1 ou d2) pour accueillir l’événement. Cependant, la disponibilité du premier
gymnase est incertaine, et si ce gymnase est choisi mais se révèle ﬁnalement indisponible (état
de la nature s1), le comité n’aura de choix que d’organiser l’événement dans le second gymnase ;
si le gymnase est disponible (état de la nature s2) et qu’il a été choisi par le comité, l’événement
s’y déroulera normalement.
Les utilités des agents sont donc déﬁnies comme suit (cf. exemple 9 page 28).
u1(d1, s1) = 9 u2(d1, s1) = 9 u3(d1, s1) = 9
u1(d1, s2) = 18 u2(d1, s2) = 6 u3(d1, s2) = 6
u1(d2, s1) = u1(d2, s2) = 9 u2(d2, s1) = u2(d2, s2) = 9 u3(d2, s1) = u3(d2, s2) = 9
On suppose que le gymnase a une chance sur trois d’être indisponible (Pr(s1) = 1/3). Les
utilités espérées des agents prennent alors les valeurs suivantes :
u˜1(d1) = 15 u˜2(d1) = 7 u˜3(d1) = 7
u˜1(d2) = 9 u˜2(d2) = 9 u˜3(d2) = 9
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3.1 Le timing eﬀect
L’agrégation des préférences individuelles soulève une problématique particulière dans le cas
de la décision collective sous risque. Considérons l’exemple suivant.
Exemple 13. Deux enfants, Aline (A) et Baptiste (B), sont à une fête foraine et possèdent
un unique ticket qui leur donne droit au choix à une barbe à papa (décision dbp) ou une entrée
aux montagnes russes (décision dmr). S’ils choisissent la barbe à papa, ils se la partageront
équitablement et en retireront une utilité identique ; si en revanche ils choisissent les montagnes
russes, seul l’un d’entre eux, tiré au sort équitablement, pourra proﬁter de l’attraction, et en
retirera une utilité forte, tandis que l’utilité du second sera nulle. On note sA (respectivement
sB) l’état de la nature où Aline (respectivement Baptiste) est tirée au sort, s’il y a lieu (Pr(sA) =
Pr(sB) = 0.5). Les utilités des deux enfants sont résumées dans les tableaux de la ﬁgure .
dbp sA sB
A 4 4
B 4 4
dmr sA sB
A 10 0
B 0 10
Figure 3.1 – Utilités d’Aline et Baptiste, selon la décision choisie et l’état de la nature réalisé.
On cherche une méthode pour comparer ces deux décisions, de façon à choisir la meilleure.
En univers certain, les fonctions d’utilité collective fournissent pour chaque décision, une valeur
numérique unique, permettant ainsi une comparaison (et un classement) immédiate des alter-
natives ; nous cherchons dans le cadre de cet exemple à élargir le concept de fonction d’utilité
collective aux problèmes où intervient le risque.
Supposons pour l’exemple que les préférences des enfants satisfassent les axiomes de von
Neumann et Morgenstern. On sait alors représenter leurs préférences vis-à-vis d’une décision
comme l’espérance mathématique de leurs utilités dans chaque état de la nature. Une valeur
numérique unique représente alors les préférences de chaque enfant, et on est ainsi ramené à un
problème de décision sans risque, auquel on peut par exemple appliquer l’approche égalitariste
classique en utilisant l’opérateur min pour ne plus obtenir qu’une valeur numérique par décision
(voir ﬁgure 3.2). La décision dmr, avec une valeur de 5, est alors préférée à la décision dbp, avec
une valeur de 4.
dbp sA sB E
A 4 4 −→ 4
B 4 4 −→ 4
↓
min 4
dmr sA sB E
A 10 0 −→ 5
B 0 10 −→ 5
↓
min 5
Figure 3.2 – Choix de la meilleure décision - Approche A.
On peut tout aussi bien approcher diﬀéremment le problème. Si l’on ﬁxe l’état de la nature, le
problème devient un problème sans risque : on peut donc travailler dans chaque état de la nature
avec la théorie de la décision collective sans risque (donc avec l’approche égalitariste classique,
par cohérence avec le choix précédent). On obtient donc de cette façon des valeurs numériques
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représentant la satisfaction de la société (ou utilité collective) dans chaque état de la nature. En
supposant que les préférences de la société satisfont les axiomes de von Neumann et Morgenstern,
on peut agréger ces valeurs avec l’espérance mathématique pour obtenir une valeur numérique
unique pour une décision donnée (voir ﬁgure 3.3). Cette fois, c’est la décision dbp, avec une
valeur de 4, qui est (largement) préférée à la décision dmr, qui a une valeur nulle.
dbp sA sB E
A 4 4
B 4 4
↓ ↓
min 4 4 −→ 4
dmr sA sB E
A 10 0
B 0 10
↓ ↓
min 0 0 −→ 0
Figure 3.3 – Choix de la meilleure décision - Approche B.
L’exemple 13 page précédente montre que, pour un opérateur d’agrégation stochastique
donné, la simple spéciﬁcation d’une fonction d’utilité collective ne suﬃt pas à déﬁnir complète-
ment la manière de choisir une alternative dans un problème de décision collective en présence
de risque : pour une fonction d’utilité collective donnée, il existe deux approches distinctes.
L’introduction des fonctions d’utilité stochastique (équation 3.1 page 52) suggère naturelle-
ment l’une de ces deux approches (approche A dans l’exemple 13 page précédente) : les utilités
espérées peuvent être vues comme la contrepartie des utilités individuelles des problèmes de dé-
cision en univers certain, et il suﬃt donc de les agréger à partir d’une fonction d’utilité collective
standard. En procédant de cette manière, on se place dans le cas où l’agrégation a lieu sur des
utilités représentant les préférences des agents avant la connaissance de l’état de la nature qui
va se réaliser. On parle alors d’agrégation ex-ante, et la valeur ainsi déﬁnie est connue sous le
nom d’utilité collective ex-ante, notée acu (équation 3.2).
∀d ∈ D, acu(d) =
⊕
i∈A
E
s∈S
〈ui(d, s),Pr(s)〉 =
⊕
i∈A
u˜i(d) (3.2)
L’autre approche (approche B dans l’exemple 13 page précédente) consiste cette fois à consi-
dérer les utilités collectives obtenues dans chaque état de la nature, c’est-à-dire dans chaque
réalisation possible de l’incertitude. L’agrégation collective a donc cette fois lieu sur des utilités
correspondant à des situations certaines, postérieures à l’incertitude sur l’état de la nature, et
l’on parle d’agrégation ex-post ; la valeur ainsi déﬁnie est connue sous le nom d’utilité collective
ex-post, notée pcu (équation 3.3).
∀d ∈ D, pcu(d) = E
s∈S
〈
⊕
i∈A
ui(d, s),Pr(s)〉 (3.3)
Pour déﬁnir une méthode d’agrégation des préférences dans les problèmes de décision col-
lective en présence de risque, il faut donc à la fois préciser les opérateurs d’agrégation collective
et d’agrégation stochastique utilisés, mais également préciser l’instant où l’utilité des agents est
évaluée, antérieur ou postérieur à la réalisation de l’incertitude : ce phénomène a été appelé
timing eﬀect par Myerson (1981).
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3.1.1 Approche ex-ante ou ex-post ?
Le timing eﬀect est à la source d’une littérature conséquente, en particulier en économie.
Harsanyi met en évidence le phénomène en 1955, dans le cadre de la théorie de von Neumann
et Morgenstern, sous la forme d’un théorème construit sur trois axiomes.
L’axiome 7 reprend les hypothèses faites en introduction du présent chapitre, en imposant
l’espérance mathématique comme agrégateur stochastique, i.e. E = E. Il permet ainsi la re-
présentation des utilités individuelles par les utilités espérées et est donc à rapprocher d’une
approche ex-ante.
Axiome 7. Les préférences des agents satisfont les axiomes de von Neumann et Morgenstern.
L’axiome 8 est quant à lui à associer à une approche ex-post puisqu’il autorise l’agrégation
stochastique des préférences collectives, agrégation pour laquelle il impose, cette fois encore,
l’utilisation de l’espérance mathématique.
Axiome 8. Les préférences de la société satisfont les axiomes de von Neumann et Morgenstern.
L’axiome 9 de Pareto-indiﬀérence est un axiome faible, qui relie préférences individuelles et
préférences collectives.
Axiome 9. Si deux décisions sont indiﬀérentes du point de vue de tous les agents, alors elles
sont indiﬀérentes du point de vue de la société (Pareto-indiﬀérence).
Le théorème proposé par Harsanyi montre que, si les trois axiomes sont satisfaits par les
préférences individuelles et collectives, c’est-à-dire entre autres si l’on souhaite autoriser aussi
bien une approche ex-ante qu’une approche ex-post, alors la seule approche collective appropriée
est l’approche utilitariste classique.
Theorème 5 (Harsanyi (1955)). Si les axiomes 7, 8, et 9 sont satisfaits, alors :
– il existe une fonction d’utilité collective ⊕ qui représente les préférences de la société
(Axiome 8) ;
– il existe des fonctions d’utilité individuelles u˜i qui représentent les préférences des agents
(Axiome 7) ;
– la fonction d’utilité collective est une fonction aﬃne des utilités individuelles, autrement
dit il existe α ∈ R et λ ∈ Rn tels que :
∀d ∈ D,
⊕
i∈A
u˜i(d) = α +
∑
i∈A
λiu˜i(d) (3.4)
En choisissant α = 0 et si l’on impose de plus que ⊕ respecte l’axiome d’anonymat (déﬁni-
tion 18 page 30), alors la fonction d’utilité collective est linéaire : ⊕ =∑.
Formulé autrement, le théorème 5 montre que seule l’utilisation d’une fonction d’agrégation
collective aﬃne permet de s’aﬀranchir du timing eﬀect, et inversement, toute tentative d’intro-
duire une prise en compte de l’équité dans la fonction d’utilité collective (c’est à dire le choix
d’une fonction d’agrégation collective ⊕ = ∑) résulte en un décalage entre l’approche ex-post
et ex-ante.
De nombreuses critiques de l’article d’Harsanyi viennent du fait que ce dernier utilise son
théorème comme justiﬁcation de la théorie utilitariste. Si l’on rejette ses axiomes, on doit for-
cément choisir entre un critère ex-ante ou un critère ex-post, pour une fonction d’agrégation
collective ⊕ ﬁxée.
Diamond critique le fondement des axiomes de Harsanyi. L’exemple 14, illustre son propos.
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Exemple 14. Diamond (1967)
Une promotion doit être attribuée à l’une de deux personnes, chacune pouvant prétendre
également au poste proposé. Le décideur envisage les deux alternatives suivantes :
– attribuer la promotion de façon certaine et arbitraire à la première personne (décision d1) ;
– tirer au sort de façon équiprobable à qui attribuer la promotion (décision deq).
La ﬁgure 3.4 résume le problème en introduisant des utilités numériques pour les deux agents
(i1 et i2) ; les états de la nature sA et sB représentent les deux états équiprobables associés aux
résultats possibles du tirage au sort.
d1 sA sB
i1 1 1
i2 0 0
deq sA sB
i1 1 0
i2 0 1
Figure 3.4 – Utilités des agents selon la décision choisie et le résultat du tirage au sort.
Si l’on accepte les axiomes d’Harsanyi, les deux décisions sont strictement équivalentes
puisque les utilités collectives, ex-post ou ex-ante, sont égales.⎧⎪⎪⎨
⎪⎪⎩
acu(d1) = pcu(d1) =
∑
i∈A
u˜i(d1) = 1
acu(deq) = pcu(deq) =
∑
i∈A
u˜i(deq) = 1
(3.5)
Diamond juge quant à lui la seconde décision, deq, strictement préférable à la première, car
plus « équitable ». Or quelle que soit la fonction d’utilité collective choisie, dès lors que celle-
ci vériﬁe l’axiome d’anonymat (déﬁnition 18 page 30), les utilités collectives ex-post des deux
décisions sont égales. Cette préférence stricte pour la décision deq malgré l’égalité des utilités
est alors une violation directe de l’axiome 8 page précédente : Diamond se positionne ainsi en
faveur de l’approche ex-ante, qui vise à chercher à s’approcher de l’égalité des utilités espérées.
Broome (1984) précise qu’autant égaliser les utilités est méritoire, autant égaliser les utili-
tés espérées ne l’est pas. En eﬀet, si l’on considère l’utilité comme une quantiﬁcation d’un état
mental, alors l’utilité espérée n’est plus la représentation d’un état mental, mais simplement
une construction mathématique ; si l’utilité espérée aﬀecte l’état mental d’un agent, cette in-
ﬂuence doit être intégrée à l’utilité de cet agent. D’autre part, si l’on considère l’utilité comme
la quantiﬁcation d’un désir, alors les utilités correspondent au désir d’une ﬁn alors que les uti-
lités espérées correspondent au désir d’un moyen ; égaliser les utilités espérées correspondrait à
égaliser le désir pour quelque chose de virtuel et n’a donc pas de sens. Broome conclut donc que
la préférence naturelle exprimée dans l’exemple de Diamond provient non pas de la distribution
plus égalitaire des utilités espérées, mais simplement de l’existence d’un processus de choix plus
équitable.
Cependant, Broome rappelle l’argument de Hammond (1983) qui s’oppose à Diamond en
faisant remarquer que selon ce dernier, dans l’exemple 14, même après le tirage au sort, le
décideur est inéquitable puisqu’il donne la promotion à l’un des agents aux dépends de l’autre,
et qu’il serait ainsi toujours préférable, une fois un tirage au sort réalisé, d’en eﬀectuer un second
plutôt que d’attribuer la promotion à l’agent qui l’a « gagnée ». Hammond utilise cet argument
de l’absence de cohérence dynamique de l’approche ex-ante (choisir d’égaliser les utilités espérées
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conduit à un nombre inﬁni de tirages au sort) pour défendre l’approche ex-post en en proposant
une caractérisation axiomatique.
Epstein et Segal Epstein et Segal (1992) suivent Diamond et rejettent le second axiome
d’Harsanyi, en en proposant une version aﬀaiblie. Ils aboutissent ainsi à une approche ex-ante
où la fonction d’agrégation collective est quadratique et quasi-concave, et résolvent ce problème
de la cohérence dynamique.
D’autres auteurs, tels Gajdos et Maurin (2004) (qui généralisent un concept introduit par
Ben-Porath et al. (1997) portant sur les indices d’inégalité en présence de risque), estiment que
les approches purement ex-ante ou ex-post ne sont pas appropriées ; ils proposent un ensemble
d’axiomes interdisant ces deux approches et privilégient une fonction d’agrégation collective qui
est une combinaison linéaire des fonctions d’agrégation collective ex-ante et ex-post.
Au-delà des considérations axiomatiques, choisir entre l’une ou l’autre agrégation consiste
à faire un choix entre deux visions radicalement diﬀérentes. Du point de vue des économistes,
cela revient à se demander si une société doit être jugée sur la distribution des revenus que
reçoivent les individus (approche ex-post), ou sur la distribution des opportunités économiques
qu’elle oﬀre (approche ex-ante).
Chercher à optimiser l’utilité collective ex-ante est le choix rationnel d’une entité décision-
nelle qui serait rémunérée selon la « qualité » du partage avant la connaissance de l’état de la
nature ; en eﬀet, tant que l’aléa n’est pas levé, l’expression des satisfactions des agents vis-à-
vis de la décision choisie s’exprime grâce à la fonction d’utilité stochastique (voir l’hypothèse
2 présentée en introduction du présent chapitre) ; ces satisfactions sont ensuite agrégées avec
la fonction d’utilité collective ; on notera que les probabilités intervenant dans l’expression de
l’utilité collective ex-ante (équation 3.2 page 54) correspondent par conséquent à l’interprétation
du risque par chaque agent : avec l’approche ex-ante, si chaque agent possédait une distribution
de probabilité subjective sur les états de la nature, ce sont ces distributions qui devraient être
utilisées.
Si à l’inverse l’entité décisionnelle est rémunérée, toujours selon la « qualité » du partage,
mais seulement une fois l’état de la nature connu, alors c’est la maximisation de l’utilité collective
ex-post qui constitue un choix rationnel ; l’entité décisionnelle envisage tous les états de la nature
possibles en évaluant dans chacun d’entre eux la qualité de la décision choisie grâce à la fonction
d’utilité collective, puis elle utilise une fonction d’utilité stochastique pour en faire l’agrégation
(conformément à l’hypothèse 3 présentée en introduction du présent chapitre) ; on notera que
les probabilités intervenant dans l’expression de l’utilité collective ex-post (équation 3.3 page 54)
correspondent par conséquent à l’interprétation du risque par l’entité décisionnelle : avec l’ap-
proche ex-post, si chaque agent possédait une distribution de probabilité subjective sur les états
de la nature, ces distributions ne seraient pas prise en compte.
Dans toute la suite de ce document, on se place avec Harsanyi dans le cadre de la théorie de
von Neumann et Morgenstern, avec les limites imposées par le théorème 5 page 55. Quelle que soit
la fonction d’utilité collective choisie, on fait l’hypothèse que l’axiome 7 page 55 – respectivement
l’axiome 8 page 55 – est satisfait quand on envisage une approche ex-ante – respectivement ex-
post. Cette hypothèse se traduit par l’utilisation de l’espérance mathématique et donne les
expressions des utilités collectives ex-ante et ex-post des équations 3.6 et 3.7 respectivement.
∀d ∈ D, acu(d) =
⊕
i∈A
∑
s∈S
Pr(s)ui(d, s) (3.6)
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∀d ∈ D, pcu(d) =
∑
s∈S
Pr(s) ·
⊕
i∈A
ui(d, s) (3.7)
3.1.2 Inﬂuence du timing eﬀect dans le cadre de l’approche égalitariste
Nous venons de montrer que, pour une majorité de fonctions d’utilité collective, les utilités
collectives ex-ante et ex-post ne coïncident pas. Nous cherchons dans cette section à préciser
quelle est l’importance du timing eﬀect dans les problèmes que nous considérons. Nous nous
limitons ici à l’approche égalitariste classique (⊕ = min).
Considérons un problème quelconque de décision collective en présence de risque. La propo-
sition suivante montre que les seuls cas d’égalité entre les utilités collectives ex-ante et ex-post
correspondent à des proﬁls d’utilités où, quel que soit l’état de la nature, l’agent le plus mal
servi est toujours le même.
Proposition 11. Soit une décision d ∈ F . Alors, si chaque état de la nature a une probabilité
de réalisation non nulle, c’est-à-dire, ∀s ∈ S, 0 < Pr(s) ≤ 1, on a :
acu(d) = pcu(d) ⇔ ∃i0 ∈ A, ∀i ∈ A,∀s ∈ S, ui0(d, s) ≤ ui(d, s)
Démonstration. Soit d ∈ F une décision admissible.
Si un agent, disons i0, est toujours le moins bien servi (ou l’un des moins bien servis si égalité
des utilités) quel que soit l’état de la nature qui se réalise, alors :
pcu(d) =
∑
s∈S
Pr(s)min
i∈A
ui(d, s)
=
∑
s∈S
Pr(s)ui0(d, s)
= min
i∈A
∑
s∈S
Pr(s)ui(d, s)
= acu(d)
Inversement, supposons que l’utilité collective ex-ante soit égale à l’utilité collective ex-post :
acu(d) = pcu(d)
min
i∈A
∑
s∈S
Pr(s)ui(π, s) =
∑
s∈S
Pr(s)min
i∈A
ui(π, s)
∃i ∈ A,
∑
s∈S
Pr(s)ui(π, s) =
∑
s∈S
Pr(s)min
i∈A
ui(π, s)
Étant donné que les quantités Pr(s) sont strictement positives, il vient :
∃i ∈ A,∀s ∈ S, ui(π, s) = min
i∈A
ui(π, s)
D’où le résultat. 
On peut alors en déduire la probabilité qu’une telle situation arrive pour un proﬁl d’utilité
aléatoire dans le cas, courant en pratique, où les utilités des agents prennent une valeur réelle,
bornée ou non.
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n |S| pacu(d)=pcu(d)
5 2 0.2
20 2 0.05
5 64 9.22×10−45
Table 3.1 – Probabilité d’égalité entre les utilités ex-post et ex-ante dans le cadre égalitariste
selon les caractéristiques des instances.
Proposition 12. Soit U = (uis) une matrice de variables indépendantes identiquement distri-
buées de loi uniforme sur un segment non vide de R+, ou sur R+ tout entier.
Si cette matrice constitue le proﬁl d’utilité associé à une décision d ∈ F dans un problème de
décision collective en présence de risque, alors la probabilité pour que l’utilité collective ex-ante
vis-à-vis de cette décision soit égale à l’utilité collective ex-post vaut :
pacu(d)=pcu(d) =
1
n|S|−1
Démonstration. Il s’agit d’une conséquence directe de la proposition 11 page ci-contre. 
Le tableau 3.1 donne des valeurs numériques de la probabilité pacu(d)=pcu(d) pour quelques
valeurs de n, et |S|.
On constate que le nombre d’états de la nature a une forte inﬂuence sur le résultat : autrement
dit, dès qu’une instance d’un problème de décision en présence de risque met en jeu un risque
représenté par beaucoup d’états de la nature, les cas d’égalité entre les utilités collectives ex-ante
et ex-post deviennent très rares.
Plus généralement, on montre qu’avec la plupart 2 des fonctions d’agrégation qui réduisent
les inégalités, l’utilité collective ex-ante est toujours supérieure à l’utilité collective ex-post. La
proposition 13, bien qu’évidente, se révèle essentielle à la construction des algorithmes présentés
au chapitre 5 page 81. Il s’agit une conséquence directe de la déﬁnition des utilités collectives
ex-post et ex-ante.
Proposition 13. Si la fonction d’agrégation collective est concave, alors :
∀d ∈ F , acu(d) ≥ pcu(d) (3.8)
3.2 Partage en présence de risque
Nous nous intéressons dans cette section à l’impact du risque sur la modélisation des pro-
blèmes de partage d’objets indivisibles. Un problème de partage en présence de risque est une
extension du problème de partage déterministe, qui constitue lui-même un cas particulier de
décision sous risque.
2. Une fonction d’utilité collective réduisant les inégalités est Schur-concave, mais non nécessairement concave ;
par conséquent, il existe des fonctions d’utilité collective réduisant les inégalités qui ne vériﬁent pas l’équation 3.8.
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L’ensemble des états de la nature peut prendre une forme quelconque, selon l’inﬂuence de
l’aléa sur les données du problème (voir plus bas section 3.2.1) ; il est muni d’une distribution
de probabilité. Les préférences des agents sont représentées comme exposé en introduction du
présent chapitre 3 page 51 par des fonctions d’utilités déﬁnies sur les couples (décision, état
de la nature). L’hypothèse de non exogénéité des préférences (voir section 2.2.1 page 39) reste
valable et autorise la réduction du domaine de déﬁnition à l’ensemble des couples (part, état de
la nature).
3.2.1 L’aléa dans les problèmes de partage
Comment le risque apparaît-il dans les problèmes de partage et quelles sont les conséquences
en terme de modélisation ?
L’exemple 15 propose une description informelle d’un problème de partage en présence de
risque.
Exemple 15. Xavier souhaite se débarrasser de l’intégralité de ses bouteilles de vin, au nombre
de 30, qui composent sa cave. Il propose donc à ses amis Alice, Bertrand, et Camille d’en
récupérer chacun une partie. Pour déterminer comment partager les bouteilles entre ses amis,
Xavier connaît les préférences de chacun de ses amis sur les diﬀérents types de vins. Il dispose
en outre des informations suivantes :
– A part quelques bouteilles dont le bouchon est en matière synthétique, les autres ont une
probabilité, faible mais non nulle, d’être bouchonnées. Si tel est le cas, la valeur de la
bouteille pour la personne qui la récupère est au mieux grandement diminuée, au pire
nulle.
– Bertrand, qui habite loin, fera probablement le voyage en train pour venir récupérer les
bouteilles. Si tel est le cas, il sera limité en terme d’encombrement et ne pourra rapporter
chez lui qu’au maximum une caisse, soit 6 bouteilles ; sinon, il viendra en voiture et n’aura
alors aucune contrainte particulière sur le nombre de bouteilles qu’il pourra transporter.
Précisons enﬁn que Xavier doit déterminer de quelle manière il partagera les bouteilles entre
ses trois amis avant de savoir quel moyen de transport Bertrand utilisera (et évidemment sans
connaître l’état, bouchonné ou non, des bouteilles).
L’exemple 15 illustre le fait que, dans un problème de partage sous risque, l’aléa peut porter
sur une vaste part des données du problème.
Sur les contraintes Dans un problème de décision en présence de risque, certaines décisions
peuvent n’être interdites que si certains états de la nature se réalisent. On appelle contrainte
risquée le couple (C,SC) ∈ ℘(D) × ℘(S). Une telle contrainte interdit les décisions d ∈ D \ C si
un état de la nature s ∈ SC se réalise, et n’impose dans le cas contraire aucune restriction. Une
contrainte risquée (C,S) s’appliquant pour tous les états de la nature sera appelée contrainte
stricte 3.
Le décideur n’ayant aucun contrôle sur les états de la nature, il ne peut choisir une décision
qui pourrait par la suite s’avérer infaisable. Par conséquent, de son point de vue, toute contrainte
restreignant les décisions possibles, même seulement pour un sous-ensemble d’états de la nature,
3. Quand le contexte est clair, on omettra la mention stricte, et on parlera simplement de contrainte, en
cohérence avec le cadre de l’univers certain.
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doit être considérée comme une contrainte stricte. Pour un ensemble de contraintes risquées
(Ck,SCk), l’ensemble des décisions admissibles s’écrit donc selon l’équation 3.9.
F =
⋂
k
Ck ⊆ D (3.9)
Sur les objets Les caractéristiques des objets à partager peuvent ne pas être connues avec
certitude. L’état réel des objets, ou encore leur disponibilité, sont parfois inconnus au moment du
partage. Cet aléa peut être directement retranscrit dans les préférences des agents en introduisant
les états de la nature associés.
Exemple 16. Considérons un problème quelconque, dans lequel l’aléa impacte l’un des objets,
j0 : celui-ci sera dans l’un de quatre états possibles quand il sera reçu par l’agent auquel il a été
alloué ; Sj0 = {s1, s2, s3, s4} liste les états possibles de l’objet. Alors l’ensemble S des états de
la nature est le produit cartésien des états de la nature indépendants de l’objet S0 (conditions
météorologiques, etc.) par Sj0 :
S = S0 × Sj0
Les préférences des agents s’expriment alors classiquement par des fonctions d’utilité de la
forme ui : F × S → R, i ∈ A et le risque introduit par l’objet j0 est bien pris en compte dans
les préférences des agents.
Sur les agents Certains agents peuvent décider de se retirer du partage après la réalisation
de celui-ci si la part qu’ils ont reçue ne leur convient pas. Dans le cas des problèmes de partage
proprement dit, l’hypothèse de monotonie des préférences (voir section 2.2.1 page 39) limite ce
comportement puisqu’elle implique qu’un agent préférera toujours n’importe quel lot d’objets à
une part vide et incite ainsi les agents à rester jusqu’au terme du partage.
Cependant il est toujours possible d’envisager des cas dans lesquels un agent se retire du
partage pour marquer son désaccord avec l’allocation proposée ou bien encore pour une raison
extérieure au partage proprement dit : processus d’attribution trop long, etc. À notre connais-
sance, ces problématiques n’ont pas été étudiées dans le cadre des problèmes de partage.
Toutefois, l’ajout de considérations ﬁnancières change la donne : dans le cadre des problèmes
d’enchères, l’aléa sur les agents constitue une problématique importante. En eﬀet, un agent
qui se retire d’un processus d’enchères car non satisfait de sa part ne recevra certes pas les
objets prévus, mais surtout n’apportera pas la contribution ﬁnancière espérée en contrepartie
par le commissaire priseur ; ce dernier doit alors, en vue de parer à de telles situations, proposer
des solutions robustes, certes sous-optimales, mais sur lesquelles l’impact des aléas est moindre
car elles sont facilement « réparables » en une bonne solution admissible (voir par exemple
Holland et O’Sullivan (2005) pour une étude de la robustesse des solutions dans les enchères
combinatoires).
Sur les préférences Il est possible que les préférences des agents ne soient pas certaines.
Nous considérons que, dans les problèmes que nous allons étudier, ce risque constitue un facteur
individuel qui n’est donc à ce titre pas à prendre en considération par l’entité décisionnelle. On
notera toutefois que la littérature s’intéresse particulièrement à ce genre de problématique dans
le cadre de la théorie du vote (voir par exemple Konczak et Lang (2005)).
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Dans les problèmes de partage que nous étudions, on suppose que, pour les raisons évoquées
ci-dessus, les agents n’ont pas la motivation ni la possibilité de se retirer du partage ; l’aléa ne
concerne donc pas les agents. D’autre part, on se place dans le cas où les seules contraintes
considérées sont des contraintes strictes, qu’elles soient intrinsèquement indépendantes de l’aléa
ou bien qu’elles proviennent d’une contrainte initiale risquée. On déﬁnit alors une instance d’un
problème de partage de biens indivisibles en présence de risque comme suit :
Déﬁnition 44 (Instance d’un problème de partage de biens indivisibles en présence de risque).
Une instance d’un problème de partage de biens indivisibles en présence de risque est un tuple
(A,O,S, C, (ui)i∈A) où :
– O est un ensemble ﬁni de m objets ;
– S est un ensemble ﬁni d’états de la nature, muni d’une distribution de probabilité Pr :
S → [0, 1]
– A est un ensemble ﬁni de n agents, chacun exprimant ses préférences par des fonctions
d’utilité ui : ℘(O) × S → R ;
– C est un ensemble ﬁni de contraintes strictes sur la ressource, déﬁnissant l’espace F =⋂
C∈C C ⊆ D des partages admissibles.
Un problème de partage de biens indivisibles en présence de risque est déﬁni par les entrées
suivantes :
– une instance d’un problème de partage de biens indivisibles en présence de risque ;
– l’extension ex-ante ou ex-post d’une fonction d’utilité collective ou d’un critère numérique.
Est attendu en sortie un partage admissible optimal au sens de l’évaluation choisie, qu’on ap-
pellera solution du problème.
3.2.2 Évaluation des partages en présence de risque
De même que la première partie du présent chapitre était consacrée à l’extension au risque
du formalisme de la décision collective, on cherche dans cette section à proposer une extension au
risque des évaluations spéciﬁques aux problèmes de partage exposées dans la section 2.2 page 37.
Comme on l’a vu, dans le cadre sans risque, on utilise à cet eﬀet des critères numériques (voir
déﬁnition 40 page 46) : un critère numérique est un couple Q = (〈ϕi〉,⊕) qui à tout partage
π ∈ F associe une valeur numérique Q(π) traduisant la qualité de celui-ci selon un certain
point de vue, et dont on rappelle l’expression ci-dessous. Précisons que, dans cette déﬁnition, et
contrairement aux notations introduites dans cette section, ui : F → R est une fonction d’utilité
déﬁnie dans le cadre sans risque (voir chapitre 2 page 27).
∀π ∈ F , Q(π) =
⊕
i∈A
ϕi(ui)(π) (3.10)
On remarque que, en l’absence de risque, les critères numériques aussi bien que les fonctions
d’utilité collectives sont des objets mathématiques qui permettent d’associer à tout partage
une valeur numérique. À partir de ce constat, l’extension au risque d’un critère numérique est
naturellement réalisée sur le même principe que celle de l’utilité collective, en introduisant un
opérateur d’agrégation stochastique, ici l’espérance mathématique. Cette extension fait là encore
apparaître le timing eﬀect, et on proposera par conséquent plusieurs extensions pour un même
critère.
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En constatant que, dans le cas d’un problème de partage risqué, ﬁxer l’état de la nature
revient à se placer dans le cadre d’un problème de partage sans risque, on introduit la notation
suivante pour un critère Q : pour un état de la nature s ∈ S et un partage π donnés, la valeur
Q[s](π) représente la valeur Q(π) calculée dans le problème sans risque déﬁni en choisissant
l’état de la nature s.
Pour chaque critère numérique on fournit d’abord une extension au risque ex-ante, réécriture
directe de l’équation 3.6 page 58.
Déﬁnition 45 (Valeur ex-ante d’un critère numérique). Soit Q = (〈ϕi〉,⊕) un critère numé-
rique.
On appelle valeur ex-ante du critère Q vis-à-vis d’un partage π ∈ F la valeur Qa(π) déﬁnie
comme suit, où u˜i représente l’utilité espérée de l’agent i (équation 3.1 page 52) :
Qa(π) =
⊕
i∈A
ϕi(u˜i)(π) =
⊕
i∈A
ϕi(
∑
s∈S
Pr(s)ui(·, s))(π) (3.11)
L’extension ex-post d’un critère découle quant à elle directement de l’équation 3.7 page 58
qui déﬁnit l’extension ex-post des fonctions d’agrégation collective :
Déﬁnition 46 (Valeur ex-post d’un critère numérique). Soit Q = (〈ϕi〉,⊕) un critère numé-
rique.
On appelle valeur ex-post du critère Q vis-à-vis d’un partage π ∈ F la valeur Qp(π) déﬁnie
comme suit :
Qp(π) =
∑
s∈S
Pr(s) · Q[s](π) =
∑
s∈S
Pr(s) ·
⊕
i∈A
ϕi(ui(·, s))(π) (3.12)
En plus des deux agrégations précédentes, il existe dans le cas des critères numériques une
troisième méthode pour obtenir une valeur numérique après agrégation.
En eﬀet, la déﬁnition 45 correspond à une extension ex-ante associée à une vision globale
du critère comme une fonction s’appliquant directement sur les utilités des agents. Or, à partir
de l’équation 3.10 page précédente, un critère peut être interprété comme une redéﬁnition des
fonctions d’utilité des agents (opérée par les fonctions ϕi, i ∈ A), suivie d’une agrégation de ces
nouvelles utilités. Vue sous cet angle, l’utilité de l’agent i pour un partage π quand l’état de la
nature s se réalise devient ϕi(ui)(π, s) et non plus ui(π, s). L’adaptation de l’utilité collective
ex-ante dans ce cas conduit à la notion d’extension ex-medio d’un critère, introduite par la
déﬁnition 47.
Déﬁnition 47 (Valeur ex-medio d’un critère numérique). Soit Q = (〈ϕi〉,⊕) un critère numé-
rique.
On appelle valeur ex-medio du critère Q vis-à-vis d’un partage π ∈ F la valeur Qm(π)
déﬁnie comme suit :
Qm(π) =
⊕
i∈A
∑
s∈S
Pr(s) · ϕi(ui(·, s))(π) (3.13)
Notons que, comme le soulignent clairement les déﬁnitions précédentes (équation 45 page
précédente, 46 page précédente, et 47 page précédente), les extensions ex-ante, ex-post et ex-
medio d’un critère numérique sont dans le cas général des grandeurs bien distinctes.
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Parmi les critères numériques, on distingue ceux qui ne prennent pour valeurs que 0 ou 1
quel que soit le partage, qu’on appelle critères binaires. On dit qu’un partage π ∈ F vériﬁe le
critère binaire P (ou la propriété qu’il représente, voir section 2.2.4 page 45) si et seulement si
P (π) = 1.
Les extensions proposées ci-dessus appliquées à des critères binaires fournissent-elles éga-
lement des valeurs binaires ? Autrement dit, peut-on étendre au cadre risqué les propriétés
classiques des partages de la même manière que les critères numériques ?
La valeur ex-ante Pa d’un critère binaire P , déﬁnie par l’équation 3.11 page précédente,
reste une valeur binaire.
Proposition 14. Soit P un critère binaire, c’est-à-dire ∀π ∈ F , P (π) ∈ {0, 1}. Alors :
∀π ∈ F , Pa(π) ∈ {0, 1} (3.14)
Pa permet donc de déﬁnir une propriété ex-ante associée à P . On dira donc qu’un partage
π ∈ F vériﬁe le critère binaire P ex-ante si et seulement si Pa(π) = 1.
Travailler avec la valeur ex-post d’un critère binaire s’avère plus délicat. En eﬀet, en suivant
l’équation 3.12 page précédente, on obtient une valeur ex-post Pp associée à P qui prend ses
valeurs dans l’intervalle [0, 1]  {0, 1}. Pour un partage π ∈ F , cette valeur n’est autre que la
probabilité que se réalise un état de la nature s dans lequel le partage π vériﬁe le critère P : on
parle alors de probabilité de réalisation d’un critère binaire.
Déﬁnition 48 (Probabilité de réalisation d’un critère binaire). Soit P = (〈ϕi〉,⊕) un cri-
tère binaire. La valeur Pp déﬁnie par l’équation 3.12 page précédente est appelée probabilité de
réalisation de P .
Gajdos et Tallon (2002) proposent toutefois une extension ex-post de la propriété d’absence
d’envie dont la généralisation à un critère binaire quelconque conduit à la déﬁnition 49 : la valeur
ex-post d’un critère binaire vis-à-vis d’un partage vaut 1 si et seulement si le critère binaire initial
est vériﬁé par le partage quel que soit l’état de la nature qui se réalise.
Déﬁnition 49 (Valeur binaire ex-post d’un critère binaire). Soit P = (〈ϕi〉,⊕) un critère
binaire.
On appelle valeur binaire ex-post du critère P vis-à-vis d’un partage π ∈ F la valeur Pp(π)
déﬁnie comme suit :
∀π ∈ F , Pp(π) =
⎧⎨
⎩
1 si ∀s ∈ S, Q[s](π) =
⊕
i∈A
ϕi(ui(·, s))(π) = 1
0 sinon.
(3.15)
Pp permet donc de déﬁnir une propriété ex-post associée à P . On dit qu’un partage π ∈ F
vériﬁe le critère binaire P ex-post si et seulement si Pp(π) = 1.
Néanmoins, la propriété ex-post ainsi déﬁnie est une propriété très forte : il existe des struc-
tures simples de problèmes de partage (voir section 4.2 page 73) pour lesquelles des critères
binaires usuels ne sont satisfaits ex-post par aucun partage, ce qui limite grandement leur in-
térêt. De sorte à conserver une approche ex-post intéressante avec les critères binaires, nous
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suggérons de s’intéresser préférentiellement à la probabilité de réalisation d’un critère introduite
précédemment, et c’est précisément ce que nous ferons dans la suite.
Le cas ex-medio, quant à lui, est particulier puisque, pour un critère binaire P et un partage
π donnés, on n’a a priori aucune garantie que la valeur de Pm (Déﬁntion 47 page 63) soit
comprise entre 0 et 1 et donc représente une probabilité. Nous nous limitons donc ici au cas où
l’opérateur d’agrégation du critère est la fonction min, autrement dit, P = (〈ϕi〉,min). Dans ce
cas, pour tout partage π ∈ F , la valeur Pm(π) appartient bien à l’intervalle [0, 1]. Par analogie
au cas ex-post, on l’appelle probabilité individuelle de réalisation d’un critère.
Déﬁnition 50 (Probabilité individuelle de réalisation d’un critère binaire). Soit P = (〈ϕi〉,min)
un critère binaire.
Pour un partage π ∈ F , on appelle probabilité individuelle de réalisation de P la valeur
Pm(π) déﬁnie par l’équation 3.13 page 63.
3.2.3 Applications de problèmes de partage en présence de risque
La majeure partie des applications réelles des problèmes de partage sont soumis à une large
part d’aléa. Si dans certain cas, cet aléa peut être négligé sans grande conséquence sur la qualité
des partages choisis, il en va autrement pour certaines applications. Nous proposons dans cette
section quelques exemples d’applications réelles de partage dans lesquelles le risque doit être pris
en compte dans la modélisation. Certaines constituent des extensions des problèmes de partage
en univers certain présentés à la section 2.2.3 page 40.
Partage de ressources satellitaires
Le problème du partage de ressources satellitaires a été introduit en s’appuyant sur l’exemple
de la constellation de satellites d’observation Pléiades. L’allocation de la ressource satellitaire
entre les demandes de photographies des diﬀérents pays a lieu chaque matin, pour toute la
journée jusqu’au lendemain.
Un pays s’estime satisfait par une demande réalisée si la photo obtenue est exploitable, or
les conditions météorologiques – et en particulier le niveau de couverture nuageuse – dans la
zone d’observation peuvent grandement réduire la qualité d’une photographie, jusqu’à la rendre
éventuellement parfaitement inutilisable. Malheureusement, les conditions météorologiques ne
sont pas parfaitement connues au moment de la prise de décision : on dispose uniquement d’une
estimation probabiliste du degré de couverture nuageuse sur les zones ciblées par les demandes. Il
est du ressort du centre d’opération au sol, en charge de l’allocation des demandes, de prendre en
compte le risque inhérent aux conditions météorologiques de sorte à assurer l’équité du partage.
Allocation de cours à des étudiants
Dans ce problème, un établissement d’enseignement doit eﬀectuer la répartition des étudiants
entre diﬀérents cours en respectant au mieux leurs préférences.
En pratique, les préférences des étudiants dépendent de facteurs externes qui inﬂuent sur
la qualité des cours (acquisition d’un équipement ou même construction d’un laboratoire par
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l’établissement, etc.) ou même leur simple existence (absence possible d’un professeur, etc.).
Dans ce type d’applications, le risque repose donc sur les « objets » à partager.
L’intégralité des variables aﬀectant les cours n’est généralement pas connue avec certitude
au moment où les étudiants doivent faire leurs choix. L’établissement d’enseignement doit donc
prendre en compte cet aléa de sorte à assurer une aﬀectation équitable des étudiants sur les
cours proposés, en fonction des risques connus.
Allocation de créneaux dans un aéroport
Le traﬁc aérien, de même que la plupart des réseaux de transport, constitue un système
très sensible aux perturbations (voir section 2.2.3 page 40 pour une description de quelques
problématiques de gestion du traﬁc aérien). Les aléas pouvant survenir sur un tel système sont
nombreux :
– un appareil peut être retardé ;
– une piste peut être temporairement congestionnée, indisponible, ou son utilisation peut
être limitée à certains types d’appareils ;
– les atterrissages et décollages peuvent être rendus impossibles par les conditions météoro-
logiques (orage,. . . ) ;
– le temps de préparation des appareils à leur porte peut varier pour diﬀérentes raisons :
chargement des bagages plus long que prévu, dégivrage nécessaire pour cause de tempéra-
tures extérieures particulièrement froides, etc.
L’impact de l’aléa dans ce type de problème est trop important pour qu’on puisse l’ignorer : il
faut donc en fournir une modélisation et proposer des méthodes de résolution en tenant compte.
Enchères
Le problème des enchères a été exposé dans la section 2.2.3 page 40. La discussion de la
section 3.2.1 page 60, en particulier concernant l’incertitude sur les agents, montre bien que
l’aléa est présent dans les problèmes d’enchères et doit être pris en compte.
De façon plus générale, dans un problème d’enchères, chaque mise placée par un enchérisseur
peut se révéler caduque au moment du processus de décision, pour diverses raisons : l’enchérisseur
s’est retiré du partage, l’un des biens concernés est indisponible, etc. (voir par exemple Boﬁll
et al. (2010))
3.3 Conclusion
Ce chapitre a permis de rapprocher les notions de décision en présence de risque, introduite
au chapitre 1 page 7, d’une part, et de décision collective, introduite au chapitre 2 page 27
d’autre part.
Nous avons exposé la problématique soulevée par la mise en commun de ces deux notions,
problématique tant théorique que philosophique, connue depuis Myerson (1981) sous le nom de
timing eﬀect : évaluer des décisions collectives en présence de risque impose de choisir un point
de vue parmi deux possibles, l’approche ex-ante, dans laquelle est considérée la satisfaction des
agents avant la résolution du risque, ou bien l’approche ex-post, dans laquelle la satisfaction
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des agents est prise en compte après la résolution du risque, dans tous les états possibles de la
nature.
Dans la seconde partie du chapitre, nous avons montré que les problèmes de partage consti-
tuent une classe de problème dans laquelle des aléas peuvent aﬀecter nombre de paramètres.
Nous avons par conséquent proposé une modélisation, pour l’instant assez générale, des pro-
blèmes de partage en présence de risque ; de cette modélisation sera issu le modèle simpliﬁé de
partage sur lequel portent une large part de nos travaux (voir chapitre 4 page 69).
De sorte à pouvoir travailler avec les nouveaux problèmes que cette modélisation introduit,
nous avons proposé une extension au risque des critères numériques introduits dans le chapitre
précédent. Nous situant toujours dans le cadre de la décision collective en présence de risque,
les critères numériques sont bien-sûr sujets eux aussi au timing eﬀect. Par conséquent, pour un
critère numérique donné, nous avons déﬁni trois extensions dans le cas risqué : une extension
ex-ante, une extension ex-medio, et une extension ex-post ; cette dernière présente un intérêt
particulier dans le cas des critères binaires, puisqu’il s’agit alors exactement de la probabilité
que le critère binaire soit vériﬁé après résolution du risque.
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Chapitre 4
Un modèle simple de partage de
biens indivisibles sous risque
Nous avons choisi dans le cadre de cette thèse de restreindre l’étude des problèmes de partage
à une classe particulière de problèmes, qui constitue un juste compromis entre simplicité et
proximité aux applications réelles. Cette simplicité nous permet d’une part d’obtenir des résultats
théoriques, et d’autre part de se concentrer sur les problématiques intrinsèques aux problèmes
de partage sous risque en ce qui concerne l’algorithmique.
Nous explicitons dans le présent chapitre quelles hypothèses supplémentaires nous proposons
pour aboutir, à partir du modèle général introduit au chapitre 3 page 51, à notre modèle simpliﬁé
de problème de partage, dit problème de partage BIRPA.
4.1 Les hypothèses du modèle
On cherche à proposer un modèle de problème de partage en présence de risque simpliﬁé,
issu du modèle général introduit au précédent chapitre. On s’inspire pour cela d’un problème
classique de partage en univers certain dit Santa Claus. Cette appellation est due à Bansal et
Sviridenko (2006) qui proposent des résultats d’approximation de la solution du problème. Nous
choisissons ce problème puisqu’il est construit sur un modèle simple qui réunit cependant toutes
les problématiques du partage de biens indivisibles.
Le problème Santa Claus est donc un problème de partage de biens indivisibles, basé sur les
hypothèses suivantes :
– les préférences des agents sont additives sur les objets (voir section 4.1.2 page suivante) ;
– la contrainte de préemption est imposée ;
– l’ordre de bien-être social choisi est l’ordre égalitariste classique.
Nous conservons l’esprit de ces trois hypothèses : nous les adaptons au cas risqué quand cela est
nécessaire, et nous en ajoutons quelques autres qui spéciﬁent la nature exacte du risque et sa
portée dans le problème.
4.1.1 Contraintes des problèmes de partage
Dans le problème Santa Claus, puisque l’ordre de bien-être social égalitariste classique est
unanime (déﬁnition 22 page 31) et que la seule contrainte imposée est la contrainte de préemp-
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tion, il existe toujours une solution optimale π dans laquelle tous les objets sont distribués :⋃
i∈A
πi = O (4.1)
Il semble donc naturel d’imposer la contrainte de distribution totale dans un tel problème,
puisqu’elle restreint l’espace de recherche sans éliminer toutes les solutions optimales (au sens
égalitariste). Deux contraintes interviennent donc dans notre modèle, la contrainte de préemption
et la contrainte de distribution totale : tous les objets doivent être aﬀectés, et un même objet
ne peut être aﬀecté qu’à un seul agent.
4.1.2 Additivité des préférences
Les préférences des agents doivent s’exprimer sur les parts, ou ensembles d’objets, qu’ils
peuvent recevoir. On souhaite à la fois permettre une expression de préférences réaliste tout en
proposant une structure et une représentation simple de ces préférences. On conserve l’hypothèse
d’additivité des préférences présente dans le problème Santa Claus, puisqu’elle s’avère tout
à fait naturelle dans ce contexte ; ainsi, l’utilité d’un agent vis-à-vis d’un ensemble d’objets
s’exprime comme la somme des utilités associées à chaque objet reçu individuellement, utilités
qu’on appelera poids.
Les préférences d’un agent peuvent sous cette hypothèse être entièrement représentées par
une matrice à trois dimensions W = (wijs), i ∈ A, j ∈ O, s ∈ S où l’élément wijs représente
l’utilité, ou poids, associé par l’agent i à l’objet j si l’état de la nature s se réalise. Les fonctions
d’utilité prennent par suite la forme de l’équation 4.2.
∀i ∈ A, ∀π ∈ F , ∀s ∈ S, ui(π, s) =
∑
j∈πi
wijs (4.2)
4.1.3 Risque porté par les objets
L’élément principal d’un problème de partage est la ressource à partager : nous faisons
l’hypothèse que cette ressource, c’est-à-dire l’ensemble des objets, est la seule source de risque
dans le problème.
Cette hypothèse s’interprète naturellement : chaque objet sera disponible dans un état donné,
parmi un ensemble ﬁni d’états possibles ; au moment de la prise de décision, les acteurs du
partage connaissent uniquement l’ensemble des états possibles et les probabilités de réalisation
de chacun.
Déﬁnition 51 (Risque porté par les objets). Soit un problème quelconque de partage de biens
indivisibles en présence de risque (voir section 3.2.1 page 60) ; on rappelle que le nombre d’objets
est noté m.
Dans un tel problème, on dit que le risque est porté par les objets si et seulement si les deux
conditions suivantes sont vériﬁées :
1. il existe m ensembles ﬁnis S1,S2,. . .,Sm tels que l’ensemble S des états de la nature puisse
s’écrire comme le produit cartésien de ces ensembles, c’est-à-dire :
S = {s = 〈s1, s2, . . . , sm〉 | s1 ∈ S1, s2 ∈ S2, . . . , sm ∈ Sm} (4.3)
Pour un état de la nature s = 〈sj〉 ∈ S donné, on appelle état de l’objet j la valeur sj.
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2. l’utilité apportée par un objet à un agent est indépendante des états des autres objets :
∀j ∈ O, ∀i ∈ A, ∀(s, s′) ∈ S2, sj = s′j ⇒ wijs = wijs′ (4.4)
Remarquons que la condition 1 ne contraint en pratique que la forme sous laquelle le problème
doit être modélisé et non la nature du problème elle-même.
Une conséquence directe de l’équation 4.3 page ci-contre est l’expression du cardinal de
l’ensemble des états de la nature.
#S =
∏
j∈O
#Sj (4.5)
Le nombre d’états de la nature est exponentiel en le nombre d’objets. Cela constitue le
principal déﬁ algorithmique à relever (voir chapitre 5 page 81).
Le nombre d’états possibles que peuvent prendre les objets ne modiﬁe pas la structure du
problème de partage ; par conséquent, dans un souci de simpliﬁcation, nous travaillerons sur des
problèmes de partages de bien indivisibles dans lesquels chaque objet peut prendre deux états
distincts, qu’on appellera bon état et mauvais état. L’ensemble des états de la nature prend la
forme suivante :
S =
∏
j∈O
{0, 1} (4.6)
d’où l’expression de son cardinal :
#S = 2m (4.7)
Un état de la nature s est alors parfaitement déﬁni par l’ensemble des objets en bon état
quand il se réalise, noté good(s) :
∀s = 〈s1, . . . , sm〉 ∈ S, good(s) = {j ∈ O | sj = 1} (4.8)
Nous supposons de plus qu’un objet en mauvais état rapporte une utilité nulle à l’agent qui le
reçoit ; cette hypothèse, associée aux précédentes, permet de parfaitement spéciﬁer les préférences
des agents à partir d’une matrice de poids W = (wij)i∈A,j∈O, où wij représente l’intensité de la
préférence de l’agent i pour l’objet j. Le lien avec les wijs introduits précédemment fait l’objet
de l’équation 4.9.
∀i ∈ A, j ∈ O, s ∈ S, wijs =
{
0 si j /∈ good(s)
wij sinon.
(4.9)
Les fonctions d’utilité des agents ne sont alors fonction que de W, π, et s et s’écrivent :
∀i ∈ A, ∀π ∈ F , ∀s ∈ S, ui(πi, s) =
∑
j∈πi
j∈good(s)
wij (4.10)
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4.1.4 Indépendance des probabilités
La modélisation choisie au chapitre 3 page 51 impose l’indépendance de la distribution de
probabilité vis-à-vis de la décision choisie. Cette hypothèse peut être reformulée comme suit : la
probabilité d’un objet d’être en bon ou en mauvais état ne dépend pas de l’agent auquel il va
être attribué. Considérons les deux cas suivants :
– l’aléa est résolu après la prise de décision mais avant la réception eﬀective des objets par
les agents, et il semble naturel dans ce cas de supposer que l’état d’un objet ne dépend
pas de l’agent auquel on va le distribuer puisqu’agent et objet n’ont encore eu aucune
interaction au moment où l’aléa se résoud ;
– l’alea est résolu après la prise de décision et après la distribution des objets, et dans ce
cas, seule l’utilisation qu’en fait l’agent peut éventuellement inﬂuer sur l’état de l’objet et
les probabilités associées : dans ce cas, il n’est pas du ressort de l’entité décisionnelle de
prendre en compte cette incertitude, puisque sa cause est individuelle.
Cette hypothèse d’indépendace vis-à-vis de la décision choisie se justiﬁe donc parfaitement dans
le cadre des problèmes de partage.
Nous faisons une seconde hypothèse simpliﬁcatrice sur la distribution de probabilité : les
événements « l’objet j est en bon état », j ∈ O, sont indépendants. Cette hypothèse exprime
simplement l’indépendance de l’aléa associé à chaque objet.
La distribution de probabilité Pr s’exprime alors par l’équation 4.11.
∀s ∈ S, Pr(s) =
∏
j∈good(s)
pj
∏
j /∈good(s)
pj (4.11)
La grandeur pj (respectivement pj = 1 − pj) représente la probabilité pour l’objet j d’être
en bon état (respectivement en mauvais état). Puisqu’il est inutile d’allouer un objet à coup sûr
en mauvais état, on supposera que tous les objets du partage ont une chance d’être en bon état,
c’est-à-dire :
∀j ∈ O, 0 < pj ≤ 1 (4.12)
4.1.5 Fonctions d’utilité collective et critères numériques
Nous nous limitons à l’étude de quelques fonctions d’utilité collective et critères numériques.
En cohérence avec le problème en univers certain Santa Claus, nous nous intéressons à l’éga-
litarisme classique. Les deux approches possibles en présence de risque sont alors l’approche
égalitariste ex-ante et l’approche égalitariste ex-post, dont nous rappelons les formulations ana-
lytiques dans les équations 4.13 et 4.14.
∀π ∈ F , acu(π) = min
i∈A
u˜i(π) (4.13)
∀π ∈ F , pcu(π) =
∑
s∈S
Pr(s) · min
i∈A
ui(π, s) (4.14)
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D’autre part, nous envisageons également une approche fondée sur des critères numériques
de juste part proportionnelle (déﬁnition 37 page 42) et maximin (déﬁnition 38 page 44) étendus
au cas risqué (voir section 3.2.2 page 62). On remarque que, dans notre problème de partage
simpliﬁé, il existera presque toujours 1 au moins un état de la nature où un agent ne recevra que
des objets en mauvais état alors qu’un autre agent recevra au moins un objet en bon état auquel
il a associé un poids non nul. Dans un tel état de la nature, la juste part proportionnelle n’est
pas assurée et l’allocation n’est pas sans envie. Le même raisonnement montre que, sauf pour
des instances particulières, il existera presque toujours des états de la nature où la juste part
maximin ne sera pas non plus assurée. Par conséquent, l’extension ex-post des critères binaires,
proposée dans la section 3.2.2 page 62 (équation 49 page 64) n’est pas adaptée ici, puisque pour
une large majorité d’instances, aucune allocation ne vériﬁerait les critères usuels ex-post. On
s’intéresse donc dans le cadre de notre modèle de partage simpliﬁé aux critères QaPFS, QaMFS,
PpPFS et PpMFS.
On notera que l’ajout de la contrainte de distribution totale est également cohérent avec
ces critères dans le cas sans risque comme dans le cas risqué. En eﬀet, si une allocation π qui
ne distribue pas tous les objets assure la juste part proportionnelle (respectivement maximin),
alors il est facile de voir que n’importe quelle solution π′ qui la complète (c’est-à-dire telle
que pour tout agent i ∈ A, on ait πi ⊆ π′i) assurera également la juste part proportionnelle
(respectivement maximin).
4.2 Le problème de partage BIRPA (récapitulation)
Nous avons présenté dans la section précédente un certain nombre d’hypothèses que nous
regroupons ci-dessous :
– additivité des préférences ;
– risque porté par les objets ;
– indépendance des probabilités de bon état.
On rappelle qu’on a également fait le choix de se limiter à l’utilisation de deux méthodes
d’évaluation des partages : l’approche égalitariste classique d’une part, et les critères de juste
part de l’autre.
Toutes ces hypothèses simpliﬁent la modélisation proposée dans la section 2.2 page 37, et
permettent d’aboutir à un modèle cohérent qui reste proche de nombreuses applications du
monde réel.
On parle pour le problème ainsi déﬁni d’un problème de partage de biens indivisibles risqués
avec préférences additives (abrégé en problème de partage BIRPA). Une instance du problème de
partage BIRPA prend la forme présentée dans la déﬁnition 52 ; le lecteur pourra se reporter à la
déﬁnition d’une instance d’un problème quelconque de partage de biens indivisibles (déﬁnition 44
page 62) pour comparaison.
Déﬁnition 52 (Instance d’un problème de partage BIRPA). Une instance d’un problème de
partage de biens indivisibles risqués avec préférences additives est un tuple (A,O,W,p) où :
– A est un ensemble ﬁni de n agents ;
– O est un ensemble ﬁni de m objets ;
1. Sous réserve que les préférences des agents ne soient pas dégénérées et que l’allocation choisie produise de
l’utilité : ∃i ∈ A, j ∈ O, wij > 0 et j ∈ πi.
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– W est une matrice de Mn,m(R), l’élément wij représentant le poids associé par l’agent i
à l’objet j ;
– p est un vecteur de m éléments de ]0, 1] où pj représente la probabilité pour l’objet j d’être
en bon état ; on impose que les probabilités soient strictement supérieures à zéro, de sorte
à ne considérer que des objets ayant une chance de jouer un rôle dans le partage en étant
en bon état.
L’utilité d’un agent est déﬁnie comme la somme des poids associés aux objets qui lui sont
attribués et qui sont en bon état (voir section 4.1 page 69).
∀i ∈ A, ∀π ∈ F , ∀s ∈ S, ui(πi, s) =
∑
j∈πi
j∈good(s)
wij (4.15)
Les utilités collectives ex-ante et ex-post découlent des équations 3.2 page 54 et 3.3 page 54
et prennent la forme suivante :
∀π ∈ F , acu(π) = min
i∈A
⎛
⎜⎜⎜⎝
∑
s∈S
Pr(s) ·
∑
j∈good(s)
j∈πi
wij
⎞
⎟⎟⎟⎠ (4.16)
∀π ∈ F , pcu(π) =
∑
s∈S
Pr(s) · min
i∈A
⎛
⎜⎜⎜⎝
∑
j∈good(s)
j∈πi
wij
⎞
⎟⎟⎟⎠ (4.17)
Les extensions ex-ante et ex-post du critère de juste part proportionnelle (respectivement
du critère de juste part maximin) s’écrivent directement à partir des équations 3.11 et 3.12
page 63 ; seule l’expression de l’utilité correspondant à la juste part proportionnelle (respecti-
vement maximin) qu’attend l’agent i, dans l’état du monde s, uPFSi[s] (respectivement uMFSi[s] ), se
simpliﬁe comme suit :
∀i ∈ A, uPFSi[s] =
1
n
∑
j∈good(s)
wij (4.18)
∀i ∈ A, uMFSi[s] = max
π∈F
min
i′∈A
∑
j∈good(s)
j∈πi′
wij (4.19)
Un cas particulier de notre problème de partage BIRPA intervient quand le vecteur des
probabilités de bon état vaut p = 〈1, 1, . . . , 1〉. Dans ce cas, le problème est similaire à un
problème de partage sans risque, puisque tous les objets sont en bon état de façon certaine ; on
retrouve exactement le problème Santa Claus, présenté en introduction de la section 4.1 page 69
comme le modèle que l’on cherchait à étendre au cas risqué. Une instance d’un problème de
partage sans risque sera notée I = (A,O,W) = (A,O,W, 〈1, 1, . . . , 1〉).
Quand tous les objets sont en bon état de façon certaine, on omet par souci de lisibilité la
mention de l’état de la nature (qui n’a aucune inﬂuence) comme on le faisait naturellement au
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chapitre 2 page 27. L’équation 4.15 page précédente se simpliﬁe et l’utilité d’un agent correspond
simplement à la somme des poids qu’il aﬀecte aux objets qui lui sont attribués.
∀i ∈ A, ∀π ∈ F , ui(πi) =
∑
j∈πi
wij (4.20)
4.3 Mesure de l’équité d’un partage dans notre modèle
Nous proposons dans cette section quelques résultats théoriques concernant les méthodes
d’évaluation des partages que nous avons privilégiées dans notre modèle, à savoir l’approche
égalitariste et les critères numériques de juste part (voir section 4.1.5 page 72).
4.3.1 En univers certain
On se place dans cette section dans le cadre sans risque, c’est-à-dire qu’on s’intéresse à
des instances de problèmes de partage du type Santa Claus, en étudiant plusieurs méthodes
d’évaluation des partages : approche égalitariste, juste part proportionnelle et maximin.
La proposition 15 illustre les liens entre le critère de juste part proportionnelle et l’approche
égalitariste.
Proposition 15 (Juste part proportionnelle et min-optimalité). On suppose que les poids des
agents sont normalisés :
∃K ∈ R,∀i ∈ A,
∑
j∈O
wij = K
Alors, s’il existe au moins un partage assurant la juste part proportionnelle, tout partage égali-
tariste optimal l’assure également.
Démonstration. Soit un partage π égalitariste optimal n’assurant pas la juste part proportion-
nelle. Nous allons montrer qu’aucun partage n’assure alors la juste part proportionnelle.
Le partage π est optimal pour la fonction d’agrégation égalitariste, c’est-à-dire que pour
tout partage π ∈ F , on a :
min
i∈A
ui(πi) ≤ min
i∈A
ui(πi )
D’autre part, π n’assure pas la juste part proportionnelle, donc il existe un agent i0 tel que :
ui0(πi0) <
K
n
Pour tout partage π, on peut alors trouver un agent imin tel que :
uimin(πimin) = min
i∈A
ui(πi) ≤ min
i∈A
ui(πi ) ≤ ui0(πi0) <
K
n
et cet agent imin n’obtient pas sa juste part proportionnelle. On a donc prouvé qu’aucun partage
n’assure la juste part proportionnelle dès qu’un partage égalitariste optimal ne l’assure pas, d’où
le résultat. 
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Il est toujours moins contraignant d’assurer la juste part maximin d’un agent que sa juste
part proportionnelle, comme le formalise la proposition 16. Cela s’explique informellement par
le fait que la juste part proportionnelle correspond à la juste part maximin d’un problème où la
ressource serait parfaitement divisible ; l’indivisibilité peut alors être vue comme une contrainte
qui vient borner la valeur de la juste part maximin.
Proposition 16 (Comparaison des justes parts proportionnelles et maximin). La juste part
maximin d’un agent est toujours inférieure à sa juste part proportionnelle. Formellement :
∀i ∈ A, uMFSi ≤ uPFSi (4.21)
Démonstration. Prouvons ce résultat par l’absurde. Supposons qu’il existe un agent dont la juste
part proportionnelle est strictement inférieure à sa juste part maximin :
∃i0 ∈ A, 1
n
∑
j∈O
wi0j < max
π∈F
min
i∈A
∑
j∈πi
wi0j
∃i0 ∈ A, π ∈ F , 1
n
∑
j∈O
wi0j < min
i∈A
∑
j∈πi
wi0j
∃i0 ∈ A, π ∈ F , ∀i ∈ A, 1
n
∑
j∈O
wi0j <
∑
j∈πi
wi0j
En sommant sur les agents :
∃i0 ∈ A, π ∈ F , 1
n
∑
i∈A
∑
j∈O
wi0j <
∑
i∈A
∑
j∈πi
wi0j
Sachant qu’un partage est une partition de l’ensemble des objets d’une part, et par simpliﬁcation
du membre de gauche d’autre part, on obtient :
∃i0 ∈ A,
∑
j∈O
wi0j <
∑
j∈O
wi0j
D’où une contradiction, ce qui prouve par l’absurde le résultat recherché. 
Les propriétés de juste part proportionnelle et maximin vériﬁent de plus une propriété in-
téressante : l’échelle choisie par les agents pour représenter leurs préférences n’inﬂue pas sur la
vériﬁcation ou non de ces propriétés.
Proposition 17 (Invariance des justes parts par dilatation des poids). Les propriétés de juste
part proportionnelle et de juste part maximin sont conservées par toute dilatation proportionnelle
wij → k · wij, k ∈ R+ des poids d’un agent.
Démonstration. Le tableau suivant prouve le résultat en montrant l’évolution de certaines va-
leurs après dilatation proportionnelle des poids de l’agent i, pour tout j ∈ O et π ∈ F .
wij → k · wij
ui(πi) → k · ui(πi)
ui(O) → k · ui(O)
uPFSi → k · uPFSi
mini′∈A ui(πi′) → k · mini′∈A ui(πi′)
uMFSi → k · uMFSi
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
Enﬁn, la proposition 18 s’intéresse au cas particulier de la juste part maximin quand le
problème comporte moins d’objets que d’agents.
Proposition 18.
m < n ⇒ ∀i ∈ A, uMFSi = 0
Démonstration. Le résultat découle directement du constat que, quelques soient les préférences
des agents et le partage considéré, au moins l’un des agents recevra une part vide et par consé-
quent une utilité nulle. 
Même si l’intérêt d’un tel cas particulier n’est pas immédiat dans le cadre sans risque, où l’on
partage généralement un grand nombre d’objets, cette situation se produit fréquemment dans
le cadre risqué : dès lors que l’on se place dans un état de la nature où suﬃsamment d’objets
sont en mauvais état, le nombre d’agents devient supérieur au nombre d’objets en bon état.
4.3.2 En univers risqué
On s’intéresse dans cette section aux liens existants entre les diﬀérentes notions de juste part
proportionnelle en présence de risque, introduites en section 3.2.2 page 62.
Les propositions suivantes (proposition 19 et 20) s’intéressent aux liens entre la valeur ex-
medio du critère PFS et le test de juste part proportionnelle ex-ante. On constate que, si la
valeur ex-medio du critère PFS atteint 1 pour un partage donné, alors ce partage assure la juste
part proportionnelle ex-ante ; la réciproque est fausse dans le cas général.
Proposition 19. Soient π ∈ F un partage admissible. Alors :
PmPFS(π) = 1 ⇒ PaPFS(π) = 1
Démonstration. Soit π tel que PmPFS(π) = 1. D’après la déﬁnition 50 page 65 :
∀i ∈ A, s ∈ S, uPFSi (π, s) = 1
Ce qui signiﬁe que, quel que soit l’état de la nature, tous les agents obtiennent leur juste part
proportionnelle :
ui(π, s) ≥ 1
n
∑
j∈good(s)
wi,j
D’où ﬁnalement :
u˜i(π) =
∑
s∈S
Pr(s)ui(π, s) ≥
∑
s∈S
1
n
∑
j∈good(s)
wi,j =
1
n
∑
j∈O
w˜i,j
Ce qui prouve le résultat. 
Proposition 20. Soient π et π′ deux partages admissibles de F . Alors, on a :
PaPFS(π) > PaPFS(π′)  PmPFS(π) > PmPFS(π′)
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Démonstration. Considérons l’instance suivante et les deux partages associés π et π′ :
W =
j1 j2
i1 899 101
i2 991 9
p = 〈0.1, 0.9〉
π = 〈{j2}, {j1}〉
π′ = 〈{j1}, {j2}〉
On montre que PmPFS(π) = PmPFS(π′) = 0.19 ; or π assure la juste part proportionnelle
ex-ante alors que π′ ne l’assure pas. Il s’agit donc d’un contre-exemple qui fournit la preuve
recherchée. 
Pour un partage donné, la valeur ex-medio du critère PFS est toujours supérieure à la valeur
ex-post de ce même critère. La proposition 21 formalise ce résultat.
Proposition 21. Soit π ∈ F un partage admissible. Alors, on a :
PpPFS(π) ≤ PmPFS(π) ≤ 1
Et par suite :
PpPFS(π) = 1 ⇔ PmPFS(π) = 1
Démonstration. Ce résultat découle directement de la concavité de la fonction min. 
De même que noté précédemment dans le cas sans risque, toute allocation ex-ante-égalitariste
optimale passera le test de juste part ex-ante dès lors qu’il existe au moins une allocation qui le
passe.
Proposition 22. Soit (A,O,W,p) une instance d’un problème de partage BIRPA, dans laquelle
la matrice des poids espérés est normalisée, c’est-à-dire :
∀(i, i′) ∈ A2,
∑
j∈O
w˜ij =
∑
j∈O
w˜i′j
Alors, si π = argmaxπ∈F mini∈A u˜i(π) est un partage ex-ante égalitariste optimal, on a :
{π ∈ F , PaPFS(π) = 1} = ∅ ⇔ PaPFS(π) = 1
Démonstration. La preuve est une extension directe de la preuve dans le cadre sans risque (voir
proposition 15 page 75). 
Cette même propriété est en revanche fausse dès lors que l’on s’intéresse à l’approche ex-post.
Proposition 23. L’intersection entre l’ensemble des partages ex-post-égalitariste optimaux et
l’ensemble des partages maximisant Pp peut être vide.
Démonstration. Considérons l’instance suivante et les deux partages associés π et π′ :
W =
j1 j2 j3
i1 6 2 2
i2 4 1 5
p = 〈0.9, 0.5, 0.4〉
π = 〈{j1, j2}, {j3}〉
π′ = 〈{j1}, {j2, j3}〉
On montre que π′ est le seul partage égalitariste optimal ex-post. De plus, on a :{
pcu(π) = 1.84 PpPFS(π) = 0.41
pcu(π′) = 2.25 PpPFS(π′) = 0.39
Il s’agit donc d’un contre-exemple qui fournit la preuve recherchée. 
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4.4 Conclusion
Nous avons présenté dans ce chapitre le modèle simpliﬁé de problème de partage sur lequel
nous avons choisi de faire porter nos travaux. Les hypothèses qui y conduisent portent sur deux
aspects principaux : la délimitation de l’aléa et la représentation des préférences.
La portée du risque a été restreinte aux objets du partage, ce qui limite l’aléa à sa contri-
bution algorithmiquement signiﬁcative. La forme que prend celui-ci, grâce aux hypothèses d’in-
dépendance que nous avons présentées, permet de se focaliser sur un problème simple, même
si rapidement extensible. Le choix de la représentation des préférences des agents comme des
préférences additives correspond quant à lui au choix le plus naturel dans le cadre de préférences
sur un ensemble d’objets.
Notons que la plupart des hypothèses sont des hypothèses simpliﬁcatrices dont le relâchement
n’entraîne pas de changement majeur dans la structure du problème ni dans l’algorithmique
associée à sa résolution. Rentrent dans ce cadre les hypothèses suivantes :
– Le risque porté par les objets : la principale diﬃculté algorithmique due à l’introduction
du risque dans les problèmes de partage réside dans la dimension exponentielle de l’espace
des états de la nature. Or cette dimension ﬁgure déjà dans un aléa où le risque est porté
par les objets.
– L’objectivité de la distribution de probabilité sur les états de la nature : si l’on relâche
cette hypothèse, le vecteur de probabilité sera remplacé par une matrice de probabilités,
ce qui ne change pas le principe de la réduction ex-ante au cas sans risque ; dans le cas
de l’approche ex-post ce serait de toute façon la distribution de probabilité, unique, de
l’entité décisionnelle (et non celles des agents) qui serait utilisée.
– Indépendance probabiliste entre les objets : le relâchement de cette hypothèse peut être
eﬀectué en introduisant, par exemple, une modélisation du risque sous la forme d’un ré-
seau bayésien ; ce modèle graphique, introduit par Pearl (1988), permet de représenter
des probabilités sur un espace combinatoire en s’appuyant sur les dépendances qu’elles
présentent. On constate en pratique qu’une telle représentation du risque n’imposerait pas
une modiﬁcation en profondeur des algorithmes que nous proposons plus loin.
La seconde partie était consacrée à l’étude des diﬀérents critères dans le cadre des problèmes
de partage BIRPA. Nous avons proposé un ensemble de résultats montrant la proximité de ces
critères dans le cadre de notre modèle, et nous mettrons à proﬁt certains de ces résultats en vue
de produire des algorithmes adaptés à notre problème (voir chapitre 5 page 81).
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Chapitre 5
Résolution du problème de partage
Ce chapitre est consacré aux solutions algorithmiques que nous proposons pour résoudre le
problème de partage BIRPA. Résoudre un problème de partage signiﬁe fournir une solution,
c’est-à-dire un partage optimal d’un certain point de vue. Nous avons choisi de nous intéresser
d’une part à l’approche égalitariste classique (voir chapitre 2 page 27), et d’autre part aux
critères de justes parts proportionnelle et maximin.
Le problème de partage que nous étudions comportant du risque, il nous faut décider, quelle
que soit la méthode d’évaluation choisie, si l’on opte pour l’approche ex-ante ou l’approche ex-
post (voir chapitre 3 page 51). Nous nous intéressons dans ce chapitre aux deux approches : nous
montrons dans un premier temps que la résolution ex-ante peut être simplement ramenée à la
résolution d’un problème de partage sans risque équivalent ; la résolution ex-post, quant à elle,
nécessite une algorithmique spécialisée, que nous détaillons dans un second temps.
5.1 Résolution ex-ante
Nous montrons dans cette section que la résolution du problème de partage BIRPA ex-
ante peut se ramener à la résolution d’un problème de partage sans risque, quelle que soit la
méthode d’évaluation choisie. Cela s’explique informellement par le fait que le point de vue
ex-ante correspond à un point de vue pour lequel la « gestion » du risque est laissée au soin des
agents, ce risque pouvant alors être intégré dans l’expression de leurs utilités (voir section 1.3
page 16). Il est donc possible de se ramener à un problème dans lequel le risque est résolu
directement par un biais dans les fonctions d’utilité des agents.
Nous proposons tout d’abord une expression simpliﬁée des utilités espérées des agents.
Proposition 24 (Expression des utilités espérées). Soit un agent i ∈ A. Alors, en notant
w˜ij = pjwij, l’utilité espérée de cet agent s’écrit :
∀π ∈ F , u˜i(πi) =
∑
j∈πi
w˜ij (5.1)
Démonstration. Soit un agent i ∈ A et un partage π ∈ F ﬁxés. A partir des équations 4.15
page 74 et 3.1 page 52 l’utilité espérée de cet agent s’écrit :
u˜i(πi) =
∑
s∈S
Pr(s) ·
∑
j∈πi
j∈good(s)
wij
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Cette utilité peut alors également s’exprimer sous la forme suivante :
u˜i(πi) =
∑
j∈O
λjwij
avec :
∀j ∈ O,
⎧⎪⎨
⎪⎩
λj =
∑
j∈good(s)
Pr(s) = pj si j ∈ πi
λj = 0 sinon.
D’où le résultat. 
Pour un agent i ∈ A et un objet j ∈ O ﬁxés, la quantité w˜ij = pj · wij , est appelée poids
espéré associé par l’agent i à l’objet j. L’expression des utilités espérées de l’équation 5.1 page
précédente est similaire à celle des utilités d’une instance sans risque où les poids des objets
sont les poids espérés de l’instance initiale. Forts de ce constat, on déﬁnit l’instance sans risque
ex-ante-équivalente à une instance d’un problème de partage en présence de risque.
Déﬁnition 53 (Instance sans risque ex-ante-équivalente). Soit I = (A,O,W,p) une instance
d’un problème de partage BIRPA. On appelle instance sans risque ex-ante-équivalente à I l’ins-
tance sans risque I˜ = (A,O,W˜), où W˜ = (w˜ij)i∈A,j∈O est la matrice des poids espérés.
Considérons un critère numérique Q = (〈ϕi〉,⊕) déﬁni dans le cadre sans risque ; son exten-
sion ex-ante s’écrit comme suit (voir section 3.2.2 page 62) :
∀π ∈ F , Qa(π) =
⊕
i∈A
ϕi(u˜i)(π) (5.2)
En utilisant l’expression des utilités espérées introduite dans la proposition 24 page précé-
dente, on déduit la proposition 25.
Proposition 25 (Calcul ex-ante). Soit un critère numérique Q déﬁni dans le cadre sans risque,
et Qa son extension ex-ante. Soit I = (A,O,W,p) une instance d’un problème de partage
BIRPA.
Alors, pour un partage π ∈ F ﬁxé, la valeur Qa(π) du critère Qa vis-à-vis du partage π
calculée pour l’instance I est égale à la valeur Q(π) du critère Q vis-à-vis de ce même partage,
calculée pour l’instance I˜ sans risque ex-ante-équivalente.
Démonstration. Cette proposition est une conséquence directe de la proposition 24 page précé-
dente. 
Quelle que soit la méthode d’évaluation choisie pour les partages, le calcul ex-ante peut
toujours se ramener à un calcul de la même méthode d’évaluation dans un problème sans risque.
C’est en particulier le cas pour toutes les fonctions d’utilité collective, qui sont des critères
numériques particuliers.
On remarque de plus que le calcul des poids espérés s’eﬀectue en temps linéaire sur les
dimensions du problème, et que la réduction à un problème sans risque est donc polynomiale.
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5.2 Calcul exact des utilités collectives et critères numériques
ex-post pour un partage donné
L’ensemble des allocations admissibles d’un problème de partage est de taille exponentielle ;
une telle combinatoire dans l’espace des décisions est classique dans le cadre de la décision col-
lective. Cependant, dans le problème de partage BIRPA, vient s’ajouter une seconde diﬃculté :
le simple calcul de la quantité à optimiser, c’est-à-dire d’une utilité collective ex-post ou de l’ex-
tension ex-post d’un critère numérique pour un partage donné semble nécessiter la considération
d’un nombre d’états de la nature exponentiel en le nombre d’objets du problème ! Nous nous
intéressons dans cette section à l’algorithmique associée à ces calculs.
5.2.1 Égalitarisme ex-post
Quelle que soit l’approche algorithmique adoptée pour la résolution du problème d’optimi-
sation de l’utilité collective ex-post pour une instance donnée, il est indispensable de pouvoir
calculer l’utilité collective ex-post d’un partage donné. L’application directe de la formule ( 4.17
page 74) conduit à un algorithme énumérant l’ensemble des états de la nature, exponentiel en
le nombre d’objets.
Cependant, pour certains états de la nature, la connaissance de l’état d’un sous-ensemble
d’objets suﬃt à calculer entièrement l’utilité collective dans cet état de la nature. En eﬀet, dès
que tous les objets attribués à un agent sont dans l’état dégradé, l’utilité de cet agent est nulle, et
donc l’utilité collective l’est également, indépendamment de l’état des autres objets. Il convient
donc de construire les états de la nature en déterminant l’état des objets les uns après les autres,
en vériﬁant à chaque étape si un agent se trouve dans la situation précédente.
Enﬁn, il est judicieux de spéciﬁer l’ordre dans lequel les états des objets sont déterminés, de
façon à traiter en premier les objets appartenant à des parts de cardinal faible (i.e. à des agents
recevant peu d’objets) : on aboutit ainsi rapidement à des états de la nature dont l’énumération
est superﬂue car au moins un agent a une utilité nulle.
La ﬁgure 5.1 page suivante illustre cette méthode de calcul, dans le cas d’un problème à 2
agents et 3 objets. L’allocation dont on cherche à calculer l’utilité collective ex-post alloue deux
objets au premier agent, et seulement un au second. On commence la construction de l’arbre des
états de la nature avec les objets appartenant à la part de plus faible cardinal : on choisit donc
ici j3, qui est l’unique objet alloué à l’agent i2. Ainsi, dans le cas où cet objet est en mauvais
état, il n’est pas nécessaire d’énumérer les états des autres objets (alloués quant à eux à l’agent
i1) puisque l’utilité de i2 dès lors que j3 est en mauvais état est nulle, et donc également l’utilité
collective dans les états de la nature associés.
Les remarques précédentes conduisent à l’algorithme 1 page suivante. On utilise dans cet
algorithme la fonction tri déﬁnie de la manière suivante : tri(u, f) renvoie un vecteur u↑
constitué des composantes de u permutées, et tel que i < j ⇒ f(u↑i ) ≤ f(u↑j ).
5.2.2 Probabilité de juste part proportionnelle ou maximin
Le même problème se pose que pour le calcul de l’utilité collective égalitariste ex-post : cal-
culer la probabilité de juste part (proportionnelle ou maximin) impose le parcours de l’ensemble
des états de la nature, pour vériﬁer dans chacun si la juste part est ou non assurée.
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n = 2, m = 3
π = 〈{j1, j2}, {j3}〉
j3
j1
j2
•
B
B G
B G B G
G
B
B G
G
B G
Figure 5.1 – Visualisation de l’arbre des états de la nature apparaissant dans le calcul de
l’utilité collective égalitariste ex-post (B : mauvais état (bad), G : bon état (good)).
Algorithme 1 : Calcul de l’utilité collective ex-post
Données : Une instance d’un problème de partage BIRPA (sous la forme d’une matrice
de poids W et d’un vecteur de probabilités p) et une allocation complète π
Résultat : L’utilité collective ex-post pcu(π)
π↑ ← tri(〈π1, . . . , πn〉,X → |X |) ;
W↑ ← la matrice W, où les lignes sont triées selon le même ordre qu’à la ligne
précédente ;
renvoyer branche(〈0, . . . , 0〉, 1, π↑,1,W↑,p);
Fonction branche(u, pr, π↑, i, W↑, p)
Données : Un vecteur d’utilité u, un nombre pr ∈ [0; 1], un vecteur de parts π↑, un
agent i, une matrice de poids W↑, un vecteur de probabilités p
Résultat : L’utilité collective ex-post
si π↑i = ∅ alors
si i = n alors
renvoyer min(u) × pr;
sinon
si ui = 0 alors renvoyer 0;
renvoyer branche(u, pr, π↑, i + 1);
sinon
j ← un objet arbitrairement choisi dans π↑i ;
π′↑ ← 〈. . . , π↑i−1, π↑i \ {j}, π↑i+1, . . .〉;
u′ ← 〈. . . , ui−1, ui + w↑ij , ui+1, . . .〉;
renvoyer branche(u, pr · pj, π′↑, i, W↑, p) + branche(u′, pr · pj, π′↑, i, W↑, p);
La juste part proportionnelle est vériﬁée dans un état de la nature pour l’agent i si ui(π, s) ≥
uPFSi[s] =
∑
j∈good(s) wij/n. Une telle vériﬁcation est algorithmiquement aisée et la seule diﬃculté
dans le calcul de la juste part proportionnelle est donc la structure combinatoire de l’ensemble
des états de la nature, comme mentionné précédemment.
En revanche, la juste part maximin fait intervenir dans sa déﬁnition un problème d’optimi-
sation maximin : pour chaque état de la nature s et chaque agent i, le problème présenté dans
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l’équation 5.3 doit être résolu.
max
π∈F
min
i∈A
ui0(πi, s), i ∈ A, s ∈ S (5.3)
Vériﬁer si un partage assure la juste part maximin impose donc la résolution de n.2m pro-
blèmes d’optimisation ! En vue d’une résolution la plus rapide possible, nous modélisons ce pro-
blème sous forme d’un problème de programmation linéaire en nombre entiers (PLNE) comme
exposé dans l’équation 5.4 . Il fait intervenir n × m variables de décision binaires Dij , chacune
valant 1 si l’objet j est attribué à l’agent i, 0 sinon.
Maximiser U0, sous les contraintes :
⎧⎪⎪⎨
⎪⎪⎩
∀i ∈ A, U0 ≤
∑
j∈good(s)
wij Dij
∀j ∈ O,
∑
i∈A
Dij ≤ 1
(5.4)
Le calcul de la probabilité de juste part maximin peut être légèrement optimisé en tenant
compte de la propriété 18 page 77 : dès qu’un état de la nature compte moins d’objets en bon
état que d’agents, les seuils d’utilités uMFSi sont nuls pour tous les agents, et la résolution du
problème n’est pas nécessaire.
5.3 Approximations des utilités collectives et critères numé-
riques
Nous avons montré dans la section 5.2 page 83 que les calculs exacts de l’utilité collective
égalitariste ex-post et des probabilités de juste part proportionnelles et maximin étaient en
pratique complexe, à cause de la combinatoire inhérente à l’hypothèse du risque porté par les
objets. Nous proposons donc dans la présente section diverses méthodes d’approximation de ces
grandeurs.
Nous présentons dans un premier temps deux méthodes d’approximations génériques en
présence de risque : la méthode de calcul dite par omission, et la méthode de Monte-Carlo. Nous
proposons ensuite deux nouvelles grandeurs spéciﬁques : l’utilité collective mixte, qui réalise une
approximation de l’utilité collective égalitariste ex-post, et la juste part maximin-proportionnelle,
qui constitue une approximation de la juste part maximin.
5.3.1 Méthode d’approximation par omission
Cette méthode simple d’approximation consiste, dans le calcul de l’espérance mathématique
d’une grandeur déﬁnie en fonction d’une variable aléatoire, à ignorer les états de la nature de
très faible probabilité. Une probabilité seuil Pr0 est ﬁxée et, la valeur ex-post approchée d’un
critère quelconque Q est déﬁnie par l’équation 5.5.
∀π ∈ F , Qpomi(π) =
∑
s∈S
Pr(s)>Pr0
Pr(s) · Q[s](π) (5.5)
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D’un point de vue algorithmique, cette méthode s’implémente par une légère modiﬁcation de
la fonction branche de l’algorithme 1 page 84 : dès qu’est atteint un nœud de l’arbre des états
de la nature avec une probabilité inférieure à la probabilité seuil, on arrête d’explorer les nœud
descendants, car ils ne peuvent conduire qu’à des feuilles (c’est-à-dire des états de la nature) de
probabilité encore plus faible.
Le principal avantage de cette méthode réside dans sa facilité de mise en œuvre. Toutefois,
la qualité de l’approximation au vu du gain en terme de nombre d’états de la nature à parcourir
(c’est-à-dire en temps de calcul) est faible. D’autre part, connaître, pour une probabilité seuil
donnée, le nombre d’états de la nature qui ne seront pas parcourus (nombre qui dépend du
problème considéré) nécessite une énumération complète de l’ensemble des états du nature, ce
qui est quelque peu contradictoire ; autrement dit, il est impossible, sans perdre tout l’intérêt
algorithmique de la méthode, d’estimer précisément le gain en temps ainsi que la qualité de
l’approximation à partir de la seule donnée de la probabilité seuil.
5.3.2 Méthode de Monte-Carlo
La méthode de Monte-Carlo permet d’approximer une grandeur construite sur une variable
aléatoire. Elle consiste à simuler un grand nombre de réalisations du risque, puis à moyenner les
résultats obtenus, comme l’illustre l’algorithme 3.
Algorithme 3 : Méthode de Monte-Carlo
Données : Une instance d’un problème de partage BIRPA, un critère numérique Q, un
partage π ∈ F , un nombre de tirages q ∈ N
Résultat : La valeur ex-post approchée du critère numérique pour le partage π
k ← 1 ;
somme ← 0 ;
tant que k ≤ q faire
k ← k + 1 ;
s0 ← tirage aléatoire d’un état de la nature selon la distribution de probabilité Pr ;
somme ← somme + Q[s0](π);
somme ← sommeq ;
renvoyer somme ;
Nous nous intéressons dans la suite à la modélisation statistique de la méthode de Monte-
Carlo ; nous cherchons à estimer la précision des résultats obtenus, en vue de valider la méthode.
Soit Q un critère numérique quelconque. La valeur ex-post Qp de ce critère prend la forme
suivante (voir équation 3.12 page 63) :
∀π ∈ F , Qp(π) =
∑
s∈S
Pr(s) · Q[s](π) (5.6)
On ﬁxe un partage π donné, que l’on fait disparaître des notations par souci de simplicité.
Soit X la variable aléatoire prenant ses valeurs sur S déﬁnie comme suit :
∀s ∈ S, Pr(X = s) = Pr(s)
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X correspond à un sondage aléatoire dans l’arbre des états, parfaitement similaire à celui opéré
par la nature.
On déﬁnit la variable aléatoire Qˆp en fonction de X de la façon suivante :
Qˆp(X) = Q[X] (5.7)
L’espérance de la variable aléatoire Qˆp est donc E Qˆp = ∑s∈S Pr(s)Q[s] = Qp et Qˆp est un
estimateur sans biais de Qp. La méthode de Monte-Carlo fournit q sondages dans l’espace des
états de la nature, autrement dit on dispose d’un échantillon de valeurs Qˆp1, Qˆp2, . . . , Qˆpq. On
peut alors construire la variable aléatoire Qˆp′ comme suit :
Qˆp
′ = 1
q
q∑
k=1
Qˆpk (5.8)
Le simple calcul de l’espérance de cette nouvelle variable montre qu’il s’agit également d’un
estimateur sans biais de Qp ; toutefois, il est de meilleure qualité que l’estimateur précédent,
puisque sa variance est plus faible.
V Qˆp′ = 1
q
V Qˆp (5.9)
L’équation 5.9 formalise naturellement l’intuition selon laquelle la méthode de Monte Carlo
fournira une estimation d’autant plus précise que le nombre q de tirages est élevé.
Intéressons-nous maitenant à déﬁnir cette précision : dans quelle mesure l’estimation obtenue
par la méthode de Monte-Carlo est « éloignée » de la valeur exacte que l’on cherche à estimer ?
L’approche suivante est classique en statistiques. Pour toute variable aléatoire, l’inégalité
de Bienaymé-Tchebychev permet de déﬁnir, à partir de son espérance et son écart type, un
intervalle de conﬁance, c’est-à-dire un intervalle centré sur la valeur approchée obtenue dans
lequel la valeur exacte se trouve avec une probabilité α préalablement ﬁxée.
L’intervalle de conﬁance ainsi ﬁxé étant indépendant de la loi de la variable aléatoire, il est
généralement assez grossier. Le théorème central limite montre que, pour un grand nombre q
de tirages, la loi de répartition de Qˆp′ tend vers une loi normale. En faisant l’hypothèse que
le nombre de tirages est assez grand, on peut donc approximer la loi de répartition de Qˆp′ par
une loi normale, et dans ce cas, l’inégalité de Bienaymé-Tchebychev propose un intervalle de
conﬁance plus ﬁn.
Pr
⎛
⎝|Qˆp′ − Qp| ≥ F (α)
√
V Qˆp
q
⎞
⎠ ≤ α (5.10)
Dans cette équation, α représente le risque que la valeur exacte se trouve en dehors de
l’intervalle spéciﬁé. F est la fonction de répartition d’une loi normale d’espérance E Qˆp et d’écart
type σQˆp ; sa valeur pour α donné est lue dans les tables de la loi normale ; quelques valeurs
sont résumées dans le tableau 5.1 page suivante.
Le calcul de l’intervalle de conﬁance requiert la connaissance de la variance de l’estimateur.
Cette variance est parfaitement calculable, mais nécessite le parcours de l’ensemble des états de
la nature, écueil que l’utilisation d’une méthode approchée a justement pour but d’éviter. Nous
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α F (α)
10% 1.11
5% 1.96
1% 2.58
Table 5.1 – Quelques valeurs de F (α)
tirons donc proﬁt de l’estimateur classique de la variance (équation 5.11) d’un échantillon pour
obtenir, directement à partir des tirages réalisés par la méthode de Monte Carlo, une valeur
approchée de V Qˆp.
σ2
def= 1
q − 1
q∑
k=1
(Qˆpk − Qˆp
′)2 (5.11)
Les raisonnements ci-dessus sont fondés sur les deux hypothèses suivantes, que l’on validera
expérimentalement :
– la loi de distribution de Qˆp′ est une loi normale d’espérance Qp et d’écart type
√
V Qˆp
q ;
– la variance V Qˆp peut être estimée par la variance corrigée de l’échantillon, c’est-à-dire σ2.
5.3.3 Utilité collective mixte
Nous introduisons ici une nouvelle déﬁnition d’utilité collective que nous appelons utilité
collective mixte, et qui se situe entre les utilités collectives ex-post et ex-ante. L’intérêt de ce
critère réside dans sa capacité à fournir une bonne approximation de l’utilité collective ex-post
tout en réduisant la complexité du calcul pour un partage donné. La première partie de cette
section est générale et les résultats proposés sont valables quelle que soit la fonction d’utilité
collective ⊕ utilisée.
L’utilité collective mixte est construite à partir de l’idée suivante : on calcule l’utilité collective
en considérant d’un point de vue ex-ante la contribution de certains objets et d’un point de vue
ex-post celle des autres. Le calcul de l’utilité collective mixte est donc paramétré par une partition
de l’ensemble des objets en deux sous-ensembles Oea et Oep, respectivement l’ensemble des objets
considérés ex-ante et l’ensemble de ceux considérés ex-post.
La construction de l’utilité collective mixte passe par la déﬁnition de l’instance mixte équi-
valente. Informellement, le passage d’une instance à son instance mixte équivalente modiﬁe les
caractéristiques de certains objets en les remplaçant chacun par le même objet en bon état de
façon certaine, leurs poids devenant les poids espérés de l’instance initiale.
Déﬁnition 54 (Instance mixte équivalente). Soit une instance I = (A,O,p,W) d’un problème
de partage BIRPA (voir déﬁnition 52 page 73), et un sous-ensemble d’objets Oea ⊂ O. On
appelle instance mixte équivalente l’instance notée I(Oea) = (A,O,p′,W′), où :{
∀j ∈ Oea, p′j = 1 et ∀i ∈ A, w′ij = wijpj
∀j /∈ Oea, p′j = pj et ∀i ∈ A, w′ij = wij
On est maintenant en mesure de déﬁnir les utilités individuelles et collective mixtes, para-
métrées par l’ensemble Oea.
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Déﬁnition 55 (Utilités individuelles et collective mixtes). Soit Oea ∈ ℘(O). Les utilités indivi-
duelles mixtes mui : F ×S×℘(O) → R (i ∈ A) et l’utilité collective mixte mcu : F ×℘(O) → R
d’une instance I d’un problème de partage BIRPA (voir déﬁnition 52 page 73) sont déﬁnies
comme les utilités individuelles et collective de l’instance mixte équivalente associée I(Oea).
On propose une expression analytique de ces utilités.
Proposition 26. Suivant la déﬁnition 55, les utilités individuelles et l’utilité collective mixte
s’expriment comme suit :
mui(π, s,Oea) =
∑
j∈Oep∩good(s)
j∈πi
wij +
∑
j∈Oea
j∈πi
w˜ij (5.12)
mcu(π,Oea) =
∑
s∈S
Pr(s) ·
(⊕
i∈A
mui(π, s,Oea)
)
(5.13)
Démonstration. Le résultat est une conséquence directe de l’application de la déﬁnition du
problème mixte équivalent (déﬁnition 54 page ci-contre) à l’expression des utilités individuelles
(voir section 4.2 page 73). 
Il est intéressant de comparer l’expression des utilités individuelles mixtes avec d’une part
celle des utilités individuelles (équation 4.15 page 74) et d’autre part celle des utilités espérées
individuelles (équation 5.1 page 81) : les utilités individuelles mixtes constituent un « mélange »
de ces deux autres valeurs.
On note l’existence de deux cas particuliers.
Proposition 27. Les utilités collectives ex-ante et ex-post sont des utilités collectives mixtes
particulières : {
acu(π) = mcu(π,O)
pcu(π) = mcu(π,∅) (5.14)
D’autre part, on remarque que la connaissance de l’état des objets de Oea n’intervient pas
dans le calcul l’utilité collective mixte ; par conséquent, on peut se restreindre à ne considérer
les états des seuls objets de Oep dans le calcul, comme le montre la proposition 28 1.
Proposition 28. Pour chaque état de la nature s tel que good(s) ⊆ Oep, on note Pr(s,Oep) la
grandeur :
Pr(s,Oep) def=
∏
j∈good(s)
pj
∏
j∈Oep\good(s)
pj avec pj = 1 − pj
Alors :
mcu(π,Oea) =
∑
s∈S
good(s)⊆Oep
Pr(s,Oep) ·
(⊕
i∈A
mui(π, s,Oea)
)
(5.15)
1. La démonstration de cette proposition étant purement calculatoire et sans intérêt, nous ne l’avons pas faite
ﬁgurer ici.
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L’ensemble {s ∈ S | good(s) ⊆ Oep} a pour cardinal 2#Oep . La proposition 28 page précédente
montre donc que le nombre d’états de la nature sur lesquels porte la somme dans l’expression de
l’utilité collective mixte est divisé par deux pour chaque objet dans Oea, par rapport au calcul
de l’utilité collective ex-post. C’est là l’un des principaux intérêts algorithmiques de l’utilité
collective mixte.
Nous avons évoqué précédemment la possibilité d’approximer l’utilité collective ex-post à
partir de l’utilité collective mixte. Nous expliquons maintenant pourquoi et dans quelle mesure
cela est possible ; nous retournons dorénavant au cas égalitariste ⊕ = min.
Commençons par montrer que l’utilité collective mixte est toujours encadrée par les utilités
collectives ex-post et ex-ante.
Proposition 29. Pour tout partage π ∈ F et pour tout sous-ensemble d’objets Oea ⊆ O, on a
pcu(π) ≤ mcu(π,Oea) ≤ acu(π) (5.16)
Démonstration. Soit Oea ⊂ O et Oep = O Oea.
(1) Montrons que mcu(π,Oea) ≤ acu(π).
D’après l’équation 5.13 page précédente :
mcu(π,Oea) =
∑
s∈S
Pr(s) min
i∈A
(
∑
j∈good(s)
j∈πi
wij +
∑
j∈Oea
j∈πi
w˜ij)
En intervertissant la somme sur S et le minimum sur A, on obtient l’inégalité suivante :
mcu(π,Oea) ≤ min
i∈A
∑
s∈S
Pr(s)(
∑
j∈good(s)
j∈πi
wij +
∑
j∈Oea
j∈πi
w˜ij)
≤ min
i∈A
∑
s∈S
Pr(s)(
∑
j∈good(s)
j∈πi
wij +
∑
j∈Oea
j∈πi
w˜ij)
≤ min
i∈A
(
(
∑
s∈S
Pr(s)
∑
j∈good(s)
j∈πi
wij) +
∑
j∈Oea
j∈πi
w˜ij
)
≤ min
i∈A
(
∑
j∈Oep
j∈πi
pjwij +
∑
j∈Oea
j∈πi
w˜ij)
≤ min
i∈A
∑
j∈πi
w˜ij
≤ acu(π)
(2) Montrons que mcu(π,Oea) ≥ pcu(π).
L’utilité mixte individuelle s’écrit, pour i ∈ A, et s ∈ Oep,
mui(π, s,Oea) =
∑
j∈Oep∩good(s)
j∈πi
wij +
∑
j∈Oea
j∈πi
pjwij
=
∑
r∈S
Pr(r)(
∑
j∈Oep∩good(s)
j∈πi
wij +
∑
j∈Oea∩good(r)
j∈πi
wij)
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L’utilité collective mixte s’écrit alors :
mcu(π,Oea) =
∑
s∈S
Pr(s)min
i∈A
mui(π, s,Oea)
=
∑
s∈S
Pr(s)min
i∈A
∑
r∈S
Pr(r)(
∑
j∈Oep∩good(s)
j∈πi
wij +
∑
j∈Oea∩good(r)
j∈πi
wij)
On intervertit le minimum sur A et la somme sur S :
mcu(π,Oea) ≥
∑
s∈S
r∈S
Pr(s) Pr(r)min
i∈A
(
∑
j∈Oep∩good(s)
j∈πi
wij +
∑
j∈Oea∩good(r)
j∈πi
wij)
≥
∑
t∈S
Pr(t)min
i∈A
(
∑
j∈good(t)
j∈πi
wij)
≥ pcu(π)

On montre d’autre part que la distance entre l’utilité collective mixte et ex-post peut être
majorée assez facilement.
Proposition 30. Pour tout partage π ∈ F et pour tout sous-ensemble d’objets Oea ⊆ O, on a
l’inégalité suivante :
mcu(π,Oea) − pcu(π) ≤
∑
j∈Oea
pjpjwa(j)j (5.17)
où pj
def= 1 − pj, et a(j) est l’agent qui reçoit j.
Démonstration. Soit π ∈ F un partage admissible. Nous allons montrer l’inégalité par récurrence
sur l’ensemble d’objets Oea.
– Considérons le cas où Oea = ∅. La proposition 27 page 89 donne immédiatement le
résultat.
– Supposons maintenant que le résultat est vrai pour un ensemble Oea ﬁxé, tel que 1 ≤
|Oea| < m, et soit j0 ∈ O \ Oea.
L’utilité collective mixte d’un problème I est par déﬁnition égale à l’utilité collective
ex-post du problème mixte équivalent I(Oea). Si l’on note avec un “prime” les valeurs
associées à ce nouveau problème I(Oea), il suit que mcu(π,Oea) = pcu′(π) = mcu′(π,∅),
et que mcu(π,Oea ∪ {j0}) = mcu′(π, {j0}) (puisque par déﬁnition, les valeurs sont toutes
deux égales à l’utilité collective ex-post d’un troisième problème I(Oea ∪ {j0})).
Soit i0 l’agent à qui l’allocation π attribue j0, et s ∈ S un état de la nature. L’expres-
sion des utilités individuelles mixtes de la proposition 55 page 89on peut montrer que
mu′i(π, s, {j0}) = u′i(π, s) if i = i0, et :
mu′i0(π, s, {j0}) =
{
u′i0(π, s) − pj0wi0j0 si j0 ∈ good(s)
u′i0(π, s) + pj0wi0j0 si j0 ∈ good(s)
92 CHAPITRE 5. RÉSOLUTION DU PROBLÈME DE PARTAGE
En minimisant de chaque côté, il vient :
min
i∈A
mu′i(π, s, {j0}) − min
i∈A
u′i(π, s) ≤
{
0 si j0 ∈ good(s)
pj0wi0j0 sinon.
Et enﬁn, en prenant l’espérance mathématique de l’inégalité précédente :
mcu′(π, {j0}) − pcu′(π) ≤ pj0pj0wi0j0 .
Les inégalités précédentes donnent :
mcu(π,Oea ∪ {j0}) − mcu(π,Oea) ≤ pj0pj0wi0j0 ,
qui, avec l’hypothèse de récurrence, montre que l’inégalité est vraie pour Oea ∪ {j0}, ce
qui prouve la proposition 30 page précédente par récurrence.

Si l’on voit l’utilité collective mixte en tant qu’approximation de l’utilité collective ex-post,
l’inégalité 5.17 page précédente majore « l’erreur » d’approximation, c’est-à-dire l’erreur commise
en considérant certains objets ex-ante ; intuitivement, plus l’incertitude sur l’état des objets de
Oea est grande (plus les pj sont proches de 1/2) et plus leur poids et grand, plus l’erreur sera
importante.
5.3.4 Juste part maximin-proportionnelle
La juste part maximin est un critère parfaitement adapté aux partages de biens indivisibles,
puisque l’indivisibilité des biens est intrinsèquement prise en compte par le critère (voir sec-
tion 2.2 page 37). Cependant le calcul de la juste part maximin inclut la résolution de nombreux
sous-problèmes de partage, ce qui est algorithmiquement coûteux.
On remarque intuitivement que, plus le nombre d’objets à partager est grand devant le
nombre d’agents, plus le problème de partage se rapproche d’un problème de partage de biens
divisibles, et plus la juste part maximin et la juste part proportionnelle sont proches 2. En
s’appuyant sur ce constat, on propose un nouveau critère, fondé sur la juste part maximin
ou la juste part proportionnelle selon la quantité d’objets à partager par rapport au nombre
d’agents. Ce nouveau critère, qu’on appellera juste part maximin-proportionnelle, est introduit
formellement dans le cadre sans risque par la déﬁnition 56.
Déﬁnition 56 (Juste part maximin-proportionnelle). Soit K ∈ R+. On dit d’un partage π qu’il
satisfait le test de juste part K-maximin-proportionnelle si et seulement si, pour tout agent i de
A :
ui(π) ≥ uKFSi , avec uKFSi =
{
uPFSi si mn ≥ K
uMFSi sinon.
(5.18)
On dira de façon équivalente d’un partage qui satisfait le test de juste part K-maximin-proportionnelle
qu’il assure la juste part K-maximin-proportionnelle.
2. Dans le cas d’une ressource parfaitement divisible, le partage maximin optimal où tous les agents possèdent
les mêmes préférences attribue exactement un nième de la ressource à chacun. La juste part maximin coïncide
donc dans ce cas parfaitement avec la juste part proportionnelle.
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Le critère binaire associé s’écrit PKFS = (〈φKFSi 〉,min), avec :
φKFSi (ui) =
{
1 si ui(π) ≥ uKFSi (K)
0 sinon. (5.19)
Ce critère ne présente pas un grand intérêt dans le cadre sans risque : en eﬀet il ne constitue
qu’une alternative entre deux autres critères, la juste part maximin et la juste part propor-
tionnelle, selon la taille de l’instance considérée. Dans le cas du risque, l’extension ex-ante est
également peu intéressante, puisqu’il s’agit de même d’une alternative entre la juste part maxi-
min ex-ante et la juste part proportionnelle ex-ante. En revanche, c’est avec l’approche ex-post
que ce critère prend tout son intérêt, puisque le nombre d’objets disponibles change d’un état de
la nature à l’autre. La probabilité de juste part K-maximin-proportionnelle d’un partage π ∈ F
s’écrit :
PpKFS =
∑
s∈S
Pr(s)min
i∈A
φKFSi (ui(·, s))(π) (5.20)
Dans cette équation, φi est déﬁni (pour tout agent i ∈ A) par l’équation 5.19, qui fait
apparaître la grandeur uKFSi . En présence de risque, cette grandeur devient dépendante de l’état
de la nature, de sorte à prendre en compte le nombre variable d’objets disponibles dans chaque
état ; il s’agit d’une simple extension du cas sans risque :
∀K ∈ R+, s ∈ S, uKFSi (s) =
{
uPFSi si
#good(s)
n ≥ K
uMFSi sinon.
(5.21)
Comme son nom le laisse supposer, la juste part maximin-proportionnelle est un critère qui
se situe entre la juste part maximin et la juste part proportionnelle. La proposition 31 formalise
cette intuition.
Proposition 31. Soit π ∈ F un partage, et K ∈ R+.
Alors : ⎧⎪⎨
⎪⎩
PPFS(π) ≤ PKFS(π) ≤ PMFS(π)
PaPFS(π) ≤ PaKFS(π) ≤ PaMFS(π)
PpPFS(π) ≤ PpKFS(π) ≤ PpMFS(π)
(5.22)
Si K = 0 :
⎧⎪⎨
⎪⎩
PKFS(π) = PPFS(π)
PaKFS(π) = PaPFS(π)
PpKFS(π) = PpPFS(π)
(5.23)
Il existe K(π) ∈ R tel que :
K ≥ K(π) ⇒
⎧⎪⎨
⎪⎩
PKFS(π) = PMFS(π)
PaKFS(π) = PaMFS(π)
PpKFS(π) = PpMFS(π)
(5.24)
Démonstration. La preuve découle directement de la proposition 16 page 76. 
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5.4 Optimisation des utilités collectives et critères numériques
5.4.1 Résolution exacte
Nous nous intéressons dans cette section à l’algorithme de résolution exacte du problème
d’optimisation de l’utilité collective ex-post que nous avons développé.
L’optimisation est fondée sur un algorithme de branch and bound classique dans lequel les
variables dj , j ∈ O sont associées aux objets ; elles prennent leur valeur dans A∪{na}, déﬁnissant
ainsi quel agent reçoit l’objet qui leur est associé ; la valeur na signiﬁe que l’objet n’a pas (encore)
été attribué.
L’eﬃcacité d’un algorithme de branch and bound dépend en grande partie de sa capacité à
détecter rapidement les aﬀectations de piètre qualité aﬁn de « couper » des parts signiﬁcatives de
l’arbre de recherche. Une coupe repose sur l’utilisation d’une fonction majorante de la grandeur
à optimiser et algorithmiquement simple à calculer ; cette seconde condition élimine immédiate-
ment toute fonction construite à partir de l’utilité ex-post : en eﬀet le calcul de l’utilité ex-post
est long et cette grandeur n’est pas « maintenable » au cours de l’algorithme, c’est-à-dire qu’il
n’est pas envisageable lors de l’aﬀectation d’une nouvelle variable, de réutiliser des calculs déjà
faits ; le calcul d’utilité ex-post n’a donc lieu qu’une fois une allocation complète réalisée pour
en mesurer la qualité, mais n’est pas utilisé comme stratégie de coupe.
À la place, nous construisons la fonction acu, qui renvoie l’utilité ex-ante d’un partage virtuel
π+ qui attribuerait à tous les agents les objets non encore attribués par le partage courant π :
acu(π) = acu(π+) = min
i∈A
(
∑
j∈πi
w˜ij +
∑
j∈O
∀i∈A,j /∈πi
w˜ij) (5.25)
La fonction acu est un majorant de l’utilité collective ex-post.
Proposition 32. On a :
∀π ∈ F , acu(π) ≥ pcu(π) (5.26)
Démonstration. La croissance de la fonction min donne immédiatement :
∀π ∈ F , acu(π) ≥ acu(π)
Le résultat est ensuite obtenu grâce à la proposition 13 page 59. 
La fonction acu majore grossièrement pcu. Cependant, elle se révèle rapide à calculer, sa
mise à jour au cours de l’algorithme de branch & bound étant très simple dès que l’on garde en
mémoire la valeur des utilités espérées de chaque agent, comme détaillé par l’algorithme 4 page
suivante.
Notons que les calculs de valeur minimale qui apparaissent dans cet algorithme sont en
pratique optimisés : est gardé en mémoire l’agent dont la valeur estimée de l’utilité est minimale ;
ainsi, quand un nouvel objet est alloué, s’il l’est à un agent diﬀérent, alors la valeur du minimum
n’est pas modiﬁée. Cette optimisation ne ﬁgure pas dans l’algorithme pour des raisons de clarté.
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Algorithme 4 : Maintien de la quantité acu au cours du branch & bound
Données : Une instance d’un problème de partage BIRPA
//Initialisation;
∀i, u˜i ← 0 ;
∀i, ui ←∑j∈O w˜ij ;
acu ← mini∈A ui ;
∀j, dj ← na;
//Lancement du branch & bound;
//...;
//Allocation de l’objet j0 à l’agent i0;
dj0 ← i0;
u˜i0 ← u˜i0 + w˜i0j0 ;
∀i, ui ← ui − w˜ij0 ;
acu ← mini∈A(u˜i + ui) ;
//...;
//Désallocation de l’objet j0;
i0 ← dj0 ;
dj0 ← na;
u˜i0 ← u˜i0 − w˜i0j0 ;
∀i, ui ← ui + w˜ij0 ;
acu ← mini∈A(u˜i + ui) ;
//...;
On dispose donc d’une part d’un majorant grossier et rapide à calculer, et d’autre part de
la fonction à optimiser, dont le calcul est très long. Il nous a semblé intéressant de chercher une
fonction intermédiaire, qui constituerait un meilleur majorant qu’acu et dont le calcul serait plus
rapide que celui de pcu.
Nous avons introduit dans la section 5.3.3 page 88 l’utilité collective mixte. Celle-ci fournit
une meilleure borne supérieure que l’utilité collective ex-ante (proposition 29 page 90) et est
calculée plus rapidement que l’utilité collective ex-post. Le calcul de mcu demande trop de
temps pour pouvoir être utilisé de façon eﬃcace comme mécanisme de coupe à chaque nœud
de la recherche arborescente, mais cette utilité peut être mise à proﬁt lors de la dernière coupe
possible, quand une allocation complète vient d’être construite, pour éviter un calcul superﬂu
(et coûteux en terme de temps) de l’utilité collective ex-post.
Comme le suggère l’inégalité introduite dans la proposition 30 page 91, l’utilité collective
mixte fournit une meilleure borne supérieure quand Oea est construit pour une allocation π
avec des objets minimisant pjpjwij (où i est l’agent qui reçoit j). Cependant, puisque calculer
ces valeurs, puis les trier, et ce de façon dynamique (c’est-à-dire pour chaque nouvelle allocation
envisagée) prend du temps, nous proposons également un calcul statique, qui ne dépend pas de
l’allocation considérée et peut donc être eﬀectué une fois pour toutes pour une instance donnée
du problème : Oea est alors constitué des objets minimisant pjpjwˆij (où wˆj représente la moyenne
des poids aﬀectés à l’objet j).
La taille de Oea a été empiriquement ﬁxée à m/3, valeur qui semble donner les meilleurs
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résultats. Il s’agit d’un compromis entre une utilité collective mixte proche de pcu, qui fournit
une bonne coupe mais dont le temps de calcul est élevé, et une utilité collective mixte proche
de acu, dont le temps de calcul est faible, mais l’intérêt en terme de coupe réduit.
Les résultats expérimentaux liés à la construction de l’ensemble Oea sont regroupés dans la
ﬁgure 6.5 page 111 (chapitre 6.3 page 107).
Au-delà de la stratégie de coupe présentée, nous utilisons une heuristique adaptée aux pro-
blèmes de partage, de sorte à parcourir les allocations en commençant par les plus prometteuses.
Cette heuristique consiste à choisir pour chaque nouvelle allocation l’agent le moins bien servi
et à lui allouer l’objet restant auquel il attribue le poids le plus élevé : on parlera d’heuristique
plus petite utilité/plus grand poids (abrégé en minU/maxW ). Cette heuristique (éventuellement
biaisée) sera mise à proﬁt dans toutes les méthodes de résolution présentées dans ce document,
en utilisant l’utilité ex-ante comme évaluation de l’utilité d’un agent, en raison de son maintien
facile tout au long de la construction d’une allocation (voir plus haut).
Dans le cadre de l’algorithme de branch & bound, l’heuristique minU/maxW déﬁnit quel
nouvel objet doit être considéré, quand il y a lieu, c’est-à-dire quand la recherche descend d’un
niveau dans l’arbre. L’objet est choisi comme celui qui satisfait le plus l’agent actuellement le
moins bien servi, et c’est a priori à cet agent qu’il va être aﬀecté en premier.
Cette première allocation de l’objet est alors intéressante pour deux raisons : on va d’une
part satisfaire l’agent le moins bien servi à cet instant, et on va d’autre part le satisfaire le mieux
possible. De façon à conserver ce double objectif, et vu qu’il va bien falloir allouer cet objet à tous
les autres agents (même si ce n’est pas l’objet de plus grand poids pour eux), l’ordre dans lequel
ceux-ci se verront allouer l’objet tiendra compte non seulement de leur utilité actuelle, mais
également du futur incrément d’utilité obtenu avec l’allocation de l’objet. Ainsi, l’heuristique
dans le cas de l’agorithme de branch & bound est légèrement modiﬁée et un objet j ∈ O sera
aﬀecté aux agents dans l’ordre des u˜i(π) − wij , i ∈ A croissants.
5.4.2 Résolution approchée
Nous proposons dans cette section des méthodes de recherche approchée génériques qui
s’appliquent à tous les critères numériques et utilités collectives auxquels nous nous sommes
intéressés jusque là.
Glouton stochastique
L’algorithme de recherche approchée (algorithme 5 page suivante) est basé sur un algorithme
glouton stochastique (introduit par Bresina (1996)). Les allocations sont construites par choix
successifs de couples objets/agents, de sorte à allouer tous les objets, en suivant une heuristique
minU/maxW biaisée (cette heuristique a été présentée dans la section 5.4.1 page 94).
Dès qu’une allocation complète a été construite, un calcul approché de la grandeur à calculer
est réalisé par critApp, de façon à déterminer si cette allocation va être ou non conservée.
Le calcul approché est réalisé par la méthode de Monte-Carlo (voir section 5.3 page 85), ou
éventuellement avec l’utilité collective mixte (quand on cherche à optimiser l’utilité collective
égalitariste ex-post).
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De sorte à éviter un calcul récurrent du critère optimisé, une méthode de stockage de solutions
a été imaginée. Est conservé au cours de l’algorithme un nombre ﬁxe nbStockage de « bonnes »
allocations ; si une allocation est meilleure, d’après le calcul approché, que la pire allocation
actuellement stockée, la fonction conserver sauvegarde cette nouvelle allocation (et l’autre
est supprimée si la limite de stockage est atteinte). Dès que nbStockage×nbAvantCalculExact
allocations ont été réalisées, le calcul exact de l’utilité ex-post des allocations stockées intervient,
et on ne garde alors que la meilleure d’entre elles, toutes les autres étant supprimées.
Il s’avère en pratique que cette méthode donne des résultats similaires voire moins bons que
la méthode classique où chaque solution est directement évaluée. Les algorithmes utilisés pour
les expérimentations du chapitre 6 page 101 ne mettront donc pas en œuvre cette méthode. Il
nous semblait toutefois intéressant de la faire ﬁgurer dans cette présentation de l’algorithme de
recherche approchée.
Lors de la construction d’une allocation, le choix des objets et des agents est réalisé en
utilisant l’heuristique minU/maxW biaisée par la fonction alter : R → R, ∀y ∈ R, alter(y) =
y · (1+φX), où φ est un paramètre réel positif et X une variable aléatoire de loi normale centrée
réduite.
Algorithme 5 : Glouton stochastique
Données : Une instance d’un problème de partage BIRPA
Résultat : Une bonne allocation selon le critère numérique ou la fonction d’utilité
collective choisi
Stock ← ∅ ;
π = 〈π1, . . . , πm〉 ← 〈∅, . . . ,∅〉 ;
Qp ← 0 ;
k ← 0 ;
tant que le temps imparti n’est pas écoulé faire
π ← construireAllocation() ;
Qpapp ← critApp(π) ;
si Qpapp > minπ∈Stock(critApp(π)) alors
conserver(π) ;
k ← k + 1 ;
si k = nbStockage × nbAvantCalculExact alors
pour π ∈ Stock faire
Qp ← Qp(π) ;
si Qp > Qp alors
π ← π ;
Qp ← Qp ;
Stock ← ∅ ;
k ← 0 ;
renvoyer π ;
Recherche locale
L’utilisation de la recherche locale (le lecteur pourra se référer avec proﬁt à l’ouvrage de
Van Hentenryck et Michel (2009) pour une présentation de cette méthode de résolution), a été
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Fonction construireAllocation
u = 〈u1, . . . , un〉 ← 〈0, . . . , 0〉;
π = 〈π1, . . . , πn〉 ← 〈∅, . . . ,∅〉 ;
tant que ∃j ∈ π0 (j n’a pas encore été alloué) faire
i˚ ← argmini∈A(alter(ui)) ;
j˚ ← argmaxj∈π0(alter(w˚ij));
π˚i ← π˚i ∪ j˚;
u˚i ← u˚i + w˚i˚j ;
renvoyer π ;
envisagée pour résoudre le problème. On appelle voisinage l’ensemble des solutions envisageables
à partir d’une solution donnée : l’espace de recherche correspondant à l’espace des partages
possibles, le voisinage le plus naturel d’un partage π est l’ensemble V (π) des partages qui
attribuent tous les objets aux mêmes agents que π, sauf un, qui sera attribué à un agent diﬀérent.
Formellement,
∀π ∈ D, V (π) =
{
π′ ∈ D | ∃i0 ∈ A, j0 ∈ O
∣∣∣∣∣ π
′
i = πi − {j0} si i = i0
π′i0 = πi0 ∪ {j0}
}
(5.27)
Cependant, même le simple passage d’un partage à l’un de ses voisins (au sens de V ) nécessite
un calcul complet de la nouvelle valeur ex-post puisqu’un grand nombre d’états de la nature (tous
ceux dans lesquels l’objet qui change de main est en bon état, soit la moitié) est concerné par
la modiﬁcation. On perd alors tout l’intérêt de la recherche locale, et la piètre performance de
cette méthode face au problème de partage BIRPA n’est pas surprenante.
5.5 Conclusion
Nous nous sommes intéressés dans ce chapitre aux problèmes suivants :
1. optimisation de l’utilité collective égalitariste ex-ante ;
2. optimisation de l’utilité collective égalitariste ex-post ;
3. optimisation de la juste part proportionnelle ex-ante ;
4. optimisation de la probabilité ex-post de juste part proportionnelle ;
5. optimisation de la juste part maximin ex-ante ;
6. optimisation de la probabilité ex-post de juste part maximin.
Nous avons dans un premier temps montré que l’évaluation et l’optimisation d’un critère ex-
ante quel qu’il soit étaient équivalentes à l’évaluation et l’optimisation de la version sans risque
de ce même critère vis-à-vis d’un problème sans risque équivalent. Les problèmes 1, 3, et 5 ci-
dessus entrent dans ce cadre. En revanche, les problèmes d’évaluation et d’optimisation ex-post
(problèmes 2, 4 et 6) soulèvent des problématiques algorithmiques conséquentes : en eﬀet, un
critère numérique ex-post est déﬁni à partir d’un nombre exponentiel d’états de la nature ; cet
aspect combinatoire du risque couplé à la combinatoire inhérente à la structure d’un probème
de partage rend complexes les problèmes d’optimisation.
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Nos travaux portent principalement sur le problème 2. Nous avons proposé un algorithme
eﬃcace de calcul de l’utilité collective égalitariste ex-post dans le cadre du modèle de problème
de partage BIRPA, ainsi qu’un algorithme exact d’optimisation de l’utilité collective égalitariste
ex-post, basé sur un algorithme de branch & bound amélioré et adapté au problème.
Nous avons également adapté un algorithme de recherche approchée à l’ensemble des pro-
blèmes d’optimisation ex-post (problèmes 2, 4 et 6) ; cet algorithme est en partie basé sur des
méthodes d’approximation des critères numériques considérés, et nous fournissons une évaluation
de la qualité de ces approximations.
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Chapitre 6
Expérimentations
Nous présentons dans ce chapitre quelques résultats expérimentaux qui illustrent d’une part
des points développés dans cette thèse et qui d’autre part montrent dans quelle mesure les
algorithmes développés sont eﬃcaces.
Dans une première partie, nous présentons le contexte des expérimentations ; nous expliquons
en particulier comment nous avons pu nous approcher des applications réelles par une génération
aléatoire d’instances adaptée.
Dans une seconde partie, nous tentons de fournir une représentation du timing eﬀect sous une
forme graphique originale et de montrer dans quelle mesure celui-ci est plus ou moins important
selon les caractéristiques des instances considérées.
Enﬁn, nous présentons les résultats des algorithmes que nous avons introduits au chapitre
précédent ; la majeure partie des résultats présentés concerne l’optimisation de l’utilité collective
ex-post ; nous présentons également quelques résultats relatifs à l’optimisation de la probabilité
de juste part proportionnelle et maximin.
Nous rappelons que tous les calculs et optimisations ex-ante se ramènent facilement à des
calculs et optimisations sur des instances sans risque équivalentes, travaux qui ont déjà été
réalisés. Il ne sera par conséquent pas question ici de l’approche ex-ante ; le lecteur curieux
pourra se référer à la thèse de Bouveret (2007).
6.1 Contexte des expérimentations
Nous avons testé nos algorithmes sur une classe particulière d’applications réelles, les pro-
blèmes d’allocations de créneaux temporels. Dans ce type de problème, l’utilisation d’une res-
source commune (ressource infomatique, ressource expérimentale, etc.) par plusieurs agents im-
pose une division temporelle de cette ressource. La gestion d’une constellation de satellites
d’observation de la Terre (voir Lemaître et al. (1999)) ou encore la planiﬁcation de l’emploi du
temps d’un téléscope partagé par des astronomes à l’échelle internationale (voir Bresina (1994))
sont des exemples de problèmes d’allocation de créneaux temporels.
Nous faisons l’hypothèse, souvent vériﬁée en pratique pour des questions organisationnelles,
que le temps est divisé en un nombre de créneaux temporels indivisibles. Le modèle introduit au
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chapitre 4 page 69 est alors parfaitement adapté pour traiter de tels problèmes, chaque créneau
temporel constituant l’un des « objets » à partager entre les agents.
Les instances réelles de tels problèmes partagent deux caractéristiques principales :
– L’intérêt des agents pour les objets varie grandement d’un objet (ou créneau) à l’autre ;
par conséquent, un objet donné peut présenter un fort attrait pour un unique agent, tandis
que d’autres seront ardemment désirés par tous.
– Les créneaux temporels contigus sont fortement connectés, ce qui implique que leur proba-
bilité de bon état est généralement voisine ; dans l’exemple de la constellation de satellites,
un objet est associé à la zone géographique observée pendant le créneau temporel, et les
zones voisines partagent généralement des conditions météorologiques similaires.
Les algorithmes proposés dans cet article ont été testés sur des instances générées aléatoi-
rement, et reproduisant les problèmes réels mentionnés ci-dessus. La création d’une instance
aléatoire se présente comme suit. À chaque objet est associé une valeur dans [0, 1] qu’on appelle
attractivité ; plus cette valeur est élevée, plus les agents seront succeptibles d’être intéressés par
l’objet associé ; cela signiﬁe d’une part qu’ils auront de grandes chances de lui aﬀecter un poids
non nul et, si tel est le cas, que d’autre part le poids aﬀecté sera vraisemblablement élevé. De
plus, la génération aléatoire des attractivités et des probabilités de bon état est telle que les
valeurs générées pour des objets/créneaux contigus seront proches les unes des autres.
L’algorithme 7 page ci-contre précise la méthode de génération aléatoire utilisée ; il fait appel
à la fonction aleaBorne : ]0; +∞] → [−1, 1] déﬁnie par l’équation 6.1, où X est une variable
aléatoire de loi normale centrée réduite.
aleaBorne : x →
⎧⎪⎨
⎪⎩
1 si X > x
−1 si X < −x
X/x sinon.
(6.1)
Dans les expérimentations présentées dans les sections suivantes, des valeurs réalistes ont été
choisies pour les paramètres de la génération aléatoire, comme suit :
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Da = 3
Dp = 5
Dw = 0, 2
Wmax = 100
Dans une large part des applications réelles auxquelles nous nous sommes intéressés, le
nombre d’agents reste très faible. Nous nous limitons donc à des instances de ce type (n = 2 ou
n = 3) dans nos expérimentations.
Les résultats expérimentaux ont été obtenus à partir d’un programme codé en Java SE 6.
Les résultats expérimentaux faisant intervenir le temps d’exécution des algorithmes ont tous été
obtenus à partir d’exécutions sur une même machine, dont les caractéristiques principales sont
regroupées dans le tableau 6.1 page 104.
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Algorithme 7 : Génération aléatoire d’instances réalistes
Données : Le degré Da ∈ R+ de proximité des attractivités, le degré Dp ∈ R+ de
proximité des probabilités, la dispersion des poids Dw ∈ R+, le poids max
Wmax, et la valeur normalisée de la somme des poids d’un agent Wnorm.
Résultat : Une instance d’un problème de partage BIRPA, sous la forme d’une matrice
de poids W = wij et d’un vecteur de probabilités p = pj .
//Génération des attractivités;
attr1 ← valeur aléatoire uniforme dans [0, 1] ;
pour j ∈ {2, . . . ,m} faire
attrj ← attrj−1 + aleaBorne(Da) ;
si attrj > 1 alors
attrj ← 2 − attrj ;
si attrj < 0 alors
attrj ← −attrj ;
//Génération des poids;
W = {〈0 . . . 0〉 . . . 〈0 . . . 0〉};
//- au moins un agent doit être intéressé par chaque objet;
pour j ∈ {1, . . . ,m} faire
i ← choix aléatoire d’un agent ;
wij ← genererPoids(attrj ,Wmax) ;
//- au moins un objet doit intéresser chaque agent;
pour i ∈ {1, . . . , n} faire
j ← choix aléatoire d’un objet ;
wij ← genererPoids(attrj ,Wmax) ;
//- génération des autres poids;
pour i ∈ {1, . . . , n}, j ∈ {1, . . . ,m} faire
si wij = 0 alors
avec une probabilité attrj : wij ← genererPoids(attrj ,Wmax);
//Génération des probabilités;
p1 ← valeur aléatoire uniforme dans [0, 1] ;
pour j ∈ {2, . . . ,m} faire
pj ← pj−1 + aleaBorne(Dp) ;
si pj > 1 alors
pj ← 2 − pj ;
si pj < 0 alors
pj ← −pj ;
//Normalisation des poids;
pour i ∈ {1, . . . , n}, j ∈ {1, . . . ,m} faire
wij ← wij/∑j∈O wij ∗ Wnorm ;
renvoyer W, p ;
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Fonction genererPoids
Données : L’attractivité attr et l’utilité maximale Wmax.
Résultat : Un poids w réaliste dans ]0,Wmax].
w ← Wmax · (attr + Dw · alea()) ;
si w > Wmax alors
w ← Wmax ;
si w ≤ 0 alors
w ← Wmax/100 ;
renvoyer w ;
Système d’exploitation GNU / Linux
Distribution Linux Mint Debian Edition 64 bits
Processeur Intel Core i5 2500K (4 cœurs à 3,3GHz)
Mémoire 4Go DDR3
Table 6.1 – Caractéristiques principales de la machine utilisée pour l’obtention des résultats
expérimentaux.
6.2 Evaluation empirique du timing eﬀect
Nous avons vu au chapitre 3 page 51 que les utilités collectives ex-post et ex-ante ne coïncident
pas, dès que la fonction d’utilité collective utilisée n’est pas linéaire : c’est le timing eﬀect. Nous
présentons dans cette section quelques résultats qui l’illustrent.
Tout d’abord, les graphes de la ﬁgure 6.1 page ci-contre positionnent dans un plan l’ensemble
des solutions d’un ensemble de problèmes de partage généré aléatoirement comme exposé sec-
tion 6.1 page 101, selon les utilités collectives ex-ante (abscisse) et ex-post (ordonnée) qu’elles
produisent. L’utilité collective ex-ante étant supérieure à l’utilité collective ex-post, les solutions
sont toutes placées en-dessous de la première bissectrice. Le timing eﬀect est ici matérialisé par la
dispersion des solutions, et plus précisément par leur écart (horizontal ou vertical) à la première
bissectrice.
Les alignements verticaux de solutions sont fréquents sur ces graphes, et s’expliquent ai-
sément par l’eﬀet de noyade induit par le choix de la fonction d’utilité collective égalitariste
classique : avec l’approche ex-ante, les modiﬁcations apportées aux parts des agents bien servis
ne modiﬁent pas l’utilité espérée de l’agent le moins bien servi (tant que ce dernier reste le moins
bien servi) et l’utilité collective ex-ante n’est donc pas non plus modiﬁée ; ce n’est pas le cas de
l’utilité collective ex-post qui varie dès la moindre modiﬁcation dans l’allocation étant donné son
calcul sur chaque état de la nature. Par conséquent, de nombreuses allocations fournissent la
même utilité collective ex-ante, mais une utilité collective ex-post diﬀérente, d’où les alignements
verticaux.
D’un point de vue algorithmique, on cherche principalement à savoir si les optima ex-ante
et ex-post sont proches : la ﬁgure 6.2 page 106 évalue cette proximité selon le nombre d’agents
et d’objets du problème. Les utilités collectives ex-ante-optimales et ex-post-optimales sont plus
proches, i.e. le timing eﬀect est moindre, quand le nombre d’agents est petit ou le nombre
d’objets grand.
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6.1 (a) : 100 instances aléatoires, n = 2, m = 14
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6.1 (b) : 100 instances aléatoires, n = 3, m = 10
Figure 6.1 – Mise en évidence du timing eﬀect par la représentation dans le plan ex-ante/ex-
post des solutions d’un ensemble de problèmes de partage BIRPA. On rappelle que pcu =
maxπ∈F pcu(π) est la valeur optimale de l’utilité collective ex-post.
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Figure 6.2 – Inﬂuence du timing eﬀect en fonction du nombre d’agents et d’objets. Moyennes
sur 100 instances.
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6.3 Résultats
La production des résultats expérimentaux présentés dans cette section a nécessité la géné-
ration aléatoire d’instances et/ou d’allocations associées.
Pour tous les résultats qui suivent, les instances ont été générées aléatoirement à partir de
la méthode présentée dans la section 6.1 page 101.
Pour une instance donnée, quand il a été nécessaire de produire des allocations dans un but
illustratif (et non à l’intérieur d’un algorithme optimisant tel ou tel critère), ces dernières ont été
générées aléatoirement avec la procédure construireAllocation présentée dans l’algorithme 5
page 97 (heuristique minU/maxW biaisée, avec un paramètre φ = 1) et constituent ainsi de
« bonnes » allocations ; sont concernées par cette génération aléatoire la ﬁgure 6.6 page 115, et
les tableaux 6.3 page 113 et 6.4 page 118.
D’autre part, pour prendre en compte la grande diversité des instances du problème de
partage BIRPA, les résultats sont présentés sous la forme de moyenne sur 100 instances ou
100 couples (instance, allocation), selon les cas, générés aléatoirement comme précisé ci-dessus.
Notons que la ﬁgure 6.6 page 115 constitue une exception, puisqu’elle présente les résultats
associés pour 100 couples (instance, allocation) sous forme de nuage de points, aucune moyenne
n’étant donc réalisée.
6.3.1 Approche égalitariste classique ex-post
Dans cette section, on appelle algorithme de branch & bound brut l’algorithme de branch &
bound utilisé avec pour seule coupe celle basée sur la fonction acu (équation 5.25 page 94) ; on
appelle algorithme spécialisé l’algorithme de branch & bound associé à toutes les optimisations
présentées en section 5.4.1 page 94 (optimisation du calcul de l’utilité collective ex-post, coupes
basées sur l’utilité collective mixte, etc.).
Résolution exacte
Les résultats de l’algorithme présenté en section 5.4.1 page 94 sont résumés dans le tableau 6.2
page suivante, sous forme du pourcentage d’instances résolues en moins de 30 secondes, pour
divers nombre d’objets et d’agents. Les optimisations proposées donnent de bons résultats pour
des problèmes de taille raisonnable ; néanmoins, pour de grands nombres d’objets, elles s’avèrent
insuﬃsantes face à la complexité algorithmique du problème.
La ﬁgure 6.3 page 109 illustre la contribution des calculs d’utilité collective ex-post au temps
total d’exécution de l’algorithme : la majeure partie du temps d’exécution est consacrée à ces
calculs. Cela s’explique par deux raisons principales : d’une part le calcul de l’utilité collective
ex-post d’un partage est un calcul long (exponentiel en le nombre d’objets) et d’autre part, un
grand nombre de calculs doivent être réalisés. Les optimisations de l’algorithme de branch &
bound introduites en section 5.4.1 page 94 accélèrent le calcul de l’utilité collective ex-post d’un
partage et coupent un certain nombre de feuilles de l’arbre de recherche, réduisant d’autant le
nombre de calculs d’utilité collective ex-post nécessaires ; elles contribuent donc largement à la
réduction du temps d’exécution de l’algorithme.
108 CHAPITRE 6. EXPÉRIMENTATIONS
n m (a) (b)
2 ≤ 15 100 100
2 20 0 100
2 25 0 60
2 30 0 1
n m (a) (b)
3 ≤ 11 100 100
3 16 0 97
3 21 0 48
3 26 0 7
Table 6.2 – Nombre d’instances résolues en 30 secondes sur 100 instances, en fonction du
nombre d’objets, du nombre d’agents, et de l’algorithme utilisé ((a) algorithme de branch &
bound brut ; (b) algorithme spécialisé).
Le nombre de calcul ex-post nécessaires est également fortement inﬂuencé par la valeur des
probabilités de bon état des objets. En eﬀet, l’eﬃcacité des stratégies de coupes mises en place
dans l’algorihme de branch & bound est fortement dépendante de ces probabilités de bon état de
objets. Quand celles-ci sont élevées et donc proches de 1 (c’est-à-dire que les objets seront très
probablement en bon état), le problème se rapproche d’un problème sans risque, et intuitivement,
les utilités collectives ex-ante et mixte sont proches de l’utilité collective ex-post et constituent
donc de bonnes approximations. Par suite, les coupes présentées en section 5.4.1 page 94 sont
bien plus eﬃcaces. La ﬁgure 6.4 page 110 illustre clairement ce phénomène : le nombre de calculs
d’utilité collective ex-post réalisés, autrement dit le nombre de feuilles de l’arbre de recherche
atteintes car non coupées décroît fortement quand la probabilité de bon état des objets augmente.
Le choix de l’ensemble Oea pour le calcul de l’utilité collective mixte est un problème délicat,
comme expliqué précédemment en section 5.4.1 page 94. La ﬁgure 6.5 page 111 justiﬁe les choix
algorithmiques réalisés. Trois valeurs sont représentées :
– le temps de résolution moyen pour une instance : ce temps est exprimé par rapport au
temps de résolution sans les coupes avec l’utilité mixte ;
– la valeur du rapport de l’utilité mixte sur l’utilité collective ex-post ;
– le rapport de la borne supérieure de l’utilité mixte sur l’utilité collective ex-post ; cette
borne supérieure, notée mcu, est celle proposée par l’équation 5.17 page 91, que nous
rappelons ici :
∀π ∈ F , mcu(π) = pcu(π) +
∑
j∈Oea
pjpjwa(j)j ≥ mcu(π) (6.2)
Chacune des valeurs précédentes est représentée en fonction du nombre d’objets de Oea et de
la méthode de construction de l’ensemble (heuristique dynamique, statique, ou sans heuristique).
On constate que, quelle que soit l’heuristique utilisée, le temps de résolution est optimal pour une
taille de Oea d’environ 	m/3
. D’autre part, le graphe montre que les heuristiques statiques et
dynamiques donnent des résultats proches, et bien meilleurs que dans le cas où Oea est construit
sans heuristique. Enﬁn, on remarque que mcu constitue une borne supérieure de qualité tant
que le nombre d’objets de Oea reste faible.
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Figure 6.3 – Temps pris par les calculs d’utilité collective ex-post (en pourcentage du temps
de résolution total) en fonction du nombre d’agents (n = 2 en haut, n = 3 en bas), du nombre
d’objets, et de l’algorithme utilisé ((a) algorithme de branch & bound brut ; (b) algorithme
spécialisé). Moyenne sur 100 instances.
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Figure 6.4 – Inﬂuence des probabilités de bon état sur l’eﬃcacité des stratégies de coupes de
l’algorithme de branch & bound. On représente le nombre de calculs d’utilité collective ex-post
eﬀectués (algorithme spécialisé) en fonction de la probabilité pj (identique pour tous les objets)
de bon état ; moyenne sur 100 instances aléatoires.
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Figure 6.5 – Inﬂuence de la construction de l’ensemble Oea sur l’utilité mixte et la résolution
exacte du problème, pour n = 3 et m = 12, moyenne sur 100 instances.
Fuseau (1) : temps de résolution par rapport au temps de résolution sans coupes à base d’utilité
collective mixte
Fuseau (2) : rapport mcu/pcu
Fuseau (3) : rapport mcu/pcu
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Résolution approchée
Intéressons-nous d’abord au calcul de l’utilité collective ex-post d’une solution : ce dernier
étant chronophage on choisit d’utiliser une méthode d’approximation pour évaluer les utilités
collectives ex-post des allocations générées.
Trois approximations sont disponibles (voir section 5.3) : l’utilité collective mixte, l’approxi-
mation par omission, et la méthode de Monte-Carlo. La ﬁgure 6.6 page 115 illustre la performance
de ces trois approximations pour des instances de taille diﬀérente. On y trouve la qualité des ap-
proximations pour 100 diﬀérentes allocations (générées à partir de l’heuristique minU/maxW
biaisée) de diﬀérentes instances (générées aléatoirement), positionnées dans le plan selon l’erreur
relative d’approximation (abscisse) et le de nombre d’états de la nature considérés pour le calcul
(ordonnée), ce nombre étant proportionnel au temps d’exécution de l’algorithme associé. Ainsi,
les points positionnés dans la partie inférieure gauche du graphe correspondent à des calculs
d’approximations réalisés en un temps rapide et dont la valeur fournie approxime l’utilité collec-
tive ex-post avec une faible erreur ; inversement, les points apparaissant dans la partie supérieure
droite correspondent à des calculs d’approximations lents et peu précis.
Les graphes de cette ﬁgure montrent que l’approximation par omission est de piètre qualité
devant les deux autres, et ce quelle que soit la taille des instances considérées. De plus, contrai-
rement aux approximations par méthode de Monte Carlo ou par utilisation de l’utilité collective
mixte, la spéciﬁcation du paramètre Pr0 d’approximation ne permet pas de déterminer de façon
précise le gain de temps réalisé par rapport au calcul exact (cela s’explique par le fait qu’il
est diﬃcile de connaître le nombre d’états de la nature éliminés dans le calcul de l’approxima-
tion) ; en revanche, la construction de la méthode de Monte-Carlo fait en sorte que le paramètre
d’approximation correspond exactement au nombre d’états de la nature considérés, et en ce qui
concerne le calcul de l’utilité collective mixte, le nombre d’états considérés est exactement égal
à 2m−|Oea|. Ces deux méthodes fournissent généralement de bons résultats : on constate que
l’utilisation de l’utilité collective mixte s’impose pour les instances de taille modeste, alors que
la méthode de Monte-Carlo est plus performante quand la taille des instances augmente.
Enﬁn, les graphes conﬁrment la tendance observée sur la ﬁgure 6.2 page 106 de la section 6.2
page 104, à savoir que l’inﬂuence du timing eﬀect diminue quand le nombre d’objets augmente :
en eﬀet, pour un nombre d’agents identiques, l’approximation par l’utilité collective mixte est
meilleure au fur et à mesure que le nombre d’objet croît.
De sorte à pouvoir traiter des instances de grande taille, nous choisissons de nous limiter
à l’approximation par méthode de Monte-Carlo dans la suite des expérimentations présentées
dans ce chapitre.
Comme nous l’avons exposé dans la section 5.3 page 85, il est possible d’estimer précisément
la qualité des approximations fournies par cette méthode. Le tableau 6.3 page ci-contre fournit
les valeurs de la variance ainsi que de l’intervalle de conﬁance à 1% de l’estimation pour plusieurs
tailles d’instances, et diﬀérents nombres de tirages. On constate en particulier que la précision
obtenue pour un nombre de tirages q = 5.105 est très bonne.
La recherche approchée est réalisée à partir de l’algorithme 9 page suivante. Il s’agit d’un
algorithme glouton stochastique, version simpliﬁée de l’algorithme 5 page 97, car la technique
de stockage qui ﬁgure dans ce dernier n’est pas mise en œuvre ici en raison de ses mauvaises
performances. Le calcul de l’utilité collective ex-post est réalisé par une approximation par
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m 10 20 50 100
pcu 14,5604 19,6127 - -
variance exacte de ˆpcu 108,8418 70,9962 - -
variance estimée de ˆpcu (q = 500) 108,4361 71,2738 27,5955 13,1702
variance estimée de ˆpcu (q = 5.105) 108,8399 71,0030 27,6416 13,0042
C(1%) (q = 500) 1,1223 0,9552 0,59881 0,41575
C(1%) (q = 5.105) 0,0355 0,0301 0,01897 0,01307
Table 6.3 – Méthode de Monte-Carlo – calcul de pcu pour m = 3. Valeurs moyennes sur 100
couples (instance,allocation) aléatoires.
Algorithme 9 : Glouton stochastique
Données : Une instance d’un problème de partage BIRPA
Résultat : Une bonne allocation selon le critère numérique ou la fonction d’utilité
collective choisi
π = 〈π1, . . . , πm〉 ← 〈∅, . . . ,∅〉 ;
pcu ← 0 ;
tant que le temps imparti n’est pas écoulé faire
π ← construireAllocation() ;
pcuapp ← monteCarloPCU(π) ;
si pcuapp > pcu alors
pcu ← pcuapp ;
π ← π ;
renvoyer π ;
méthode de Monte-Carlo (fonction monteCarloPCU). La procédure construireAllocation
est déﬁnie dans l’algorithme 5 page 97.
Nous présentons l’inﬂuence de deux paramètres sur la qualité du résultat produit par l’algo-
rithme de recherche glouton stochastique. Tout d’abord, se pose la question de choisir avec quelle
précision la méthode de Monte-Carlo doit être utilisée : un petit nombre de tirages permettra
de générer rapidement un grand nombre de solutions, au prix d’une précision médiocre, tandis
qu’un grand nombre de tirages autorisera une meilleure précision mais la recherche portera sur
un moins grand nombre d’instances pour un temps d’exécution identique.
La ﬁgure 6.7 page 116 illustre l’inﬂuence de ce paramètre ; lorsque le nombre de tirages est
petit, on observe une importante sur-estimation du résultat conduisant à des solutions appa-
remment meilleures que l’optimum réel ; cette sur-estimation est le fruit de la faible précision
de l’approximation, associée à la volonté de l’algorithme de recherche de fournir des valeurs
toujours plus élevées : ce dernier maximise donc à la fois l’utilité collective ex-post et l’erreur
d’approximation ! Il est donc clair que le choix d’un petit nombre de tirages est à proscrire.
En revanche, pour un nombre de tirages plus élevés, même si le phénomène de sur-estimation
est bien-sûr toujours présent, les petits intervalles de conﬁance associé aux approximations (voir
tableau 6.3) fournissent une garantie suﬃsante. On constate que l’algorithme retourne des ré-
sultats très proches de l’optimum. On notera toutefois que le temps de calcul plus élevé de
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l’approximation pour de grands nombres de tirages implique une progression plus lente de la
recherche vers une bonne solution.
Le second paramètre que nous souhaitons illustrer est relatif à la production aléatoire des
allocations. Ces allocations sont produites en utilisant une heuristique biaisée (voir section 5.4.2
page 96) ; le biais φ est un réel positif : plus celui-ci est petit, plus les allocations sont proches
de celle déﬁnie par l’heuristique de base (φ = 0) ; quand le biais augmente, les allocations s’en
éloignent, jusqu’à devenir totalement aléatoires (φ → ∞).
La ﬁgure 6.8 page 116 montre que le choix de valeurs extrêmes pour le biais conduit à de
mauvais résultats : si le biais est trop petit, la recherche reste « enfermée » autour de l’optimum
local que constitue l’heuristique ; si le biais est trop grand, l’espace de recherche n’est plus assez
restreint et l’algorithme énumère inutilement des allocations sans intérêt. Les expérimentations
ont été conduites avec un grand nombre de valeurs de biais diﬀérentes (toutes n’ont pu être
représentées sur la ﬁgure 6.8 sous peine d’en dégrader considérablement la lisibilité) et montrent
que la valeur optimale semble se situer autour de φ = 1.
La ﬁgure 6.9 page 117 propose un exemple d’exécution de l’algorithme de recherche approchée
sur une instance de grande taille, avec les paramètres déﬁnis précédemment réglés sur leur valeur
optimale.
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n = 3, m = 48
Figure 6.6 – Comparaison de trois méthodes d’approximation de l’utilité collective ex-post, selon
l’erreur relative d’approximation (abscisse) et le nombre d’états de la nature énumérés lors du
calcul (ordonnée), pour 100 couples (instance, allocation) aléatoires. Chaque symbole représente
un tuple (instance, allocation, méthode d’approximation, paramètre d’approximation).
· Méthode par omission : Pr0 ∈ {5.10−k, 1.10−k, k ∈ 1, 7}

 Méthode de Monte-Carlo : q ∈ {5.10k, k ∈ 1, 5}
◦ Utilité collective mixte : |Oea| ∈ 1, 12}
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Figure 6.7 – Inﬂuence de la précision de la méthode de Monte-Carlo (nombre de tirages) pour
l’algorithme de recherche glouton stochastique. Moyennes sur 100 instances, n = 3, m = 20.
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Figure 6.8 – Inﬂuence de l’aléa dans la génération aléatoire d’allocations pour l’algorithme de
recherche glouton stochastique (approximation par méthode de Monte-Carlo). Moyennes sur 100
instances, n = 3, m = 20.
6.3. RÉSULTATS 117
0
5
10
15
20
25
30
0 10 20 30 40 50 60
pcu
t (sec)





Figure 6.9 – Exécution de l’algorithme de recherche glouton stochastique, avec approximation
par méthode de Monte-Carlo : évolution de la valeur optimale de l’utilité collective ex-post en
fonction du temps d’exécution. Moyennes sur 100 instances, n = 3, m = 100, q = 500000,
φ = 1.0
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6.3.2 Probabilité de juste part proportionnelle
L’extension ex-post du critère de juste part proportionnelle (de même que toutes les ex-
tentions ex-post de critères binaires) est un critère tout à fait intéressant d’un point de vue
algorithmique. En eﬀet, au-delà de ses qualités intrinsèques en terme de mesure de l’équité
d’une allocation, il fournit une valeur toujours comprise entre 0 et 1. Cela permet donc d’éva-
luer la qualité d’une allocation sans avoir besoin de la comparer à l’allocation optimale, comme
c’est le cas avec l’approche égalitariste ex-post. Plus généralement, un algortithme de recherche
approchée peut alors être évalué sur de grandes instances, alors qu’il est indispensable avec
l’utilité collective ex-post de se limiter à des instances dont la taille autorise la recherche exacte
de l’allocation optimale comme point de comparaison.
Nous utilisons, comme pour l’optimisation de l’utilité collective ex-post, un algorithme de re-
cherche glouton stochastique, avec approximation par méthode de Monte-Carlo (cf. algorithme 9
page 113). Le tableau 6.4 fournit les valeurs de la variance ainsi que de l’intervalle de conﬁance
à 1% de cette méthode pour plusieurs tailles d’instances, et diﬀérents nombres de tirages. On
constate, de même que dans le cas de l’approximation de l’utilité collective ex-post, que la pré-
cision obtenue avec un grand nombre de tirages est très bonne.
m 10 20 50 100
QpPFS 0,3445 0,5356 - -
variance exacte de QˆpPFS 0,1515 0,1726 - -
variance estimée de QˆpPFS (q = 500) 0,1572 0,1707 0,0875 0,0152
variance estimée de QˆpPFS (q = 5.105) 0,1594 0,1727 0,0898 0,0204
C(1%) (q = 500) 0,0432 0,0458 0,0302 0,0103
C(1%) (q = 5.105) 0,0015 0,0016 0,0014 0,0011
Table 6.4 – Méthode de Monte-Carlo – calcul de QpPFS pour m = 3. Valeurs moyennes sur 100
couples (instance,allocation) aléatoires.
Les résultats d’exécution de l’algorithme de recherche approchée sont présentés ﬁgure 6.10
page suivante pour des intances de grande taille.
Enﬁn, on constate expérimentalement que la probabilité de juste part proportionnelle opti-
male est largement dépendante du nombre d’objets : plus celui-ci est faible devant le nombre
d’agents, plus l’indivisibilité de la ressource s’oppose à l’équité du partage. La ﬁgure 6.11 page
ci-contre illustre cela, en présentant, pour divers nombres d’agents et d’objets, la valeur optimale
(ou sous-optimale quand le nombre d’objet est grand) moyenne de la probabilité de juste part
proportionnelle.
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Figure 6.10 – Exécution de l’algorithme de recherche glouton stochastique, avec approximation
par méthode de Monte-Carlo : évolution de la valeur optimale de la probabilité de juste part
proportionnelle en fonction du temps d’exécution. Moyennes sur 100 instances, n = 3, m = 100.
0
0.2
0.4
0.6
0.8
1
10 100
QpPFS(),
QpMFS()
m
n = 2
n = 3













 



Figure 6.11 – Optimum ou sous-optimum de la probabilité de juste part proportionnelle
(QpPFS, traits pleins) et maximin (QpMFS, traits pointillés) pour plusieurs nombre d’agents et
d’objets, moyenné sur 100 instances.
m ≤ 20 : résultat optimal retourné par un algorithme de recherche exacte (branch & bound)
m ≥ 50 : résultat sous-optimal tel que retourné par l’algorithme de résolution approchée (temps
d’exécution limité à 120 s)
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6.3.3 Probabilité de juste part maximin
La probabilité de juste part maximin est également un critère très intéressant. De même
que la probabilité de juste part proportionnelle, son appartenance à l’intervalle [0, 1] permet une
évaluation directe d’une allocation sans qu’il soit nécessaire de connaître l’allocation optimale
pour servir de comparaison. En fait, la valeur optimale QpMFS est moins dépendante que la va-
leur QpPFS de la taille (nombre d’objets et d’agents) des instances considérées, comme l’illustre
partiellement la ﬁgure 6.11 page précédente (notons que, même si les valeurs de la probabilité de
juste part maximin pour des instances de grande taille ne peuvent être calculées, même de façon
approchée, on sait toutefois que QpMFS ≥ QpPFS.) ; l’argument précédent est donc encore plus
pertinent dans le cadre de la juste part maximin.
Néanmoins, l’optimisation de la probabilité de juste part maximin constitue un challenge
algorithmique, étant donné le nombre de sous-problèmes de partage à résoudre pour pouvoir
la calculer. La probabilité de juste part maximin-proportionnelle constitue une approximation
qui nécessite un nombre inférieur de résolutions de sous-problèmes, nombre qui reste très grand
dès que la taille du problème augmente si l’on souhaite conserver une précision d’approximation
correcte.
6.4 Conclusion
Ce chapitre était consacré à la présentation de résultats expérimentaux. Ces résultats peuvent
être divisés en deux catégories. Les premiers résultats proposés dans ce chapitre constituent une
illustration graphique originale du timing eﬀect, montrant dans quel cas son inﬂuence se fait
plus ou moins importante.
Les autres résultats (les plus nombreux) permettent d’évaluer la qualité des algorithmes que
nous avons introduits au chapitre précédent. L’algorithme de recherche exact fournit de bons
résultats pour l’optimisation de l’utilité collective ex-post pour des instances de taille modeste.
Quand la taille des instances augmente, son eﬃcacité décroît rapidement, et il devient indis-
pensable d’utiliser un algorithme de recherche approchée. Ce dernier donne des résultats très
satisfaisants, même pour de grandes instances. Dans le cas où l’utilisation de l’algorithme de
recherche approchée devient indispensable, le choix comme critère d’évaluation de l’extension
ex-post d’un critère binaire (par exemple la probabilité de juste part proportionnelle) devient
intéressant : en eﬀet, cette dernière étant toujours inférieure à 1, on dispose d’une borne supé-
rieure qui permet d’estimer la qualité de la solution obtenue. Cela n’est pas possible avec l’utilité
collective ex-post pour laquelle on ne dispose pas de point de comparaison possible.
On notera que la probabilité de juste part maximin constitue un critère attrayant sur le
papier, en particulier pour sa prise en compte de l’indivisibilité de la ressource à partager (voir
en particulier la section 2.2.4 page 42). Néanmoins la complexité de son calcul rend très diﬃcile
sa mise en œuvre, et c’est pour cette raison que nous ne sommes pas en mesure de proposer des
résultats expérimentaux concernant ce critère.
Conclusion générale
Les problèmes de partage constituent une classe particulière de problèmes de décision col-
lective, dans lesquels la justice sociale occupe une place essentielle. Les travaux de Bouveret
(2007) constituent un rapprochement des points de vue économique et social d’une part, et
algorithmique de l’autre, sur de tels problèmes.
Les travaux réalisés dans le cadre de cette thèse ont été conduits dans cette même optique,
avec la volonté de prendre en compte un aspect supplémentaire des applications réelles : la
présence de risque. Le problème de partage en présence de risque ainsi obtenu présente un
intérêt double.
Un intérêt théorique, tout d’abord. En eﬀet, s’agissant d’un problème non encore étudié
pour ses aspects computationnels dans le cadre de biens indivisibles, une modélisation générale
s’imposait. Nous avons proposé un telle modélisation, sous la forme d’une extension des pro-
blèmes de partage sans risque. D’autre part, nous avons introduit une extension au risque des
critères d’évaluation classiques, à partir d’une généralisation du concept de critère d’évaluation
numérique dans le cadre sans risque.
Cette extension se révèle complexe car les problèmes considérés s’inscrivent dans le cadre des
problèmes de décision collective en présence de risque et soulèvent ainsi la question bien connue
du timing eﬀect. Cette question peut être résolue en choisissant le point de vue des économistes
et en s’interrogeant sur le type de société que l’on désire : l’égalité entre les individus doit-elle
être assurée sur les opportunités qu’oﬀre la société, ou bien sur les revenus qu’elle procure ? D’un
point de vue plus pratique, la question revient à se demander à quel moment les individus ou
agents concernés par la décision ou le partage doivent évaluer leur situation : avant la résolution
du risque, alors qu’ils n’ont qu’une vision probabiliste de l’aléa, ou bien après, une fois connu
l’état de la nature qui se réalise. On parlera respectivement d’approche ex-ante ou ex-post selon
le point de vue adopté.
Harsanyi (1955) montre que, dès lors que l’équité entre les individus devient un critère
important, la qualité d’une décision ou d’un partage varie selon que l’on adopte l’approche ex-
ante ou ex-post. En particulier, le meilleur choix ex-ante et le meilleur choix ex-post seront a
priori distincts, d’où l’importance de se positionner par rapport à ces deux approches.
L’introduction du risque présente d’autre part un intérêt algorithmique. En eﬀet, l’explosion
combinatoire associée à la structure des problèmes de partage soulève de nombreuses diﬃcultés
algorithmiques. Cet aspect combinatoire est encore renforcé par l’introduction du risque, en
particulier lorsque celui-ci porte sur les objets du partage.
Nous avons choisi de travailler sur une version simpliﬁée du problème de partage de biens
indivisibles en présence de risque ; nous avons donc proposé un modèle simpliﬁé de problèmes,
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dits problèmes de partage de biens indivisibles risqués avec préférences additives (problème de
partage BIRPA), qui cristallise néanmoins les diﬃcultés algorithmiques du problème général
étudié. Les principales hypothèses simpliﬁcatrices portent d’une part sur le risque, en limitant
sa portée aux seuls objets et en supprimant les dépendances conditionnelles, et imposent d’autre
part une expression additive des préférences des agents.
Nous avons travaillé sur trois critères d’évaluation : l’utilité collective égalitariste classique,
et les critères de juste part proportionnelle et maximin. Nous avons montré que, quel que soit le
critère choisi, la résolution et l’optimisation ex-ante se ramènent à la résolution et l’optimisation
d’un problème sans risque équivalent. Quand l’approche ex-post est choisie, une telle réduction
à un problème sans risque apparaît impossible. Le simple calcul de la valeur du critère pour
une allocation donnée, sans même parler de l’optimisation dans lequel il s’insère, impose de
considérer un nombre exponentiel d’états de la nature.
Nous avons proposé un algorithme de recherche exacte de type branch & bound, en vue
d’optimiser l’utilité collective ex-post. Cet algorithme présente plusieurs spéciﬁcités qui le rendent
performant sur des instances de taille petite et moyenne. En revanche, sur des instances de
grande taille, la diﬃculté du problème rend un tel algorithme ineﬃcace. Il a donc été nécessaire
de proposer un algorithme de recherche approchée qui puisse prendre le relais de la recherche
exacte quand la taille des instance augmente ; cet algorithme est fondé sur un algorithme glouton
stochastique, dans lequel le critère à optimiser est approché par la méthode de Monte-Carlo. Cet
algorithme donne de très bons résultats, même sur des instances de grande taille, à la fois pour
l’optimisation de l’utilité collective égalitariste et pour l’optimisation de la probabilité de juste
part proportionnelle. Toutefois, la déﬁnition de la juste part maximin, plus adaptée au partage
de biens indivisibles que la juste part proportionnelle, en fait un critère algorithmiquement très
complexe, et son calcul reste extrêmement long.
Perspectives
Les perspectives envisageables à la suite de ce travail sont nombreuses, en particulier au vu
de l’étendue des domaines relatifs aux problèmes de partage. Nous présentons les principales
ci-dessous.
Du point de vue de la modélisation, le problème de partage BIRPA que nous avons étudié
constitue un cas particulier de problème de partage. Même si la plupart des hypothèses sont
des hypothèses simpliﬁcatrices dont le relâchement n’entraîne pas de changement majeur dans
la structure du problème ni dans l’algorithmique associée, deux d’entre elles restent essentielles
pour les travaux proposés dans cette thèse : il s’agit de l’hypothèse de représentation additive
des préférences ainsi que de l’hypothèse d’indépendance conditionnelle des probabilités vis-à-vis
de la décision.
Les caractéristiques de certaines applications réelles invitent les agents à l’expression de dé-
pendances préférentielles entre les objets. C’est par exemple le cas des systèmes d’observation
proposant des prises de vue stéréoscopiques : recevoir seulement l’une des deux images ne pré-
sente pas d’intérêt ; seule la possession des deux images conduit à une utilité importante pour
l’agent concerné. Une structure additive de préférence ne permet pas de représenter de telles
dépendances.
Relâcher cette hypothèse d’additivité des préférences imposerait d’une part une refonte al-
gorithmique complète des méthodes de résolution proposées ici. D’autre part se poserait le
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problème de la représentation alternative à adopter. L’utilisation d’une représentation compacte
de préférences semble indispensable au vu de la combinatoire associée à l’ensemble des parts
d’objets ; apparaît alors une piste de travail particulièrement intéressante : comment représenter
de façon compacte les préférences vis-à-vis d’un ensemble d’objets risqués ? Peut-on adapter au
cadre risqué les représentations compactes de préférences conçues pour les problèmes de partage
sans risque (comme par exemple les CI-nets, introduits par Bouveret et al. (2009)) ?
Du point de vue algorithmique, on aimerait pouvoir mettre en relation les résultats de nos
algorithmes avec la classe de complexité du problème. Malgré nos eﬀorts, l’appartenance à une
classe de complexité n’a pu être démontrée.
Enﬁn, parmi tous les critères envisagés, la probabilité de juste part maximin se révèle ex-
trêmement pertinente dans le cas des problèmes de partage de biens indivisibles, comme nous
l’avons montré : son calcul et sa mise en oeuvre algorithmique restent encore inaboutis, et
constituent un challenge tout à fait intéressant.
Nous avons travaillé dans cette thèse sur des problèmes de partage centralisés, où l’entité
décisionnelle possède à elle seule l’intégralité pouvoir de décision. D’autres cadres de partage
existent et leur étude dans un contexte risqué n’a pas, à notre connaissance, été réalisée.
C’est par exemple le cas de l’étude de problèmes de partage décentralisés, où la négociation
entre les agents prend un rôle prépondérant. De tels contextes de partage pourront par exemple
permettre la prise en compte d’un comportement face au risque diﬀérent selon les agents, ce qui
est impossible avec l’approche ex-post dans le cas de partages centralisés.
La négociation dans les problèmes de partage a été largement étudiée dans le contexte non
risqué, en particulier par Chevaleyre et al. (2004, 2005) du point de vue algorithmique ; Wool-
dridge et Parsons (2000) s’intéressent quant à eux à la constitution d’un langage de négociation,
et Sandholm (1998) s’interroge sur la convergence de diverses méthodes de négociations et leur
optimalité. L’extension de l’ensemble de ces travaux au contexte risqué constitue une perspec-
tive intéressante, d’autant plus qu’un tel cadre de partage apparaît de plus en plus comme une
nécessité dans les applications réelles.
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Modélisation, représentation et résolution de problèmes de partage équitable de biens
indivisibles soumis au risque.
Le développement et l’utilisation de systèmes complexes multi-utilisateurs, ou encore la mise en réseau
de systèmes d’observation ou d’information pose des problèmes complexes de partage de ressources entre
les utilisateurs. La particularité de ces systèmes, impliquant plusieurs utilisateurs humains ou entités
organisationnelles est que le partage des ressources doit satisfaire les préférences souvent antagonistes des
utilisateurs et répondre à des exigences d’équité. Ce travail de thèse a pour objet l’étude des problèmes
de partage de ressources indivisibles entre des agents ayant des préférences complexes sur ces ressources.
Nous nous intéressons plus particulièrement à la modélisation de problèmes de partage en univers risqué.
En eﬀet, dans de nombreux problèmes d’allocation de ressources réels, la part revenant réellement à
chaque agent après le partage de la ressource dépend de facteurs exogènes. C’est le cas par exemple
dans les systèmes d’observation (satellitaires, capteurs embarqués,...), dans lesquels la réalisation d’une
requête donnée dépend non seulement des conditions climatiques sur le secteur à observer, mais aussi du
bon fonctionnement du capteur, de l’absence de brouillage du signal, etc. L’introduction de risque dans
les problèmes de partage implique la redéﬁnition des notions classiques de choix social (utilité, absence
d’envie, ...), et l’agrégation collective des préférences des agents s’en trouve compliquée. Au cours de ce
travail de thèse, nous nous sommes tout d’abord intéressés à l’étude de cette extension au risque du
formalisme associé aux problèmes de partage classiques : nous proposons un modèle simple de problèmes
de partages de biens indivisibles en présence de risque, toutefois assez général pour rester proche des
applications réelles considérées, et nous introduisons une extension générale des méthodes d’évaluation
non risquées pour de tels partages. La seconde partie de ce travail de thèse porte sur l’algorithmique
associée à ces problèmes, dont la résolution est notablement complexiﬁée par la présence de ressources
risquées. Pour plusieurs critères d’évaluation (choisis car visant à garantir une certaine équité des solutions
qu’ils suggèrent), nous proposons des algorithmes de résolution exacte et approchée des problèmes de
partage associés.
Mots clés : Partage équitable, choix social, décision collective, risque, timing eﬀect, algorithmique,
programmation par contraintes, méthode de Monte-Carlo.
Fair allocation of risky indivisible items : representing, modeling and solving.
The development and use of complex multi-user systems, or the networking of observation ou infor-
mation systems raises complex resource allocation problems. The particularity of these systems, which
involve several human users or organisational entities, rests in the fact that the share of resources must
satisfy the often conﬂicting preferences of users and comply with equity exigences. This thesis deals with
the problem of fairly allocating indivisible goods to a set of agents having complex preferences over these
goods. We are more particularly interested in the modeling of fair allocation problems in a risky setting. In
numerous real-world resource allocation problems, the actual share each agent receives after the allocation
often depends on exogenous factors. This is for instance the case with the observation systems (satellites,
embedded sensons, etc.) where the realisation of a request not only depends on weather conditions over
the observation area, but also on the potential sensor malfunction, on the absence of jamming of the
signal, etc. Introducing the risk in allocation problems implies the redeﬁnition of classical social choice
notions such as utility or envy-freeness for instance, and the collective aggregation of agents preferences
becomes more complicated. We have studied in this thesis the extension of allocation problem formalism
to a risky setting : we present a simple model for risky indivisible goods allocation problems, yet general
enough to encompass most of the real-world applications, and we introduce a general extension of risk-free
evalution methods for such allocations. The second part of the work concerns the algorithmical issues
related to theses problems, whose resolution is signiﬁcantly complexiﬁed because of the risky setting. For
several evaluation criteria (selected for the equity of the solutions they suggest) we present both exact
and approached resolution algorithms for the related allocation problems.
Keywords : Fair allocation, social choice, collective decision-making, algorithmics, constraint pro-
gramming, Monte-Carlo method.
