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ABSTRACT 
Iterative methods are considered for the numerical solution of 
large, sparse, nonsingular, and nonsymmetric·systems of linear 
equations~=£, where it is also required that A is p-cyclic (p~2). 
Firstly, it is sho~ that the SOR method applied to the system 
with A as p-cyclic, if p>2, has a slower rate of convergence than 
the SOR method applied to the same system with A considered as 2-
cyclic under some conditions. Therefore, the p-cyclic matrix A should 
be partitioned into 2-cyclic form when the SOR method is applied. 
Secondly, the SOR and related methods such as modified SOR, 
Sheldon, Modified She.ldon and cyclic Chebyshev semi-iterative (CCSI) 
methods, and their o1-norms are studied and compared for a class of 
2-cyclic and nonsymmetric linear systems. It is shown that the SOR 
is the best method in the sense of spectral radius while the CCSI 
scheme is by far the best with respect to the o1-norm, followed by 
the SOR, modified Sheldon, and Sheldon methods. 
Thirdly, the generalized conjugate gradient (GCG) method is 
investigated when A is 2-cyclic and has positive real part. Some 
equivalences with the conjugate gradient (CG) method and the 
effective use of it are given. The convergence bcunds are improved 
in some cases. 
Finally, applications to the iterative solutions of the least 
squares problems are included. 
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CHAPTER 1: INTRODUCTION 
The problem of solving a large system of linear equations of the 
form, 
(1-1) 
E n,n n where A R is a large, sparse and nonsingular matrix, b E R is a 
given column vector, and~ E Rn is the unknown column vector, occurs 
frequently in scientific studies. This is especially true for problems 
involving the solution of partial differential equations by finite 
difference or finite element methods. 
Techniques {methods) for solving linear systems are classified as 
either direct methods or iterative methods. In the absence of the 
-1 round-off error, direct methods compute the exact solution x*~A b 
with a finite number of numerical operations, where the matrix A is 
changed during the computation process, while iterative methods compute 
a sequence of approximate solutions that converge to the exact solution. 
The use of -tM such algorithms hasAadvantage that the matrix A is not 
altered during the computation. 
Storage requirements and preservation of sparsity greatly affect 
the choice of numerical methods for solving such systems. Therefore, 
iterative methods are certainly a useful and attractive alternative to 
the already existing direct methods, such as Gaussian elimination. 
The iterative methods have a long and interesting history, which 
can date back to the early work of Gauss [1823], Jacobi [1845) and 
Seide1 [1874) in the 19th century. Later, Southwell [1946] and his 
associates used iterative relaxation procedures {a noncyclic iterative 
2 
method). The advent of high speed computers led to the development 
of systematic (or cyclic) iterative procedures, such as the successive 
overrelaxation (SOR) method of Young [1950] and Frankel [1950]. 
Among the several generalizations of the SOR method developed 
later are block SOR and SSOR methods for the system with matrix A 
symmetric and positive definite. See, e.g. Arms et al [1956], Varga 
[1960] and Parter [1959,1961,1965] for the block SOR,.Sheldon [1955] 
and Ehrlich [1963,1964] for the block SSOR. These methods are typical 
of the basic iterative methods that can be written in the form, 
(k+l) (k) 
X =Gx +5!_, (1-2) 
where for some nonsingular matrix Q, 
-1 -1 
G = :t-Q A, 51. = Q !?_ (1-3) 
The matrix Q is usually referred to as the "splitting" matrix or as 
the "preconditioning" matrix for the basic iterative method. The 
matrix Q is often chosen to be a sparse matrix such that any system 
of the form Q~=z can be conveniently solved for~ given z. Typically, 
Q is a diagonal matrix, a triangular matrix, or the product of several 
such matrices. 
Given a basic iterative method that is symmetrizab~e, that is I-G 
is similar to a symmetric and positive definite matrix, it is possible 
to speed-up the convergence by an acceleration procedure. The 
development of acceleration procedures based on the use of Chebyshev 
polynomials began in the early 1950s. See Flanders and Shortley 
[1950], Shortley [1953], Young [1954a,l956], Sheldon [1955], Varga 
(1957], and many others. For more complete discussions see Varga 
[1962] and Young [1971]. The use of. these methods requires that good 
3 
estimates be chosen for the largest and smallest eigenvalues of the 
iteration matrix G. If the estimates used are sufficiently good, 
then the convergence of the accelerated method is faster by an order 
of magnitude than the unaccelerated procedure. In some cases, the 
basic iterative method itself involves a parameter, (the relaxation 
factor for the SSOR method, for example), that must also be estimated. 
It is seldom possible to estimate the iteration parameters to 
sufficient accuracy, ~ pri~ri, without a great deal of additional 
computational work. A number of efforts have been made to develop 
adaptive procedures for parameter estimation. The parameter estimates 
thus obtained can often be used to provide an accurate means of 
estimating the accuracy of an approximate solution of the original 
linear system. This makes it possible to decide when to terminate the 
iterative procedure. Algorithms, theory, and software for these 
adaptive procedures have been developed in the 1980s. See Hageman and 
Young [1981], Mai [1986], and Mai and Young [1988]. 
In the early 1950s Hestenes and Stiefel [1952] presented a new 
iterative method called the Conjugate Gradient (CG) method. The CG 
method, though an iterative one, converges to the true solution of the 
linear system in a finite number of iterations in the absence of 
rounding errors. Because of this and many other interesting properties, 
the CG method attracted considerable attention in the numerical 
community when it was first presented. However, for various reasons 
the method was not widely used, and little was heard about it for many 
years. As noted by Concus et al [197Gb] , there was hardly any mention 
of the CG method in the proceedings of a conference on Sparse Matrices 
and Their Applications held in 1971. The late 1960s and early 1970s 
4 
marked a resurgence in the use of the CG method. A number of papers 
appeared, including those by Daniel [1965,1967], Reid [1971,1972], 
Bartels and Daniel [1974], Axelsson [1974a], O'Leary [1976], Concus 
et al [197Gb], and many others. It can be shown that the CG method 
may be considered as a polynomial acceleration based on the RF method, 
which is the method of Richardson [1910] with fixed parameter (=1). 
It can also be shown that the CG method can be modified so as to 
correspond to a polynomial acceleration procedure applied to a more 
general symmetrizable basic iterative method, see, e.g. Young et al 
[198Qa] and Hageman and Young [1981]. The CG acceleration converges 
at least as rapidly as Chebyshev acceleration and does not require any 
estimates of the largest and smallest eigenvalues of G. The main 
drawback of the CG acceleration, compared with Chebyshev acceleration, 
is that inner products are required for each iteration. Along with the 
development of conjugate gradient acceleration methods came the 
development of preconditioning procedures based on approximate matrix 
factorization schemes, which makes the CG method even more attractive. 
See, e.g. Meijerink and van der vorst [1977], Ajiz and Jennings [1984], 
Axelsson [1984], Axelsson and Linkskog [1986a,b], Axelsson and Polman 
[1986] and many others. 
Note that the word "preconditioning" is used by Turing [1948] and 
by then seems to be standard terminology for problem transformation in 
order to make solutions easier. The first application of the word to 
the idea of improving the convergence of an iterative method may be 
Evans [1968,1973] and Benson [1969], and Axelsson [1974a,b] apply it 
to the CG algorithm. For more details see Golub and O'Leary [198~. 
Beginning in the mid-1970s, intensive work was undertaken to 
I 
I 
I 
I 
I 
I 
_j 
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develop effective iterative procedures for solving linear system (1-1) 
in ~hich A is nonsymmetric and/or indefinite. A number of procedures 
have been proposed for accelerating nonsymmetrizable basic iterative 
methods. Among them are the complex Chebyshev acceleration developed 
by Manteuffel [1975,1977,1978]; the generalized conjugate gradient (GCG) 
method introduced by Concus and Golub [1976a] and Widlund [1978]; and 
the idealized generalized conjugate gradient (IGCG) acceleration 
procedure and its truncated versions considered by many authors, 
including Axelsson [1979,1980], Eisenstatet al [1981], Elman [1982], 
Jea [1982], Vinsome [1976], and Young and Jea [1980,1981]. 
However, this thesis does not deal ~ith a general nonsymmetric 
case. Instead, iterative methods are considered for the case where the 
coefficient matrix A is p-cyclic with p~2 (cf. Varga [1959]). Within 
the past few years, there has been a renewal of interest in the properties 
of p-cyc1ic matrices, see Hadjidimos et al [1988], Hadjidimos and 
Neumann [1989], Galanis et al [1986,1988a-d], varga et al [1984], Wild 
and Niethammer [1987], Li and Varga [1988]. 
Since Varga [1959] considered the p-cyclic matrices as a 
generalization of Young's "property· A", many interesting results have 
been produced for the SOR (SSOR) applied to the linear system with A p-
cyclic. One important feature is, due to the p-cyclic properties, that 
the eigenvalues of the SOR (SSOR) iterative matrix and the associated 
Jacobi iterative matrix, and the iterative parameter satisfy a simple 
functional equation. The convergence domain and/or the optimum 
parameter can be found through investigating the equation under some 
conditions. For the SOR iteration Varga [1959] first gave the functional 
equation and determined the convergence domain and the optimum parameter· 
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Later, in 1964 Tee considered an application of Varga's p-cyclic 
theory. It was shown that finite difference equations for the steady-
state solution of a parabolic equation with periodic boundary conditions 
produce p-cyclic matrices, where p can be arbitrarily large. Recently 
a different proof of Varga's results has geen given by Galanis et al 
[1986,1988a,b] and Wild and Niethammer [1987]. Incthe later discussion 
a further exact convergence domain has also been given in terms of 
Chebyshev polynomials. For the SSOR, a functional equation was given 
by Varga et al [1984], and the convergence domain was discussed by 
varga et al [1984] and Hadjidimos and Neumann [1989] and many others. 
In Chapter 2 of this thesis some definitions and basic iterative 
methods are included for later use. First new results, stopping 
criteria for a kind of nonsymmetrizable iterative procedure (1-2}, 
in this thesis appear in the last section of Chapter 2. 
In Chapter 3, the SOR and SSOR methods are considered for the 
system (1-1} with A p-cyclic. Since a p-cyclic matrix A can also be 
considered as a:~-cyclic matrix for k:2,3, ••• ,p-l, therefore the SOR 
(SSOR} method applied to the p-cyclic matrix A considered as k-cyclic 
may result in different convergence rates. As far as the SOR method is 
concerned, it is shown that partitioning A as 2-cyclic is the best 
according to the convergence rate under some conditions. In addition, 
an economical procedure for k:2 is given. For the SSOR comparisons 
are made based on numerical evidence. 
In Chapter 4 the SOR and related methods, such as modified SOR, 
Sheldon, modified·sheldon and Cyclic Chebyshev Semi-Iterative (CCSI} 
methods, and their o1-norms are investigated and compared for a class 
of 2-cyclic matrices. The main difference from the literature is that 
the associated Jacobi matrix has either zero or purely imaginary 
eigenvalues. 
7 
In Chapter 5, the GCG method of Concus and Golub [1976a] and 
Widlund [19781 is studied for a type of 2-cyclic matrices. Some 
equivalences between the GCG and CG methods are given. The convergence 
bounds given by Eisenstat [1983] are improved in some cases. An 
economical procedure for the GCG, called adjusted GCG {AGCG) procedure 
is developed. 
In Chapter 6 applications to the iterative solutions of large 
sparse least squares problems are included. The GCG, AGCG, CG and 
SOR {or SOR-2) algorithms are developed and numerical comparisons are 
also included. 
Chapter 7 completes this thesis with some general conclusions. 
a 
CHAPTER 2: BACKGROUND ON LINEAR ALGEBRA 
AND BASIC ITERATIVE METHODS 
For the most part of this chapter some fundamental facts about 
linear algebra and some well-known iterative methods will be presented 
for later use. No proofs are given. A basic knowledge of the general 
theory of matrices is presupposed. 
The first main new results in this thesis will appear in the last 
section of this chapter. 
2.1 VECTORS AND MATRICES 
n n Let C (R ) denote the set of all column vectors with n complex 
(real) components. Vectors are usually denoted by a small underlined 
letter. A typical element v of c0 (Rn) is given by, 
v 1l 
v2 
I 
I 
V == I 
I 
Jnj 
(2-1.1) 
(k) n n (k) n n vectors~ , k=l,2, ••• ,m, in C (R ), usually denoted by~ E C (R ), 
are said to be linearly dependent if there exist complex (real) numbers, 
(1) (2) (m) 
a1~ +a~ -t ••• +a~ = o • (2-1.2) 
If this equality holds only when all the constant5ak, k=l,2, ••• ,m,are 
(k) 
zero, then the vectors~ , k=l,2, ••• ,m, are said to be linearly independent. 
9 
Ab . n n f as~s for C (R ) is a set o n linearly independent vectors. Given 
(k) n n 
such a basis, say,~ , k=l, ••• ,n, then any vector~ € C (R) can be 
expressed uniquely as a linear combination of basis vectors, i.e., 
there exists a unique set of numbers a1 ,a2 , ••• ,an such that, 
n 
V= }: 
k=l 
(k) 
a~ (2-1.3) 
Similarly, cn,n (Rn,n) denote the set of all nxn complex (real) square 
matrices. A typical-element of cn,n (Rn,n) is given by, 
fal,l al,2--- -- al,n 
) 
a2,1 a ------a 2,2 2,n 
A = lt I I I I I I I I I I a n,2----- a n,n 
or equivalently, in 
For any matrix 
abbreviated form by A=(ak .), 
,J 
T T A (vector~), A (~) denotes 
(2-1.4) 
for l~k,j:;:n. 
the transpose of A 
(~); AH (~H) denotes the conjugate transpose of A(~). Given two 
vectors~ and~ of en (Rn), the inneP pPoduct (v,w) of the vector v 
with w is defined by, 
(2-1.5) 
2.2 SOME SPECIAL MATRICES 
Identity matPix. The special nxn matrix A=(ak~), where ak,k=l 
and a .=0 if k#j, is called the identity matrix and is denoted by I. K,J 
NonainguZaP matrix. A nxn matrix A is nonsingular if there exists 
a matrix H such that AH=HA=I. If such an H exists, it is unique. The 
-1 matrix His called the inVePse of A and is denoted by A • 
Pe~tation matrix. A permutation matrix P € Rn,n is a matrix 
10 
with exactly one nonzero element, namely unity, in each row and each 
column. 
-1 T It is easy to prove that P =P if P is a permutation matrix. 
IrreduaibZe matrix. A matrix A=(ak,j) of order n (>1) is 
irreducible if given any two non-empty disjoint subsets 5 and T of W, 
the set of the first n positive integers, such that 5+T=W, there exist 
k E 5 and .j E T such that ak,jfO. 
Theorem 2-2.1: A square matrix A is irreducible if and only if there 
-1 does not exist a permutation matrix P such that P AP has the form, 
-1 
P AP = [: :] (2-2.1) 
where F and H are square matrices and where all elements of 0 vanish. 
If A is not irredUcible, then there exists a permutation matrix 
P so that (2-2.1) holds. Thus (l-1) can be solved by reordering the 
equations and relabelling the unknowns to obtain a matrix of the form 
(2-2.1). One can then solve the subsystem with the matrix F and then 
another subsystem with the matrix H. 
Property A [Young, 1950,1954]. A matrix A of order n has 
"property A" if there exist two distinct subsets 5
1 
and 5
2 
of W, the 
set of the first n positive integers, such that s1+52=W and such that 
if kfj and if ~ither ak Jo or a, kfO, then k € 51 and j € s 2 or else ,J J, 
k E 52 and j € sl. 
The following theorem can be regarded as an alternative definition 
of "property )\". 
Theorem 2-2.2: A matrix A has "property A" if and only if there exists 
a permutation matrix P such that P-lAP has the form, 
11 
-1 p AP ~ (2-2.2) 
where D1 and D2 are square diagonal matrices. 
Normally only real matrices will be considered. The real matrix A 
is symmetric if A~AT. A matrix A E Rn,n is symmetric and positive 
definite (SPD) if A is symmetric and if (~,A~)>O for any nonzero vector 
v E en. If A is SPD, then A is nonsingular. The matrix LLT is SPD 
for any real nonsingular matrix L. Also, if A is SPD, there exists a 
unique SPD matrix F such that F.F~A. The matrix F is called the square 
root of the SPD matrix A and is denoted by At. If A E Rn,n, and AT~-A, 
then A is skew-symmetria. H If AA ~I, then A is unitary. H H If AA ~A A, 
then A is normal. A is Herrnitian if A~AH 
Note that if A is real symmetric or if A is skew-symmetric, then 
A is normal. 
2.3 PARTITIONED MATRICES AND P-CYCLIC MATRICES 
In writing the matrix equation ~~£, an ordering of the unknowns 
(and equations) is implied. For the iterative methods which will be 
considered, this implied ordering usually determines the sequence in 
which the unknowns are improved in the iterative process. For block 
iterative methods, blocks or groups of unknowns are improved 
simultaneously, the blocks of unknowns being determined by an imposed 
partitioning of the coefficient matrix A. Such a partitioning is 
defined by the integers n1 ,n2 , ••• ,np, where nk~l for all k and where, 
n1 + n2 + ••• + np ~ n • (2-3.1) 
Given the set {n1 ,n2 , ••• ,np}, which satisfies (2-3.1), the pxp 
12 
partitioned form of the nxn matrix A is then given by, 
Al,l A -----A 1,2 l,p 
A2,1 A ------A 12,2 12,p 
A = I 
I I I 
I I 
(2-3.2) 
I I 
A A 
-----
A p,l p,2 p,p 
where A. • is an nkxn. submatrix. 
k,J J 
If p=n, i.e., if ~=1 for all k, then (2-3.2) is a point 
partitioning of A. 
When p=2, this results in the special case, 
A = (2-3.3) 
which is called a red/bZack partitioning. 
Now assume further that the diagonal submatrices, ~.k are non-
singular, so that the block diagonal matrix, 
D = diag(Al 1 ,A2 2 , ••• ,A ) , I I p,p (2-3.4) 
is nonsingular. Define the block lower and upper triangular matrices 
EandFby, 
r:A,_, 
0 ---------- 0 0 
-Al,2 -A ----A 1,3 1 ,p 
0 
-----------
0 0 0 
-A ----A 2,3 2,p 
-A -A E = 13,1 13,2 
' 
F = 
I I ' I I -A I 
I I I p-l,p 
-A p,l -A p,2 ---- -A p,p-1 0 0 0 - ---- - ---o 
(2-3.5) 
Then, A = D - E - F (2-3 .6) 
If L = -1 D E, -1 u = D F (2-3.7) 
then the matrix B defined by 
13 
-1 B = L+U = I-D · A , (2-3.8) 
is referred to as the (block) Jaeobi matrix, corresponding to the 
matrix A in (2-3.1). 
Of special interest are those matrices A which are of the form 
Al,l A l,p 
A2,1 A2,2 
.... 0 
A3,2 ' 
' A = 
' 
' 
.... 
(2-3 .9) 
' 
.... 
' ' 
' ' .... ' .... 
' 
.... 
l 0 .A p,p-1 A p,p 
Hence, the associated (block) Jacobi matrix B has the form, 
0 B l,p 
0 
' 
' 
B3,2' ', 
0 
B = ' ' ' (2-3.10) .... 
' .... 
' ' 0 ' ' ' ' 
' .... 
' ' 
' .... B 0 p,p-1 
The following definitions are due to Varga [1959,1962]. 
Definition 2-2.1: An nxn matrix B is weakly eyalie of index p (p>l) 
-1 if there exists an nxn permutation matrix P such that P BP is of the 
form of the right hand.side of (2~3.10). 
Definition 2-2.2: If the (block) Jacobi matrix B of (2.-3.8) for the 
matrix A of (2-3.2) is weakly cyclic of index p (p~l), then A is p-ayalia 
relative to the partitioning of (2-3.2). 
Note that if the diagonal submatrices A of (2-3.2) are lxl 
k,k 
matrices, then the property that the matrix A is 2-cyclic in the sense 
14 
of Definition 2-2.2 is equivalent to Young's "property A". It is also 
interesting to point out that by choosing p=2 in (2-3.2), the matrix B 
of (2-3.8) takes the simple form, 
B = (2-3 .11) 
which is obviously weakly cyclic of index 2. In other words any matrix 
A with red/black partitioning (2-3.3), for which the diagonal submatrices 
Al,l and A2 , 2 are nonsingular, is such that the matrix A is then 2-cyclic. 
It is clear by Definition 2-2.2 that for any p-cyclic matrix 
-1 A there exists a permutation matrix P such that A'=P AP has the form 
of (2-3.9). Therefore without loss of generality, it is assumed that 
any p-cyc1ic matrix A considered in this thesis has the form (2-3.9). 
2.4 EIGENPROPERTIES OF MATRICES 
An eigenvaZue of the nxn matrix A is a real or complex number A 
which, for some nonzero vector X' satisfies, 
Ay = AX or (AI-A)y = Q . (2-4.1) 
Any nonzero vector y which satisfies (2-4.1) is called an eigenveator 
of the matrix A corresponding to the eigenvalue A. 
In order for (2-4.1) to have a nontrivia1 solution vector y, the 
determinant of AI-A (denoted by det(AI-A)) must be zero. Hence any 
eigenvalue A must satisfy 
n n-1 det(AI-A) =A +an-lA + ••• a1A+a0 = 0 , (2-4.2) 
which is called the aharaateristia equation of A. Here ak, k=O,l, ••• ,n-1 
are constants depending on A, and 
n 
a0 = (-1) det(A), an-l = 
n 
L ak,k • 
k=l 
(2-4.3) 
I 
------------------------------------------------------------------------------~, 
15 
A in Cn,n n,n A matrix or R has precisely n eigenvalues A1 ,A2 , ••. , 
A , some of which may be complex. The existence of at least one 
n 
eigenvector corresponding to each eigenvalue Ak is assured since 
(2-4.1) with A=Ak has a nontrivial solution. Eigenvectors corresponding 
to unequal eigenvalues are linearly independent. Thus, when all the 
eigenvalues of A are distinct, there exist n linearly independent 
e
n n 
eigenvectors of A, which form a basis for or R . However this is 
not always the case when some eigenvalues of A are repeated. 
-1 Two matrices A and A' are simiZar if A'=W AW for some non-
singular matrix w. Similar matrices have identical eigenvalues. 
For normal matrices there is: 
Theorem 2-4.1: If A € Cn,n is a normal matrix, then there exists a 
unitary matrix U such that 
-1 
U AU = diag(A1 ,A2 , ••• ,Anl (2-4.4) 
If A is Hermitian or real symmetric then Ak' k=l, •.• ,n, are real; if 
A is SPD, Ak>O for all k; if A is skew-symmetric then each Ak is either 
zero or purely imaginary. 
Note that each column of U is an eigenvector of A. 
For general matrices there is: 
Theorem 2-4.2: For any nxn matrix A, there exists a nonsingular matrix 
V such that, 
-1 V AV 
Jl o------o 
0 J ------0 
= J = I 2 I 
I I 
~------ ~ 0 J~J 
, (2-4.5) 
where each Jk' called sub-Jordan bZoak, is a square matrix and has the 
form, 
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(J. 1 
1 
k 
\1 
0 
' 
Jk ..: ' (2-4.6) = 
' 
' 
' 
0 1 
>..k 
and where the Ak' k=l,2, ••• ,m, are the eigenvalues of A. 
The matrix J in (2-4.5) is called the Jordan oanonioaZ form of A 
and is unique to a permutation of the diagonal submatrices. 
It is easy to see that for each Jk there is one column of V which 
is an eigenvector of A. The remaining columns of V associated with Jk 
are said to be prinaipaZ veators of A. The grade of a principal vector 
v is the smallest integer j such that, 
(>..I-Alj~ = Q, (2-4.7) 
where A is the eigenvalue associated with v. An eigenvector is thus 
a principal vector of grade one. For a sub-Jordan block Jk of size 
q ·there corresponds one principal vector for each grade 1,2, ••• ,q. 
For later use the following is included: 
Theorem 2-4.3: Let A and B be nxm and mxn matrices respectively. Then 
AB and BA have the same nonzero eigenvalues. 
Before this section is concluded, some notations are introduced 
that will be used repeatedly in this and subsequent chapters. 
The speatraZ radius S(A) of the nxn matrix A is defined as the 
maximum of the moduli of the eigenvalues of A, i.e., 
S(A) = max 1>..1 
A € SA 
(2-4.8) 
where SA is the set of all eigenvalues of A (i.e., the speatrum of A). 
If the eigenvalues of A are real, let m(A) and M(A) denote, 
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respectively, the algebraically smallest and largest eigenvalues of A, 
i.e., 
m(A) = min A 
A € SA 
2.5 VECTOR AND MATRIX NORMS 
M(A) = max A 
A € SA 
(2-4.9) 
The concepts of vector norms and matrix norms plus the spectral 
radii of matrices considered in the last section play an important 
role in iterative numerical analysis. As will be seen, these will be 
the basis for deciding which of two iterative methods is more rapidly 
convergent. 
Consider first vector norms. A vector a-norm I /.1 I is a non-
a 
negative function on the space en (Rn), with the following properties: 
€ e
n n for any~ and~ (R ), 
llvll >O, if v</0 
- a. --
/lvl/ =0, if v=O 
- a --
/lcvll =lcl llvJI for any complex (real) number c 
- a - ex 
It can be verified that, 
llyll2=v'(~·~' 
II~IIT=II'!Y/1 2 
are vector norms. Here T is an nxn nonsingular matrix. 
(2-5.1) 
(2-5.2) 
Now consider matrix norms. A matrix f3-norm / J.l/e is a non-
negative function on the space cn,n (Rn,n), with the following properties: 
for any A and B € Cn,n (Rn,n) 
IIAile>o if Mo 
IIAII e=o if A=o 
//cA// 13=/c///A// 13 for any complex (real) number c 
/J A+B // tl :0 //A// tl + // B // tl 
I/ AB /1 tl!O //A// 13 //B 1/ tl 
It can also be verified that, 
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//AI/ 2=[S(AHA)]t (2-5.3) 
//A//T=//TAT-1 // 2 , (2-5.4) 
are matrix norms, where T is an nxn nonsingular matrix. In addition, 
it can be shown that for a=2,T, 
1\Avl\ 1S IIAII 1/vll 
- a a - a 
If a vector norm I /.1 la and a matrix norm /I./ Is satisfy, 
IIA~IIa :: I/AII 8 1/~IIa 
(2-5.5) 
(2-5.6) 
n n 
for all v E C (R ), then the two norms are said to be consistent or 
compatibZe. Thus vector 2- and T-norms are consistent with matrix 2-
and T-norms .. respectively. 
An important property of matrix norms is that: 
Theorem 2-5.1: For any matrix norm I 1:1 Is then 
S(A) :i //AilS (2-5. 7) 
Note that it follows from (2-5.3) and (2-5.4) that if A is Hermitian, 
real symmetric, SPD or skew-symmetric, then, 
11 A 11 2 = S (A) , (2-5.8) 
-1 
while if TAT is Hermitian, real symmetric, SPD or skew-symmetric 
then, 
/I A I/ T = S (A) • (2-5.9) 
(1) (2) The sequence of vectors ~ ,v , •.• , is said to converge to a 
limit~ if, 
(2-5.10) 
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(1) (2) Similarly, a sequence of matrices A ,A , ••• , is said to converge 
to a limit A if, 
limit ~m) = 
m->o> ,j ak,j' k,j=l,2, ••• ,n, (2-5.11) 
Theorem 2-5.2: (k) The sequence v , k=l,2, ••• , converges to v if and 
only if for any vector norm 11 • 11 
et 
limitllv(k) -vi I 
k->o> - - et 
= 0 . (2-5.12) 
(k) Theorem 2-5.3: The sequence A , k=l,2, ••• , converges to A if and 
only if for any matrix norm 11.1 la 
limitiiA<kl_AIIa = o . 
k->oo 
(2-5.13) 
Theorem 2-5.4: k k limit A =0 and limit A v=O for any vector ~ if and 
only if S(A)<l. 
2.6 BACKGROUND ON BASIC ITERATIVE METHODS 
In this section, general principles concerning convergence and 
rate of convergence of basic iterative methods will be discussed briefly. 
Also, those basic methods considered in later chapters will be 
described. 
As was mentioned in Chapter 1, a basic iterative method for 
solving (1-1), i.e., for solving, 
Ax = b ' (2-6.1) 
is given by, 
(k+l) (k) 
X =Gx +.2_, (2-6. 2) 
where, -1 -1 G = I-Q A, .2_ = Q b , (2-6.3) 
Here Q is the splitting or preconditioning matrix with certain 
properties described in Chapter 1. 
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CompZete Consistency 
Note that (2-6.3) together with the fact that A is nonsingular 
imply that ~* is a solution to the related system, 
(I-G)~ = 9_ , 
if and only if x* is the unique solution to (2-6.1), i.e., 
-1 
x* = A b 
(2-6.4) 
(2-6.5) 
An iterative method (2-6.2) whose related system (2-6.4) has a unique 
solution x* which is the same solution of (2-6.1) is said to be 
compZeteZy consistent. 
If {x(k)} is the sequence of iterates determined by (2-6.2), then 
the complete consistency means that (a) if ~(k)=~* for some k, then 
x(k+j)=x* for j~O and (b) if the sequence x(k) converges to some 
.... .... 
vector ~, then x=x* 
It is always assumed that the basic iterative method (2-6.2) 
is .. completely consistent since this property seems essential for any 
reasonable method. 
Convergence 
Another property of basic iterative methods, which is not always 
assumed, is that of convergence. The method (2-6.2) is convergent 
if for any initial guess ~(O), the sequence {~(k)} determined by 
(2-6.2) converges to~*· A necessary and sufficient condition for 
convergence is that, 
S (G) < 1 • (2-6.6) 
Rate of Convergence 
To. measure the rapidity of convergence of the basic iterative 
method (2-6.2), let the error vector E(k) be defined by, 
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E (k) = X (k) -X* (2-6.7) 
Using (2-6.2) together with the fact that x* also satisfies the related 
equation (2-6.4), then, 
(k) (k-l) E = GE = (2-6.8) 
Therefore for a=2 and T by (2-5.5) 
(2-6.9) 
Thus, IIGk 11 gives a measure by which the norm of the error has been 
a 
reduced after k iterations. The average rate of aonvergenae of (2-6.2) 
is defined by. 
(2-6.10) 
Here and throughout this thesis, logx denotes the logarithm of x to 
the base e. For two methods with iteration matrices G
1 
and G2 , the 
method with iteration matrix G1 is faster for k iterations than the 
other if ~(G1)>~(G2 ). 
It can be shown that if S(G)~l, then for a=2 and T 
limitiiGklll/k = S(G) . 
k.- a 
(2-6.11) 
This leads to the definition of the asymptotic rate of convergence as 
R~(G) =limit ~(G) = -logS(G) • 
k-
(2-6.12) 
Note that whereas ~(G) depends on the a-norm which is used, R"' (G) is 
independent of a. The larger R (G) is the better the method is. 
~ 
In 
other words, the smaller S(G) is the faster the method converges. 
If S(G)<l, a rough approximation to the number of iterations k 
needed to reduce the norm of the initial error vector by a factor E 
can be given by, 
k - -(logE)/R (G) • 
"' 
(2-6.13) 
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The estimate given by (2-6.13) is often much too low if the matrix G 
has principal vectors of grade two or higher associated with one or 
more eigenvalues of G. The use of the approximate formula, 
k ~ -(log£)/~(G) , (2-6.14f 
would give much more accurate results. Unfortunately, ~(G) is 
seldom available for G generated from a general matrix A. However, 
in Chapter 4 ~(G) will be determined for some iterative methods when 
the matrix A is 2-cyclic or has the red/black partitioning. 
ExampZes of Basia Iterative Methods 
Suppose that A has the partitioned form (2-3.2) and let D,E,F,L,U 
be defined by (2-3.4)-(2-3.7). 
a) If the splitting matrix is chosen to be Q=I, then the basic 
iterative method (2-6.2) reduces to the RF method. Thus by (2-6.3), 
G = I-A, 2_ = £ (2-6.15) 
Therefore if A is SPD, then the RF method is convergent if and only if 
M(A)<2. 
b) The (bZoak) Jaaobi method can be deduced from the basic iterative 
method (2-6.2) by choosing Q=D. By (2-6.3) 
(2-6.16) 
Note that G now is the same as the matrix B given by (2-3.8). Usually 
the Jacobi iterative matrix is denoted by B and called the (block) 
Jacobi matrix. 
The Jacobi method is convergent if and only if S(B)=S(G)<l. It 
can be shown that S(B) <1 if A is SPD and A has "property A". 
c) The SOR method is obtained from the iterative scheme (2-6.2) if 
1 Q=-0-E where w is the relaxation factor in the range of O<w<2. Usually w 
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the SOR iterative matrix is denoted by L • In such a.case, by (2-6.3) 
w 
-1 -1 -1 L ~ G = (I-wL) [(1-w)I+wU], ~ = w(I-wL) D £· 
w 
(2-6.17) 
Note that if w=l, the SOR method reduces to the Gauss-SeideZ (GS) method. 
It can be shown that a necessary condition for p(L )<1 is 11-wl<l, 
w 
i.e., O<w<2. It can also be shown that if A is SPD, then the SOR 
method converges for any w such that O<w<2. Moreover, it is often 
possible to choose w so that the SOR method converges rapidly; much 
more rapidly than the Jacobi method or the GS method, for example. 
For more details see varga [1962] and Young [1971]. Here only the 
following result is included: 
Theorem 2-6.1: Suppose that A is 2-cyclic, i.e., A has the red/black 
partitioning (2-3.3), with Al,l and A2 , 2 nonsingular and with the 
associated Jacobi matrix B weakly cyclic of index 2 given by (2-3.11). 
I) 2 If for any 1-1 E SB 1-1 ~0, then the SOR method converges if and only 
if for O<w<2 and S(B)<l, and 
min S(L ) = S(L ,) = ~-1 , 
w w wb 
where the optimum relaxation parameter ~ is given by, 
w • = 2/ (l+h-s2 (B) l b 
(2-6 .18) 
(2-6 .19) 
II) 2 If for any 1-1 E s
8 
1-1 ~0, then the SOR method converges if and only 
if, 
0 < w < 2/(l+S(B)) I (2-6.20) 
min S(L ) = S(L ) = 1-wb , 
w w wb 
and (2-6.21) 
where the optimum wb is given by, 
"'b = 2/ (l+h+s2 (B)) (2-6.22) 
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The result of Case I) is due to Young [1950,1954], and the 
result of Case II) can be obtained from Kredell [1962] and Nie:thammer 
[1964] • 
Note that when A satisfies the conditions of Theorem 2-6.1, then 
the eigenvalues ~ of B and A of L together with the relaxation factor 
w 
w satisfy the functional relationship, 
2 2 2 (A+w-1) = w ~ A (2-6.23) 
which was given by Young [1950,1954]. 
d) The SSOR method can be obtained from the basic iterative method 
(2-6.2) by choosing 
w 1 -1 1 Q = (-D-E) D (-D-F) • (2-w) w w 
If z denotes the SSOR iteration then by (2-6.3), 
w 
':'1 -1 -1 ZW = G = U
1
}w , 2_ = W(2-w) (I-wU) (I-WL) D ~! (2-6.24) 
where, 
-1 UW = (I-wU) ( (1-w) I+WL) , (2-6. 25) 
tJ,e 
is calledkbaakward SOR iteration matrix. 
Note that the SSOR method consists of one (forward) SOR sweep 
followed by one backward SOR sweep. 
If A is SPD, then it can be shown that p(Z )<1 if and only if w 
w 
lies in the interval o<w<2. Moreover, if A is 2-cyclic, it can be 
shown, see, e.g. Young [1969], that; 
z 
w 
" . 
= L~ , w = w(2-w) 
w 
(2-6.26) 
... Thus, the eigenvalues ~ of B and A of z together with parameter w 
w 
satisfy equation X2-6.23), or ~,A and w satisfy the functional 
relationship 
2 2 2 2 2 [A-(1-w) 1 = A(2-w) w ~ , (2-6.27) 
which was obtained by D'Sylva and Miles [1964]. 
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Theorem 2-6.2: Suppose that A is 2-cyclic, i.e., A has the red/black 
partitioning (2-3.3) with Al,l and A2 , 2 nonsingular and with the 
associated Jacobi matrix B weakly cyclic of index 2 given by (2-3.11). 
2 If for any ll E SB ll >.O then, I) 
II) 
S(Z )<1 iff S(B)<l and O<w<2 (j) 
min S(Zw) = S(L1 ) = s
2 (B) 
(j) 
2 If for any ll E SB ll :;o then, 
S(Zw)<l iff O<w<2, when S(B)<l 
- + S(Zw)<l iff w E (O,w1)+(w1 ,2) when S(B)>.l, 
m in S(Z ) = S(Z _) = = S(L ) = 1-w 
(j) 
where wb is given by 
w (j)2 
(2-6.22) and 
wb b 
w~ = l±Y'(s (B)-1) I (S (B) +l) , w~ = 1±11-wb • 
Note that these results of Case II), seem new. They can be proved by 
means of equation (2-6.23). 
2.7 CHEBYSHEV ACCELERATION 
Many basic iterative methods (2-6.2) can be speeded up by the use of 
an acceleration procedure. This is always the case if the basic 
iterative method (2-6.2) is symmetrizable, i.e., there exists a non-
-1 
singular matrix Z such that Z(I-G)Z is SPD. The matrix z is 
referred to as a symmetrization matrix. 
SymmetrizabZe Case 
It follows from Young et al [1980a] and Hageman and Young [1981] 
that the Chebyshev acceleration procedure based on (2-6.2) is defined 
by, 
(2-7.1) 
(0) (-1) . 
where ~ and ~ are arb1trary and w~~~re, 
2 2 -1 
t = [2-M(G) -m(G)] ' pk+l = (l-a / 21 ' 
2 -1 (1-o pk/4) , 
Here, 
a = (M(G)-m(G))/(2-M(G)-m(G)) 
k=O 
k=l 
k~l. 
·Note that if the pseudo-residuaZ o(k) is defined by, 
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(2-7.2) 
(2-7 .3) 
(2-7.4) 
where E(k)=£-~(k) is the residuaZ vector of the system (2-6.1) 
corresponding to ~(kl, then the relation (2-7.1) can be replaced by 
(k+ll = (to(kl+ (kJJ+(l- 1 (k-11 X pk+l - ~ pk+l ~ (2-7 .5) 
It is easy to show from (2-7.1) that, 
(2-7 .6) 
(k) 
where£ is the error vector and the polynomials Pk(G), k=O,l, ••• , 
are defined by, 
P0 (G) =I, Pl (G) = tG+(l-t)I , 
Pk+l(G) = pk+l[tGpk(G)+(l-t)pk(G)]+(l-pk+l)Pk-1 (G), 
Because of the ch~ice of t and {pk}' it can be shown that, 
2x-M(G)-m(G) -1 
pk(x) = Tk( M(G)-m(G) )/Tk(o ) ' 
where Tk(x) is the Chebyshev polynomial of degree k defined by, 
-1 
= cosh(kcosh x) 
= H (x+fx2:')k+(x+lx2 -1) -kl 
Also since Tk(l)=l, 
S(Pk(G)) = max lP (I!) I = 
m(G):>Il:>M(G) k 
where, 
r = 
2rk/2 
.k l+r 
(2-7. 7) 
(2-7.8) 
(2-7 .9) 
(2-7,10) 
(2-7 .11) 
27 
Moreover, since (2-6.2) is symmetrizable, it follows from (2-7.6)-
(2-7.8) that, 
and 
jj~(k)_~*JJZ = jjPk(G)(~(O)_~*)jjz 
k/2 ~ 2r k ll~<o>_~*llz 
l+r 
(2-7.12) 
(2-7.13) 
where for any nonzero vector~ and matrix u, Kk(~,U) is defined by, 
(2-7 .14) 
and is called the K~lov space, and where Z is the symmetrization 
matrix. 
Note that the polynomials Pk(x), k=O,l, ••• , of (2-7.8) have the 
following property, see, e.g. Young [1971]. For each k, let Qk(x) be 
any real polynomial of degree k or less such that Qk(l)=l. Thus, 
S(Pk(G)) = max 
x E SG 
(2-7.15) 
Here SG is the smallest convex set which contains SG. 
Also note that the Chebyshev polynomial Tk(x) of (2-7.9) is an 
even (odd) function of x if k is even (odd). It can also be shown 
(Varga [1962]) that 
Skew-Symmetrizable 
limit 
k-><» 
= 2/<l+h-in . 
If there is a nonsingular matrix W such that WGW-l is skew-
(2-7.16) 
symmetric, then the basic iterative method (2-6.2) is referred to as 
skew-symmetrizable. Such a matrix w is called a ske~ symmetrization 
matrix. 
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Similar to the Chebyshev acceleration procedure given above, 
the Chebyshev acceleration procedure in this case is given, see e.g., 
Hageman and Young [1981), by, 
(k+l) _ I (k) I (k-1) ~ - pk+l (G~ +_2) + (1-pk+l) ~ I k~O I (2-7.17) 
where X (0) and x (-1) are arbitrary and where {pI} k is given by, 
1, pi = 2 -1 } pi = (l+!S (G)) 1 2 
pk+l 
1 2 -1 
= (1~ (G) ·Pfl I k=2,3, ••• 
(2-7 .18) 
(k) 
Letting e be the associated error vector then it can be shown 
that, 
(2-7.19) 
where, 
(2-7 .20) 
Here i satisfies i 2=-l, and here Tk(x) is the Chebyshev polynomial 
given by (2-7.9). 
Note that in the case concerned G has purely imaginary eigenvalues. 
Thus from (2-7.20) and (2-7.9) 
s (Pk (G)) = 1/ /Tk (1/iS (G)) I 
= 2rk/2/[l+(-l)krk) , 
where, 
r = 
Though a similar result to (2-7.15) cannot be given like in the 
symmetrizable case, Manteuffef[l977) has shown that 
limit [S(Pk(G)))l/k. ~limit [max_ /Qk(z)/Jl/k 
k->«> k-+oo z € SG 
(2-7.21) 
(2-7.22) 
for any polynomial Qk(z) of degree k or less with Qk(l)=l. He also 
noted that this asymptotic behaviour is achieved very quickly. 
It is interesting to note that the sequence {pk} defined by 
(2-7.18) has a limit wb given by (2-6.22), i.e., 
limit p ' = p' = k w 
k>«> 
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(2-7.23) 
It also can be shown that {p2k} and {p2k+l} are monotonely increasing 
and decreasing respectively to the limit wb. 
It seems that the above results do not appear in the literature. 
However, their proofs are not too difficult. Therefore they are 
omitted. 
Because of (2-7.19) and (2-7.21), 
ll~(kl_~*llz ~ S(Pk(GJ>II~<o>_~*llz 
k/2 
= 
2r k II~(OJ_~*IIz 
(1+(-lfr ) 
(2-7.24) 
Here r is given by (2-7.22). Moreover it can be shown that P2k(x)= 
l+(l+xJQ2k_2 (x) (1-x) and P2k+l (x)=x+(l+xJQ2k-l (x) (l-x) 1 where if ~<0 
polynomial Q~(x)=O. Thus it follows from (2-7.19) that, 
x (2k) -x (O) E (I+G)K (o (O) G) 
- - 2k-, 
(2k+l) (0) (0) (0) 
x -x E ! + (I+GJK2k+l (! ,G) 
} (2-7 .25) 
since (2-7.26) 
Before this section is concluded, note that when x is real and 
x E [-1,1], then the Chebyshev polynomial T (x) defined by (2-7.9) can 
n 
be expressed by, 
-1 T (x) = cos(ncos x) = cosnS 
n 
-1 
where 8=cos x E [0,~]. 
2.8 THE CG ACCELERATION 
(2-7 .27) 
When the basic iterative method (2-6.2) is symmetrizable, there 
exists a nonsingular matrix Z such that, 
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. -1 -1 -1 Z(I-G)Z = ZQ AZ I (2-8.1) 
is SPD. Thus the matrix, 
T T -1 T -1 T -1 -1 Z Z(I-G) = Z ZQ A = Z (Z(I-G)Z )Z = Z (ZQ AZ )Z 1 (2-8.2) 
is also SPD. 
In this case the CG acceleration can be applied to the basic 
iterative method (2-6.2) and is given, see e.g., Hageman and Young 
[1981], by the following: 
~(O) is arbitrary 
(k+l) (k) 0 . (k) 
X = X +~k£ 1 k=0 1 1 1 ••• 
(k) - ' 
{ 
5 (0) 
E. = • (k) (k-1) 
~ +C1k£ I k=l,2, ••• 
a = k , k=l,2, ... 
sk = lli<k> II~I<E.<k> ,zTz<r-GlJ2.<k>, 
= lli (k) 11 ~/ (£ (k) ,ZTZQ -lA£ (k)) I k=0,1, ••• 
Here o(k) is the pseu~o-residual vector given by, 
_f (k) = G~ (k) +g-~ (k) 
(2-8.3) 
(2-8.4} 
(k) (k) 
Letting£ =~ -~* be the error vector, then it can be shown 
that, 
e (k} = P (G}E (O) 
- k - (2-8.5) 
x(k)_x(O) € Kk<i(O) ,I-G) = Kk<i(O) ,Q-1A) (2-8.6) 
and, T ( ) (k) ( T -1 (k)) (2 8 7) (_y_,z Z I-G e ) = .Y.• Z ZQ Ae: = 0 , - • 
for ally € Rk<i(O) ,I-G)=Kk(i(O)Q-1A). See e.g. Young et al [1980a). 
Here pk(x) is a real polynomial of degree k or less with pk(l)=l. 
T T -1 Since Z Z(I-G)=Z ZQ A is SPD, it follows from (2-8.6) and (2-8.7) 
that, 
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~~~ {k) -~* 11 (ZTZ (I-G)) h ll:y_-~* 11 (ZTZ (I-G)) t (2-8.8) 
for {0) {0) any :y_ E ~ +"\ (.2_ ,I-G). 
Note that if we let {~~)}and ~~)denote the iterates of the 
Chebyshev and CG accelerations respectively, then it can be shown from 
(2-7.6), (2-7.10), (2-7.12) and (2-8.8) that, 
11 {k)_x*ll T ! <l.lx{k)_x*ll T t !'cG - (Z Z (I-G)) . ' -eH - (Z Z (I-G)) 
(2-8.9) 
where r is given by (2-7.11). It follows that the average rate of 
convergence of the CG acceleration method, when measured in the 
[ZTZ(I-G)Jt-norm, is at least as large as that for the corresponding 
Chebyshev procedure. 
2.9 THE GENERALIZED CONJUGATE GRADIENT ACCELERATION 
The Generalized Conjugate Gradient (GCG) method of Concus and 
Golub [1976a] and Widlund [1978] is suitable for acceleration the 
basic iterative scheme (2-6.2) which is skew-symmetrizable i.e., there 
-1 
exists a nonsingular matrix z such that ZGZ is skew-symmetric. Note 
that the matrix, 
T T -1 Z ZG = Z (ZGZ )Z , (2-9.1) 
is also skew-symmetric. 
Note also that from the related system (2-6.4) the following 
system can be obtained, 
A'y ::; .£' I (2-9.2) 
where -1 -1 A' = Z(I-G)Z = I-ZGZ , X = Z~, £' = Z~ • 
Thus, the standard GCG method of Concus and Golub [1976a] ca.n be applied 
to (2-9.2) since G'=ZGZ-l is skew-symmetric. This gives the following 
GCG formulas: 
(0) (-1) Let x be given and ~ =Q 
i(k) = G~(k)+~-~(k) = Q-1£-Q-l~(k) I k=O,l, ••• 
pk = /li(k) ~~~ t k=O,l, •• • 
(k+l) 
X 
{
1, 
-1 [l+(pk/pk-1)/wk] ' 
k=O 
k>O 
(k-1) (' (k) (k) (k-1)) k 1 
= x +ook 1 u +x -x , =0, , .... + - - -
l 
The above method represents a slight extension of the GCG 
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(2-9.3) 
procedure presented by Concus and Golub [1976a] and Widlund [1978]. 
It is equivalent to their method if Q is SPD and Z=Qt or z is any 
T 
matrix such that z Z=Q. 
It can be shown that, 
(2-\:!.4) 
where Pk (x) is an even (odd) polynomial of degree at most k for k 
(k) (k) 
even (odd) and Pk(l)=l, and where E =x -x*. Moreover, it can also 
be shown that, 
~(k)-~(0) € Rk<i(O) ,G) = Rk(o(O) ,I-G) 
(~,ZTZ(I-G)~(k)) = (~,ZTZQ-lA£(k)) = 0 I 
for all v € Rk<i(O) ,G)=Rk(i(O) ,I-G). 
(2-9.5) 
(2-9.6) 
Since ZTZ(I-G) is not symmetric, a similar result to (2-8.8) in 
the symmetrizable case does not exist. However, Eisenstat [1983] 
has shown that: 
Theorem 2-9.1: Let {~k} be the iterates of (2-9.3), then, 
~ (2k) -~ (0) € (I+G)K2k <i (0) ,G) 
x(2k+l)_x(O) € i(O)+(I+G)K2k+l (i(O) ,G) 
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and 
It follows from (2-7.24) and (2-7.25) that: 
Theorem 2-9.2: Let{~=)} and{~~~} be the iterates of the Chebyshev 
and GCG acceleration procedures respectively in the skew-symmetrizable 
case, 
(2-9. 7) 
(2-9.8) 
where Z is the skew-symmetrization matrix and where r is given by 
(2-7.22). 
Thus the convergence for the CGC acceleration, in the z-norm, 
is at least as fast as that for the corresponding Chebyshev acceleration. 
It is believed that this result is new. The upper bound (2-9.8) is due 
to Eisenstat [1983]. 
2.10 THE STOPPING CRITERION 
Consider now the problem of stopping the iteration procedure. 
This involves deciding whether or not the current iterate x(k) is a 
sufficiently accurate approximation to the true solution ~* of the 
system (2-6.1). If x* were known, then it would be reasonable to 
accept the approximate solution x(k) if 
(2-10.1) 
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Here a is a prescribed norm and e is a given tolerance precision, i.e. 
-6 
a prescribed small number, say 10 
However, since~* is usually not known in advance, alternative 
stopping criterion has to be used. Sometimes the pseudo-residual 
(k) k (k) i =G~ +,<I-~ has to be used to approximate the error vector 
e(k)=x(k)_x*. However, even though ll§.(k) I la is small, ll.£(k) I la 
may be very large. This point can be illustrated in the following 
example. Let, 
A= 
[
1. 
1. 
1.-lo-
5] 
1 b = 
1. 
Then the exact solution ~*= (1,1) T. Now suppose A has the splitting, 
A = r:· J fo 10-:-l.J = I-G. l-1. 
Then the iterative procedure (k+l) (k) b X =Gx + is convergent since 
-5 1 (O) T . S(G)=(l.-10 ) <1. If we choose~ =(2.,0) as an 1nitial guess 
(0) (0) T 
vector, then we have.£ =~ -~*=(1,-1) • h (0) . T us, ~ ~s in no sense 
near to x*. (0) -5 T However, it'has a very small pseudo-residual§. =(-10 .,0) • 
SymmetrizabZe Case 
If the basic iterative method (2-6.2) is symmetrizable, then from 
Hageman and Young [1981] 
11 (k) 11 < 
1 116 (k) 11 
.£ Z ' (1-M(G)) - Z (2-10.2) 
where Z is the symmetrization matrix. It is clear that if, 
then ll.£(k) I lz~e. Therefore (2-10,3) as a stopping criterion is 
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quite safe. As to the relative error, it follows from Jea and Young 
[1988] , that, 
11~ (k) 11 z {1-m(G)} 11 0 (k) 11 
- z 
11~* llz ~ {1-M (G)} II.<III z 
(2-10.4) 
Thus if, 11 0 (k) 11 {1-m(G)} - z 
{1-M(G)} ~ E 
ll.<IIIz 
(2-10.5) 
then ll.£(k) 11/11~*1 lz~E· Therefore the convergence is achieved. 
Note that for both stopping criterion (2-10.3) and (2-10.5) it 
is necessary to know the eigenvalue information of G, i.e., the 
largest M(G) and smallest m(G). 
Skew-SymmetPizabZe Case 
For the general basic iterative procedure (2-6.2) there is no 
k . . h. b (k) d '(k) . th nown SLmple relat1ons 1p etween ~ an ~ as ex1sts in e 
symmetrizable case. Now it will be shown that when the basic iterative 
method (2-6.2) is skew-symmetrizable, a simple relation between E(k) 
and o(k) can be given. 
Lemma 2-10.1: If A=I-N with N skew-symmetric, then 
M(ATA) = l+S2 (N) , m(ATA)~l • 
Proof: First, note that since N is skew-symmetric, if ~ E SN then 
2 
u ~o. 
T 2 T Then since A A=I-N , therefore for any eigenvalue A of A A there 
exists a 2 J.! E SN such that A =1-~ • 
concluding the proof. 
T 2 T Thus M(A A)=l+S (N) and m(A A)~l, 
Theorem 2-10.1: If the iterative procedure, 
(k+l) (k) 
X =G~ +SI. 
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-1 -1 derived from A!=£ with G=I-Q A and ~=Q £, is skew-symmetrizable, Z 
is the skew-symmetrization matrix, and if, 
(k) (k) 
E = .!_ -:E_*, 
then 
where Q is the splitting or preconditioning matrix and -1 x*=A b. 
- -
Proof ·• s· (kl d ,Ckl t' f ~nee e an ~ sa ~s y 
then, 
Thus from Lemma 2-10.1, 
110 (k) 11 
- z 
which completes the proof. 
Thus by the above theorem, if 
then I l~(k) I lz~e. Therefore (2-10.8) is really a good stopping 
criterion. 
Now consider the relative error. 
Note that since ~* satisfies (I-G)~*=~, then, 
-1 
where G'=ZGZ is skew~symmetric. By Lemma 2-10.1, 
Thus, 
III-G'II2. = [l+S2 (G'))! = [l+S2 (G))! 
~~~* 11 z >. 1/.2.1/ z/ (l+S2 (G)) t • 
{2-10.6) 
(2-10.7) 
(2-10.8) 
(2-10.9) 
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Combining (2-10.9) and (2-10.6) gives: 
Theorem 2-10.2: Under the conditions of Theorem 2-10.1 
11 0 (k) 11 
- z (2-10.10) 
ll.2.llz 
Note that [l+S2 (G)]t plays the role of the condition number. 
The pseudo-residual vector may be magnified by as much as a factor of 
[l+S2 (G)] t. 
It follows from (2-10.10) that if 
[l+S2 (Gll 1 ll~(k)llz!ll.2.llz ~ e (2-10.11) 
then ll.£(k) llz/l[~*llz~e. Thus (2-10.11) can be used as a relative 
error stopping criterion. However, for the use of (2-10.11) it is 
necessary to know some information about the spectral radius S(G) of 
G as in the symmetrizable case. If it is necessary to use the relative 
error and S(G), (or even an approximation), is not available, the 
following, 
(2-10.12) 
can be an alternative choice since x(k) may be near to x* ·and 
ll~(k) llz may approximately be ll~*llz• 
It is believed that the above stopping criteria will play 
important roles in developing the adaptive procedure for the Chebyshev 
acceleration. On the other hand the latest estimated S(G) can be 
used in the role of (2-10.11). For the GCG acceleration the 
approximated S(G) may also be determined by computing the spectral 
radius of a certain tridiagonal matrix as Hageman and Young [1981] 
considered for the CG acceleration in the symmetrizable case. However, 
all of these will not be considered in this thesis. 
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CHAPTER 3: THE SOR AND SSOR METHODS 
AND P-CYCLIC MATRIX 
3.1 INTRODUCTION 
In this chapter the SOR and SSOR methods will be considered for 
the system 
(3-1.1) 
where b E Rn and A E Rn,n is p-cyclic and nonsingular and is given by 
(2-3.9), i.e., 
A ) 
l,p 
' ' 
' ' 
0 
' ' 
' ' A = 
' ' 
' 
' ' ' ' ' ' 
' ' 
' ' 
' ' 
' ' ' 0 A A p,p-1 p,p 
where ~,k ~·~ p E R are nonsingular and 2 ~ 
D = p 
0 
F = p 
' 
' 
' 
' 
' 
' 
0 
' 
'A p,p 
0 
0 
', 
' 
0 
' 
' 
' 
E = p 
A l,p 
c 
' 
' 
',o 
k=l 
= D - E F (3-l. 2) p p p 
= n and where, 
(3-1.3) 
Letting, 
-1 
= -~ ~ 1 k=21•••tP k,k k,k-l 
then the associated (block) Jacobi matrix B is given by 
p 
B = p 
' 0 
0 
', ' 
...... '' .... 
'· ' 
B l,p 
B ·o p,p-1 
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(3-1.4) 
(3-1.5) 
Thus, the SOR and SSOR methods applied to (3-1.1), called SOR-p and 
SSOR-p methods, respectively from Section 2.6 are given by, 
(k+l) L(p) (k) ( wL l -1 -lb SOR-p: x = X +w I- D 
w - p p-
SSOR-p: 
where, 
and where, 
x(k+l) = Z x(k)+z 
z 
w 
u<Pl 
w 
w-
-1 
= 0:-wL ) [ (1-w) I+wU ] , p p 
= u<Pl L (p) 
(JJ (JJ I 
= (I-wU ) -l [ (1-w) I+WL l , 
p p 
-~ -r -1 
z = w(2-w)(I-wU )(I-wL) D b p p p-
-1 
L = D E I p p p u p 
-1 
= D F p p 
(3-1.6) 
(3-1.7) 
(3-1.8) 
(3-1.9) 
(3-l.lO) 
As noted in Section 2.3, the rates of convergence of the SOR and 
SSOR may depend on the partitioning of A. In order to make the 
convergence of the SOR or SSOR method faster it may be necessary to 
consider other partitionings of A. For example, let p=4. The A may 
be partitioned as the following 3-cyclic matrices, 
A I I A 
1,1 I I 1,4 
----,-------- ;----
A I A 
2,1 1 2,2 
I I 
IA32 A33' I t I 1 
-- - -,-- ---- ----,----
A4,3 ! A4,4 
I 
or as the following 2-cyclic: 
A 2,2 1 
-------,------
A3,2 :A3,3 
I 
1A4 3 A4,4 
' ' 
Al,l :Al4 
I ' 
I 
A A I 2,1 2,21 I 
- ----- --1---- L- --
A3 ,2 : A3 ,3 : 
- - - - - - _,_. - - -t- ---
: A4 3 : A4 4 
I f I I ) 
Al,l 
---1----------
A lA 2,1 I 2,2 
I 
IA3 2 A3,3 
I ' 
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(3-1.11) 
(3-1.12) 
Thus, it is clear that the p-cyclic matrix A of (3-1.2) may be 
partitioned as p-l,p-2, ••• ,3 or 2-cyclic. Even for the same k-cyclic 
(2~k<p) matrix, many different partitionings can be obtained, as seen 
in the above example. 
Now the following question arises: 
Under what partitioning of A does the corresponding SOR (SSOR) 
have the largest rate of convergence, or equivalently the smallest 
spectral radius? 
In section A the SOR method is considered in detail and some 
theoretical results are obtained. Section B contains some numerical 
comparisons concerning the SSOR method. 
Section A: THE SOR METHOD 
3.2 PRELIMINARIES 
As already noted, the convergence of the SOR is affected by a 
relaxation parameter w. When the SOR procedure is derived from an 
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arbitrary system ~=£, very little is known about the optimum 
relaxation factor. For the special but important class of matrices 
with "property A", Young [1954] found his famous result on the optimal 
factor (see Theorem 2-6.1) and also established the fundamental 
equation (2-6.23), i.e., 
(A+w-1) 2 = w2~2A (3-2.1) 
where A is the eigenvalue of the SOR iterative matrix and ~ is the 
eigenvalue of the associated Jacobi matrix. Later Young's results 
were generalized by Varga [1959] who defined the p-cyclic matrix and 
· derived the essential relation, 
(A+w-l)P = Ap-lwp~p 
between the eigenvalues A of L(p) (3-1.8) and ~ of B (3-1.5). 
w p 
Under the assumption that the eigenvalues ~p of Bp satisfy, 
p 
(3-2.2) 
(3-2.3) 
Varga also gave the convergence domain and determined the optimum 
parameter. Recently, Galanis et al [1986,1988a and b] and Wild and 
Niethammer [1987] gave a different proof of Varga's results. They 
also produced similar results under the assumption that the eigen-
values ~P of Bp satisfy, 
p 
~P~o, and S(B )< P2 p p- (3-2.4) 
Before their results can be summarized as a theorem there is need to 
define the Chebyshev polynomial of the second kind Uk(x) by, 
uk-l(x) 1 
dTk (x) 
=k dx = sinkS sine , x=coseE[-1,1]. (3-2.5) 
where Tk(x) is the Chebyshev polynomial defined by (2-7.9). Note 
that when x E [-1,1], by (2-7.27) Tk(x)=cosk6 with x=cose. Usually 
Tk(x) is called the Chebyshev polynomial of the first kind. 
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Theorem 3-2.1: (Wild and Niethammer [1987]). Suppose that the SOR-p 
iterative matrix L(p) (3-1.8) is derived from the system (3-1.1) in 
w 
which A is p-cyclic with p>-3 and has the form (3-1.2), Suppose also 
that the associated Jacobi matrix B is given (by 3-1.5), and that 
p 
S=S(B ). Then: p 
I. If all the eigenvalues of BP are non-negative then: p 
i) S(Lp)<l if S<l and O<w~ Pl 
w p-
ii) 1 S<-[t+(w-l)T 1 (t)], w p-
where t € (cos(rr/p),l) is the unique solution of 
1 0p-2 (t) = (w-1) ' 
and, 
iii) for 8<1 
where, the optimum parameter ~(p) satisfies, 
II. If all the eigenvalues of Bp are non-positive then: p 
i) S(Lp)<l if S< p p-2 2 
w (p-2) , and w € [p-l, (l+8)) 
ii) S(Lp)<l if (p-2) and if w and S satisfy 
w w € (0, (p-1)) 
1 8<-[t'+(1-w)T (t')] , 
w p-1 
(3-2 .6) 
(3-2.7) 
where t' € (cos(rr/p),1) is the unique solution of U 2 Ct')=l/(l-w). p-
iii) Q .....l2._· for .,< 2 , p-
m in S(Lp) 
w w 
= S(L(p) ) = 
~(p) (p-1) (1--, (p)) ' (3-2.8) 
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where the optimal factor wb(p) satisfies, 
(3-2.9) 
Here in both C:ase I and case II, Tk(x) and Uk(x) are the Chebyshev 
polynomials of the first and second kind respectively. 
Note that from Theorem 2-6.1, then (3-2.6)-(3-2.9) are valid for 
p=2. 
Also note that if pis large, then the optimum parameters wb(p) 
and wb(p) are close to 1. Thus, in either case when pis large, the 
optimum SOR-p is approximately equal to the GS method. 
3.3 PARTITION p-CYCLIC MATRIX A AS 2-CYCLIC 
As mentioned in the last section, the optimal SOR-p method 
derived from the p-cyclic·matrix has nearly the same rate of 
convergence as that of the GS method (with iterative matrix L(p)) 1 
when p is large, which is not at all satisfactory since the optimal 
SOR-p involves more work per iteration than that of the GS method. 
On the other hand, the optimal SOR-p may not be convergent sometimes. 
Even if it is convergent it may be quite slow. Therefore, in order 
to explore the possibility of accelerating the convergence of the 
SOR, consider now partitioning the p-cyclic matrix A as 2-cyclic. 
(Other partitionings will be left to the next section). 
Let, 
2 ~ k ~ p-1 ' (3-3 .1) 
and consider the following partitioning of A of (3-1.2): 
~.k-1 ~.k 
A~ 
- --- - --- - - -- - - - - -- L - - - -- - --- -- --
where, 
D ~ 2 [:1 J E2 ~ r: 
Here, 
fo-------o 
'o--- ----o I 
E~ I 
I [J------o I 0 
~+1,k :~+1,k+1 
~ 
I 
:~+2,k+1 ~+2,k+2 
......... 
' ' 
' 
' .... 
' 
D2 - E2 - F2 ' 
o) 
F2 ~ [: :J o) , 
~+1,k+1 
1
0----------0 
0------ --- 0 
' I I p;: I 
I 
I 
I 
. 
I lo---------o 
' ' .... 
' ' 
' 
.... 
' 
' 
' A p,p-1 
-A ) 
1,p 
0 
I 
I 
I 
~ J 
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A 1,p 
.J 
(3-3.2) 
(3-3.3) 
) 
(3-3.4) 
(3-3.5) 
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Since Aj,j' j=l,2, ••• ,R are nonsingular, therefore A
1 
and A
2 
of (3-3.4) are nonsingular. It can be verified that, 
rxl,l 
1 
ryl.l 1 x2,1 x2,2 0 Y2,1 y2,2 0 
-1 I ' -1 
' (3-3 .6) ' A = 
' A2 = ' 1 
' ' ' ' I ' 
' ' 
' I ', ' 
' 
' ' ' ' I 
' y - ----- -- --Y 
I ' j 
JSc:l-.,.--- ----- lSc,k 
m,l m,mJ 
where, 
xj . 
,J 
-1 
=A . . , j=l,2, ... ,k 
J,J 
-1 
B. l ,Aj . , 
J+ 'J 'J 
) 
(3-3. 7) ~:2,3, ••• ,p_ . 
J-1,2, ••• ,!I. 1. 
m=p-k, 
and where, 
y. j 
J' 
-1 
=A_ ,j=l,2, ... ,m k+j ,k+j 
yn . 
'-•J 
-1 
= Bk+JI.,k+JI.-lBk+JI.-l,k+JI.-2 ••• 8k+j+l,k+j~+j,k+j' 
i=2,3, ... ,m 
j=l,2, ... ,JI.-1. 
Here BJI.,j are defined by (3-1.4), 
Thus, the associated Jacobi matrix B
2 
is given by, 
B = 2 
o;l(E2+F2) = l( ~1 A~lFJ) 
A2 E 0 
(3-3.8) 
(3-3 .9) 
(3-3 .10) 
-1 -1 
where A1 F is an (kxm) block matrix and A2 E is an (mxk) block matrix 
and they are given by, 
Since, 
o----o -x1 , 1 Al,p 
o----o -x2 , 1 Al,p 
------------ J 
o----o -xk,l Al,p 
0----- 0 * 
0 o----·o * 
-1 -1 (Al F) (A2 E) ' ' 
' 
0 
' 
' 
' 
' 
' 0 * 
o---- o x) 
-1 
A E = 2 
(O----O -Yl,l ~+l,k 
O----O -Y2,1 \c+l,k 
---------------
0----0 -Y A_ J 
m,l k+l,k 
0----- 0 
0-----0 
-1 -1 
, (A2 E) (Al F) = 
' 
' \ 
' \ 
' 0 * 
0 ---·· 0 Y; 
where "* 11 stands for a proper nonzero submatrix and, 
X=X A Y A , k,l l,p m,l k+l,k 
Y=Y A X A =B B 
m,l k+l,k k,l l,p p,p-1 p-l,p-2 
therefore the following can be proved: 
B B 2,1 l,p 
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( 3-3 .11) 
(3-3.12) 
(3-3 .13) 
(3-3.14) 
Lemma 3-3.1: Let the p-cyclic matrix A be defined by (3-1.2) and the 
associated Jacobi matrix B be defined by (3-1.5), and let k satisfy 
(3-3.1). If the matrix A is partitioned into the form given by 
(3-3.2) with the corresponding Jacobi matrix s
2 
given by (3-3.10), 
then B~ and s; have the same nonzero eigenvalues, i.e., 
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s -{o} = s 2 -{o} B~ B2 
Proof: First note that matrix X and Y defined by (3-3.14), according 
to Theorem 2-4.3, have the same nonzero eigenvalues. Thus it follows 
from (3-3.12) and (3-3.13) that, 
s 2 -{0} = s -{0}. 
B y 
2 
On the other hand it can be shown from (3-1.5) that, 
l 
where, 
cl = 
c = p 
By Theorem 2-4.3, C., j=l,2, ••• ,p, have the same nonzero 
J 
eigenvalues. Therefore, 
s -{0} = s -{0} = 
Bp C p p 
-{0}, 
which completes the proof. 
(3-3.15) 
(3-3.16} 
Now it is easy to see the SOR method is applicable to the system 
(3-1.1} with A having the new partitioning of (3-3.2). The resulting 
method is called a SOR-2 method. From Section 2.6, the SOR-2 method 
is given by: 
SOR-2: 
where, 
(R,+l) 
X (3-3.18) 
(3-3 .19) 
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Here, 
[: (3-3.20) 
Theorem 3-3.1: Let the coefficient matrix A of (3-1.1) have the 
partitionings (3-1.2) with p>2 and (3-3.2) respectively and the Jacobi 
matrix B of (3-1.5) be associated with the partitioning (3-1.2) of A, p 
and let 8=S(B ) and £( 2) be the SOR-2 iterative matrix. Then, 
p "' 
I. If all the eigenvalues of BP are non-negative then, p 
1. S(£( 2))<1 iff O<w<2 and 8<1 
"' 
2. = '"'b (2)-1) 
where the optimal w•(2) is given by, 
b 
w•(2) = 2/(l+Q) • b 
II. If all the eigenvalues of Bp are non-positive then, 
p 
1. S(£( 2))<1 iff O<w<2/(1+8p/2), 
"' 
2. 
where the optimal factor w~2) is given by, 
"'J:l2l = 2/ (l+Q) • 
(3-3.21) 
(3-3.22) 
(3-3 .23) 
(3-3.24) 
Proof: Let B2 from (3-3.10) be the Jacobi matrix associated with 
the SOR-2 method. Then by Lemma 3-3.1, all the eigenvalues of Bp 
p 
are non-negative (non-positive) if and only if all the eigenvalues 
2 
of B2 are non-negative (non-positive). Thus, by the conditions of 
the theorem and by Theorem 2-6.1 the theorem is proved. 
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Remarks 
-2 
J.! = (3-3.25) 
2 b h th t '< 2> d <2> t• 1 ti f • It can e s own a ~ an wb , respec 1ve y, sa s y, 
'1,(2) E (1,2) , (3-3.26) 
(3-3. 27) 
3. In the Case II, the SOR-2 method is unconditionally convergent, 
while the SOR-p method (p>2) is not. Thus, the SOR-p method may 
be divergent when S is large, the SOR-2 method is always convergent 
for suitable w. Therefore, the new partitioning (3-3.2) makes 
the SOR method more applicable. 
Now the question which occurs is that when the SOR-p and SOR-2 
methods are both convergent, which gives a faster convergence? 
For the comparison between the SOR-p and SOR-2 methods the 
following lemma is needed. 
Lemma 3-3.2: The function 
p-1 p p 2 2 2 f(w) = 4lp-l w -(p-1) w +2(p-l) (p-2)w-(p-2) , (3-3.28) 
has only two different positive real roots w1 and w2 which satisfy 
and 
In addition, 
E (0 (p-2)) 
wl ' {p-1) 
p 
(p-1) 
f(w) > o for w E (p-1
2 
, P1 l p- p-
Here p is an integer greater than 2. 
(3-3.29) 
(3-3 .30) 
(3-3.31) 
Proof: First, by Descartes rule of signs f(w) .has one or three 
positive real roots. Secondly, it can be shown that, 
2 f(O) = -(p-2) <0, 
Thus, f(w) has at least one root w1 E (O,(p-2)/{p-1)). Thirdly, 
since, 
one can examine, 
= 0 
and 
df(w) I = 
dw w~ 
p-1 
2 (p-1) [2- (p-1) P + (p-2) I (p-1) 
:: 0 ' 
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(3-3 .32) 
Hence, w2=(p:l) is a double root of f(w). Therefore f(w) has only 
two different positive real roots w1 and w2-p~l· Finally that 
(3-3.31) holds follows from f(p-1
2)>0 and from that there is no real p-
p-2 __£_ root in the range of (---1 , 1 >. p- p-
Theorem 3-3.2: Let the coefficient matrix A of (3-1.1) have the 
partitionings (3-1.2) with p>2 and (3-3.2) respectively, the Jacobi 
matrix B of (3-1.5) be associated with the partitioning (3-1.2) p 
of A, S=S(B ) , and let L(p) and L( 2 ) be the SOR-p and SOR-2 
p w w 
iterative matrices respectively. If all the eigenvalues of Bp are 
p 
non-negative and S<l, then, 
(3-3.33) 
Proof: By Theorem 3-2.1 and Theorem 3-3.1, 
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m in s (L (p) l = s (L (p) l = (p-1) (w '(p) -1) w w wb (p) b 
m in S(L( 2 )) (2) w'(2) -1 sP = S(Lwb(2)) = = w w b 
(l+!C?) 2 
where wb(p) is determined by (3-2.7). Now it is clear from (3-2.7) 
that (3-3.33) holds if£ 
< 
i.e., 
1 
< 
or equivalently if£, 
i.e., 
or equivalently if£, 
and from (3-2.7), if£, 
which is equivalent to, 
p-1 p p 2 2 2 
4(p-l 1"-'k,(p)] -(p-1) 1"-'k,(p)] +2(p-l) (p-2)"-'k,(p)-(p-2) >0.(3-3.34) 
Since wt,<Pl E (1,~), by Lemma 3-3.2 the inequality (3-3.34) holds, 
concluding the proof. 
Theorem 3-3.3: Under the assumptions of Theorem 3-3.2, if all the 
eigenvalues of B~ are non-positive and S<(p:
21 
, then, 
Proof: By Theorem 3-2.1 and Theorem 3-3.1, 
min S(L(p)) 
(I) (I) 
r-n 2 ' (l+l"l+S~l 
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(3-3.35) 
where ~(p) is determined by (3-2.9). Hence, it follows from (3-2.9) 
that (3-3.35) holds if and only if 
i.e.' 
or equivalently iff, 
or, .iff, 
or, from (3-2.9) iff, 
1-(p-1)(1-wb(p)) < 2[w (p)JP12 <p-l)p/2 
b p ' 
which is equivalent to, 
p p-1 p 2 2 2 
4wb(p)(-p-l -(p-1) ~(p) +2(p-l)(p-2)~(p)-(p-2) >O, 
which is true by Lemma 3-3.2 since ~(p) E (~~=~~ rl). Thus, 
the theorem is proved. 
Remarks 
(3-3.36) 
1. When p:3 from Theorem 3-3.2 and Theorem 3-3.3 the SOR-2 method 
has a larger rate of convergence than that of the SOR-3 method, 
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3 
which was proved by Markham, Neumann and Plemmons [1985] for B3 
3 having non-positive eigenvalues, then by Pierce [1987] for B3 
having non-negative eigenvalues. 
2. Theorem 3-3.3 may be strengthened by letting ~=S(B ) be an p 
arbitrary positive number. This is true when p=3. For general 
integer p, this is also true when the case w>-wb(p) is considered. 
However, whether or not it holds when w<wb(p) is not yet known 
though the work towards this direction is underway. 
3. Observing (3-3.1) and (3-3.2) one· can obtain many different 
partitionings of A which are all 2-cyclic. However, the SOR 
method corresponding to each of these partitionings results in 
the same rate of convergence. The practical implementation of 
the SOR-2 method will be considered in Section 3.5. 
3.4 PARTITION p-CYCLIC MATRIX A AS k-CYCLIC (2~k~p-l) 
In this section the partitioning of a p-cyclic matrix A of 
(3-1.2) as k-cyclic will be considered. The comparisons between the 
SOR methods associated with k-cyclic and j-cyclic, respectively, 
will be given. 
Suppose 
2 ~ k ~ p-1 and p > 2 , 
and let mj,ij, be integers and satisfy, 
and 
where, 
mj~ij , m1=1, ik=p 
j=l,2, ••• ,k, mj+l=~j+l, 
k 
I nj = P , 
j=l 
n = i -m +1 j j j 
j=l,2, ... ,k-l} 
(3-4.1) 
(3-4.2) 
(3-4.3) 
(3-4.4) 
Then partition the p-cyclic matrix A of (3-1.2) as follows: 
f~~_: __ ;_- ---- __ t\1 lA I I 
-H2 I 2 1 I 
-- -,-- .-... - -- -- -- -.---
1 
I '- I 
I ', I 
t-- i-+-- -~~~:~~~J A= 
I 
where, 
D = k 
l 
fo 
H2 0 
' 
' 
' H3 ' Ek = ' 
' ' ' 
' ' l ' ' ' ' 0 ' ' 
and where, 
Let, 
o-----o -A l,p 
o-----o o 
' 
' 
I 
() 
' 
' 
' 
' , H 
k 
Am.+l,m.+l () 
J J 
0 
j=l,2, ••• ,k 
1 ro H ) 1 
0 
' 0 
' 
I • Fk = 
';,'\,,J I () I oJ 
(o-----o -A l I m.,m.-1 
J J 
0- --- 0 0 I. l ~ ~ _--~: ----: --J j=2, ••• ,k. 
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(3-4.5) 
) 
= 
X (j) 
1,1 
X (j) 
2,1 
Then it can be shown that, 
-1 
A m.+~-1,m.+~-1' 
J . J 
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) 
0 
1 j=1,2,,,,,k 
~=1,2, •.• ,n. 
J 1 
= -1 (3-4.6) 
B " 1 2B 2 " 3 ••• B A m,+N- ,m,+i- m.+i- ,m,+N- m.+m,m,+m-1 m.+m-l,m.+m-1 
J J J J J J J J 
~>m, ~=2, ••• ,nj, m=1,2,: .• ,i-1 , ) 
where B£,~-1 is defined by (3-1.4). 
Now, setting, 
(3-4.7) 
one can examine that, 
f
o-----o **l, 
0-----0 
j=1,2, ..• ,k, (3-4.8) 
o----o " 
where "*" represents a proper non-zero matrix, and where, 
j=2,3, ••• ,k (3-4.9) 
Thus, the associated Jacobi matrix Bk has the form, 
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ro B (1) l 
B (2) 0 
' ' 
' ' -1 ' 
' Bk = Dk (Ek+Fk) = ' ' (3-4 .10) ' ' 
' ' 
' ' 
J 
0 ' ' 
' ' 
' ' B(k) ' 0 
k 
and Bk has the form 
) 
= 
C' 0 I ~'',',,, Jl 
'C' k 
(3-4 .11) 
where 
, j=l,2, ••• ,k-l} (3-4 .12) 
k Therefore, Bk has the same non-zero eigenvalues as those of each of 
Cj, j=l,2, ••• ,k. Especially, B~ has the same non-zero eigenvalues 
as those of ck. Observing the special form of B(j), one can show 
from (3-4.8) and (3-4.12) that, 
fo 
* 
0 * 
' 
I 
ck = ' I 
I ' ' ' 'o * y 
where Y is defined by (3-3.14). It follows from (3-3.16) and (3-3.17) 
that B~ and B~ have the same non-zero eigenvalues. 
The above discussions can be summarized as follows: 
Lemma 3-4.1: Let the p-cyc1ic matrix be defined by (3-1.2) and the 
associated Jacobi matrix B be defined by (3-1.5), and let p and k p 
satisfy (3-4.1). If the matrix A is partitioned into the·form given 
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by (3-4.5) with the corresponding Jacobi matrix Bk given by (3-4.10), 
then B: and B~ have the same non-zero eigenvalues, i.e., 
s -{o} ~ s k -{o}. 
Bp B 
p k 
(3-4.13) 
Now consider the SOR method applied to (3-1.1) with A having 
the new partitioning (3-4.5), which is referred to as the SOR-k method. 
Set 
(3-4.14) 
then by Lemma 3-4.1, 
sk ~ sP < s~s (B > > • k p (3-4.15) 
Thus, if [3<1, then Sk<l. Therefore, when Bp has the non-negative p 
eigenvalues and [3<1, the SOR-k method is convergent for some suitable 
w. For the case of BP having the non-positive eigenvalues the following p 
lemma is needed. 
Lemma 3-4.2: The function 
f (x) ~ (..2'_) x 3 x-2 , x:;: , 
is a decreasing function of x. 
Proof: By differentiating f(x) with respect to x, 
df(x) 2 2 
-a;-- ~ f(x) [log(l+ x-2)- (x-2)]<0, for x~3, 
which results in the lemma. 
It follows from (3-4.15) and the above lemma that, 
[3k < (k~2) if [3 < (p~2) , (p>k~3). (3-4.16) 
Hence, by Theorem 3-2.1 and Theorem 3-3.1 the following has been proved. 
Theorem 3-4.1: Under the assumptions of Theorem 3-2.1 and let A have 
the new partitioning (3-4.5) with p and k satisfying (3-4.1) and let 
L~k) be the SOR-k iterative matrix. Then, 
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I. If BP has only non-negative eigenvalues and S=S (B ) <1, then the p p 
SOR-k method converges for some suitable w and 
(3-4.17) 
where Wb(k) satisfies, 
II. If Bp has only non-positive eigenvalues and S=S(B )<_E_2 , then p p p-
the SOR-k method converges for some suitable w and 
m~n S(L~k)) = S(L~~k)) = (k-1)(1-wb{k))<l, (3-4.19) 
where wb(k) satisfies, 
["b(kllkap = (k~1 lk(k-l)(l-"b(kll, (3-4.20) 
Note that (3-4.17)-(3.4.10) holds for k=p. 
It is clear that the SOR-k method is based on the new partitioning 
( 3-4. 5) of A. By using the same technique as in Section 3. 3, the 
matrix of (3-4.5) can also be partitioned:.into a 2-cyclic form. Thus 
a new SOR-2 method is obtained. It can be shown that the optimal new 
SOR-2 method has the same rate of convergence as that of the optimal 
SOR-2 method given in the last section, i.e., they have the same 
spectral radius. Thus the following theorem has been proved: 
Theorem 3-4.2: Let the SOR-k.method, k=2,3, ••• •B and the notations 
such as L(k) B be defined above in this chapter, then, w , p 
I. If Bp has only non-negative eigenvalues and S=S(B )<1, then, p p 
min S(L( 2)) < min S(L(kl), k=3,4, ••• ,p (3-4.2) 
(1} w w w 
II. If Bp has only non-positive eigenvalues and S=S(B )<( P2) p p ~ 
then 
min S(L( 2)) < min S(L(kl), k=3,4, ••• ,p 
w w w w 
(3-4.22) 
Therefore, in both cases, the SOR-2 method has the largest rate 
of convergence. 
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For the comparisons between the SOR-k and SOR-j method (k,j~p) 
the following assumption is needed, (and is led by (3-4.17)-(3-4.20)). 
Assumption 3-4.1: Suppose that the functions f(x) and g(x) are defined 
by the following equations: 
X X 
a = (f(x)+x-l) f(x) , 2~x~p , (3-4. 23) 
and X X b = ( 1 ( )) g(x) , 2Ex~p , x- -g x .. (3-4.24) 
respectively, and suppose f(x) and g(x) are differentiable, where 
constants a and b satisfy, 
0 < a < 1 , 0 < b < {-E_)P p-2 {3-4.25) 
Note that under the assumption 3-4.1 it can be proved that 
f(x) € (0,1) for x € [2,p]. In fact, when x=k, k=2,3, ••• ,p, and 
letting a=aP <a=s{B )<1) then it can be shown, 
. p 
f{k) = {wb(k)-l)(k-1) € (O,l) , (3-4.26) 
where wb(k) satisfies equation (3-4.18). If for some x0 f(x0)=0 or 
f(x0 )=1 then from (3-4.23) a=O or a=l which contradicts (3-4.25). 
Because of the continuous property of f(x), f(x) must satisfy O<f(x)<l. 
In a similar way it can be shown that g(x) € (0,1) and 
g(k) = (1-wb(k))(k-1) € (0,1), k=2,3, •• .,p, 
where wb(k) satisfies equation (3-4.20). 
Now it can be shown, 
d~x) > o, for x € [2,p] • 
X X 
In fact, letting ~(x)=(f(x)+x-l) , then from (3-4.23) 
~ df(x) 0-dxf(x) 1 dx ~(x) , or 
df(x) 
dx 
= _ f(x) ~ 
~ (x) dx 
X By the definition of ~(x), log~(x)=xlog(f(x)+x-l). Thus, 
( 3-4. 27) 
. (3-4.28) 
(3-4.29) 
1 d4> 
--= 
4>dx 
df 
X 1 dX +l 
log -:(-::f-:-(x:.:.):-+,..-x--""'"17) + x [ x - f ( x) +x-11 
(1-f(x)) (1-f(x)) 
= log(l+ (f(x)+x-1)) - (f(x)+x-1) 
It follows from (3-4.29) that, 
resulting in (3-4.28). 
In a similar way it can also be shown that, 
df 
x-
dx 
(f(x)+x-1) 
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d~x) > o x E [2,p] • (3-4.30) 
Thus f(x) and g(x) are increasing functions of x. Hence, 
f(k) < f(j) 
, for 2~k<j~p 
g(k) < g(j) 
By noticing (3-4.26), (3-4.27), Theorem 3-4.1 and Theorem (3-2.1), 
the following theorem has been proved: 
Theorem 3-4.3: Let the SOR-k method, k=2,3, ••• ,p, and notations such 
as L(k) ,B be defined above and let Assumption (3-4.1) hold, then, 
w p 
I. If Bp has only non-negative eigenvalues and S=S(B )<1, then p p 
min S(L(k)) < min S(L(j)) , for 2~k<j~p 
w w w w 
II. If BP has only non-positive eigenvalues and S=S(B )<( P2 ) then, p p p-
min S(L(k)) < min S(L(j)) , for 2~k<j~p. 
w w w w 
Remarks 
1. -1 Multiplying the two sides of (3-1.1) by D gives, 
p 
-1 (I-B )x = D b = C p- p- -p 
Now introduce the iterative method 
(m) wB x(m-l)+(l ) (m-p) x = -w x +we 
-p p-p -p -p (3-4.31) 
which is called the p-step method. Galanis et al, [1986,1988a-c] 
and Wild and Niethammer [1987] have established the relationship 
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between the SOR-p and the p-step method. Since the SOR-k methods 
(k=2,3, ••• ,p-1) have been considered it is possible to .. also 
introduce the k-step methods, 
(m) (m-1) (m-k) ~ = wB~k +(1-w)~ +w~ , (k=2,3, ••• ,p-1). (3-4.32) 
where Bk is the Jacobi matrix associated with partitioning A as 
-1 k.,-cyclic, and £k=Dk _£. Thus according to the results above for 
the SOR-p and p-step methods, it is also true that for each k 
the SOR-k method converges·if and only if the k-step method 
converges and in case of convergence the SOR-k method converges k 
times faster than the k-step method. Since it has been shown that 
the SOR-2 method has the.largest rate of convergence compared with 
those of the SOR-k methods for k=3,4, ••• ,p, then the 2-step method 
is the fastest one compared with the k-step methods for k=3, ••• ,p. 
However this is quite reasonable since the 2-step method uses the 
latest information about known iterates. Besides, by Theorem 
3-4.3 the k-step method is faster than the j-step method if 2~k<j~p. 
2. Galanis et al [1986, 1988a,b] considered partitioning p-cyclic A 
(3-1.2) as a [p/2]-cyclic (where [x] is the smallest integer which 
is not less than x). For example, when p=S and 6, they partition 
A as follows, 
[
A. 1 A ) 
1,1 : 1,5 
A A 1 I 2,1 2,2 , I 
---- --~--------,---
A3 2 1A3 3 I 
I I I I 
I I 
l------ f'~-~~~k~J 
Al,l 
A2,1 A2,2 I 
------~ 
A3,2 :A3,3 
lA 
I 4,3 
---,---
I 
l 
I 
----1------
A4,4 
---,--
A5,4 :As,s 
I 
'A6 5 
I ' 
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They have also shown that.the SOR-[k/2] method has a larger 
rate of convergence compared with that of the SOR-p method. 
It is clear that this is a special case of Theorem 3-4.3. 
3. Although the proof of Theorem 3-4.3' depends on the Assumption 
3-4.1 ,it is felt that the conclusion is in no doubt. This may 
easily be understood_ by comparing the k-step methods for k=2,3, .•• ,p. 
This has also been confirmed by our numerical experiments. (See 
also Tables 3-6.3 and 3-6.4 in Section 3.6). 
3.5 THE IMPLEMENTATION OF THE SOR-2 METHOD 
As has been shown, the SOR-2 method has the largest rate of 
convergence. Now its practical implementation will be discussed. 
w Let x , the iterates of the SOR-2 method (3-3.18), and b be 
- Q~ 
partitioned confo~y with the partitioning (3-1.2) of A, i.e., 
:!.i i) 1 
0.) 
:!.2 
X 0,) = I 
I Ji) j b = ( ) 
nj ,nj 
x R, b E 
-j '"'"j R ' 
and let o2 be defined by (3-3.3) and set, 
fg l -1 
I 
nj,n. 
-1 I 
02 ~ = .2. = ~j ~ E R J 
p 
}; n.=n, 
j=l J 
(3-5 .1) 
(3-5.2) 
Then it follows from (3-3.18) that the SOR-2 method can be writteaby, 
(R.+l) 
X, 
-J 
w w 
= (1-w)xj -wx. 1A1 x +w.2_j , j=l,2, ••• ,k 
- J' ,p-p 
(R.+l) 
X = 
.:::J<.+q 
(1- ) (R,)_ Y A (R,+ll+wg 
w ~+q w q,l k+l,k~ -q 
q=l,2, •.• , m=p-k , 
(3-5.3) 
-- ---------~ 
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where Xj 1 and Y 1 are defined by (3-3.7) and (3-3.9), 
' q, 
By observing the above formulae it can easily be seen that there 
(l\) is no need to iterate all subvectors ~j , j=l,2, ••• ,p. In fact, only 
iterate~!',) and~!\) need be iterated until the convergence is 
achieved by the following formulae: 
(l',+l) 
X 
J? 
(l\ l CO 
= (l'"""'l~k -wxk,lAl,p~ -tw~ 
(R.) (,!,+1) 
= (1-w);, -wYm,lAk+l,k!k -lW~ 
Then x., j#k,p, can be obtained from (3-1.1) by, 
-J 
since;, and~ have been obtained by the iterations (3-5.4). 
(3-5.4a) 
(3-5.4b) 
(3-5.5) 
The iteration (3-5.4) is called the reduced SOR-2 method. In 
fact, it is really a SOR method applied to the following 2-cyclic 
system, 
= [J (3-5.6) 
Note that the above 2-cyclic system can be obtained from the 
system (3-1.1) by a preconditioning strategy. In fact, multiplying 
two sides of (3-1.1) -1 by o2 , one obtains: 
[I'',,, X A l [~1 r:1l l,l:l,p 
I ~ 1>1 
____ ,_l_l.!P_ I 
------!-- I 
Y \: I I ~ ~ 1,1 +l,k I 
I ' I I (3-5.7) I 
' 
I = 
'-
I I '- I I ' I I 
' ~J ' I ' ' l~ Ym,l\:+l,k I 
--- ---- ----------------------------------------------------------
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It is clear that the above preconditioned system (3-5.7) is 
reducible and that~ and~ can be solved first without considering 
other subvectors !!j, j#k,p. That is, ~ and~ can be obtained by 
solving a subsystem (3-5.6) of the preconditioned system (3-5.7). 
Remarks 
1. It is obvious that the reduced SOR-2 iteration (3-5.4) involves 
less work per iteration and less storage than the SOR-2 
iteration (3-5.3) and that the larger the value of p, the more 
the saving in the amount of work per iteration and storage. 
2. It is also clear that the reduced SOR-2 iteration needs less 
storage compared with the SOR-k methods for k=2,3, ••• ,p. As 
for the work per iteration the reduced SOR-2 scheme is still 
the best. This is because that for each of them, solving 
systems ~,k!!(k)=£(k) and matrix-vector multiplications 
(1) (k) 
A1 ,pY , ~,k-ly , k=2,3, ••• ,p, are needed, but the reduced 
SOR-2 iteration needs less vector-scalar multiplications 
compared with others. 
3. Though for any k (2~k~p-l) the reduced SOR-2 iteration has the 
same rate of convergence, it is felt that the choice of k may 
affect the practical implementation of it. It seems that k should 
be chosen such that each of the formulas (3-5.4) involves 
approximately the same amount of work. On the other hand, it 
might also be better to choose k so that (3-5.4b) involves more 
. (.1.+1) 
work, because it uses the latest information ~ • It is clear 
that before any firm conclusion can be made, further numerical 
work is needed though this will not be considered in this thesis. 
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Section B: THE SSOR METHOD 
3.6 NUMERICAL COMPARISONS 
In Section A, the SOR method was considered with the system 
(3-1.1) being p-cyclic and having the form (3-1.2). Though many 
choices were available for considering the p-cyclic matrix A as k-
cyclic (k~2,3, ••• ,p), it has been shown that partitioning A as 2-
cyclic is the best when the SOR method is used. Now how about the 
SSOR method? When the SSOR is considered, is the partitioning of 
the p-cyclic matrix A as 2-cyclic still the best choice? 
A theoretical answer to this question seems difficult to give. 
In this section, an attempt is made instead to give numerical evidence 
under the assumption that Bp has only non-negative eigenvalues p 
(case a) or has only non-positive eigenvalues (case b). 
Varga et al [1984) gave the fundamental equation: 
[A-(l-wl 21P = A[A+l-w!p-2 (2-wl 2wP~P , 
which reduces to the result (2-6.27) of D'Sylva and Miles [1964) 
when p=2. Here A is the eigenvalue of the SSOR iterative matrix 
(3-6.1) 
and ~ is the eigenvalue of the associated Jacdbi matrix B • Since 
. . . p 
the SSOR method is associated with p-cyclic matrix A it is called 
the SSOR-p method and its iterative matrix is denoted by Z(p). 
. w 
Though the convergence analysis of the SSOR-p method has been 
studied by many authors, including Varga et al U984) and 
Hadjidimos and Neumann [1989), the determination of the optimal 
parameter w is still open for case a) and case b) when p~3. 
As in Section A, when the SSOR method is applied to the system 
(3~1.1) with A having new partitioning (3-4.5), the resulting method 
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is referred to as the SSOR-k method. Let ~(k) be the eigenvalue of 
Bk, the associated Jacobi matrix defined by (3-4.10) •. Then it can 
be shown that the eigenvalue A(k) of the SSOR-k iterative matrix, 
(k) denoted by Z , and ~(k) satisfy, 
Ill 
2 k k-2 2 k k [A(k)-(1-w) I = A(k) [A(k)+l-wl (2-w) w ~ (k). (3-6.2) 
Note that it follows from the Lemma 3-4.1 that the eigenvalue ~k(k) 
(/0) of B~ is also the eigenvalue of B~. 
Since the optimal parameter for the SSOR-k method is unknown, 
so is the optimal spectral radius of z (min 
Ill Ill 
S(Z(k))). Therefore, 
Ill 
the comparison between min S(Z(k}) and min 
Ill Ill Ill 
S(Z(j)) cannot be made 
Ill 
theoretically. 
Consider now some numerical comparisons. 
Let p=7. Suppose: 
Case a): Bp has only non-negative eigenvalues, p 
o, 0.33, 0.66, 0.99 
Case b): B~ has only non-positive eigenvalues, 
o, -0.33, -0.66, -0.99 
Thus, B~ has the same eigenvalues as those of B~ in both cases. 
(k) Let w t denote the optimal parameter for the SSOR-k method. 
op 
The subroutine of the NAG library was used to find w~~~ and S(Z:Ckl) • 
opt 
The numerical results are listed in Table 3-6.1 and Table 3-6.2 
corresponding to the case a) and the case b) respeCtively. 
k 2 3 4 5 6 7 
(k) 1.0 1.27 . 1.570 1.314 1.226 1.177 w 
opt 
. (k) 0.99 0.9884 0.9336 0.8961 0.8874 0.8803 s (Zw (k)) 
opt 
TABLE 3-6.1: For case a) (SSOR) 
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k 2 3 4 5 6 7 
(k) 0.587 0.840 0.898 0.925 0.941 0.951 w 1.413 opt 
S(Z(k) ) 0.1704 0•3583 0.3339 0.3207 0.3117 0.3069 (k) 
. w 
opt 
TABLE 3-6.2: For. case b) (SSOR) 
From the two Tables it can be seen that (unlike the SOR case): 
Case a): m in S(Z(k))> m in S(Z(k+l) k=2,3, ••• ,p-1 (3-6. 3) 
w w w w , 
Case b): m in 
w 
S(Z( 2))< min S(Z(k)) 
00 w (IJ , k=3, ••• ,p (3-6.4a) 
m in S(Z(k))> m in S (Z (k+l) k=3,4,S, ••• ,p-1. (3-6.4b) 
w w w w , 
Thus, it seems that for the case a), partitioning the p-cyclic 
matrix A as k-cyclic (k<p) cannot give any improvement according to 
the spectral radius. While for the case b), considering the p-cyclic 
matrix A (p>2) as 2-cyclic is still the best. In addition, in this 
case the SSOR-2 method is unconditionally convergent, i.e., for any 
e=S(B ), the SSOR-2 method converges for some suitable w. Nevertheless p . . 
this property may not exist for the SSOR-k method when k is large. 
Note that when k>.3, like the SOR method the optimal parameter 
w~;~ is greater than unity for the case a) but less than unity for 
case b) and when k is large w(kt)-1 for both cases. 
op 
However, it is also seen that as far as the above examples are 
considered,.for both cases, (see Tables 3-6.3 and 3-6.4), 
min S(L(k)) ~ min S(Z(k)) , k=2,3, ••• ,p, 
w w w 
(3-6.5) 
It is believed that this conjecture holds in general. Besides, for 
k>-3 it seems that one cannot accelerate the SSOR-k method by the 
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Chebyshev acceleration. Hence, considerations of the SSOR method 
applied to the p-cyclic system with p~3 have more academic ·than 
practical interest. 
k 2 3 4 5 6 7 
wb(k) 1.8182 1.4196 1.2823 1.2128 1.1708 1.1426 
(k) 
S(Lwb(k)) 0.8182 0.8391 0.8470 0.8512 0.8538 0.8555 
TABLE 3-6.3: For the case a) (SOR) 
k ~ 3 4. 5 6 ., ~ 
w~k) 0.8296 0.8949 0.9239 0.9404 0.9510 0.9584 
s (L (kl l 
w~k) 0.1704 0.2102 0.2283 
0.2385 0.2452 0.2499 
TABLE 3-6.4: For the case b) (SOR) 
Note that all numerical results here and throughout the thesis 
were run on the MULTICS computer in the Computer Centre of Loughborough 
University. 
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CHAPTER 4: D!-NORMS OF THE SOR AND RELATED 
METHODS FOR A CLASS OF NONSYMMETRIC 
AND 2-CYCLIC MATRICES 
4.1 INTRODUCTION 
Previously it has been shown that partitioning a p-cyclic matrix 
into 2-cyclic is the best when the SOR method is considered; therefore 
this chapter deals mainly with one class of 2-cyclic matrices, i.e., 
consider the system, 
where the nxn nonsingular matrix A has the form, 
are non-singular. 
method applied to (4-1.1) can be expressed by 
where, 
Here, 
L = 
(k+1) (k) -1 -1 
x = L x +w(I-wL) D b, k~O 
w- -
-1 F=D H 1 
-1 E=D2 K. 
Thus, the SOR 
Note that the associated Jacobi matrix B is given by, 
B = L+U = [OE OF) 
(4-1.1) 
(4-1. 2) 
(4-1.3) 
(4-1.4) 
(4-1.5) 
(4-1.6) 
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(k) -1 If x. and d=D bare partitioned according to the partitioning 
of L and u, then (4.13) can also be written as follows: 
= w[FX(k)+d )+(1-w)x(k) (k+l) ~1 -2 -1 -1 (4-1. 7) 
De Vogelaere [1958) considered the modified SOR (MSOR) method 
with fixed parameters which is the same as the SOR (4-1.7) except now 
the relaxation parameter w is used for the first equation of (4-1.7) and 
relaxation parameter w' for the second equation. This then gives, 
(4-1.8) 
(k+l) 
~2 = w'[EX(k+l)+d )+(1-w')x(k) 
-1 -2 -2 
Later, Young, et al [1965) developed the MSOR method where 
parameters w and w' are allowed to vary from iteration to iteration. 
In this case, the formulas (4-1.8) are replaced by, 
(k+l) 
~1 (4-1.9) 
(k+l) = w' [EX(k+l)+d ]+(1-w' )x(k) ~2 k+l -1 -2 k+l -2 
Note that the She~don (Sheldon [1959)), modified She~don and 
aya~ia Chebyshev semi-iterative (CCSI) (Golub and varga [1961)) 
methods are special cases of the MSOR method with variable parameters. 
The main concern will be with these methods. 
As mentioned in Section 2.6, in actual computation the spectral 
radius of the method concerned cannot completely determine the behaviour 
of the iterative scheme, but some norm of the associated iteration 
matrix does. (k) (k) (k) Let E =x -x* be the error vector where x is the 
iterate of any iterative method (2-6.2) for (4-1.1), then from (2-6.8) 
__ _j 
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for any compatible vector a-norm I 1.1 la and matrix a-norm I 1.1 la 
we have, 
(4-1.10) 
Hence, the determining of the norms of the matrices associated with 
particular iterative methods, gives a means by which these methods 
can be compared. Any such comparison is with respect to their 
effectiveness in reducing the norm of the error vector after k 
iterations relative to the norm of the initial error vector (noticing 
k 
that the norm of the matrix G is at least an upper bound and may be, 
(0) . depending on the initial vector~ , an acceptable approximat1on to it). 
In this chapter the SOR, MSOR, Sheldon, modified Sheldon and CCSI 
methods and their D!-norms will be studied for large linear systems 
(4-1.1) with A being nonsingular and nonsymmetric and having the form 
(4-1.2). The main difference with the already existing literature 
will be the assumption that the associated Jacobi matrix B (4-1.6) has 
eigenvalues that are either zero or purely imaginary. 
The nonsymmetric cases often lack some or most of the properties 
possessed by the corresponding symmetric cases. This would indicate 
that the same procedure, which is very effective in the symmetric 
case, may not be effective in the nonsymmetric case. 
Such nonsymmetric systems appear in the computation of smoothing 
curves with a cubic spline function [Spath, 1969,1974) and the iterative 
solution of the large sparse linear least squares problems (see Chapter 
6). These cases yield a system (4-1.1) with A having the form (4-1.2) 
condition a) : T o1 and o2 are SPD, and H =-K. 
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The numerical solution of the biharmonic equation [Ehrlich, 1971, 
1972] and the comp.ut<.<.t:cn of curve fitting with the quintic spline 
function [Spath, 1969,1971,1974] generate linear systems with the 
coefficient matrix A having the form (4-1.2) and satisfying: 
Condition b): o1 ,o2 and Hare SPD, o1=o2 and K is symmetric and has 
non-positive eigenvalues. 
It can easily be verified that the associated Jacobi matrix B 
(4-1.6) under both condition a) and condition b) has either zero or 
purely imaginary eigenvalues. 
In Section 4.2 are listed some results of Young and Kincaid 
[1969] and Young.[l969,1971] as lemmas which will be heavily used in 
the following sections. In Section 4;3 it is shown that the Jordan 
canonical form of L is not diagonal under condition a) and condition 
w 
b), but the maximum order of the sub-Jordan block is 2. The o1-norm 
of L is determined under condition a) in Section 4.4; the minimization 
w 
of jjL JJ t is given and it is shown that jjL JJ 1<1 iff S(B)<l. w D Wb D 
(Here,~ is the optimal factor of the SOR iteration (4-1.3)). For A 
of (4-1.2) symmetric it is shown that 
Section 4.5. The explicit expression 
jjL , JJ !<1 iff S(B)<l/12 in 
"'J) D 
for JJl JJ t is also given in 
~ D 
the same section. In Section 4.6, the MSOR with fixed parameters w 
and w' and its o1-norm are considered. In Section 4.7, the MSOR with 
variable w and w' is studied. It is shown that, in a sense, there is 
no advantage to be gained in varying wand w'. However, it is found 
that there are parameter choices which are as good, though not better 
than, the choices wk=~=wb (k=l,2, ••• ). The Sheldon and modified 
Sheldon methods are considered in Section 4.8. It is shown that the 
two methods are not better than the SOR in the sense of both spectral 
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radii and the 0!-norms of them. Finally, in Section 4.9 the CCSI 
method and its 0!-norm are studied and it is shown to be the best 
method among all the methods concerned in this chapter in terms of the 
t D -norm. 
4.2 BASIC LEMMAS 
Since the matrix A has the form (4-1.2), the associated SOR 
matrix L (4-1.4) has the form, 
w 
L [Il 
I:J 
w 
wE 
= 
[ (1-w) r 1 
w(l-w)E 
where 
wF ) 
(1-w) I
2 
wF ) 
w
2
EF+(l-w)I2 
(4-2.1) 
L 1 denotes the MSOR iterative matrix, then the formula (4-1.8) can be w,w . 
expressed as, 
where, 
= 
(k+l) (k) 
x = L ,x +g(w,w') 
w,w- -
[ 
(1-w) I 1 
w'(l-w)E 
wF ) 
ww'EF+(l-w')I2 
Note that if w=w' then L =L • 
w,w w 
(4-2. 2) 
(4-2.3) 
(4-2.4) 
In fact, the analysis that follows will deal with various matrices 
which have the following general form, 
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and their products. Here ~,j(x) are rational functions in x for each 
k,j=l,2. 
Lemma 4-2.1: [Young and Kincaid, 1969]. 
If B is a matrix of the form (4-1.6) then, 
(i) Let 
k a(j) (FE) a(j) (FE)Fl 
Gk = TT 1,1 1,2 j=l a(j)(EF)F a (j) (EF) j 
2,1 2,2 
(4-2.5) 
k I."',,,, (j) ' l 
'\(Ill = TT 1,1 
a1 , 2 Cil lll 
j=l ( j) 2 a(j)ci> a 2 ,1 Cil )ll 2,2 
(4-2.6) 
If 1-1 is a nonzero eigenvalue of Band A is an eigenvalue of '\(!l), 
then A is an eigenvalue of Gk. If 1-1=0 is an eigenvalue of B, then 
at least one of the eigenvalues of '\(Ill is an eigenvalue of Gk. 
(ii) If A is an eigenvalue of Gk, then there exists an eigenvalue 1-1 
of B such that A is an eigenvalue of '\(Ill. 
Thus by the above Lemma, the eigenvalues of L , , (4-2.3) can be 
w,w 
determined by finding the eigenvalues of 
M(w,w' ,j.l) ( 
1-w 
= w'(l-w)ll 
(4-2.7) 
for every ll E SB. 
Lemma 4-2.2: [Young, 1971] 
If, 
then, 
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(4-2.9) 
where pj(~), qj(~), j=O,l, ••• , are polynomials of degree j in~ such 
that, 
(4-2.10) 
) 
and 
q2 j (J.L) = wj~·q2j-l (J.1)+(1-wjlq2j_2 <~> , j=l,2, •• • (4-2.11) 
q2j+l (J.L) = wj+l~.q2j(~)+(l-wj+l)q2j-l (J.L) J 
Note that if J.1 is real then pj(~) and qj(J.l) are real; if~ is 
purely imaginary then p2j(J.1) and q2j(J.1) are still real but p 2j+l (~) 
and q2j+l (~) are purely imaginary. 
For convenience, define the root radius of any quadratic equation 
2 
x -bx+c = 0 , (4-2 .12) 
as the maximum of the moduli of its roots. 
Lemma 4-2.3: [Young, 1971] 
If b and c in (4-2.12) are real, then the root radius of (4-2.12) 
is less than unity if and only if lbl<l+c and lcl<l. 
Lemma 4-2.4: [Young, 1971] 
The root radius of (4-2.12) is greater than or equal to that of 
x
2
-b'x+c=O if and only if lbl~lb' 1. (Here a,b,c,b' are real). 
Lemma 4-2.5: [Young, 1971] 
If Q (x) is any polynomial of degree nor less with Q (z)=l for z>l and 
n n 
max IQ (xll~ max IT (x)/T (z) I then Q (x):T (x)/T (z). Here T (x) 
-l~x~l n . -l~x~l n n n n n n 
is the Chebyshev polynomial. 
4. 3 THE JORDAN CANONICAL FORM OF L 
w 
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In this section are constructed the matrices which reduce the 
associated'Jacobi matrix B (4-1.6) under both condition a) and condition 
b) to its Jordan canonical form. Then it will be shown that the Jordan 
canonical form of L is not diagonal under both cases. 
w 
The Eigenveators and FTinaipaZ Vectors of B 
It is easy to verify that the matrices FE and EF are similar to 
diagonal forms under the condition a) or the condition b) • Let 
2 Suppose that ~j' j=l,2, ••• ,t 
are nonzero eigenvalues of FE (hence EF). Then under the two conditions, 
2 2 ]1 = -ll j j ' j=l,2, ••• R.. 
n 
Let x~ € R 1 be the jth column of matrix X' for j=l,2, ••• ,t 
-J 
(4-3 .1) 
(usually X' is denoted by X'=(~i·~i•····~ill and let X' with rank(X')=t 
satisfy, 
FEX' = x•A2 , (4-3 .2) 
where, 
(4-3.3) 
Then EFEX' =EX' A 2 or 
EFYl = Y1 A
2 
, (4-3.4) 
where, 
(4-3.5) 
It can be verified that Y1 has full column rank, i.e., rank(Y1)=t. 
Thus if 
(4-3.6) 
where, 
2 
i =-1 • (4-3. 7) 
then it follows from (4-3.1)-(4-3.7) that, 
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(4-3.8) 
In addition, it can be shown that~' i=l,2, ••• ,21, defined by, 
E.j = [::) 1 U 1 . = [~~) , j=l,2, ... ,i, (4-3 0 9) - +J 
are linearly independent. Therefore, u. and u" . ,j=l ,2, ••• ,1,- are 
-:J - ... +J 
eigenvectors of B corresponding to eigenvalues ~J. and~ •. =-~. 
Ao+J J 
respectively. 
Note that (4-3.8) holds under either condition a) or condition b). 
Since FE is similar to a diagonal matrix, it may therefore be 
n
1
,n1-1 
assumed that x2=(~i+l'"""'~) ER with X=(X1 ,x2) nonsingular 1 
satisfies, 
FEX2 = 0 • (4-3.10) 
It follows that EX2=o under either of the two conditions. Hence we 
obtain, 
B =-0 0 (4-3.11) 
Similarly, it can be assumed that 
Y=(Y1 ,Y2J nonsingular satisfies, 
EFY2 = 0 • (4-3.12) 
It can also be shown that FY2=o under the condition a). Thus, 
B [Y:J = 0 under the condition a). 
Combining (4-3.8),(4-3.11) and (4-3.13) gives, 
A 
(4-3 .13) 
BU = U -A 
0 under the condition a),(4-3.14) 
0 
78 
with U nonsingular and given by, 
(4-3 .15) 
For under the condition b), since F is nonsingular and n1=n2 
-1 in such case,then choose Y2=F x2 • Here x2 satisfies (4-3.10) and 
(4-3.11). It can be shown that Y'=(Y1 ,Y2) is nonsingular and 
B 
It follows from (4-3.11) and (4-3.16) that 
principal vector of grade 2 of B. If 
U' [x1 xl x2 
y:J 
= 
yl -Y 0 1 
then U' can be shown to be non singular 
A 
-A 
BU'P = U'P 
0 
where P is a permutation-matrix and 
and, 
0 
J 
n -1. 1 
, j=l,2, ••• ,n1 -JI.. 
(4-3.16) 
is a 
(4-3 .17) 
(4-3.18) 
Thus it has now been proved that the Jordan canonical form of 
B is diagonal under the condition a) and is not diagonal and has (n1-JI.) 
principle vectors of grade 2 under the condition b). All of these are 
important in determining the Jordan canonical form of L • 
w 
The Eigenveators and FTinaipal Vectors of L 
w 
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The eigenvectors and principal vectors of L for WFO are now sought. 
w 
For each nonzero eigenvalue ~j=iSj' j=l,2, ••• ,i, of B, let A!(j) 
and A:(j) be the roots of, 
then by (2-6.23) 
from (4-3.8) that vectors, 
eigenvalues of L • 
w 
are the eigenvectors of L since by (4-2.1) and (4-3.19) 
w 
(4-3 .19) 
It follows 
(4-3. 20) 
(4-3.21) 
In addition,~; and~ are linearly independent if A!(j)FA:(j). In 
fact, for any complex numbers a1 and a 2 
if and only if, 
(a1 +a2J~ = Q and [a1 A! (j)+a2A: (j) J_xj = o , 
or equivalently if and only if, 
[::] = [:] 
(4-3. 22) 
since x.FO and y,¥0. Thus if A!+(j)FA_!(j), then (4~3.22) holds if and 
-J -J 
only if a1=a2=o. 
2 2 Since w~jFO (j=l,2, ••• ,i) the discriminant, w ~j-4(w-l),of (4-3.19) 
does not vanish unless, 
eo 
2 2 
w Sj+4(w-l) = 0 (4-3. 23) 
On the other hand, if (4-3.23) holds then A!(j)=A!(j)=w~j/2#0 
+ (since w~/0) and s (j) and s (j) are linear dependent. Note that in 
this case, 
If now, 
then it can be shown that, 
+ L s' = s +A(j)S'~ 
w-j - -J 
Hence ~j is a principal vector of grade 2. 
linearly independent. 
(4-3.24) 
( 4-3. 25) 
(4-3.26) 
+ Moreover s . and s~ are 
-:J -:J 
Note that the above discussions are valid under either of the 
condition a) and the condition b). 
Now under the condition a), noticing (4-3.14) and (4-3.15) then, 
[x2 o]--L (1-w) w 
0 y2 
(4-3. 27) 
'!hus, if 
(4-3. 28) 
then it can be shown that v,, j=1,2, ••• ,n, are linearly independent 
-J 
and hence form a basis of n-dimensional complex vector space en. 'Ihus 
the matrix whose columns are vj reduces L 
- w 
to its Jordan canonical 
form. This can be summarized as follows: 
---------------------------------------------------------------------------
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Theorem 4-3.1: If the matrix A has the form {4-1.2), D1 ,D2 ,F and E 
satisfy the condition a) and if iS(B) is an eigenvalue of multiplicity 
q of B of (4-1.6), the Jordan 
given by (2-6.22)) has (n-2q) 
canonical form of L~ (the optimal ~. 
lxl sub-Jordan blocks and q 2x2 sub-
Jordan blocks which correspond to the eigenvalue ~-1. 
Now for the condition b); by (4-3.11) and (4-3.16) it can be 
shown that, 
and, 
= 
Lw [w:
2
] = (1-w) [:
2
] 
[ :
2 J + (1-w) (:,) 
Thus each column of (~2] is a principa: vector of grade 2 of Lw. 
y_J: = V , j=l,2, • •• ,2t, 
-j ) 
(4-3 .29) 
{4-3 .30) 
If 
(4-3.31) 
then one can easily show that Y..j• j=l,2, ••• ,n, are linearly independent 
and hence form a basis of n-dimensional complex vector space en. 
Therefore there exists a permutation matrix P so that the matrix V'P= 
(v1•, ••• ,v')P reduces L to its Jordan canonical form. Thus, this - -n w 
proves the following: 
Theorem 4-3.2: If the matrix A has the form of (4-1.2), o
1
,o2 ,F and 
E satisfy the condition b) and if iS(B) is an eigenvalue of multiplicity 
q of B of (4-1.6), then the Jordan canonical form of L has 2(t-q) 
wb 
sub-Jordan blocks of size 1x1 and (n1-t+q) sub-Jordan blocks of size 
2x2,of which q blocks correspond to the eigenvalue wb-1 and (n1-t) 
to the eigenvalue 1-wb. 
It can now be explained why the SOR method usually converges slower 
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than may be expected based on its spectral radius. Suppose x~<~1 ,~2 , 
~3 ,~4 ) such that 
, I t.j H t. 3 1=1 is <L l I ~s (L l <1. ~ wb 
Thus, 
k t.j~ , j=l,2,3, k L· X ~=4 (4-3.32) 
Let €(k)~x(k)_A-lb be the error vector of the SOR iteration and 
4 
let € (O) = L a .x., then changing G to L in (2-6.8) gives.,. 
j=l J-:J ~ 
€ (k) = Lk € (0) 
~-
(4-3 .33) 
k k k k k-1 
= alt.l~l+tx2A~2+a3;>.3~3+a4[t.~+kt.3 ~3] 
Since lt..l<l, each term of the right hand side of the above equation 
J 
converges to the null vector. However they converge at different 
rates. It is clear that the first three terms converge to the null 
vector at a rate governed by Sk(L ), while the last term converges 
wb 
k 1 (k) 
at the slower rate governed by ks- (L ). Therefore~ converges 
~ k-1 k 
to the null vector at a rate governed by kS (L ) instead of S (L ) • 
wb! ~ 
The following two sections will discuss the D -norm of L • It 
w 
k k-1 
will be shown that IlL 11 t - kS (L ) when k is large. 'l'hus, the 
wb D wb 
rate of I ILk 11 t tending to zero as k~ is approximately the same as 
that of (k~ D . to the null vector. This is what may be ~ approach1ng 
expected from (4-3.33). 
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4.4 DETERMINATION OF IlL 11 ! 
W D 
This section will determine the 0!-norm of L , i.e., I IL I I 1= 
w w ~ 
! -!. D 
11 D L D 11 2 , and find the minimum of 11 L 11 ! under the assumption A w w D 
(4-1.2) satisfying the condition a). Here, 
Set, 
o
1 
= diag(oi,o;) 
L = o1L D-! 
w w 
then from (4-2.1) and (4-4.1) 
"' L = 
w 
If 
"' D!FD-! D-!HD-! F = = 1 2 1 2 
" D!ED-! -t -! E = = 02 KDl 2 1 
AT 
" E = -F I then, 
} 
"' T -! -! since H =-K and o1 and o2 are SPD. Now L · can be expressed as, w 
(4-4.1) 
(4-4.2) 
(4-4.3) 
(4-4 .4) 
(4-4 .5) 
L = r (1-w)Il 
w [w(l-w)E 
wF ) (4-4.6) 
w
2Ef+ (1-w) I 2 
"' Here L is the SOR iterative matrix corresponding to the matrix, 
w 
" A = 
( li~ -E 
with the associated Jacobi matrix, 
"' B = 
(4-4. 7) 
(4-4.8) 
Therefore S =S and the optimum parameter w. for Lw is the same as for B B 0 
"' L . Now 
w IIL~I I ! 
D 
(4-4.9) 
Since, 
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A A "H ! IlL 112 = [S(L L )] (4-4.10) w w w 
and from (4-4.5) and (4-4.6) 
A ) 
"H [ (1-:) I 1 -w(l-w)F L = 
2AA J (4-4 .11) w 
-wE w EF+(l-w)I2 A AB it follows from (4-4.6) and (4-4.11) that L and L have the required 
w w 
form for the applicability of Lemma 4-2.1. Therefore, from Lemma 
4-2.1: 
i) 
ii) 
Hi) 
SL £H c L 
w w i-L·E 
S H 
5 M(w,w,j.L)M (w,w,!-L) B 
S H S -{O} M(w,w,j.L)M (w,w,j.L) 
B 
s~ CH•S ) H ~ 0 , if 0 E SB , L u M(w,w,o M (w,w,O) 
w w 
(4-4.12) 
where M(w,w,j.L) is a special case of M(w,w',j.L) defined by (4-2.7) with 
w=w•, i.e., 
[ 
1-w 
(1-w)i-L 
wi-L ] 
2 2 
w 1-L +1-w 
(4-4.13) 
Note that for any j.L E SB, j.L is either zero or purely imaginary. If 
then, 2 2 2 
= (1-w) -w 1-L , 2 2 m1 , 2 = 1-Lw (1-w+ 1-L ) 
4 4 2 2 2 
m2, 1 = -m1 , 2 , m2 , 2 = w j.L +(1-w) +w j.L (1-w) (l+w) 
It can be shown that 
Thus, 
2 4 4 4 2 
m1 ,1+m2, 2 = 2(1-w) +w 1-L -w 1-L 
4 
m2,2ml,l-m2,lml,2 = (l-w) ) 
(4-4.14) 
(4-4.15) 
85 
H 2 2 det(AI-M(w.,Wd!)M (w,w,J.L) = :\. -T(J.l ) A+ c = 0 , (4-4.16) 
where, 
2 24442 4 T(J.L ) = 2(1-w) +w J.L -w J.L , c=(l-w) • (4-4.17) 
2 Since T(0)=2(1-w) , for J.L=O the equation (4-4.16)· has only one root 
2 (1-w) of multiplicity 2. It follows from (4-4.12) that, 
S H • M(w,w,J.L)M (w,w,J.L) (4-4.18) 
Since J.L2 ~o, for any J.L € SB, therefore T(J.L2) is an increasing 
function of IJ.LI. For any complex number J.L denote the root radius of 
the quadratic equation (4-4.16) by $(J.L). Then by Lemma 4-2.4, 
S(L LH) = max $(J.L) = $(J.L') (4-4.19) 
w w 
J.l € SB 
where J.L'=iS(B) (i2=-l). Therefore only the root radius of (4-4.16) with 
J.L=J.L' need be found. Suppose A satisfies (4-4.16) with J.L=J.L', then t=At 
satisfies 
2 2 2 t -(w-1) = w dt (4-4.20) 
where, 
(4-4. 21) 
It follows from Lemma 4-2.3 that the root radius of (4-4.20) is less 
than unity if and only if 
lw-11<1 and w2d<l-(w-1) 2 = w(2-w) 
or equivalently if and only if 
0 < w 
This then proves: 
2 
< l+d (4-4.22) 
Theorem 4-4.1: If the matrix A has the form (4-1.2) and satisfies the 
condition a) then I IL I I ,<1 if and only if w satisfies (4-4.22). 
w o' . 
Moreover, 
IlL) I ! = 
D 
2 ;.:4 2 2 (w d+ w d +4(1-w) )/ 2 (4-4 .23) 
The minimum value of IlL 11 ! is now determined. 
w D 
r-----
2 /4 2 2 
f (w) = w d+lw' d +4 (1-w) , 
Let 
then, df 32 /,42 2 2wd+[2w d +4(w-l)J/ w d +4(w-l) -= dw 
. df th Assum~ng dw = o, en 
-wd.~4d2+4(1-w) 2 = w3d2+2(w-l) 
Notice that if (4-4.23) is satisfied then this means, 
3 2 g(w) = w d +2(w-l) < o . 
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(4-4.23) 
(4-4.24) 
By the Descartes rule it is known that g(w)=O.has only one positive 
root w Note that w <1. Thus if·w E (O,w ) then (4-4.24) holds. 
u u u 
Moreover, 
df(w) > 0 for w>w 
dw 'u (4-4. 25) 
For wE (O,wu)' and from (4-4.23), squaring both sides gives, 
2 2 
w d +w-1 = 0 • (4-4.26) 
Evidently, the positive root w of the above equation is given by, 
+ 
w+ = [-l~]/2d2 = l/(l+S2 (B)). (4-4.27) 
Thus one can verify 
l < o, if o<w<w df ... = = 0, if w=w+ (4-4.28) dw > o, if w <w<w + u 
since w <w • Hence f(w) reaches its minimum value at w=w • By the 
+ u + 
definition of f(w), the following theorem is obtained: 
Theorem 4-4.2: If the matrix A has the form (4-1.2) and satisfies the 
condition a) then, 
IlL 11 ; < IlL 11 ! if w'lw 
w+ D w D + 
(4-4.29) 
where w+ is given by (4-4.27). 
2 Note that w+ < l+d , therefore from Theorem 4-4.1 IlL 11 ; <1. 
W+ D 
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Also note that from Theorem 2-6.1 the optimal parameter wb 
of the SOR method is given by 
wb = 2/ (l+A+s2 (B)) (4-4.30) 
Thus, "b < l:d if and only if S(B) <1. Hence the following theorem is 
proved. 
Theorem 4-4.3: If the matrix A has the form (4-1.2) and satisfies the 
condition a), the o1-norm of the optimum SOR iterative matrix is less 
than unity if and only if S(B)<l, i.e., 
IlL 11 ! < 1 iff s (B) <1. 
wb D 
Note that S(B) is usually much greater than unity. Hence, 
IIL"bl 1
01 
may be much greater than unity 
I ILw I I t is always less than unity. 
+ D 
IIL"b 1!01 since w + <wb. 
though s (L ) <1. However, 
wb 
Moreover IlL 11 1< w+ D 
Figures 4-4.1 and 4-4.2 show graphs of S (L ) and IlL 11 ! as 
w W D 
functions of w for ~·=i and ~·=Si respectively. It is clear that 
IlL 11 t is much greater than S(L ) , e.g. in Figure 4-4.2 
"b D "b 
S(L )=0.67, but I IL I I 1=2.90.while -~ IL I I !=0.98<1. It is also 
"b "b D ~ D 
clear that for the optimum wb an under-estimation is better than over-
estimating, which is contrary to the symmetric case. 
Note that S(L) is given by, 
w 
S(L ) - ~~~-----!1-w if O<w~"b w - (S{B)wH{J2~2 {B) +4 {W-1) ]2 'f < < 2 ~ "b w l+S(B) 
Although 11 L 11 t '::1 when S {B) 'l:l in the next section it will be 
"'J, D 
shown that for any S(B)>O, then if k is large enough and 
that limit! ILk 11 1=0. 
k-+<o wb D 
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4. 5 DETERMINATION OF 11 L~ 11 ! 
o D 
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In this section it is still assumed that A has the form (4-1.2) 
and satisfies .. the condition a). Thus, it follows from the discussions 
in the last section that, 
(4-5.1) 
1\ 
where L is given by (4-4.6) with w=wb. Since the expression (4-4.6) 
wb 
A AH 
of L and the expression (4-4.11) of L have the required form of 
w w 
"' Lemma 4-2.1, before the 2-norm of L is considered, the eigenvalues of 
wb 
V(w,~l are first investigated for ~ E SB, where, 
k k H V(w,~) = M (w,w,~) [M (w,w,~) I . (4-5.2) 
By letting wk=wk=w in (4-2.10) and (4-2.11) it can be proved that 
pk(~)=qk(~) for k=O,l, ••• , and setting sk(w,~)=pk(~), then it can be 
shown that, 
s0 (w,~l 1, s1 (w,~) = w~ (4-5.3) 
sk(w,~l w~sk_1 (w,~)+(l-w)sk_2 <w.~l 
Thus, it follows from Lemma 4-2.2 that, 
k [ (1-w) s2k_ 2 (w, ~) s2k-l (w,~) ) M (w,w,~) (l-wls2k_1 (w,~l s2k(w,~l (4-5.4) 
Since for~ E SB ~is purely imaginary, s2k_1 (w,~) are purely 
imaginary and s2k(w,~l are real. Hence, 
I 
2 2 2 
(l-wl s2k-2-s2k-l 
(l-w)
2
s2k-ls2k-2-s2ks2k-l 
s2ks2k-l-(l-w)
2
s2k-ls2k-2 jl 
2 2 2 
-(l-w) s2k-1+8 2k 
V(w,~) = 
Evidently, the characteristic e~ation for V(w,~) is 
2 X -Tk(w,~)X+c = 0, 
where, 
90 
(4-5 .5) 
(4-5.6) 
It follows from Lemma 4-2.4 that for fixed c the root radius of (4-5.5) 
is maximized when ITk(w,~) I considered as a function of~ € SB is 
maximized. Obviously, Tk(w,~) depends on sk(w,~) defined by (4-5.3). 
By induction it can be shown (see page 249 of Young [1971)) that, 
where a1 and a 2 are the solutions of the quadratic equation 
2 
a -w~a+w-1 = o . 
.Now it will be shown that 
where 
sk("'J:fS(B)) = (i)k{k+l) (r!)k , 
max I sk (~,~)I = (k+l) (r!)k , 
~ € SB 
r = 1-wb • 
(4-5. 7) 
(4-5 .8) 
(4-5.9a) 
(4-5.9b) 
(4-5 .10) 
Let ~=iS (S~O), w=wb, then the roots a 1·and a 2 of (4-5.8) are given by 
= i!S~ ±~2~+4{~-l)J/2 • 
By (4-4.30), Thus, if S=S(B) then a1=a2=iS(B)~/2= 
. t 
J..r • Hence (4-5.9a) follows from (4-5.7). 2 2 If S~S(B) then S ~+4(wb-l)~O. 
t Therefore la1 1=1a21=r • Again by (4-5.7),(4-5.9b) follows. 
Now it follows from (4-5.6) and (4-5.9) that, 
I 2k 2 t -t 2 maxiTk(~,~) = 2r [1+2k (r +r ) I (4-5.11) 
Thus, letting w=~ in (4-5.5), from (4-5.6) and (4-5.11) X satisfies 
2k 2 2 -! ! 2 2k ().-r · ) :41< (r +r ) r ). or 
2k -! ! k ! 
>.-r · : 2k(r +r )r ). 
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(4-5.12) 
Note that from the above discussions and Lemma 4-2.1 the root radius 
of (4-5.12) is just I ILk I I !" Hence the following has been proved: 
wb D 
Theorem 4-5.1: If the matrix A has the form (4-1. 2) and satisfies the 
condition a), then, 
= F{k,r) , (4-5 .13) 
where r:l-wb and wb is given by (4-4 .30). 
Since for any S(B);:O, r<l, then from (4-5.13) it is seen that 
limit F(k,r):O. But for values of r close to unity the function.F(k,r) 
increases initially before eventually decreasing. This can be seen 
from Figure 4-5.1 • 
• 
7 
• 
;----, 
I \ I \ 
I \ 
' I \ I \ 
• I \ 
I \ 
• I \ I \ 
• I \ 
I "" 
................ 
k 
a IILw 11 ! 
b D .............. ..._ __ 
.1-----~~====~~:::=r------,-----~r-~--::-e: k o 1 10 15 • S (L ) 20 25 Jo wb 
k 
FIGURE 4-5.1 (r:0.8190) 
Remarks: 
(1) When k is large, 
(2) 
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k I k -t t IlL I ! - 2kr (r +r ) 
"'b D 
since r ! -! -1 +r ~2r for O<r<l. 
; k If A has the form (4-1.2) and is SPD, then the D -norm of L , 
wo 
(the optimum parameter wt, is given by (2-6.19)) has the same 
expression as IlL~ 11 01 i.e., 
case (SPD case) r=wt,-1. 
However in this 
(3) Based on F(k,r) it is possible to obtain an estimated number 
(denoted by Ek ) of iterations needed to reduce the n1-norm of 
s 
(k) ! 
the error vector (!'_ ) to a specified fraction £ of the D -norm 
of the initial error vector. In fact from Young [1971), 
Ek 
s 
= log[(2x/e:)log(2x/e:))/log(l/r) 
(r1+r-!)/log(l/r) X = (4-5.14) 
Numerical results show that Eks gives a better estimation than 
that given by ENS (the estimated number based on the spectral 
radius of L ). Here ENS is given by, 
"'b 
ENS = log(e:)/log(l/r) • 
Before this section is concluded a necessary and sufficient 
condition for I IL , I I ;<1 in the SPD case is given. 
"'f, D 
(4-5.15) 
Since F(l,r)=r{(r-!+r1)+[(r-!+r1)2+1]!} =r!{(l+r)+[(l+r) 2+r]!} 
is a strictly increasing function of r, there exists a unique r 0 such 
that, 
(4-5.16) 
Because of I IL I I ;=F(l,r) and because of Theorem 4-4.3, then F(l,r)=l 
"'b D 
if S(B)=l, Since 
therefore when S(B)=l r becomes r 0 , i.e., 
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1 (4-5 .17) 
(l+ff) 2 
Now it is possible to prove: 
Theorem 4-5.2: ! If A has the form (4-1.2) and is SPD, then the D -norm 
of the corresponding optimum SOR iteration matrix L , is less than unity 
iff s (B) <1/ff. Here wt, =2/ (l+h-s2 (B)) • wb 
Proof: Since F(l,r) is a strictly increasing function of r, 
I IL ,I I 1=F(l,r)<l from (4-5.16) and (4-5.17) iff r<r0 • Because in ~ D 2 2 2 
the case being considered r=wt,-l=S (B)/(1+11-s (B)) , then if r=r0 , 
it can be shown that S(B)=l//2: On the other hand, it also can be 
shown that r is a strictly increasing function of S(B). Thus F(l,r)<l 
iff S(B)<l/1:2, concluding the proof. 
Note that the above result can also be deduced from Theorem 7-3.1 
of Young [1971] • 
4.6 MODIFIED SOR WITH FIXED PARAMETERS 
In this section the domain for the convergence of the MSOR scheme 
(4-2.2) will be given and it will be shown that when w=w'=wb the 
(virtual) spectral radius of L , is minimized. Then by further 
w,w 
! requiring that A satisfies the condition a), the D -norm of L , is 
w,w 
considered and the minimization of I IL , I I ! is numerically found. 
w,w D 
Convergence 
By Lemma 4-4.1 it can be shown that the eigenvalues A of L , 
w,w 
(4-2.3) and ~~0 of B (4-1.6) satisfy, 
(A+w-ll(A+w'-1) 2 = ww'~ A 
However, when ~=0 € SB then either 1-w or 1-w' {or both) is an 
(4-6.1) 
eigenvalue of L ,. This makes the convergence analysis more 
w,w 
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difficult. On the other hand, there are so many eigenvalues of B that 
it is not practical to consider them individually. Therefore it is 
appropriate to consider the virtua~ spectra~. radius of L , defined by, 
w.w 
S(L , ) = max 
w,w -
J.l € SB 
~(w,w',J.l) , (4-6.2) 
where SB is the smallest convex set containing s 5 and where f(w,w' ,J.l) is 
the root radius of (4-6.1). By the definition, S(L ,J>.S(L ,) • 
w, w w,w 
Thus the MSOR method is said to be strong~y convergent if S(L ,)<1. 
w,w 
Theorem 4-6.1: If the matrix A has the form (4-1.2), D=diag(o1 ,o2) is 
nonsingular and the associated Jacobi matrix B (4-1.6) has either zero 
or purely imaginary eigenvalues, then the MSOR method is strongly 
convergent iff, 
O<w<2 and O<w'<2(2-w)/(2-w+S2 (B)w) (4-6.3) 
Proof: From (4-6.1) 
2 I. -bA+c = 0 , (4-6.4) 
2 
where b=l+c-ww'(l-J.l ), c=(l-w)(l-w'). By Lemma 4-2.3 S(L ,l<l iff 
w,w 
for any J.l E s5 \c\<1 and \b\<l+c, i.e., for any J.l € 55 Jc\<1, 
2 2 l+c-b=ww'(1-J.l )>O and l+c+b=(2-w) (2-w')+ww'J.l >O, or equivalently iff 
2 O<w,w'<2, (2-w) (2-w')>ww'S (B) 
which are equivalent to (4-6.3), concluding the proof. 
Next, 
Theorem 4-6.2: Under the conditions of Theorem 4-6.1 
s (L . ) = s (Lw. ) = 1-wb , 
"\, ,wb n 
(4-6.5) 
and unless w=w'=w , then b 
(4-6.6) 
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where~ is given by (4-4.30). 
- -Proof: Since L ,=L if w=w', therefore S(L )=S(L )=S(L )=1-wb. 
w,w w wb'~ ~ "'b 
For (4-6.6) ·discussion is restricted to the values of w and w' in the 
range of (0,2). Now it is clear from (4-6.4) that S(L , ) is the 
w,w 
root radius of 
where, 
Since 
2 A -b'J.+c = o , 
. 2 b' = max_ [l+c-ww'(l-u) / 
u E s 
B 2 
= max{ )l+c-ww'), )l+c-ww' (l+S (B)/} 
[c/=/(1-w)(l-w') J<l, it can be proved that for 
b' > 2r 
--2(l+c) 
l+r 
2 
if ww' ~ (l-~) (l+c) 
l+r 
(4-6.7) 
(4-6.8) 
fixed c 
(4-6.9) 
where r=l-wb. Thus, it follows from Lemma 4-2.4 that S(L , ) 
w.w 
is not less than the root radius g(c) of 
2 2r p(J.,c) = J. 2 (l+c)J.+c = 0 , l+r 
(4-6.10) 
2 2 if ww'~(l-r )(l+c)/(l+r ), 
Ch . 2 (2 oos1ng c=r , then g r )=r. Moreover, if c>r2 , g(c)>ct>r; if 
2 
c<r , 2 2 2 p(r,c)=(r -c)(r -1)/(l+r )<0, hence g(c)>r. Thus S(L ,)>r if 
w,w 
2 c~r • 2 . 2 2 2 2 In fact, if c=r and 1f ww'~(l-r) (l+c)/(l+r )=(1-r) ="'b by 
(4-6.9), b'>2r. 2 2 2 -Hence r -b'r+c=r -b'r+r <O which results in S(L ,)>r 
w,w 
. 2 2 
1f c=r and if ww'l"'b· In order that the root radius of (4-6.7) shall 
1 th 2 . 2 equa r, en ww'="'b and (1-w).(l-w')=r· .from which w+w'=2wb. Moreover, 
2 2 I 2 2 d ( 1 .) 2 2 2 w +w' =(w+w ) -2ww'=2"1, an w-w =w +w' -2ww-'=O. Hence w=w'=wb' 
concluding the proof. 
The Dla-Norm of Lw w' 
Now consider the further requirement that A satisfies the 
condition a). As in Section 4.4, from (4-2.3), 
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/\:'t j' 
ww 'EF+ (1-w') 12 
(4-6.11) 
/\ A 
where E and Fare given by (4-4.4) and satisfy (4-4.5). By (4-4.8) 
" H Since L , and L , have the required form of Lennna 4-4.1, 
w,w w,w 
- " "H S(L ,,L ,) = max <f>(w,w',~) , 
w,w w,w € s ~ B 
where <1> (IJ!,uf ,~) is the root radius of the characteristic equation, 
:!. 2-T:!.+C = 0 , 
of M(w,w 1 ,~)MH(w,w 1 ,~). Here M(w,w 1 ,~) is given by (4-2.7) and here, 
2 22242 222 T = T(w,w 1 ,~) = (1-w) +(1-w 1 ) +w w' ~ -~ [(w-w 1 ) +w w' ] 
c 2 2 (1-w) (l-w 1 ) • 
Since max jTJ= max T=T(w,w',iS(B)), therefore, 
~ E SB ~ E SB 
= T(w,w 1 ,iS(B))+~2 (w,w 1 ,iS(B))-4C 
2 (4-6.12) 
The problem of finding w and w 1 which minimize 11 L 
1 
11 2! is a 
w,-w D 
little complicated. However, the minimization of IlL 
1 
11 ! with 
. w,w D 
respect to w and W1 was obtained numerically for various values of S(B) 
such as S(B)=O.OOl, 0.005, 0.01, 0.05, ·0.1, o.S, 1.0, 5.0, 10.0, 
20.0, 30.0 and 40.0. In all of these cases it was found that, 
minJJL 1 11 ! = IlL 11 ! = IlL 11 ! (4-6.13) 
WtW 1 W,W D 00+'W+ D W+ D 
where w+ is given by (4-4.2), i.e., w+=l/(l+S2 (B)). This leads to 
the conjecture that (4-6.13) is always true, but so far a theoretical 
justification has not been found. 
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4.7 MODIFIED SOR WITH VARIABLE PARAMETERS 
This section will study the MSOR iterations (4-1.9) with 2m 
parameters~~· k=l,2, ••• ,m, in cyclic order. It will be shown that 
though the use of 2m different parameters is no more effective than 
the choice~=~=~· nevertheless, there are other parameter choices 
which are as good, though not better than, the choice wk=wk=~· 
optimum Choice of Parameters 
For the convenience of the analysis, now write (4-1.9) as follows, 
(k+l) (k) ' 
V = G V +g , 
- m- -
where~· is a suitable vector depending on "kMk and A and where, 
G 
m 
Theorem 4-7.1: Under the conditions of Theorem 4-6.1 then for any 
(4-7 .1) 
(4-7.2) 
(4-7.3) 
where r=l-wb with wb=2/(l+li+s2 (B)). Moreover if equality holds in 
(4-7.3) then, 
m 
c = 1T (1-wk) (1-wk) = 
k=l 
2m 
r 
Proof: By Lemma 4-2.1 for S(G ) it is sufficient to consider the 
----- m 
(4-7 .4) 
eigenvalue properties of Mm(~) (4-2.8) for~ € SB. It is clear that 
the characteristic equation of M (~) is 
m 
2 
>. -b(~)A.+ c = o , 
where, m 
c = lT<l-w )(1-w') 
k=l k k 
Here p2m_2 (~) and q2m(~) are defined by (4-2.10) and (4-2.11). 
Noticing (4-2.7) it can be proved that M(wk'~.,l) ~-<i> = (~) 
(4-7 .5) 
(4-7 .6) 
for k=l,2, ••• ,m. Hence 1 is an eigenvalue of M (1). Thus 
m 
b(l) = l+c • 
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(4-7.7) 
Since p2m_2 (~) and q2m(~) are even functions of ~. there exists a 
polynomial h (~2) of degree m in ~2 such that 
m 
Letting 
2 b (~) = h (~ ) • 
m 
6=6(~2)=1+2i;s2 (B) then b(~)=h (ts2 (B) (6-l))=f (6) 
m m 
(4-7 .8) 
where fm(6) is a polynomial of degree m in e. Note that if~ E s
8 
then e E [-1,1]. Moreover, 
t = 6(1) = 1+2/S2 (B) 2 = ( l+r ) /2r > 1 
and f (t)/(l+c)=b(l)/(l+c)=l. Therefore by Lemma 4-2.5, 
m 
f (6) I 
i:j:;l ~+c 
IT (6) I 
m 
; 
(4-7 .9) 
(4-7 .10) 
where T (6) is the Chebyshev polynomial of degree m given by (2-7.9). 
m 
Thus, 
b = max I b (~) I = 
~ E SB I I ~ max f (6) >- ( ) I 6 I :;1 m Tm t (4-7.11) 
If lcl~l, the root radius of (4-7.5) is at least equal to unity. 
If lcl<l, then l+c>O. For such c, the maximum root radii of (4-7.5) 
for ~ E s8 is at least as large as the root radius g(c) of 
2 2A A - --=2 (l+c)A+c = 0 , 
l+A 
-2 -
since T (t) ~(l+A ) /2A, where, 
m 
-A m = r 
-2 -2 - -2 t- -2 If c=A then g(A )=A; if c>A , then g(c)>-c >A; if c<A then 
-2 
-2 2A -A- --=2(l+c)+c<O, hence g(c)>A. 
l+A 
concluding the proof. 
-2 - m Thus if c#A , S(G )>r , thus 
m 
(4-7.12) 
(4-7 .13) 
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AZternative Qptimum Parameter Sets 
From the above discussions, in order for the equality in (4-7.3) 
-2 to hold, it is necessary to have c=A • In such a case, S(G ) is the 
m 
root radius of, 
2- -2 A -bA+A = o • (4-7.14) 
By (4-7.11) b~2A. On the other hand if b>2~, it can be shown the root 
radius of (4-7 .14) is greater than A. HenCe, the equality in (4-7 .3) 
holds iff 2m -
c = r and b = 2A = 2rm (4-7 .15) 
Note that from (4-7.10) and (4-7.11) and by L~mma 4-2.5 if 
2m-2 - -
c=r =A then b>2A unless, 
f (e) = (l+I2)T (e)/T (t) = 2AT (e) 
m m m m 
(4-7 .16) 
i.e., unless from (4-7.6), 
(4-7.17) 
Values of w1 ,wi ,w2 ,wz' "_". ,wm,w~ are now sought such that (4-7 .17) 
holds. Set a=s(B). 
If m=l, the condition (4-7.17) becomes, 
2 - 2 2 l-w1+1-wi+w1wi~ = 2A(l+2~ la ) , 
- 2 which is satisfied for all ~ E SB iff l-w1+1-wi=2A and w1wi=4A/a , 
i.e., w1+wi=2~ and w1wi=w~ (for ~=1-wb) which imply w1=wi=~· 
This coincides with the results for the MSOR with fixed parameters in 
Section 4.6. 
If m=2, 
4 b(~) = (w2w2w1wil~ +[w1w2(1-w2l+w2w2(1-wil+w1wi(l-w2) 
Equating 
2 +wiw2 (1-w1)J~ +(l-w1) (l-w2~1-wil (l-w2l 
the powers of 
2 2 
2j;T (1+ ___!!__) = 
2 a2 
2 ~ in the above expression to those of 
- 4 4 2 2 2A£8~ ;a +8~ la +ll 
. (4-7 .18) 
gives 
4 
-ps'-sp' + ss' 16"5:/s2 l pp' =w = I b p-s+p'-s' = 2;\-2 
where, 
s = wl+w2' s' = w'+w' I po= WlW2' p' = w'w' 1 2 1 2 
It is easy to verify that for any p#O the values, 
p' = w!/p, s = p+wb(2-wb), s' = p'+wb(2-~) 
satisfy X4-7.19). Thus the optimum parameters are 
w1 = ![s+(s
2
-4p)!l, w2 = ![s-(s
2
-4p)11 
2 ! 2 ! 
wi = Hs'+(s' -4p') I, w2 = Hs'-(s -4p') I } 
Thus for each real or complex p#O there corresponds an optimum 
parameter set. 
In the case w1=wi, w2=w2• there are two different sets. In 
lOO 
(4-7.19) 
(4-7.20) 
(4-7 .21) 
2 2 fact, since p=p' and s=s' it follows from (4-7.20) that p=~ or p= -~· 
In the first case s=2~ and w1=w2=~· In the second case, s=2~(1-~) 
and 
or w1 and w2 in the reverse order in (4-7.22). 
Note that w2 in (4-7.22) is less than zero. This is perhaps 
somewhat surprising since the negative parameter (w2l alone would 
result in a divergent process. Moreover, the use of the other 
(4-7 .22) 
parameter (w1l by itself would not yield as rapid convergence if the 
process is convergent as would the use of w1=w2=~, let alone the 
process may be divergent, i.e., w1 may be greater than 2/(l+S(B)). 
However, when used together, the two parameters give a rate of 
convergence which is as good as the one given by the choice w1=w2=wb• 
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This has been confirmed by actual numerical experiments. 
Now consider the case m=3 where '"k='"k• k=l,2,3. This gives the 
following conditions from (4-7.17), 
2 6 3 p = "b , 2(1-s+t-p) = z.I = 2(1-"b) , 
- 2 2 - 4 
s(s-2t+3p) = 36A/S , t -sp-2tp = 96A/S , l (4-7.23) 
where, 
s = w1+w2+w3, t = w1w2+w2w3+w3w1 , p =w1w2w3 
(4-7.24) 
In the first case, choosing p=w! leads to s=3"b and t=3~ or 
2 2 
s=3"b(l-"b) and t=-3"1,(1-"b). For the former we have w1=w2=w3="b· 
For the latter the optimal parameters satisfy the cubic equation 
3 2 2 2 3 
w -3'"1, (1-"b) w +3"b ('"!, -1) w-"b =0 or 
3 3 3 [("b-1) -l)w = [w("b~ll-'"1,1 
This has the roots, 
3 1/3 2k1Ti/3 
"\; = "b/{[1+(1-wb) J e -(1-wb)}, k=l,2,3. 
Alternatively, choosing p=~'"b3 , from (4-7.23) gives the quadratic 
equation 
and by solving for s, the value of t can be obtained from 
3 2 
t = s-2"b+3"b-3"b. 
(4-7 .25) 
(4-7 .26) 
(4-7. 27) 
(4-7.28) 
Then for each t, the optimum parameters can be determined from the 
cubic equation, 3 2 
w -sw +tw-p = o , (4-7.29) 
Thus, in general, a total of four optimal parameter sets are generated. 
When m>,4, equations analogous to (4-7.23) can also be determined 
when wk=wk' k=l,2, ••• ,m. However they are quite complicated. It seems 
difficult (or nearly impossible) to obtain analytic expressions for 
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all the ~~ nevertheless, the optimum parameter sets may, still 
exist. 1-1 2-1 Since m=l gives only 1=2 set; m=2, 2=2 3 4=23-1 sets; m:; , 
m-1 
sets; it seems reasonable to conjecture that there are 2 such sets 
in general where ~=wk, k=l,2, ••• ,m. 
4.8 SHELDON AND MODIFIED SHELDON METHODS 
The last section investigated the MSOR method with variable 
parameters and showed that there is no advantage to be gained according 
to the spectral radius. This is the same for the SPD case, (see Young 
[1971)). However, Sheldon [1959) and Golub and Varga [1961) have 
shown that the Sheldon, Modified Sheldon and CCSI methods do have 
advantages according to their D!-norms for the SPD case. The main 
purposes here are to study the Sheldon and Modified Sheldon methods 
for the non-symmetric case and to explore whether benefits can also be 
obtained according to the D!-norm. The CCSI method will be considered 
in the next. section. 
~e SheZdOn Method 
The Sheldon method for the system (4-1.1) with A having the form 
(4-1.2) can be expressed by, 
(1) 
X = (4-8 .1) x(k+l) = L x(k)+g(~ .~) 
Wb'~- - 0 0 
where g(w,w') is given by (4-2.4). From (4-8.1), 
L k-1 
~·~ 
1 k~l 1 (4-8.2) 
where~ is a suitable vector. Noticing (4-2.3) and Lemma 4-2.1 for 
! k-1 
the spectral radius and D -norm of Sk=L Ll,l consider first the 
~1 . ~·~ 
matrix ~(~)=M (~·~·~)M(l,l,~),for ~ € SB, where M(w,w',~) is 
defined by (4-2.7). By lemma 4-2.2, 
where 
~(Ill = [00 
the polynomialS rj (Ill , j=O, 1, ••• , are given by, 
2 
r 0 (lll = 1, r 1 <lll = ll, r 2 (lll = ll 
It will now be shown that, 
l 
.k k/2 2 ) rk(iS(Bll = 2L r [k+(k-2lr]/(l-rl for k~l 
max lrk(lll I = lrk(iS(Bll I 
ll E SB 
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(4-8. 3l 
(4-8 .4l 
(4-8.5l 
Clearly, the second equation of (4-8.5l holds for k=O,l,2. By 
induction it can be shown that, 
where sk(w,lll are defined by (4-5.3). By (4-5.7l since a1a2=~-l 
a1 +a2=~ll, by (4-5.8l with w=~, then 
k k-j j k-1 k-1-j j llSk(~,lll+(l-~lsk-l (~,Ill = ll .L a1 a 2-a1a2 L a1 a2 J=O j=O 
(4-8.6l 
- 1 k+l k+l 2 k-l k . 1 
= - (a +a l + (- -ll ) a1-Jag+ (4-8. 7l ~ 1 2 ~ J=O 
Because ~=2/(l+Ji+s2 (Bll and o~-ll2~s 2 (Bl for ll E SB, the roots 
a1 and a2 of (4-5.7l satisfy la11=1a2J=r
1
. Thus, 
I I 2+(l+rlk (k+ll/2 llSk(~,lll+(l-~lsk-l (~,Ill ~ (l-rl r (4-8.8l 
By (4-5.9al,(4-8.6l, S(Bl=2r1/(l-rl and (4-8.4l it is seen that the 
first of (4-8.5l holds. The second of (4-8.5l follows. from (4-8.4l 
(4-8 .6 l and (4-8 .8l • 
This now leads to: 
Theorem 4-8.1: If the matrix A is of the form (4-1.2l D=diag(D1 ,o2l 
- -- ·------------
is nonsingular and B (4-1.6) has either zero or purely imaginary 
eigenvalues, then, 
k 4
r 2 [k+ (k-1) r] (1-r) 
If A satisfies the condition a), then in addition to (4-8.9), 
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(4-8.9) 
(4-8 .10) 
Proof: (4-8.9) follows from Lemma 4-2.1, (4-8.3) and (4-8.5). If A 
A l -! Ak-1 A " 
satisfies the condition a) then sk=D SkD =L L1 1 where L , wb, ~ , w,w 
is given by (4-6.11) with w=w'=~ or w=w'=l. Therefore Lemma 4-2.1 
-A AH 
is applicable for determining S(SkSk). Note that Mk(~) corresponding 
A 
to sk for the application of Lemma 4-2.1 is the same as that defined 
by (4-8.3). Hence, by (4-8.3), 
11 sk 11 \ = 11 sk 11; = s (s;s=) 
D 
2 2 
= !r2k-l (iS(B) I +ir2k(iS(B)) I , 
which results in (4-8.10). 
It is clear that, 
(4-8.11) 
For the comparison in norm when k is large for 11 L~ 11 
0
! then from 
(4-5.13) 
lir!<"b IlD! 
while for llskll ! 
D 
k -! 
- 2kr (1+r)r , 
k -2 2 1 2 ! 
• 4kr (1-r) [ (1+r) + -(l+r) ) 
r 
= 2(1+r;! 2rk(1+r)r-tK 
(1-r) 
• 
2 
(1+r)! 
(1-r) 2 ilL~ I! ! b D 
(4-8.12) 
(4-8.13) 
-------------- --------------------
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Thus from (4-8.11) and (4-8.13) it can be seen that no advantage 
has been obtained for the Sheldon method according to either the 
! 
spectral radius or the D -norm. This feature is ·certainly contrary to 
what may be expected. Moreover, by Theorem 4-8.1 when r+l , which is 
equivalent to S(B)++=, S(Sk) and I I ski I ! will tend to infinity, 
k k D 
while S(L ) and IlL 11 t are bounded for all k. 
wb "'b D 
The Modified SheU2on Method 
Golub and varga [1961] considered a modification of·the Sheldon 
method and showed that in the SPD case the modified Sheldon has a 
. t 
smaller D -norm compared with not only 
The difference between the modified Sheldon and Sheldon.methods is 
that in the first step of the Sheldon method use is made of L1 ,wb 
instead of L1 , 1 Thus, the modified Sheldon method can be expressed 
as, 
(1) (0) 
X = L1 ,"'1, :!. +.2_(1,"'1,1, X 
(k+l) 
=L x(k)+g(wb'"'b) 
wb.wb- -
(4-8 .14) 
(k) (0) (K >,1) or X = s• x +!J.' , k- (4-8.15) 
where !1.' is a suitable vector, and 
s• = k (4-8.16) 
By Lemma 4-2.2, the matrix~(~) corresponding to Gk=Sk in Lemma 4-2.1, 
is, 
u2k-l (~)J 
u2k (~). 
where the polynomials u0 (~) ,u1 (~), ••• satisfy 
u0 (~) = 1, u1 (~) = ~, 
uj(~) = "'b~uj_1 (~)+(1-wb)uj_2 (~), j>,2, 
(4-8.17) 
} (4-8.18) 
Now the polynomial uj(~) and sj(w,~) defined by (4-5.3) have the 
relation, 
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(4-8.19) 
which can be easily proved by induction. Moreover, it can be shown by 
(4-8.8), (4-8.18) and (4-8.19) that, 
max lu. (~)I 
~ € s J 
B 
= lu. (iS(B)) I = [(j-1) (l+r)+2]rj/2/(l-r) 
J 
These results lead to: 
j~l, 
(4-8.20) 
Theorem 4-8.2: If A is of the form (4-1.2), D=diag(D
1
,o
2
) is non-
singular and if B (4-1.6) has either zero or purely imaginary eigen-
values, then, 
= S(Lk-1 Ll ) 
"b'"b ·"b 
k 
= 2r [k+!+(k-!)r]/(1-r) , (4-8.21) 
Moreover, if A satisfies the condition a) then in addition to (4-8.21) 
2krk 
(1-r) 
1 1 21 1 2! {[1+-- +(1- --)r] + -[1+(1- -)r] } 2k 2k r k 
Proof: By Lemma 4-2.1 and Lemma 4-2.2, (4-8.17) and (4-8.19), 
resulting in (4-8.21). If A satisfies the condition a), then, 
(4-8.22) 
A t -! Ak-1 A S'=D S'D =L L 
k k wb,wb l,"b " Since Mk(~) corresponding to Gk=Sk in.the 
Lemma 4-2.1 is the same as the one defined by (4-8.17), therefore 
llskll t = llskll = max 
D 2 ~ € SB 
resulting in (4-8.22) and concluding the proof. 
From (4-8.21) 
k k S(Sk') > r = S(L ) , 
. wb 
and from (4-8.22), when k is large, 
(4-8.23) 
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11 11 2 k t -t Sk t • kr (l+r) (l+r) r 1 (1-r) 
D ! 
- (l+r) IILk 11 (from (4-8.12)). (1-r) wb 0 t 
(4-8.24) 
Thus, again gains cannot be obtained by using the modified Sheldon 
method compared with the optimum SOR method in the sense of either the 
t 
spectral radius (see (4-8.23)) or the D -norm (see (4-8.24)), though 
the modified Sheldon method is still better than the Sheldon method. 
Like Sheldon's method, when r+l, S(Sk) and \\sk\1 twill tend to 
D 
infinity for any k. 
4.9 THE CYCLIC CHEBYSHEV SEMI-ITERATIVE METBOD 
In the symmetric case, Young [1971] considered the MSOR with wk,wk 
given by, 
w1 = 1, wl = 2/(2-s
2 (B)) 
1 2 -1 1 2 -1 ~ = (1- ~k-1s (B)) , ~ = (1- ~s (B)) , k=2,3, ••• 
which corresponds to the CCSI method studied by Golub and Varga [1961]. 
In a similar way in this the MSOR iteration (4-1.9) will also be 
studied with the following parameter choices: 
2 
wl = 2/(2+S (B)) 
(4-9 .1) 
which can also be deduced if the scheme of Golub and Varga [1961] is 
applied to the Chebyshev acceleration in the skew-symmetrizable case 
(or more general, B (4-1.6) has only zero or purely imaginary eigen-
values). Therefore the MSOR with· the parameter choice (4-9.1) will 
also be called the CCSI method. Now define ck by 
(4-9.1)) (4-9. 2) 
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Theorem 4-9.1: If A is of the form (4-1.2) and D=diag(D1 ,o2J is non-
singular and if B (4-1.6) has either zero or purely imaginary eigen-
values then, 
( 4-9 .3a) 
Moreover, if A satisfies the condition a), then in addition to (4-9.3a) 
1 [1+-
r 
(4-9.3b) 
Proof: The matrix~(~) corresponding to Gk=Ck in Lemma 4-2.1 is, by 
Lemma 4-2.2, 
~(~) = [ 00 , (4-9.4) 
where the polynomials qj(~) are defined by (4-2.11). Introduce the 
~ 
sequence wk' k=l,2, ••• , satisfying, 
k=l,2, ••• (4-9.5) 
From (4-9.1), 
~ 
wl = 
~ 
wk = 
"' I 2 I 2 1, w2 = 2 (2+S (B)) = 1 (l+!S (B)) 
1 ~ 2 -1 (l+ 4 wk-l S (B) J 
(4-9.6) 
and from (4-2.11), 
~(~) = 1 , ql (~) = ~ , 
(4-9. 7) 
qk<~> = wk~k-1 <~>+<l-W'k>qk-2<~> 
Now it will be shown that qk(~)=wk(~), k=O,l,2, ••• , where, 
(4-9.8} 
Here, Tk(z) is the Chebyshev polynomial of degree k defined by (2-7.9). 
Note that Tk(z) satisfies: 
T0 (z) = 1, T1 (z) = z , 
Tk+l(z) = 2z Tk(z)-Tk_1 (z), k>-1. (4-9.9) 
By (4-9.8) and (4-9.9), 
where, 
t = k 
2 
iS(B) 
Tk-l (1/iS (B)) 
Tk (1/iS (B)) 
-1 iS (B) Therefore tk = 2 [2 
s2 {B) · . 
=1+ 4 tk-1 , ~.e., 
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(4-9.10) 
, k=2,3, ••• , t 1=L 
(4-9.11) 
(4-9.12) 
. ~ 2 1;·12 2 Thus s~nce t 1=w1 , t 2= iS(B) iS(B) [2(1S(Bf) -1]=2/(2+S (B)) 
=w2 , it follows from (4-Sl2) and (4-9.6) that tk=~k' k=l,2,3, •••• 
Moreover, since w0 (~)=~(~)=1, w1 (~)~1 (~)=~,therefore by (4-9.7), 
(4-9.10) and tk=~ then ~(~)=wk(~) for all k. Thus, 
and, 
max 
~ € s B 
Jqk(~)\ = Jqk(iS(B))\ 
k/2 k k 
= 2r /(1+(-1) r ), (from (2-7 .21)) 
where, r = 1-~ = s 2 (B)/(l+/l+s2 (B)l 2 
Now by (4-9.4), 
S(Ck) = max S(M(~)) = iq2k(iS(B))\, ~ € SB 
resulting in (4-9.3a). 
If A satisfies the condition a), it can also be proved that, 
resulting in (4-93b) and concluding the proof. 
When k is large, by (4-9.3b) 
k 1 ! 11 Ck 11 ! - 2r < 1+ -) D r 
-! -1 k 
-(l+r) k IJ£~11 0! , (from(4-8.12)). 
(4-9.13) 
(4-4.14) 
(4-9_.15) 
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Hence, 
(4-9.16) 
By noticing the expression of llckl I ! it may be felt that when 
D 
r is near to 1 , it will need k0 large enough so that 
IlL~ 11 ! 
b D 
, for k>.k0 • (4-9.17) 
However, k0 is not too large. This can be seen from Figure 4-9.1 and 
Figure 4-9.2. In the Figure 4-9.1 r=0.9607 which corresponds to S(B)= 
50.0, while k0=3. In the Figure 4-9.2, r=0.9960 which corresponds to 
S(B)=SOO.OO, while k0=9. It is also clear that for the first few steps 
I lckl I ! is large compared with I ILk I I ,, but decreases monotonely and 
D wb o' 
quickly to zero, while 11 £k 11 ! does not. 
wb D 
In the beginning !ILk 11 ! 
~ D 
increases until reaching its maximum point, then decreases quite slowly 
compared with lick! I 1• D 
Even though the ratio as 
k~, nevertheless, one cannot conclude that the CCSI method is better 
by an order of magnitude than the SOR method. It would se~m that a more 
significant comparison should be based on the theoretiea~ number of 
iterations, k, which is the solution of the equation, 
where F(k) is 
F(k) = Er (4-9.18) 
IlL~ 11 ! or 
b D 
I lckl I ! and where E is a small number in 
D 
the interval O<E<l. Denote k for the former by ks and for the latter 
by kc. Since the asymptotic formula forks is known (see (4-5.14)), 
an asymptotic formula fork will now be obtained and ~hewn to satisfy, 
k c 
limit_.£= 1 for fixed r (4-9.19) 
k E..o s 
k 
limit _Q = 0 for fixed E. 
r~l- ks 
(4-9.20) 
'i., 
•• 
.. ~ 
I 
•• I I 
I 
•• I 
I 
I 
•• I 
\ 
10 
••• 
... 
... 
... 
lll 
(r=0.9607 or S(B)=SO.O) 
FIGURE 4-9.1 
t--='-= .. r==-, ..... --,..,....--.-.-,.--... r--...,_,.--.---~... o \ I ck i I oi 
k 
(r=0.9960 or S(B)=SOO.O) 
FIGURE 4-9.2 
Theorem 4-9.2: If kc is the unique solution of 
2rkc 1 2kc ~ 
I lck 11 ! = 2k [1+ r (l+r2k -1)2) = E I 
c D l+r ' 1-r c 
then, 
where, 
Moreover, 
-1 limit (k logr -g(E,r)) = o , 
c 
-1 limit k log r = z 1 
r+l- c 
where z=z(E) satisfies the equation, 
2e-z[(l+e-2z)-2+(1-e-2z)-2]! =E. 
Finally, limit (z(E)-g(E,l)) = 0 
where, 
g(E,l) = limit g(E,r) = log(21:2/E) • 
r+l-
Proof: Set 
h(kc) = 2[1+ ~(l+r2kc)2/(l-r(2kc-ll)21!/(l+r2kc) , 
then by (4-9.21), 
-1 k log r 
c 
-1 
= log(E )+log(h(kc)) = 
Hence, letting, 
then, 
Moreover, 
Thus, 
-1 
x = k log r , 
c 
limit x = +oo • 
E+0 
h(k ) = h(x/log(r-1 )) 
c 
limit h(k ) = 
E+O c 
X limit h (--"-'--_,...1 ): 
x++oo logr 
log (h (k ) I El • 
c 
hence, (4-9.22) follows from (4-9.29)-(4.9.33). 
ll2 
(4-9.21) 
(4-9.22) 
(4-9.23) 
(4-9.24) 
(4-9.25) 
(4-9.26) 
(4-9.27) 
(4-9.28) 
(4-9.29) 
(4-9.30) 
(4-9.31) 
(4-9. 32) 
(4-9. 33) 
Now suppose 
limit X 
r+l-
-1 
= limit k log(r ) = 
r+l- 0 
By (4-9.29) and (4-9.32), 
z • 
-2z 2 -2z 2 ! -2z 
z = log{2[l+(l+e ) ./(1-e ) ) /(l+e )/d , 
which results in (4-9.25), 
By (4-9.34), 
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(4-9.34) 
limit[z-log(2/:2/E)) =limit log{[l+(l+e-22 ) 2/(l-e-2z) 2)!/(l+e-2z)//21 
=limit log{[l+(l+e-2z) 2/(l-e-2z) 2]!/(l+e-2z)//:2} 
z.,.;.., 
= 0 • 
Thus (4-9.26) is obtained and hence the Theorem is proved. 
By (4-9.22) an asymptotic formula for k 
c 
k 
c 
-Ek 
c 
= log[2(l+r-l)!/E)/log(r-l) 
Evidently from (4-9.29) and (4-9.33), 
-1 -1 limit[(k logr )/log(E )] = 1 
E->0 C 
k 
is obtained: 
Note that letting IJL s IJ,=E then it can be shown that, 
. "b o' 
(4-9.35) 
(4-9.36) 
limit (k logr-1) =+a> , limit [k log(r-1)/log(E-l)] = 1 • (4-9.37) 
1:'>1- S E->0 S 
Hence, (4-9.19) follows from (4-9.36) and (4-9.37) and (4-9.20) 
follows from (4-9.24) and (4-9.37). Therefore, the theoretical number 
of iterations, k and k are of the same order-of-magnitude as E->0 
s c 
for fixed r. While for fixed E as r+l they are not. The nearer r 
is to unity, the better the CCSI method is. Based on the asymptotic 
formulas Ek (4-5.14) and Ek (4-9.35) for k and k respectively for 
s c s c 
-6 E=lO the SOR method requires about 36.5% more iterations than the 
CCSI method when r=0.9; while when r=0.99, the SOR method requires 
about 53% more iterations than the CCSI method. 
Also note that by (2-7.18), (2-7.23) and (4-9.6) then, 
limit ~k = wb = 2/(l+/i+s2 (B)) • 
k-><o 
Hence, by (4-9.5) 
= limit wk = wb • 
k-><o 
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(4-9. 38) 
Thus, the CCSI method, i.e., the MSOR iteration (4-1.9) with parameterS 
wk,wk defined by (4-9.1) will coincide with the SOR method in the limit 
case (i.e., k+»). 
4.10, FINAL REMARKS 
1. The SOR, MSOR, Sheldon, modified Sheldon and CCSI methods have been 
studied under the conditions that A has the form (4-1.2), the 
associated Jacobi matrix B (4-1.6) has either real or purely 
imaginary eigenvalues and A satisfies the condition a) • According 
to the results given in this chapter, it seems that the SOR 
method is the best one in terms of the spectral radius. However, 
; ' 
as far as the D -norm is concerned, the CCSI method is the best 
one, followed by the SOR, modified Sheldon and Sheldon methods. 
This can also be seen from the Figure 4-10.1, from which one can 
see that the o1-norms of the SOR, modified Sheldon and Sheldon 
methods increase at the initial steps until reaching their maximum 
points, while the 0!-norms of the CCSI do not increase, but may be 
large at the initial steps if r is near to 1 (see Figure 4-9.1 
and Figure 4-9.2). A reason for this is felt to be that the o1-
norm of the corresponding iterative matrix at the initial step(s) 
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FIGURE 4-10.1 
for each method is greater than unity. Since IlL 11 i is always 
w+ D 
less than unity, it may be better to use L rather than L1 for the 
. ~ . 
Sheldon method and L1 , for the modified Sheldon method. Also . ,wb 
even for the CCSI and SOR, it may be better to use L for the· 
w+ 
initial step(s). A further investigation is being made in this · 
direction. 
2. Parts of this chapter have been accepted for publication. See 
Evans and Li [1989a,b]. 
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CHAPTER 5: THE THEORETICAL ASPECTS OF 
THE GENERALIZED CONJUGATE GRADIENT METHOD 
APPLIED TO A CLASS OF 2-CYCLIC MATRICES 
· 5 .1 INTRODUCTION 
In this chapter the GCG method of Concus and Golub [1976a] and 
Widlund [1978] will be studied for the linear system, 
(5-1.1) 
n n 
under the assumption that A € R ' has the form (4-1.2) and satisfies 
the condition a), i.e., 
A= (5-1.2) 
where o1 and o2 are SPD. In this case, if the splitting matrix Q is 
chosen as, 
Q = (5-1. 3) 
then the basic iterative scheme. (2-6.2) becomes the Jacobi method, i.e., 
(k+l) (k) 
· X = B.!!_ +9_ , (5-1.4) 
-1 -1 
where 9_=D £ and where B=I-D A. Since, 
B = [ ~1 T 
-D H 2 
-t [ 0 
- D 
- -f T -f 
-D2 H o1 
(5-1.5) 
the Jacobi iteration (5-1.4) is skew-symmetrizable. Thus if, Z=Dt 
is chosen as.-the skew-symmetrization matrix, then by (2-9.3) the GCG 
acceleration becomes: 
The GCG Algorithm Applied to (5-1.1): 
2. 
(0) . (-1) Let ~ be gl.ven and ~ =Q· 
For k=O step 1 until "convergence" do 
solve Do(k) = b-Ax(k) 
Compute pk 
{ 
1 , if k=O 
set "'k+l = . -1 
(l+pk/pk_1/wk) , if kfO 
c t !k+l> !k-1) <o<k> <k> <k-1>> 
ompu e !: = !: +wk+l _ +~ -!: 
It is clear that the system (5-1.1) and, 
-1 (I+B) (I-B)!: = (I+B)D £ , 
are equivalent, i.e. they have the same solution, 
-1 -1 -1 !:* = A £ = (I-B) D £ . 
If x andb are partitioned conformally with A (5-1.2), i.e., 
X= 
[::]' £ = [::] 
then (5-1.7) becomes, 
where, 
Thus, from (5-1.10), two reduaed systems: 
-1 -1 T (I+D1 HD2 H )!:1 = ~1 , (RS-1) 
-1 T -1 (I+D2 H o1 H)!:2 = ~2 , (RS-2) 
are obtained. Moreover, 
x* = 
-1 
-1 -1 T -1 -1 T -1 -1 (I+D1 HD2 H) ~l' !:2 - (I+D2 H o1 H) ~z 
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(5-1.6) 
(5-1. 7) 
(5-1.8) 
(5-1.9) 
(5-1.10) 
(5-1.11) 
(5-1.12) 
(5-1.13) 
(5-1.14) 
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are the exact solutions of (5-1.12) and (5-1.13) respectively and 
satisfy: 
x* = (5-1.15) 
It is clear that if ~f or ~2 is known then the other can be easily 
determined from (5-1.1). 
Since the RF methods: 
(k+l) 
~1 
(k+l) 
~2 
-1 -1 T (k) 
= -Dl HD2 H ~1 +~1 (5-1.16) 
(5-1.17) 
for the RS-1 and RS-2 respectively are symmetrizable, the OG method 
can be applied to the two RF methods to accelerate their convergence. 
The resulting methods are referred to as the RS-CG-1 and RS-CG-2 
methods respectively and by (2-8.3) are given as follows: 
The RS-CG-1 Algorithm 
l. A(O) "(O) -1 -1 T A (0) d A (0) -~ (0) Let ~l be given, set ~l =~1-(I+D1 HD2 H )~1 an £ 1 -~1 
2. For k=O step 1 until "convergence" do 
A A(k) -1 -1 TA(k) ~1 = gl +Dl HD2 H £1 
II A(k) 112 -'(k) A sk = ~~ ;l<gl ' 01~1> 
&<k+l) = 6(k)~'q 
-1 -1 k-1 (5-1.18) 
A(k+l) _ A(k) 01 A(k) ~1 - ~1 +~kgl 
The RS-CG-2 Algorithm 
A(O) • "'(0) -1 T -1 A(O) d .-(0)_1(0) 1. Let ~2 be g~ven, set i 2 =~2-(I+D2 H o1 H)~2 an £ 2 -~2 
2. For k=O.step 1 until "convergence" do 
~ ~(k) -lHT -lHA(k) ~2 = R2 +D2 °1 R2 
s;;_ = 111~kl 11 \!<.E.~kl •02q2l 
D2 
6(k+l) = 6(k)_S"" 
-2 -2 ~2 
"'(k+l) = "(k) +0 ""p(k) 
::!.2 ::!.2 ~k"-2 
a!' J<+l 
The main purpose of t.'lis chapter is to explore the relations 
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(5-1.19) 
between the GCG and RS-CG-1 and.between the GCG and RS-cG-2 methods. 
It will be shown that the GCG acceleration (with proper initial guess 
::!. (O)) has the properties of the RS-CG-1 and RS-CG-2 methods. The 
convergence bounds of the GCG method are therefore improved in some 
cases. A new stopping criterion is adopted, which is better than that 
suggested by Widlund [1978) • An effective use of the GCG method will 
also be given, which results in the work per iteration of the GCG 
algorithm being approximately halved and storage saved. The resulting 
method is referred to·as the adjusted GCG (AGCG) method. The numerical 
results given in the next chapter show that the AGCG method is really 
competitive with the CG method applied to the reduced systems in any 
case and is better when S(B) is large. 
5.2 SOME EQUIVALENT RELATIONS FOR ll£(k) 11 t 
D 
(k) Let the error vector E be given by, 
£(k) = ::!.(k)_::!.* • (5-2 .1) 
where x(k) are the iterates of the GCG algorithm (see (5-1.6)), and 
where x* is given by (5-1.8). Then it follows from Theorem (2-9.1) 
that, 
11 E (k) 11 = 
- t D 
min 11~-~* 11 t ' 
v € S D 
(0) 
where set S=~(O,k)+(I+B)Kk(i ,B)> 
Thus, 
0 (0) = 0-1(£-~(0)) 
r x(O) , if k is even 
~(O,k) = ~ -(0) (0) l ~ +i , if k is odd. 
min _1 11 (I+ B) x.-~* 11 t X. € (I+B) S D 
= I -1 min _1 I x.- (I+B) ~* IJ t 
x_ E (I+B) S D (I+B) 
Note that, 
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(5-2.2) 
(5-2.3) 
(5-2.4) 
(5-2.5) 
-1 -1 -1 -1 -1 -1 2 -1 -1 (I+B) x* = (I+B) A £ = (I+B) (I-B) D £ = (I-B) D £,(5-2.6) 
~ (0) = D -1£- (I-B)~ (0) 
Therefore, 
and, 
(I+ B) -1~ (0) = (I-B2) -1 (D -1£-~ (0)) 
= (I+B)-l~*-(I-B2)-1~(0) 
(I+B)-l(~(O)+!(O)) = (I+B)-l~*+[(I+B)-l-(I-B2)1 J!(O) 
= (I+B)-l~*-(I-B2)-lB~(O) 
Moreover, 
(I-B2)-l~(O)+(I-B2 )-lB~(O) = (I-B2)-l(I+B) [0-l£-(I-B)~(O)) 
(0) 
:;: ~*-~ . 
(5-2. 7) 
- (5-2 .8) 
(5-2.9) 
(5-2.10) 
For the further simplification of (5-2.5), let us now consider 
(0) 
the Krylov space Rk<i ,B). Since, 
B = [: :) -1 T -1 , E = -o2 H , F = o1 H , (5-2.11) 
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it can be shown that, 
2k+1 [ 0 
B = (EF)kE (5-2.12) 
Now let x (O) and o (O) have the same partitioning as that of !! 
of (5-1.9), i.e., 
then, 
K (li(O) B) 
2k- ' 
(0) 
K2k+1 <i ,B) 
(0) 
and if i 2 =Q, then, 
x,. <i (O) ·'' -1 [::] 
(0) r [1:11 
K2k+1(i ,B) = i y 
l. -2) 
0 (0) = 
,_ 
Here and after, Xk<!!,A)= Q if k=O. 
Note that from (5-2.3), (5-1.2) and (5-2.13) 
li (0) 
-1 
li (0) 
-2 
(5-2.13) 
(5-2.14) 
(5-2.15) 
(5-2 .16) 
(5-2.17) 
therefore the following equivalent results hold. 
Theorem 5-2.1: If the initial guess 
(0) 
X = 
(X (0) l l-1 (0) ~2 
is chosen so that, 
(0) = D-l(b +Hx(O)) ) ~1 1 -1 -2 
(0) ~2 is arbitrary 
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(5-2.18) 
then the o1-norms of the error vector e(k)=x(k)_x* of the GCG algorithm 
( (5-1.6)) satisfy, 
11~( 2k+l) 11 t = 
D 
Here ~i and ~2 are given by (5-1.14), s1 = ~iO)+Kk(F6~0) ,FE) and 
S = x(O)+K(o(O) EF) 2 -2 -l< -2 • . 
Proof: It follows from the conditions (5-2.18) and from (5-2.17) that 
= 0 • 
Thus, (5-2.15) holds. Moreover, by (5-2.10) and (5-1.15), 
( 0 l - 2 -1 (0) l (O) , (I-B ) Bi = x*-x -2 -:a rx*-x (O)j) -1-1 l Q 
Therefore, it follows from (5-2.5), (5-2.4), (5-2.8), (5-2.9) and 
(5-2.19) that 
min lix - (:*) 11 t 
X € T1 2 D (I+B) 
11~ (2k+l) 11 t = 
D 
min 11 y- r~ij) 11 
X. € T2 £ Dt (I+B) 
(5-2.19) 
Since, 
the theorem follows from (5-2.15) and the above expressions of 
11~( 2k) I\ ! and 11~( 2k+l) 11 !" 
D D 
In a similar way the following can be proved: 
Theorem 5-2.2: If the initial guess 
is chosen so that, 
(0) 
X = 
(O) is arbitrary 1\ ~1 
(0) -1 T (0) ~ 1 ~2 = 02 (!?_2-H ~1 ) ) 
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(5-2.20) 
then the 0!-norms of the error vector E(k)=x(k)_x• of the GCG algorithm 
- - -
( (5-1.6)) satisfy 
l\~( 2k+l) I\ ! = min l\x.2-~2\l T _1 ! D x_2 E w2 (D2+H o1 H) 
(0) (O) (0) (0) 
where w1 = ~1 +RkC!1 ,FE) and w2 = ~2 +Kk(E!1 ,EF). 
Note that by Theorem 2-9.1, 
(k) ~ = ~(O,k) + (I+B)~(k) , 
where ~(O,k) is defined by (5-2.4) and where, 
~(k) E Kk(!(O) ,B) 
Thus, 
11 
-1 -1 (I+B) [~(k)+(I+Bl ~(O,k)-(I+Bl ~*1\\! 
D 
(5-2.21) 
(5-2.22) 
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-1 -1 
= ~~~{k)+{I+B) ~{O,k)-{I+B) ~*11 t 
D {I+B) 
It follows from {5-2.4), {5.28) and {5.2.9) that, 
ll x {2k+l) -x* 11 
- - t 
D 
= ~~~{2k+l)- {I-B2) -lBi {0) 11 t 
D {I+B) 
{0) Hence, if i 1 =0, then by {5-2.19), 
~~~ {2k' -~* 11 t = ~~~{2k) + r~{O)]- (l~*]11 t 
D l~2 ~2 D {I+B) 
{2k+l) [X {l) 1 [X*] 11~ -~*ll 0t = 11~<2k+ll + -~1 j- _-0 1 11 Dt{I+B) {5-2.23) 
{k) 
Now let~ and ~{k) be partitioned conformally with A {5-1.2), 
i.e., 
{k) 
X = l~ik'i {k) ~{k) = (l~ikll ~~k) ~2 {0) 
then, because of i 1 =Q and by {5-2.15), {5-2.22), {5-2.23) and 
theorem 5-2.1, 
~l {2k) = Q and ~2 {2k+l) = Q . 
Therefore, it follows from {5-2.21) and {5-2.4) that, 
{2k) - {0) {2k) ~2 - ~2 +~2 ) {2k+l) {0) {2k 1) ~1 = ~1 +~1 + 
{5-2.24) 
{5-2. 25) 
{5-2.26) 
By noticing {5-2.23)-{5.2.26), the following theorem has been proved. 
Theorem 5-2.3: Under the assumptions of Theorem 5-2.1 and letting, 
{k) 
E 
{k) 
= x -x* 
then x {2k) 
-2 
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11£ (2k) 11 ! 
D 
= 
11£ (2k+l)ll ! 
D 
where i~O) is given by (5-2.17). 
Similarly, the following results hold: 
Theorem 5-2.4: Under the assumptions of Theorem 5-2.2 and let, 
E(k) = x(k)_x* = ~1 -
[ 
(k) l 
- - - (k) 
~2 
(2k) (0) K (~ (0) (2k+l) € (0) +K (E~ (0) EF) 
then ~1 € ~1 + k ~1 ,FE) = wl' ~2 ~2 k ~1 ' = w2 
and, 
= llx ( 2k) x* 11 
-1 --1 -1 T l (D1+HD2 H) 
= 
11£ (2k+l) 11 ! 
D 
(0) 
where i 1 is given by (5-2.17). 
The above theorems make it possible to establish the connections 
between the GCG and RS-CG-1 and the GCG and RS-CG-2 methods, which will 
be considered in the next section. Before ending this section, one 
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corollary of the above theorem is given. 
Corollary 5-2.1: Under the assumptions of Theorem 5-2.1 or Theorem 
5-2. 2, then 11.£ (2k) 11 t and 
D 
I· I_~ (2k+l) 11 1, ~ ~ k=O,l, ••• , are monotonically 
D 
decreasing. 
The monotonically decreasing properties for 11.£ ( 2k) 11 ! 
D 11.£ (2k+l) 11 t 
D 
were first given by Widlund [1978). 
5.3 CONNECTIONS WITH THE RS-CG-1 AND RS-CG-2 METHODS 
and 
In this section some equivalences between the GCG and RS-CG-1 
methods and between the GCG and RS-CG-2 methods are given. 
First note that the Rs~cG-1 algorithm ((5-1.18)) and the RS-CG-2 
algorithm ((5-1.19)) are the CG accelerations applied to the basic 
iterations (5-1.16) and (5-1.17) respectively. Moreover, Di is the 
. . t . "(k) 
symmetr1zat1on matrix for (5-1.16) and D2 for (5-1.17). Let~1 and 
~~k) be the iterates of the RS-CG-1 and RS-CG-2 algorithms respectively 
and let, 
iiO) = ~1-(I+D~lHD;lHT)~iO) 
"(0) -1 T -1 "(0) i2 = ~2-(I+D2 H Dl H)~2 l (5-3.1) 
Then, considering (5-1.16) and (5-1.17), respectively, as the basic 
iteration (2-6.2) and by (2-8.6)-(2.8.9), 
"(k) A(O) "(0) -1 -1 T ~l E ~l +Rk<i1 ,I+D1 HD2 H) = s 3 
-1 T A(k) · -"(0) -1 -1 T (~1 ,(D1+HD2 H) (~l -xi) = O, for ~lE Kk(il ,I+Dl HD2 H) (I) 
11 " (k) * 11 = ~1 -~1 -1 T t (D1+HD2 H ) 
min 11 X:1 -xi 11 -1 T t 
X:l E s 3 (D1+HD2 H ) 
k 
2rl "(0) ~ --2"'"k-~~~l -~i 11 -1 T ! (l+rl ) (Dl +HD2 H ) 
and 
ll "(k) x*/1 = !!.2 --2 T -1 t (02 +H Ol H) 
Here for j=l,2 
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"(0) -1 T -1 
= 0 for all ~2 € Kk<i2 ,I+02 H o1 H) 
2k (l+r2 ) 
(M. -m.) 
) 
(II) 
. ['-L'J' r = j a. = (2-M .-m.) j D (5-3.2) J 1+ l-a. J J 
J 
and -1 -1 T -1 T -1 } Ml = M(-Ol Ho2 H ) 1 M2 = M(-0 H 0 H) 2 1 
-1 -1 T -1 T -1 
ml = m(-01 Ho2 H), m2 = m(-0 H 0 H) 2 1 ) 
(5-3.3) 
where m(G), M(G) are the algebraically smallest and largest eigenvalues 
of matrix G. 
Note that m1 =m2 and if neither M1 nor M2 is zero then M1=M2 , 
since o1 and o2 are SPO. 
It is also worth while to note that, 
Kk ciiO) ,FE)) 
. (5-3 .4) 
~(0) -1 T -1 -'(0) -1 T -1 KkCi2 ,I+02 H o1 H) = KkCi2 ,-o2 H o1 H) = Kk <1~0) ,EF) 
-1 -1 T 
where F=01 H, E=-02 H • 
Theorem 5-3.1: Let (k) X 
r x Ckl] ~1 = (k) 2 A(k) A(k) , .!!_1 and .!!_2 be the iterates 
of the GCG, RS-CG-1 and RS-CG-2 algorithms respectively. If x(O) is 
chosen to satisfy (5-2.18) and if, 
A(O) 
!!.1 
(0) 
=X 
-1 
"(0) 
!!.2 
(0) 
= X 
-2 (5-3.5) 
then, 
and 
(2k) 
=.2 
A(k) 
, k=O,l, . .. =X 
-2 
k 
2r2 I (O) * -~2,_k I =. -=. 11 ! 
(l+r
2 
) D 
A(k) 
, k=O,l, •.. = X 
-1 
k 
ll=-<2k+1> -=.* 11 ' ~. 2r1 I <1> I , ~ ---==2k-l =. -=.* I ; 
D (l+r1 ) D 
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(5-3.6) 
(5-3.7) 
(5-3.8) 
(5-3.9) 
Proof: First, under the conditions of the theorem it can be shown, 
0
(0) "(O) 
-2 = ..2.2 ' 
In fact, by (5-2.17) and (5-2.18) 
and 
(0) -1 -1 T -1 -1 T -1 (0) iz = 02 ~2-D2 H 01 ~1-(I+D2 H 01 H)=-2 
-1 T -1 A(O) 
= .2_2-(r+o2 H o1 Hl=.2 . (by (5-1.11) and (5-3.5)) 
= ~(O) (by (5-3.1)) 
-2 
Fo(O) = o-1H(D-1b -D-1HTx(O)_x(O)) 
-2 1 2 -2 2 -1 -2 
-1 -1 -1 -1 -1 (0) -1 -1 T (0) 
= 01 ~1+01 HD2 ~2- (D1 ~1 +D1 ll=.z ) -D1 HD2 H =-1 
(by (5-1.11)' (5-2.18)) 
= 5(0) , (by (5-3.1) and (5-3.5)). 
-1 
Next, by II, (5-3.4), (5-3.10) and Theorem 5-2.3 
I czk> *I ll"<k> *11 I =-2 -=.2 IT = =-2 -=.2 T 
T -1 ! 
where T=(D
2
+H o1 H) • Let, 
(2k) A (k) 
:'!. = =-2 -=.2 ' 
then by II, (5-3.4) and Theorem 5-2.3 
'\(0) 
:'!_ E Kk (..2_2 ,EF) 
Therefore, 
(5-3.10) 
I J~(k)_x*JJ = Jjx( 2k)_x*IJ 
-2 -2 T -2 -2 T 
= JJ~ (k) -x*+v Jl 
-2 -2- T 
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= ( ~~~~k) -~~ 11; +2 (~, (D2 +HTD~1HJ (~k) -.e_~) + jj~jj;J t 
= rll~~k>_~~ll;+ll~ll;lt , <by n>. 
Thus, v=O and hence (5-3.6) is proved. Similarly (5-3.8) can also be 
proved. 
and 
Finally, it follows from (5-3.6), (5-3.8), II and I that, 
k 
ll x( 2kl_x*ll 
2
r 2 JJ (O) J 
-2 -2 T :; 2k ~2 -.e.~ I T (l+r2 ) 
11 (2k+l)_ *11 ~1 .e_l T :i 
1 
Therefore, by Theorem 5-2.3, (5-3.7) and (5-3.9) follow since 
JJ.e.( 2k)_.e.*JJ t = JJ~~2k)_~2JIT and JJ~( 2k+l)_~*IJ t = ll~i 2k+l)_~iJIT1 D D 
for k=O,l, ••• , concluding the proof. 
In a similar way the following theorem can be proved: 
(k) rx<kl) A(kJ A(kJ Theorem 5-3.2: Let x = ~1 , ~l and ~2 be the iterates of (k) 
X 
2 (0) 
the GCG, RS-CG-1 and RS-CG-2 algorithms respectively, If x is 
chosen to satisfy (5-2.20) and if, 
then, 
and, (2k+l) 
~2 
1\(k) 
=X 
-2 
(0) 
=X 
-2 
(5-3.11) 
(5-3.12) 
(5-3.13) 
(5-3.14) 
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Theorems 5-3.1 and 5-3.2 not only establish the relations between 
the GCG and RS-CG-j (j=l,2) methods, but they also indicate that the 
GCG scheme has the properties of both the RS-CG-1 and RS-CG-2 algorithms. 
These seem not to exist for the other methods. 
The above theorems also make it possible to compare the GCG methods 
with the RS-CG-j (j=l,2) methods. Since the work per iteration is 
comparable among the concerned methods, it seems that the RS-CG-j 
(j=l,2) algorithms are twice as fast as the GCG method. Therefore, 
before the GCG scheme can be competitive with the RS~CG-j (j=l,2) 
methods, some adjustments should be made if possible. Fortunately, 
the GCG algorithms can be organized so that the work per iteration can 
be halved and some storage saved as well. This effective use of the 
GCG method (called the AGCG method) will be discussed in the next 
section. 
Before this section is concluded, it is worthwhile to note that 
the error bounds given by Theorem 5-3.1 and 5-3.2 are better in some 
cases 
where, 
than the upper bound of Theorem 2-9.2, i.e., 
2 k/2 -r ile<ollll' 
(1+ (-l)krk) - D 
I I_~ Ckl 11 1 ~ D· 
r = 
.{+S2 (B) -1 
A+s2 (B) +1 
(5-3 .15) 
(5-3.16) 
Here S(B) is the spectral radius of the associated Jacobi matrix B given 
by (5-1.5) and satisfies, 
S(B) = (-m1)! = 
Note that from (5-3.3) 
l (-m ) 2 
M1 ·~ 0 and M2 ~ 0 • 
(5-3.17) 
Thus it can be shown that r>rj if Mj#O and r=rj if Mj=O. For example, 
then by Theorem 5-3.1 the bound, 
2rk 
11~ ( 2k) 11 ! :<: ; 11~ (O) 11 ! 
D l+r2 D 
is better than the upper bound from (5-3.15) for 11~( 2k) 11 1. 
. I (2k) I I (2k+l) 11 D On the other hand, s1nce I ~ I ! and I£ ! are 
D D 
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monotonically decreasing, the bounds given by the above two theorems may 
be more realistic. 
11 (2k+l) 11 By (5-3.15) it may appear that £ ! converges 
D 11-~ ( 2k) 11 1. ~ , But, Widlund [1978) observed numerically that 
D 
slower than 
ll£(2k+l)ll t 
D 
converges even faster in many cases. Now there is some theoretical 
justification for this observation. For example, if M1#o and M2=o, 
11 (2k+l)ll 5-3.1 £ ! should converge 
D 
then r 1<r2; therefore by Theorem 
ll-~(2k)ll,. to zero faster than ~ , (The reservation being because upper 
D 
bounds are used). 
5.4 THE ADJUSTED GENERALIZED CONJUGATE GRADIENT METHOD 
In Reid [1972) it was shown that for the SPD systems possessing 
Young's "property A" the work in applying the CG algorithm may be 
approximately halved and a vector storage may be saved. Here it will 
be shown that similar gains can be made for the = algorithm. 
Let the pseudo-residual ~(k) (in the GCG algorithm) be partitioned 
conformally with A (5-1.2), i.e., 
[ 
(k)l 
0 (kJ = ~1 
- (k) ~2 
then, under the conditions of Theorem 
further shown that, 
(0) 
5-2.1 ~1 =Q· 
(5-4.1) 
Now it can be 
ii2k) = Q and i~2k+l) = o , (k=O,l, ••• ,) • (5-4.2) 
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In fact, by the GCG algorithm (5-1.6) 
= b-A[x(k-l)+w (o(k)+x(k)_x(k-l)ll 
- - k+l- - -
= Do(k-l)_w (Ao(k)+Do(k-l)_Do(k)) , 
- k+l - - -
i.e.' 
) (5-4.3) 
Now (5-4.2) can be easily proved from 
(5-4.3) by induction. 
The important feature of the property (5-4 .2) is that it allows 
(k) 
the vector sequence i , (k=O, 1, 2, ••• ) to be determined by the 
following chart: 
(k) Another alternative is to update only one of the vectors ~l and 
(k) 
~2 
(k) 
~2 
(2k) and _,
1
(2k+I) by using the stored vector ! 2 u (k=O,l, ••• ). 
by (5-1.6)' 
(2k) - (2k-2) ( (2k-l)- (2k-2)) ~2 - ~2 +w2k ~2 ~2 1 
(2k+l) - (2k-l) ( (2k) (2k-l) 0 (2k)) ~2 - ~2 +W2k+l ~ -~2 +_2 
J (2k+2) - (2k) ( (2k+l)- (2k)) ~2 - ~2 +w2k+2 ~2 ~2 
For 
(5-4 .4) 
. (2k+l) (2k-l) El~minating ~2 and ~2 in the above three equations, gives, 
(2k+2) (2k) = [" ( (2k)_ (2k-2)) ,(2k)l ~2 -~2 "k ~k ~2' ~2 +~2 
(2) - (0)+ ,{0) 
~2 - ~2 w~2 ' 
(k":l) ) (5-4.5) 
where, 
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B = (l-w2k)(l-w2k+l) 
k w2kw2k+l 
(5-4.6) 
Thus, ~~k) is normally updated every other iteration. However, 
if it is decided to terminate the iteration after an odd number of 
iterations, there is no difficulty in finding ~~Zk+l). In fact, 
suppose it ends at (2k+l) steps. It follows from the first two 
equations of (5-4.4) that, 
where, 
(2k+l) - (2k) ~ ( (2k)- (2k-2)) 0(2k) ~2 - ~2 +~k ~2 ~2 +w2k+l-2 
~ = k 
(l-w2JC1-w2k+l) 
w2k 
(5-4.7) 
(5-4.8) 
(k) After the final value of ~2 has been found, the final value 
of ~~k) can be determined from the equation, 
Now the proposed method can be summarized as follows: 
The AGCG Algorithm I: 
1. (0) (0) Choose ~2 (usually ~2 =Q) and solve, 
D x(O) = b +Hx(O) and D (o(O)+x(O)) = b -HTx(O) 
1-1 -1 -2 2 -2 -2 -2 -1 
(0) (0) for ~1 and i 2 • (-1) (-2) Set i 1 =0, ~2 =Q and w0 =1. 
2. For k=O, step 2 until "convergence" do 
2.1 Pk = co<k> o oCkl> 
-2 ' :r-2 
2.2 Test "convergence". If yes, go to step 3. 
If not, continue. 
2.3 if k=O 
if k;iO 
(5-4.9) 
3. 
2.4 Test "convergence". If yes, then, 
2.5 
(k+l) 
~2 
(k) < ( (k) (k-2)) • (k) 
= ~2 +~ ~2 -~2 + wk+l~2 
go to step 3. If not, continue. 
-1 ~+2 = (l+pk+l/pk/wk+l) 
'\ = ~+1~+2' sk = (1-~) (1-wk+ll/""kwk+l) 
(k+2) _ (kl [ o ( (kl (k-2) l 0 (kl I ~2 - ~2 +ak ~k ~2 -~2 +_2 
0 (k+2) = 0 (k) -w ( 0 (k) +D -lHT 0 (k+l)) 
-2 -2 k+2 -2 2 -1 
( ~) . th Suppose ~2 ~s e final solution in step 2. 
0 X(~) = b +Hx(£). 
1-1 -1 -2 
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Then solve, 
Comparing the GCG algorithm with the AGCG algorithm I, then the 
latter involves approximately half as much work per iteration as that 
. (2k) 
of the former. The main benefits are obtained from comput~ng ~2 
,(2k+l) d = ('(2k) O 0 (2k)) = ('(2k+l) ,(2k+l)) or ~1 an P2k ~2 ' :r-2 or P2k+l ~1 ' 01~1 
. . (k) (k) (k) (k) (k) (k) 
per iterat1on wstead of ~l .~2 and Pk =(~1 ,01~1 ) + (~2 ,o~2 l • 
Thus, the AGCG algorithm I may be twice as fast as the GCG. Moreover, 
if Choleski decompositions are used for o1 and o2 , then the GCG 
algorithm requires 3n-vector storage for ~(k), ~(k) and ~(k-l); 
while the AGCG algorithm requires less than 2n-vector storage for 
o(2k) o(2k+l) x(2k-2) and_x2(2k) plus one 
-2 ' -1 ' -2 ' 
n1-vector working space. 
n. ,n · 
Here n2~n1 is assumed (Oj ER J J). on the other hand, if o1 and o 2 
are the identity matrices, then the AGCG algorithm I does not require 
any working space, totalling not more than 2n-vector storage in all, 
.instead of the usual 3n-vector storage. Combining these and the 
discussions in the previous sections it seems that the AGCG scheme can 
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be competitive with the RS-CG-1 and RS-CG-2 algorithms. The numerical 
evidence given in the next Chapter shows a preference towards the AGCG 
algorithms. 
The AGCG algorithm I is based on the initial choice (5-2.18). 
If (5-2.20) is chosen as the initial guess, then the following algorithm 
is obtained. 
The AGCG.Algorithm II: 
1. 
(0) (0) Choose ~l (usually ~l ~Q) and solve 
0 X(O) ~ b -HTx(O) and o
1
(_o
1
(0)+_x
1
(0)) - b +HX(O) D o(l) 
2--2 -2 -1 - -1 -2 • 2-"-2 
(0) (0) (1) 
for ~2 , i 1 and i 2 • 
~ (o(O) D o(O)) 
Po -1 ' 1-1 · • 
(1) Set ~2 
(0) 
~ X 
-2 
(-1) 
~2 
2. For k=l, step 2 until 11 Convergence" do 
2.1 
2.2 Test "convergence". If yes, go to step 3. 
2.3 
If not, continue. 
wk+1 ~ 
0 (k+l) 
-1 
2.4 Test "convergence". If yes, then, 
2.5 
~ ~ (1-wk) (1-wk+l)/wk 
(k+ 1) (k) r ( (k) (k-2)) ~ (k) 
X ~ X +~ X -X +W V 
-2 -2 -2 -2 k+l-2 
go to step 3. 
else, continue. 
-1 
wk+2 ~ (l+pk+l/pk/wk+1) 
ak ~ wk+1wk+2' ak ~ (l-wk)( 1-wk+l)/wk/wk+1 
(k+2) - (k) (D ( (k) (k-2)) ~ (k)] ~2 - ~2 +ak 0 k ~2 -~2 +~2 
~ 1 and 
0 (k+2) 
-2 
= .s<kl -w <o(kl +D-lHTo(k+l)> 
-2 k+2 -2 2 -1 
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3. SUppose the final solution ~~ £) 
( £) 
is obtained in step 2, then solve 
D ( £) = b +Hx ( .9.) 1~1 - -1 -2 for ~l • 
5.5 THE STOPPING CRITERION 
The GCG, RS-CG-1, RS-CG-2 and AGCG algorithms have been studied 
in the previous sections. Now let us consider the conditions under 
which the algorithms can be terminated. 
Since the RF iterations (5-1.16) and (5-1.17) are symmetrizable 
and 
-1 -1 T 
M(-Dl HD2 H ) :i 
-1 T -1 O, M(-o2 H o1 H) ~ 0 , 
therefore by (2-10.2) 
and 
Here, 
11-~l(k) 11 ~ 11 ~(k) 11 ~ ~ :; ~1 t 
o,. o, 
"'(k) = ~(k)_x* ~2 -2 -2 
-"(k) A (k) "(k) -" (k) , 
and here i 1 , ~l and i 2 ,~2 are the 1terate sequences of the 
RS-CG-1 and RS-CG-2 algorithms respectively. Thus for any prescribed 
tolerance E, 
lliik) 11 t :i E 
o, 
(5-5.1) 
111~k) 11 t :i E 
D~· 
and 
(5-5.2) 
can, respectively, be the stopping criterions for the RS-CG-1 and 
RS-CG-2 algorithms. 
For the GCG and-·AGCG algorithms, it follows from Theorem 2-10.1 
t . (k) -1 (k) 
that if the D -norm of the pseudo-residual vector i =D !£-~ ) 
satisfies, Jli (k) 11 ! :; E 
o· 
then the 0!-norm of the error vector E(k)=x(k)_x* satisfies, 
(5-5.3) 
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11.£ (k) 11 t ~ e: 
D· 
(5-5.4) 
(k). 
where x are the iterates of the GCG algorithms. 
Note that, 
Hence, 
(5-5.5) 
is a good choice of the stopping criterion for the GCG algorithm. 
It is clear that (5-5.5) can also be the stopping criterion for the 
AGCG algorithms. 
It is worthwhile noting that Widlund [1978) used 
(5-5. 6) 
as a stopping criteria and he repcrted that it works well. However, 
Po--ll_' (O) 11 21 it appears to be unsafe if u ~
D 
is large. In fact, if (5-5.6) 
holds, then, 
which, therefore by Theorem 2-10.1, cannot guarantee I l.£(k) I I t~l 
D 
1 11-• (O) 11 ,:-1. . 1 im 1 un ess u ~~ Numer1ca exper ents a so indicate that the 
D 
stopping criterion {5-5.5) is preferable to (5-5.6). 
Concluding Note 
Obviously the SOR, Chebyshev acceleration (in the skew-symmetrizable 
case) and the CCSI methods can. also be used for solving the system 
(5-1.1). However the effectiveness of these methods depends apparently 
on the estimation of the spectral radius of the associated Jacobi matrix. 
On the other hand, if S(B) is well-estimated, then by Theorem 2-9.2 
the GCG method is at least as fast as the Chebyshev acceleration of 
the Jacobi method (5-1.14). Moreover, the CCSI method can be deduced 
138 
from the Chebyshev acceleration and is twice as fast as the Chebyshev 
acceleration. Therefore, it is believed that the AGCG algorithms are 
at least as fast as the CCSI method. 
The numerical comparisons between the GCG, AGCG and SOR are made 
in the next chapter. 
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CHAPTER 6: THE ITERATIVE SOLUTION OF 
LEAST SQUARES PROBLEMS 
6.1 INTRODUCTION 
In very many applications one wishes to compute the least squares 
solution of large sparse, overdetermined systems of linear equations, 
(6-l.l) 
where A is a mxn real matrix with full column rank n and m>,n and where b 
is a real vector in Rm. Such systems do not necessarily have a 
solution and so instead the minimization of some norm (usually the 
Euclidean, hence the name "least squares") of the residual vector is 
sought. The least squares solution to (6-1.1) is thus the unique 
vector x* such that, 
(6-l. 2) 
In recent years, least squares problems (LSP) of ever increasing 
size have occurred with growing frequency. One reason for this is that 
modern acquisition technology allows the collection of massive amounts 
of data. Another factor is the tendency of scientists to formulate 
more and more realistic details in describing. physical systems. 
Particular areas in which large scale LSP occur include geodetic 
surveying, photogrammetry, molecular structures and gravity field 
studies of the earth, etc. For more details and references, see Rice 
[1983] • 
Storage requirements and preservation of sparsity greatly affect 
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the choice of numerical methods for solving such problems. Therefore, 
iterative methods are certainly a useful and attractive alternative to 
the existing direct methods. 
An equivalent formulation of (6-1.2), by Peters and Wilkinson 
[1970], is to determine vectors x ERn and rE Rm such that, 
T 
A r = o (6-1.3) 
Since A has full column rank, it may be assumed that the rows of A 
have been permuted so that A has the form, 
A= [::] I (6-1.4) 
n n 
where A1 E R ' is nonsingular. Then with the correspcnding partitioning 
of, 
[::] r • [:] b = (6-1. 5) 
(6-1.3) can be expressed as the following system of m+n linear 
equations in m+n unknowns, 
Al 0 I X 
r£1 
A2 I 0 w = 
l:2 T T 0 A2 Al V 
-) 
(6-1.6) 
Since A1 is nonsingular, it can be easily verified that the (m+n)x(m+n) 
coefficient matrix of the system (6-1.6) is also nonsingular. Hence 
the system (6-1.6) has a unique solution. 
6.2 THE SOR METHOD FOR LEAST SQUARES PROBLEMS 
It is clear that the SOR-3 and SOR-2 methods discussed in Chapter 
3, are applicable to the system (6-1.6). Let, 
and 
0 
-A 2 
0 
0 
0 
0 
0 
0 
0 
I 
0 
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0 0 0 
0 0 0 
0 0 0 
0 
0 z = d = 
0 
0 0 0 
I 0 
0 
Then, the SOR-3 and SOR-2 methods applied to (6-1.6) can be expressed 
in the forms of, 
and 
(k+l) 
z (6-2.1) 
( 6-2. 2) 
respectively, where the SOR-j (j=3,2) iterative matrix L(j) is given by, 
w 
(6-2.3) 
Let, 
(j=3,2) (6-2.4) 
then, 
-1 T 0 
0 l ro A-1FT 0 l -A1 F A2 
10 
1 
0 T B2 -FFT -FF -F~Fj = -F~FJ 2 lo 0 0 0 
-1 F = A2Al 
where, (6-2.5) 
3 2 Thus a
3 
and B2 have the same nonzero eigenvalues and all eigenvalues 
of them are nonpositive. Therefore, by the results of Theorems 3-3.1 
and 3-3.3, 
S(L( 2) )<1 for all S(B2)~0 , Wb(2) 
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and if S(B3)<3 then, 
and 
s (L (3) ) < 1 
~ (3) 
(2) (3) 
S(Lwb(2)) < S(Lwb(3)) , (6-2.6) 
where ~ (2) and ~ (3) are the optimum parameters of the SOR-2 and 
SOR-3 methods. 
Remarks 
1. The SOR-3 method (6-2.1) was first considered by Chen [1975]. The 
convergence properties of it have been investigated by Chen [1975], 
Plemmons [1979] and Niethammer et al [1984] • The unfortunate 
problem with the SOR-3 method is that the scheme converges if and 
only if, 
(6-2.7) 
which cannot be satisfied with many practical LSP. 
2. The SOR-2 method (6-2.2) was first considered by Markham et al 
[1985]. They have shown that the SOR-2 method is unconditionally 
convergent and has the advantage over the SOR-3 method. 
3. Evans and Li [1987,1988] have studied the 2-block double Jacobi and 
GS methods and the 2- and 3-block EGSl methods with the Chebyshev 
acceleration for solving (6-1.6). It has been shown that all of 
them are equivalent and have a better average rate of convergence 
compared with that of the SOR-2 method. Numerical results show 
that they are better than the two SOR methods. 
Now consider the practical implementations of the SOR-2 method as 
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discussed in Section 3.7. 
-1 After multiplying both sides of the system (6-1.6) by o2 , one 
obtains the preconditioned system, 
I 0 -1 Al 
-1 
X Al £1 
0 I -F w = £2-F.e_l (6-2.8) 
0 FT I V 0 
It is clear now that the above system is a reducible one. Therefore 
one needs first to solve the subsystem, 
(6-2.9) 
then to solve, 
for the solution of (6-1.2). As shown in Section 3.7, the SOR method 
for solving (6-2.9) followed by solving (6-2.10) is one kind of 
adjustment of the SOR-2 method (6-2.2). However it is preferable to 
the SOR-2 method (6-2.2) with respect to storage and multiplication 
requirements. See Evans and Li [1986b). Now it can be summarized 
by the following algorithm. 
SOR-AZgorithm [or LSP 
1. Choose ~(O) = Q , ~(O) = £2-~1 • 
2. Compute optimum factor ~ = 2/(l+;i+l IFI l~l 
3. For k=O,l, ... , until 11 convergence" do, 
(k+l) = w(k)+w [F(v(k)_b )+b -w(k)l 
w - b - -1 -2-
v(k+l) = ~(k)_~[~(k)+FT~(k+l)) 
4. Suppose that step 3. ends with final solution v(t). Then solve, 
= b -v (~) • 
-1-
( R.) Accept x as the solution of (6-1.2). 
-soR 
6.3 THE. GCG METHOD FOR LEAST SQUARES PROBLEMS 
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(6-2.11) 
Because of the special form of the preconditioned system (6-2.9), 
the GCG method considered in Chapter 5 can be used as a means of 
solution. Thus, the GCG method for least squares problems is given as 
follows (cf. Chapter 5): 
The GCG-AZgorithm [or LSP 
1. 
2. 
3. 
Let 
For 
2.1 
2.2 
2.3 
2.4 
ro'J [f'-"] [:] ~(O) be given and .-.(-1) = V 
k=O,l,2, ••• until "convergence" do, 
[i:"] [£2~~11 [I 
-:] [''" l o(kl = {k) = FT .. (k) i2 V 
pk = 11 0 (k) 11
2 
- 2 
[
.! (k+ 1) I 
"(k+l) 
V 
= l~(k-ll]+~+l ri Ckl +[~Ckll- [_Q<k-lll] ,.. (k-1) t "(k) ... (k-1) 1 V V V - - .J -
suppose that Step 2. ends with the final solution v(R.) 
A x(R.) = b -~(R.) • 
1-GcG -1 -
( R.) Accept ~GCG as the solution of (6-1.2). 
Then solve, 
(6-3 .1) 
As shown in Chapter 5, if the initial vectors w(O) and v(O) are 
chosen such that, 
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8(0) = o or 8(0) = _o , 
-1 - -2 
then the AGCG algorithm I or II is obtained. Since by the above _ 
algorithm, 
!i(O)l (0) 1 8 = = - 8(0) -2 
-F 
I 
" (0) 
w 
.. (0) 
V 
A(O) (0) A(O) 1'(0) 
:! =_£, then i 1 =Q; if .! =Q and :! =_£, 
Thus, the AGCG algorithms I and II can be used for 
solving the LSP. However, it should be noted that after v is found 
it is not necessary to compute the vector .!• but instead solve (6-2.10) 
directly for the solution of the LSP. 
The AGCG-Algorithm I for LSP 
1. set v(-2) = v(O) = _£, i~O) 
2. For k=O, step 2. until "convergence" do, 
2.1 11 8 (k) 11
2 
pk = -2 2 
2.2 Test "convergence" •. If yes, go to step 3. If not, continue. 
2.3 
8(k+l) = 
-1 
if k=O 
{ 
1 
-1 (l+pk/pk_1/wk) if kio 
8 (k-1) -w (8 (k-1) -F8 (k)) 
-1 k+l -1 -2 
2.4 Test "convergence'!. If yes, then, 
~ = (1-wk) (1-wk+l)/wk 
(k+l) (k) ~ ( (k) (k-2)) 0 (k) 
:! = :! + :! -:! +wk+l-2 
go to step 3. If not, continue. 
3. 
ak=wk+lwk+2' Sk=(l-wk)(l-wk+l)/(wkwk+l) 
(k+2)_ (k) ra ( (k) (k-2)) cS(k)l Y. -~ +ak "k Y. -y +_2 
0 (k+2)=0 (kl_w <0 (kl+FT0 (k+lll 
-2 -2 k+2 -2 -1 
(I) . Suppose y is the final solution in Step 2. Then solve, 
(I) = b -v(l) • Al~AGCGI -1 -
(I) Accept ~GCGI as the solution of LSP (6-1.2). 
The AGCG-Algorithm II [or LSP 
l. 
2. For k=l Step 2. until "convergence" do 
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(6-3.2) 
2.2 Test "convergence". If yes, go to Step 3. If not, continue. 
2.3 wk+l=l/(l+pk/pk-1/wk) 
0(k+1l = 0 (k-1l_ <o(k-ll_F.<kl> 
-1 -1 "1<+1 -1 .2.2 
pk+1 = ll.§.ik+l) 11; 
2.4 Test 11convergence". If yes, then, 
f;=(1-"\) (1-~+1)/~. 
(k+l) (k) ~ ( (k) (k-2)) • (k) 
v =v +., v -v +w. u 
- - - - K+l-2 
go to step 3. 
If not, continue. 
2 •5 ~+2=1/( 1+pk+1/pk/wk+1) 
ak=wk+1~+2' sk=(l-~) (l-wk+1)/wk/~+1 
Y. (k+2) =y (k) +ak [ sk (y_ (k) -y (k-2) ) +f~k) l 
5<k+2l=0(kl_ <c(kl+FTo(k+l>>. 
-2 -2 ~+2 -2 -1 
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3. Suppose ~(R.) is the final solution in Step 2., then solve, 
A x(R.) = b -v(R.) 
1"""1\GCGII -1 - (6-3. 3) 
Accept ~1~~GII as the solution of LSP (6-1.2). 
6.4 THE CG METHOD FOR LEAST SQUARES PROBLEMS 
As shown in Chapter 5, two reduced systems can be obtained from 
(6-2.9). For example, eliminating~ from (6-2.9) gives, 
T T (I+F F)~= F (~1-~) I (6-4.1) 
which is referred to as the reduced system 2 (RS-2) in Section 5.1. 
Therefore, by the RS-cG-2 Algorithm in Section 5.1, the CG method 
for the solution of LSP is given as follows: 
The CG-Algorithm for LSP 
1 t I (0) b . "(0) T(Fb b ) (I T ) (0) and n(O)=-kl (0) • Le ~ e gl.ven, ~ =F _1-_2 - +F F ~~ E.. u 
2. For k=O,l,2, ... until "convergence" do 
g_=£_ (k) +FTF£. (k) 
Ak = 11.2. (k) 11 ;1 (£_ (k) ,q) 
.2.1 (k+l) =.§.I (k) -},~ 
I (k+l) I (k) (k) ~ =~ +},~ 
"'k+i=ll.2.1 (k+l) 11;111.2.1 (k) 11; 
(k+l)_kl(k+l) (k) 
E. -~ +ak+l.E • 
3. Suppose the final solution ~~(R.) is found in Step 2., then solve, 
A X(.!,) = b - V 1 (R,) • 
l-eG -1 -
(6-4.2) 
Accept~;> as the solution of LSP (6-1.2). 
Note that the CG algorithm has the same asymptotic rate of 
convergence as the CG algorithm given by Freund [1987). However 
when large scale LSP are considered, especially for m>>n (like 
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Geodetic Least Squares Adjustment problems with m=6,ooo,ooo, 
n=400,000 cf. Golub and Plemmons [1980]), the algorithm considered 
here is preferable to the CG algorithm given by Freund [1987], since 
the former needs 2(m-n) less multiplications per iteration and a 
vector with m-n components storage. For more details see Evans and Li 
[l989b]. In addition, it has been found that when S(B2) is large 
(this often occurs for large scale LSP) the CG algorithm for LSP has 
better numerical performance than .that of Freund (F.CG). For example, 
in problems 1,2 and 3 which will be considered later, when a=l the 
following results are found: 
CG F.CG 
Problems 
IT! ITt CPU* CPU* 
1 171 246.64 210 303.02 
2 237 416.94 279 492.17 
3 250 493.42 335 664.67 
t: IT is the number ~~ iterations 
*: CPU time is in seaonds. 
TABLE 6-4.1 
For the numerical comparisons between the AGCGII algorithm and 
the CG algorithm of Freund [1987], see Evans and Li [1988b,l9B9a]. 
6.5 CONNECTIONS BETWEEN THE SOR, GCG, AGCG AND CG ALGORITHMS 
First, it is clear that if 
oco> = £2-F£1 = 1., ~(0) = 0 (6-5 .1) 
in the GCG algorithm, then, 
"(k) (k) 
V =V 1 k=O;l, ... (6-5.2) 
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.-(k) (k) 
where v and v are the iterates of the GCG and AGCGI algorithms 
respectively. 
Then, by Theorems 5-2.1, 5-2.3, and 5-3.1, if (6-5.1) holds and 
if, 
I (0) - 0 
.!. -_, (6-5 .3) 
in the CG algorithm, then, 
~ (2k) = v 1 (k) 
,k=O,l, ••• (6-5.4) 
(2k) I (k) T-'\ T ~ ,~ € JSt (F E_,F F) , (6-5.5) 
and, 
11 I (k) * 11 ~ -~ (: T :)v,_ I+F F 
= (6-5 .6) 
where~* (with ~*) is the exact solution of (6-2.9). Therefore if 
(6-5.1) and (6-5.3) hold and if ~~), ~~~~~ and~:) are the solutions of 
(6-1.2) produced by the GCG, AGCGI and CG algorithms respectively 
then 
(6-5. 7) 
Moreover, by the SOR algorithm for LSP, it can be shown that 
the (k) (k) . iterates ~ and ~ sat1sfy: 
(k) "' T (k) TA T 
w € JSt (E_,FF ) , ~ € Kk (F E_,F F) , for k>;l. 
Hence, 
(6-5.8) 
Lemma 6-3.1: Let 
A (k) = b -v(k) , 1~ -1- (6-5.9) 
then, (k) 
x = arg minllb-~11 2 
X € T 
if and only if, 
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Proof: Note that since~* (with~*) is the exact solution of (6-2.9) 
the exact solution x* of LSP (6-1.2) satisfies, 
A x* = b -v* • 1- -1-
In addition, if 
Ax* = b 1 1 £ = b'+£" 1 
then, T T T A b" = 0 and Ab = Ab' 
Since, 
11 11
2 T T TT TT ~A~ 2 = !?_ !?_-!?_ A~-~ A !?_+~ A A~ 1 
11 
2 T T 
v-v* 11 = (v-v*) (I+F F) (v-v*) 
- - (I+FTFf>- -- T - -
T -1 T -1 
= (~-~*) A A AA (~-v*) 
T T 
= (~-~*) A A(~-~*) 
T T TT TT 
= (~*) A~*-(~*) Ax-x A ~*+~A A~ 
T T TT TT 
= (!?_' ) !?_' -!?_ ~-~ A !?_+x A Ax 
(6-5.10) 
(6-5.11) 
(6-5 .12) 
Therefore, if 11~-~* 11 T~or ~ E 1St (FTb,FTF) reaches its minimum 
(k) (r+F -1 TJ\ -1 T 
at ~ then IIE.-~11 2 for ~ E A1!?_1-ISt (A1 F E_,A1 F FA1) reaches its 
minimum at ~(k)=A~1 (E_1-~(k)) or vice versa. Thus the Lemma is proved. 
By the above Lemma, the following Theorem follows: 
Theorem 6-5.1: If (6-5.1) and (6-5.3) holds and if~;~, ~~~~), 
(29,) (R.) ~GCGiand ~G .are the solutions of LSP (6-1.2) produced by the SOR, 
GCG, AGCGI and CG algorithms, then, 
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In a similar way, by Theorems (5-2.2), (5-2.4) and (5-3.2), and 
by Lemma 5-3.1, the following theorem can be proved: 
Theorem 6-5.2: Choosing, 
<'\(0) A(O) 
W = 0, V = 0 
for the GCG algorithm and 
v'(O) = 0 
th 1 'th d 'f (JI.) (211.+1) ( 211.+1) (JI.) th for e CG a gon. m, an ~ .!!soR, ~CG '~AGCGII and ~ are e 
solutions of LSP (6-1.2) produced by the SOR, GCG, AGCGII and CG 
algorithms respectively, then, 
ll b-Ax( 2JI.+l) 11 =llb-Ax( 2JI.+l) 11 = llb-Ax(.q,) 11 "llb-Ax(JI.) 11 
- -GCG 2 - -AGCGII 2 - -cG 2' - -sOR 2 
Note that the work per iteration of the considered algorithms is 
comparable. The GCG, CG and SOR algorithms mainly require two matrix-
T 
vector products (A~ and A~) and the solution of systems A1~=z and 
T A
1
x=z. It seems that the SOR algorithm is slighUy simpler. However, 
the SOR method involves some additional work to compute the optimum 
-parameter "b. Therefore, the CG algorithm seems to be generally 
preferable to the GCG and SOR algorithms. 
As shown in Chapter 5, the work per iteration of the AGCG 
algorithmsis approximately half of that of the GCG algorithm. Hence, 
the AGCG algorithms are competitive with the CG algorithm. This is 
confirmed by the numerical results of the next section and Evans and 
Li [1989a). 
6.6 NUMERICAL COMPARISONS OF THE CONSIDERED ALGORITHMS 
In order to see how the spectral radius of the associated Jacobi 
matrix a 2 affects the convergence rates of the concerned methods, the 
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following type of LSP: 
[ Al} x = b , a( R, det(A1 )#0 , aA
2 
- -
(6-6.1) 
are considered. Obviously the spectral radius of B2 (a) (cf. 
(6-2.4) and (6-2.5))now depends on the choice of a and is given by, 
(6-6. 2) 
Three problems are considered. A2 and£ are given by NAG 
subroutine Go5dafwith all elements in the range of (-1,1). A1 is 
the same for each problem and has the following structure: 
where, 
A33 = 
5 -4 1 
-4 6 -4 1 
-1 -4 6 -4 1 
\ \ \ ' ' 
\ \ \ \ ' 
\ \ ' \ 
-1 
1 
\ \ \ ' 
' \ ' \ ' \ \ 
1 
\ 
-2 
' 1 
' 
\. \ ' \ ', 
\ \ ' \ \. \ \ \ \. 1 
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' \ ' ' \ ' '. 
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\ \ 6 -4 
\ \ 
' \ 
-1 -4 5 
\ \ 
' 
\ 
' ' 
\ 
' 
\ 
' 
' ' ' 
' ' 
' 
' 
\ 
' '1 '-2 
\ 
\ 
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2 -1 
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-1 
-1 
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\ 
' \ 
-1 
4 
-1 
' 
' 
-1 
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and where A14 , A24 and A34 are also given by G05daf with all elements 
, 20X20 in the range of (-1,1). Note that each of them ~sin R • 
Problem 1: A2 € 
R5oxso and b E Rl3o 
Problem 2: A2 € 
Rsoxso and b E Rl60 
Problem 3: A2 € 
Rlooxso and b E Rlso 
0 -1 -2 -3 -4 For each problem a=lO ,10 ,10 ,10 and 10 • The Power method 
is used for finding the SOR optimum parameter. The desired accuracy 
-6 for each method is 10 All results for Problems 1,2 and 3 are listed 
in Table 6-6.1. IT stands for the number of iterations·of the related 
method and CPU the time (in seconds) needed by the corresponding 
method. "*" means that the SOR method does not converge after 1000 
iterations. AGCGI and AGCGII stand for the AGCG algorithms I and II 
respectively. 
It can be seen from the table that the SOR is quite sensitive to 
a, or the spectral radius S(B2 (a)). For instance, for the Problem 3 
-4 
when a=lO 1 S(B2 (a))=2.43422o, only 30 iterations are needed for the 
convergence of the SOR. -2 When a=lO , S(B2 (a))=243.4220l, the SOR 
method does not converge after 1000 iterations. on the other hand, 
the GCG, AGCGI, AGCGII and CG algorithms are not so much affected by 
S(B2 (a)) as the SOR scheme. The numerical results indicate that they 
are always better than the SOR method no matter how large S(B2(a)) is. 
As shown in Chapter 5, the number of iterations for the convergence 
for each of the GCG, AGCGI and AGCGII should be the same, but the time 
needed by the AGCGI or AGCGII should be,. more or less, half of that 
needed by the GCG since the work per iteration of the former is 
approximately half that of the latter. However, th.e results given in 
Problems S (B 2 (CL)) 
SOR GCG AGCGI AGCGII CG CL 
IT CPU IT CPU IT CPU IT CPU IT CPU 
10° 1a144.9ao93 * 448 641.25 338 244.la 31a 228.76 171 246.64 
-1 10 1a14.49809 * 105 151.94 86 64.12 90 65.54 45 66.59 
1 10 -2 181.44981 * 32 46.97 30 23.28 31 23.35 14 2l.ao 
10 -3 18.1449a 174 246; 75 14 21.15 12 10.46 13 10.45 6 10.32 
10 -4 1.81450. 17 25.27 9 14.08 6 6.a7 a 6.a7 4 7.44 
10° 2223a.o75o5 * 626 1103.00 436 3a5.43 436 383.96 237 416.94 
1o-1 2223.80751 
* 112 19a.51 loo 89.41 101 89.84 50 89.61 
2 10 -2 222.38075 
* 3a 68.27 32 30.36 35 32.10 17 32.03 
10 -3 22.23808 239 419.51 1a 33.10 16 16.02 17 16.03 a 16.27 
-4 10 2.223a1 18 32.88 10 19.00 8 9.29 9 9.21 4 9.23 
10° 24342.20134. 
* 714 1413.49 476 470.a1 491 4a4.07 25o 493.42 
10 -1 2434.22013 * 118 234.13 102 103.69 106 104.97 54 loa.34 
3 10 -2 243.42201 * 38 75.84 32 33.63 37 37.49 17 32,03 
lo-3 24.34220 271 535,73 18 37.01 16 18.34 17 18.36 8 17,99 
10 -4 2.43422 30 60.73 10 21.47 a 10.19 9 10.18 4 10.28 
TABLE 6-6.1 
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Table 6-6.1 indicate that the numerical behaviour of the AGCG 
algorithms are better than expected. The iterations required for 
convergence are less than the iterations needed by the GCG method. 
Therefore, the CPU time needed by the AGCGI or AGCGII is less than 
half of that of the GCG. It is believed that this is mainly due to 
round-off error. 
As for the AGCGI, AGCGII and CG algorithms, it seems that they 
are competitive with each other. It can be seen from the table that 
-1 -2 -3 -4 
when a=lO ,10 ,10 and 10 for each problem there is not much 
difference based on the MULTICS computer times. However, when a=l 
for the Problems 2 and 3, the AGCG algorithms are slightly more 
favourable than the CG scheme. 
It is difficult to draw a conclusion on the comparative 
performance of the two AGCG algorithms from the limited tests carried 
out. Some of the results show the AGCGI is slightly better, while 
the other results show the converse. 
Although numerical experience is limited so far, it does appear 
that for large scale LSP with large S(B2) 1 the AGCG algorithms may be 
preferable to the CG algorithm. However, before any confirmed 
conclusion can be made, further numerical experiments are needed. 
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CHAPTER 7: CONCLUSIONS 
In this thesis, some well-known methods such as the SOR, CG and 
GCG methods have been studied for the numerical solution of nonsingular 
and nonsymmetric linear systems of equations 
Ax = b • (7-1) 
Firstly in Chapters 1 and 2 a very brief literature survey and 
background about the iterative methods have been presented while in 
the last section of Chapter 2 new stopping criteria have been given 
for the basic iterative procedure 
(k+l) (k+l) 
X =Gx +S!_ 1 (7-2) 
where G is skew-symmetrizable. It has been shown that for the GCG 
method the new stopping criterion (absolute error) is better than that 
suggested by Widlund [1978]. This is also confirmed by numerical 
experiments. Similar to the symmetrizable case, it is strongly 
believed that the new stopping criteria are quite useful for developing 
the adaptive procedure for accelerating (7-2) by Chebyshev polynomials. 
(This part of the material has been accepted for publication, see 
Evans and Li [1988a]). 
In Chapter 3, the SOR and SSOR methods have been considered for 
the system (7-1) when A is p-cyclic. Since the p-cyclic matrix A can 
also be considered ask-cyclic for k=2,3, ••• ,p-l, it is natural to 
consider which of them would result in the fastest convergence for the 
SOR and SSOR methods. 
th For the SOR method, it has been, shown that if the p power of 
l57 
the associated Jacobi matrix B (cf. (3-1.5)) has only non-negative p 
th 
eigenvalues in the range of [0 1 1] (Case a) or the p power of Bp has 
only non-positive eigenvalues (Case b) then the smaller k is, the 
greater is the rate of convergence. When k=2, the greatest rate of 
convergence is obtained. In addition, the practical implementation 
of the SOR-2 method has also been discussed, which results in less 
work (slightly) per iteration and less storage compared with the SOR-p 
method. Thus, it makes the SOR-2 method even more attractive. 
For the SSOR method, though no theoretical results have been 
given, some interesting results have been found numerically. In Case 
a, the SSOR-p is better than any of the SSOR-2, SSOR-3, ••• , SSOR-(p-1) 
methods; while in Case b, the SSOR-2 is still the best, but the SSOR-p 
' 
is better than the others. However, according to numerical experiments 
the spectral radius of the SOR-k method is always less than or equal 
to that of the SSOR-k method (k=2,3, ••• ,p). On the other hand, the 
SSOR-k (k>2) method involves more work than the SOR-k method and it 
seems impossible to accelerate the SSOR-k method. Therefore, 
considerations of the SSOR method applied to p-cyclic systems have 
more academic than practical interests. 
In Chapter 4, the SOR, MSOR, Sheldon, modified Sheldon and CCSI 
. t 
methods and their D -norms have been studied and compared for a class 
of 2-cyclic matrices. The main difference from the literature is 
that the associated Jacobi matrix B has either zero or purely 
imaginary eigenvalues. 
For the SOR method, it has been shown that the Jordan canonical 
form of the optimum SOR iterative matrix is not diagonal but the 
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maximum order of the sub-Jordan block is 2. The o1-norm of the 
optimum SOR iterative matrix is less than unity if and only if S(B)<l 
and the o1-norm of the optimum SOR iterative matrix reaches its 
minimum if w=w+=l/(l+S2 (B)). The explicit expression for the o1-norm 
th 
of the k power of the optimum SOR iterative matrix has been given. 
Besides, a necessary and sufficient condition for the o1-norm of the 
optimum SOR matrix being less than unity for A in the SPD case has 
also been given. 
For the MSOR method with fixed parameters wand w', a sufficient 
and necessary condition for it to be strongly convergent has been 
presented. It has been shown that the optimum MSOR is the same as the 
optimum SOR, and it has been numerically shown that the o1-norm of 
the MSOR iterative matrix obtains its minimum when w=w'=w+. For the 
MSOR with·variable parameters it has been shown that though the use of 
2m different relaxation parameters is no more effective than the set 
~=~=~, there are other choices which are as good as the choice 
For the Sheldon and modified Sheldon method, it has been shown 
that they are not so good as the SOR method according to either the 
spectral radius or the o1-norm. This may be contrary to what one may 
expect. 
Among the methods discussed in Chapter 4, the CCSI scheme is the 
I . best in terms of the D -norm, followed by the SOR, modified Sheldon and 
Sheldon methods. 
In Chapter 5 the GCG method has been .. investigated for a type of 
matrix possessing the form (5-1.2). The connections between the GCG 
method and the CG method applied to the reduced systems (cf. (5-1.12) 
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and {5-1.13)) have been found. Therefore, the error bounds given by 
Eisenstat [1983) are improved in some cases. An effective use of the 
GCG method has been considered which results in two AGCG algorithms. 
Numerical results have indicated that the AGCG algorithms have better 
numerical performance than the GCG method and that the AGCG algorithms 
are competitive with the CG method applied to the reduced systems. 
In Chapter 6, the iterative solutions of the LSP have been 
considered, which lead to solving a linear system {7-1) with A 3-cyclic. 
By preconditioning the system a reducible system of equations has 
been obtained, Then the SOR, GCG, AGCGI, AGCGII and CG algorithms 
for the LSP have been developed. Numerical results have shown that 
the AGCGI, AGCGII and CG algorithms are competitive and better than 
the others. The AGCG algorithms are slightly better than the CG for 
large scale LSP with large I jFj 12=1 jA2A-
1 j j2 • For the SOR and CG 
algorithms it has been shown that they are better, with respect to 
storage and multiplication requirements, than their counterparts 
suggested by Markham et al [1985) and Freund [1987) respectively. It 
has also been found that the CG algorithm has a better numerical 
behaviour than the CG method of Freund. 
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