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Chapter 1
Introduction
Understanding the restrictions imposed by duality in quantum field theory and string
theory is an important goal. One motivation for studying duality is to understand the
degrees of freedom in terms of which a certain theory should be formulated. Another
related motivation is, given the right degrees of freedom, to describe the dynamics of the
theory in the different regimes.
Just understanding the appropriate degrees of freedom and formulation in terms of
which quantum field theory and string theory should be described – at least at strong
coupling – has been a recurring theme. The question ”what is quantum field theory?” has
basically only been answered in terms of perturbation theory and certain non-perturbative
methods, such as lattice models. To give a more complete answer we need to understand
what happens at strong coupling. This is where duality comes in. In general terms,
duality means an equivalence between two or more descriptions of a physical system (or
model). The duality typically connects descriptions in terms of different fields, but this
mapping is not in any way guaranteed to be simple: for example one description could
be in terms of a gauge theory in d dimensions while the other (dual) description could
be in terms of a string theory in d+1 dimensions. An example is the AdS/CFT duality
of Maldacena [1].
How can duality now be used? Typically, duality exchanges weak coupling with strong
coupling through λ → λD = 1/λ, where λ is a coupling constant so that, in principle, a
computation at strong coupling (where λ is large) can be worked out by looking at the
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dual weakly coupled formulation of the theory (where λD is small). This kind of duality
is called S-duality. The moduli space of the theory has accordingly at least two ”cusps”
with λ being small near one of them and λD small near the other. So duality relates the
physics at these two cusps despite the fact that the perturbative description of the theory
in terms of actions, fields and symmetries is generally different at the various cusps (see
fig. 4.2 in Chapter 4 for an illustration – with six cusps – in the context of string theory).
It would of course be very nice if we could for example understand QCD both in the
asymptotically free and the confining regime – and also ”prove” confinement! However,
such a hope has not as yet been realized. At least in four and higher dimensions, it has
hereunto seemed that supersymmetry is necessary in order to have any duality relations
and that only such supersymmetric versions of QCD could be understood at strong
coupling (the recent work of Maldacena [1] seems to be an exception). One of the most
important works in this direction is the solution of N = 2 supersymmetric Yang-Mills
theory by Seiberg and Witten [2, 3] from 1994. It turns out that the relevant degrees of
freedom at strong coupling are not the basic fields in the theory but rather monopoles
and dyons. Also certain theories with N = 1 supersymmetry have been shown by Seiberg
[4] and others to exhibit a form of duality.
It is remarkable that the use of duality is not confined to physics. In a major break-
through, Witten [5] has demonstrated how the above-mentioned N = 2 duality can be
applied to the study of four-dimensional manifolds and their (smooth) invariants: instead
of computing the so-called Donaldson invariants from SU(2) instanton solutions, Witten
has shown that one can obtain the same invariants from the solutions of the dual equa-
tions which include Abelian gauge fields and monopoles and are therefore much simpler
to analyze. These results have made a profound impact on the mathematics community.
The similar question for string theory ”what is string theory?” seems much more dif-
ficult to answer. Before 1994 string theory was understood only as a theory of interacting
one-dimensional objects. It has turned out that there is not just one perturbative string
theory but rather five of them which can be consistently formulated at weak coupling
(they are the Type IIA and Type IIB theories which have N = 2 supersymmetry, and
the three theories with N = 1 supersymmetry: the heterotic SO(32), heterotic E8 × E8
theory and a Type I theory). With the help of duality it has been conjectured that these
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five superstring theories are non-perturbatively equivalent. As an example the strong
coupling limit of Type I open string theory can be described as a weakly coupled closed
SO(32) heterotic string theory. A tool central to this understanding has been the inter-
pretation of certain string solitons as the source of a R-R field [6]: these are the so-called
D-branes which are p-dimensional extended objects (with p = 0, 2, 4, 6, 8 in the Type IIA
string theory for example) with tension that varies as 1/λ. So, string theory does not
appear to be a theory of strings only.
There is another surprise: in the picture supported by duality all five of these con-
sistent string theories seem to represent a perturbative expansion at different points in
moduli space of a single underlying theory. However, not all points in moduli space
represent ten-dimensional theories. In fact, there are points corresponding to an eleven-
dimensional vacuum, since the strong coupling limit of ten-dimensional Type IIA string
theory is an eleven-dimensional theory [7]. This eleven-dimensional theory is tentatively
called M-theory; its low energy limit is eleven-dimensional supergravity.
The use of duality in string/M-theory today is largely aimed at answering the ques-
tion: ”what is M-theory?”. However, as there are still many unanswered questions as
to what string theory really is about, this is of course a very early stage for trying to
answer such a question. One proposal is the Matrix Theory conjecture by Banks et al.
[8]: M-theory in the infinite momentum frame is described by a U(N) Yang-Mills theory
in 1 + 0 dimensions (with N → ∞). The fundamental degrees of freedom can be inter-
preted as the D0-branes of the Type IIA string theory. Another recent proposal is the
Anti-de Sitter/conformal field theory correspondence of Maldacena [1]. This conjecture
states that M-theory compactified on AdSd+1 (d+1-dimensional Anti-de Sitter space) is
dual to a conformal field theory living on the d-dimensional boundary of AdSd+1. This
correspondence satisfies an interesting holography principle: the bulk degrees of freedom
can be identified with the degrees of freedom living on the boundary of spacetime with
(at most) one degree of freedom per Planck area [9].
There are many examples of dualities in the literature. Some have been known for
a long time - e.g. in quantum field theory - whereas some have only very recently been
discovered - e.g. in string theory. To make the discussion a little more concrete, we shall
list some basic examples (which reveal properties that will reappear a number of times
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in this thesis).
• A simple duality (and one which was already noted by Dirac [10]) is that of electric-
magnetic duality. To describe it, begin with the source-free Maxwell equations. The
equations of motion for the field strength are
∂µF
µν = 0 (1.1)
and the Bianchi identities are
∂µ ∗ F µν = 0 , (1.2)
where ∗F µν = 1
2
ǫµνλρFλρ is the dual field strength. These equations are invariant
under
F µν → ∗F µν , ∗F µν → −F µν , (1.3)
which interchange the equations of motion with the Bianchi identities. Concretely,
the equations of motion follow from the standard action 1
4
∫
d4xFµνF
µν , while the
Bianchi identity is just the divergence condition that follows from the fact that
Fµν = ∂µAν − ∂νAµ. In terms of electric and magnetic fields we have Ei = F0i and
Bi =
1
2
ǫijkFjk, so this symmetry (1.3) is the same as the discrete symmetry:
E→ B , B→ −E . (1.4)
To extend this duality to the Maxwell equations with sources, we have to add both
electric and magnetic sources in which case
∂µF
µν = jνe (1.5)
and the Bianchi identities are
∂µ ∗ F µν = jνm . (1.6)
As shown by Dirac [10], a quantum theory of both electric and magnetic charges is
only consistent if the Dirac quantization condition is satisfied. It is interesting to
see how this condition can be derived. If we have a monopole, of charge qm, at the
origin and surround it with a two-sphere, then
∫
S2
F = qm . (1.7)
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Globally we cannot have F = dA, since if this were true the flux would vanish
by Stokes’ Theorem. But we can write F = dA except along a Dirac string. An
electric charge qe will, when moving along a closed path P , acquire a phase in its
wavefunction
exp
(
iqe
∫
P
A
)
= exp
(
iqe
∫
S
F
)
, (1.8)
provided S does not intersect the Dirac string (S is a surface that has P as its
boundary). When the path P is contracted to a vanishing circle but which still
circumnavigates the Dirac string, the phase must be
exp
(
iqe
∫
S2
F
)
= exp (iqeqm) (1.9)
and equal to 1 since the Dirac string should be non-physical. Therefore, we have
the Dirac quantization condition:
qeqm = 2πn , (1.10)
where n is integer (it is fascinating that this result not only applies to point parti-
cles; in ten-dimensional string theory, this result readily generalizes to the above-
mentioned D-branes). Such a duality offers an explanation for why electric charge
is observed to be quantized.
• The two-dimensional sine-Gordon model is dual to the massive Thirring model [11].
The relation between the coupling constants in the two theories is
β2
4π
=
1
1 + g/π
, (1.11)
so that weak coupling in the sine-Gordon model (β small) corresponds to strong
coupling (g large) in the massive Thirring model – and vice versa. This is also an
example where a fundamental object is dual to a solitonic object since the soliton
of the sine-Gordon model can be interpreted as the fundamental fermion field of
the Thirring model. More concretely, the fermion field ψ can be written as the
following vertex operator of the boson field φ [12]:
ψ(x) =: e
−2πiβ−1
∫ x
−∞
dzφ˙(z)+ 1
2
iβφ(x)
: , (1.12)
(here φ˙ is the derivative of φ with respect to time and :: means normal ordering).
Note that this is an exact and derived duality.
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• The Ising model (on a square lattice) exhibits a so-called Kramers–Wannier duality
[13]. In this model the partition function Z(K) is a function of the temperature T
and the strength J of the nearest neighbour interaction. We introduce the quantity
K = J/(kBT ) for convenience. The partition function can be calculated exactly
(Onsager’s solution) and is equal to the partition function of the dual lattice theory
Z∗ if the coupling constants are related according to
sinh 2K =
1
sinh 2K∗
. (1.13)
Thus, weak coupling (K → 0) in one theory is dual to strong coupling (K∗ →∞)
in the dual theory.
• Four-dimensional N = 4 non-Abelian supersymmetric Yang-Mills theory is conjec-
tured to exhibit a Montonen-Olive duality [14]. With gauge group U(n) this theory
is in fact self-dual, so the dual theory at the other expansion point is identical to
the old one (meaning, among other things, that the actions are equal). The bosonic
part of the Lagrangian of theN = 4 theory contains a Yang-Mills term proportional
to 1/g2, and a θ-term. On the complex coupling constant
τ =
θ
2π
+
4πi
g2
, (1.14)
the conjectured SL(2,Z)-duality acts as
τ → aτ + b
cτ + d
. (1.15)
Here a, b, c, d ∈ Z and ad − bc = 1. The transformation τ → −1/τ , for θ = 0, is
seen to be a strong-weak coupling duality.
What we learn from these examples is that the moduli space can conveniently be
thought of as a manifold covered by an atlas of different perturbative expansions (or
”patches”). Thus, a given description - in terms of fields, action etc. - generally depends
on the particular patch. In this picture the transition functions correspond to the duality
transformations. When we ask a question like ”what is string theory?”, we are really
asking what is the correct description of this moduli space? Can it only be described in
terms of different patches or perturbative regions connected by duality transformations,
or is there a more fundamental description of the theory?
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Let us add a comment about the validity of duality. In nearly all cases studied so
far, duality has the status of a conjecture. To really prove duality, say S-duality, we
need to understand non-perturbative effects. Establishing that a pair of theories are
really dual can only be done by solving them exactly, or by finding a field redefinition
that brings one theory into the other. Examples where this can be done are the sine-
Gordon/Thirring model pair of theories and the Ising model. Duality therefore typically
enters in as a working hypothesis: if we have strong evidence leading us to believe that
two theories actually are dual, then by studying the strong coupling regime of one theory
in terms of the other weakly coupled theory, we are likely to learn something new and
often interesting.
We might also add that in some cases it is only certain limits of the dual theories
that are known or can even be described in terms of a perturbative theory. The Type
IIA string theory is for example well understood in the limit of small string coupling and
it is conjectured to be described in terms of an eleven-dimensional theory in the limit of
very large coupling. However, what happens in between we do not really know.
The thesis is organized as follows. In the second and third chapter original results of
the author (and collaborators) are used to gain insight into the use of duality in some
familiar theories.
In Chapter 2 we study Seiberg-Witten duality of topological field theories. After
reviewing the key facts about topological field theory we describe the Donaldson and
Seiberg-Witten theories as (dual) approaches to the study of four-manifolds. The last
section of this chapter is based on [19] and the dimensionally reduced versions of these
theories are derived.
In Chapter 3 we consider in detail the T -duality of two-dimensional sigma models away
from the conformal point. This chapter is primarily based on [72], [74] and [75]. It is
conjectured that the relation [T,R] = 0 should hold true between the RG flow (generated
by R) and T -duality of such models. This has been demonstrated to be satisfied at
one-loop in bosonic and heterotic sigma models and also at two-loop for models with
N = 0, 1, 2 supersymmetry with a purely metric background. Demanding, on the other
hand, a priori that [T,R] = 0, one can essentially determine the exact (at least to the
orders in α′ considered) RG flow of the various models. This has also been shown to
10
apply to models that are S-dual [78].
Chapter 4 is a short review of duality in ten-dimensional string theory. We review the
manner in which all five consistent string theories can (at least in principle) be related.
For consistency such dualities in string theory should imply a number of dualities in field
theory. As an example, the Montonen-Olive duality can be understood as coming from
a duality in Type II string theory compactified to four dimensions.
Finally, Chapter 5 contains our discussion.
Appendix A describes the Kaluza-Klein reduction of certain tensors which are neces-
sary for the computations in Chapter 3; Appendix B contains a list of tensors which are
important for the computation of a two-loop beta function in Chapter 3.
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Chapter 2
Duality in Topological Field Theories
While it may be impossible to prove any of the nontrivial duality relations in quantum
field theory and string theory directly, one can infer evidence for certain dualities by
examining the consequences in some simple models.
There exist quantum field theories which are of a very simple kind and apparently
of limited applicability in physics, namely the topological quantum field theories [15].
From a physical point of view, one might simply categorize these theories as trivial since
they describe a situation in which there are no propagating degrees of freedom the only
observables being (global) topological invariants.
But physically it is still useful to study topological field theories. For example, a key
to studying, say, S-duality is to examine quantities/states in the full theories which are
such that some of their properties can be reliably calculated at both strong and weak
coupling. The BPS states comprise one such set of examples (because of supersymme-
try non-renormalization theorems). It turns out that frequently BPS states of the full
original theory make up the complete physical spectrum of a simplified theory, namely
a topological ”twist” of the original theory. It is in this connection that topological field
theories allow one to explore consequences of duality.
Also, from a mathematical standpoint, these theories are in no way trivial as they
lead to important results (for example in relation to Donaldson theory of four-manifolds
[16]). Hence, topological field theories can be expected to offer an excellent testing ground
for certain dualities since the results can in principle be checked independently of any
12
field theory formulation (an important example is the test of Montonen-Olive duality
in N = 4 supersymmetric Yang-Mills theory by Vafa and Witten [17]). Moreover, if we
believe that the duality conjectures are correct, new and important results in mathematics
may emerge.
In this chapter we will consider the topological field theories which can be obtained
from the N = 2 supersymmetric Yang-Mills theory in four dimensions by a simple ”twist-
ing” procedure. The N = 2 theory has two dual descriptions: one (relevant at weak
coupling) in which the fundamental degrees of freedom are the gauge particles of SU(2)
and another (which is relevant at strong coupling) in which the fundamental degrees of
freedom are monopoles and dyons of a U(1) theory. Twisting these two quantum field
theories, one obtains a dual pair of topological field theories relevant for the description of
Donaldson theory where the weak coupling description opens the possibility of a pertur-
bative approach to this theory, while the strong coupling description reveals interesting
non-perturbative properties.
To set the scene, we start by giving a short review of topological field theory (an
excellent review of topological field theory can be found in [18]). In the following section
we show how Donaldson theory appears after a twisting of the N = 2 theory at weak
coupling and describe the observables which can be viewed as topological invariants of
smooth four-manifolds. We then present the dual formulation, the Seiberg-Witten theory,
and its salient points. Finally, we consider a version of this Seiberg-Witten duality in
three and two dimensions [19]. The dimensionally reduced actions are derived and some
results that could be relevant for studying the so-called Hitchin equations on Riemann
surfaces [20] are presented.
2.1 Topological Field Theory
The study of topological quantum field theory started in 1988 with the work of Witten
[15] who constructed a simple quantum field theory that is now known as Donaldson-
Witten theory. Witten observed that a twisted version of N = 2 supersymmetric Yang-
Mills theory in four dimensions has no local degrees of freedom, but only global degrees
of freedom; these are the topological invariants. This theory provided the physical in-
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terpretation (that was speculated to exist by Atiyah) of Donaldson theory which is a
mathematical theory that through the study of the instanton solutions of Yang-Mills
theory had provided an important advance in the topology of four-manifolds.
Later that year Witten formulated two other topological field theories, namely the
topological sigma model in two dimensions [21] and the Chern-Simons theory in three
dimensions [22]. All these theories are related to different invariants which have been
studied in the mathematics literature. The Donaldson-Witten theory can be related to
Donaldson invariants (which we will define later) of four-manifolds and, in its three-
dimensional version, to the so-called Casson invariants [18]. The Witten approach to
Chern-Simons theory on the other hand can be related to the Jones polynomial. This is a
polynomial invariant of knots and links in three dimensions [22]. Finally, the topological
sigma models can be related to the so-called Gromov-Witten invariants and quantum
cohomology [18].
One can rather naturally distinguish two types of topological quantum field theories:
the Witten type (or cohomological type) and the Schwarz type [22] (or quantum type).
In the following we will mainly concentrate on the Witten type.
To define what a topological field theory is, we start with the following objects. Let
X be a Riemann manifold with metric gµν and let Φ denote any set of fields on X with
an action S(Φ). Operators which are functionals of these fields are denoted by O(Φ) and
a vacuum expectation value of a product of fields is formally defined by the functional
integral
〈OαOβ · · ·Oγ〉 =
∫
D[Φ]Oα(Φ)Oβ(Φ) · · ·Oγ(Φ)e−S(Φ) , (2.1)
where D[Φ] denotes the path integral measure. A quantum field theory on X is ”topo-
logical” if there is a set of ”operators” which are invariant under arbitrary deformations
of the metric δg, in the sense that,
δg〈OαOβ · · ·Oγ〉 = 0 , (2.2)
i.e. the expectation values of products of observables are topological invariants.
Our interest here will be focused on the so-called smooth invariants, that is quantities
which are invariant under diffeomorphisms (a diffeomorphism f ofX is a map f : X → X ′
for which both f and f−1 are C∞) of the base manifold X ; phrased differently, that
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they are constant on a diffeomorphism equivalence class of manifolds. The correlation
functions in (2.2) are of this kind as are the Donaldson invariants which we will discuss
later. 1
Now we are in a position to define what a Schwarz and a Witten type topological field
theory is.
A Witten type theory is topological since these theories have an energy-momentum
tensor which is BRST exact:
Tµν = {Q, Vµν(Φ, g)} , (2.3)
where Vµν is a symmetric functional (with ghostnumber equal to -1) of the fields and the
metric. Q is the nilpotent BRST-like operator (Q2 = 0) corresponding to some symmetry
δ of the theory that keeps the action invariant (usually, δ is a combination of a so-called
shift symmetry δΦ = ǫ and a gauge symmetry). Henceforth Q is simply called the BRST
operator, and the energy-momentum tensor is Tµν = δS/δgµν . The notation used is such
that the BRST variation δΦ of any field Φ is
δΦ = −i{Q,Φ} , (2.4)
expressing that Q is the generator of the symmetry δ. For Φ bosonic the expression in
(2.4) is a commutator and for Φ fermionic it means an anti-commutator. The topological
nature of the theory then follows from the fact that any BRST closed operator Oα
({Q,Oα} = 0) satisfying δgOα = {Q,Rα} has vanishing variation under the path integral:
δg〈Oα〉 =
∫
D[Φ] (δgOα − δgS · Oα) e−S(Φ)
=
∫
D[Φ] ({Q,Rα} − {Q, V }Oα)
= 〈{Q,Rα − V · Oα}〉 = 0 . (2.5)
In deriving this, we have assumed that the measure D[Φ] is invariant under the sym-
metry and that the vacuum is BRST invariant (for this implies 〈{Q,X}〉 = 0 for any
1Inmathematical terms a topological invariant is a quantity which is invariant under homeomorphisms
of the base manifold X (a homeomorphism is a map f : X → X ′ for which both f and f−1 are
continuous), or phrased differently, it is constant on a homeomorphism class of manifolds. So a smooth
invariant is not necessarily a topological invariant.
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functional X). Also, we shall generally be assuming that the BRST operator Q is metric
independent.
What are then the natural observables in the Witten type theory? In such a theory,
any BRST closed operator satisfying δgOα = {Q,Rα} will be an observable because
of (2.5). Furthermore, adding a BRST exact term to an observable will not change its
expectation value, and the observables can therefore be identified with cohomology classes
of the BRST operator, much like in string theory [23]. It is simple to generalize to any
correlator 〈OαOβ · · ·Oγ〉 and show that it is independent of arbitrary deformations of
the metric. Such a correlator is then a topological invariant, though it might actually be
trivial in most cases.
Note that a way to ensure that the energy-momentum tensor is BRST exact, is to
require BRST exactness of the quantum action itself
Sq(Φ) = {Q,Ψ(Φ, g)} . (2.6)
This will often be assumed in the following (on the right hand side of (2.6) one can always
add a metric independent term without destroying the topological nature of the theory.
However, if one does not want that term to influence the moduli space probed by the
theory, then it should be not only metric independent but also topological - in the sense
that it is locally a total derivative).
A Schwarz type theory is topological since in such a theory the classical action Sc(Φ)
and the operators O are independent of the metric. The quantum action - including
ghosts for gauge fixing - is then of the form Sq = Sc + {QB, V }, where QB is now the
standard field theory BRST operator. At least formally, one can then conclude that (2.3)
holds and therefore also (2.2) as in the Witten type case. Celebrated examples are the
Chern-Simons gauge theories [22] and the BF theories [18].
We now turn to Witten type theories.
The most basic invariant is simply the partition function: as the identity operator is
always an observable we can conclude from Eq. (2.5) that the partition function of the
theory is invariant under deformations of the metric
δg〈1〉 = δgZ = 0 , (2.7)
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which implies that Z is a topological invariant. Moreover, and very importantly, the
partition function is independent also of the coupling constant. To show this, we assume
that the coupling constant λ appears in the action as S ′/λ2. The variation of Z with
respect to λ2 is:
δZ = δ
∫
D[Φ]e−S
′/λ2 = δ(− 1
λ2
)
∫
D[Φ]e−S
′/λ2 · S ′
= δ(− 1
λ2
)
∫
D[Φ]e−S
′/λ2 · {Q,Ψ} · λ2
= δ(− 1
λ2
) · 〈{Q,Ψ}〉 · λ2 = 0 . (2.8)
This means that, at least formally, we can evaluate Z in the weak coupling limit (λ→ 0)
– or the strong coupling limit (λ→∞) for that matter – meaning that the semi-classical
approximation is exact. Assuming that the observables do not depend on the coupling
constant, the same is of course true for any correlation function.
That topological field theories are simple and almost trivial from a physical viewpoint
can be illustrated by the following considerations: in a Witten-type theory any bosonic
field will have a BRST (or Q-) superpartner, or schematically
{Q, field} = ghost , (2.9)
which, since physical states should be annihilated by Q, must be interpreted as ghosts.
Thus, the total number of degrees of freedom is zero and the physical phase space is
zero-dimensional. Secondly, in such a theory the energy of any physical state is zero:
〈H〉 = 〈
∫
T00〉 = 〈
∫
{Q, V00}〉 = 0 , (2.10)
and a topological field theory therefore has no dynamical excitations!
The way we introduced topological field theories above was rather ad hoc. While
topological field theories might seem to be rather trivial from a physical viewpoint, they
are certainly not trivial from a mathematical viewpoint. Witten type theories for example
are related to the study of different moduli spaces which play an important role in topol-
ogy. A typical (but certainly not any) moduli problem can be formulated in quantum
field theoretic terms by using the paradigm of ”fields, equations and symmetries” [24]. As
an example, Donaldson theory – which we will describe later – can be viewed as the study
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of the moduli space of Yang-Mills instantons. The fields here are the gauge potentials
Aaµ(x) and the equations are the self-duality equations Fµν = ∗Fµν , where Fµν is the field
strength Fµν = ∂µAν−∂νAµ+[Aµ, Aν ] and ∗Fµν is the Hodge dual ∗Fµν = 12ǫµνλρF λρ. The
symmetries are of course just the gauge symmetries δAaµ = −Dµκa. Finally, the moduli
space can be described as the space of instanton solutions modulo the gauge symmetries.
This moduli space Mk is characterized by the instanton number k, which is minus the
second Chern number:
k = −c2(F ) = 1
8π2
∫
X
Tr(F ∧ F ) . (2.11)
Before jumping to the elusive four-dimensional world, we would like to describe a
topological field theory that appears naturally in two dimensions - namely the topological
sigma model. In this case the ”fields” can be identified with maps φ : Σ → K, where Σ
is a two-dimensional surface and K is a Ka¨hler manifold, which has even real dimension.
The ”equations” state that φI is a holomorphic map, concretely ∂z¯φ
I = 0, with (z, z¯)
being coordinates on Σ and I = 1, 2, . . . , dimK/2. However, there are no ”symmetries”.
The action of a topological sigma model with Ka¨hler target space is [21]:
S = 2
∫
Σ
d2σ
[
gIJ¯∂+φ
I∂−φ
J¯ − i
2
ρ I+D−χ
J¯gIJ¯ −
i
2
ρ J¯− D+χ
IgIJ¯
−1
4
χIχI¯ρ J+ ρ
J¯
− RII¯JJ¯
]
, (2.12)
where gIJ¯ = gJ¯I is the Ka¨hler metric and RII¯JJ¯ is the Riemann tensor; D± is the covariant
derivative pulled back from K to Σ:
D±χ
I = ∂±χ
I + ∂±φ
KΓIKLχ
L . (2.13)
Here ΓIKL is the Christoffel connection. The action has a symmetry generated by left-
moving and right-moving charges:
δχI = δχI¯ = 0, δφI = iǫχI , δφI¯ = iǫ˜χI¯ ,
δρ I+ = 2ǫ˜∂+φ
I − iǫgIS¯∂SgKS¯χSρ K+ ,
δρ I¯− = 2ǫ∂−φ
I¯ − iǫ˜gSI¯∂S¯gSK¯χS¯ρ K¯− , (2.14)
with ǫ and ǫ˜ being two independent and anticommuting parameters. For ǫ = ǫ˜ there is
a single standard BRST operator Q with Q2 = 0. The ghost numbers of the fields φ, ρ
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and χ are U = 0,−1 and 1 respectively. This theory can be constructed by twisting the
N = 2 supersymmetric sigma model [21]. However in two dimensions the twisting is not
unique. For K a Calabi-Yau manifold there are two possible twistings that give rise to
the so-called A- and B-models and they are related by mirror symmetry of the target
manifold [25]. The model described above (and for K a Calabi-Yau manifold) is in these
terms called the A-model.
The observables in topological sigma models are constructed as follows [21]. If A(p) =
Ai1···ipdφ
i1 ∧ · · · ∧ dφip is a p-form on K then one constructs the operator (we are now
using real coordinates on K):
O(0)A = Ai1···ipχi1 · · ·χip , (2.15)
that obeys
{Q,O(0)A } = −O(0)dA , (2.16)
with d the exterior derivative on K and δ = −iǫ{Q, ·}; O(0)A can be viewed as a zero-form
on Σ. Thus, according to (2.16) BRST cohomology classes of operators are in one-to-one
correspondence with the de Rham cohomology classes of K: {Q,OA} = 0 if and only if
A is closed and OA = −{Q,OB} if and only if A = dB, that is A is exact. Choosing A
to be closed, one then recursively solves the two equations
dO(0)A = i{Q,O(1)A }, dO(1)A = i{Q,O(2)A } . (2.17)
Here we find
O(1)A = ipAi1···ip∂αφi1χi2 · · ·χipdσα, O(2)A = −
1
2
p(p−1)Ai1···ip∂αφi1∂βφi2χi3 · · ·χipdσα∧dσβ ,
(2.18)
and they can be seen as respectively a one- and a two-form on Σ with local coordinates
σα. Thus we have three classes of observables on Σ. The first class consists of operators
of the form
O(0)A (P ) , (2.19)
where P is a point in Σ. The second class consists of operators like
∫
C
O(1)A , (2.20)
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with C a one-cycle in Σ; because of (2.17) this operator only depends on the homology
class of C. Finally the third class are operators of the form:
∫
Σ
O(2)A . (2.21)
The first of these operators is BRST closed because of (2.16). The two other operators
(2.20) and (2.21) are BRST closed because of (2.17). The correlation functions consisting
of products of operators like (2.19), (2.20) and (2.21) gives topological invariants as in
(2.2) - more precisely the so-called Gromov-Witten invariants [18].
2.2 Donaldson-Witten Theory
What has now become known as Donaldson-Witten theory originated as a topological
field theory constructed by Witten in 1988 [15]. Motivated by work of Atiyah and Floer,
Witten showed that a certain twisting of N = 2 supersymmetric Yang-Mills theory
yields a topological field theory, which is precisely such that the vacuum expectation
values of certain observables are Donaldson invariants of four-manifolds. Such invariants
were introduced by Donaldson in 1983 [16] as an important tool in the classification of
four-dimensional (differentiable) manifolds.
As such, an important motivation for studying Donaldson-Witten theory is its relation
to the classification problem of four-dimensional (differentiable) manifolds. Here, the
goal is to classify all differentiable manifolds up to diffeomorphisms, the more general
classification problem being to classify all topological manifolds up to homeomorphisms.
It is well known that the classification problem is rather trivial in two dimensions.
Any compact, orientable surface, i.e. a Riemann surface, is homeomorphic to a sphere
with g handles, and two such surfaces are homeomorphic exactly if they have the same
number of handles. Topologically, Riemann surfaces are therefore classified by a single
integer, the genus, see fig. 2.1.
In higher dimensions there is unfortunately no such simple classification (there is a
partial classification for D ≥ 5, see e.g. [18]). Especially in four dimensions the situation
is much more complicated – and this is the dimension relevant for Donaldson theory.
That there can be no corresponding ”list” of four-manifolds can be demonstrated by
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Figure 2.1: The genus expansion of Riemann surfaces.
looking at a very basic invariant of any manifold, namely the fundamental group π1 (this
is the equivalence class of based loops in X – for example π1(S
1) = Z). Now, there is a
theorem in topology which states that any finitely representable group (this is a group
generated by finitely many elements that satisfy a finite number of relations) can appear
as the fundamental group of a four-dimensional manifold [18, 26]. Moreover, there is no
algorithm to decide whether two such finitely representable groups are isomorphic – and
therefore a classification similar to the one in two dimensions must necessarily fail.
A natural assumption in Donaldson theory is therefore that the four-manifold X is
simply connected, that is the fundamental group vanishes: π1(X) = 0. Hence, there can
only be nontrivial k-dimensional homology cycles for k = 0, 2, 4 (if π1(X) is commutative
then it is isomorphic to H1(X) [27]; in particular if π1(X) = 0 then also H1(X) = 0 and
by Poincare´ duality H3(X) = 0).
This being the case, it is natural to consider another important invariant the second
cohomology group H2(X). For α, β ∈ H2(X) we can define the so-called intersection
form that plays an important role in Donaldson’s work,
Q(α, β) =
∫
X
α ∧ β , (2.22)
which is symmetric and non-degenerate (i.e. Q(α, β) = Q(β, α) and Q(α, β) = 0 for all α
implies β = 0). This form can therefore be diagonalized over R. The intersection form Q
is called even if all its diagonal elements are even and otherwise called odd. The impor-
tance of this invariant can be appreciated by quoting a theorem of Freedman: a simply
connected four-manifold X with even intersection form Q belongs to a unique homeo-
morphism class, and if Q is odd there are precisely two non-homeomorphic X with Q as
21
their intersection form [28]. This of course means that the intersection form essentially
determines the homeomorphism class of a simply connected manifold X , and explains
why the intersection form is important for the study of topological four-manifolds.
Donaldson theory, on the other hand, concerns mainly two things: (1) the study of
topological obstructions to the existence of a differentiable structure on a given topological
four-manifold and (2) the distinction between differentiable structures on a given four-
manifold. Phrased differently we can, given a topological four-manifold X , ask: (1) does
there exist one or more differentiable structures on X? and (2) if there is a differentiable
structure, is it unique? One important theorem which was subsequently derived by
Donaldson using the theory of Yang-Mills instantons can now be stated: a compact
smooth simply connected four-manifold, with positive definite intersection form Q has
the property that Q is always diagonalizable over the integers to Q = diag(1, . . . , 1) [16].
This implies for example that no simply connected four-manifold for which Q is even
and positive definite has a smooth structure. The Donaldson invariants, which we will
discuss later, are important because they can distinguish between manifolds that have the
same intersection form. So in mathematical terms they are not topological invariants but
rather smooth invariants: they can distinguish homeomorphic non-diffeomorphic smooth
manifolds.
After this mathematical interlude, we will turn to the field theory description of
Donaldson theory – and in order to make the discussion more concrete we will start by
presenting the action of Donaldson-Witten theory and its symmetries.
We start with a four-manifold X over which we have a non-Abelian connection Aµ
transforming in the adjoint representation of SU(2). The Donaldson-Witten theory in
four dimensions is then described by the following topological action [15] (with µ, ν =
1, . . . , 4):
S(4) =
∫
X
d4x
√
g Tr[
1
4
FµνF
µν +
1
4
FµνF˜
µν +
1
2
φDµD
µλ− iηDµψµ + 2iDµψνχµν
− i
2
λ[ψµ, ψ
µ]− i
2
φ[η, η]− 1
8
[φ, λ]2] . (2.23)
We are here using the same notation as in [19] – the term φ [χ, χ] present in Witten’s
action [15] can be included by adding to Eq. (2.23) a δ-exact term [29]. This action can
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be obtained as the BRST variation of
V (4) = TrF+µνχ
µν − Tr1
2
Bµνχ
µν +
1
2
TrψµD
µλ− 1
4
Tr(η [φ, λ]) , (2.24)
and the theory is therefore topological according to the discussion in the previous section.
Fµν is the field strength, Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] and F+µν is the self–dual part of
Fµν , that is F
+
µν =
1
2
(Fµν + F˜µν) with F˜µν =
1
2
ǫµνγδF
γδ; χ is a self-dual two-form (that is
χµν = −χνµ and χµν = 12ǫµνγδχγδ) and its BRST partner Bµν has been integrated out of
the action. The fields transform as
δAµ = iψµ ,
δψµ = −Dµφ ,
δφ = 0 ,
δχµν = Bµν , δλ = 2iη ,
δBµν = 0 , δη =
1
2
[φ, λ] .
(2.25)
The corresponding ghost numbers of the fields (A, φ, λ, η, ψ, χ) are U = (0, 2,−2,−1, 1,−1).
While it might not be obvious that this action is related to the moduli space of instantons,
this can be argued as follows [15]. The gauge field terms in the action are
1
4
∫
X
d4x
√
gTr[FµνF
µν + FµνF˜
µν ] =
1
8
∫
X
d4x
√
gTr(Fµν + F˜µν)(F
µν + F˜ µν) , (2.26)
and vanishes only if Fµν = −F˜µν , which are exactly the instanton solutions. These
classical minima dominate since, as mentioned previously, the partition function can be
evaluated at weak coupling.
Twisting of N = 2
We will now describe how this theory can be constructed as a twisting of standard
N = 2 supersymmetric Yang-Mills theory with gauge group SU(2) (see [15, 30] for
further details).
Start with the usual N = 2 supersymmetric Yang-Mills theory on flat R4. Four-
dimensional Euclidean space has a symmetry (or rotation) group which is K = Spin(4) =
SU(2)L×SU(2)R. The internal symmetry group of the N = 2 theory is SU(2)I×U(1)R,
where the first group is the isospin group and the last group corresponds to the R-
symmetry of the N = 2 Lagrangian (that transforms the gluino field as λα → eiγλα
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and λ¯α˙ → e−iγ λ¯α˙ for example). On R4 the global symmetry group of the theory is
accordingly:
H = SU(2)L × SU(2)R × SU(2)I × U(1)R . (2.27)
The twisting amounts to a redefinition of the rotation group. If SU(2)′R is the diagonal
subgroup of SU(2)R × SU(2)I then instead of K we take as rotation group
K ′ = SU(2)L × SU(2)′R , (2.28)
leaving U(1)R as the entire internal symmetry group. Now let us see what happens to
the transformations of the fields under this redefinition. The N = 2 algebra has a set
of supercharges Qiα and Q¯iα˙ which transform under H (the U(1) charge will not be
important in the following) as (1/2, 0, 1/2) and (0, 1/2, 1/2) respectively. They satisfy
{Qiα, Q¯jβ˙} = 2σmαβ˙Pmδ
j
i ,
{Qiα, Qjβ} = ǫijǫαβZ , (2.29)
where Z is the central charge. Under the new symmetry group
H ′ = SU(2)L × SU(2)′R × U(1)R , (2.30)
the supercharges will transform as (1/2, 1/2)⊕ (0, 1) ⊕ (0, 0) (and this follows from the
fact that under SU(2) we have: 2 ⊗ 2 = 3 ⊕ 1). Here, the BRST-like operator Q that
we introduced before is identified with the (0, 0) component of the supercharge - it is
the scalar operator Q = Qα˙α˙. What about the condition Q
2 = 0? After twisting this
follows directly from the supersymmetry algebra (2.29), at least when the central charge
vanishes. However, even with a non-vanishing central charge, the theory continues to be
topological, since it is enough that Q2 vanishes up to a gauge transformation [18].
It is now a rather straightforward matter to see how the action in (2.23) appears as the
twisting of the N = 2 theory. The N = 2 theory with fields in the adjoint representation
of SU(2) has the following field content [31]: a gauge field Aµ, a complex scalar field B,
two Majorana spinors λiα, i = 1, 2 (with λ1 and λ2 forming a doublet under SU(2)I),
and their conjugates λ¯iα˙. The action, in Minkowski space with metric (−+++), is [31]:
S =
1
g2
∫
d4xTr
[
−1
4
FµνF
µν − iλ¯α˙i σµαα˙Dµλαi −DµB¯DµB
−1
2
[B, B¯]2 − i√
2
B¯ǫij [λ
αi, λjα] +
i√
2
Bǫij [λ¯α˙i, λ¯
α˙
j]
]
. (2.31)
24
Here the Yang-Mills field strength is Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] and the covariant
derivative is DµΦ = (∂µ + iAµ)Φ.
2 The supersymmetry transformations are
δAµ = −iλ¯α˙i σµαα˙ηαi + iη¯α˙i σµαα˙λαi ,
δλ iα = σ
µν
αβη
βiFµν + iη
i
αD + i
√
2σµαα˙DµBǫ
ij η¯α˙j ,
δλ¯α˙i = σ¯
µν
α˙β˙
η¯β˙iFµν − iη¯α˙iD + i
√
2σµαα˙DµB¯ǫijη
αj ,
δB =
√
2ηαiλαi ,
δB¯ =
√
2η¯α˙iλ¯
i
α˙ , (2.32)
with D = [B, B¯]. In passing from SU(2)L × SU(2)R × SU(2)I to SU(2)L × SU(2)′R, the
quantum numbers of the various fields that appear in this action are changed as:
Aµ (1/2, 1/2, 0) → (1/2, 1/2)
λiα (1/2, 0, 1/2) → (1/2, 1/2)
λ¯iα˙ (0, 1/2, 1/2) → (0, 0)⊕ (0, 1)
B (0, 0, 0) → (0, 0) . (2.33)
In practice one is replacing the isospin indices i, j, . . . by an SU(2)R index α˙. For the
fields this means that the gauge field is unchanged (Aµ → Aµ) and (B, B¯) is related
to (φ, λ) in the twisted theory. λiα becomes a vector ψαα˙ and finally λ¯iα˙ is a sum of a
scalar (η) and a selfdual two-form (χµν). More concretely, we will make the following
identifications in the topological theory:
ψµ = σµαβ˙λ
αβ˙ ,
B = − iφ
2
√
2
,
B¯ =
√
2λ , (2.34)
while the scalar η and selfdual two-form χµν are identified through:
η = −1
2
λ¯α˙α˙ ,
λ¯(ω˙β˙) = −2ǫαβ(σµ)αω˙(σν)ββ˙χµν , (2.35)
2Also σµ = (−1, ~σ), and σ¯µ = (−1,−~σ) in terms of which σµν βα = 14 (σ µαα˙ σ¯να˙β − σ ναα˙ σ¯µα˙β). The
spinor indices are raised and lowered with the antisymmetric tensor, ǫ12 = ǫ
21 = −1.
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where (ω˙β˙) = ω˙β˙ + β˙ω˙. It is possible to see that these identifications will produce all
terms appearing in the topological action. After twisting, and rotating to Euclidean
signature, the fermion kinetic term in the N = 2 action for example will give rise to the
fermion kinetic terms
− iηDµψµ + 2iDµψνχµν , (2.36)
present in the Donaldson-Witten action. (The term
∫
FF˜ is a topological term that can
be added for free, since it changes neither the energy-momentum tensor nor the equations
of motion). As for the BRST algebra (2.25) one starts by setting
ηαi = 0 ,
η¯α˙β˙ = −ǫα˙β˙ρ , (2.37)
where ρ is an anticommuting parameter. The supersymmetry transformations (2.32) then
become identical to the BRST transformations given in (2.25) – though multiplied with
ρ on the right hand side, so that the symmetry δ becomes bosonic.
Observables
We will now discuss the relevant observables in the Donaldson-Witten theory. Such
observables are cohomology classes of the BRST operator, that is operators O (which we
require to be gauge invariant) such that {Q,O} = 0 modulo exact operatorsO′ = {Q,R}.
In practice the further condition that δgO = {Q,R} will be satisfied by having simply O
independent of the metric on X .
We already have a non-trivial obvious candidate in the BRST algebra (2.25). The
field φ is BRST closed but not BRST exact; also it is metric independent. A gauge
invariant expression is
W0(x) =
1
2
Trφ2(x) , (2.38)
where x is a point in X , and can be viewed as a zero form on X .
This enables us to define a class of topological invariants on X as
〈W0(x1) · · ·W0(xk)〉 =
∫
[DΦ]e−S
k∏
i=1
W0(xi) . (2.39)
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It is trivial to verify that this expression is metric independent, following the discussion
in the introduction.
While it might seem that this correlator depends on the distinct points x1, . . . xk this
is in fact not so. Starting with W0(x), we can show that its derivative with respect to
the coordinate xµ is zero in the BRST sense:
∂W0
∂xµ
=
1
2
∂
∂xµ
(Trφ2(x)) = TrφDµφ = i{Q,Trφψµ} . (2.40)
Picking two points x and x′ in X we then have
W0(x)−W0(x′) = i{Q,
∫ x
x′
Trφψµdx
µ} , (2.41)
or in infinitesimal form:
dW0 = i{Q,W1} , (2.42)
where W1 is the operator valued one-form W1 = Trφψ. It then follows directly from
(2.41) that
〈(W0(x1)−W0(x′1)) ·
k∏
i=2
W0(xk)〉 = 0 , (2.43)
which was what we initially set out to show.
Proceeding in this fashion we can generate a small tower of observables, Wk, which
can be viewed as k forms on X , by solving the following set of equations:
dW1 = i{Q,W2} , dW2 = i{Q,W3} ,
dW3 = i{Q,W4} , dW4 = 0 , (2.44)
(the last equation follows trivially from the fact that X is four-dimensional) which to-
gether with Eq. (2.42) are the so-called descent equations. The explicit form of the
operators Wk can be computed by recursion; for illustrational purposes we will demon-
strate how W2 can be determined:
dW1 = Trd(φ ∧ ψ) = Tr(dφ ∧ ψ + φ ∧ dψ)
= i{Q,Tr(1
2
ψ ∧ ψ + iφ ∧ F )}
≡ i{Q,W2} . (2.45)
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In the second line we used the BRST variation of the gauge field strength that follows
from the BRST algebra: δFµν = i(Dµψν − Dνψµ). The complete list of operators that
one obtains in this way is easily found:
W1 = Tr(φ ∧ ψ) , W2 = Tr(1
2
ψ ∧ ψ + iφ ∧ F ) ,
W3 = iTr(ψ ∧ F ) , W4 = −1
2
Tr(F ∧ F ) . (2.46)
Note thatW4 integrated over X is just the familiar instanton number apart from a trivial
factor. By inspection the ghost numbers ofWk are U = 4−k, which of course also follows
directly from Eq. (2.44).
The relevance of the descent equations is the following. If C is a circle in X then the
operator
I1(C) =
∫
C
W1 (2.47)
is BRST invariant, since (2.42) implies:
{Q, I1(C)} =
∫
C
{Q,W1} = −i
∫
C
dW0 = 0 . (2.48)
Also, I1(C) only depends on the homology class of C (that is if C is a boundary then
this observable is trivial). This follows from the first equation in (2.44). Namely, if C is
the boundary of a surface, C = ∂Σ, then
I1(C) =
∫
C
W1 =
∫
Σ
dW1 = i{Q,
∫
Σ
W2} . (2.49)
The observable is consequently trivial (in the BRST sense) if C is a boundary. Likewise,
if Σ is any surface in X then
I2(Σ) =
∫
Σ
W2 (2.50)
is BRST invariant; if K is a three-dimensional cycle in X then
I3(K) =
∫
K
W3 (2.51)
is BRST invariant and finally
I4(M) =
∫
X
W4 (2.52)
is BRST invariant (and it is as stated before proportional to the instanton number). As
is the case for I1(C), all operators Ik(Γ) only depend on the homology class of the cycle
Γ.
28
Donaldson Invariants and Polynomials
We are now in a position to define the Donaldson invariants. A natural assumption
in Donaldson theory is – as we have mentioned already – that the four-manifold X is
simply connected, or that the fundamental group vanishes, π1(X) = 0. Then, the only
possible nontrivial homology cycles are k-dimensional homology cycles for k = 0, 2, 4.
For k = 4, I4(X) is basically the instanton number which is a rather trivial invariant, so
the interesting cases are k = 0 or k = 2. For k = 0 the relevant operator is just W0(x)
and for k = 2 it is I2(S) where S is a two-dimensional surface in X .
The Donaldson polynomials [16, 32] can now be described as certain polynomials in
the homology class of X (in this subsection we are using the same notation as in [33]):
DE : H0(X,R)⊕H2(X,R)→ R . (2.53)
Here E is an SU(2) bundle over X . Given that p ∈ H0(X,R) is defined as having degree
4 and S ∈ H2(X,R) degree 2 (i.e. identical to the ghost numbers of the aforementioned
observables), such a polynomial of degree n is expanded as:
DE(p, S) =
∑
2r+4s=n
Srpsqr,s , (2.54)
such that n is the dimension of the instanton configurations on E and qr,s are rational
numbers which are defined by certain intersection numbers on the moduli space (the
details of which are not important for the discussion) 3.
A generating function for the Donaldson polynomials can be obtained by summing
over all bundles E, that is, all possible instanton numbers:
ΦX,g(p, S) ≡ ∑
r≥0,s≥0
Sr
r!
ps
s!
qr,s . (2.55)
The connection to Witten’s topological field theory is as follows. Previously, we defined
the observables W0(p) and I2(S). The main result of Witten’s seminal work [15] is that
the Donaldson invariants can be identified with the following correlation functions:
qr,s ≡ 〈W0(x1) . . .W0(xs)I2(S1) . . . I2(Sr)〉 , (2.56)
3As an example, for X complex two-dimensional projective space P2, Witten and Moore found [33] a
complete expression for the Donaldson polynomials with Dn=2 = −3S/2, Dn=10 = S5 − pS3 − 13p2S/8,
etc.
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computed in Donaldson-Witten theory, or phrased differently that the generating function
for the Donaldson polynomials is identified with:
ΦX,g(p, S) ≡ 〈eW (p)+I2(S)〉 . (2.57)
Formally, these correlation functions are by construction topological invariants. However,
it is possible to show that this is only so when b+2 > 1 (where b
+
2 is the dimension of the
space of self-dual two-forms on X) 4. We will therefore assume this to be the case.
Now, it is natural to ask under what conditions such correlation functions in Eq.
(2.56) are trivial?
Generically, and depending on the number of points and surfaces, such a correlation
function will vanish because the violation of the ghost number does not match the number
of zero modes in the path integral. The ghost number of W0 is U = 4 and of I2(S) it
is U = 2; it follows that the total ghost number of the correlation function in (2.56) is
2r + 4s - and this should be equal to the dimension of the instanton moduli space Mk.
This dimension, on the other hand, is for SU(2) [34]:
dimMk = 8k − 3
2
(χ+ σ) , (2.58)
with n the instanton number and χ and σ the Euler characteristic and signature of
X respectively. The Euler characteristic is computed as the alternating sum χ(X) =∑
k(−1)kbk, with bk = dimHk(X), and the signature as the difference between positive
and negative eigenvalues of the intersection form Q, σ(X) = b+2 −b−2 where b+2 (b−2 ) are the
number of positive (negative) eigenvalues of Q – this definition of b+2 coincides with the
above-mentioned. Then, on a simply connected four-manifold X we find χ+σ = 2+2b+2 ,
which is an even number.
The answer to the question is therefore that the correlation function in (2.56) will
vanish unless
2r + 4s = dimMk = 8k − 3
2
(χ+ σ) . (2.59)
This of course does not preclude that these invariants could be trivial for another reason.
For example, they vanish on a manifold which is a connected sum X#Y with b+2 > 0 on
4From the point of view of Donaldson theory, the main reason for requiring b+2 > 1 is that it implies
a nonsingular moduli space, see [16, 32] for further discussion.
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both X and Y [16] (the connected sum X#Y of two four-manifolds is constructed by
”cutting” out a three-ball of X and Y and then connecting them with a ”tube” S3 × I,
where I is an interval, see fig. 2.2).
X                             Y                                        X#Y 
Figure 2.2: The connected sum of two four-manifolds.
Generally, however, the computation of the invariants can be quite complicated since
they require knowledge about a space of SU(2) instantons.
So historically, before the outcome of Seiberg-Witten theory, the Donaldson invariants
where only known for few manifolds (except where they are trivial) and on Ka¨hler surfaces
where that had been computed by Witten [30] as correlation functions in an N = 1 Yang-
Mills theory.
2.3 Seiberg-Witten Theory in D = 4
So far we have presented a field theoretic approach to the Donaldson invariants which is
relevant at weak coupling (g → 0) and can be obtained by twisting the N = 2 theory.
However, an important fact about N = 2 supersymmetric Yang-Mills theory is that it is
asymptotically free - it is weakly coupled in the ultraviolet limit and strongly coupled in
the infrared limit. So by analyzing the infrared behavior of the N = 2 theory, it should
be possible to compute the Donaldson invariants in a completely different way (since the
correlation functions in the topological theory are – at least formally – independent of
the coupling constant).
A requisite for understanding this approach is provided by the work of Seiberg and
Witten [2, 3] in which they show that the infrared limit of the N = 2 theory is equivalent
to a more tractable weak coupling limit of an Abelian theory.
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These two theories can each be twisted to give topological quantum field theories. The
former is then related to Donaldson-Witten theory, or a theory of Donaldson invariants.
The latter should then be related to a much simpler Abelian theory, or a theory of what
is referred to as the Seiberg-Witten invariants.
The general idea is therefore as follows: we have two dual moduli problems, one of
instantons (rather complicated) and one of Abelian monopoles (rather simple). Instead
of computing the Donaldson invariants from SU(2) instanton solutions, one should be
able to compute the same invariants by using the solutions of the dual equations, which
involve monopoles of an Abelian U(1) gauge theory.
The Seiberg-Witten Solution
To understand the relation of the topological field theories to ”physical” theories, we will
review a few facts about the solution of N = 2 supersymmetric Yang-Mills theory on R4
as described in [2, 3]. Introductions to the Seiberg-Witten solution of the N = 2 theory
can be found in [35, 36].
The pure N = 2 supersymmetric SU(2) Yang-Mills action is:
S = Im tr
∫
d4x
τ
16π
[∫
d2θW αWα +
∫
d2θd2θ¯Φ†e−2gVΦ
]
, (2.60)
here Φ is the chiral superfield, V the vector superfield and Wα the spinor superfield
constructed from V ; all fields are in the adjoint representation of SU(2), that is Φ = ΦaTa
etc., where {Ta} is a set of generators of the Lie algebra su(2). Furthermore, τ is the
complex coupling constant:
τ =
θ
2π
+
4πi
g2
, (2.61)
where g is the Yang-Mills coupling and θ the QCD vacuum angle. Classically, this theory
has a scalar potential V (φ) = 1
2
tr([φ†, φ]), φ being the lowest scalar component of Φ.
Unbroken supersymmetry requires V (φ) = 0, so the space of inequivalent vacua can be
parametrized by a complex parameter u, which is
u = 〈tr φ2〉 , 〈φ〉 = 1
2
aσ3 . (2.62)
u is therefore a coordinate on the manifold of gauge inequivalent vacua, as it is easy to
see that one can always choose 〈φ〉 to be of the form in (2.62) with a being a complex
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constant. The study of the N = 2 theory is basically the study of the global structure of
this moduli space and its singularities.
Classically, the moduli space is given by the complex plane – or after adding a point at
infinity, the Riemann sphere. For u→∞, the theory becomes weakly coupled (because of
asymptotic freedom) and the SU(2) gauge group is spontaneously broken down to U(1).
For small u, where perturbation theory breaks down, the theory gets strongly coupled
and the gauge symmetry is SU(2) at the origin u = 0. However, at u = 0 the W± bosons
become massless and there is no description in terms of a Wilsonian effective action. So
classically, the moduli space looks like a Riemann sphere with two singularities at u = 0
and u =∞.
According to the Seiberg-Witten solution, the quantum moduli space looks like a
Riemann sphere with singularities at u = Λ2,−Λ2 and ∞, where Λ is the scale of the
N = 2 theory, see fig. 2.3. But the SU(2) gauge symmetry is never restored. Instead the
Figure 2.3: The classical moduli space has singularities at u = 0,∞;the quantum moduli
space at u = ±Λ2,∞.
effective theory is that of an N = 2 supersymmetric Abelian gauge theory, which must
be of the general form
S = Im
∫
d4x
1
16π
[∫
d2θ
∂2F
∂Φ2
W αWα +
∫
d2θd2θ¯Φ†
∂F
∂Φ
]
, (2.63)
where F(Φ) is the holomorphic prepotential, that determines the effective coupling con-
stant τ as τ = ∂2F/∂Φ2. What Seiberg and Witten have achieved is to determine F
exactly in the quantum theory - which includes one-loop corrections and instanton con-
tributions - and thereby determined the complete low energy action of the N = 2 theory.
At u = Λ2 the effective theory is an N = 2 supersymmetric Abelian gauge theory
coupled to a massless monopole (at u = −Λ2 it is coupled to a massless dyon). And
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there is a Z2 symmetry (u → −u) that relates the theories at these two singularities,
originating from the U(1)R symmetry of the classical action. These effective theories are
derived by the corresponding prepotential which in turn is determined by the periods of
a meromorphic differential on the torus Σ given by:
y2 = (x2 − Λ4)(x− u) . (2.64)
If α and β are the canonical basis homology cycles of the torus, and
λ =
1√
2π
x2dx
y(x, u)
(2.65)
is the so-called Seiberg-Witten differential, then the result is as follows: the local coordi-
nate a(u) around u =∞ is:
a(u) =
∫
α
λ , (2.66)
while the coordinate aD(u) around u = +Λ
2 is determined by:
aD(u) =
∫
β
λ . (2.67)
The upshot is that a(u) and aD(u) are given by certain hypergeometric functions (see
e.g. [35]), which in turn determine the exact prepotential F(a) according to:
aD =
∂
∂a
F(a) . (2.68)
The different low energy effective descriptions are connected by duality transformations.
As an example, in going from the description around u = ∞ to u = +Λ2 the effective
complex coupling constant τ is changed by the SL(2,Z)-transformation τ → −1/τ (the
full duality group is actually SL(2,Z), the same as the modular group of the torus Σ) 5.
Why can this analysis be applied to a four-manifold X in the topological theory?
The reason is that in the twisted theory one can consider any Riemann metric g on X
since correlation functions are independent of the metric. In particular, we can take the
family of metrics gt = t
2g, with t > 0 and where g is a fixed metric. Note that t large
corresponds to large coupling constant.
5This is not an exact duality of the theory. Instead the duality group is acting on the various
Lagrangian representations of the low energy effective behaviour of the theory.
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For t → 0 we get the Witten approach to Donaldson theory [15]. For t → ∞, on
the other hand, one should expect that only the vacua of R4 are relevant (because the
manifold now looks locally flat). Here, twisting the quantum theory near u = ±Λ2
gives a topological quantum field theory which is related to the moduli space of Abelian
monopoles. Actually, it is possible to show [33] that for manifolds with b+2 > 1, only
contributions coming from u = ±Λ2 are important - and that contributions away from
these singularities vanish as powers of t for t → ∞. For b+2 = 1, there is a contribution
to the Donaldson invariants from an integral over the u-plane, which has been calculated
explicitly [33], but we will only consider the case where b+2 > 1, as it is much simpler to
analyze.
The Monopole Equations
The theory around the monopole singularity is that of an N = 2 supersymmetric Abelian
gauge theory coupled to a massless hypermultiplet and the explicit form of the associated
topological Abelian field theory has been found [37] by twisting this theory as described
earlier for the case of Donaldson theory.
While in Donaldson theory, one studies solutions to the instanton equations, in the
Seiberg-Witten approach one studies what has become known as the Seiberg-Witten
monopole equations [5] (see e.g. [38, 32] for a rather mathematical introduction). The
main feature is that they involve an Abelian gauge potential Aµ and a set of commuting
Weyl spinors M and M , M being the hermitian conjugate of M .
Strictly speaking, spinors can only be defined on manifolds which obey certain con-
ditions. (The second Steifel-Whitney class w2(X) ∈ H2(X,Z2) should be trivial [27]
implying for example that CP 2 does not admit spinors). But here one only needs a
so-called Spinc structure, which can be defined on any oriented four-manifold [38] 6. But
we leave the technical difficulties aside and assume that everything is working fine.
Now, let X be an oriented, closed four-manifold with Riemann metric gµν . We choose
6A positive chirality spinor is, in mathematical terms, a section of the spinor bundle S+, this however
might not be globally defined. The spinor M appearing in the monopole equations is a section of the
Spinc-bundle S+⊗L1/2, where L is the U(1) line-bundle. So in physical terms what we are dealing with
are charged spinors.
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Clifford matrices Γµ on X (that is {Γµ,Γν} = 2gµν) and define Γµν = 12 [Γµ,Γν]. The
conventions are such that Γµ = eµαγ
α, with vielbeins eαµ obeying gµν = e
α
µe
β
ν δαβ. A
hermitian representation of the Dirac matrices in flat R4 is given by
γ0 = i

 0 1
−1 0

 , γk =

 0 σk
σk 0

 , (2.69)
with k = 1, 2, 3. In this representation the chirality matrix takes the diagonal form,
γ5 = i
2γ0 · · · γ3 =

 1 0
0 −1

 . (2.70)
The Seiberg-Witten monopole equations are then:
F+µν = −
i
2
MΓµνM ,
DAM = 0 , (2.71)
where DA is the Dirac operator:
DA = Γ
µDµ = Γ
µ(∂µ + ωµ + iAµ) , (2.72)
which is twisted by the spin connection ωµ =
1
8
ωµij [γ
i, γj] (i, j = 1, . . . , 4) because we are
now working on a general (possibly non-flat) four-manifold. Note that there is a natural
action of the gauge group on the space of solutions to the equations in (2.71) by which
M is mapped to eiσM and Aµ to Aµ−∂µσ. This leaves the equations in (2.71) invariant.
As discussed in [37, 39] one can write a completely analogous topological field theory
based on these monopole equations (for a number of reviews, see e.g. [40, 41, 42]). Let
us use the notation of [39] where the topological action is
S(4)m = δV
(4)
m , (2.73)
with (α, β = 1, . . . , 4):
V (4)m =
∫
X
d4x
√
g
{[
∇αψα + i
2
(NM −MN)
]
λ− χαβ(Bαβ − F+αβ −
i
2
MΓαβM)
−µ(ν − iDAM)− (ν − iDAM)µ
}
. (2.74)
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The BRST algebra is:
δAα = ψα ,
δψα = −∂αφ , δM = N ,
δφ = 0 , δN = iφM ,
δχαβ = Bαβ , δµ = ν ,
δBαβ = 0 , δν = iφµ ,
δλ = η , δη = 0 ,
(2.75)
and as in the Donaldson theory, δ2 = 0 only up to a gauge transformation. For in-
stance, δ2Aα = −∂αφ which is the variation of Aα under an infinitesimal gauge trans-
formation generated by φ. The corresponding ghost number assignments of the fields
(A, φ, ψ,M,N, λ, η, χ, B, µ, ν) are U = (0, 2, 1, 0, 1,−2,−1,−1, 0,−1, 0) – with (λ, η) the
anti-ghost multiplet and Lagrange multiplier fields (χ,B) and (µ, ν). Using these trans-
formation rules one finds the following expression for the topological action in four di-
mensions [39]:
S(4)m =
∫
X
d4x
√
g
{[
−∆φ +MMφ− iNN
]
λ−
[
∇αψα + i
2
(NM −MN)
]
η + 2iφµµ
−χαβ
[
(∇αψβ −∇βψα)+ + i
2
(MΓαβN +NΓαβM)
]
+
1
4
(F+αβ +
i
2
MΓαβM)
2 +
1
2
DAMDAM
+(iDAN − ΓαψαM)µ− µ(iDAN − ΓαψαM)
}
, (2.76)
where the Lagrange multipliers B and ν have been eliminated by their equations of
motion, that is
Bαβ =
1
2
(F+αβ +
i
2
MΓαβM) ,
ν =
1
2
iDAM , (2.77)
and the bar indicates hermitian conjugation. In this form, it is clear that the dominant
contribution to the functional integral coming from the bosonic part of the action is given
by the solutions of the monopole equations (2.71).
While in Donaldson theory we have a moduli space which is characterized by its
instanton number, the moduli in question is characterized by a monopole charge.
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The Weyl spinorM being charged under U(1), here we must consider a U(1) principle
bundle over the four-manifold X with an associated line bundle L. Topologically a U(1)
bundle is characterized by the first Chern class
c1(F ) = [F/2π] ∈ H2(X,Z) . (2.78)
Introducing a basis Σi of H2(X,Z) the monopole charges can then be obtained as the
total magnetic flux
mi =
∫
Σi
c1 , (2.79)
integrated over the surface Σi. Often the notation x = −2c1(L) is also used. The moduli
space – with fixed monopole number x – of solutions to the monopole equations modulo
gauge transformations is denoted by Mx. The dimension of this moduli space can be
determined by an index theorem [5] and is
d = −2χ+ 3σ
4
+ c1(L)
2 , (2.80)
where again χ is the Euler characteristic and σ is the signature of X . It is possible to
show that the moduli space is a compact (and oriented) manifold [38]. Indeed, |M | is
bounded by the scalar curvature of X – and there are accordingly no square-integrable
solutions on flat R4. The (virtual) dimension of the moduli space vanishes, i.e. d = 0,
exactly when:
x2 = 2χ+ 3σ , (2.81)
and, because of compactness, the moduli space will then consist of a finite number of
points denoted by Pi,x, i = 1, . . . tx.
Seiberg-Witten Invariants
Now, because of orientability, with each such point Pi,x one can associate a sign ǫi,x = ±1.
For each x for which the virtual dimension is zero, i.e. for which Eq. (2.81) holds, one
can define an integer nx as
nx =
∑
i
ǫi,x . (2.82)
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These quantities nx are the celebrated Seiberg-Witten invariants. For b
+
2 > 1 they con-
stitute a set of diffeomorphism invariants of four-manifolds [38] 7. Because of a vanishing
argument, described later, a given four-manifold will only have a finite number of x′s for
which nx 6= 0. On manifolds for which there are only trivial solutions to the monopole
equations, these invariants will of course all vanish.
With these invariants at hand, a number of interesting results can be obtained – some
completely new results and some often in a much simpler way than with the Donaldson
invariants.
First of all, the partition function of Donaldson-Witten theory can be calculated at
strong coupling with the result ( see e.g. [42]):
Z = c
∑
x
δ(x2 − 2χ− 3σ)
[
nx + i
∆nx
]
, (2.83)
where ∆ = (χ + σ)/4 and the constant c in front can be fixed by requiring agreement
with the result at weak coupling [30] and is a topological number:
c = 21+
1
4
(7χ+11σ) . (2.84)
The delta function in (2.83) means that only zero-dimensional moduli spaces contribute.
The second factor is a contribution coming from two parts: one from the singularity at
u = +Λ2 and one from the one at u = −Λ2.
If the u-plane had more than these two singularities, the result in (2.83) would have
been radically different.
Secondly, it is natural to ask how these Seiberg-Witten invariants are related to the
Donaldson invariants? 8 In Donaldson theory – at least for simply connected X – there
7In order to show topological invariance one has to show that the nx is constant on a path connecting
two metrics. Invariance can then fail if there are singularities and they appear if the gauge group does not
act freely on the space of solutions. A solution withM = 0 has F+ = 0, i.e. is an Abelian instanton, that
can be identified with an element inH2
−
(X,R). Now, F/2π ∈ H2(X,Z), so F/2π ∈ H2(X,Z)∩H2
−
(X,R)
– and this is generically empty for b+2 > 1 [38]. To resume: when b
+
2 > 1 there are no Abelian instantons.
8The conjecture to be presented below in Eq. (2.86) would seem to indicate that the Seiberg-Witten
invariants should contain more information than the Donaldson invariants since the latter have been
derived from a zero-dimensional moduli space Mx (and no knowledge about the positive dimension
moduli spaces has been used). But since correlation functions in the topological theory are – at least
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are two important observables, namely an operator I(Σ) of ghost number two (where Σ
is any two-dimensional homology cycle) and an operator of dimension four W0.
The generating function for the Donaldson invariants is
〈exp
(∑
i
αiI(Σi) + λW0
)
〉 , (2.85)
where it is understood that one is summing over instanton numbers. Here Σi is a basis
of H2(X,Z), i.e. i = 1, . . . , dimH2(X,Z), and λ, αi are complex numbers.
Using the same notation as in [5], we define v =
∑
i αi[Σi]; here [Σi] is the element
in H2(X,Z) which is Poincare´ dual to Σi; v
2 =
∑
i,j αiαjΣi · Σj , where Σi · Σj is the
intersection number of Σi and Σj
9. Also we define v · x = ∑i αi(Σi, x) for any x ∈
H2(X,Z).
For manifolds of simple type, that is one for which the generating function in (2.55)
obeys ∂2Φ/∂λ2 − 4Φ = 0, the following relation has been derived by Witten [5]:
〈exp
(∑
i
αiI(Σi) + λW0
)
〉 = 21+ 14 (7χ+11σ)
(
exp
(
v2
2
+ 2λ
)∑
x
nxe
v·x
+i∆ exp
(
−v
2
2
− 2λ
)∑
x
nxe
−iv·x
)
. (2.86)
For a sketch of the derivation, see [42]. As for the partition function there is one important
comment. The first term on the right hand side
exp
(
v2
2
+ 2λ
)∑
x
nxe
v·x , (2.87)
is the contribution from the u-plane singularity at u = Λ2; the second term on the right
hand side
exp
(
−v
2
2
− 2λ
)∑
x
nxe
−iv·x , (2.88)
comes from the singularity at u = −Λ2. If the vacuum structure had been different from
the one predicted by Seiberg and Witten [2, 3] the resulting relation would have been
very different with additional terms from other singularities.
formally – independent of the coupling constant we should expect the invariants to contain exactly the
same information.
9The intersection number of Σi and Σj is the number of points in Σi ∩ Σj counted with orientation.
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Note that these results depend crucially on the connection to the quantum field theory
formulation of Donaldson theory and are not proved rigorously. So there is at least no
mathematical proof of the conjectured relation between Donaldson and Seiberg-Witten
invariants.
However, the form of (2.86) agrees with a result proved by Kronheimer and Mrowka
for manifolds of simple type [43], in which the nx were unknown coefficients.
Witten was able to fix the coefficient 21+
1
4
(7χ+11σ) by requiring agreement with com-
putations on Ka¨hler manifolds and other manifolds where the Donaldson invariants can
be computed explicitly [30]. It has later been shown that the resulting formula agrees
with all cases, where the Donaldson invariants are known.
But one does not necessarily need the relation – as conjectured from quantum field
theory – between Donaldson and Seiberg-Witten invariants. Indeed, completely inde-
pendent of this, the task of analyzing the solutions of the monopole equations and the
connected Seiberg-Witten invariants is a well-defined mathematical problem, that has
been shown to lead to many interesting results in topology. (And this is one reason why
they have proven to be so important in the mathematics literature).
As an example, we could mention the celebrated proof of the Thom conjecture for
embedded surfaces in CP2 by Kronheimer and Mrowka [44]. By studying the monopole
equations on the four-manifold X = R× S1 × Σ, Kronheimer and Mrowka showed that
if Σ is an oriented two-manifold embedded in CP2 and representing the same homology
class as an algebraic curve of degree d, then the genus of Σ satisfies: g ≥ (d−1)(d−2)/2.
For further discussion, see [38, 32].
As a further check Witten has been able to compute the invariants exactly on Ka¨hler
manifolds, where they are non-vanishing [5].
Vanishing Theorems
Among the most important applications of the Seiberg-Witten equations are the so-called
vanishing theorems that follow from (2.71).
From a strictly mathematical point of view, these vanishing theorems can be rigorously
derived from (2.71) without the use of physical arguments.
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The derivation begins by defining
sµν = F
+
µν +
i
2
MΓµνM , k
α = (DAM)
α . (2.89)
A solution of the monopole equations obeys of course:
∫
X
d4x
√
g
(
1
2
|s|2 + |k|2
)
= 0 . (2.90)
One can rewrite this in an interesting way by using that the square of the Dirac operator
is (the Lichnerowicz-Weitzenbock formula):
D2A = Γ
µΓνDµDν
=
(
1
2
{Γµ,Γν}+ 1
2
[Γµ,Γν ]
)
DµDν
= DµDµ +
i
2
ΓµνFµν − R
4
, (2.91)
where R is the scalar curvature, and using one of the Fierz identities (details can be found
in [45]):
∫
X
d4x
√
g
(
1
2
|s|2 + |k|2
)
=
∫
X
d4x
√
g
(
1
2
|F+|2 + gµνDµMDνM
+
1
2
|M |4 + 1
4
R|M |2
)
. (2.92)
An immediate consequence is the following vanishing theorem: if (A,M) is a solution to
(2.71) and the scalar curvature of X is positive, R ≥ 0, then
F+µν = 0 , M = 0 , (2.93)
i.e. the only solutions are from the Abelian instanton equations. This in turn implies [5]
that a four-manifold X with b+2 > 0 and non-vanishing Seiberg-Witten invariants, that
is nx 6= 0 for some x, cannot have a metric with positive scalar curvature.
As another application of such vanishing arguments, Witten has shown [5] that the
Seiberg-Witten invariants vanish on manifolds which are connected sums X#Y when
b+2 > 0 on both X and Y , see fig. 2.2.
The curvature scalar R can be taken positive on such a tube and any solution of the
Seiberg-Witten equations can therefore be brought to vanish on it, at least when the
tube is taken to be very long. Then one can define a U(1) action on the moduli space
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of solutions. This is obtained by gauge transforming the solutions on X with a constant
gauge transformation that keeps the fields on Y fixed. The fixed points of this action
are solutions with M = 0 on X or Y , but for b+2 > 0 one can argue that the only such
solutions are the trivial ones. So we have a free action on a set of points and this set
must therefore be empty.
In particular it follows that four-dimensional Ka¨hler manifolds cannot be obtained as
connected sums, since Witten showed [5] that Ka¨hler manifolds have nontrivial invariants.
As stated previously, for a given four-manifold X , there will only be a finite number
x’s for which the Seiberg-Witten invariants nx 6= 0. This is derived from the following
vanishing theorem [5]. Throwing away the |DM |2-term in (2.92) we have,∫
X
d4x
√
g
1
2
|F+|2 ≤ −
∫
X
d4x
√
g
(
1
2
|M |4 + 1
4
R|M |2
)
. (2.94)
Combined with the obvious inequality∫
X
d4x
√
g
(
1
2
|M |4 + 1
4
R|M |2
)
≥ − 1
32
∫
X
d4x
√
gR2 , (2.95)
we find ∫
X
d4x
√
g|F+|2 ≤ 1
16
∫
X
d4x
√
gR2 . (2.96)
This shows that
∫
X d
4x
√
g|F+|2 is bounded for a class x with nx 6= 0. The same is true
for
∫
X d
4x
√
g|F−|2 since we have from (2.80):
1
4
x2 = c1(L)
2 =
1
(2π)2
∫
X
d4x
√
gF 2
=
1
(2π)2
∫
X
d4x
√
g
(
|F+|2 − |F−|2
)
=
2χ+ 3σ
4
. (2.97)
One can argue that there are only finitely many line-bundles L for which both
∫
X d
4x
√
g|F±|2
are bounded [38] – and hence for every four-manifoldX , there will only be a finite number
of non-trivial invariants nx.
A number of similar vanishing theorems can also be derived in the lower-dimensional
versions of Seiberg-Witten theory.
2.4 Seiberg-Witten Duality in D < 4
Having considered the Seiberg-Witten duality applied to topological theories in four di-
mensions, it becomes natural to ask what happens in lower dimensions? Dimensionally
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reducing the four-dimensional theory by taking X = Xn × T 4−n for n = 2, 3 with the ra-
dius of the compact directions going to zero, one obtains dimensionally reduced theories
in three and two dimensions which by construction are topological [19].
Such dimensional reductions of Donaldson-Witten theory have been known for a long
time [46, 47] (and is briefly reviewed below). As far as topological properties are con-
cerned, the analogous dimensional reductions of the four-dimensional dual theory should
provide new Abelian topological theories which are duals of the dimensionally reduced
Donaldson-Witten theories.
As in [19] we start by dimensionally reducing the Donaldson-Witten theory in four
dimensions with an action given in (2.23). Concretely, we takeX to be a product manifold
X = Y ×S1 with signature (++++) and assume that all fields are x0-independent. Here
Y is a compact and oriented three-manifold. Furthermore, we define χi ≡ χ0i such that
χij = ǫijkχk. This gives the three-dimensional action (i, j, k = 1, 2, 3),
S(3) =
∫
Y
d3x
√
gTr[
1
4
FijF
ij +
1
2
FijF˜
ij +
1
2
Diϕ0D
iϕ0 − 1
2
[ϕ0, φ][ϕ0, λ] +
1
2
φDiD
iλ
−iηDiψi − iη[ϕ0, ψ0] + 2iǫijk(Diψj)χk + 2i[ϕ0, ψi]χi + 2iψ0Diχi
− i
2
λ[ψ0, ψ0]− i
2
λ[ψi, ψ
i]− i
2
φ[η, η]− 1
8
[φ, λ]2] , (2.98)
where we defined A0 ≡ ϕ0 and F˜ij = ǫijkF0k = −ǫijkDkϕ0.
The reduction to two dimensions is obtained by assuming that the three manifold X is
a product manifold of the form Y = Σ×S1 and x1-independence of all fields (µ, ν = 2, 3):
S(2) =
∫
Σ
d2x
√
gTr[
1
4
FµνF
µν +
1
2
Dµϕ0D
µϕ0 +
1
2
Dµϕ1D
µϕ1 +
1
2
[ϕ1, ϕ0]
2
−1
2
[ϕ0, φ][ϕ0, λ]− 1
2
[ϕ1, φ][ϕ1, λ] +
1
2
φDµD
µλ− iη[ϕ0, ψ0]− iη[ϕ1, ψ1]
−iηDµψµ + 2iǫµν(Dµψν)χ+ 2iǫµν [ϕ1, ψµ]χν − 2iǫµν(Dµψ1)χν
+2i[ϕ0, ψ1]χ+ 2i[ϕ0, ψµ]χ
µ + 2iψ0Dµχ
µ − 2i[ϕ1, ψ0]χ
− i
2
λ[ψ0, ψ0]− i
2
λ[ψ1, ψ1]
− i
2
λ[ψµ, ψ
µ]− i
2
φ[η, η]− 1
8
[φ, λ]2
+
1
2
[ϕ0, ϕ1]ǫ
µνFµν + ǫ
µνDµϕ1Dνϕ0] , (2.99)
where we defined A1 ≡ ϕ1 and χ1 ≡ χ. Though rather complicated this action can be
rewritten in a somewhat simplified form by introducing the complex scalar field Φ =
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ϕ0 + iϕ1. One can then write the action as:
S(2) =
∫
Σ
d2x
√
gTr[
1
4
(Fµν − 1
2
iǫµν [Φ,Φ
∗])2 +
1
2
DµΦDµΦ
∗
−1
2
[ϕ0, φ][ϕ0, λ]− 1
2
[ϕ1, φ][ϕ1, λ] +
1
2
φDµD
µλ− iη[ϕ0, ψ0]− iη[ϕ1, ψ1]
−iηDµψµ + 2iǫµν(Dµψν)χ+ 2iǫµν [ϕ1, ψµ]χν − 2iǫµν(Dµψ1)χν
+2i[ϕ0, ψ1]χ+ 2i[ϕ0, ψµ]χµ − 2iψ0Dµχµ − 2i[ϕ1, ψ0]χ
− i
2
λ[ψ0, ψ0]− i
2
λ[ψ1, ψ1]
− i
2
λ[ψµ, ψµ]− i
2
φ[η, η]− 1
8
[φ, λ]2] . (2.100)
It is easy to check, that the resulting action is a BRST gauge fixing of the anti–self-duality
equation in four dimensions, Fαβ = −12ǫαβγδF γδ, reduced to two dimensions:
Fµν =
1
2
iǫµν [Φ,Φ
∗] ,
DµΦ = 0 . (2.101)
These equations have been studied, in the context of Riemann surfaces, by Hitchin [20]
(though he mainly concentrated on the case where the gauge group is SO(3), rather
than SU(2)). The main points following from Hitchin’s analysis are: (1) that the moduli
space of solutions modulo gauge transformations is a smooth noncompact manifold M
of dimension 12(g − 1), where g is the genus of the Riemann surface; (2) that there is a
vanishing theorem related to the solutions of (2.101), similar to the vanishing theorem of
Donaldson theory in four dimensions and (3) that it is possible to prove the uniformization
theorem: that every compact Riemann surface of genus g ≥ 2 admits a metric of constant
negative curvature. It would be nice if one could give a simple proof of this uniformization
theorem by using the two-dimensional version of the Seiberg-Witten equations.
However, it would take us to far astray to go into detail with all this, but the main
point is that the moduli space of solutions to (2.101) is an object which has some relevance
in the mathematics literature. Also Chapline and Grossman [47] has been considering
these equations, thereby indicating a connecting of conformal field theory to Donaldson
theory. This seems to indicate a possible physical relevance of these equations, how-
ever it is not clear whether their results have any signification relation to the analogous
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dimensionally reduced monopole equations in two dimensions 10.
Now we can turn to the analogous dimensional reduction of the dual theory, which is
an Abelian gauge theory with action given in (2.76). By taking X = Y × S1 as before
the dimensionally reduced action becomes:
S(3)m =
∫
Y
d3x
√
g
{[
−∆φ +MMφ − iNN
]
λ−
[
∇kψk + i
2
(NM −MN)
]
η + 2iφµµ
−2χk
[
−∂kψ0 + ǫkij(∇iψj)−MΓkN −NΓkM
]
+
1
8
(Fij − ǫijk∂kϕ0 − ǫijkMΓkM)2 + 1
2
(DA + ϕ0)M(DA + ϕ0)M (2.102)
+ (i(DA + ϕ0)N − (Γkψk − iψ0)M)µ− µ(i(DA + ϕ0)N − (Γkψk − iψ0)M)
}
,
where χi ≡ χ0i and Γk = eksˆσsˆ, sˆ = 1, 2, 3, are the Dirac matrices in three dimensions.
Generally, computing Donaldson invariants on Y ×S1, with the radius of the S1 going
to zero, one would expect to obtain invariants of the three-manifold Y .
Using Donaldson-Witten theory, the partition function related to (2.23) on Y × S1
computes the so-called Rozansky-Witten invariant of Y [48]. On the Seiberg-Witten side,
it has been shown that the partition function of the three-dimensional theory (2.102) gives
a Seiberg-Witten version of the so-called Casson invariant [39] (as discussed in [49] this,
however, only holds when b1(Y ) > 1). A further discussion of this three-dimensional
case, which also discusses a non-Abelian version of the Seiberg-Witten monopoles can be
found in [50].
The three-dimensional version of the monopole equations can be obtained from the
local minima of the classical part of the action in (2.102). These equations are accordingly:
Fij − ǫijkMΓkM = 0 ,
DAM = 0 , (2.103)
ϕ0 = 0 ,
but of course they could have been derived directly by dimensionally reducing the four-
dimensional monopole equations (2.71). In (2.103) the last condition is only necessary if
we have a nontrivial solution. Otherwise, it can be replaced by the condition dϕ0 = 0.
10The Hitchin equations also naturally appear in two-dimensional BF gravity [18] as equations of
motion of the zwei-bein and spin-connection. But we will not try to relate this to the two-dimensional
monopole equations.
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Similarly, making a reduction to two dimensions - with Y = Σ × S1 - results in the
following action:
S(2)m =
∫
Σ
d2x
√
g
{[
−∆φ +MMφ − iNN
]
λ−
[
∇µψµ + i
2
(NM −MN)
]
η + 2iφµµ
−2χµ
[
−∂µψ0 + ǫµν∂νψ1 −MΓµN −NΓµM
]
− 2χ
[
ǫµν(∇µψν)−Mσ1N −Nσ1M
]
+
1
8
(Fµν − ǫµνMσ1M)2 + 1
4
∂µϕ0∂µϕ0 +
1
4
∂µϕ1∂µϕ1 +
1
2
ǫµν∂µϕ1∂νϕ0
+
1
2
∂µϕ1ǫµνMΓνM +
1
2
∂µϕ0MΓµM +
1
4
(MΓµM)
2
+
1
2
(DA + ϕ0 + iϕ1σ1)M(DA + ϕ0 + iϕ1σ1)M
+(i(DA + ϕ0 + iϕ1σ1)N − (Γµψµ − iψ0 + ψ1σ1)M)µ
−µ(i(DA + ϕ0 + iϕ1σ1)N − (Γµψµ − iψ0 + ψ1σ1)M)} , (2.104)
here Γµ = eµρˆσ
ρˆ, ρˆ = 2, 3, are the corresponding Dirac matrices in two dimensions.
This reduction gives rise to a two-dimensional topological theory, as one can check that
the resulting two-dimensional action obeys S(2)m = δV
(2)
m . Here, V
(2)
m is the dimensional
reduction of V (4)m , i.e.
V (2)m =
∫
X
d2x
√
g
{[
∇µψµ + i
2
(NM −MN)
]
λ− 2χ(2H − 1
2
ǫµνFµν +Mσ1M)
−2χµ(2Hµ + ǫµν∂νϕ1 − ∂µϕ0 −MΓµM)
−µ(ν − i(DA + ϕ0 + iϕ1σ1)M)− (ν − i(DA + ϕ0 + iϕ1σ1)M)µ
}
. (2.105)
We have defined χ ≡ χ1, Hµ ≡ H0µ and H ≡ H1.
Computing Donaldson invariants on Σ×S1, with the radius of the circle going to zero,
one would – as in the three-dimensional case – expect to obtain invariants of the two-
manifold Σ. However, when Σ is a compact orientable surface its topology is uniquely
characterized by a single integer, the genus g, so any non-trivial topological invariant
will be a function of g and hence contains at most as much information as the function
f(g) = g. So (at least a priori) nothing interesting seems to be obtained in this direction.
As for the monopole equations they are either inferred from reducing the three-
dimensional monopole equations further to two dimensions, or as the minima of the
classical part of the action (2.104), which is:
S0 =
1
8
(Fµν − ǫµνMσ1M)2 + 1
4
(∂µϕ1)
2 +
1
2
(∂µϕ0)
2 +
1
4
(MΓµM)
2
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+
1
2
|DAM |2 + 1
2
|ϕ0M |2 + 1
2
|ϕ1σ1M |2 . (2.106)
The two-dimensional variant of the Seiberg-Witten equations are consequently as follows:
Fµν − ǫµνMσ1M = 0 ,
DAM = 0 ,
MΓµM = 0 ,
ϕ0 = 0 ,
ϕ1 = 0 . (2.107)
If (A,M) is a trivial solution, then the last two conditions can be replaced by dϕ0 =
dϕ1 = 0.
Though very similar to Hitchin’s self-duality equations these equations of course de-
scribe a totally different moduli space: the former is a moduli space of solutions to a
U(1)-problem while the latter is related to SU(2) ”instantons”. However, as is the case
in four dimensions, it should be possible to obtain – in a simple way – result obtained
by studying solutions of the Hitchin equations, in terms of the moduli space correspond-
ing to monopole equations as (2.107). To my knowledge, this has not been done in the
literature.
However, a number of vanishing theorems, similar to those previously considered in
four dimensions can be derived in this context of a two-dimensional surface Σ [19, 44].
In fact, it follows from Eq. (2.107), that if (A,M) is a solution of the two-dimensional
monopole equations then the pair must obey the following identity [19]∫
Σ
d2x
√
g(
1
4
|F |2 +DµMDµM + 1
2
|Mσ1M |2 + 1
4
R|M |2) = 0 , (2.108)
where R is the scalar curvature. If there is a metric so that R is positive on X then this
implies that Fµν = 0 and M = 0 are the only solutions. On a sphere, for example, we are
actually looking at flat Abelian connections. One might therefore naively worry that on
a surface of genus g there are only trivial solutions. However, a surface of genus g ≥ 2
admits a metric of constant negative curvature and the argument does not apply.
Without assuming any positivity of the scalar curvature one can also derive the fol-
lowing inequality: ∫
Σ
d2x
√
g
1
4
|F |2 ≤ 1
32
∫
Σ
d2x
√
gR2 . (2.109)
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Inserting this in (2.107) on gets an upper bound on |M |4 and this implies that the moduli
space is compact as in four dimensions.
Another variant of such vanishing arguments shows that if Σ is a genus g surface
(taken to be of unit area and constant scalar curvature −4π(2g−2)) then the first Chern
number is bounded as [44]:
|c1(Σ)| = | 1
2π
∫
Σ
F | ≤ 2g − 2 . (2.110)
This result (which basically is just (2.109) in another disguise) plays an important role
in the proof of the Thom conjecture by Kronheimer and Mrowka [44].
Finally, let us mention that some explicit solutions to the monopole equations on R2
have been constructed in [51] and the solutions turn out to be vortex configurations. They
are singular, as are the analogous solutions, given by Freund [52], inR3. As noted by Wit-
ten in [5], the monopole equations admit no square-integrable solutions on flat Rn, n ≤ 4.
The Seiberg-Witten equations have been generalized to non-Abelian monopoles, mainly
by Labastida and Marin˜o and is reviewed in [40]. Furthermore, the Donaldson invariants
have been computed by, e.g., Moore and Witten on four-manifolds with b+2 = 1 [33] and
by Marin˜o and Moore on non-simply connected manifolds [53]. In the latter case the
”invariants” are not really invariants since they are not constant functions on the space
of metrics but only piecewise constant.
The generalization to non-Abelian monopoles is especially interesting since mathe-
maticians are studying these to come up with a mathematical proof of the equivalence of
Donaldson-Witten and Seiberg-Witten invariants. The idea being that both the instan-
ton and the Abelian Seiberg-Witten moduli space appear as boundaries of a so-called
non-Abelian PU(2)-moduli space and that some cobordism argument may then relate
the two, see [54].
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Chapter 3
T-Duality in String Theory and in
Sigma Models
In this chapter we will be focusing on one duality, namely that of T -duality (a useful
reference is [55]), and we will be analyzing some consequences imposed by this dual-
ity in a variety of sigma models (both bosonic, supersymmetric and heterotic models).
These consequences can be formulated as a certain relation between T -duality and the
renormalization group flow (operator R) of such models, namely that they commute:
[T,R] = 0.
We will start by describing T -duality as a perturbative (order by order) symmetry of
string theory. Then we consider the restrictions of scale and Weyl invariance for consis-
tent string propagation. Such invariances are not mandatory for general two-dimensional
sigma models which we treat in the rest of the chapter but are related to the renor-
malization group (RG) flow of such models. Accordingly, in the following sections we
study the relation between T -duality and RG flow – as defined by the beta functions –in
bosonic sigma models, and the extend to which our ”hypothetical” relation, [T,R] = 0,
determines the exact RG flow. Then we treat the case of supersymmetric and heterotic
sigma models in a simplified setting. In both cases it turns out that duality implies strong
constraints on the RG flow.
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3.1 Introduction
T -duality is one of the most important dualities in string theory. It was first discovered
in the context of toroidal compactifications of closed strings as an invariance under the
change of compactification radius from R to α′/R [56]. Later it was shown that this sym-
metry appears not only in toroidal compactifications, but in all target space backgrounds
with isometries [57, 58].
The main property of string theory that enables a T -duality is that, in a space with
compact dimensions, strings can wrap around nontrivial loops. At the same time, the
momentum of the string must be quantized along these compact directions. T -duality is
basically a symmetry under interchange of these wrapping and momentum modes.
To set the scene we start with the free string action describing a closed string moving
in flat Minkowski spacetime
S0 =
1
4πα′
∫
Σ
d2σ[∂aX
µ∂aXµ + fermions] , (3.1)
where T = 1
2πα′
is the string tension. The parameter α′ plays the role of Planck’s constant
such that quantum mechanical perturbation theory for strings is an expansion in α′. The
classical limit then corresponds to α′ small. The integration is over the worldsheet Σ
which we take to be without boundary and orientable - this is the description relevant for
closed strings. The local coordinates on this worldsheet are (σ, τ) with 0 ≤ σ ≤ 2π and
periodic and with −∞ < τ < ∞. In (3.1), the spacetime coordinates Xµ(τ, σ) describe
the embedding of the string in spacetime. The fermion terms depend on which kind of
string theory we are considering. For the bosonic string such model dependent terms are
absent.
In the case of the superstring, the action contains fermionic degrees of freedom ψµ
residing on the worldsheet. As we go around the periodic direction, the fermions can
either be periodic or anti-periodic thereby giving rise to a total of four different sectors
as the left- and right-moving modes are treated independently. The Ramond (R) fermion
is periodic, while the Neveu-Schwarz (NS) fermion is anti-periodic. The NS-NS sector
contains massless spacetime bosons, namely a graviton (gµν), an antisymmetric tensor
(bµν) and a scalar dilaton (φ). The fundamental string is charged under the two-form
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bµν . The R-R sector also contains bosons, which are antisymmetric tensor fields Cp.
Such fields will not play any role in this chapter, but are relevant for the understanding
of non-perturbative string theory as discussed in Chapter 4. For completeness, we should
mention that the R-NS and NS-R sectors gives the spacetime fermions.
Two classical symmetries of the action in (3.1) will be important in the following:
the action is invariant under diffeomorphisms of the worldsheet, which is just a change
in the coordinates (σ, τ) → (σ′, τ ′) and also invariant under local Weyl symmetry by
which is meant a scaling of the worldsheet metric according to hab → e2ω(σ,τ)hab. On a
flat worldsheet this is a conformal symmetry in which case it implies that the classical
energy-momentum tensor vanishes:
Tab = − 2π√
h
δS0
δhab
= 0 . (3.2)
We have started with a theory of strings moving in 26-dimensional spacetime (ten-
dimensional for the superstrings). To make the connection with the real (observed)
world, we should consider compactifications of string theory. This means that we take
our spacetime to be a productM26−d×Kd where usuallyM26−d is flat (26−d)-dimensional
Minkowski space and Kd is some compact manifold. The simplest compactification is
compactification on a circle, Kd = S1. Choosing X25 as the coordinate curcumnavigating
the circle, we must identify X25 ∼ X25 + 2πR since the wave function should be single
valued. Hence, the center of mass momentum is quantized in units of 1/R along this
direction: P 25 = n/R. The string can wind around the circle any number of times so
that if we go along the compactified dimension the string coordinate X25 does not have
to come back to itself, rather
X25(τ, σ + 2π) = X25(τ, σ) + 2πmR , m ∈ Z . (3.3)
The two integers (n,m) are called momentum and winding modes respectively and are
conserved charges.
Let us analyze what the appearance of these modes implies for the mode expansion of
the fields Xµ. The equation of motion following from the action (3.1) is a wave equation
that implies that the fields can be written as a sum of a left and a right-moving part:
Xµ = XµL(τ + σ) +X
µ
R(τ − σ) (3.4)
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and the periodicity of the σ-coordinate implies that the mode expansions are
XµL = x
µ
L + α
′pµL(τ + σ) + i
√
α′
∑
n 6=0
1
n
αµne
−in(τ+σ) ,
XµR = x
µ
R + α
′pµR(τ − σ) + i
√
α′
∑
n 6=0
1
n
α˜µne
−in(τ−σ) , (3.5)
where xµL+ x
µ
R = x
µ
CM is the center of mass position and p
µ
L+ p
µ
L = P
µ is the total center
of mass momentum. With the periodicity conditions (3.3) on the X25 coordinate we can
then write
X25 = x25CM + α
′ n
R
τ +mRσ + osc. (3.6)
It then follows that
p25L =
1
2
(
n
R
+
mR
α′
)
,
p25R =
1
2
(
n
R
− mR
α′
)
. (3.7)
Now, the spectrum of the string theory is determined by the mass-shell condition [23]:
E2 = P 2 + (
n
R
− mR
α′
)2 +
4
α′
NL
= P 2 + (
n
R
+
mR
α′
)2 +
4
α′
NR , (3.8)
where P is the momentum in the noncompact directions and NL and NR are the oscillator
levels of the string.
It follows from (3.8) that the spectrum is invariant under the interchange of momen-
tum and winding modes (n↔ m), if we change R according to
R→ α′/R . (3.9)
This symmetry of string theory is called target space duality (or T -duality for short). The
result in (3.9) means that compactification on a small radius (R/
√
α′ ≪ 1) is equivalent
to compactification on a large radius (R/
√
α′ ≫ 1). This is of course very interesting and
different from the situation in field theory since a particle will have a spectrum which is
basically only determined by the momentum in the compact direction - there is no such
thing as a winding number!
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Also T -duality seems to suggest that there is a minimum length scale in string theory:
by using one or the other formulation we can restrict to R ≥ √α′.
Another important interpretation of T -duality is that it can be seen as a parity trans-
formation on the right-moving coordinates: in terms of the left- and right-moving mo-
mentum (3.7), the T -duality transformation is simply:
p25L ↔ p25L , p25R ↔ −p25R . (3.10)
Without changing the spectrum, one can also change the oscillator modes according to
α25n ↔ α25n , α˜25n ↔ −α˜25n . (3.11)
This means – because of (3.5) – that T -duality can be viewed as the transformation
X25 = X25L +X
25
R → X ′25 = X25L −X25R , (3.12)
which is a spacetime parity transformation that acts only on the right-movers (in the case
of superstrings, this would be supplemented with the transformation of the worldsheet
fermion ψR → −ψR, in the directions where duality is performed).
So far we have considered free string theory. However, the T -duality transformation
also acts nontrivially on the string coupling constant, which is determined by the dilaton
as g = 〈eφ〉. The transformation can be determined by noting that the 25-dimensional
coupling constant g25 is related to the 26-dimensional coupling by
g2 = 2πRg225 , (3.13)
and must be invariant under duality (since the T -duality only acts in the 26’th direction),
so
g2 → g′2 = 2πα
′
R
g225 . (3.14)
In conclusion T -duality must act as
R→ R′ = α′/R , g → g′ = g
√
α′
R
. (3.15)
These transformations were first derived by Buscher [57] by requiring duality to be a
symmetry of the full string theory with interactions. Moreover, since the coupling con-
stant is basically unchanged, this duality transformation maps the weak coupling limit of
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one theory to the weak coupling limit of another theory. As an example, it is seen that
this procedure yields a duality between Type IIA string theory compactified on a circle
of radius R and Type IIB theory compactified on a circle of radius α′/R [59, 60].
The description relevant for strings moving in a more general background than a flat
Minkowski spacetime can be obtained given a nontrivial vacuum expectation value for
the massless NS-NS bosons gµν , bµν and φ. These can be incorporated by using the vertex
operators of the massless fields [23]. This gives the following generalization of (3.1) as
the worldsheet action describing a string moving in a curved background:
S =
1
4πα′
∫
Σ
d2σ
√
h
[
habgµν(X) +
iǫab√
h
bµν(X)
]
∂aX
µ∂bX
ν +
1
4π
∫
Σ
d2σ
√
hR(2)φ(X) .
(3.16)
Here hab is the worldsheet metric, gµν(X) is the background metric, bµν(X) is the anti-
symmetric tensor and φ(X) is the dilaton field. R(2) is the worldsheet Ricci scalar, so the
last term is only relevant on a curved worldsheet. Xµ(σ) gives a map Σ → M from the
worldsheet into the target space M and can conveniently be thought of as defining local
coordinates on M . M is then some Riemann manifold with metric tensor gµν .
Historically, an action of the form (3.16) arise in the context of what is called a non-
linear sigma model. In contrast to the Minkowski space action (3.1), this action (3.16)
is no longer quadratic in Xµ and accordingly it describes an interacting two-dimensional
field theory.
However, not every such background – as defined by gµν , bµν and φ – yields a consistent
string theory. The values of these background fields are restricted by demanding local
scale invariance or conformal invariance.
Scale and Weyl Invariance
Let us start by considering invariance under global scale transformations. Classically
(3.1) and (3.16) are invariant under scale transformations. This is not necessarily true in
the corresponding quantum theory as is seen by considering the scale transformation of
the flat worldsheet metric:
δǫhab = ǫhab . (3.17)
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The resulting change in the partition function is
− ǫ
2π
∫
d2σ〈T aa(σ)〉 , (3.18)
where T ab is the energy-momentum tensor. Scale invariance therefore requires T aa =
∂aOa, for Oa some local operators. In classical field theory scale invariance is insured
if the coupling constants are dimensionless (the Lagrangian contains no dimensionfull
parameters). However divergences in the quantum theory gives rise to a non-vanishing
renormalization group (RG) beta function with the consequence that the effective cou-
pling depends on the length scale. For the sigma models in question, the relevant beta
functions (or actually beta functionals) are
βgµν ≡ Λ
d
dΛ
gµν , β
b
µν ≡ Λ
d
dΛ
bµν , β
φ ≡ Λ d
dΛ
φ , (3.19)
where Λ is the appropriate renormalization scale parameter. Note that Eq. (3.19) de-
scribe a change in geometry.
The renormalization properties of the non-linear sigma model in (3.16) has been
studied extensively in the literature, see e.g. [61, 62].
In string theory, scale invariance alone does not ensure consistency. For this also
Weyl invariance is required. Classically, the two first terms in (3.16) are also invariant
under Weyl rescalings of the worldsheet metric, while the last term breaks it explicitly.
Consider now a Weyl transformation of the worldsheet metric
δωhab = 2ω(σ)hab . (3.20)
The resulting change in the partition function is
− 1
2π
∫
d2σ
√
h(σ)ω(σ)〈T aa(σ)〉 . (3.21)
So Weyl invariance requires T aa = 0, which evidently is a stronger condition than scale
invariance. In the classical theory, given by (3.1), this trace is identically zero. Indeed,
this follows from the fact that the classical energy momentum tensor vanishes (3.2). In
the quantum theory T aa does not vanish and it implies that there is an anomaly in the
local worldsheet symmetry. This is the so-called Weyl anomaly. The propagation of
the string is only consistent if this anomaly vanishes (in the light-cone gauge it can for
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example be shown that the theory is only Lorentz invariant if the anomaly is vanishing
[63]).
As a side remark we note that T aa ought to vanish on a flat worldsheet where we have
conformal invariance. This determines
T aa = a1R
(2) , (3.22)
where a1 is a constant and R
(2) is the Ricci scalar of the worldsheet. The computation
of a1 is straightforward and the result is [64]:
a1 = − c
12
, (3.23)
where c is the total central charge of the worldsheet conformal field theory. So Weyl
invariance is the same as demanding that the total central charge c is zero. This in turn
determines the dimension of flat spacetime: the bosonic string propagates in D = 26
dimensions and the superstring in D = 10 dimensions.1
The sigma model in (3.16) is - as indicated above - not conformally invariant for
all backgrounds. The necessary conditions on the background can be calculated using
dimensional regularization in 2 + ǫ dimensions and calculating those terms of the action
that violate the symmetry at the quantum level in the limit ǫ→ 0. The possible values
of the couplings are then determined by requiring the vanishing of these terms. In terms
of the so-called Weyl anomaly coefficients β¯gµν , β¯
b
µν and β¯
φ one finds [65]:
T aa = −
1
2α′
(β¯gµν∂aX
µ∂aXν + β¯bµν
ǫab√
h
∂aX
µ∂bX
ν + α′β¯φR(2)) . (3.24)
The Weyl anomaly coefficients can obtained using the weak coupling expansion of the
sigma model i.e., as a perturbative expansion in α′ . To first order in α′ these equations
have the following form [66, 67]:
β¯gµν = α
′Rµν + 2α
′∇µ∂νφ− α
′
4
HµλρH
λρ
ν , (3.25)
1The total central charge of the bosonic string conformal field theory is the sum of the matter central
charge and ghost central charge: c = cX + cg. The ghost conformal field theory is a bc-theory with
central charge cg = −26, so c = cX − 26. Each free field Xµ adds +1 to the total central charge and
consequently there must be 26 of such fields for the theory to be Weyl invariant [23].
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β¯bµν = −
α′
2
∇ρHρµν + α′∇ρφHρµν , (3.26)
β¯φ =
D − 26
6
− α
′
2
∇2φ+ α′∇ωφ∇ωφ− α
′
24
HµνλH
µνλ , (3.27)
where D is the spacetime (or target space) dimension and H is the field strength of the
b-field:
Hµνλ = 3∂[µbνλ] = ∂µbνλ + ∂νbλµ + ∂λbµν . (3.28)
The Weyl anomaly coefficients differ from the beta functions in (3.19) as follows:
β¯gµν = β
g
µν + 2α
′∇µ∂νφ , (3.29)
β¯bµν = β
b
µν + α
′Hµν
λ∂λφ , (3.30)
β¯φ = βφ + α′(∂µφ)
2 . (3.31)
Comparing the result in (3.23) with (3.24), we see 2 that a background (g, b, φ) with
β¯gµν = β¯
b
µν = 0 describes a conformal field theory of central charge c = 6β¯
φ. Hence,
from (3.24) we conclude that the requirement of conformal invariance or consistent string
propagation is tantamount to the condition that the Weyl anomaly coefficients associated
with the background must vanish, i.e.
β¯gµν = β¯
b
µν = β¯
φ
µν = 0 . (3.32)
There is, in fact, a simple physical interpretation of this condition. The equation β¯gµν = 0
looks like an Einstein equation (i.e. Rµν = 0) with source terms coming from dilaton
and antisymmetric tensor fields. Also, the equation β¯bµν = 0 is similar to the Maxwell
equation (i.e. ∇F = 0) generalized to the antisymmetric tensor field.
Higher order terms in α′ gives stringy corrections to these Einstein-like equations.
At two-loop there is – as we shall discuss later – a correction term to the metric beta
function of the form
α′
2
RµαβγR
αβγ
ν , (3.33)
which gives a correction to the Einstein equations.
2According to the so-called Curci-Paffuti Theorem [68], β¯gµν = β¯
b
µν = 0 implies that β¯
φ is constant
and therefore can be interpreted as a central charge. I thank H. Dorn for pointing out this reference.
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In General Relativity, the empty space Einstein equation can be derived as the equa-
tion of motion from an action of the form
SE ∼
∫
dDx
√
gR . (3.34)
An obvious question then is whether it is possible to give a physically sensible interpre-
tation of all the equations in (3.32) as equations of motion of an effective low energy
action? The answer is affirmative and to lowest order in α′ that effective action is [23]:
S ′ =
1
2κ20
∫
dDx
√
ge−2φ
[−2(D − 26)
3α′
+R − 1
12
HµνλH
µνλ + 4∂µφ∂
µφ
]
, (3.35)
where 1/κ20 is the gravitational constant. This is the effective action that is expected to
appear after integrating out all the massive modes of the string and as such it is a low
energy effective action. The action is written in terms of the so-called string metric gµν
and has a nonstandard normalization of the R term. The action can be written in the
standard form (as in Eq. (3.34)) by using instead the Einstein metric g˜µν = e
−2Kφgµν ,
where K is a constant to be determined below. More generally, with two metrics related
by a spacetime Weyl transformation as g˜µν = Ω
2(X)gµν , the Ricci scalars are related as
[69] (p. 446):
R˜ = Ω−2
(
R − 2(D − 1)∇2 ln Ω− (D − 2)(D − 1)(∇λ ln Ω)(∇λ lnΩ)
)
. (3.36)
For Ω = e−Kφ this is
R˜ = e2Kφ
(
R + 2K(D − 1)∇2φ−K2(D − 2)(D − 1)(∇φ)2
)
, (3.37)
so to cancel the unwanted dilaton factor in (3.35) we should take K = −2/(D − 2).
With this choice one finds the following expression for the effective action in terms of the
Einstein metric:
S ′E =
1
2κ20
∫
dDx
√
g˜
[−2(D − 26)
3α′
e4φ/(D−2) + R˜− 1
12
HµνλH
µνλe−8φ/(D−2) − 4
D − 2∂µφ∂
µφ
]
.
(3.38)
The vanishing of the Weyl anomaly coefficients (3.32) can then be derived as the equations
of motion of the effective action (3.35). Define the Lagrange density L as
S ′ =
1
2κ20
∫
dDxL . (3.39)
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The Euler-Lagrange equations for the antisymmetric tensor (that is ∂L
∂bµν
−∇ω ∂L
∂(∇ωbµν)
= 0)
becomes after using the small calculation,
∂L
∂∇ωbµν = −
1
12
√
ge−2φ
∂H2
∂∇ωbµν = −
1
6
√
ge−2φHλκσ
∂Hλκσ
∂∇ωbµν = −
1
2
√
ge−2φHωµν , (3.40)
that
0 = ∇ω
(√
ge−2φHωµν
)
=
√
ge−2φ (−2∇ωφHωµν +∇ωHωµν) . (3.41)
This implies the equation β¯bµν = 0. The variation of the action with respect to φ is:
δφS
′ = − 1
2κ20
∫
dDx
√
ge−2φ
[−4(D − 26)
3α′
+ 2R− 1
6
HµνλH
µνλ + 8∂µφ∂
µφ+ 8∇2φ
]
· δφ
(3.42)
and it implies the following equation of motion for the dilaton:
0 =
2(D − 26)
3α′
− R + 1
12
H2 + 4(∇φ)2 − 4∇2φ . (3.43)
The variation with respect to the metric background is more complicated. First we need
the following relation:
∫
dDx
√
ge−2φ(∇φ)2 =
∫
dDx
√
ge−2φ
(
∇2φ− (∇φ)2
)
, (3.44)
which is obtained by a partial integration and using that the metric is covariantly con-
stant. We then choose to write the action in (3.35) as,
S ′ =
1
2κ20
∫
dDxe−2φ
[
−√g2(D − 26)
3α′
+
√
gR + 4
√
ggµν∇µ∇νφ− 4√ggµν∇µφ∇νφ
− 1
12
√
ggµνgλκgρσHµλρHνκσ
]
, (3.45)
in which form the dependence on the metric is explicit. The variation of this expression
with respect to the metric is
δgS
′ =
1
2κ20
∫
dDx
√
ge−2φ
[(
2(D − 26)
6α′
gµν +Rµν − 1
2
gµνR− 2gµν∇2φ+ 4∇µ∇νφ
+2gµν(∇φ)2 − 4∇µφ∇νφ
)
δgµν − 1
12
(
−1
2
gµνH
2 + 3H κλµ Hνκλ
)
δgµν
]
,(3.46)
where we have used that
δ(
√
g) = −1
2
√
ggµνδg
µν , (3.47)
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and that
δ(
∫
dDx
√
ge−2φR) =
∫
dDx
√
ge−2φ(Rµν − 1
2
gµνR)δg
µν . (3.48)
After a partial integration, the equation of motion that follows for the metric is:
0 = gµν
D − 26
3α′
+Rµν − 1
2
gµνR − 2gµν∇2φ+ 2∇µ∇νφ+ 2gµν(∇φ)2
+
1
24
gµνH
2 − 1
4
H κλµ Hνκλ . (3.49)
This equation together with (3.43) is not immediately related to the vanishing of the
Weyl anomaly coefficients. But in fact adding Eq. (3.49) and −1
2
gµν times Eq. (3.43)
gives:
0 = Rµν − 1
4
H κλµ Hνκλ + 2∇µ∇νφ , (3.50)
which is the same as β¯gµν = 0. Similarly, taking the trace of Eq. (3.49) and adding
(1−D/2) times Eq. (3.43) gives
0 =
2(D − 26)
3α′
− 2∇2φ− 1
6
H2 + 4(∇φ)2 , (3.51)
which implies β¯φ = 0, so that indeed the equations of motion of (3.35) imply that the
Weyl anomaly coefficients vanish.
T -Duality of Sigma Models
So far we have focused on T -duality in string theory and on the sigma model description
of string propagation in curved backgrounds. While it is true that consistent string
propagation requires conformal invariance on the worldsheet (and hence vanishing of the
Weyl anomaly coefficients), this is not a requirement for the existence of a T -duality
in general. As the set of conformal backgrounds is just a small subset of all possible
backgrounds, it seems natural to extend the action of duality to all such backgrounds.
Following this philosophy, we will henceforth be studying the properties of the sigma
model (which we first take to be bosonic) away from the conformal point. First we derive
the T -duality transformations of any bosonic sigma model with a target space isometry
and then we study the implications of this duality on the renormalization group flow of
the model.
61
In order to derive the duality transformations – which we will do in a truncated model
where φ is identically zero – relating different sigma model backgrounds, we will assume
that the target space has an Abelian isometry which can be represented as a translation
in a coordinate X0 in the target space. It is then simple to see that we can choose
“adapted” coordinates {X0, X i} such that the background fields are independent of X0.
To be more precise, we start by assuming that the action (3.16) is invariant under an
isometry in the target space. The corresponding Killing vector is denoted by kµ
δǫX
µ = ǫkµ . (3.52)
A straightforward generalization of this is to have several Killing vectors forming an
Abelian or maybe non-Abelian group. We will not discuss that generalization here.
Requiring invariance of the action under the Killing symmetry gives us some condi-
tions on the background fields. The first is that the Lie derivative of the metric with
respect to the Killing vector vanishes:
Lkgµν = ∇µkν +∇νkµ = 0 . (3.53)
Also, there must exist some vector ωµ such that
Lkbµν = ∂µων − ∂νωµ . (3.54)
In adapted coordinates, the isometry acts in the X0-direction as a translation X0 →
X0 + ǫ. So k = kµ ∂
∂Xµ
= ∂
∂X0
and the Lie derivative is then just the derivative with
respect to X0. It is then obvious that the background metric is independent of X0.
There would seem to be a problem though since the Lie derivative of the antisymmetric
tensor is generally not zero but equal to the exterior derivative of a one-form, but actually
there is no problem since the action obviously has a gauge symmetry under which
b→ b+ dλ (3.55)
with λ some one-form. In the gauge where
Lkλ = −ω , (3.56)
we find
Lk(b+ dλ) = Lkb+ d(Lkλ) = dω + d(−ω) = 0 , (3.57)
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so that all background fields are actually independent of X0. In the following we will
assume that such adapted coordinates have been chosen.
To find the dual model we will gauge the isometry in the target space (3.52) by
introducing a gauge field Aµ that transforms as δAµ = −∂µǫ [70]. Adding a Lagrange
multiplier term forces the gauge field to be a pure gauge. The gauged action is then
Sgauged =
1
4πα′
∫
Σ
(gµνδ
ab + iǫabbµν)DaX
µDbX
ν
+
i
4πα′
∫
Σ
X˜0(∂aAb − ∂bAa)ǫab, (3.58)
where we have defined DaX
µ = ∂aX
µ+kµAa, and X˜
0 acts as a Lagrange multiplier. The
dual theory is obtained by integrating the A-field
Aa = − 1
k2
(kµgµν∂aX
ν + iǫa
b∂bX˜
0 + iǫa
bkµbµν∂bX
ν) , (3.59)
which is inserted back into the action (3.58) and then fixing the gauge with the condition
X0 = 0. Subsequently, the following expression for the dual action is obtained:
S˜ =
1
4πα′
∫
Σ
d2σ [
1
g00
∂aX˜
0∂aX˜0 + 2
b0i
g00
∂aX˜
0∂aX i + (gij − g0ig0j − b0ib0j
g00
)∂aX
i∂aXj
+iǫab(
g0i
g00
∂aX˜
0∂bX
i + (bij − g0ib0j − b0ig0j
g00
)∂aX
i∂bX
j)] . (3.60)
So the dual background - which is what we intended to derive - is given by
g˜00 =
1
g00
, g˜0i =
b0i
g00
, b˜0i =
g0i
g00
,
g˜ij = gij − g0ig0j − b0ib0j
g00
, (3.61)
b˜ij = bij − g0ib0j − b0ig0j
g00
.
This expression was first derived by Buscher [57]. There is also a dilaton shift [57]
φ˜ = φ− 1
2
ln g00 . (3.62)
As is clear from the action (3.16), this is, however, a one-loop effect. Basically, this
effect follows from the fact that the T -duality acts nontrivially on the coupling constant.
Indeed, the string coupling is determined by the expectation value of the dilaton field,
since g = 〈eφ〉, and it therefore follows from ( 3.15) that
φ′ = φ− 1
2
ln(R2/α′) . (3.63)
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Duality and Renormalization Group Flow
Having considered the renormalization group flow (as encoded by the beta functions) of
bosonic sigma models and the T -duality of such models, it remains to connect these two
subjects.
More generally, one could enquire as to what restrictions can be imposed by duality
in quantum field theory and string theory? An important tool in that direction is that
of a moduli space, which typically will parametrize a family of quantum field theories.
A point in moduli space is then given by a set of parameters (λ1, λ2, . . .). Consider for
example the moduli space of toroidal (S1) compactifications of bosonic string theory.
Such a parameter is then the radius R of the compactifying circle. What T -duality tells
us in this case is that the point λ = R in parameter space determines the same (bosonic)
string theory as that of λ′ = 1/R. (or that the moduli space should be modded out
by Z2). So in this respect duality symmetry acts as a transformation in moduli (or
parameter) space while leaving the partition function invariant.
Another transformation that also acts naturally on this parameter space, is the one
of the renormalization group.
In quantum field theory a central concept is that of regularization and renormaliza-
tion. After proper renormalization the couplings of the theory will be functions of a
renormalization scale Λ. The flow of the parameters is then determined by the renormal-
ization group (RG). This RG also acts naturally in the parameter space as it determines
the change in the renormalized parameters as we change the renormalization scale. 3
With both the T -duality and the RG acting as motions in the parameter space it
becomes natural to study the interrelation between the two operators (early related work
was done by Lu¨tken [71], in which he studied some constraints on the RG flow from
duality in the Ising model and the quantum Hall effect).
The requirement that duality symmetry and the RG be mutually consistent is formu-
lated as follows. In full generality, we will assume that we have a system with a parameter
space parametrized by a set of couplings, gi. The duality symmetry T (which later ac-
3Actually, since the RG is encoded in the beta functions which can be viewed as tangent vectors on
the parameter space, it would be more correct to say that the RG acts on the tangent space TM of the
parameter space M.
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tually will mean the usual target space duality) acts on the parameter space according
to
Tgi ≡ g˜i = g˜i(g) , (3.64)
and connects equivalent points in parameter space – as the R→ α′/R symmetry of string
theory. The renormalization group flow, on the other hand, is given in terms of a set of
beta functions
Rgi ≡ βi(g) = Λ d
dΛ
gi , (3.65)
where Λ is the renormalization scale parameter. More generally, if F (g) is any function
on the parameter space then the action of these operations are
TF (g) = F (g˜(g))
RF (g) =
δF (g)
δgj
· βj(g) . (3.66)
The hypothesis that we will bring forward is that the consistency requirement governing
the relation between duality and the RG is expressed by [72]:
[T,R] = 0 , (3.67)
which simply asserts that the duality transformations and the RG flow are mutually
commuting operators on the parameter space of the theory. Eq. (3.67) is seen to be
equivalent to the following relations between beta functions in the original and the dual
theory:
βi(g˜) =
δg˜i
δgj
· βj(g) , (3.68)
or that the beta functions should transform as a contravariant vector under duality. In
a quantum field theory with duality, the existence - and the consistency - of the duality
symmetry should not depend on the renormalization of the model, so what (3.67) really
means is that the duality is a quantum symmetry of the quantum field theory. The
relation in (3.67) was first explicitly formulated in [72]. Its consequences, and more
generally, the conditions on the RG flow from duality, have been investigated in many
different contexts and cases. We will list here a few important contributions: T -duality
(in the context of a bosonic sigma model at one-loop) was first considered in the seminal
paper of Haagensen [73]. This analysis was subsequently extended to two-loop in a
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bosonic sigma model with purely metric background in [72] and [74]. In the first of
these papers, it was shown that [T,R] = 0 continues to be valid at two-loop; in the
second paper it was shown that assuming [T,R] = 0 determines the form of the two-
loop beta function. The heterotic sigma models were considered at one-loop in [75].
After cancellation of anomalies it was found that the consistency conditions are exactly
satisfied.
Damgaard and Haagensen [76] studied spin systems with Kramers-Wannier symmetry.
In this case the duality group is Z2 and the restrictions were not strong enough to
completely determine the RG flows. However, a similar consistency condition on the
beta function β(K) implies that there must be a first or higher order phase transition at
the self-dual point K = K∗.
Quantum Hall systems with SL(2,Z) symmetry were studied by Burgess and Lu¨tken
in [77]. Here it was shown that requiring a certain symmetry to be commuting with
the RG flow (supplemented with some additional mild assumptions), were enough to
completely determine the c function - and in particular the RG beta function.
Ritz [78] considered constraints on the RG flow in N = 2 SU(2) supersymmetric
models, which exhibit an S-duality. Assuming (supplemented with some additional mild
assumptions) that the RG flow commutes with a certain subgroup of SL(2,Z)/Z2, the
exact non-perturbative beta function could be determined. Happily enough, the result
coincides with the Seiberg-Witten solution. Similar work was done by Latorre and Lu¨tken
[79], in which they also address the question of RG flow constraints in N = 0 gauge
theories.
More recent work by Balog, Forga´cs, Mohammedi, Palla and Schnittger [80] that gives
a proof of [T,R] = 0 at one-loop (for both Abelian and non-Abelian dualities) from first
principles will be described in the last part of this chapter.
3.2 Bosonic Models at One-Loop
In this section we will consider the restrictions on RG flow imposed by duality in bosonic
sigma models at one-loop. We will follow [72, 73].
The target space of the sigma model is taken to be D-dimensional. After going to
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adapted coordinates as described in the previous section, the relevant action is
S =
1
4πα′
∫
Σ
d2σ [g00(X)∂aX
0∂aX0 + 2g0i(X)∂aX
0∂aX i + gij(X)∂aX
i∂aXj
+iǫab(2b0i(X)∂aX
0∂bX
i + bij∂aX
i∂bX
j)] , (3.69)
with all background fields independent of X0 and i, j = 1, . . . , D− 1. The corresponding
one-loop duality transformations can be found in (3.61).
For Σ a curved worldsheet, we must include another background coupling, namely
that of the dilaton φ(x) [66]. After renormalization this and the other couplings will flow
as encoded in the RG beta functions:
βgµν ≡ Λ
d
dΛ
gµν , β
b
µν ≡ Λ
d
dΛ
bµν , β
φ ≡ Λ d
dΛ
φ . (3.70)
In studying the relation between duality and the RG flow we might as well use the Weyl
anomaly coefficients which for this model are [67]:
β¯gµν = β
g
µν + 2α
′∇µ∂νφ +∇(µWν) , (3.71)
β¯bµν = β
b
µν + α
′Hµν
λ∂λφ +H
λ
µν Wλ +∇[µLν] , (3.72)
β¯φ = βφ + α′(∂µφ)
2 +∇µφWµ . (3.73)
Here Lµ,Wµ are target tensors depending on the metric and antisymmetric tensor. Under
a target diffeomorphism we have e.g. that the metric beta function change as βgµν →
βgµν + ∇(µξν), which reflects the fact that the beta functions are ambiguous. However,
quite the opposite is true for the Weyl anomaly coefficients: a target reparametrization is
accompanied byWµ →Wµ−ξµ, and in the end the Weyl anomaly coefficients are invariant
[67]. This also implies that for the backgrounds that we consider we can assume that the
target tensors Wµ = Lµ = 0, which we therefore will assume henceforth.
In the notation of the last section, the couplings gi are gi = {gµν , bµν , φ}. Since we
study the RG flow as generated by the Weyl anomaly coefficients, the action of this flow
on any functional F [g, b, φ] is given by
RF [g, b, φ] =
δF
δgµν
· β¯gµν +
δF
δbµν
· β¯bµν +
δF
δφ
· β¯φ , (3.74)
while the action of the duality operation T is
TF [g, b, φ] = F [g˜, b˜, φ˜] . (3.75)
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In the previous section we postulated that the condition for the mutual consistency of
renormalization group flow and duality can be formulated as the requirement that the
RG flow and duality operations commute in parameter space:
[T,R] = 0 . (3.76)
We will start by assuming that this is true at the one-loop order we are considering and
then see to what extend this determines the RG flow. Later we will show – by simplifying
the resulting equations – that this condition is in fact satisfied at one-loop.
Now, using the R operation on each side of the ”classical” duality transformations in
(3.61), we see that this is equivalent to the following set of consistency conditions:
β¯ g˜00 = −
1
g200
β¯g00 ,
β¯ g˜0i = −
1
g200
(b0iβ¯
g
00 − β¯b0ig00) ,
β¯ b˜0i = −
1
g200
(g0iβ¯
g
00 − β¯b0ig00) , (3.77)
β¯ g˜ij = β¯
g
ij −
1
g00
(β¯g0ig0j + β¯
g
0jg0i − β¯b0ib0j − β¯b0jb0i) +
1
g002
(g0ig0j − b0ib0j)β¯g00 ,
β¯ b˜ij = β¯
b
ij −
1
g00
(β¯g0ib0j + β¯
b
0jg0i − β¯g0jb0i − β¯b0ig0j) +
1
g002
(g0ib0j − b0ig0j)β¯g00 ,
where on the left hand side we denote by e.g. β¯ g˜µν the Weyl anomaly coefficient computed
as a functional of the dual geometry. These relations were first presented in [73]. Here
it was shown that the known beta functions satisfy the relations up to a target space
diffeomorphism and that they are exactly satisfied for the Weyl anomaly coefficients.
If, on the other hand, we start by demanding that the consistency relations should be
satisfied, how much can be determined? These conditions are very restrictive and indeed
it was shown in [73] that they (essentially) determine the one-loop beta functions – to
precisely what extend will be clear later.
A simple argument shows that at loop order ℓ, the tensor structures Tµν which can
appear in the beta functions must scale as Tµν(Ωg,Ωb) = Ω
1−ℓTµν(g, b), with Ω a constant.
This is because the ℓ loop counterterm has α′ℓ as a factor and we can express this as,
β(ℓ)µν (
1
α′
g) = α′ℓ−1Tµν(g) , (3.78)
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so that a scaling g → Ωg of the metric is the same as scaling α′ → Ω−1α′.
This implies that to order O(α′), i.e. ℓ = 1, the only tensors which can possibly
appear are
βgµν = α
′
(
A1Rµν + A2HµλρH
λρ
ν + A3 gµνR + A4 gµνHαβγH
αβγ
)
,
βbµν = α
′
(
A5∇λHµνλ
)
, (3.79)
since these scale as Ω0 under global scalings of the background fields, are generally co-
variant and have the correct symmetry under (µ↔ ν). Here, H is the exterior derivative
of the b-field, Hµνλ = 3∂[µbνλ], and the constants A1, . . . , A5 can be computed from one-
loop Feynman diagrams using dimensional regularization; see for example [65]. It was,
however, shown in [73] that requiring [T,R] = 0 and choosing A1 = 1 uniquely deter-
mines A2 = −1/4, A5 = −1/2 and A3 = A4 = 0. Note that the overall factor of the
beta function cannot be determined since the relation [T,R] = 0 is a linear relation at
this order. As was also shown in [73] the transformation of the dilaton under duality,
φ˜ = φ− 1
2
ln g00 can be determined from the consistency conditions (3.77) on gµν and bµν .
This gives the remaining consistency condition for the dilaton beta function,
˜¯β
φ
= β¯φ − 1
2g00
β¯00 . (3.80)
From this condition one can determine the dilaton beta function up to a global constant.
Hence we see that requiring [T,R] = 0 at this one-loop order determines all beta functions
(but only up to a global factor):
βgµν = α
′Rµν − α
′
4
HµλρH
λρ
ν (3.81)
βbµν = −
α′
2
∇ρHρµν (3.82)
βφ = C − α
′
2
∇2φ− α
′
24
HµνλH
µνλ . (3.83)
A standard procedure for verifying the consistency conditions such as the ones which ap-
pear in (3.77) is to decompose the background fields (i.e. the metric and antisymmetric
tensor) into a form which singles out the direction (X0) in which the duality transforma-
tion is performed. This is the Kaluza-Klein reduction where the metric is decomposed
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as:
gµν =

 a avi
avi g¯ij + avivj

 , (3.84)
such that g00 = a, g0i = avi and gij = g¯ij + avivj . With this procedure the antisymmetric
tensor components are b0i ≡ wi and bij . In this representation, the duality transforma-
tions take the rather simple form a→ 1/a, vi ↔ wi and bij → bij+wivj−wjvi. However,
the task of actually verifying the consistency conditions is still very lengthy and the
fact that the duality group is just Z2 is rather obscured by the form of the consistency
condition in (3.77). 4
In [72] it was suggested that one should express these conditions in the tangent frame
of the target space where the Z2 structure is evident. This tangent frame is determined
by the local vielbeins, i.e. e aµ e
b
ν δab = gµν , (a = 0ˆ, α with α = 1, . . .D− 1), and a specific
solution corresponding to the decomposition of the metric in (3.84) is:
e aµ =

 e 0ˆ0 e α0
e 0ˆi e
α
i

 =


√
a 0
√
avi e¯
α
i

 , (3.85)
where the notation is e¯ αi e¯
β
j δαβ = g¯ij.
In the tangent frame, the Weyl anomaly coefficients have the components:
β¯gab = e
µ
a e
ν
b β¯
g
µν , β¯
b
ab = e
µ
a e
ν
b β¯
b
µν , (3.86)
where e µa is the inverse vielbein, namely
e µa =

 e 00ˆ e i0ˆ
e 0α e
i
α

 =

 1/
√
a 0
−vα e¯ iα

 . (3.87)
The Z2 symmetry is now easily seen: one uses (3.77) and express them in the tangent
frame through (3.86). We are going to illustrate this with two examples; the 0ˆ0ˆ and the
αβ components:
β¯ g˜
0ˆ0ˆ
= e˜ 00ˆ e˜
0
0ˆ β¯
g˜
00 = a β¯
g˜
00 = −
1
a
β¯g00 = −e 00ˆ e 00ˆ β¯g00 = −β¯g0ˆ0ˆ , (3.88)
4The T -duality group that results from compactifying on T k is O(k, k,Z) [81, 82] and compatification
on S1 therefore has a duality group O(1, 1,Z) = Z2.
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and
β¯ g˜αβ = e˜
0
α e˜
0
β β¯
g˜
00 + e˜
0
α e˜
i
β β¯
g˜
0i + e˜
i
α e˜
0
β β¯
g˜
i0 + e˜
i
α e˜
j
β β¯
g˜
ij
= e¯ iα e¯
j
β wiwj β¯
g˜
00 − e¯ jα e¯ iβ wj β¯ g˜0i − e¯ iα e¯ jβ wj β¯ g˜i0 + e¯ iα e¯ jβ β¯ g˜ij
= − 1
a2
e¯ iα e¯
j
β wiwj β¯
g
00 +
1
a2
e¯ jα e¯
i
β wj(wiβ¯
g
00 − β¯b0ia)
+
1
a2
e¯ iα e¯
j
β wj(wiβ¯
g
00 − β¯b0ia) + e¯ iα e¯ jβ
(
β¯gij
−1
a
(β¯g0iavj + β¯
g
0javi − β¯b0iwj − β¯b0jwi) +
1
a2
(a2vivj − wiwj)β¯g00
)
= e¯ iα e¯
j
β vivj β¯
g
00 − e¯ jα e¯ iβ vj β¯g0i − e¯ iα e¯ jβ vj β¯gi0 + e¯ iα e¯ jβ β¯gij
= β¯gαβ . (3.89)
The complete set of consistency conditions is [72]:
β¯ g˜
0ˆ0ˆ
= −β¯g
0ˆ0ˆ
,
β¯ g˜
0ˆα
= β¯b0ˆα , β¯
b˜
0ˆα = β¯
g
0ˆα
,
β¯ g˜αβ = β¯
g
αβ , β¯
b˜
αβ = β¯
b
αβ . (3.90)
In this form the Z2 duality covariance is now manifest. An obvious question is why the
consistency conditions have such a simple form when formulated in the tangent frame?
The task of verifying the consistency conditions (3.77) in the form (3.90) is now very
simple. At this point, one needs to express the geometrical tensors which appear in
the beta functions in the tangent frame; this has been done for the Riemann tensor,
and contractions thereof, in Appendix A. Let us show by explicit calculations that the
consistency condition for the metric: β¯ g˜
0ˆ0ˆ
= −β¯g
0ˆ0ˆ
, is satisfied. Using the expressions in
Appendix A we find
β¯g
0ˆ0ˆ
= e 00ˆ e
0
0ˆ β¯
g
00
=
1
a
(
α′R00 − 1
4
α′H0λρH
λρ
0 + 2α
′∇0∂0φ
)
= α′
(
−1
2
∇¯iai − 1
4
aia
i +
a
4
FijF
ij − 1
4a
GijG
ij + ai∂iφ
)
, (3.91)
while the dual expression is
β¯ g˜
0ˆ0ˆ
= α′
(
1
2
∇¯iai − 1
4
aia
i +
1
4a
GijG
ij − a
4
FijF
ij − ai∂iφ˜
)
, (3.92)
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where we have left the dilaton shift undetermined. It is now clear that this consistency
condition is satisfied if and only if the transformation of the dilaton is φ˜ = φ − 1
2
ln a as
claimed in Eq. (3.62). While we did not gain much here by formulating the consistency
condition in the tangent frame, the other condition, β¯ g˜αβ = β¯
g
αβ , proves much easier to
verify in the tangent frame; with the help of the expressions in the Appendix A, we find
β¯gαβ = e¯
i
α e¯
j
β
[
R¯ij − 1
2
∇¯iaj − 1
4
aiaj − a
2
FikF
k
j −
1
4
vivjGklG
kl − 1
2
v(iGj)kG
klvl
−1
4
v(iHj)klG
kl − 1
2
(
1
a
+ vmv
m)G ki Gjk +
1
2
vkvmGikGjm − 1
2
Hkm(iG
k
j) v
m
−1
4
HikmH
km
j + 2∇¯i∂jφ
]
. (3.93)
The dual Weyl coefficient is:
β¯ g˜αβ = e¯
i
α e¯
j
β
[
R¯ij +
1
2
∇¯iaj − 1
4
aiaj − 1
2a
GikG
k
j −
1
4
wiwjFklF
kl − 1
2
w(iFj)kF
klwl
−1
4
w(iH˜j)klF
kl − 1
2
(a+ wmw
m)F ki Fjk +
1
2
wkwmFikFjm − 1
2
H˜km(iF
k
j) w
m
−1
4
H˜ikmH˜
km
j + 2∇¯i∂jφ− ∇¯iaj
]
, (3.94)
(note that ai → −ai under duality at this order in α′). Inserting that
H˜ijk = Hijk +Gijvk + wjFik +Gjkvi + wkFji +Gkivj + wiFkj , (3.95)
and after straightforward but also rather tedious calculations, it is found that the two
coefficients match: β¯ g˜αβ = β¯
g
αβ as promised.
Finally, there is the question whether scale invariant models are mapped to dual
models which are also scale invariant. This is however, easily seen since the relation
corresponding to (3.90) between the beta functions is [72]:
β g˜
0ˆ0ˆ
= −βg
0ˆ0ˆ
+ α′∇(0ˆξ0ˆ) ,
β g˜
0ˆα
= βb0ˆα − α′H γ0ˆα ξγ , β b˜0ˆα = β
g
0ˆα
− α′∇(0ˆξα) ,
β g˜αβ = β
g
αβ − α′∇(αξβ) , β b˜αβ = βbαβ − α′H γαβ ξγ , (3.96)
where ξa = −12e µa ∂µ ln g00 generates a target space diffeomorphism, and (ab) = ab + ba.
So, if the original model has βgab = β
b
ab = 0 then the same is true in the dual model –
after performing a target diffeomorphism generated by −ξa.
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So far we have demonstrated that our relation [T,R] = 0 is satisfied at one-loop
order for the bosonic sigma model. However in string theory the natural restriction
from duality is that the effective action should be invariant under T -duality. It therefore
becomes natural to investigate further the relation between these two conditions.
The Effective Action
At any loop order the effective action should be such that the equations of motion are
identical to the requirement of vanishing Weyl anomaly coefficients. At one-loop order
the effective action is given by
S = α′
∫
dDx
√
ge−2φ
[
R− 1
12
HµνλH
µνλ + 4∂µφ∂
µφ
]
, (3.97)
where we have chosen the additive constant in the dilaton beta function to be C = 0 and
we are using string metric with conventions such that 2κ20 = 1.
Using the one-loop expressions for the beta functions (3.81) this effective action can
be written as
S = RV ≡ δV
δgi
· β¯i , (3.98)
where V = 2
√
g exp(−2φ) – which we will call the measure factor – and where the
dot implies a functional integration. Our relation relating the RG flow and duality
states that [T,R] = 0, while the natural requirement from string theory is that the low
energy effective action should be invariant under duality (since duality should just be
a reformulation of the same theory). However, these two conditions are not equivalent
– which is maybe not so strange since in string theory we will not have any RG flow:
cancellation of the Weyl anomaly requires that the Weyl anomaly coefficients vanish for
a consistent string theory.
First, [T,R] = 0 obviously does not imply that the low energy action is invariant
under duality, since using the above relation we have
TS = T (RV ) = R(TV ) = RV = S , (3.99)
only if the measure factor is duality invariant: TV = V . Can we go the other way around,
that is, if both the effective action and the measure factor are invariant under duality:
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TS = S and TV = V , can we then conclude that duality and RG commute [T,R] = 0?
Using these two conditions we can only conclude that
[T,R]V = T (RV )− R(TV ) = TS −RV = 0 , (3.100)
which of course is not the same as [T,R] = 0 as an operator equation. This can also
be demonstrated by looking at the one-loop Weyl anomaly coefficients. If we use the
standard duality transformations at one-loop then it is easy to see that they obey TV = V
together with TS = S, but if we change the RG flow by multiplying β¯bµν with two, say,
then duality and RG flow will no longer commute: [T,R] 6= 0.
So, in conclusion, while the natural requirement in string theory is that the low energy
effective action is invariant, the natural condition in studying duality of sigma models is
that duality and RG flow commute (which must be the same as saying that duality is
a quantum symmetry). Furthermore, these conditions are not equivalent: if we are able
to find a duality transformation T that keeps the low energy action invariant at some
order in α′, then we cannot be sure that this T will obey [T,R] = 0. The main reason is
that the form of the action in (3.97) does not determine the Weyl anomaly coefficients
uniquely: while any term zi obeying zi · (δV/δgi) = 0 can be added to the beta function
without changing the form of the action, but with
β¯i(g˜) + z˜i(g˜) =
δg˜i
δgj
· (β¯j(g) + zj(g)) . (3.101)
This is clearly not of the form in Eq. (3.68) and the flow is therefore not covariant under
duality.
Scheme (In)dependence
In the discussion we have implicitly been using the assumption that the low energy action
is given as S = (δV/δgi) · β¯i. This form of the action is only valid in a specific scheme and
has no invariant meaning (scheme ambiguity is here defined as being equivalent to the
possibility of having different field redefinitions). What is invariant, or at least expected
to be true in any scheme, is that the variation of the action with respect to a coupling gi
is linear in the Weyl anomaly coefficients
δS
δgi
= Gij · β¯j , (3.102)
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with Gij invertible. Then the equations of motion will imply that the Weyl anomaly
coefficients vanish (which is one way of defining what the low energy effective action
should be). However, even formulated this way, it is clear that T -duality invariance of
the effective action does not generally imply that the Weyl anomaly coefficients transform
covariantly. This is because Gij is by construction such that equations of motion implies
vanishing Weyl anomaly coefficients; then one could imagine multiplying one β¯i with 2
and Gij with 1/2 and (3.102) would still be satisfied.
This conclusion, that invariance of the background effective action does not imply
[T,R] = 0 seems to be in conflict with the claims made in [83]. In this paper the
bosonic, supersymmetric and heterotic sigma model effective action is studied at two-
loop order. A set of ”corrected” duality transformations at this order is then found by
requiring T -duality invariance of the effective action. We would add that this set of
duality transformations is not guaranteed to satisfy [T,R] = 0, but we have not tried
explicitly to verify whether actually [T,R] does vanish or not.
Before turning to the case of purely metric background at two-loop, we would like to
make a further comment about scheme independence.
One could enquire as to whether the relation [T,R] = 0 makes any sense independently
of field redefinitions. That is, if we imagine that we have one scheme with duality
transformations that keeps the low energy action invariant and satisfying [T,R] = 0, can
we then find the duality transformations in any other scheme such that they preserve the
consistency condition and keeps the low energy action invariant?
This is in fact possible. As shown by Haagensen [84] (to order O(α′2)) one can
explicitly construct the set of transformations keeping the effective action invariant in
any other scheme.
On this background, we turn now to the case of two-loop corrections.
3.3 Bosonic Models at Two-Loop
In this section we show that bosonic sigma models have a two-loop beta function which is
of the form β(2)µν = λRµαβγRν
αβγ where λ is a constant which cannot be determined by the
analysis [74]. Furthermore, it turns out that the ”classical” T -duality transformations
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gets modified at this order. This has also been discussed in [85, 86].
It is known [87] that the two-loop beta function is scheme independent using the stan-
dard set of subtraction schemes determined by minimal and nonminimal subtractions of
the one-loop divergent structure Rµν . However, this is only [87] true if we consider purely
metric backgrounds, so in order not to complicate the discussion we will concentrate on
such backgrounds. That is we take
gµν =

 a 0
0 g¯ij

 , (3.103)
and bµν = 0 which implies that the dual background is torsionless also. Furthermore, we
define ai ≡ ∂i ln a and qij ≡ ∇¯iaj + 12aiaj .
For such a background one-loop T -duality transformations amounts to a→ 1/a while
g¯ij is left unchanged. Our relation [T,R] = 0 is satisfied at one-loop as elaborated upon
in the last section – so according to our general philosophy we only need to determine the
corrections to T such that this relation is also satisfied at two-loop. The resulting duality
transformations have been derived, using geometrical and duality arguments alone (i.e.
without using any Feynman diagram calculations), in [74]:
ln a˜ = − ln a + λα′aiai ,
g˜ij = gij = g¯ij ,
φ˜ = φ− 1
2
ln a+
λ
4
α′aia
i , (3.104)
here λ is an arbitrary constant which is left undetermined by the consistency conditions.
The transformation of the dilaton has been found by requiring that the measure factor
is invariant in order to have a duality invariant low energy action also.
This set of corrected duality transformations were first derived by Tseytlin [85], mo-
tivated by the fact that the ”classical” (i.e. one-loop) duality transformations did not
keep the effective two-loop action invariant (he found λ = 1/2). As a puzzle we should
add that in that paper Tseytlin derived another set of duality transformations that keeps
the string effective action invariant - with the classical relation ln a˜ = − ln a and gij not
invariant - but it turns out that [T,R] = 0 is not satisfied for these transformations.
However, this is of course not in contradiction with our general hypothesis that at any
order in α′ should T be such that it commutes with the RG flow.
76
Using [T,R] = 0 on both sides of (3.104) we can as usual derive the consistency
conditions which are to be satisfied by the beta functions:
1
a˜
˜¯β00 = −
1
a
β¯00 + 2λα
′
[
ai∂i
(
1
a
β¯00
)
− 1
2
aiajβ¯ij
]
,
˜¯βij = β¯ij ,
˜¯β
φ
= β¯φ − 1
2a
β¯00 +
λ
2
α′
[
ai∂i
(
1
a
β¯00
)
− 1
2
aiajβ¯ij
]
. (3.105)
Scaling arguments alone determine the maximal set of tensors which can appear as coun-
terterms at this loop order as follows. Using that under g → Ωg (with Ω a global
scaling-constant) the metric beta function must scale as Tµν(Ωg) = Ω
−1Tµν(g) constrains
such possible counterterms to having the form
β(2)µν = A1∇µ∇νR + A2∇2Rµν + A3RµανβRαβ
+A4RµαβγRν
αβγ + A5RµαRν
α + A6RµνR
+A7 gµν∇2R + A8 gµνR2 + A9 gµνRαβRαβ
+A10 gµνRαβγδR
αβγδ , (3.106)
(the total number of possible terms at this order is 18, but only ten of these are linearly
independent, which can be shown by using the first and second Bianchi identity – see
Appendix B). By using that the one-loop Weyl anomaly coefficient satisfies the one-loop
consistency condition, one can prove [74] that the two-loop beta functions in the original
and dual backgrounds are related by
β˜
(2)
ij = β
(2)
ij −
1
4
λa(i∂j)(a
kak) . (3.107)
Under the duality transformation – which at this order is just a → 1/a – the possible
tensor structures can be decomposed into even and odd tensors:
β
(2)
ij = Eij +Oij , E˜ij = Eij , O˜ij = −Oij . (3.108)
Using (3.107) we then arrive at the condition:
Oij =
1
8
λa(i∂j)(a
kak) . (3.109)
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We have to find the linear combination – if there is any – of the ten tensors in (3.106)
which satisfy this relation. First, of course, we need to perform a Kaluza-Klein reduction
on these terms, which can be determined by the help of the expressions in Appendix A:
(1) : ∇i∇jR = ∇¯i∇¯j(R¯− qnn) ,
(2) : ∇2Rij = (∇¯2 + 1
2
ak∇¯k)(R¯ij − 1
2
qij)− 1
4
aiajqn
n
−1
4
aka(i
(
R¯j)k − 1
2
qj)k
)
,
(3) : RiαjβR
αβ =
1
4
qijqn
n + R¯injm(R¯
nm − 1
2
qnm) ,
(4) : RiαβγRj
αβγ =
1
2
qikqj
k + R¯iknmR¯j
knm
,
(5) : RiαRj
α = R¯ikR¯
k
j −
1
2
R¯k(iqj)
k +
1
4
qikqj
k , (3.110)
(6) : RijR = (R¯ij − 1
2
qij)(R¯− qnn) ,
(7) : gij∇2R = g¯ij
[
1
2
ak∂k(R¯ − qmm)
+ ∇¯k∂k(R¯− qmm)
]
,
(8) : gijR
2 = g¯ij
(
R¯ − qmm
)2
,
(9) : gijRαβR
αβ = g¯ij
[
1
4
(qm
m)2 + (R¯km − 1
2
qkm)
2
]
,
(10) : gijRαβγδR
αβγδ = g¯ij
[
qkmq
km + R¯kℓmnR¯
kℓmn
]
.
The corresponding odd parts of these tensors are:
O
(1)
ij = −∇¯i∇¯j∇¯nan ,
O
(2)
ij =
1
2
ak∇¯kR¯ij − 1
2
∇¯2∇¯iaj − 1
4
aiaj∇¯kak ,
O
(3)
ij = −
1
2
R¯injm∇¯nam + 1
8
ana
n∇¯iaj + 1
8
aiaj∇¯nan ,
O
(4)
ij =
1
4
aka(i∇¯j)ak ,
O
(5)
ij = −
1
2
R¯k(i∇¯j)ak + 1
8
aka(i∇¯j)ak , (3.111)
O
(6)
ij = −
1
2
R¯∇¯iaj − R¯ij∇¯nan + 1
4
aiaj∇¯nan
+
1
4
ana
n∇¯iaj ,
O
(7)
ij = g¯ij
[
1
2
ak∂k(R¯− 1
2
ama
m)− ∇¯k∂k(∇¯mam)
]
,
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O
(8)
ij = g¯ij
[
−2(∇¯kak)R¯ + (∇¯kak)amam
]
,
O
(9)
ij = g¯ij
[
1
4
(∇¯kak)amam − (∇¯kam)R¯km
+
1
4
(∇¯kam)akam
]
,
O
(10)
ij = g¯ij(∇¯kam)akam .
It is seen that the only odd term of the form (3.109) is O
(4)
ij which originated from
A4RµαβγR
αβγ
ν . Moreover, it is possible to verify that a term like O
(4)
ij cannot be obtained
as a linear combination of the remaining terms. Hence, in conclusion we have shown that
with the requirement of covariance of duality under the RG, the two-loop terms in the
beta function must be:
β(2)µν = λRµαβγRν
αβγ . (3.112)
One should, however, keep in mind that the constant in front cannot be determined from
this simple background – the correct result is λ = 1/2 [66, 67].
We now know that the (ij) component satisfies its consistency condition. What about
the (00) component? As it has been demonstrated in [72] the consistency condition for
the (00) component is also exactly satisfied, and we can conclude that [T,R] = 0 remains
true at this two-loop order for the bosonic sigma model.
Furthermore, considering the bosonic sigma model on a flat world sheet it is natural
to ask whether scale invariant models at this order are mapped to scale invariant models
under duality? By rephrasing the consistency conditions (3.105) for the Weyl anomaly
coefficients into conditions for the beta functions, this statement is readily found to hold
true also at O(α′2)[72].
3.4 Supersymmetric Sigma Models
Having treated the bosonic sigma models at one- and two-loop it becomes natural to ask
to what extend [T,R] = 0 holds true in the supersymmetric versions, which contrary to
the bosonic case describes consistent string theories. We start by describing the relevant
sigma models [57, 65].
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The N = 1, 2 Models
There is a simple procedure to construct supersymmetric sigma models from bosonic
ones. Using complex coordinates on the worldsheet, the standard bosonic sigma model
(involving only metric and antisymmetric tensor) can be written as
S =
1
2πα′
∫
d2zkµν(X)∂z¯X
µ∂zX
ν , (3.113)
where kµν = gµν + bµν . A (1,1) supersymmetric model on the worldsheet is then con-
structed as follows. To the coordinates (z, z¯) we add two anticommuting complex coor-
dinates θ and θ¯, with
θ2 = θ¯2 = {θ, θ¯} = 0 . (3.114)
Then define the superderivatives according to
Dθ = ∂θ + θ∂z , Dθ¯ = ∂θ¯ + θ¯∂z¯ . (3.115)
They are seen to satisfy
D2θ = ∂z, D
2
θ¯ = ∂z¯, {Dθ, Dθ¯} = 0 . (3.116)
It is well-known that a conformal transformation z → z′ is defined by the property
that ∂z = (∂z′/∂z)∂z′; likewise a superconformal transformation (z, θ) → (z′, θ′) obeys
Dθ = (Dθθ
′)Dθ′.
A superconformal invariant action can now be written as a simple generalization of
(3.113):
S =
1
2πα′
∫
d2zd2θkµν(X)Dθ¯X
µDθX
ν , (3.117)
where Xµ should be understood as a function of both bosonic and fermionic coordinates:
Xµ = Xµ(z, z¯, θ, θ¯). On the worldsheet, Xµ is a scalar superfield (it has no worldsheet
indices) and after a Taylor expansion in θ we can write it as
Xµ(z, z¯, θ, θ¯) = Xµ + θψµ + θ¯ψ˜µ + θθ¯F µ , (3.118)
where Xµ is a scalar, ψµ and ψ˜µ are spinors and F µ is an auxiliary bosonic field. By
using this Taylor expansion and performing the integral over the fermionic coordinates
80
(with
∫
d2θ(θθ¯) = 1) one obtains [57]
S =
1
2πα′
∫
d2z
[
kµν(X)∂z¯X
µ∂zX
ν − gµν(X)(ψµDz¯ψν + ψ˜µDzψ˜ν)
+
1
2
Rµνλρ(X)ψ
µψνψ˜λψ˜ρ
]
, (3.119)
where we have defined the expressions,
Dz¯ψν = ∂z¯ψν + (Γνλρ(X) +
1
2
Hνλρ(X))∂z¯X
λψρ ,
Dzψ˜ν = ∂zψ˜ν + (Γνλρ(X)−
1
2
Hνλρ(X))∂zX
λψ˜ρ . (3.120)
Also, the auxiliary field F has been integrated out.
Clearly, the first term in this action is just that of a standard bosonic sigma model.
What about spacetime supersymmetry? For general target manifoldM the action (3.117)
describes a N = 1 supersymmetric model [65], as it is written in a manifestly supersym-
metric notation.
The existence of higher (N > 1) supersymmetry in the case of metric and torsion is
discussed in [88]. We now turn now to the case of purely metric backgrounds, that is
bµν = 0.
The condition for N = 2 spacetime supersymmetry has been derived by Zumino [89]:
the sigma model has N = 2 spacetime supersymmetry if and only if the target space
M is a Ka¨hler manifold (a complex manifold is Ka¨hler if the metric is hermitian, that
is gij = gi¯j¯ = 0, and it is locally of the form gij¯ =
∂
∂zi
∂
∂z¯j¯
K(z, z¯), where K(z, z¯) is a
function called the Ka¨hler potential). The condition for N = 4 symmetry is that M is
hyper-Ka¨hler [90]; however for the rest of this section we will mainly concentrate on the
N = 1, 2 models.
RG Flow
Restricting to the case of torsionless backgrounds we only have the metric tensor beta
function to think about. Let us start with N = 2 models. Such models have a metric
beta function which is of the general form
βgij¯ = a1T
(1)
ij¯ + a2T
(2)
ij¯ + a3T
(3)
ij¯ + . . . , (3.121)
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where T (i) is the i-loop counterterm. The form of the possible counterterms is – as in
the bosonic case – restricted by scaling arguments, but because of N = 2 supersymmetry
there is a further restriction on these terms. By Zumino’s theorem [89] the possible tensor
counterterms must be ”Ka¨hler” at any given order (since the unrenormalized metric on
target space is gij¯ + Tij¯). A Ka¨hler tensor is a second rank tensor TIJ with vanishing
unmixed components, Tij = Ti¯j¯ and mixed components which are locally of the form
Tij¯ = ∂i∂j¯S(z, z¯).
Using the same scaling arguments as in the last section, at one-loop order the possible
counterterms are
βgij¯ = a1Rij¯ + b1gij¯R . (3.122)
However, the term proportional to b1 is not a Ka¨hler tensor, as it does not have vanishing
torsion, so b1 must be identically zero. The Ricci tensor Rij¯ = g
lk¯Rij¯k¯l is actually a Ka¨hler
tensor; it satisfies
Rij = Ri¯j¯ = 0, Rij¯ = −∂i∂j¯ ln det g , (3.123)
and qualifies therefore as a one-loop counterterm. It has been shown [61] that the one-
loop beta function is unchanged by the inclusion of fermions in the N = 2 model and is
therefore the same as for the bosonic sigma model,
β
(1)
ij¯ = Rij¯ . (3.124)
At two-loop order the possible counterterms are again restricted by the scaling ar-
guments. This will just give us the same ten counterterms as we had in the bosonic
case. We can repeat the analysis of two-loop beta functions that was carried out in the
bosonic case. Demanding our basic relation [T,R] = 0, the only possible counterterm is
RµγσλR
γσλ
ν , or on a complex Ka¨hler manifold
β
(2)
ij¯ = a2Rik¯lm¯R
k¯lm¯
j¯ . (3.125)
However, this is not a Ka¨hler tensor and therefore we conclude that a2 ≡ 0. This result
is known from the literature [61]: all N = 2 sigma models have vanishing beta function
at two-loop and we therefore have essentially derived this result from the requirement of
consistency between RG flow and duality!
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What about N = 1 models? At one-loop the N = 1 models have a beta function
which is proportional to the Ricci tensor as in the N = 0, 2 models [61, 90]. This however
follows trivially from the N = 2 result: the only possible counterterms are as in (3.122).
Now imagine that b1 6= 0. Because of universality this must also be true when restricting
the target space to be Ka¨hler. But Ka¨hler geometry implies N = 2 supersymmetry and
therefore that b1 = 0, which is a contradiction.
The same argument can be carried out for the two-loop term: at two-loop the only
possible counterterm is RµγσλR
γσλ
ν , but this is not a Ka¨hler tensor when restricting to
Ka¨hler target spaces and can consequently not appear as a counterterm in the N = 1
models either.
In conclusion, using scaling arguments together with [T,R] = 0 we have been able to
prove that both N = 1, 2 supersymmetric sigma models have a vanishing beta function
at two-loop (note that we only considered the torsionless case). It is natural to ask what
happens for the N = 4 models. Such models are known to be ultraviolet finite, that is,
their beta function is identically zero [91]. Their target spaces are hyper-Ka¨hler manifolds
so it readily follows from our analysis that the two-loop term must vanish, as a hyper-
Ka¨hler manifold is in particular a Ka¨hler manifold. That also the one-loop term must
vanish seems to contradict universality, but of course this is not the case: a hyper-Ka¨hler
manifold has vanishing Ricci tensor so there can be no one-loop beta function either.
Therefore, we might ask if we can ”prove” that all higher loop counterterms must
vanish for the N = 4 models starting with [T,R] = 0?
The Heterotic Sigma Models
While the problem here is basically the same as before – namely to see to what extend
duality can determine the one-loop beta functions – there is a new ingredient in the
appearance of a target gauge field. Everything else being the same, we will concentrate
on this related gauge field beta function. The sigma model relevant for the heterotic
string theories was described in [92].
The gauge field in question, A Iµ , is in the adjoint of the gauge group G, i.e. I =
1, . . . , dimG, which for the heterotic string is G = Spin(32)/Z2 or E8 × E8 [93]. The
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relevant sigma model action is [92, 94]:
S =
1
4πα′
∫
d2σ
[
(gµν + bµν)∂+X
µ∂−X
ν + igµνλ
µ(∂−λ
ν + (Γνρσ +
1
2
Hνρσ)∂−X
ρλσ)+
+iψI(∂+ψ
I + Aµ
I
J∂+X
µψJ) +
1
2
FµνIJλ
µλνψIψJ
]
, (3.126)
where
Hµνρ = ∂µbνρ + ∂νbρµ + ∂ρbµν and Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] . (3.127)
Furthermore, the λµ are left-handed Majorana-Weyl fermions and the ψI are right-handed
Majorana-Weyl fermions.
We will denote by ξ the Killing vector that generates the Abelian isometry which
enables duality transformations. Invariance of the action requires a transformation of
the gauge field: δξAµ ≡ £ξAµ = Dµκ, where κ is a target gauge parameter [95, 96]. In
adapted coordinates (where ξµ∂µ ≡ ∂0) we have [95, 96]
Dµκ ≡ ∂µκ + [Aµ, κ] = 0 . (3.128)
The duality transformation of the gauge field is [94, 96],
A˜0IJ = −
1
g00
µIJ , (3.129)
and
A˜iIJ = AiIJ − g0i + b0i
g00
µIJ , (3.130)
where we have defined µIJ ≡ (κ − ξαAα)IJ = (κ − A0)IJ (the latter in adapted coordi-
nates). The corresponding one-loop duality transformations of the metric, antisymmetric
tensor and dilaton fields are as usual (and can in any case be found in (3.61) and (3.62)).
To study the relation between the renormalization group flow and the duality we need
as usual the beta functions (or better the Weyl anomaly coefficients). For the heterotic
sigma model, the Weyl anomaly coefficient is to one-loop order [97, 98]:
β¯Aµ = β
A
µ + α
′Fµ
λ∂λφ+O(α′2) . (3.131)
and the beta function is [65, 99]:
βAµ =
1
2
α′(DλFλµ +
1
2
Hµ
λρFλρ) +O(α′2) , (3.132)
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with Dλ the covariant derivative that includes both the gauge and metric connections,
that is DλFλµ = ∇λFλµ + [Aλ, Fλµ]. The Weyl anomaly coefficients for the remaining
fields have been presented in (3.25), (3.26) and (3.27). The consistency conditions follows
from our basic equation
[T,R] = 0 , (3.133)
or in this case
β¯A˜0 =
1
g00
β¯A0 +
1
g200
(κ− A0)β¯g00 , (3.134)
β¯A˜i = β¯
A
i −
1
g00
((κ− A0)(β¯g0i + β¯b0i)− (g0i + b0i)β¯A0 )+
1
g200
(g0i + b0i)(κ− A0)β¯g00 . (3.135)
Are these equations satisfied by and only by (3.132)? This can of course be checked by
brute force. To simplify the discussion we will restrict to a diagonal metric background
with no torsion, i.e.
gµν =
(
a 0
0 g¯ij
)
, (3.136)
and we take bµν = 0. ”Classical” duality transformations will then guarantee that there
is no torsion in the dual background either, see Eq. (3.61).
With this background the consistency conditions become simply
β¯A˜0 =
1
a
β¯A0 +
1
a2
(κ− A0) β¯g00 , (3.137)
β¯A˜i = β¯
A
i . (3.138)
Upon inserting the known beta functions, and doing the duality transformations, there
is, however, a small surprise since this is actually not the result that one finds. Rather
the result is [75]:
β¯A˜0 =
1
a
β¯A0 +
1
a2
(κ−A0)(−β¯g00) , (3.139)
β¯A˜i = β¯
A
i . (3.140)
For (3.137) to be consistent with (3.139) – or in order for duality to be a quantum
symmetry – we need to have:
(κ− A0) β¯g00 = 0 . (3.141)
In the case of the most general background what this is saying is that (κ−A0) = 0.What
is the origin of such a condition?
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The answer to this question is that because of anomalies the theory and its dual will
only be equivalent when certain conditions are met. Such anomalies come from chiral
fermions which are part of the background fields.
The simplest way to cancel the anomalies is to assume that the spin connection and
gauge connection match, i.e. ω = A [23, 94, 96]. That this is a consistent condition – in
the sense of duality – follows from the fact that if ω = A then also ω˜ = A˜ in the dual
theory [94, 96]. It then follows [94, 96] that µ = Ω, where we define
Ωµν ≡ 1
2
(∇µξν −∇νξµ) , (3.142)
In adapted coordinates ξµ = gµ0 and therefore – since the connection is metric compatible
– we have Ω = 0. This readily answers our question as to the origin of the condition
(3.141):
µIJ = (κ− A0)IJ = 0 , (3.143)
because we demand that anomalies must cancel. What this is telling us is that in order
for the consistency condition, as applied to the gauge field, to be satisfied requires the
cancellation of anomalies (the logic might seem reversed here since in order to have a
well defined renormalization group flow the theory should be free of anomalies; however
the attitude we are taking here is that we will see how far the requirement of [T,R] = 0
can take us).
So far we have shown that the consistency conditions (3.137) are satisfied by the Weyl
anomaly coefficients given in (3.131). But what we want is the other way around – do
the consistency conditions determine the renormalization group flow?
The gauge beta function is a covariant tensor (a vector) on the space of background
fields. Together with the scaling arguments in [100] this determines that to one-loop
order it must be of the form
βAµ = c1 α
′DλFλµ + c2 α
′Hµ
λρFλρ , (3.144)
where c1 and c2 are constants that can be computed using one-loop Feynman diagrams
as in [65, 99]. Here, these constants are determined by the beta function constraint:
βA˜i = β
A
i +
1
2
α′Fi
k∂k ln a , (3.145)
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which follows directly from taking the dual of Eq. (3.131) and using that β¯A˜i = β¯
A
i . For
torsionless background, however, the last term in (3.144) is absent and we can therefore
set c2 = 0. Insertion of (3.144) in (3.145) then gives
(c1 − 1
2
)Fi
k∂k ln a = 0 , (3.146)
from which we obtain c1 =
1
2
, which agrees with the result in Eq. (3.132). We conclude
that we were able to uniquely determine the one-loop gauge field beta function – though
in the particular case of vanishing torsion. Considering the case of torsion included [75]
shows that also the constant c2 can be determined by (3.145). The result is c2 =
1
4
, which
agrees with (3.132).
Thus, the consistency conditions are verified by, and only by, the correct RG flows
of the heterotic sigma model. In other words, classical target space duality symmetry
survives as a valid quantum symmetry of the heterotic sigma model.
It is, however, not obvious how one should extend this analysis to higher (ℓ ≥ 2) loop
orders, since in this case the beta functions contain Lorentz and gauge variant terms [99].
3.5 Open Questions
In this section we will address a few open questions which arise naturally in connection
with the situations analyzed in the preceding part of this chapter. In the last part of this
section we will describe how the relation [T,R] = 0 has been derived at one-loop [80].
Open String
We have been analyzing the relation between renormalization group flow and duality for
bosonic, supersymmetric (with N = 1, 2) and the heterotic sigma models (which have
N = 1). It could be interesting to include the case of open (super)strings. In the open
string case, the duality transformations are [101],
A˜0 = 0 , A˜i = Ai . (3.147)
The consistency conditions associated with these transformations,
β¯A˜0 = 0 and β¯
A˜
i = β¯
A
i , (3.148)
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are the same as for the heterotic string with vanishing anomaly. Naively, scaling argu-
ments would then dictate that the only possible form of the gauge field beta function is
that of Eq. (3.144). However, this is not the whole story. The reason is that T -duality
– as discussed further in the next chapter – interchanges the usual Neumann boundary
condition ∂nX = 0 with the Dirichlet condition ∂τX = 0 in the dualized directions. This
implies that the ends of the open string are confined to move on D-branes and the po-
sition of this hyperplane f(Xµ) becomes a dynamical field which should be included in
the RG flow. For further discussion see [101].
It could be interesting to include these boundary fields to study the RG flow of the
open string sigma model in the presence of D-branes. In some sense one would then have
to require [T,R] = 0 both in the bulk and on the boundary of the worldsheet surface.
Maybe this could be important for finding a non-Abelian version of the Born-Infeld action.
Higher Loop Corrections
Having shown that the two-loop beta functions must vanish for the supersymmetric
(N = 1, 2) models, it is natural to enquire as to what happens for higher loop orders.
The three-loop correction to the supersymmetric models is known to vanish [102], while
the four-loop correction is non-vanishing and very complicated indeed [102]. To perform
such an analysis we need to know how the beta functions differ from the Weyl anomaly
coefficients. There is a difference at one-loop but no further terms at two-loop. However,
there are new terms appearing at three and higher loops, since in this case one cannot
set Lµ = Wµ = 0 [66].
Another complication is that the number of counterterms restricted by scaling ar-
guments can be large – the maximal number of possible terms presumably grows ex-
ponentially with the number of loops. At three-loop the counterterm must scale as
Tµν(Ωg) = Ω
−2Tµν(g) and the tensors can be described – in the case of no torsion – as (i)
tensors of the form ∇∇∇∇R (2 terms), (ii) tensors like R∇∇R (13 terms), (iii) tensors
like ∇R∇R (11 terms), (iv) tensors of the form RRR (16 terms) and finally (v) tensors
which are of the form gµν × (contractions) (16 terms). These tensors (which have not yet
been symmetrized) can be found in a paper by Fulling et al. [103]. So just to verify that
the three-loop beta functions must vanish for N = 1, 2 models seems very complicated
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from this point of view!
We will end this chapter by mentioning, that more recently Balog et al. [80] has pre-
sented a derivation of (3.67) to one-loop order. Following [80], let us write the worldsheet
metric as hab = e
σ(z)δab. Now let g denote collectively the set of renormalized couplings
(g, b, φ) and g0 the bare couplings and let ZR[g; σ] denote the renormalized partition
function (Z[g; σ] is the corresponding bare partition function). The starting point is the
Weyl anomaly coefficients being defined through the anomalous Ward identity:
δZR
δσ(z)
= 〈T aa(z)〉 = 〈L(β¯)〉 , (3.149)
(the meaning of the last expression is that the anomalous trace is given by the Lagrangian
L with the Weyl anomaly coefficients β¯(g) inserted instead of the background couplings,
see Eq. (3.24)) and the invariance of the bare partition function under T -duality:
Z[g; σ] = Z[g˜; σ] . (3.150)
Using an infinitesimal Weyl transformation, σ(z)→ σ(z) + λ(z), one derives
Z[g0; σ + λ] = Z[g0 + λB¯(g0); σ] , (3.151)
where B¯(g0) are the bare Weyl anomaly coefficients:
B¯(g0) =
δg0
δg
β¯(g) . (3.152)
Using T -duality of the partition function one finds 5
Z[g0; σ + λ] = Z[g˜0 + λδ¯Γ(g0); σ] , (3.153)
where
λδ¯Γ(g0) = Γ(g0 + λB¯(g0))− Γ(g0) . (3.154)
Here we first performed a Weyl transformation, then a duality transformation. Instead
performing the duality transformation before the Weyl transformation one derives
Z[g0; σ + λ] = Z[g˜0 + λB¯(g˜0); σ] . (3.155)
5The duality transformation is denoted by g˜ = Γ(g).
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Comparing (3.153) with (3.155) then results in
δ¯Γ(g0) = B¯(g˜0) , (3.156)
as λ(z) was arbitrary. Formally this result is valid to all orders in perturbation theory,
but only to one-loop order is it true that bare and renormalized Weyl coefficients agree.
Then at one-loop one finally derives that
β¯(g)
δg˜
δg
= β¯(g˜) . (3.157)
This is the same as having [T,R] = 0. It would be interesting to generalize this result
to two, or even higher loop orders. A necessary condition for this relation to be true
has also been derived in the mentioned paper. Here it is shown – at one-loop – that if
[T,R] = 0 then given a renormalization of the original theory, this will translate into a
consistent definition of renormalized couplings of the dual theory, meaning that the dual
couplings are a finite function of the original couplings. Furthermore it is demonstrated
that [T,R] = 0 at one-loop for the SU(2) WZW model and for certain models related by
Poisson-Lie T -duality. It would be interesting to study further the models with Poisson-
Lie T -duality since such models do not require an isometry of the target space for duality
to work.
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Chapter 4
String Duality
In chapters 2 and 3 we have been considering some important dualities in field theory,
and to a lesser extent, in string theory. However, it seems almost impossible to discuss
duality without saying something about the astonishing results obtained only recently
in string theory; to mention a few: the understanding of the importance of so-called
D-brane states and the connections between string theories and an eleven-dimensional
”M-theory”. Another important motivation for discussing string duality is that the S-
duality in low energy N = 2 supersymmetric Yang-Mills theory can be ”derived” from
such results. This chapter will therefore serve as a survey in which we give an intentionally
short introduction to some non-perturbative dualities in string theory.
In the first section we review some basic facts about the known perturbative super-
string theories in ten dimensions. We then turn to D-branes which are a key element in
establishing the non-perturbative connection between the various string theories. In the
following section we review how all five of these theories can be connected by considering
their strong coupling limits. In the last section we mention some important relations to
field theory dualities in four dimensions.
4.1 Perturbative String Theory
We start by describing some standard facts about superstring theory in ten dimensions.
Most important for the following discussion is the massless R-R spectrum (which is
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connected to D-branes) and the massless NS-NS spectrum (which plays a central role
in the sigma model formulation of string theory as described in Chapter 3). Useful
introductions to perturbative string theory can be found in [64, 63, 104].
It is known that there are five consistent perturbative superstring theories in ten
dimensions. Two of these theories, called the Type IIA and Type IIB theories, have
N = 2 spacetime supersymmetry. The three remaining theories have N = 1 spacetime
supersymmetry, namely the heterotic SO(32) theory, the heterotic E8 × E8 theory and
the Type I theory. The latter is a theory of open strings, while all the other theories
describe closed strings.
The two Type II theories both have 32 supersymmetries in ten dimensions. In the
Type IIA case, the supercharges are two Majorana-Weyl spinors of opposite chirality with
Q1α transforming under the 16 of SO(10) and Q
2
α the 16
′. This notation refers to the
fact that the 32-dimensional spinor representation in ten dimensions can be decomposed
as 32 = 16+ 16′. The NS-NS sector of this theory consists of a graviton Gµν , a dilaton
Φ and an antisymmetric tensor Bµν (in form-language, this is denoted B2). The R-R
sector consists of a one-form C1 and a three-form C3. This theory is non-chiral and the
supercharges have opposite chirality.
The Type IIB theory has two supercharges, or Majorana-Weyl spinors, of the same
chirality, with both Q1α and Q
2
α transforming under the 16 of SO(10). The NS-NS sector
is the same as that of the Type IIA string: it contains a graviton, a dilaton and an
antisymmetric tensor. The R-R sector consists of a zero-form C0, a two-form C2 and a
four-form C4. The four-form has self-dual field strength the meaning of which is that
F5 = dC4 = ∗F5. This theory is chiral.1
The Type I theory is obtained by gauging the worldsheet parity Ω (which interchanges
left and right movers) of the IIB superstring. That is, from the Type IIB theory one only
keeps states with Ω = +1. To obtain a consistent theory one also adds open strings.
The massless bosonic spectrum then consists of a dilaton Φ, a metric Gµν and from the
R-R sector a two-form C2. Also there are 496 gauge fields in the adjoint of SO(32). The
resulting theory has N = 1 spacetime supersymmetry.
1In this chapter, Bp will denote a p-form coming from the NS-NS sector with field strength Hp+1 =
dBp; a R-R p-form is denoted by Cp and its field strength is Fp+1 = dCp.
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Finally, the two heterotic theories have 16 supersymmetries in ten dimensions, that
is N = 1 spacetime supersymmetry. The massless bosonic fields of both theories are a
metric Gµν , a scalar dilaton Φ and a R-R two-form C2. In addition one of the theories
has 496 gauge fields in the adjoint of SO(32), the other theory in the adjoint of E8×E8.
Perturbatively, all these superstring theories have of course a sigma model formulation
as in (3.1) with ten Xµ embedding coordinates and various fermion and gauge field terms.
4.2 D-Branes
A central concept in the recent understanding of the various string dualities is that of a
D-brane (an excellent introduction can be found in the paper by Polchinski [105]).
Loosely speaking a D-brane, of spatial dimension p, can be described as a p-dimensional
hypersurface on which open strings can terminate, see fig 4.1. Topologically, the open
string worldsheet is that of a ribbon and therefore, we have to include boundary condi-
tions of the worldsheet fields at the end of the string.
These boundary conditions can be determined by the variation of the string action
(3.1) with respect to Xµ:
δS0 = − 1
2πα′
∫
Σ
d2σδXµ∂2Xµ +
1
2πα′
∫
∂Σ
d2σδXµ∂nXµ , (4.1)
with ∂n the derivative normal to the boundary. The first term vanishes by the equations
of motion and the second term gives the two possible boundary conditions (for the open
string we take 0 ≤ σ ≤ π), namely the Neumann condition
∂nX
µ|σ=0,π = 0 , (4.2)
or the Dirichlet condition
Xµ|σ=0,π = constant . (4.3)
The latter condition breaks translational invariance. It is possible to disregard one of
these conditions, say the Dirichlet boundary condition; this condition then naturally
appears after using T -duality. Using (3.12) this is easily shown. Introducing worldsheet
coordinates σ± = τ ± σ and remembering that in the directions in which T -duality is
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performed we have Xm → X ′m = XL(σ+)−XR(σ−), we find
0 = ∂nX
m = ∂+X
m − ∂−Xm
= ∂+X
′m + ∂−X
′m
= ∂τX
′m . (4.4)
This shows that Neumann boundary conditions have become Dirichlet boundary condi-
tions for the dual coordinates X ′m.
Figure 4.1: Open strings attached to a D-brane.
In the case of superstrings the bosonic field Xµ necessarily appear together with
fermionic fields ψµ. Therefore, i.e. because of worldsheet supersymmetry, the boundary
conditions forXµ should in principle be considered together with the boundary conditions
for ψµ. However we will not consider fermions here.
By definition an open string ending on a D-brane obeys the Dirichlet boundary condi-
tion in the direction transverse to the D-brane; more precisely, if we have an open string
joined to a p brane at xp+1 = . . . = x25 = 0, the boundary condition for this string is (for
a bosonic string moving in 26 dimensions):
(N) ∂nX
m = 0, m = 0, . . . , p
(D) X i = const, i = p+ 1, . . . , 25 . (4.5)
The Dirichlet condition implies that the ends of the string are confined to move on the
brane. This makes it possible to have open strings stretched between two separated
D-branes.
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A standard way to introduce D-branes is by use of T -duality (actually, it was this
way that they were originally discovered, see [60]). This is because T -duality interchanges
Neumann and Dirichlet boundary conditions. For example, in bosonic string theory, if
we start with a theory of open strings and T -dualize in the 25 − p directions, we then
obtain a Dp-brane as in Eq. (4.5) (after taking the radius of the compact dimensions to
infinity).
This also implies that T -duality connects D-branes of different dimensions. If T -
duality is performed in a direction transverse to a Dp-brane then this brane is transformed
into a D(p+1)-brane; if done in a longitudinal direction the brane is turned into a D(p−1)-
brane.
Where do such extended objects come from in string theory? Here we should remem-
ber, that the spectrum of the different string theories contains p + 1 forms Cp+1 coming
from the R-R sector. The Type IIA theory has forms with p = 0, 2, 4 and the Type IIB
with p = −1, 1, 3. Consider now the integral
µp
∫
Vp+1
Cp+1 , (4.6)
where Vp+1 is some ”surface” with p spatial dimensions. By analogy to electromagnetism,
this is a natural coupling of the p + 1 form where µp can be identified with the electric
”charge”. It is therefore tempting to conjecture that string theory contains various higher-
dimensional objects which couple electrically to the R-R fields. Actually, in an important
paper, Polchinski has identified such D-branes as BPS states which carry the R-R charges
[6] (generally, the superstring p-brane configurations can be found as solutions of the low
energy effective supergravity theories, see [106]).
There is a simple but important consequence of this identification: in ten dimensions
a (p+ 2)-form is Poincare´ dual to a (8− p)-form:
∗ (dCp+1) = ∗Fp+2 = F˜8−p = dC˜7−p , (4.7)
where Fp+2 is the field strength of Cp+1. An ”electrically” charged Dp-brane is therefore
dual to a ”magnetically” charged D(6 − p)-brane in ten dimensions which is charged
under C˜7−p. For example, a D0-brane of Type IIA theory is dual to a D6-brane and
a D3-brane of Type IIB theory is self-dual. As in the introduction, one can – using
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topological arguments alone – derive a charge quantization condition relating the electric
and the magnetic charges [105]:
µ6−pµp = 2πn , n ∈ Z . (4.8)
This relation turns out to be satisfied for n = 1 [105].
The tension of a D-brane can be calculated by a vacuum loop diagram of an open
string with each end on the same kind of D-brane. For a Dp-brane (of spatial dimension
p) one finds [105]:
τp =
2π
g(4π2α′)(p+1)/2
, (4.9)
where g = eΦ is the string coupling; the tension is normalized such that g = τF/τD1,
where τF and τD1 are the string and D1-brane tensions respectively. We therefore see
that a D-brane has the special property that its mass goes like 1/g, while a soliton mass
would vary like 1/g2. Anyhow, the result is clearly non-perturbative.
It is interesting to consider what happens when we have many D-branes. If N D-
branes coincide, there will be new massless states since the mass of the strings stretching
between the branes is proportional to its length. This gives a total of N2 states (since the
strings are oriented) which exactly agrees with the dimension of the adjoint representation
of U(N): in fact the gauge theory on the brane is a U(N) Yang-Mills theory [107]. For
N separated branes it would be a U(1)N theory.
The Lagrangian of the worldvolume theory is that of N = 1 ten-dimensional Yang-
Mills theory,
S =
1
4g2YM
∫
d10x[FµνF
µν + fermions] , (4.10)
reduced to the (p+1)-dimensional worldvolume of the p-brane. The Yang-Mills coupling
on a Dp-brane is:
g2YM =
1
(2πα′)2τp
= 2πg(4π2α′)(p−3)/2 , (4.11)
which can be derived from the fact that the gauge theory (4.10) is obtained by expanding
a Born-Infeld action to leading order, see e.g. [108].
Such D-branes are not only important in filling out duality ”multiplets”, but has also
played a central role in the problem of calculating the entropy of black holes by counting
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microstates [109, 110] and has offered a completely new approach to certain field theory
problems [111].
4.3 String Dualities in D = 10
In this section we will consider the five superstring theories and their strong coupling
limits. This will demonstrate that they are (or at least seem to be) all related as limits
of a single theory. Maybe the most important of these results is that one of the limits of
this theory is eleven-dimensional. A number of reviews on non-perturbative string theory
and M-theory can be found in Refs. [112, 113, 114].
But first we consider the most basic duality in string theory, that is, the perturbative
duality relating the Type II theories: T -duality interchanges Type IIA and Type IIB
theories (so this is not really a duality in ten dimensions, but in nine dimensions).
T -Duality of Type II Theories
It is easy to see that the Type IIA and Type IIB theories are related by T -duality [59, 60].
For example, start with the Type IIA in ten dimensions and compactify the X9 direction
on a circle of radius R. Taking the R → 0 limit is the same as taking the R → ∞ limit
in the dual coordinate (remember that R′ = α′/R under duality) with a right-moving
coordinate which is reflected as in Eq. (3.12):
X ′9R (σ
−) = −X9R(σ−) . (4.12)
In addition, the right-moving worldsheet fermion ψ9R(σ
−) must also be reflected as
ψ′9R(σ
−) = −ψ9R(σ−) . (4.13)
This follows from the worldsheet supersymmetry of the Type II theories,
δXµ = iǫ¯ψµ , δψµ = γa∂aX
µǫ . (4.14)
with anticommuting parameter ǫ and γa the Dirac matrices in two dimensions. The
transformation (4.13) changes the chirality of the right-moving Ramond state and there-
fore the Type IIA theory is mapped to the Type IIB theory and vice versa. While this
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establishes that the Type IIA and Type IIB are perturbatively equivalent in 9 dimen-
sions, one should check that the duality maps the non-perturbative objects of Type IIA
and Type IIB into each other, which of course can be done [7].
SL(2,Z) Duality of Type IIB
It has been conjectured that the Type IIB string theory is self-dual with a duality group
which is SL(2,Z) [7, 115].
The conjectured strong coupling limit of the Type IIB string theory can be motivated
by looking at its low energy action. The NS-NS fields of the Type IIB theory are a
graviton, a dilaton and an antisymmetric two-form. The R-R fields are a zero-form, a
two-form and a four-form with selfdual field strength (F5 = ∗F5).
It is not possible to write a covariant action for the selfdual four-form – the standard
action S = −1
2
∫
F ∧∗F with F = dC for F selfdual is S = −1
2
∫
F 2 = −1
2
∫
d(C ∧F ), i.e.
the integrand is a total derivative and therefore the action does not imply the equations
of motion, which are d(∗F ) = 0. The low energy IIB supergravity action does therefore
not have a term implying the F5 equation of motion, but this equation must be added as
a constraint on the solutions, see [116].
Omitting fermions, the IIB supergravity action is a sum of three terms [117] (with
R-R fields and H3 scaled by a factor of 1/
√
2κ0):
SIIB = SRR + SNSNS + SCS , (4.15)
with
SNSNS =
1
2κ210
∫
d10x
√
Ge−2Φ [R + 4∂µΦ∂
µΦ]− 1
2
∫
e−2ΦH3 ∧ ∗H3 ,
SRR = −1
2
∫
[F1 ∧ ∗F1 + F ′3 ∧ ∗F ′3 + F ′5 ∧ ∗F ′5] ,
SCS = −
√
2κ10
∫
C4 ∧H3 ∧ F3 , (4.16)
where the definitions are such that F ′3 = F3 − C0 ∧ H3 and F ′5 = F5 + C2 ∧ H3 with
Hp+1 = dBp and Fp+1 = dCp. This low-energy supergravity has an SL(2,R) symmetry
[116]. This can be demonstrated by using instead the Einstein metric G˜µν , in terms of
98
which the IIB supergravity action can be written as:
SIIB =
1
2κ210
∫
d10x
√
G˜
[
R˜− 1
2
∂µΦ∂
µΦ
]
− 1
2
∫
e−ΦH3 ∧ ∗H3
−1
2
∫ [
e2ΦF1 ∧ ∗F1 + eΦF ′3 ∧ ∗F ′3 + F ′5 ∧ ∗F ′5
]
−
√
2κ10
∫
C4 ∧H3 ∧ F3 . (4.17)
Choosing units where 2κ210 = 1 and collecting the axion and the dilaton into a complex
coupling constant according to:
τ = C0 + ie
−Φ , (4.18)
the action (4.17) can be written as
SIIB =
∫
d10x
√
G˜
[
R˜− 1
2
∂µτ¯ ∂
µτ
(Imτ)2
]
−1
2
∫ [
MijH
i
3 ∧ ∗Hj3 + F ′5 ∧ ∗F ′5 + ǫijC4 ∧H i3 ∧Hj3
]
. (4.19)
Here we have defined the matrix
Mij =
1
Imτ

 |τ |2 −Reτ
−Reτ 1

 , (4.20)
and H13 = dB2 ≡ dB12 (also H23 = dC2 ≡ dB22). Now, the SL(2,R) symmetry generated
by
Λ =

 a b
c d

 , (4.21)
(i.e. a, b, c and d are real with ad− bc = 1) is:
τ → aτ + b
cτ + d
,
Bi2 → Λi jBj2 , (4.22)
while keeping all other background fields invariant.
Note that the SL(2,R) mixes B2 with C2, that is NS-NS with R-R fields. Since this
is a low energy symmetry the question is whether this symmetry survives in the full
quantum theory. Hull and Townsend conjectured [115] that the full Type IIB theory
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is only invariant under SL(2,Z), because of the existence of solitonic objects 2. Let us
see what this symmetry group corresponds to. SL(2,Z) can be generated by the two
transformations
τ ′ = −1/τ , (4.23)
and
τ ′ = τ + 1 . (4.24)
Setting C0 to zero, the first of these transformations correspond to:
Φ → −Φ , Gµν → e−ΦGµν ,
B2 → C2 , C2 → −B2 ,
C4 → C4 . (4.25)
Since g = 〈eΦ〉 this is an S-duality that interchanges strong and weak coupling. Also, it
interchanges the NS-NS two-form that couples to the fundamental string with the R-R
two-form that couples to the D1-brane of Type IIB string theory.
Actually, the relative tensions of the D-string and the F-string is τF1/τD1 = g. Since
this is a consequence of the BPS property of the D1-brane it must be an exact expression
and can therefore be extrapolated to strong coupling without any corrections. We then see
that at weak coupling the D-string is very heavy compared to the F-string and effectively
decouples from the spectrum. What happens at strong coupling? Here the situation is
reversed, the D-string is light while the F-string is very heavy. So the natural assumption
is that in the theory at strong coupling the D-string changes role with the F-string (and
vice versa) and the string coupling is 1/g.
Likewise, the τ → τ +1 symmetry can be interpreted as a shift of the R-R zero form:
C0 → C0 + 1 . (4.26)
This keeps the field strength F1 = dC0 invariant and is just a symmetry of the perturba-
tive string theory.
2More generally, let the symmetry group of the low energy supergravity in d dimensions be denoted
by G(R). Hull and Townsend have conjectured [115] that the duality group of the full string theory is
an integer form of this group, G(Z). This group is called U -duality.
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While the D-string and F-string are interchanged under the SL(2,Z) duality it be-
comes natural to ask what happens with the other extended objects? Under the transfor-
mation (4.25) the R-R four-form is invariant so it keeps the D3-brane invariant also. The
electrically charged D-string is dual to a magnetically charged D5-brane. The 6-form C˜6
that couples to this object can be obtained by Poincare´ duality:
∗ dC2 = ∗F3 = F˜7 = dC˜6 . (4.27)
Using SL(2,Z)-duality this is transformed into a magnetic source for the NS-NS two-form.
This magnetic source is the so-called NS 5-brane. Its tension, which can be derived from
the fact that one should have τD1τD5 = τF1τNS5, is
τNS5 =
1
2π5g2α′3
, (4.28)
and therefore it is not a D-brane (which have a tension τD ∼ 1/g), but a soliton which
have a tension τNS ∼ 1/g2.
In conclusion, the conjecture is that the strong coupling limit of Type IIB theory is
again a Type IIB theory but with the D1 string playing the role of the fundamental string
and a string coupling g′ = 1/g.
Type IIA and M-Theory
The most surprising of the string theory might be the Type IIA/M-theory duality: it is
conjectured that the strong coupling limit of the Type IIA theory is not a ten-dimensional
string theory, but rather an eleven-dimensional theory [7].
It has been known for a long time that eleven-dimensional supergravity can be related
to IIA supergravity by dimensional reduction. To see how this works, we will only look
at the bosonic parts of the action. The eleven-dimensional supergravity has a three-form
potential B3; this naturally couples to a 2-brane and is Poincare´ dual to a magnetically
charged 5-brane. The bosonic part of the eleven-dimensional supergravity is [118] (with
B3 scaled by a factor of 1/
√
2κ11):
S11 =
1
2κ211
∫
d11x
√
GR−
∫ [
1
2
H4 ∧ ∗H4 + κ11
3
√
2
B3 ∧H4 ∧H4
]
. (4.29)
The dimensional reduction is performed by taking the eleventh direction x10 periodic,
x10 ∼ x10 + 2πR . (4.30)
The eleven-dimensional metric will then separate into Gµν , Gµ10 and G1010. This is a
metric, vector and scalar from the ten-dimensional point of view. In ten-dimensional
string theory we only have one scalar, the dilaton Φ, and it is therefore clear that string
coupling, which is determined by Φ, and the radius of the eleventh dimension must be
related. It is convenient to define G1010 = e
2γ . Now, decompose the eleven-dimensional
metric as
ds2 = GMNdx
MdxN = Gµνdx
µdxν + e2γ(dx10 + Aµdx
µ)2 , (4.31)
and all background field are taken to be independent of the compact direction x10. This
means that the momentum p10 is zero.
The three-form potential B3 will similarly result in a three-form in ten dimensions,
which we also call B3, and a two-form B2 coming from Bµν10. By dimensionally reducing
in this way we get for the three terms in the action (4.29) 3:
S1 =
1
2κ210
∫
d10x
√
GeγR− 1
2
∫
e3γH2 ∧ ∗H2 ,
S2 = −1
2
∫ [
e−γH3 ∧ ∗H3 + eγH ′4 ∧ ∗H ′4
]
,
S3 = −κ10√
2
∫
B2 ∧H4 ∧H4 , (4.32)
where we have defined H ′4 = H4+B1∧H3 and B1 = A1/
√
2κ10; B2,3 have been rescaled by
a factor (2πR)−1/2. The ten-dimensional gravitational coupling constant is related to the
eleven-dimensional by κ210 = κ
2
11/2πR. The bosonic fields of the ten-dimensional theory
are a metric, a scalar, two two-forms and a one-form. This coincides with the bosonic
content of the IIA theory. To see how this works in more detail rescale the metric
Gµν → e−γGµν , (4.33)
3With the metric in (4.31) the eleven-dimensional Ricci scalar becomes R(11) = R(10) − 2e−γ∇2eγ −
1
4e
2γFµνF
µν , where F = dA. This can be shown for example with the help of the formulas (A.2) in
Appendix A.
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and choose γ = 2Φ/3. Then the action consisting of the sum of the three terms in (4.32)
can be written as (note that we have already identified it with the IIA supergravity):
SIIA = SNSNS + SRR + SCS , (4.34)
where
SNSNS =
1
2κ210
∫
d10x
√
Ge−2Φ [R + 4∂µΦ∂
µΦ]− 1
2
∫
e−2ΦH3 ∧ ∗H3 ,
SRR = −1
2
∫
[F2 ∧ ∗F2 + F ′4 ∧ ∗F ′4] ,
SCS = −κ10√
2
∫
B2 ∧ F4 ∧ F4 , (4.35)
in terms of the new metric which we also denote by G (to obtain the first integral in
the NS-NS part one can use the formula (3.36) from Chapter 3). It follows that the
IIA supergravity can be obtained as a dimensional reduction of the eleven-dimensional
supergravity. It seems natural to ask what happens for the full Type IIA string theory?
This has been answered by Witten [7] and Townsend [119]. As in the Type IIB theory we
can learn important things by looking at the behaviour of the non-perturbative objects.
In the Type IIA theory the natural objects to look at are the D0-branes. These are the
objects that are electrically charged under C1. The tension of such a D0-brane is by (4.9):
τDO =
1
gα′1/2
. (4.36)
This means that at weak coupling the D0-brane is very heavy and decouples while at
strong coupling it becomes very light. Furthermore, it has been shown [120, 121] that for
n = 2 and n prime there is a bound state of n D0-branes at threshold. Assuming this to
be true for any positive integer n, we get a bound state with mass
nτDO =
n
gα′1/2
. (4.37)
This is a BPS state so this expression is exact and therefore can be used even at strong
coupling. At weak coupling, that is g → 0, these masses diverge and this is the reason
why the states are not seen in the elementary string spectrum. At strong coupling
what happens is that these states become very light and form a continuum. Could a
(perturbative) string theory have this kind of spectrum? Possibly not, since there is
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no other known string theory that has Type IIA supersymmetry in ten dimensions, but
the spectrum could originate from a Kaluza-Klein theory which has an infinite tower of
excitations. Consequently, it is natural to assume that at strong coupling, spacetime is
R10×S1 and not R10. The radius of the eleventh dimension must then be related to the
string coupling according to:
R = gα′1/2 . (4.38)
This is the wanted relation between the radius of the compact dimension and the dilaton.
And a massless particle in eleven dimensions with one unit of Kaluza-Klein momentum
is interpreted as a D0-brane in the Type IIA theory. Note that for this interpretation
to make sense, we must now include states with p10 6= 0 and not (as in the standard
dimensional reduction) only consider states with p10 = 0. This also makes it clear that
– without including the D0-branes in the description of Type IIA theory – this extra
dimension is not seen at all in perturbation theory.
It has been shown that the strong coupling limit of ten-dimensional IIA supergravity
is eleven-dimensional supergravity. The IIA supergravity is, on the other hand, the
low energy limit of Type IIA string theory. It is natural then to ask: what is eleven-
dimensional supergravity the low energy limit of? The answer (even though we do not
know it yet) has tentatively been called M-theory, where M could stand for “mystery”,
“mother”, “membrane” or “matrix” if you like. So M-theory is a hypothetical eleven-
dimensional consistent quantum theory, whose low-energy limit is eleven-dimensional
supergravity.
What is M-theory? We will not try to answer this question, but at least we can note
some basic facts. M-theory has a metric and more notably a three-form potential B3
which couples to an electrically charged 2-brane; this is called the M2-brane. The three-
form is Poincare´ dual to a 6-form potential B˜6; the corresponding magnetically charged
object is a 5-brane and is called the M5-brane. Furthermore, the theory is characterized
by one length scale, the eleven-dimensional Planck length ℓ11.
Now we have a Type IIA theory which naturally lives in ten dimensions andM-theory
which is eleven-dimensional. Compactifying M-theory on a circle and taking this circle
to be small we should obtain the Type IIA theory. This means that all perturbative and
non-perturbative objects in the Type IIA theory should be obtainable from M-theory.
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Let us see how this works out for a few interesting cases (see e.g. [122] for further
discussion).
The D2-brane in Type IIA string theory is identified with an M2-brane which is
transverse to the compact dimension; it couples to B3 which originated form the three-
form in M-theory.
The fundamental IIA string is identified with an M2-brane which is wrapped around
the compact direction. Such an object is charged under Bµν10 which in the ten-dimensional
theory was interpreted as the NS-NS two-form and therefore couples to the fundamental
string consistent with the assumption. The tension of a wrapped M2-brane is
τF1 = 2πR10τM2 =
1
2πα′
, (4.39)
because of the above-mentioned identification and using (4.38). This of course gives the
correct result.
The Type IIA theory fundamental string gives (like in the Type IIB theory) rise to
an NS 5-brane. This is interpreted as an M5-brane that is transverse to the compact
dimension. Therefore their tensions must be equal,
τNS5 = τM5 , (4.40)
with
τNS5 =
1
(2π)5g2α′3
. (4.41)
Note that its tension goes like 1/g2 as it should for a soliton.
To conclude, while the Type IIB theory is self-dual, meaning that its strongly coupled
theory is again a Type IIB theory but with other couplings, the Type IIA theory has an
eleven-dimensional theory as its strong coupling limit. In detail M-theory compactified
on a S1 is Type IIA string theory. Is there a similar result for the Type IIB theory? In
fact there is [123]. The idea is to compactify M-theory on a two-torus T2 with radii R10
and R9. Keeping R10 fixed and taking the limit R9 → ∞ gives as just stated Type IIA
theory. Because of T -duality this theory is T -dual to Type IIB theory compactified on
a circle of radius α′/R9. Then, in the limit of R10 → 0, R9 → 0 with R10/R9 fixed one
gets uncompactified Type IIB theory [112]. So the Type IIB theory can be understood
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as M-theory compactified on a ”vanishing” torus. In this picture the SL(2,Z) duality
group of the Type IIB theory comes from the SL(2,Z)-transformations of the T2 [124].
From the Type II theories we now turn to the heterotic and open string theories.
Type I/ SO(32) Heterotic Duality
The SO(32) Type I open string theory is conjecture to be dual to the heterotic SO(32)
theory [7, 125]. This again can be motivated by looking at the respective low energy
actions. The low energy supergravity is in both cases N = 1 so it is maybe not that
surprising that a certain relation can interchange the two theories.
The bosonic part of the Type I low energy action is [23]:
SI = S1 + S2 , (4.42)
where
S1 =
1
2κ210
∫
d10x
√
Ge−2Φ [R + 4∂µΦ∂
µΦ]− 1
2
∫
e−2ΦF ′3 ∧ ∗F ′3 ,
S2 = −1
4
∫
d10x
√
Ge−ΦF aµνF
aµν . (4.43)
The first term is readily constructed from the IIB supergravity action by using that only
the metric, the dilaton and the two-form C2 survives the projection onto states with
Ω = +1. The last term is just the Yang-Mills action of the SO(32) gauge field with
F = dA1 + gA
2
1, where g is the Yang-Mills coupling. The definitions are such that
F ′3 = dC2 −
κ10√
2
ω3 , (4.44)
and ω3 is the Chern-Simons form
ω3 = A
a
1 ∧ dAa1 +
2
3
gfabcAa1 ∧Ab1 ∧ Ac1 . (4.45)
The heterotic string, on the other hand, has a low energy action which is
Shet =
∫
d10x
√
Ge−2Φ
[
1
2κ210
R +
2
κ210
∂µΦ∂
µΦ− 1
4
F aµνF
aµν
]
− 1
2
∫
e−2ΦH ′3 ∧ ∗H ′3 , (4.46)
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where H ′3 is the same as the F
′
3 of the Type I string. The two actions (4.42) and (4.46)
can be mapped into each other by the transformations
GIµν → e−ΦhGhµν
ΦI → −Φh
F ′3I → H ′3h
AIµ → Ahµ . (4.47)
It seems natural to conjecture that the strong coupling limit of Type I string theory
is heterotic SO(32) theory, since the dilaton transforms as ΦI = −Φh and the string
couplings are accordingly related as gI = 1/gh.
The D1-brane of the open string theory is then identified with the fundamental string
in the heterotic theory [125]. The tension of this D-string is
τD1 =
1
2πα′gI
. (4.48)
The D-string must be dual to a magnetically charged D5-brane. In the heterotic theory
this D5-brane is identified with a solitonic NS 5-brane [126].
So, the conjecture is that the strong coupling limit of SO(32) heterotic string theory
is an open string theory – and we only miss considering the strongly coupled region of
the E8 × E8 heterotic theory.
E8 × E8 Heterotic Theory and M-theory on S1/Z2
To determine the strong coupling behaviour of the E8×E8-theory [127] one uses the fact
that this theory is connected to the SO(32) heterotic theory by T -duality [81].
To use this duality we start by compactifying the E8×E8 theory on a circle of radius
R9; including a Wilson line in this direction will break this group to SO(16)× SO(16).
What is meant by this is that we assume that the gauge field has a non-vanishing vacuum
expectation value in the compact direction. We therefore have that this is T -dual to the
SO(32) theory broken to SO(16)×SO(16) [81]. The relation between the couplings and
radii are then by (3.15):
R′9 =
α′
R9
, g′ =
g
√
α′
R9
. (4.49)
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The primed quantities are here referring to the SO(32) theory. However, from previous
comments we know that this theory is related to the Type I SO(32) theory by S-duality
with
gI =
1
g′
=
R9
g
√
α′
, (4.50)
and (because of (4.47)):
RI =
R′9
g′1/2
=
α′3/4
g1/2R
1/2
9
. (4.51)
The limit we are interested in is the decompactifying limit, R9 → ∞, with g large. It
is seen that the Type I theory will be strongly coupled in this limit, but we need to
relate the original theory to a weakly coupled theory. A T -duality in the 9-direction
relates the Type I theory to another theory which is usually called the Type I’ theory
and can be viewed as Type IIA theory compactified on an interval S1/Z2 [127]. Since
T -duality interchanges Neumann with Dirichlet boundary conditions, the open strings in
this theory must have their ends stuck on D8-branes. It therefore turns out [112] that
the compact dimension becomes an interval of length R′′9 with 8 D8-branes at each end.
Now, the M-theory interpretation of this must be that the Type I’ theory should be
identified with M-theory compactified on S1 × S1/Z2, with ”radii” R10 and R′′9 . Also,
the open strings of the Type I’ theory are M2-branes which are wrapped around the S1
and stretching between the D8-branes.
In the end, this means that the strong coupling behaviour of the E8×E8 is controlled
by M-theory compactified on an interval. The group structure E8×E8 is here identified
with the gauge fields living on the two ends of the interval – that is on the D8-branes.
The upshot is that for every perturbative string theory in ten dimensions there is a
candidate for its strong coupling limit. This is usually illustrated as in fig. 4.2, where five
of the ”cusps” represent weakly coupled string theories and one is M-theory. There are
two things to say about this picture. First of all the picture – as it comes from duality –
is conjectural. There are no ”proofs” of these duality conjectures but only a number of
consistency checks. However, so far there seems to be no inconsistencies. Secondly, it is
only certain regions of the moduli space which is covered by known theories – so there is
no fundamental definition of the theory behind all this (if it is unique).
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Figure 4.2: The moduli space of superstring theory.
M as in Matrix?
One attempt in the direction of giving a non-perturbative definition of M-theory is the
Matrix Theory conjecture by Banks, Fischler, Shenker and Susskind [8] (and is reviewed
in [128, 129]). It states that M-theory in the so-called infinite momentum frame (IMF)
is described by a supersymmetric U(N) Yang-Mills theory in 1 + 0 dimensions. In a
certain limit N can be identified with the number of D0-branes and should be taken to
infinity. The IMF is constructed as follows. Start with a state of energy E in M-theory
and consider a boost in the eleventh direction such that p10 is large compared to any
other scale in the theory. The energy is in this limit accordingly:
E =
√
p210 + p
2
⊥ +m
2 = p10 +
p2⊥ +m
2
2p10
. (4.52)
Compactifying the theory – in the x10-direction – on a circle of radius R relates it to the
Type IIA theory with
E =
N
R
+
R(p2⊥ +m
2)
2N
, (4.53)
and the first term on the right hand side is identified with the mass of N D0-brane, as
discussed earlier. The action describing the interaction of such N D0-branes is a U(N)
supersymmetric Yang-Mills theory (4.10) reduced to the worldvolume of the D0-brane
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which is one-dimensional. In this way one gets a U(N) quantum mechanics with an
action like
S =
1
4g2YM
∫
dt [2(D0X
i)2 + ([X i, Xj])2 + fermions] . (4.54)
By dimensional reduction Fij = [X
i, Xj] and F0j = D0X
j = ∂0X
j+[A0, X
j] with X i nine
N × N matrices in the adjoint of U(N). When the commutator-term in (4.54) vanish,
these matrices can be simultaneously diagonalized and the diagonal elements are then
identified with the positions of the N D0-branes.
To obtain eleven-dimensional M-theory, we must take the limit R→∞ and therefore
also N →∞.
This basically constitutes the definition of Matrix Theory. Subsequently, Matrix
Theory has been compared with ”experiment”. As an example, the scattering of two
gravitons has been computed to two-loop order (in the gauge coupling) in [130] and is
found to agree with calculations from supergravity. The same conclusion have recently
been shown to hold also in the case of three-graviton scattering [131].
It would of course be nice if this approach to M-theory could elucidate anything
interesting about four-dimensional theories. Compactification of Matrix Theory gives
gauge theories in higher dimensions (compactifying d dimensions results in a (d + 1)-
dimensional gauge theory), but for d > 3 they turn out not to be renormalizable. So
the connection to four-dimensional field theories seems problematic. As another related
problem we could mention that the large N limit of Matrix Theory is not very well
understood.
Such problems make the Matrix Theory approach to M-theory less appealing. It
might, however, be possible that further study of the relation between this approach and
the Maldacena approach – to be described below – can lead to a better understanding of
certain aspects of Matrix Theory, e.g. of the large N limit.
M as in Maldacena?
An – a priori – very different approach to M-theory is the recent Maldacena conjecture
[1] (see [132] for an extensive review and references). By studying D-brane scattering
Maldacena formulated a series of conjectures that relates Type IIB theory on Anti-de
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Sitter spaces to conformal field theories. As an example, with the geometry of N D3-
branes in Type IIB string theory, it is conjectured that Type IIB string theory on AdS5×
S5 is equivalent to N = 4 supersymmetric SU(N) Yang-Mills theory in 3+1 dimensions!
It is not obvious how a string theory in ten dimensions can be dual to a field theory in
four dimensions. But at least it is easy to see that the bosonic symmetries match: the
conformal group in four dimensions is SO(2, 4) and this is the same as the symmetry
group of AdS5 (the global bosonic symmetry groups are SO(2, 4)× SO(6)).
Subsequently, this conjecture has been made more precise [133] and in general terms
it states that M-theory compactified on AdSd+1 is dual to a conformal field theory on
the boundary Sd of this space.
If, for example, φ is a massless scalar field in AdSd+1 with boundary value φ0, then it
couples to an operator O (of conformal dimension d) in the conformal field theory such
that,
ZSUGRA(φ|∂AdS = φ0) = 〈e
∫
ddxφ0O〉CFT . (4.55)
On the left hand side the partition function is computed in AdS-space and is identified
on the right hand side with a correlator in the boundary conformal field theory.
As mentioned in the introduction, it has also been shown that this correspondence
satisfies an interesting holographic bound [9]: the bulk spacetime theory is described by
a boundary field theory which has at the most one degree of freedom per Planck area.
The AdS-space appears because in the so-called near-horizon limit the geometry of
for example N D3-branes is [1]:
ds2 = α′
[
U2
gYMN1/2
dx2‖ +
gYMN
1/2
U2
(dU2 + U2dΩ25)
]
, (4.56)
in which the first two terms can be seen as a standard metric on AdS5 (x‖ are coordinates
on the worldvolume of the D3-brane, U = r/α′ a radial coordinate, and dΩ25 is a metric
on the unit five-sphere). Here the Yang-Mills coupling is related to the string coupling
through
g = g2YM , (4.57)
and is related to the radius of the S5 according to
R√
α′
= (4πg2YMN)
1/4 . (4.58)
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For supergravity to be valid the radius R should be large (so that curvatures are small)
compared to the string scale; that is, one must have gN ≫ 1. (In this sense the conjec-
tured correspondence is a form of strong-weak coupling duality). For fixed g one should
therefore consider a limit N →∞, much as in Matrix Theory. But the interpretation of
these limits is of course very different in the two theories.
It should be noted that the Maldacena conjecture not only gives an interesting ap-
proach to studying M-theory, but also to quantum field theory. For example in certain
limits on one side of the correspondence one has supergravity compactified on AdS-space
and on the other side a quantum field theory. In this manner one can learn about strongly
coupled quantum field theory in e.g. four dimensions by studying supergravity. But also
theories with even less supersymmetry can be studied. For example, it has been shown
[134] that four-dimensional N = 0 SU(N) gauge theory has a dual formulation in terms
of M-theory on M7 × S4, where M7 is a certain seven-dimensional manifold.
This would mean that the distinction between quantum field theories and string/M-
theory might not be so fundamental after all.
4.4 Some Consequences of String Duality in D = 4
We will end this chapter by mentioning two examples where the conjectured duality
relations between ten-dimensional string theories, and recent understanding of D-brane
physics, have been connected to four-dimensional physics. The main idea here being
that if we believe that the dualities relating the different string theories and M-theory
in ten dimensions are correct, their implications in lower dimensions can be inferred by
compactification.
First we look at the field theory Montonen-Olive duality (which was mentioned in the
introduction) in four dimensions.
Montonen-Olive Duality in D = 4
Starting with the conjectured SL(2,Z) duality of Type IIB theory, one can study its
consequences in lower dimensions. The Montonen-Olive duality of D = 4 N = 4 U(n)
gauge theory can for example be derived from the duality in ten dimensions [122, 135].
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The basic idea is as follows. The Type IIB theory has D3-branes. The world volume
theory of n D3-branes in Type IIB theory is a D = 4 N = 4 U(n) gauge theory, since
reducing the N = 1 super Yang-Mills theory in ten dimensions to four dimensions gives
N = 4 supersymmetry [36]. The gauge coupling is related to the string coupling through
(4.11), or
g2YM = 2πg , (4.59)
where g is the string coupling and gYM the Yang-Mills gauge coupling. Now, the SL(2,Z)
symmetry of the Type IIB theory keeps the D3-brane invariant but changes the string
coupling as g → 1/g, the last because of S-duality corresponding to the transformation
τ → −1/τ . Then
g2YM → 4π2/g2YM , (4.60)
which is the transformation of the Yang-Mills coupling under Montonen-Olive duality.
Similarly, one can derive the shift of the vacuum angle θ → θ + 2π as coming from the
shift of the axion (that is the R-R field C0) in the Type IIB theory.
Thus, if SL(2,Z)-duality of the IIB string is correct it follows that the N = 4 super-
symmetric Yang-Mills theory in four dimensions has a Montonen-Olive duality. Turning
the argument around, if we think that Montonen-Olive duality is correct something must
be right about the conjectured self-duality of the Type IIB theory.
This argument, however, is not very strong since there could be many different ways
to “derive” Montonen-Olive duality in four dimensions from string theory (see e.g. [136]
for another realization of Montonen-Olive duality).
Seiberg-Witten Duality in D = 4
Seiberg-Witten duality has been identified as a consequence of duality of Type II theories
in [137]. Introductions to the string theory construction of the N = 2 gauge theories can
be found in [138, 139].
In turning to the string theory realization of Seiberg-Witten theory, the first question
that comes to mind is the following. In the Seiberg-Witten solution, the prepotential F
(in Eq. (2.63)) is determined by the period integrals of a certain meromorphic one-form
λ (2.65) on the basic cycles of the torus, or Seiberg-Witten curve, Σ (2.64). Is there a
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concrete physical meaning of this curve?
In one construction [111] of the N = 2 theory the answer is simply that in Type IIA
theory the worldvolume of a certain five-brane is Σ ×R4 and that the N = 2 effective
field theory comes from the low energy Lagrangian of this five-brane theory.
In order to construct a four-dimensional theory one can compactify Type IIA theory
on a six-dimensional Calabi-Yau manifold X3, which should be such that we get a theory
with N = 2 supersymmetry in four dimensions. For example, compactifying Type IIA
on T6 would give a theory of N = 8 supersymmetry.
More concretely, X3 is taken to be locally of the form P
1 ×K3. Here P1 is complex
one-dimensional projective space (topologically S2) and K3 is a compact complex Ka¨hler
manifold of real dimension four with vanishing first Chern class and h1,0 = 0 [141].
However, to preserve the Calabi-Yau condition, X3 cannot be globally a product manifold.
One says that K3 is fibered over P1, where P1 is the base geometry.
In order to identify the four-dimensional N = 2 theory, one can start with the com-
pactification of Type IIA on a K3 manifold X2. The R-R three-form C3 in the Type
IIA theory gives rise to the vector multiplet Aa as C3 → Aa ∧ ωa, where ωa is a basis of
H2(X2) [136]. Charged fields are obtained by wrapping D2-branes on two-cycles S
a
2 dual
to the two-forms ωa. These become identified with theW
± massive gauge multiplets that
have masses proportional to the volume of the two-cycles S2 (wrapping four-branes on
four-cycles gives the corresponding magnetic duals).
To decouple gravity, that is to obtain a quantum field theory, these cycles must
be vanishing. This is because in the decoupling limit one should take α′ → 0, while
keeping the W± boson masses ∼ α′−1/2 finite – it therefore turns out [136] that the
local geometry becomes singular. Generally (that is for general gauge groups) the local
geometry is that of an ALE (Asymptotically Locally Euclidean) space with so-called ADE
Type singularities (see e.g. [141] for further discussion).
So the classical SU(2) Yang-Mills theory is constructed by compactifying Type IIA
string theory on P1 ×K3 with local singular geometry.
However, in the Seiberg-Witten solution, the prepotential F has also an infinite se-
ries of instanton corrections [138]. How does one determine these in the string theory
construction? One possibility is to use mirror symmetry [140] which will relate Type IIA
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on X3 to Type IIB theory compactified on its mirror X˜3 and with Ka¨hler structure and
complex structure interchanged.
The Calabi-Yau three-manifold can be characterized by Ka¨hler structure and complex
structure moduli. If Sa2 is a basis of H2(X3) and J is the Ka¨hler form
4, then ta =∫
Sa
2
J parametrizes the Ka¨hler moduli space. The complex structure moduli space is
parametrized by complex numbers zi; here, if S
i
3 is a basis of H3(X3) and Ω is the unique
three-form on X3, then zi =
∫
Si
3
Ω.
In the Type IIA theory the scalars of the vector multiplets (containing gauge fields
and gauginos) are determined by the Ka¨hler structure and those of the hyper multiplets
(containing matter fields) by the complex structure. In the Type IIB theory the situation
is reversed: the vector multiplet scalars are determined by the complex structure and the
hyper multiplets by the Ka¨hler structure.
The instanton corrections are so-called worldsheet instanton corrections – in the IIA
theory they can be understood as coming from the wrapping of the string worldsheet
on the base manifold P1. Since there is no neutral coupling between hypermultiplets
and vector multiplets in the N = 2 theory only vector multiplets are important for
determining these corrections.
So, in the Type IIB theory – where things are reversed – there are no worldsheet
instanton corrections to the vector multiplet. This implies [136] that the classical period
integrals
∫
Ω in X˜3 describe the exact vector multiplet moduli space in the N = 2 theory.
The general solution to the N = 2 theory is, therefore, given in terms of period integrals∫
Si
3
Ω on a local Calabi-Yau geometry in X˜3.
The period integrals of the meromorphic one-form λ on the Seiberg-Witten curve Σ
can then be obtained by ’integrating out’ the two extra dimensions on a certain two-cycle
S2. In this way, one can get an explicit representation of the Seiberg-Witten curve (2.64)
as determined by the local geometry of the Calabi-Yau manifold X˜3 [137].
In this representation, one can also compute the stable BPS spectrum in a rather
simple way – something which usually is quite hard from the quantum field theory point
of view.
4In local complex coordinates the Ka¨hler form is J = igij¯dz
i ∧ dz¯ j¯.
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Finally, let us mention, that there is a third representation of the N = 2 theory. This
is obtained by using a T -duality, which maps Type IIB in the neighbourhood of an A1
singularity of ALE space to Type IIA on a symmetric five-brane [139]. The worldvolume
of this five-brane is Σ × R4. Compactifying the resulting theory on Σ gives a four-
dimensional N = 2 theory which is identified with the low energy effective theory of the
Seiberg-Witten solution [111].
Having sketched how the Seiberg-Witten duality (which played an important role
in the topological field theories studied in our first chapter) in four dimensions follows
naturally from string duality in ten dimensions, we believe this is a natural place to end.
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Chapter 5
Discussion
We have studied aspects of duality in various situations: in topological field theory (as
the Seiberg-Witten duality), in field theory (as the T -duality of sigma models) and in
string theory (where duality seems to connect all five known theories in ten dimensions).
In testing dualities the topological field theory approach seems to be an important
one. Not only because topological field theories are very simple but also because one
might hope that the results that follow from using the Seiberg-Witten invariants can be
proven in an exact way.
In this thesis we have shown that by dimensionally reducing the topological field
theories corresponding to the two (dual) approaches to Donaldson theory, one obtains
theories which by construction are topological, and we have derived the corresponding
”monopole” equations in three and two dimensions [19]. While the three-dimensional
versions have been studied quite extensively in the literature, there is still a gap to be
filled in the two-dimensional case. Here one studies what are called the Hitchin equations
on a Riemann surface. The connection from duality in moduli space could in principle
be used to carry out an analysis from the point of view of the Seiberg-Witten theory. To
this end, the vanishing theorems we derived in two dimensions should be important.
Even in the original four-dimensional effective N = 2 theory do such two-dimensional
topological field theories appear to play a role. In two-dimensional Landau-Ginzburg
models, the three-point correlators can be shown to obey the so-called WDVV (Witten-
Dijkgraaf-Verlinde-Verlinde) equations. As discussed in [142], the same equations have
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been shown to hold for certain derivatives of the prepotential, which seem to indicate that
the low-energy effective theory contains a certain two-dimensional topological structure.
It is important to establish whether the two-dimensional topological field theory ob-
tained by dimensionally reducing the monopole action is in any way connected to the
WDVV equations.
Also, since everything is rather simple in two dimensions, one might speculate that
duality can be derived more directly. Here the connection to string theory is also impor-
tant; it is quite likely that string theory will provide a new understanding of the relations
between invariants of various moduli spaces. Hence, it would be interesting to study the
moduli problems from the point of view of non-perturbative string theory. This does not
seem an impossible task. It is well known that topological quantum field theories (at
least those associated with N = 4 supersymmetry) can be obtained from D-branes in
string theory [143].
One might also speculate about getting interesting topological field theory dualities
from the Maldacena conjecture [1]. According to this conjecture, a conformal field theory
in d dimensions is described by Type IIB string theory compactified on (d+1)-dimensional
Anti-de Sitter space (on the boundary of which the field theory resides). Twisting the
conformal field theory, one should obtain a d-dimensional topological field theory which is
dual to a certain string theory in d+1 dimensions! Could this be important for studying
the topology of four-manifolds? 1
We then studied some restrictions imposed by T -duality in two-dimensional sigma
models. The key result here is the relation, put forward by the author and P. Haagensen,
that at any order in sigma model perturbation theory the RG flow (as denoted by the
operator R) commute with T -duality: [T,R] = 0 [72]. This has been verified to leading
order in α′ – for bosonic, supersymmetric and heterotic sigma models [72, 73, 74]. The
validity has also been demonstrated to second order in α′ for bosonic models with a purely
metric background [72]. It seems natural to generalize this latter result to the case of
torsionful backgrounds even though there here is the further complication of scheme
1As a variant of the AdS/CFT correspondence, Gopakumar and Vafa have suggested recently [144]
that SU(N) Chern Simons theory on S3 is dual to a certain topological string theory (described by the
A-model topological sigma model mentioned in Chapter 2).
118
dependence.
Also, starting with [T,R] = 0, we have been able to essentially compute the one-loop
beta functions in these models, and the two-loop functions in the case of bosonic and
supersymmetric models with purely metric backgrounds [74].
Recently Balog et al. [80] have presented a derivation of [T,R] = 0 at one-loop order,
which explains (at least to one-loop order) why we have found the consistency conditions
studied in Chapter 3 being exactly satisfied for the Weyl anomaly coefficients. This
work naturally calls for a generalization to higher-loop orders. In this way one should
be able to address the question of corrections to duality at two-loop order including the
antisymmetric tensor background [83].
It has also turned out that a requirement such as [T,R] = 0, with T some duality
symmetry, not only provides constraints on RG flow in sigma models but also in models
with S-duality and statistical systems [76, 78]. But in these cases it needs to be identified
what principles are needed to ask for commutativity between RG flow and dualities in
the first place. In this context, we also propose to study further such relations between
duality and RG flow for the open string sigma models, here with the ingredient of D-
branes added.
Finally, we have tried to give an outline of the present status of string theory duality
in ten dimensions. Here it has turned out that all ten-dimensional theories are connected
in a manner such that the strong coupling limit of any of these five theories has a cor-
responding naturally weakly coupled theory (many similar results have been obtained in
lower dimensions as is apparent from [7] and its citations). Most surprising is the Type
IIA theory where one gets an eleven-dimensional theory, called M-theory (note that all
other theories can be obtained as certain limits of M-theory). While we do not know the
correct way to formulate M-theory or what the relevant degrees of freedom are, we do
know that in superstring theory D-branes play a central role in describing the dynamics at
strong coupling. Hence, they seem to be important in finding the right way to formulate
string/M-theory. As such they have played an important role both in the formulation of
the Matrix Theory conjecture and in the more recent Maldacena conjecture. And in the
latter case there is even the added bonus that one can make certain predictions about
quantum field theories at strong coupling.
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Let us conclude by saying that duality still has not fully answered the more funda-
mental questions such as: ”what is field theory?”, ”what is string theory?” or ”what is
M-theory?”. But at least we seem to be on the way.
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Appendix A
Kaluza-Klein Reduction
We write a generic background metric gµν as in (3.84) , and the components of the anti-
symmetric background tensor bµν as b0i ≡ wi and bij . In this notation, barred quantities
refer to the metric g¯ij.
• Inverse metric: g00 = 1/a + vivi, g0i = −vi, gij = g¯ij. On decomposed tensors,
indices i, j, . . . are raised and lowered with the metric g¯ij and its inverse. With the
metric decomposition (3.84) we also have det g = a det g¯.
• Connection coefficients:
Γ000 =
a
2
viai , Γ
0
i0 =
a
2
[
ai
a
+ vjajvi + v
jFji
]
,
Γi00 = −
a
2
ai , Γi0j = −
a
2
[
F ij + a
ivj
]
,
Γ0ij = −Γ¯kijvk +
1
2
(∂ivj + ∂jvi + aivj + ajvi)− a
2
vk [vjFik + viFjk − akvivj] ,
Γijk = Γ¯
i
jk +
a
2
[
vjF
i
k + vkF
i
j − aivjvk
]
, (A.1)
where ai=∂i ln a , Fij=∂ivj − ∂jvi.
• Ricci tensor:
R00 = −a
2
[
∇¯iai + 1
2
aia
i − a
2
FijF
ij
]
,
R0i = viR00 +
3a
4
ajFij +
a
2
∇¯jFij ,
Rij = R¯ij + viR0j + vjR0i − vivjR00 − 1
2
∇¯iaj − 1
4
aiaj − a
2
FikF
k
j . (A.2)
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• Riemann tensor:
Ri0k0 = −a
2
(
1
2
aiak + ∇¯iak + a
2
F li Flk
)
,
Rijk0 = vjRi0k0 − viRj0k0 − a
2
∇¯kFij − a
2
(
akFij +
1
2
ajFik − 1
2
aiFjk
)
,
Rijkm = R¯ijkm +Rijk0vm +Rjim0vk +Rmkj0vi +Rkmi0vj ,
−Rm0j0vivk +Rk0j0vivm − Rk0i0vjvm +Rm0i0vjvk ,
−a
4
(FimFkj + FkiFmj + 2FjiFmk) . (A.3)
• Torsion:
H0ij = −∂iwj + ∂jwi ≡ −Gij ,
Hijk = ∂ibjk + ∂jbki + ∂kbij , (A.4)
and all other components vanish. For the one-loop beta function the following
quantities are needed:
H0µνH
µν
0 = GijG
ij ,
H0µνH
µν
i = −2GijGjkvk −HijkGjk ,
HiµνH
µν
j = 2
(
1
a
+ vmv
m
)
G ki Gjk − 2vkvmGikGjm + 2Hkm(iG kj) vm
+HikmH
km
j , (A.5)
and
∇µHµ0i = ∇¯jGji − aGijF jkvk +
1
2
Gija
j − a
2
F jk (Hijk + viGjk) ,
∇µHµij = ∇¯k (Hkij + vkGij)−
1
2
[
G ki ∇¯(k vj) −G kj ∇¯(k vi)
]
− a
2
v[iHj]kmF
km
+v[iGj]k
(
ak − aF kmvm
)
+
1
2
akHkij +
1
2
vma
mGij − 1
2
F k[i Gj]k , (A.6)
where [ij] = ij − ji and (ij) = ij + ji.
• Dilaton terms:
∇0∂0φ = a
2
ai∂iφ ,
∇0∂iφ = a
2
(
F ji + a
jvi
)
∂jφ ,
∇i∂jφ = ∇¯i∂jφ− a
2
(
viF
k
j + vjF
k
i − akvivj
)
∂kφ . (A.7)
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• Tangent space geometrical tensors:
When referred to the tangent space, the Ricci tensor becomes
R0ˆ0ˆ = −
1
2
[
∇¯iai + 1
2
aia
i − a
2
FijF
ij
]
,
R0ˆα = e¯
i
α
[
3
√
a
4
ajFij +
√
a
2
∇¯jFij
]
,
Rαβ = e¯
i
α e¯
j
β
[
R¯ij − 1
2
∇¯iaj − 1
4
aiaj − a
2
FikF
k
j
]
, (A.8)
where e¯ iα is the inverse vielbein for the metric g¯ij. Likewise, the Riemann tensor is
Rα0ˆβ0ˆ = −
1
2
e¯ iα e¯
j
β
(
1
2
aiaj + ∇¯iaj + a
2
F si Fsj
)
,
Rαβγ0ˆ = −
√
a
2
e¯ iα e¯
j
β e¯
k
γ
(
akFij +
1
2
ajFik − 1
2
aiFjk + ∇¯kFij
)
,
Rαβγδ = e¯
i
α e¯
j
β e¯
k
γ e¯
m
δ
(
R¯ijkm − a
4
(FimFkj + FkiFmj + 2FjiFmk)
)
. (A.9)
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Appendix B
Two-Loop Tensor Structures
The possible tensor structures which can appear at two-loop are symmetric tensors and
must scale as Ω−1 under global scalings of the background metric. A moment of thought
reveals that the structure of the terms can be only of the three following kinds: ∇·∇·R····,
R····R···· or gµν×(traces of the previous tensors). Here the · indicates a µ, ν index or a
contracted index; R···· is the Riemann tensor. The resulting tensors are:
• Tensors of the form ∇·∇·R····:
∇µ∇µR,∇2Rµν , ∇(µ∇αRα ββν) , ∇α∇(µRα ββν) , ∇α∇βRα β(µ ν) (B.1)
• Tensors of the form R····R····:
RµανβR
αβ , RµαβγR
αβγ
ν , RµγαβR
αβγ
ν , RµαβγR
γαβ
ν ,
RµγαβR
γαβ
ν , RµαR
α
ν , RµνR (B.2)
• Tensors of the form gµν×(traces):
gµν∇2R, gµν∇α∇βRαβ , gµνR2, gµνRαβRαβ , gµνRαβγδRαβγδ
gµνRαβγδR
αγδβ (B.3)
Here we have reduced from a larger set by using the known symmetries of the Riemann
tensor. As described in the main text only 10 of these 18 tensors are linearly independent.
To show linear dependence between different tensors one uses the first and second Bianchi
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identities and the expression for [∇,∇] acting on tensors. The first Bianchi identity
determines for example that
RµαβγR
αβγ
ν = −RµαβγR γαβν − RµγαβR αβγν , (B.4)
while the second Bianchi identity implies that
gµν∇α∇βRαβ = 1
2
gµν∇2R . (B.5)
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