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THE AG-INVARIANT FOR (m+ 2)-ANGULATIONS
LUCAS DAVID-ROESLER
Abstract. In this paper, we study gentle algebras that come from (m + 2)-
angulations of unpunctured Riemann surfaces with boundary and marked
points. We focus on calculating a derived invariant introduced by Avella-
Alaminos and Geiss, generalizing previous work done when m = 1. In par-
ticular, we provide a method for calculating this invariant based on the the
configuration of the arcs in the (m + 2)-angulation, the marked points, and
the boundary components.
1. Introduction
The derived equivalence classes of m-cluster-tilted algebras of type A were de-
termined in [15] using the cycles with full relations in the bound quiver (Q, I) as
an invariant. Recently, in [10], the Hochschild cohomology and an invariant of
Avella-Alaminos and Geiss [4], the AG-invariant, were used to describe all con-
nected algebras derived equivalent to a connected component of an m-cluster-tilted
algebra of type A. Given an algebra Λ, both [10, 15] make use of a normal form
Nr,s associated to the bound quiver (Q, I) of Λ. In particular, [10] calculates the
AG-invariant of Λ using the normal form quiver Nr,s. This method generalizes the
method for calculating the AG-invariant for the iterated tilted algebras of type A
given in [12]. We will make use of the description of m-cluster-tilted algebra as
arising from the (m+ 2)-angulation of an (n+ 1)m+ 2-gon (P,M, T ).
To state the main theorem we need to define certain sets. Call M the set of
marked points, one for each vertex of the polygon P . The set T is the collection
of diagonals in the (m+ 2)-angulation. We identify are particular subset MT if M
consisting of those marked points incident to at least one diagonal in T . Denote by
B the set of boundary segments b which are demarcated by the elements in MT .
Finally, set
(a, b)∗ = f(x, y) =
{
1 (x, y) = (a, b),
0 otherwise.
Theorem. Let Λ be a connected algebra associated to the (m + 2)-angulation
(P,M, T ). The AG-invariant of Λ is the function (a, b)∗ + t(0,m+ 2)∗ where
a = #MT , and b =
∑
B
(m− w(bi))
with w(bi) = #(bi ∩ M \ MT ) and t is the number of internal (m + 2)-gons in
(P,M, T ).
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2 LUCAS DAVID-ROESLER
When m = 1, this calculation recovers Theorem 4.6 from [12]. Additionally, in
[12] a class of algebras called surface algebras is introduced via a process called ad-
missible cutting of the surface. When the surface is a disc (that is, when we consider
a triangulation of a polygon) this construction produces the iterated tilted algebras
of type A with global dimension 2. We will show how to realize these algebras as
m-cluster-tilted algebras of type A. This realization agrees with Corollary 6.6 in
[10].
After considering the disc the next step is to consider those surfaces with multiple
boundary components. When considering triangulations, the immediate benefit is
that cluster-tilted algebras of affine type A˜ arise as triangulations of the annulus.
In [12], the calculation of the AG-invariant is done for any surface with any number
of boundary components. Similarly, we extend the main theorem to those surfaces
with more than one boundary component. This work also shows how to deal with
(m+ 2)-angulations that are are not connected.
To calculate the AG-invariant for arbitrary (m + 2)-angulations (P,M, T ), we
introduce the concept of boundary bridges in section 5. We then define a new
(m+ 2)-angulation (P˜ , M˜ , T˜ ) by removing these boundary bridges. This operation
does not disturb the arcs in T , so (QT˜ , IT˜ ) = (QT , IT ). Using this new surface we
can calculate the AG-invariant as before.
Theorem. Let (P,M, T ) be any (m+ 2)-angulation and Λ the corresponding alge-
bra. The AG-invariant of Λ is given by
t(0,m+ 2)∗ +
∑
i
(ai, bi)
∗
where t is number of internal (m + 2)-gons in (P,M, T ), i indexes the boundary
components of P˜ , and
ai = #M˜
i
T , and bi =
∑
bj∈B˜i
(m− w(bj)).
In this theorem M˜ iT and Bi are defined as before but restricted to the ith bound-
ary component. Note that if there are no boundary bridges in (P,M, T ), then we
set (P˜ , M˜ , T˜ ) = (P,M, T ).
2. Preliminaries
2.1. Gentle algebras. Let k be an algebraically closed field. Recall from [3] that a
finite-dimensional algebra Λ is gentle if it admits a presentation Λ = kQ/I satisfying
the following conditions:
(G1) At each point of Q there starts at most two arrows and stops at most two
arrows.
(G2) The ideal I is generated by paths of length 2.
(G3) For each arrow β there is at most one arrow α and at most one arrow γ
such that αβ ∈ I and βγ ∈ I.
(G4) For each arrow β there is at most one arrow α and at most one arrow γ
such that αβ 6∈ I and βγ 6∈ I.
An algebra Λ = kQ/I where I is generated by paths and (Q, I) satisfies the
two conditions (G1) and (G4) is called a string algebra (see [11]), thus every gentle
algebra is a string algebra.
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2.2. The AG-invariant. We recall from [4] the definition of the derived invariant
of Avella-Alaminos and Geiss. From this point on called the AG-invariant. Let Λ be
a gentle k-algebra with bound quiver (Q, I), Q = (Q0, Q1, s, t) where s, t : Q1 → Q0
are the source and target functions on the arrows.
Definition 1. A permitted path of Λ is a path H = α1α2 · · ·αn in Q which is
not in I. We say a permitted path is a non-trivial permitted thread of Λ if for all
arrows β ∈ Q1, neither βH nor Hβ is a permitted path. These are the ‘maximal’
permitted paths of Λ. Dual to this, we define the forbidden paths of Λ to be a
sequence F = α1α2 · · ·αn in Q such that αi 6= αj unless i = j, and αiαi+1 ∈ I,
for i = 1, . . . , n− 1. A forbidden path F is a non-trivial forbidden thread if for all
β ∈ Q1, neither βF or Fβ is a forbidden path. We also require trivial permitted and
trivial forbidden threads. Let x ∈ Q0 such that there is at most one arrow starting
at x and at most one arrow ending at x. Then the constant path ex is a trivial
permitted thread if when there are arrows β, γ ∈ Q1 such that s(γ) = x = t(β),
then βγ 6∈ I. Similarly, ex is a trivial forbidden thread if when there are arrows
β, γ ∈ Q1 such that s(γ) = x = t(β), then βγ ∈ I.
LetH denote the set of all permitted threads and F denote the set of all forbidden
threads.
Notice that each arrow inQ1 is both a permitted and a forbidden path. Moreover,
the constant path at each sink and at each source will simultaneously satisfy the
definition for a permitted and a forbidden thread because there are no paths going
through x.
We fix a choice of functions σ, ε : Q1 → {−1, 1} characterized by the following
conditions.
(1) If α1 6= α2 are arrows with s(α1) = s(α2), then σ(α1) = −σ(α2).
(2) If α1 6= α2 are arrows with t(α1) = t(α2), then ε(α1) = −ε(α2).
(3) If α, β are arrows with s(β) = t(α) and αβ 6∈ I, then σ(β) = −ε(α).
Note that the functions need not be unique. Given a pair σ and ε, we can define
another pair σ′ := −1σ and ε′ := −1ε.
These functions naturally extend to paths in Q. Let Π = α1α2 · · ·αn−1αn be a
path. Then σ(Π) = σ(α1) and ε(Π) = ε(αn). We can also extend these functions
to trivial threads. Let x, y be vertices in Q0, hx the trivial permitted thread at x,
and py the trivial forbidden thread at y. Then we set
σ(hx) = −ε(hx) = −σ(α), if s(α) = x, or
σ(hx) = −ε(hx) = −ε(β), if t(β) = x
and
σ(py) = ε(py) = −σ(γ), if s(γ) = y, or
σ(py) = ε(py) = −ε(δ), if t(δ) = y,
where α, β, γ, δ ∈ Q1. Recall that these arrows are unique if they exist.
Definition 2. The AG-invariant AG(Λ) is defined to be a function depending on
the ordered pairs generated by the following algorithm.
(1) (a) Begin with a permitted thread of Λ, call it H0.
(b) To Hi we associate Fi, the forbidden thread which ends at t(Hi) and
such that ε(Hi) = −ε(Fi). Define ϕ(Hi) := Fi.
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(c) To Fi we associate Hi+1, the permitted thread which starts at s(Fi)
and such that σ(Fi) = −σ(Hi+1). Define ψ(Fi) := Hi+1.
(d) Stop whenHn = H0 for some natural number n. Definem =
∑n
i=1 `(Fi),
where `(C) is the length (number of arrows) of a path C. In this way
we obtain the pair (n,m).
(2) Repeat (1) until all permitted threads of A have occurred.
(3) For each oriented cycle in which each pair of consecutive arrows form a
relation, we associate the ordered pair (0, n), where n is the length of the
cycle.
We define AG(Λ): N2 → N where AG(Λ)(n,m) is the number of times the ordered
pair (n,m) is formed by the above algorithm.
Example 3. Let (Q, I) be the following quiver:
1 2
4
3 5
α1
α2
α3 α5
α4
where I = 〈α3α5, α4α2〉. Then the permitted threads are
H = {α2α1α3α4, α5, e1, e3, e5}
and the forbidden threads are
F = {α4α2, α3α5, α1, e2, e5}.
Notice that e5 is both a permitted and forbidden trivial thread. When necessary,
we will use the notation hx and px to distinguish when we consider ex a permitted
or forbidden thread respectively.
We can define the functions σ and ε such that on the threads of (Q, I) we have:
H σ ε
α1 1 −1
α2 1 −1
α3 1 1
α4 −1 −1
α5 1 1
H σ ε
α2α1α3α4 1 1
α5 1 1
h5 1 −1
h1 −1 1
h3 −1 1
F σ ε
α4α2 −1 −1
α3α5 1 1
α1 1 −1
p2 −1 −1
p5 −1 −1
Then the calculation of the AG-invariant is given in the following tables:
Hi Fi
0 h5 α3α5
1 h3 α1
2 h1 α4α2
3 α5 p5
4 h5
(4, 5)
Hi Fi
0 α2α1α3α4 p2
1 α2α1α3α4
(1, 0)
In this case we have
AG(Λ)(n,m) = (1, 0)∗ + (4, 5)∗ =
{
1; if (n,m) = (1, 0) or (4, 5),
0; otherwise.
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The algorithm defining AG(Λ) can be thought of as dictating a walk in the
quiver Q, where we move forward on permitted threads and backward on forbidden
threads, see [4].
Remark 4. Note that the steps (1b) and (1c) of this algorithm give two different
bijections ϕ and ψ between the set of permitted threads H and the set of forbidden
threads which do not start and end in the same vertex. We will often refer to
the permitted (respectively forbidden) thread “corresponding” to a given forbidden
(respectively permitted) thread. This correspondence is referring to the bijection
ϕ (respectively ψ).
2.3. m-cluster-tilted algebras. Cluster categories were introduced in [8]. Quickly
after, the notion of cluster-tilted algebras were introduced and studied in [1, 2, 6,
7] to name only a few. This construction was then generalized to m-cluster cat-
egories and m-cluster-titled algebras in [16, 14, 13] among others. Roughly, the
m-cluster category is defined as the orbit category Db(mod kQ)/〈τ−1[m]〉 where Q
is an acyclic quiver. The m-cluster-tilted algebras are then defined as the endomor-
phism algebras of tilting objects in this category. For a complete description of this
development we recommend [13, 16]. We focus on the combinatorial description
of m-cluster categories and the corresponding m-cluster-tilted algebras given via
(m + 2)-angulations which has been studied in [5, 9, 15], we will generally adapt
the definitions found in [15].
Let P be a disc with boundary and M be a finite set contained in ∂P . Note that
(P,M) is equivalent to a polygon with #M edges. It is common to simply take
a polygon, but we prefer the generality of the language of a surface with marked
points.
Definition 5. An m-allowable diagonal in (P,M) is a chord joining two non-
adjacent points in M such that (P,M) is divided into two smaller polygons P1 and
P2 which can themselves be divided into (m+ 2)-gons by non-crossing chords.
Definition 6. The collection (P,M, T ) is called an (m + 2)-angulation of (P,M)
if T is a maximal collection of m-allowable diagonals. We denote a (m+ 2)-gon in
(P,M, T ) by 4.
In [15], it is a simple lemma that (P,M) can be divided into an (m+2)-angulation
if and only if #M ≡ 2 modm.
Definition 7. To a (m+ 2)-angulation (P,M, T ) we associate a quiver with rela-
tions (QT , IT ). The vertices of QT are in bijection with the elements of T . For any
two vertices x and y in QT we have an arrow x→ y if and only if:
(1) the corresponding m-allowable diagonals τx and τy share a vertex in (P,M),
(2) τx and τy are edges of the same (m+ 2)-gon 4 in the (P,M, T ),
(3) τy follows τx in the counter-clockwise direction (as you walk around the
boundary of 4).
Example 8. The quiver associated to the (m+ 2)-angulation given in Figure 1 is
1
α1−−−−→ 2 α2−−−−→ 3 α3←−−−− 4 α4←−−−− 5 α5−−−−→ 6 α6−−−−→ 7
with IT = 〈α1α2, α5α6〉.
In much of the literature, people choose either the counter-clockwise orientation
or the clockwise orientation. The choice does not affect the final results of the
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τ1
τ2
τ3
τ4
τ5
τ6
τ7
b1
b2
b3
b4
b5 b6
b7
b8
Figure 1. The white points indicate elements of MT . The bound-
ary segments have weights w(b1) = w(b2) = w(b5) = w(b6) = 2,
w(b3) = w(b4) = 1, and w(b7) = w(b8) = 0.
theory but should be carefully noted when doing calculations, choosing to use the
clockwise orientation will produce QopT . Some of the lemmas in the following section
will depend on this choice of direction but can easily be restated in the clockwise
direction.
3. Calculating the AG-invariant
Definition 9. Let Λ be the m-cluster-tilted algebra associated to the (m + 2)-
angulation (P,M, T ). Let
MT := {p ∈M : p is incident to T},
and
B = {b1, . . . , br}
be the pieces of the boundary component such that the endpoints of bi are in MT
and each bi does not contain any other points of MT . Further, let w(bi) be the
number of marked points on bi not contained in MT . That is
w(bi) = #((M ∩ bi) \MT ).
Example 10. In Figure 1 the set MT is given by the white marked points.
Lemma 11. Let Λ be the algebra associated to the (m + 2)-angulation (P,M, T ).
The permitted threads of Λ are in bijection with MT
Proof. This follows from the definition of QT . By construction, the arrows of QT
are given by the angles of the (m+2)-gons in (P,M, T ), further arrows α and β are
composable if and only if the angles defining α and β are incident to each other at
the same marked point. It follows that to any permitted thread we can associate a
marked point in MT . Conversely, given a marked point in p ∈MT , we can associate
a sequence of arrows H defined by the angles incident to p. This sequence must
define a permitted thread, since any other arrows that we may consider to compose
with H must come from angles not incident to p. Hence the composition is zero by
the definition of IT . Notice that the trivial forbidden threads are given by marked
points incident to a unique edge in T . 
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Example 12. Applying Lemma 11 to Figure 1 and using the labels on the corre-
sponding quiver given in Example 8 we get the following list of permitted threads
written in counter-clockwise order based on the corresponding marked point:
α4α3, e1, α1, α2, e4, α5, α6, e7.
Lemma 13. Let Λ be the algebra associated to the connected (m + 2)-angulation
(P,M, T ). The forbidden threads of Λ are in bijection with B. Further, if F ∈ F
is associated to bi ∈ B, then `(F ) = m− w(bi).
Proof. This proof is similar to the proof of Lemma 11. By the definition of IT ,
the composition αβ ∈ IT if and only if α and β are defined by neighboring angles
of the same (m + 2)-gon. Hence, the forbidden threads can be identified with the
(m + 2)-gons of (P,M, T ). Additionally, by assumption the (m + 2)-angulation is
connected, hence each non-internal (m+ 2)-gon contains exactly one segment from
B, giving us the identification with elements of B. We do not include the interior
(m+ 2)-gons because these, by definition, give rise to an oriented cycle of relations,
hence there is no terminal arrow to define the thread.
Similarly, it is clear from the definition of IT that, given an (m + 2)-gon 4
bounded by some b, the composition of the arrows defined in 4 defines a forbidden
thread.
Note that this correspondence also holds for trivial forbidden threads, these
threads correspond to (m + 2)-gons which contain exactly two points from MT .
Such a (m + 2)-gon contains a single edge of T , say τi, which corresponds to a
source, a sink, or the intermediate vertex of a relation in IT . In each of these cases
ei is a trivial forbidden thread.
Let F be a forbidden thread, 4 the corresponding (m + 2)-gon, and b the cor-
responding edge from B. From the first paragraph, we immediately see that `(F )
is the number of angles in 4 constructed from edges in T . We wish to count these
angles. There are (m + 2) total angles in 4 coming in three types: `(F ) many
angles completely constructed by T , w(b) many completely constructed by b, and
the two angles where T and b meet. Hence, we have m+ 2 = `(F ) + w(b) + 2 and
we immediately see `(F ) = m− w(b), as desired. 
Recall from Remark 4, the steps (1b) and (1c) of the AG algorithm give two
different bijections ϕ and ψ between the set of permitted threads H and the set of
forbidden threads which do not start and end in the same vertex. Throughout the
proofs of the following lemmas we will use p ∈MT and b ∈ B to both represent the
elements of each respective set but also the corresponding permitted or forbidden
thread in (QT , IT ).
Lemma 14. Let p ∈MT and let p also denote the corresponding permitted thread,
then the forbidden thread ϕ(p) is given by the edge b ∈ B incident to and following
p in the counter-clockwise direction.
Proof. The sequence of edges incident to p can end in two ways: (1) bounding an
(m + 2)-gon 4 incident to exactly two points of MT or (2) bounding 4 which is
incident to more than two points of of MT . In both cases, 4 contains a boundary
segment from B, let b be this segment. In the first case, the boundary segment b
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corresponds to a trivial forbidden thread, we have one of the following figures:
p
b
b′
or
p
b
or
p
b
corresponding to a sink, source or neither in QT . In the first figure there are two
forbidden threads b and b′ ending at t(p). By the definition of ε we must have
ε(b′) = ε(p) because b corresponds to the final arrow of p. Similarly, ε(b) = −ε(p),
hence ϕ(p) = b. In the last two cases the only possible forbidden thread ending at
t(p) is b. It is a simple check that b must satisfy the compatibility condition on ε
used in step 1(b) defining the AG-invariant. It follows that ϕ(p) = b.
If the ending (m+ 2)-gon 4 is of type (2), that is, if 4 contains more that two
points of MT , then there is a unique choice for the forbidden thread ϕ(p). We have
the following figure
τx
τy
τ˜
p
b
4
or
τx
τy
τ˜
p
b
4
where we τ˜ the other required edges of 4. We allow that τ˜ does not exist, so
w(b) = m− 1. If p is a trivial thread, then the only forbidden thread ending at τx
is b and it follows immediately that ε(p) = −ε(b) as required. On the other hand if
p is not trivial, then the final arrow α of the thread p is also a forbidden thread (of
length 1). Let β denote the final arrow of b, which is formed by the angle between
τy and τx. From the definition of ε, we must have ε(p) = ε(α) = −ε(β) = −ε(β),
as desired. Hence ϕ(p) = b. 
Lemma 15. Let b ∈ B and let b also denote the corresponding forbidden thread,
then the permitted thread ψ(b) is the marked point p ∈MT incident to and following
b in the counter-clockwise direction.
Proof. Let p be as in the statement, further let τ be the edge incident to p and
bounding the (m+ 2)-gon containing b.
As in the previous lemma, we consider two cases. First assume that w(b) = m,
so that b is a trivial forbidden thread, call the corresponding vertex corresponds
to τ . This has two sub-cases. If τ is not the source of any arrows, then p is
the trivial permitted thread at τ and the definition of σ immediately implies that
σ(b) = −σ(p), hence ψ(b) = p. The second sub-case, if x is the source of an arrow,
this arrow must be unique and formed by an angle incident to p. Call this arrow
α, we must have σ(p) = σ(α) = −σ(b).
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τ
pb
τ
pb
τ
pb
Figure 2. Possible configurations for τ in Lemma 15.
Now assume that w(b) < m, so b is a non-trivial forbidden thread. Let β
denote the initial arrow of this thread, note that s(β) = τ . In this case, p may
represent either a trivial or a non-trivial permitted thread. In both cases, we have
σ(b) = σ(β) = −σ(p), hence ψ(b) = p. 
Theorem 16. Let Λ be the algebra associated to the connected (m+ 2)-angulation
(P,M, T ). The AG-invariant of Λ is (a, b)∗ + t(0,m + 2)∗ where t is number of
internal (m+ 2)-gons in (P,M, T ) and
a = #MT , and b =
∑
B
(m− w(bi)).
Proof. This follows immediately from Lemma 11, 13, 14, and 15 and the definition
of the AG algorithm. 
4. Surface algebras as m-cluster-tilted
For brevity we omit the definition of surface algebras given in [12], hence, we
will not discuss the concept of admissible cuts, instead, we define surface algebras
as algebras arising from particular partial triangulations of surfaces. Further, we
will focus on the case when the surface is a disc. The resulting algebra is iterated
tilted of type An with global dimension at most 2. The definition we give could
easily be extended to other type, but it will not be needed.
Definition 17. Let (P,M) be a disc with marked points in the boundary. Fix a
partial triangulation T such that the non-triangular components are squares con-
taining exactly one edge in the boundary. As for (m + 2)-angulations, we define
the bound quiver (QT , IT ) where (QT )0 is indexed by the edges in T and there is
an arrow α : i → j if τi and τj form an angle in a triangle (or square) in T and j
follows i in the counter-clockwise direction. As before, we say the arrow α lives in
the triangle (resp. square) that τi and τj bound. We can then define the ideal IT
by setting αβ ∈ IT if α and β live in the same square.
Example 18. The quiver associated to the partial triangulation given in Figure 3
is
1
α1←−−−− 2 α2−−−−→ 3 α3−−−−→ 4
with IT = 〈α2α3〉.
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τ1
τ2
τ3τ4
Figure 3. A partial triangulation of the disc.
Given an iterated tilted algebra Λ of type A defined via a partial triangulation,
we will show that Λ is m-cluster-tilted for any m > 1 by realizing it as an (m+ 2)-
angulation of the disc. Further, the calculation of the AG-invariant independent of
the choice of m.
Let (P,M, T ) be the partial triangulation of Λ and define the sets MT and B
as in section 3. For m > 1, we construct a (m + 2)-angulation from (P,M, T ) as
follows. To each edge b ∈ B we add the following number of marked points
(1)
{
m− 2 if b bounds a square,
m− 1 otherwise.
let M ′ be the new marked points, we define an (m+ 2)-angulation (P,M ∪M ′, T )
where (P,M, T ) is the original partial triangulation. Because we are not creating
any new edges or angles, the quiver of (P,M ∪M ′, T ) is exactly the quiver QT
associated to (P,M, T ). Notice that the total number of points for each component
polygon of T will be 4+m−2 = m+2 or 3+m−1 = m+2, hence this process does
indeed produce an (m+ 2)-angulation. Further, by the construction of (QT , IT ), it
immediately follows from the definition given in [15] that Λ is m-cluster-tilted of
type An.
We note that recent work in [13] has shown how to construct m-cluster-tilted
algebras from iterated tilted algebras with global dimension at most m + 1 via
relation extensions, extending work that was done for m = 1 in [2]. The realization
we have constructed above will only create m-cluster-tilted algebras with global
dimension at most 2. It should also be remarked the that above construction
verifies a special case of Corollary 6.6(b) in [10]. We formalize the above discussion
in the following theorem.
Theorem 19. The iterated tilted algebras of type A with global dimension at most
2 are m-cluster-tilted algebras for m > 1.
Example 20. In Example 18 we associated the following quiver to the partial
triangulation given in Figure 3
1
α1←−−−− 2 α2−−−−→ 3 α3−−−−→ 4
with IT = 〈α2α3〉. This quiver also corresponds to the 3 + 2-angulation given in
Figure 4 which is constructed using equation (1).
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τ1
τ2
τ3τ4
Figure 4. The m = 3 version of Figure 3. The new marked points
determined by equation (1) are white.
5. Other surfaces
We begin with an example to demonstrate that the above work can not directly
generalize to other surfaces. In the previous sections we have restricted our work to
P a disc, we now consider the annulus. When m = 1, triangulations of the annulus
correspond to cluster-tilted algebras of affine Dynkin type A˜, hence this is a natural
next step after type A. Consider the following 4-angulation of the annulus:
τ2
τ3
τ1
b1
b2
We hope that this would correspond to 2-cluster tilted algebra of type A˜. If we
use same rule as given in Defintion 7, then the corresponding quiver with relations
(QT , IT ) is
1
α−−−→ 2 β−−−→ 3
with IT = 〈αβ〉. This is an iterated tilted algebra of type A3. Further, we can
realize this quiver coming from the following (2 + 2)-angulation of the disc
Applying Theorem 16, tells us that the AG-invariant of (QT , IT ) is (4, 2)
∗. However,
in the spirit of extending Theorem 4.6 from [12], in the annulus we should apply
the main theorem to both boundary components to produce (2, 2)∗+(2, 4)∗, clearly
the incorrect function.
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Let (P,M, T ) be an (m+ 2)-angulation of an arbitrary surface P with MT and
B the sets given in Definition 9. The primary issue with the above example is that
the 4-gon bounded by τ1 and τ3 (but not τ2) contains more than one boundary
segment from B. This 4-gon encodes information about a sink and a source in
the corresponding quiver which are are forbidden threads. In Lemmas 11 and 13
we needed a clear bijection between the boundary components B and forbidden
threads, this bijection and subsequently the lemmas clearly fails in this case. Even
though there are exactly two boundary components and two threads, it is not clear
which boundary component should correspond to which thread. It is not hard to
see that, for (m+ 2)-angulations of surfaces with an arbitrary number of boundary
components, these lemmas will extend to those (m+ 2)-angulations such that each
(m + 2)-gon contains at most one element from B. In fact, it is also seen that all
of Section 3 will extend to these (m + 2)-angulations. To make this concrete, we
introduce the following definitions.
Definition 21. Let P be a surface with a non-empty boundary with any number
of boundary components, M a set of points in the boundary with at least one point
in each component, and T a collection of arcs contained in the interior of P with
endpoints in M . We say that (P,M, T ) is a (m+ 2)-angulation if it subdivides the
interior of P into (m+ 2)-gons. As in Section 3, we set
MT := {p ∈M : p is incident to T},
and
B = {b1, . . . , br}.
the pieces of the boundary such that the endpoints of bi are in MT and each bi
does not contain any other points of MT . To distinguish elements in a particular
boundary component, M iT is the set of marked points in the ith boundary compo-
nent. Similarly, let Bi be the elements of B from the ith boundary component.
The weight of a boundary segment, w(b), is defined as before (see Definition 9).
Definition 22. Let (P,M, T ) be an (m+ 2)-angulation of a surface P (which may
have more than one boundary component). We say (P,M, T ) is a non-degenerate
(m + 2)-angulation if each (m + 2)-gon in (P,M, T ) contains at most one element
of B. All other (m+ 2)-angulations are called degenerate.
Note that the non-degnerate (m+2)-angulations inherently give rise to connected
quivers. The definition of degenerate includes the (m + 2)-angulations which are
not connected.
With these definitions, Theorem 16 can immediately be extended as follows.
Theorem 23. If (P,M, T ) is a non-degenerate (m+ 2)-angulation and Λ the cor-
responding algebra, then the AG-invariant of Λ is given by
t(0,m+ 2)∗ +
∑
i>0
(ai, bi)
∗
where t is number of internal (m + 2)-gons in (P,M, T ), i indexes the boundary
components, and
ai = #M
i
T , and bi =
∑
bj∈Bi
(m− w(bj)).

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In the remainder of this section we will calculate the AG-invariant for degener-
ate (m + 2)-angulations. We will do this by a process we call bridging boundary
components. In this process we will introduce new boundary segments connecting
distinct boundary components of P . This will decrease the number of boundary
components but will be defined so that the set B is extended in such a way that
the bijection of Lemma 13 is true. In general, we are modifying the surface so that
the resulting (m+ 2)-angulation is no longer degenerate.
Definition 24. Let 4 be an (m + 2)-gon which is bounded by {b1, . . . , bs} ⊂ B
with s > 1 and {t1, . . . , tr} the boundary segments of 4 composed of arcs from T
with ti incident to bi−1 and bi+1 (indices are considered modulo r). In the example
opening this section, t1 = τ1 and t2 = τ3. We define the boundary bridge in 4 as
follows.
(1) For each segment ti, let δ
′
i and δ
′′
i be two curves on bi−1 and bi+1 respec-
tively starting at the endpoints of ti and denote by v
′
i and v
′′
i their respective
endpoints. Moreover, we choose δ′i, δ
′′
i short enough such that v
′
i and v
′′
i
are not in M and no point of M (other than the endpoints of t) lie on the
curves δ′i, δ
′′
i .
(2) Let t′i denote the arc (up to homotopy) in the interior of P connecting v
′
i
and v′′i . This results in a new polygon 4i bounded by ti, δ′i, δ′′i and t′i.
(3) Add the appropriate number of marked points to t′i so that 4′i is a (m+2)-
gon. (Recall that we are assuming that m > 1, so there is zero or more
points that need to be added, we never need to remove points.)
(4) We refer to the complement of the 4′is as the boundary bridge in 4. Note
that this includes the pieces of bi not in δ
′
i and δ
′′
i but does not include the
arcs t′.
Remark 25. Notice that this construction does not affect the set T in any way.
In particular, if τj and τk are incident before creating the boundary bridges, then
they are still incident after the bridges are constructed.
Example 26. Consider the (4 + 2)-angulation of the (genus 0) surface with 4
boundary components in Figure 5. It is not difficult to see that the corresponding
algebra this can also be realized from a non-degenerate triangulation of a disc. In
this figure, this fact is suggested by by the fact that the boundary bridges connect
all of the original boundary components. If we cut out the boundary bridges, there
will be a single boundary component. The corresponding triangulation is then
created by reducing the number or marked points until each (m+ 2)-gon becomes
a triangle. Notice that when we cut out the bridges, two of the original marked
points are removed, so this operation while preserving T , does not preserve M as
a subset of the new marked point set.
Definition 27. Let (P,M, T ) be a degenerate (m+2)-angultion. Define (P˜ , M˜ , T˜ )
to be the (m + 2)-angulation constructed by removing all boundary bridges from
(P,M, T ). For compactness of notation we use the following convention that
(P˜ , M˜ , T˜ ) = (P,M, T ) when the (m+ 2)-angulation is non-degenerate, in this case
there are no boundary bridges and hence nothing to remove.
Notice that if T is connected, then P˜ will be a connected surface. On the other
hand, if T is not connected, then removing the boundary bridges will result in a
surface which is not connected. In either case, the removal of the boundary bridges
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Figure 5. The (4 + 2)-angulation is degenerate, with two 6-gons
containing boundary bridges. The white marked points are those
added while constructing the bridges and the dark red-grey area is
the interior of the bridges.
has a significant impact on the number of boundary components and the set B. Let
B˜ denote the set of boundary segments with endpoints in M˜T , as in Definition 21.
The set B˜ consists of the segments in B plus the segments δ′it
′
iδ
′′
i minus the the bi
involved in constructing the boundary bridges. By construction of the bridges, each
4′i will contain exactly one element of B˜; further, by definition the (m + 2)-gons
of (P,M, T ) that do not contain boundary bridges are bounded by at most one
element from B which is not affected in the construction of P˜ , so are bounded by
at most one element from B˜. As a result we have the following lemma.
Lemma 28. The (m+ 2)-angulation (P˜ , M˜ , T˜ ) is non-degenerate.
Lemma 29. The quivers with relations (QT , IT ) and (QT˜ , IT˜ ) are equal.
Proof. This follows immediately from Remark 25. The construction of the bound-
ary bridges does not change the set T , so there is a clear bijection between T and
T˜ . It follows that the set of vertices in QT and QT˜ are the same. Similarly, the
incidence of arcs in T is not impacted by the construction of the bridges, so the set
of arrows and the set of relations is also the same. 
Theorem 30. Let (P,M, T ) be any (m + 2)-angulation and Λ the corresponding
algebra. The AG-invariant of Λ is given by
t(0,m+ 2)∗ +
∑
i
(ai, bi)
∗
where t is number of internal (m + 2)-gons in (P,M, T ), i indexes the boundary
components of P˜ , and
ai = #M˜
i
T , and bi =
∑
bj∈B˜i
(m− w(bj)).
Proof. If (P,M, T ) is non-degenerate, then this immediately reduces to Theorem 23.
On the other hand, when (P,M, T ) is degenerate, then from Lemma 29 we see
REFERENCES 15
that Λ also comes from (P˜ , M˜ , T˜ ), which is non-degenerate. We can then apply
Theorem 23 to (P˜ , M˜ , T˜ ) to get the desired formula. 
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