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ABSTRACT
To understand the computations performed by the neurons within cortical 
structures it is essential to determine the relationship between sensory- 
evoked synaptic input and the resulting pattern of output spikes. In the 
cerebellum, granule cells constitute the input layer, translating mossy fibre 
signals into parallel fibre input to Purkinje cells. Until now their small size and 
dense packing have precluded recordings from individual granule cells in vivo. 
Here I use whole-cell patch-clamp recordings to show the relationship 
between mossy fibre synaptic currents evoked by somatosensory stimulation 
and the resulting granule cell output patterns. Granule cells exhibited low 
ongoing firing rates, due in part to dampening of excitability by a tonic 
inhibitory conductance mediated by y-aminobutyric acid type A (GABAa) 
receptors. Sensory stimulation produced bursts of mossy fibre excitatory 
postsynaptic currents that summate and trigger bursts of spikes. Remarkably, 
burst responses were evoked by only a few quantal excitatory postsynaptic 
currents. Recordings from putative mossy fibre terminals suggest that 
sensory-evoked granule cell spiking may result from high frequency activation 
of single mossy fibres. These results reveal that the input layer of the 
cerebellum balances exquisite sensitivity with a high signal-to-noise ratio. 
Granule cell bursts are optimally suited to trigger glutamate receptor activation 
and plasticity at downstream synapses, providing a link between input 
representation and memory storage in the cerebellum.
Purkinje cells integrate inputs from other neurons in the cerebellar 
cortex to provide the sole output of the cerebellar cortex. Using whole-cell and 
cell-attached recordings, I describe a profound and robust bistability of spike
Abstract
output and membrane potential in these cells. Membrane potential toggles 
between a hyperpolarised down state and an active up state, in a complex 
spike-dependent manner. Sensory-evoked complex spikes reliably induced 
state transitions in both directions, indicating that bistability may be relevant 
for sensory processing in the cerebellum.
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Chapter 1: INTRODUCTION
Neurons exist within sophisticated networks, receiving and providing 
numerous and diverse connections with other neurons. If we are to 
understand how the nervous system performs its functions, it is necessary to 
determine the role performed by individual neurons within their networks. With 
recent technical advances, it has become possible to address this issue. In 
the cerebellar cortex, the connectivity of the neural circuit has been 
established for almost 50 years. However, the computations performed by 
neurons within the cerebellar cortex are largely unknown. In this thesis, I will 
describe observations made from the study of single cells within the 
cerebellum in vivo. By studying the signals received and generated within 
different components of the cerebellar cortex, it has been possible to gain 
insight into the function of the network as a whole.
1.1 SENSORY PROCESSING
The nervous system affords a means by which organisms can detect 
and respond to changes in the physical world. Specially tailored sensory 
organs extract information about the surrounding environment. The sensors 
contained within these organs often operate at the physical limits of detection 
(Shepherd & Corey, 1992), thus providing the nervous system with detailed 
sensory information. This information is subsequently processed in such a 
way as to produce or modulate motor behaviour. Thus, the elementary task of 
the nervous system is simple -  to drive movement. However, the means by
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which sensory information is transformed to achieve this task is yet to be 
established.
1.1.1 General principles
Signals collected at the periphery are processed as they move through 
the nervous system. Many of the principles thought to underlie sensory 
processing were first revealed through the groundbreaking work by Hubei and 
Wiesel. They made microelectrode recordings of neuronal activity from 
various neural structures involved in visual processing in the cat, using visual 
stimuli to characterise the receptive fields of neurons in different areas of the 
brain (Hubei & Wiesel, 1959, 1962). A hierarchical organisation was revealed 
in visual processing, where neurons at each successive stage of sensory 
processing respond to increasingly precise and abstract stimulus features. In 
the case of visual stimuli, neurons from the retina and lateral geniculate 
nucleus exhibit simple centre-surround on-off receptive fields. Within visual 
cortex, receptive fields become larger, corresponding to specific features of 
orientation and direction. This increasing complexity is thought to result from 
the interaction feed-forward and recurrent connections between neurons 
within different cortical layers.
A further feature of sensory processing in many brain regions is its 
precise spatial organisation. Neural representation of parts of the body is such 
that the surfaces with the smallest receptive fields are highly over­
represented. However, the spatial arrangements of receptive fields with 
respect to each other are preserved as a precise somatotopic representation.
Chapter 1: INTRODUCTION 11
This is beautifully demonstrated in the rodent whisker system: characteristic 
groups of neurons cluster to form cylinders that lie perpendicularly within the 
cortex. These clusters, termed barrels due to their shape, are consistently 
organised within five rows. These rows correspond exactly with the rows of 
whiskers on the face (Woolsey & Van der Loos, 1970). Electrical recordings 
from neurons within individual barrels confirm that these barrels functionally 
segregate inputs from each whisker, whilst the spatial layout of the whisker 
pad is maintained (Welker, 1976; Simons & Woolsey, 1979; Brecht & 
Sakmann, 2002). Across all sensory modalities, receptive fields are organised 
in this manner: primary visual cortex is arranged retinotopically, whilst primary 
auditory cortex has a tonotopic distribution. Primary motor cortex shows a 
similar spatial organisation. It is important to highlight, however, that such 
precise topographic organisation is less prevalent in the cerebellar cortex, and 
is less commonly observed in non-primary sensory areas of the cerebral 
cortex. The significance of cerebellar ‘fractured’ topography will be discussed 
in detail later.
Spatial organisation within cortical areas is also found in the radial axis. 
Both the neocortex and the cerebellum possess a columnar organisation. 
Microelectrode penetrations perpendicular to the neocortical surface have 
revealed that neurons share many of their receptive field properties with other 
neurons above and below in the same track. This was first found to be the 
case in primary somatosensory cortex, where, in one example, all the neurons 
encountered in one penetration are driven by light touch applied to the same 
small area of skin (Powell & Mountcastle, 1959). The same principle has been 
found to hold for orientation selectivity in visual cortex (Hubei & Wiesel, 1962),
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and frequency-selectivity in auditory cortex (Redies et al., 1989). More 
recently, and perhaps surprisingly, vertical organisation of tactile receptive 
fields has been demonstrated in the cerebellar cortex (Bower & Woolston, 
1983).
1.1.2 Patterns of neural activity
The question of how features from the outside world are represented 
within neural networks remains a major source of contention. At the simplest 
level, that of a single neuron, changes in firing rate are commonly observed 
following the presentation of salient stimuli (Rieke etal., 1997). Stimulus 
presentation can cause both transient and prolonged changes in neuronal 
firing rates. However, a frequently observed property of neuronal receptive 
fields, particularly at higher levels of processing, is that they tend to be rather 
broadly tuned, favouring responses to a range of stimuli. Secondly, stimulus- 
evoked spiking responses show a high degree of trial-to-trial variability (Rieke 
et al., 1997). Together, these findings strongly indicate that single neurons, 
particularly at early stages of cortical processing, may only provide very 
general information about a stimulus. As a result, one commonly held 
assumption is that the neural representation of a particular stimulus involves 
the graded responses across a population of neurons. A single neuron is 
considered an ‘ambiguous’ descriptor, and therefore it is only the presence of 
very many neurons with overlapping receptive fields that enables the 
extraction of unambiguous details about a stimulus.
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However, under these proposals, a problem arises when different 
stimuli evoke graded responses in overlapping groups of neurons. Of the 
many simultaneous neuronal firing patterns occurring in response to the 
sensory environment, those evoked by one particular stimulus or feature need 
to be distinguished and evaluated together to avoid interference with 
responses elicited by neighbouring features. This has been referred to as a 
‘binding problem’ (Singer & Gray, 1995). One proposed remedy to this 
problem relies upon the convergence of inputs from one layer of sensory 
processing onto neurons of a subsequent layer (Shadlen & Newsome, 1994,
1998). The activity of a group of cells would then represent either elementary 
features or, at higher levels of processing, a particular set of elementary 
features. By introducing further stages of convergence, it might be expected 
that neurons could be created that would respond selectively to only single 
perceptual objects.
As described, evidence exists that suggests that such convergence is 
exploited by the nervous system to extract complex and abstract features 
about a stimulus (Hubei & Wiesel, 1962). However, such a scheme has 
several disadvantages. In particular, the number of units required to 
implement convergence-binding scales very unfavourably with the number of 
distinct patterns that can be represented. Ultimately, one cell is required for 
every distinguishable feature, higher-order combination, and perceptual object 
(Singer & Gray, 1995).
An alternative proposal has been put forward, whereby the features of 
a stimulus are represented by joint, synchronous activity amongst neuronal 
populations. Such ‘assembly coding’, first set down by Hebb (Hebb, 1949),
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enables individual neurons to participate at different times in the 
representation of different patterns. Specifically, a stimulus would be 
represented by highly synchronised firing across a diverse population of 
neurons, representing the full range of features corresponding to the stimulus 
(Singer, 1999). Thus, it has been proposed that neuronal synchronisation may 
occur both locally and between spatially segregated areas of the nervous 
system. The use of such a scheme would be expected to substantially reduce 
the number of cells necessary to represent different objects.
In order to provide support for the use of ‘temporal binding’ during 
stimulus representation, experimenters have sought to find examples of 
transient synchronisations within neuronal populations during sensory or 
motor behaviour. Oscillatory field activity has been observed in many different 
brain areas, including the neocortex (Gray etaL, 1989), hippocampus 
(Buzsaki, 2002) and cerebellum (Adrian, 1935; Hartmann & Bower, 1998), 
suggesting that activity within networks can become synchronised. Unit 
recordings have also revealed transient increases in neuronal synchrony, both 
spontaneously (Harris et al., 2003), during sensory stimulation (Gray et al., 
1989; Lampl etal., 1999), and behaviour (Riehle etal., 1997). It has also been 
reported that synchronisation if firing in sensory cortex can be modulated by 
attention (Steinmetz et al., 2000). However, in most cases, synchrony has 
only been observed between small numbers of units, and is often also 
associated with a pure change in firing rate (Riehle et al., 1997), which would 
be expected to increase the likelihood synchrony occurring by chance. 
Therefore, strong support for precise temporal synchronisation is likely to
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require the study of the activity of much greater numbers of neurons 
simultaneously.
1.2 TECHNIQUES FOR RECORDING NEURONAL ACTIVITY
In order to understand the various aspects of brain function, it is 
necessary to monitor neuronal activity. Especially important is the need to 
study this activity within intact networks, in the presence of physiological 
stimuli, and during behaviour. Several techniques exist to assay neural 
activity, although each has its limitations. The oldest recording method is the 
electroencephalogram (EEG), in which voltages are recorded from an 
electrode placed on the surface of the brain. The EEG signal is derived from 
the activity of many millions of neurons, and is thus extremely difficult to 
analyse and interpret. More recently, techniques have been developed that 
allow more localised studies of neuronal activity to be performed.
1.2.1 Local field potential (LFP) and multiunit recordings
The electrical fields produced during neural activity can be very 
effectively recorded through the use of low-impedance microelectrodes or 
pipettes. Low frequency signals (typically 1-50 Hz; Castro-Alamancos, 2004) 
recorded in this manner constitute the LFP. It is widely accepted that the 
major component of the LFP results from potential changes in the dendrites 
and soma of neurons, and is thus likely to primarily represent synaptic activity 
(Ketchum & Haberly, 1993). The LFP has therefore been used to assay the
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synaptic response across populations of neurons. For example, whisker 
stimulation evokes large negative LFP deflections within S1 of somatosensory 
cortex and Crus I/ll of the cerebellum in both anaesthetised and awake rats 
(Shambes et al., 1978b; Castro-Alamancos, 2004). However, the precise 
spatial origins of this signal are poorly established, and the contribution of 
single neurons to the signal cannot be determined.
Higher frequency microelectrode signals (typically 300-3000 Hz; 
Castro-Alamancos, 2004) constitute the multiunit response. Such signals are 
presumed to arise mainly from action potential activity in the region of the 
electrode, typically within a radius of a few hundred microns (Shoham & 
Nagaran, 2004). Again, it is not possible to determine the contribution of 
single neurons to such a signal, but multiunit activity does provide an index of 
population spiking activity and can also provide information concerning the 
degree of synchrony within neuronal populations (Castro-Alamancos, 2004).
1.2.2 Extra- and intracellular unit recordings
The spiking activity of individual neurons in vivo can be observed with 
the use of extra- and intracellular microelectrodes. An enormous amount of 
data has been collected using extracellular unit recordings. However, this 
technique suffers from two major sources of sampling bias in the 
determination of single cell firing rates. Firstly, since spiking is required in 
order to ‘see’ a neuron, there exists a strong recording bias towards neurons 
showing high spontaneous firing rates. In contrast, neurons that are silent, or 
active only at very low rates can easily be missed. Secondly, it is not possible
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to unequivocally isolate single units with single electrodes. It is always highly 
possible that signals detected via extracellular electrodes constitute the 
summed spiking activity of several different neurons. Although several 
methods have been developed to sort neuronal responses on the basis of 
spike shape, it remains impossible to rule out the contamination of single unit 
recordings by neighbouring activity.
The use of multiple extracellular electrodes in close proximity has 
proved to be a more effective method of isolating extracellular unit activity. By 
correlating spike timing and waveform at multiple recordings sites, it is 
possible to effectively discriminate single units, particularly if spike rates are 
relatively low and long stretches of data can be acquired (O'Keefe & Recce, 
1993; Wilson & McNaughton, 1993). Typically, a silicon ‘tetrode’ consists of 
four insulated recording sites, separated from each other by less than 50 jim.
Sharp microelectrodes have been successfully used to record 
intracellularly in vivo (Eccles etal., 1967a), and have the advantage of 
unequivocally isolating single units. However, intracellular recordings cannot 
be easily applied to smaller neurons, such as interneurons.
1.2.3 Whole-cell and cell-attached patch clamp recordings
Most recently, the patch-clamp technique has been very successfully 
applied in the study of neuronal activity in vivo. Patch clamping, developed by 
Bert Sakmann and Erwin Neher (Neher & Sakmann, 1992), has proved to be 
an extremely versatile method, with a broad range of applications. Individual 
cells are ‘sucked’ onto the end of a small glass pipette, producing a very high
Chapter 1: INTRODUCTION 18
resistance seal onto a small area of cell membrane. Whilst attached to a 
neuronal membrane, single-cell spiking activity is very effectively isolated due 
to the high resistance of the gigaohm seal -  thus ‘cell-attached’ patch clamp 
recordings afford a non-invasive means of unambiguously sampling the 
activity of single neurons.
Following seal formation, further suction can be applied to rupture the 
area of cell membrane and gain intracellular access to the neuron. It is 
possible to obtain very low resistances (less than 10 MQ) between patch 
pipette and neuron, allowing both voltage and current to be reliably recorded 
and manipulated via the patch pipette. ‘Whole-cell’ patch clamp recordings 
thus reveal information about both spiking activity, i.e. neuronal ‘output’, and 
the subthreshold changes in membrane potential underlying this output. By 
applying this technique to neurons in vivo, it is possible to unequivocally study 
physiological patterns of spike output and synaptic input in individual neurons 
(Pei etal., 1991; Jagadeesh etal., 1992; Margrie etal., 2002). This method 
has also been found to be suitable for recording from small cell types, such as 
interneurons (Margrie etal., 2003), and delicate structures such as distal 
dendrites (Larkum & Zhu, 2002). Whole-cell and cell-attached patch clamp 
recordings have begun to reveal much about the contribution played by 
individual neurons within intact network (Jagadeesh etal., 1992; Brecht etal., 
2004).
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1.2.4 Imaging neural activity
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Imaging is an additional, relatively non-invasive means by which neural 
activity can be monitored. Observing changes in the intrinsic fluorescence 
signal across a small area of brain is one such approach (Schuett et al., 
2002). Alternatively, dyes sensitive to voltage or concentrations of particular 
ions, e.g. Ca2+, can be loaded into individual neurons by means of a patch 
pipette, or ‘bulk-loaded’ into many cells using membrane-permeant dyes 
(Stosiek et al., 2003). Additionally, several means exist by which to 
incorporate genetically-encoded fluorescent markers, e.g. green fluorescent 
protein (GFP), into small numbers of neurons. Two-photon imaging now 
allows excellent spatial and temporal imaging of neurons at considerable 
depths (up to 500 pm) within the intact brain (Denk etal., 1994; Helmchen et 
al., 2001). Many of the electrophysiological methods described above can be 
combined with imaging to provide additional information about activity within 
neuronal populations, or single neurons (Grutzendler et al., 2002; 
Trachtenberg et al., 2002; Waters etal., 2003). Furthermore, following the 
labelling of sparse cell types with GFP, two-photon imaging can be combined 
with patch clamp to perform ‘targeted’ recordings from cells that would 
otherwise be impossible to locate (Margrie et al., 2003).
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1.3 SYNAPTIC INTEGRATION
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Despite coming in a wide variety of shapes and sizes, all neurons 
share certain characteristic properties. Synaptic inputs from other neurons are 
generally made onto the dendritic tree. The axon, which extends from the 
soma, makes synaptic contact upon other neurons. Like all cells, neurons 
possess a resting membrane potential, established by active ion pumps within 
a selectively permeable lipid bilayer. A resting leak of potassium 
predominates, hyperpolarizing the cell membrane to around -70 mV. A 
defining feature of almost all neurons is the ability to generate fast 
stereotyped fluctuations in their membrane potential: action potentials. Action 
potentials are the only signals to be transmitted down the axon, triggering 
synaptic release onto postsynaptic neurons. Thus action potentials represent 
neuronal output. The seminal work of Hodgkin, Huxley and Katz (Hodgkin & 
Huxley, 1939; Hodgkin & Katz, 1949; Hodgkin & Huxley, 1952) isolated the 
ionic currents underlying the action potential: voltage-sensitive Na and K 
currents that depolarise and hyperpolarize the cell membrane in rapid 
succession. A fundamental property of the action potential is its fixed voltage 
threshold. When membrane potential is sufficiently depolarised, typically at 
around -40 mV, regenerative activation of voltage-sensitive currents will 
trigger an action potential in an all-or-none manner. Since resting membrane 
potential usually lies below threshold, depolarisation is therefore necessary to 
generate neuronal output.
Depolarisation can arise from the activation of excitatory synaptic 
inputs. Fast excitatory synaptic transmission, which, across the central
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nervous system, is mediated primarily via glutamate receptor activation, 
opens a mixed cation conductance which has a reversal potential of 0 mV 
(Hille, 1992). The reversal potential is defined as the potential at which the net 
flow of a particular current is zero; an increase in the conductance underlying 
a given current will move membrane potential closer to that reversal potential. 
Therefore, sufficient activation of excitatory synaptic conductances will push 
membrane potential above threshold, generating output in the form of action 
potentials. Conversely, inhibitory synaptic transmission opens conductances 
that reverse at membrane potentials more hyperpolarised than threshold. 
Thus, activation of inhibitory synapses reduces the likelihood of action 
potential generation. The process by which excitatory and inhibitory synaptic 
input shapes action potential firing is termed synaptic integration.
1.3.1 Synaptic transmission
Communication between neurons occurs primarily via chemical 
synaptic transmission. Many of the principles of synaptic transmission were 
established following the work of Bernard Katz and colleagues on the 
neuromuscular junction. Stimulation of presynaptic axons was found to evoke 
depolarising potentials within postsynaptic cells. These potentials, originally 
referred to as endplate potentials (EPPs) in muscle fibres, occur with a small 
delay (up to a millisecond) following presynaptic stimulation. EPPs, and in 
neurons, EPSPs, typically rise and decay more slowly than action potentials.
Although electrical stimulation at the neuromuscular junction produces 
a very large EPP, Fatt and Katz (Fatt & Katz, 1951) also observed small,
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spontaneous depolarising potentials in the absence of stimulation. These 
spontaneous potentials resemble miniature versions of the EPP in their time 
course and their response to cholinesterase inhibitors, and were therefore 
named miniature EPPs (mEPPs). It was found that whereas evoked EPP 
amplitudes showed a strong dependence on external [Ca2+], mEPP amplitude 
did not fluctuate under such conditions. Further experiments revealed that 
with sufficiently low Ca2+ levels, the evoked EPP became no larger than the 
size of a mEPP. Under these conditions, successive stimulation of the motor 
nerve evoked, in a random fashion, EPPs that varied in a stepwise manner, 
so that each EPP was an integral multiple of a mEPP (Del Castillo & Katz, 
1954). Thus, it was concluded that an evoked EPP is composed of an integral 
number of miniature units -  the all-or-none qualities of these units led them to 
termed quanta.
Around the same time, synaptic vesicles were discovered via electron 
microscopy (Palay & Palade, 1955), and the two findings were unified to form 
the vesicle hypothesis of chemical synaptic transmission. Briefly, vesicles 
containing neurotransmitter sit close to the presynaptic membrane -  a 
'readily-releasable pool’ of quanta. Action potential-mediated depolarisation 
produces Ca2+ influx via voltage-gated channels, causing vesicles to fuse with 
the presynaptic membrane, releasing neurotransmitter in the synaptic cleft. 
Following diffusion across the synaptic cleft, neurotransmitter activates 
conductances on the postsynaptic membrane by binding to ligand-gated 
postsynaptic channels. Using the vesicle hypothesis, it has been possible to 
define certain parameters that shape the postsynaptic response following 
synaptic transmission. The release of quanta is probabilistic, thus the exact
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number of quanta released by any given nerve impulse fluctuates in a random 
fashion that can only be described in statistical terms, del Castillo and Katz 
(Del Castillo & Katz, 1954) expressed this as follows: presynaptic terminals 
consist of a certain number of active zones (N), each of which will release 
quanta in response to an action potential with a probability (p). These two 
parameters are defined by properties of the presynaptic terminal. Together 
with a third parameter, the quantal amplitude, q, the postsynaptic response to 
a presynaptic impulse can be described: p x N x q .
Recordings from neurons in the central nervous system have shown 
that the quantal amplitude, q, varies considerably in amplitude from one trial 
to the next (Bekkers & Stevens, 1989). Release probability is highly 
dependent upon [Ca2+]j (Katz & Miledi, 1965), and averages about 0.3 for 
synapses in hippocampal slices (Hessler et al., 1993), although it is worth 
noting that the method these authors employed to estimate release probability 
-  monitoring the decrement of NMDA currents in the presence of use- 
dependent blocker, MK-801 -  is open to bias as very low p synapses will not 
be sampled. Changes in p and q both constitute common ways in which 
synaptic strength is regulated (Regehr & Stevens, 2001).
1.3.1.1 Postsynaptic receptors
Synaptic transmission generates current flow at the postsynaptic 
membrane. These are termed excitatory postsynaptic currents (EPSCs) and 
inhibitory postsynaptic currents (IPSCs) respectively. In central neurons, fast 
excitatory neurotransmission is mediated primarily by glutamate release
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activating NMDA- and non-NMDA receptors (AMPA and kainate receptors). 
The initial component of an EPSC - the first few milliseconds - is dominated 
by non-NMDA receptor-mediated currents. Several factors contribute to the 
time course of EPSCs including the time course of the concentration of 
transmitter in the synaptic cleft and the kinetic properties of the postsynaptic 
receptors. As a result, EPSCs typically show a rapid exponential rising phase 
(t «100 us), and a slower multi-exponential decay. At the activated synapse, 
the rising phase of the corresponding EPSP shows a similarly fast rise time, 
dominated by the time course of the activated synaptic conductance. The 
EPSP decay is slower, shaped largely by the membrane time constant, xm. 
(Hille, 1992)
NMDA currents have much slower rise and decay times and 
proportionally contribute most of their charge during the EPSC decay. In 
addition, NMDA receptors have a number of interesting characteristics. In 
particular, Mg2+ ions plug the receptor in a voltage-dependent manner (Mayer 
etal., 1984; Johnson & Ascher, 1990). Therefore, in order to activate NMDA 
receptors, depolarisation of the postsynaptic membrane is required. They are 
also permeable to Ca2+ ions (MacDermott et al., 1986). These properties 
provide a mechanism by which synapses can detect coincident activation of 
pre- and postsynaptic neurons, and NMDA receptor-dependent Ca2+ influx 
has been shown to play a key role in many forms of synaptic plasticity 
(Rauschecker, 1991).
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1.3.1.2 Synaptic dynamics
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At many synapses, when two action potentials depolarise a presynaptic 
bouton in rapid succession, the second action potential often generates an 
EPSC of different amplitude to the first. This change can occur as an 
enhancement (short-term facilitation), or a reduction (short-term depression). 
Short-term facilitation results from a transient increase in the probability of 
transmitter release. It is thought that residual presynaptic Ca2+, left over from 
the preceding action potential, is responsible for the increase in release 
probability. As a result, EPSC amplitude increases during a train of 
presynaptic action potentials (Katz & Miledi, 1965).
At the simplest level, short-term depression is thought to result from the 
depletion of the readily-releasable pool of synaptic vesicles. Thus, EPSC 
amplitude decreases with successive stimulations. In addition, postsynaptic 
receptor desensitisation can also depress the postsynaptic response. These 
effects may persist for seconds to minutes (Xu-Friedman & Regehr, 2003). 
Since depression can result from vesicle depletion, synapses with high resting 
release probabilities are most susceptible to this form of history-dependent 
plasticity.
1.3.2 Passive synaptic integration
The integration of synaptic inputs within a neuron requires summation 
of synaptic potentials (PSPs): excitatory postsynaptic potentials (EPSPs) and 
inhibitory postsynaptic potentials (IPSPs). Activated synaptic inputs across the
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dendritic tree will, in the simplest case, passively propagate towards the 
soma. Wilfred Rail first identified that dendrites behave like electrical cables 
(Rail, 1962). Therefore, signals are filtered as they pass along the dendrite. 
Dendritic filtering has the following consequences for PSPs: 1) attenuation of 
the peak; 2) slowing of the rise time; and 3) delaying of the peak. Thus, 
dendritically-evoked synaptic PSPs become smoother and flatter as they 
progress towards the soma.
The manner in which two synaptic potentials interact depends crucially 
on their location with respect to each other. One factor that contributes to 
PSP summation is local driving force. The driving force at a particular synapse 
is defined as the difference between membrane potential and the reversal 
potential of the activated conductance. Thus, if two synaptic inputs are 
activated close to each other, the depolarisation produced at each site will be 
seen by the other, reducing the driving force at each synapse. As a result,
PSP amplitude will be smaller than would be predicted from the linear sum of 
the two inputs. Additionally, activating synaptic conductances lowers local 
input resistance: this will reduce the membrane time constant, t  and space 
constant, X. Consequently, each PSP will decay faster and attenuate over a 
shorter distance than would a single PSP on its own. Taken together, under 
passive conditions, neighbouring PSPs will summate sub-linearly.
In contrast, two distantly spaced PSPs will not interact and will 
therefore summate linearly at the soma. The most efficient way for synaptic 
potentials to summate is if they occur synchronously. However, since synaptic 
potentials are not instantaneous, they can also summate asynchronously: a 
process known as temporal integration. The decay of synaptic potentials is
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determined by the membrane time constant t , which is the time taken for a 
voltage to fall to 1/e of its peak voltage. xm is the product of Cm and the 
specific membrane resistance, Rm, and is typically between 10-50 ms. Cm is 
considered to be roughly constant (about 1 pF/cm2), but the effective Rm can 
vary, depending upon the conductance state of the neuronal membrane, 
changing Tm and thereby the time window for temporal synaptic integration.
1.3.3 Synaptic inhibition
Synaptic inhibition can interfere with the summation of EPSPs in a 
variety of ways. Across the central nervous system, GABAa receptor 
activation is the primary pathway by which ‘fast’ synaptic inhibition mediates 
its effects on postsynaptic neurons. GABAa receptor activation opens a mixed 
chloride/bicarbonate-mediated conductance (Hille, 1992). The reversal 
potential of this conductance has been shown to vary considerably across 
development, and may also be dynamically regulated within different regions 
of the same neuron (Woodin etal., 2003). Despite this, the somatic reversal 
potential of the GABAa receptor-mediated conductance is generally 
considered to be in the region o f-70 to -80  mV, and thus perisomatic IPSPs 
are hyperpolarizing. Inhibition works in two ways: the first is a simple effect on 
voltage. Since IPSPs tend to be hyperpolarizing, they can sum together with 
EPSPs to reduce net depolarisation. Secondly, inhibitory synapses also 
increase membrane conductance, producing a shunt of synaptic charge. This 
shunting effect is highly sensitive to spatial location, and is only effective 
whilst the inhibitory conductance is on (typically around 10-20 ms). Shunting
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inhibition is spatially and temporally precise, and acts in a manner 
independent of voltage.
GABAa receptors not only respond to transient synaptic release of 
GABA, but can also mediate a persistent tonic conductance. Background 
levels of GABA in the extracellular space are often sufficient to cause an 
ongoing activation of high-affinity receptors. Initially characterised in 
cerebellar granule cells (Kaneda et a/., 1995), tonic inhibition has been found 
across several brain regions (Semyanov etal., 2004). Although such inhibition 
is not ‘visible’ at rest, it nevertheless exerts profound effects on the integrative 
properties of postsynaptic neurons through a shunting mechanism (Brickley et 
a!., 1996; Mitchell & Silver, 2003)
1.3.4 Non-linear synaptic integration
The previously described scenarios assume that the dendritic tree is an 
electrically passive structure. This is undoubtedly not the case in most 
neurons: dendrites express a range of active and non-linear conductances 
that make important contributions to synaptic integration. These conductances 
influence PSP summation and also underlie the generation and spread of 
local regenerative events, including dendritic spikes.
1.3.4.1 Backpropagating action potentials
Action potentials initiated in the axon initial segment backpropagate 
into the soma and dendrites; this phenomenon involves the activation of
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dendritic Na+ channels in many neurons (Stuart & Sakmann, 1994). 
Backpropagating action potentials provide dendritically located synapses with 
information about neuronal output. This signal has been shown to play a role 
in Hebbian mechanisms of learning. Long-term changes in synaptic efficacy 
have been shown to rely upon coincident activation of the pre- and 
postsynaptic neurons. Functionally, this scheme is implemented when the 
peak of an EPSP coincides with the depolarisation produced by a 
backpropagating action potential on the postsynaptic membrane (Markram et 
a/., 1997).
1.3.4.2 Summation in an active dendritic tree
Dendrites are known to express a wide range of voltage-gated ion 
channels, distributed in a cell-type specific manner. Active membrane 
conductances have been shown to compensate for many of the effects of 
passive filtering of PSPs across the dendritic tree. Distal inputs can be 
boosted by dendritic voltage-gated channels as they propagate towards the 
soma. In this manner, it has been proposed that active dendritic currents 
could act as a normalising mechanism to equalise the amplitude of distal and 
proximal inputs (De Schutter & Bower, 1994). PSP summation would become 
effectively linear across the dendrite and soma.
Recent evidence suggests that mechanisms also exist to enable local 
synaptic potentials to summate supralinearly. NMDA receptors, expressed at 
excitatory synapses in most neurons, show a highly non-linear voltage- 
sensitivity, increasing conductivity with membrane depolarisation (Mayer et
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al., 1984). If two synaptic inputs containing NMDA receptors are activated 
close to each other, then the depolarisation produced by each will serve to 
enhance the NMDA conductance at the other. If sufficient depolarization is 
achieved, an ‘NMDA spike’ is generated (Schiller et a/., 2000; Polsky et a/., 
2004). The result is a supralinear summation of synaptic potentials.
This mechanism provides a means by which neurons can enhance the 
effects of spatial and temporal coincidence in their inputs. It has also led to 
the suggestion that, computationally, single neurons can be considered to 
consist of multiple non-linear subunits; subunits are represented as small 
localised regions within the dendritic tree where local conductances set local 
thresholds for non-linear events such as dendritic spikes (Poirazi et al.,
2003b, a).
The ionic basis of dendritic spikes varies across neurons, although 
Ca2+spikes are commonly observed in many cell types (Augustine et al., 
2003). Dendritic spikes may or may not propagate to the soma, depending on 
factors such as dendritic geometry and distribution of membrane 
conductances. In cerebellar Purkinje cells, Llinas and Sugimori demonstrated 
that Na+ spikes occur exclusively at the soma, whilst Ca2+spikes are confined 
to the dendritic tree (Llinas & Sugimori, 1980c, b).
Further to the integration of transmembrane voltage, chemical 
signalling in neurons also exhibits subtle spatiotemporal dynamics. In 
particular, transient and long-lasting changes in intracellular [Ca2+] have been 
shown to play be a significant role in neuronal signalling. Ca2+ entry via NMDA 
receptors has already been highlighted as a critical step in the pathway 
regulating long-term changes in synaptic efficacy (Rauschecker, 1991).
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Increases in [Ca2+]j are typically local than voltage signals, and can be 
restricted to small areas of dendrite or individual spines (Sabatini & Svoboda, 
2000) by both morphology (e.g. the narrow spine neck) and endogenous 
buffering proteins such as calretinin and calbindin. [Ca2+], increase is often a 
highly non-linear process, with NMDA receptors, dendritic voltage-gated Ca2+ 
channels (Yasuda et al., 2003) and Ca2+ release from intracellular stores 
(Wang et al., 2000) all favouring supralinear summation of Ca2+ transients on 
short timescales (Waters et al., 2003). The time course of the decay of 
intracellular Ca2+ transients is determined by both active extrusion 
mechanisms and buffering dynamics.
1.3.4.3 Synaptic integration in vivo
Many of the principles of synaptic integration have been investigated in 
acute brain slices, where spontaneous synaptic input is extremely low. 
However, within an intact network, it is presumed that at any given time, many 
synaptic inputs onto a neuron are simultaneously active. The total number of 
active inputs is likely to strongly depend on the number of synaptic contacts. 
Neocortical pyramidal cells receive between 5,000 and 60,000 synaptic 
contacts, and cerebellar Purkinje cells upwards of 175,000. Therefore, even if 
only a small fraction of these inputs are simultaneously active, these neurons 
are subject to significant synaptic bombardment. In vivo intracellular 
recordings suggest that this bombardment can alter their integrative 
properties by reducing input resistance -  effectively generating a network- 
driven shunt (Destexhe et al., 2003). Recent work has highlighted how the
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conductance-state of a neuron profoundly affects the manner in which its 
inputs are integrated. In ketamine-xylazine anaesthetised animals, neocortical 
pyramidal cells exhibit a slow oscillation (1 Hz) in membrane potential 
(Petersen et al., 2003), between a depolarised up state and a hyperpolarised 
down state. This oscillation is abolished in the presence of synaptic blockers, 
indicating that it results from network activity. It was recently demonstrated 
that neuronal input resistance is significantly reduced whilst in the up state 
(Leger et al., 2004). During the up state, subthreshold sensory synaptic 
responses are smaller, briefer and spatially more confined. Surprisingly, 
whisker deflections evoke fewer action potentials in barrel cortex neurons 
despite being closer to threshold (Petersen etal., 2003). These data highlight 
that the relationship between synaptic input and spike output - the ‘input- 
output relationship’ - is not fixed, but can be strongly influenced by levels of 
background activity.
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1.4 THE CEREBELLUM
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The structure of the cerebellum has intrigued investigators since 
Ramon y Cajal first demonstrated its crystal-like organisation (Ramon y Cajal, 
1888). Its connectivity is remarkably conserved across the whole of the 
cortex, and is largely invariant across all vertebrates (Ramon y Cajal, 1904; 
Palay & Chan-Palay, 1974). Divided amongst three layers, the cerebellar 
cortex contains relatively few distinct cell types, in contrast to other cortical 
structures.
Morphologically, the most striking neurons within the cerebellum are 
the Purkinje cells. These large cells possess near-flat fan-like dendritic 
arborisations, which extend up to the boundary of the cortex. The 
arrangement of these neurons is such that the planes of all Purkinje cell 
dendrites are parallel, thus ensuring they sit in neat rows that overlap with 
adjacent rows. Orthogonal to the plane of Purkinje dendrites run the parallel 
fibres: thin unmyelinated axons that run for several millimetres in each 
direction across the cortex to form the molecular layer. Two classes of 
interneurons, the stellate and basket cells, lie amongst the parallel fibres and 
Purkinje dendrites; basket cells sitting closest to Purkinje cell soma.
The granular layer is a densely packed region that lies beneath the cell 
bodies of the Purkinje cells. It consists mainly of the small but numerous 
granule cells and larger, sparser Golgi cells. Granule cell axons extend out of 
this layer and bifurcate to become the parallel fibres of the molecular layer.
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1.4.1 Connectivity within the cerebellar circuit
34
Much of what is known about the connectivity of the cerebellar circuit 
was first established by Eccles and co-workers in the 1960s (see Eccles et 
al. 1967). The cerebellar circuit is generally thought to consist of the cerebellar 
cortex and its target structure, the deep cerebellar nuclei (Fig 1.1).
1.4.1.1 The granular layer
Two distinct afferent pathways supply the cerebellar cortex: mossy 
fibres and climbing fibres. Numerically, mossy fibres represent the vast 
majority of all afferent input to the cerebellum, and make excitatory synaptic 
contact upon neurons in the granular layer: granule cells and Golgi cells. 
Granule cells are tiny excitatory interneurons and constitute greater than half 
the neurons in the entire CNS. They have a simple morphology consisting of a 
spherical soma and an average of 4 short dendrites (up to 30 pm long) that 
have claw-like terminations. Upon entering the granular layer, mossy fibres 
ramify and terminate, making between 20-30 en passant synaptic varicosities 
(Palay & Chan-Palay, 1974). Under the light microscope, these synaptic 
interactions are seen as thickenings along the mossy fibres, and have been 
termed rosettes. The ultrastructure of synaptic interactions between mossy 
fibres and granule cells show several interesting and unique features (Eccles 
et al., 1967a). Synaptic contacts are found exclusively within a highly 
specialised structure known as the glomerulus. At the core of each glomerulus
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Figure 1.1
Schematic showing network connectivity in the cerebellar hemispheres.
Key: gc, granule cell, mf, mossy fibre; pf, parallel fibre; cf, climbing fibre; Go: Golgi cell; 
Lu: Lugaro cell; BA, basket cell; ST, stellate cell; IO, inferior olivary nucleus; DCN, deep 
cerebelar nuclei.
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lies a mossy fibre bouton, which is studded with up to 50 granule cell dendritic 
claws (Hamori & Somogyi, 1983). The mossy fibre-granule cell synapse is 
therefore a highly divergent connection. Each dendritic claw originates from a 
different granule cell and makes an average three synaptic contacts upon the 
mossy fibre varicosity (Jakab & Hamori, 1988). Thus each granule cell 
receives on average four independent mossy fibre inputs. Golgi cell axons 
also enter the glomerulus and make inhibitory synaptic contacts upon granule 
cell dendrites. Together, these components are encased in a glial sheath that 
serves to confine the extracellular space in the vicinity of the glomerulus.
Direct synaptic excitation of granule cells is mediated by vesicular 
glutamate release at mossy fibre active zones within the glomerulus.
Glutamate release from individual active zones activates postsynaptic 
glutamate receptors (AMPA and NMDA receptors) at opposing postsynaptic 
membranes. In addition, diffusion of glutamate out of the synaptic cleft may 
activate extrasynaptic glutamate receptors (Clark et al., 1997), and even 
activate receptors at neighbouring postsynaptic membranes. Such ‘spillover’ 
activation has been proposed to occur following the local accumulation of 
glutamate, for example, during repetitive synaptic stimulation or synchronous 
glutamate release at several neighbouring synapses. Since the glomerulus is 
itself comprises many closely-spaced, independent active zones, it offers a 
favourable environment in which spillover activation of neighbouring receptors 
can occur. Recent evidence indicates that neurotransmitter spillover onto 
neighbouring synapses, and activation of extrasynaptic receptors, produce a 
broadening of excitatory and inhibitory synaptic currents in granule cells 
(DiGregorio etal., 2002; Hamann etal., 2002). Furthermore, baseline levels of
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neurotransmitter within the glomerulus are sufficient to cause ongoing 
activation of some neurotransmitter receptors. In particular, ambient 
glomerular GABA concentrations are sufficient to activate GABA-A receptors 
containing high-affinity ot65 subunits (Stell etal., 2003), which have been 
shown to underlie a tonic inhibitory GABAergic conductance in granule cells 
(Brickley etal., 1996).
Mossy fibres also make synaptic contact upon the soma and dendrite 
of Golgi cells, which are inhibitory, therefore providing a means of feed­
forward inhibition upon granule cells. Golgi cell dendrites extend through both 
the granular and molecular layers, in an approximately cylindrical volume 
(Eccles etal., 1967a). Therefore, Golgi cell dendrites also receive input from 
parallel fibres. Eccles and colleagues demonstrated that electrical stimulation 
of parallel fibres could reduce the evoked electrical potential recorded in the 
granular layer upon subsequent stimulation of mossy fibres (Eccles et al., 
1966). Thus Golgi cells also exert feedback inhibition upon granule cell 
activity. It is estimated that there are between 1000 and 3000 granule cells 
per Golgi cell. The extent of overlap of dendritic and axonal arborisations 
between Golgi cells is disputed, some studies argue against much overlap in 
the in the axonal spread of Golgi cells (Eccles et al., 1967a), whereas other 
groups believe them to be subject to significant overlap (Fox et al., 1967). 
Therefore, it is not known whether single granule cells are inhibited by one or 
several Golgi cells. However, it remains highly likely that individual Golgi cells 
exert a powerful modulatory influence over a great many granule cells.
Granule cells are silent in In vitro slice preparations, due to the loss of 
afferent mossy fibre input and their hyperpolarised resting potentials. The
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firing patterns of individual granule cells in vivo has, until this point, remained 
unknown. This is due to their small size and high packing density, which has 
precluded the unambiguous isolation of single units. Golgi cells have 
previously been reported to exhibit an ongoing spiking at low frequencies (5- 
25 Hz), both in vivo and in vitro (Edgley & Lidierth, 1987; Dieudonne, 1998).
Finally, it is worth mentioning two other granular layer neurons that are 
often overlooked components of the cerebellar circuit. Lugaro cells are 
fusiform-shaped neurons, located at the top of the granular layer, just below 
the Purkinje cell bodies. Comparatively little is known about these neurons, 
both in terms of their synaptic connections and their physiological activity. 
However, recent in vitro and in vivo studies report that they discharge 
rhythmically at low frequencies, 5-20 Hz (Dieudonne & Dumoulin, 2000; 
Holtzman et al., 2003), and thus provide oscillatory inhibitory input to their 
downstream targets, in particular Golgi cells. It has been shown in cerebellar 
slice preparations, that their activity is highly dependent upon serotonergic 
input (Dieudonne & Dumoulin, 2000).
The unipolar brush cell (UBC) is often ignored due to its asymmetric 
distribution across different areas of the cerebellar cortex. UBCs each receive 
a single mossy fibre input to a large brush-like perisomatic synapse. Their 
axons remain restricted to the granular layer and innervate granule cells in a 
similar manner to mossy fibres. UBCs are found in particularly high levels in 
the some areas of the flocculus, whilst being mostly absent in many other 
areas of the cerebellum. In vitro studies indicate that they faithfully relay 
mossy fibre activity in a spike-to-burst manner (Rossi et al., 1995; Dino et al.,
2000), and would therefore be expected to amplify mossy fibre signals within
Chapter 1: INTRODUCTION 39
the granular layer. They have recently been shown to exhibit high discharge 
rates in vivo (8-20 Hz; J Simpson, personal communication).
1.4.1.2 The molecular layer
The second afferent input to the cerebellum, the climbing fibres, arise 
from the axons of inferior olivary nuclear neurons, and terminate upon the 
dendritic trees of Purkinje cells. Each Purkinje cell is innervated by a single 
climbing fibre input, which entwines the main portion of dendritic tree (Llinas & 
Walton, 1998). Climbing fibre impulses generate powerful excitatory effects 
within Purkinje cells, and typically generate a rapid burst of action potentials 
known as a complex spike (Ito, 1984). Purkinje cells also receive excitatory 
synaptic inputs via parallel fibres and the ascending limb of granule cell 
axons. The sheer number of parallel fibre/ascending limb synapses received 
by Purkinje cells is impressive: up to 175,000 per Purkinje cell in rat (Napper 
& Harvey, 1988). This excitatory convergence is the largest known in the 
nervous system. Each parallel fibre is estimated to make only one or two 
synaptic contacts upon every second or third Purkinje cell dendrite that it 
passes (Palay & Chan-Palay, 1974; Napper & Harvey, 1988). Thus the 
contribution of individual parallel fibres in shaping the response of Purkinje 
cells is often assumed to be extremely small (Bower, 2002).
In acute slices, Purkinje cells are typically observed to fire regular 
action potentials (also referred to as simple spikes) at high tonic rates around 
50 Hz. Similar firing rates are also observed in vivo, although simple spike 
rates are considerably more variable, and subject to powerful modulation by
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complex spikes (Bell & Grimm, 1969; Armstrong, 1974), which are observed 
at a rate of 1 per second (Ito, 1984).
The dendritic processes of stellate and basket cells are located 
exclusively within the molecular layer. Both cell types receive excitatory 
synaptic inputs via parallel fibres and exert feed-forward inhibitory action upon 
their targets, Purkinje cells (Mittmann etal., 2004). Basket cells are larger 
than stellate cells, and innervate Purkinje cell soma and axon rather than 
dendrites. However, both sets of neurons are generally assumed to constitute 
variations within one class. Stellate and basket cells outnumber Purkinje cells 
by 16:1 and 6:1 respectively. Both stellate and basket cells are spontaneously 
active at low rates, around 10 Hz in slice preparations (Hausser & Clark,
1997), and in the intact cerebellum (Jorntell & Ekerot, 2003b)
1.4.1.3 The cerebellar nuclei
Purkinje cells are GABAergic and represent the sole output of the 
cerebellar cortex. Their myelinated axons run down through the granular 
layer, into the white matter and out of the cortex. Deep cerebellar nuclear 
neurons are the primary target of Purkinje axons and integrate Purkinje cell 
inputs together with collaterals from the mossy fibre and climbing fibre 
systems to generate the output of the cerebellar circuit (Bloedel & Courville, 
1981). Deep cerebellar nuclear neurons are a heterogeneous population of 
large and small projection neurons and local circuit neurons, and are 
spontaneously active in both slice preparations and in vivo (Aizenman et al., 
2003; Rowland & Jaeger, 2003).
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1.4.2 Spatial organisation of the cerebellum
Whilst the basic circuitry is almost invariant across cerebellum, the 
distribution of afferent and efferent connections shows a distinct spatial 
organisation. An interesting feature of the cortical hemispheres is their 
unbroken continuity across the midline. Anatomically, and functionally, the 
cerebellar cortical hemispheres have often been subdivided along the lines of 
efferent projections to the three deep cerebellar nuclei. Vermal, intermediate 
and lateral zones of the hemispheres project to the medial, interposed and 
dentate nuclei respectively, whilst the flocculonodular lobe projects to the 
vestibular nuclei (Jansen & Brodal, 1940). However, the positions of the 
borders between the three hemispheric cortical zones depend on the position 
of arbitrary borders between cerebellar nuclei themselves, and not on specific 
landmarks in the cortex. In the rat cerebellum, much information has been 
gathered on the fine spatial organisation of projections to and from the lateral 
hemispheres. The following sections focus on the organisation of these 
projections.
1.4.2.1 Afferent inputs to the lateral cerebellar hemispheres
The pontine nuclei in the rat provide a major projection to the cerebellar 
hemispheres. It is generally held that the pontocerebellar projection is very 
precisely organised and characterised both by patterns of convergence and 
divergence (Flumerfelt & Hrycyshyn, 1985). Individual folia receive mossy
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fibres from diverse regions of the pontine nuclei. Additionally, mossy fibre 
labelling experiments have shown that collateral projections from the same 
pontine neuron often project to different lobules within the same hemisphere 
and even to both hemispheres.
The pontine nuclei receive afferent inputs from a number of sources 
including various regions of the cerebral cortex, the superior and inferior 
colliculi and the deep cerebellar nuclei. Corticopontine fibres originate from 
somatosensory and motor areas, and also from visual and auditory areas. 
However, it is the somatosensory and motor cortex that provides the greatest 
input, particularly from facial areas in the rat. Many pontine neurons also 
receive convergent inputs from functionally different cortical areas.
Neurons from the trigeminal sensory nuclei also project directly to the 
lateral hemispheres of the cerebellum (Voogd & Glickstein, 1998). 
Comparatively little is known about this projection, although recent labelling 
experiments indicate that trigeminal mossy fibres send collaterals to both 
cerebellar hemispheres (Bukowska etal., 1998). The direct nature of this 
pathway is believed to underlie the very short latencies (less than 10 ms; 
Morissette & Bower, 1996) of stimulus-evoked activity in the cerebellar 
hemispheres. It is not known whether mossy fibres from the pontine and 
trigeminal systems are segregated in the granule cell layer.
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1.4.2.2 Micro-organisation of afferent inputs to the lateral cerebellar 
hemispheres
The fine spatial structure of afferent projections to the cerebellum was 
first characterised in Wally Welker’s laboratory in the 1970s. Using high- 
density ‘micro-mapping’ techniques, several surprising findings were made. 
The predominant sensory input within the lateral cerebellar hemispheres of 
the rat was discovered to be tactile. Furthermore, the tactile structures 
represented were found to be perioral, mainly representing the lips and 
vibrissae (Shambes etal., 1978a; Shambes etal., 1978b). This finding was a 
surprise, especially when viewed in the context of the cerebellum’s traditional 
role in motor coordination (see section 1.4.3.2). In addition, the topographic 
pattern of these projections was very different from those found in other 
somatosensory structures (Shambes et al., 1978b). In contrast to the 
somatotopic organisation of somatosensory cortex, for example, tactile 
projections to the cerebellar cortex exhibited ‘an usual patch-like mosaic 
representation of different body parts’ (Fig 1.2). Adjacent cortical areas often 
receive inputs from non-adjacent body parts, and different patches distributed 
across the cortex often represent the same body part. Within each patch, 
body surface is somatotopically organised. Thus, this projection pattern is 
described as ‘fractured somatotopy’.
Within folium Crus I la of lateral cerebellar hemispheres, a comparison 
of afferent projections in different rats revealed striking similarities in both the 
fractured patterns and the parts of the body surface represented (Bower & 
Kassel, 1990). Also, peripheral lesions, e.g. denervation of the upper lip area
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Fractured somatotopy in the lateral cerebellar hemispheres. Schematic representation showing the source of tactile inputs in lateral folia of the 
rat cerebellum. Selected key: RF, receptive field; PML, paramedial lobule; v, vibrissae; fbp, front buccal pad; li, lower incisor; ul, upper lip. 
Reproduced from Bower and Woolston (1983).
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of the face, reveal that these fractured patterns are retained, even if the 
lesions occur early in development (Ito et al., 1982; Gonzalez et al., 1993). In 
lesioned animals, the upper lip area representation is instead replaced by 
representation of the ipsilateral upper incisor, which is normally not strongly 
represented in Crus lla. Functionally, the result of this reorganisation is that 
tactile information about the upper lip is to some extent retained: touching the 
deafferented lip produces a response in the cerebellum through the indirect 
contact of the upper lip on the upper incisor.
These afferent projection patterns are mirrored in the patterns of 
activation of neurons within the cerebellum. Similar clumps of activation were 
found in the field responses of cerebellar granule cells during tactile 
stimulation (Bower & Woolston, 1983). Surprisingly, the activation profile of 
Purkinje cells shows a very high degree of congruence with the granule cells 
situated directly beneath them in the cortex. The vertical organisation within 
the cerebellar cortex was unexpected, since the structure of the cerebellum, 
and in particular the organisation of parallel fibres, had led many to predict the 
activation of ‘beams’ of Purkinje cells (Eccles et al., 1967a). Subsequently, it 
has been proposed that functional basis of this vertical organisation may rely 
upon powerful synaptic connections onto Purkinje cells from granule cell 
ascending limb axons (Llinas, 1982), and/or a high proportion of weak or 
silent synapses between parallel fibres and Purkinje cells (Isope & Barbour, 
2002).
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1.4.2.3 Efferent projections from the lateral cerebellar hemispheres
Efferents from the lateral cerebellar hemispheres project to the dentate 
nucleus. In the past, the dentate was thought to contain a single map of the 
body and project via the thalamus in a somatotopic fashion to the primary 
motor cortex. However, recent transneuronal tracing experiments have 
revealed that the dentate also makes projections to nonmotor cortical areas 
including the prefrontal and posterior parietal cortex (Middleton & Strick, 1994,
2001). Glutamatergic projection neurons convey most of the output from the 
cerebellum (Czubayko et al., 2001). However, smaller GABAergic projection 
neurons carry feedback signals to the inferior olive and are not known to 
project elsewhere (de Zeeuw etal., 1989).
1.4.3 Theories of Cerebellar Function
The structural regularity of cerebellum has led many to infer that the all 
areas of the cerebellar serve a common function. Unfortunately, it is still the 
case that investigators know very little about how the cerebellum works, and 
what it actually does.
1.4.3.1 Early discoveries
Our attempts to understand cerebellar function have been heavily 
influenced by the earliest lesion studies (Rolando, 1809; Flourens, 1824) and 
subsequently the work of Gordon Holmes (Holmes, 1917). By carefully
Chapter 1: INTRODUCTION 47
examining World War I shrapnel victims, suffering specific cerebellar lesions, 
he was able to establish the cerebellum’s crucial involvement in motor control. 
It was apparent that the cerebellum does not serve a primary role in either 
sensory or motor function since its destruction doesn’t produce sensory 
deficits or paralysis. However, sufferers of cerebellar damage do show 
extreme difficulties in initiating and concluding movements, and over- and 
undershoot their targets (dysmetria). Collectively, these deficits are known as 
ataxia, and are the most commonly observed symptoms in animal models of 
cerebellar dysfunction. Both force and timing of movement are severely 
affected by cerebellar dysfunction (Hore et al., 2002). With these deficits in 
mind, working models have been proposed where the primary function of the 
cerebellum is the modulation and coordination of movement.
1.4.3.2 Theories of motor learning in the cerebellum
David Marr (1969) and James Albus (1971) developed two of the most 
influential models of cerebellar cortical function. Both believed that complex 
patterns of motor activity are represented in the activity of parallel fibres and 
that the cerebellum, and specifically Purkinje cells, act as a pattern 
recognition device. A key proposal of both theories is that parallel fibre- 
Purkinje cell synapses are subject to modulation, for example, when a signal 
indicates an error in motor output. This ‘error signal’, conveyed to the 
cerebellum by climbing fibres, can therefore alter the strength of active 
parallel fibre synapses and hence induce a form of learning. Patterns may 
therefore be stored in the cerebellum as synaptic weights at parallel fibre-
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Purkinje cell synapses. The sign change undergone by parallel fibre synaptic 
weights during learning was originally proposed to be positive in response to 
climbing fibre input i.e. potentiating active parallel fibre inputs (Marr, 1969). 
However, this assumption did not take into account the inhibitory output of the 
cerebellar cortex, or the high rates of spontaneous spiking activity often 
observed in Purkinje cells in vivo. Therefore, the original theory was modified 
slightly to propose that the synaptic weights of active parallel fibre synapses 
would instead be weakened by climbing fibre signalling (Blomfield & Marr, 
1970; Albus, 1971). Extensive experimental evidence has since been 
gathered in support of climbing fibre-driven long-term depression (LTD) at 
parallel fibre synapses (Ito, 2001). Complex spike activity in Purkinje cells of 
monkeys is strongly correlated with motor errors during limb movements 
(Gilbert & Thach, 1977). However, it is also important to mention that other 
long term changes in parallel fibre synaptic efficacy, both potentiation (Lev- 
Ram etal., 2002) and depression (Hartell, 1996; Rancz & Hausser, 2004), 
have been reported in the absence of climbing fibre activation. Therefore, it is 
still far from established that climbing fibre-dependent LTD is the primary 
mechanism of motor learning in the cerebellum (Hansel et al., 2001).
Both Marr and Albus also made predictions as to the function of the 
cerebellar granular layer. As indicated earlier, the mossy fibre-granule cell 
synapse represents a site of enormous divergence. The efficiency of Purkinje 
cells to discriminate between the largest number of distinct parallel fibre 
patterns is greatly enhanced if the number of active inputs is kept low (less 
than 1%). Thus, a key prediction of both theories is that during periods when 
mossy fibre input is high, those inputs will be sparsely represented as
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granular layer outputs. This prediction has remained untested due to 
problems with recording granule cell unit activity.
1.4.3.3 The vestibulo-ocular reflex
In order to investigate the functional role of the cerebellum, simple 
behavioural paradigms are necessary. As an example of motor coordination, 
the vestibulo-ocular reflex (VOR) is a relatively simple neuronal system.
Visual fixation of points in space has the potential to be disrupted by head 
movements. However, the brain copes with such a problem by generating 
motor output to rotate the eyes in the opposite direction of head movement. In 
this manner, point fixation is maintained in spite of head movement. The VOR 
also occurs in the dark, as the eye movements are driven by vestibular 
information: this affords a convenient means of testing the VOR in the 
absence of other eye movements. Vestibular nuclei in the brainstem receive 
signals related to head movement and project to neurons in the oculomotor 
nuclei; the flocculus and paraflocculus of the cerebellum form an inhibitory 
side-loop to this circuit. The ‘gain’ of the VOR can be manipulated 
experimentally, by increasing or decreasing the expected slip of the visual 
field on the retina compared to what is expected. A change in the gain of VOR 
will occur to match the change in gain of retinal slip and this change is 
interpreted as motor learning. Lesion and recording studies have revealed the 
necessity of the cerebellum for motor learning in the VOR: disruption 
abolishes the ability to modify gain (Ito etal., 1982). Furthermore, Purkinje 
cells exhibit altered responses during performance of the VOR after motor
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learning. Masao Ito proposed a simple model (Ito, 1982) to explain this 
learning based upon Marr-Albus theories, whereby cerebellar mossy fibres 
supply information from the vestibular organs in response to circular head 
acceleration. If the oppositely directed eye-movement does not hold the gaze 
on the fixation point, then retinal slip will occur. In Ito’s model, retinal slip is 
signalled to the cerebellar cortex via climbing fibres, thus providing an ‘error’ 
or ‘learning’ signal. Parallel fibres that are coincidently active with the climbing 
fibre will be subject to LTD. It is this synaptic plasticity that is postulated to 
mediate the subsequent gain change. In accordance with this model, evoked 
climbing fibre responses have been recorded in the flocculus during retinal 
slip (Simpson & Alley, 1974; Ghelarducci etal., 1975). However, evidence 
also exists that indicates that the predominant site of motor learning in the 
VOR may lie outside the cerebellar cortex, in the vestibular nuclei (Miles & 
Lisberger, 1981). It has been found that responses of vestibular nucleus 
neurons during VOR cancellation exhibit learning-related changes that cannot 
be accounted for in the responses of Purkinje cells during VOR cancellation 
(Lisberger, 1994). More recently, it has been shown that plasticity at both 
cortical and vestibular nucleus sites is required for the VOR, but that specific 
timing constraints are only necessary for the former (Ramachandran & 
Lisberger, 2005).
1.4.3.4 Classical conditioning
Classical, or Pavlovian, conditioning is another simple behaviour that is 
thought to exhibit a component of cerebellar learning. In this paradigm, a
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noxious stimulus (called the ‘unconditioned stimulus’ - US) to the eyeball, 
such as an air puff or electric shock, is preceded in a fixed temporal manner 
by a neutral conditioning stimulus (CS; e.g. a tone); the US causes an eye- 
blink reflex. After a period of training, however, the eye-blink precedes the US 
and is instead cued by CS in a temporally precise manner. Indeed, the 
precise timing relationship between the CS and US can be learnt and relearnt 
as it is varied by several hundreds of milliseconds. Classical conditioning’s 
dependence upon the cerebellum was first revealed through lesion studies 
(McCormick et a/., 1982), and subsequently the auditory input of the CS has 
been shown to be conveyed by cerebellar mossy fibres (Hesslow et al., 1999). 
Thus, classical conditioning is often cited to support of a role for the 
cerebellum in the precise timing of behaviours (Ohyama et al., 2003b).
Once again, the proposed site of motor learning is disputed. Some 
groups have reported that some residual learning remains in the absence of a 
functional cerebellar cortex (Lavond etal., 1987; Lavond & Steinmetz, 1989; 
Ohyama et al., 2003a). However, a recent study used drug microperfusion to 
selectively inactivate cerebellar cortex and nuclei during classical 
conditioning. Inactivation of the cerebellar cortex was sufficient to abolish 
learning and expression of the eye-blink response (Attwell et al., 2002), 
suggesting that ‘motor memory’ is stored in this structure. The precise locus of 
learning during classical conditioning is therefore still rather controversial.
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1.4.3.5 Sensory data acquisition
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The role of the cerebellum in motor control has been strongly 
emphasised by many theorists and experimentalists. However, there are 
several pieces of experimental data that do not sit comfortably with simple 
feedback control of limb movements. For example, afferent input to the lateral 
hemispheres is predominantly tactile, rather than proprioceptive. Certain body 
parts, such as the perioral region in rodents, are highly over-represented in 
the lateral cerebellar hemispheres, whilst input from other areas of the body is 
unexpectedly small. Hindlimb representation is almost completely absent from 
lateral areas of the cerebellum (Shambes etal., 1978a; Kassel etal., 1984; 
Welker et al., 1988), which is surprising for a structure proposed to mediate 
general motor coordination.
Instead, Bower has argued that the primary function of the cerebellum 
is the manipulation of the motor system in order to optimise the acquisition of 
sensory information (Bower, 1997). As already stated, inputs to the lateral 
cerebellar hemispheres of rodents arise mainly from the perioral regions; 
these are the areas employed by rodents during tactile sensory exploration. 
Cats and primates mainly make use of their forelimbs during exploratory 
sensory behaviours. Tactile inputs from distal regions of the forelimb 
constitute the largest representation within the lateral hemispheres of these 
animals (Kassel et al., 1984; Welker et al., 1988).
Activity within the cerebellum is also more poorly correlated with simple 
coordinated movement, than tasks requiring fine sensory discrimination. This 
has been elegantly demonstrated in humans, using fMRI to study activation
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levels during a variety of motor and non-motor behaviours (Gao et al., 1996). 
The contribution of the cerebellar hemispheres to behaviour was assayed as 
fMRI activity in the dentate nucleus, the sole output of the lateral cerebellar 
cortex. Cerebellar activation was determined whilst subjects were asked to 
perform: 1) a simple motor task (finger movements); 2) a sensory 
discrimination task without movement (identifying the roughness of sand 
paper); 3) a sensory discrimination task requiring movement (identifying balls 
from within a bag). The level of dentate activity during these different tasks is 
revealing. Fine finger movements in the absence of sensory discrimination 
produced little or no activation within the nucleus. In contrast, maximal levels 
of activation were found during active sensory discrimination. Interestingly, 
significant activation was also observed during sensory discrimination in the 
absence of movement. These results strongly support of role for the 
cerebellum distinct from the pure modulation of movement. Instead, it is 
argued that the cerebellum uses sensory information to guide the motor 
system in such a way as to facilitate efficient sensory data collection. 
Although, the output of the cerebellum may still modulate motor behaviour, 
the function of this output is markedly different. The cerebellum’s role in eye 
movements can be comfortably explained by this hypothesis, as the efficiency 
of this system is vital to the successful collection of visual information. 
Similarly, the lateral hemispheres of the cerebellum receive auditory input 
(Huang etal., 1991), and stimulation in the lateral nucleus evokes movement 
of the pinna (Cicirata etal., 1992). Since the pinna influences sensory data 
received by the auditory system, this also fits with the hypothesis. Finally, it 
has been suggested that some forms of autism may result from cerebellar
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dysfunction (Kern, 2002). Autistic subjects have difficulty in relating to the 
world around them, and often report that sensory data is overwhelming or 
confusing (Frith, 1997). A hypothesis where the cerebellum is necessary for 
the efficient manipulation of sensory data would be consistent with an 
association of these type of behavioural defects with cerebellar dysfunction.
1.4.3.6 Cerebellar contributions to non-motor behaviour
In accordance with the large cerebellar projection to prefrontal and 
parietal areas of the cerebrum (Middleton & Strick, 1994, 2001), experimental 
work with human sufferers of cerebellar dysfunction has begun to reveal the 
contribution of the cerebellum to cognition. Patients with lateral cerebellar 
lesions show specific language defects, in particular verb generation and 
antonym generation (Gebhart etal., 2002). Since cognition represents neural 
activity without a necessary motor output, this work provides further support 
for the proposal that cerebellar function extends beyond simple coordination 
of the motor system. Instead, it appears that the cerebellum is vital for the 
efficient operation of many elements of the central nervous system.
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1.5 THE AIMS OF THIS STUDY
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Over the past twenty-five years, much has been determined about 
synaptic and intrinsic properties of neurons within the cerebellar cortex. This 
work has mainly been performed in acute cerebellar slices, where afferent 
input is absent. It is now necessary to determine how these properties interact 
in cerebellar neurons in vivo, to shape sensory processing within the 
cerebellum.
1.5.1 Outline of thesis
In this study, in vivo patch clamp techniques have been used to isolate 
single neurons within the cerebellar cortex, enabling both synaptic and spiking 
activity to be monitored. Recordings have been made from folia in the lateral 
cerebellar hemispheres in anaesthetised, freely-breathing rats. These areas 
are known to receive somatosensory inputs (Shambes etal., 1978a). As such, 
it has been possible to observe sensory-evoked activity within cerebellar 
granule cells and Purkinje cells. This thesis is divided into three experimental 
chapters.
Following a methods chapter, the first two experimental chapters deal 
with observations made in cerebellar granule cells. In chapter three, I report 
that granule cells show low ongoing firing rates in vivo. The intrinsic and 
synaptic conductances that contribute to these low firing rates are described. 
In particular, it will be seen that a tonic GABAergic conductance is extremely 
important in regulating the activity of granule cells in vivo.
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In chapter four, I discuss the integration of sensory signals within 
granule cells. The relationship between sensory-evoked synaptic input and 
spike output is determined. High frequency spiking is observed to convey 
sensory information to and from the cerebellar granule cell layer. Within 
individual granule cells, temporal summation is found to be necessary in order 
to generate the observed patterns in granule cell output.
In the final results chapter, I describe the activity of granule cell target 
neurons, interneurons and Purkinje cells. Both classes of neuron are 
spontaneously active. However, the patterns of Purkinje cell output reflect an 
intrinsic membrane bistability. The factors contributing to membrane bistability 
in Purkinje cells are discussed.
The thesis concludes with a general discussion.
Chapter 2: MATERIALS AND METHODS
2.1 INTRODUCTION
The data presented in this thesis were obtained from neurons within 
the cerebella of freely breathing anaesthetised rats. Electrophysiological 
recordings were carried out using the patch clamp technique (Neher & 
Sakmann, 1975) in the cell-attached and whole-cell configurations, using both 
voltage-recording and voltage-clamp modes.
2.2 SURGICAL PROCEDURES
18-27 day old (P18-27) Sprague-Dawley rats were anaesthetised with 
urethane (1.2 g kg"1) or a ketamine (50 mg kg'1) / xylazine (5 mg kg'1) mixture 
via intraperitoneal injection. Following the cessation of spontaneous whisker 
movements, the depth of anaesthesia was assessed using a pinch to the 
hindlimb. When animals were areflexive, they were secured in stereotaxic 
apparatus by use of ear- and bite-bars (Fig 2.1). A sagittal cut was made 
through the skin of the head and haemostatic forceps were used to secure the 
skin and expose the cranium. Connective tissue was removed over one side 
of the cerebellum using a bone-scraper (Fine Science Tools, Germany). A 
dental drill (Osada, Japan) was used to make a small craniotomy (1.5 mm x
1.5 mm) above the vermis (3 mm posterior, 0.5 mm lateral of lambda), or folia 
Crus I and II (3 mm posterior, 5 mm lateral of lambda). In order to expose the 
cerebellar cortex, the dura was removed by use of a fine needle (30 G,
Harvard Apparatus, UK), and fine forceps (Inox forceps: tip size = 0.05 x 0.01
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Figure 2.1
P18-27 rats were anaesthetised and secured using ear- and bite-bars. 
A homeothermic blanket was used to maintain a stable body 
temperature.
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mm; Fine Science Tools, Germany). Subsequently, artificial cerebrospinal 
fluid (aCSF), continuously bubbled with 5% CO2/ 95% O2 , was applied to the 
exposed area of cortex every few minutes in order to keep the area moist. 
Throughout all experiments rectal temperature was monitored and maintained 
at 37 ± 0.5°C by a homothermic blanket (FHC, Bowdoinham, USA). The depth 
of anaesthesia was tested every 10 minutes using a pinch to the hindlimb. 
When a ketamine/xylazine mixture was used, animals were injected with 1/3 
of the original dose every 45 minutes in order to maintain a sufficient depth of 
anaesthesia.
2.3 ELECTROPHYSIOLOGY
2.3.1 In vivo patch clamp recordings
Low-resistance patch pipettes (4-7 MQ) (Sakmann & Neher, 1983; Pei 
et al., 1991) were used to obtain cell-attached and whole-cell recordings in 
vivo. Pipettes were fabricated from filamentous borosilicate glass capillaries 
(outer diameter: 1.5 mm, inner diameter: 0.86 mm; Harvard Apparatus, UK), 
using a Narishige PC10 vertical puller (Narishige, Japan). Typically, the tip 
size was 1-2 pm (Fig 2.2).
Using a Multiclamp 700A amplifier (Axon Instruments, USA), controlled 
via Multiclamp Commander software, voltage-clamp mode was used to 
search for cells in vivo (Margrie et al., 2002). The evoked current in response 
to a square voltage step (+10 mV, 10 ms steps at 100 Hz) was monitored and 
used as an indicator of pipette resistance, which increases when the pipette
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Figure 2.2
Patch clamping in the cerebellum in vivo. A Patch pipette viewed under dissecting scope to 
illustrate shank geometry. B Patch pipettes were carefully advanced onto the exposed 
surface of the cerebellum. Outline indicates approximate area of craniotomy, made above 
folium Crus lla.
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contacts cell membranes. Pipettes were rapidly advanced into the area of 
interest under high positive pressure (100-200 mbar) in order to minimise the 
likelihood of blockage. When reaching the area of interest, positive pressure 
was reduced to 25-35 mbar and the pipette advanced in 2 pm steps. Three 
consecutive steps associated with increased pipette resistance indicated the 
proximity of a cell membrane, and pressure was rapidly released. Under 
optimal conditions, the removal of positive pressure within the granule cell 
layer was usually associated with the spontaneous formation of a 1-10 GQ 
seal (greater than 66% of attempts). Under sub-optimal conditions, and more 
generally within the molecular and Purkinje cell layers, mild negative pressure 
was applied to facilitate seal formation. Factors contributing to the success 
rate of patch clamp recordings in vivo are well described in Margrie et al. 
(2002).
Following formation of a high resistance seal in cell-attached voltage- 
clamp configuration, electrode capacitance was cancelled semi-automatically 
(Multiclamp Commander Software; Axon Instruments, USA) before obtaining 
electrical access to the cell. Slow ramped suction was regularly combined with 
a brief voltage pulse (+1V, 100 ps) in order to establish the whole-cell 
configuration.
Upon gaining whole-cell access, series resistance and membrane 
capacitance (Cm) measures were determined directly from the amplifier 
settings. Granule cell series resistances were in the range of 20-80 MQ 
(mean: 39 ± 3 MQ, n = 15), and were automatically compensated using 
Multiclamp Commander.
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In whole-cell voltage recordings, electrode capacitance compensation 
(« 2.5 pF) was applied via Multiclamp Commander. Bridge-balancing was 
performed in Purkinje cells and interneurons, but was not routinely used in 
granule cell recordings, due to a much smaller Rs: Rinput (D'Angelo et al.,
1995, 1998).
2.3.2 Drug Application
During whole-cell patch clamp recordings, drugs were dissolved in 
aCSF and applied directly to the exposed surface of the cerebellum using a 
custom-made micropipette.
Gabazine (SR95531; 0.5 -  1 mM) was used to selectively antagonise 
GABAa receptors. This compound avoids the non-selective antagonistic 
actions of the classical GABAa receptor antagonist, bicuculline, upon K+ 
channels (Seutin et al., 1997; Debarbieux et al., 1998). The action of gabazine 
was assessed in voltage-clamp mode at holding potentials between -30 and 0 
mV in order to visualise spontaneous IPSCs. 30-240 sec following gabazine 
application, the disappearance of spontaneous IPSCs indicated GABAa 
receptor blockade had occurred.
NBQX (0.5 mM) was used to selectively antagonise non-NMDA 
glutamate receptors. The action of NBQX was assessed in voltage-clamp 
mode at -70 mV in order to visualise spontaneous EPSCs. 30-240 sec 
following NBQX application, the disappearance of spontaneous EPSCs 
indicated that non-NMDA glutamate receptor blockade had occurred.
TTX was used to block voltage-gated Na+ channels within the
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cerebellar cortex, thus preventing action potential-mediated synaptic 
transmission in the local region of the cerebellar cortex. The action of TTX 
was assessed using strong depolarizing current commands to confirm the 
blockade of action potential generation in the cell being recorded from.
2.3.3 Sensory stimulation
Sensory responses were evoked using an air puff (30-300 ms, 60 
p.s.i.) timed by a Picospritzer II (General Valve, USA). Rigid plastic tubing 
(inner diameter: 0.8 mm) was used to convey the stimulus from the main unit 
directly to a glass pipette (inner diameter: 0.86 mm) near the animal’s face 
(Fig 2.3). The onset and duration of the stimulus was acquired directly from 
the Picospritzer. The delay from stimulus onset to the air puff reaching the 
face was measured by placing the end of stimulating pipette adjacent to a 
recording pipette (in bath configuration), and measuring the onset of the 
electrical signal in Axograph. An 11 ms delay was measured between 
stimulus onset and the air puff reaching the face. This value was 
subsequently subtracted from the onset latencies of all sensory-evoked 
responses. Typically, the tip of the pipette was placed 5 mm from the animal’s 
face: each air puff stimulated 3-4 whiskers and/or a small circular area of skin 
(approx. diameter: 4 mm). During whole-cell recordings in voltage-clamp or 
voltage-recording modes, by slowly moving the tip of the pipette around 
perioral regions, it was possible to detect regions where air puff stimulation 
was correlated with the incidence of action potentials or synaptic events.
Once a reliable sensory response was located, the stimulator was fixed, and
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the intensity reduced to the lowest level at which sensory-evoked events 
could still be evoked (typically 20 - 40 p.s.i). Precise spatial-mapping of 
sensory responses was not performed in this study.
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Figure 2.3
A glass capillary connected to a Picospritzer was placed close to the rat's face. 
Brief air puffs were used to stimulate whisker and lip areas.
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2.4 DRUGS AND SOLUTIONS
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2.4.1 Internal solution
COMPOUND CONCENTRATION (mM)
K-Methanesulphonate 133
KCI 7
HEPES 10
Mg-ATP 2
Na2-ATP 2
Na2-GTP 0.5
EGTA 0.05
Internal solution was calibrated to pH 7.2 with KOH, and had an 
osmolarity in the range 280-290 mOsm. The internal Cl' concentration was set 
to produce an IPSP reversal potential of -69 mV. This is close to the 
physiological value in granule cells measured using the gramicidin perforated- 
patch technique (-63 ± 5 mV at P18-21) (Brickley et al., 1996).
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2.4.2 Artificial cerebrospinal fluid (aCSR
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COMPOUND CONCENTRATION (mM)
NaCI 125
NaHC03 5
NaH2P04 10
KCI 1
CaCI2 2
MgCI2 2
Glucose 25
Extracellular solutions were continuously bubbled with 95% 0 2 / 5% C 02 prior 
to application to the brain surface.
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2.4.3 Abbreviations and purveyors
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Abbreviation Full name Source
EGTA Ethylene glycol-bis(2-aminoethylether)-N,N,N',N,-tetraacetic acid Sigma
Glucose D-glucose Sigma
Gabazine 2-(3-Carboxypropyl)-3-amino-6-(4 methoxyphenyl)pyridazinium 
bromide
Sigma
HEPES 4-(2-Hydroxyethyl)piperazine-1 -ethanesulphonic acid Sigma
KCI Potassium chloride Sigma
K-Methanesulphonate Potassium methanesulphonate Fluka
Mg-ATP Magnesium adenosine triphosphate Sigma
MgCI2 Magnesium chloride Sigma
NaCI Sodium chloride Sigma
NaHC03 Sodium bicarbonate Sigma
NaH2P04 Sodium dihydrogen phosphate Sigma
Na2-GTP Disodium guanosine triphosphate Sigma
NBQX I^.S^-Tetrahydro-e-nitro^.S-dioxo-benzofflquinoxaline-y-
sulfonamide
Tocris
TTX Tetrodotoxin Tocris
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2.5 DATA ACQUISITION AND ANALYSIS
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Data were low-pass filtered at 3 -10 kHz and acquired at 50 kHz via an ITC- 
18 interface (Instrutech, USA) using Axograph 4.8 software (Axon 
Instruments, USA). Data were analysed offline using Axograph 4.8 and Igor 
Pro (Wavemetrics, USA).
Resting membrane potential (Vm) was measured immediately after formation 
of the whole-cell configuration (‘break-in’). The junction potential difference 
between the internal and extracellular solutions was measured (+10 mV) and 
corrected for (Neher, 1992), in order to accurately determine Vm.
Granule cell input resistance was calculated from steady-state voltage/current 
deflections during 400 ms step current (+5 pA) or voltage (-10 mV) injections. 
Input resistance of interneurons and Purkinje cells was measured using 400 
ms step current injections (typically around -20 pA for interneurons, and -200 
pA for Purkinje cells).
Accommodation index was calculated for individual granule cells as (mean 
final ISI) / (mean first ISI) during 400 ms step current injection of sufficient 
amplitude to induce saturating firing rates.
Spontaneous and evoked synaptic currents were detected using a template- 
matching algorithm in Axograph 4.8, with evoked EPSCs defined as events 
within a 50 ms window after the onset of the response. A representative
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synaptic event was selected to serve as a template in each cell. Typically, 
only the rising phase of the EPSC was used as a template, as this improved 
the detection of closely-spaced events. Events were initially accepted if they 
exceeded a noise threshold (at least 3 times the standard deviation of the 
current noise). Subsequently, all events were visually inspected. EPSCs were 
initially distinguished as ‘fast-rising’, rather than ‘spillover’, events if their 10- 
90% rise times were below 0.25 ms. Thereafter, the rise time gradient of all 
events was visually inspected.
EPSC waveforms were generated by a double exponential current injection 
with mean kinetics of all spontaneous EPSCs recorded from a granule cell 
voltage clamped at -70  mV (xrise = 0.34 ms, id e c a y  = 2.1 ms).
Analysis of Purkinje cell membrane potential bistability was performed as 
follows. Histograms of membrane potential distribution were constructed for 
each Purkinje cell and Gaussian fits (using Igor Pro) were applied to individual 
peaks. The modal value of each Gaussian fit was taken as the mean 
membrane potential for the up state and the down state. To measure the 
duration of each individual state, transitions between the up and down states 
were detected using the following thresholding procedure. Two thresholds 
were set at one quarter and three quarters of the distance between the peaks 
of the membrane potential distribution. When membrane potential rose above 
the lower threshold, a down-to-up transition was registered and when 
membrane potential fell below the upper threshold, an up-to-down transition 
was registered. To avoid defining noise or single complex spikes as short
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states, pairs of lower and upper thresholds that generated a time difference of 
less than 50 ms were removed.
The deviation from unimodality of the membrane potential of Purkinje cells, as 
well as that granule cells and interneurons, was tested using a ‘dip test’ 
(Hartigan, 1985), on R (version 1.9.1). For each cell, the test was performed 
on 1000 randomly chosen values of membrane potential.
Statistical comparisons were made using Student’s paired f-test unless 
otherwise indicated. In order to determine whether the amplitude distributions 
of evoked, spontaneous and miniature EPSCs were significantly different, a 
Kolmogorov-Smirnoff test was used. In cells where sensory-evoked currents 
were recorded, the Kolmogorov-Smirnoff test was calculated from the entire 
population of spontaneous and evoked EPSC amplitudes pooled from these 
cells. In a different group of cells (n = 4), a Kolmogorov-Smirnoff test was 
performed on the populations of spontaneous and miniature EPSC amplitudes 
pooled from these cells. Datasets were deemed to be significantly different if p 
< 0.05. Results are presented as mean ± SEM.
Chapter 3: INTRINSIC PROPERTIES OF 
CEREBELLAR GRANULE CELLS IN VIVO
3.1 INTRODUCTION
The activity of granule cells in the intact cerebellum is unknown. 
Granule cells receive the vast majority of the input to the cerebellum, via the 
mossy fibres. Each granule cell has only 1-7 short dendrites, with each 
dendrite receiving a single excitatory mossy fibre (Palay & Chan-Palay, 1974; 
Hamori & Somogyi, 1983; Jakab & Hamori, 1988). Granule cells also form the 
majority of excitatory synaptic contacts onto the sole cerebellar cortical output 
neurons, Purkinje cells, via the parallel fibres. Knowledge of granule cell 
activity patterns is therefore vital to our understanding of the computations 
performed within the cerebellum.
The use of traditional electrophysiological techniques to study the 
activity of individual granule cells within an intact neural network has been 
unsuccessful. Due to the very small size of their somata (« 5 pm diameter), 
conventional sharp microelectrodes cannot be used to penetrate granule 
cells. Additionally, the high packing density of the granule cell layer - 3.2 x 106 
granule cells per mm3 (Palay & Chan-Palay, 1974) compared with 1.2 x 105 
neurons per mm3 in V1 of macaque cortex (O'Kusky & Colonnier, 1982) - has 
meant that extracellular recording techniques have been of limited utility, 
(Eccles et al., 1971) due to the difficulty in isolating single units with certainty. 
As such, almost nothing is known about the physiological patterns of activity 
both received and produced by cerebellar granule cells in vivo.
However, use of whole-cell patch clamp techniques has yielded 
extensive electrophysiological data on the properties of cerebellar granule
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cells in acute and cultured brain slices. In particular, it has been shown that in 
vitro granule cells have a very high input resistance - 2.3 ± 1.1 GQ (D'Angelo 
et a/., 1995) - meaning that their membrane potential undergoes rather large 
fluctuations in response to small changes in conductance (D'Angelo et a!., 
1995; Cathala eta!., 2003). They also have a fast membrane time constant 
(xm = 6.7 ± 3.3 ms; D’Angelo etal., 1995), resulting in rapid voltage 
fluctuations (Silver etal., 1992; Traynelis etal., 1993). Modelling and 
experimental data confirm that granule cells are electrotonically compact, 
approximating to single electrical compartments (Gabbiani etal., 1994;
Cathala etal., 2003). As a result, dendritic synaptic inputs are largely 
unfiltered when they reach the soma (Silver et a/., 1992; Cathala et al., 2003).
Granule cells possess several voltage-sensitive conductances, 
including a persistent Na+ conductance (D'Angelo et al., 1998). They express 
AMPA and NMDA receptors at their excitatory postsynaptic densities (Silver 
et al., 1992; Farrant et al., 1994; DiGregorio et al., 2002). NMDA receptors are 
also found at extrasynaptic locations on granule cell dendrites (Clark et al., 
1997).
In addition to direct postsynaptic receptor activation, neurotransmitter 
release has been shown to activate both extrasynaptic receptors (Farrant et 
al., 1994; Clark etal., 1997) and receptors at neighbouring granule cell 
synapses -  ‘spillover’ activation - lengthening the decay time of both granule 
cell EPSC and IPSC waveforms (DiGregorio et al., 2002; Hamann et al., 
2002). Additionally, in acute slices, granule cells are subject to a resting tonic 
inhibitory conductance due to an ongoing activation of their GABAA-receptors 
by ambient levels of glomerular GABA (Brickley et al., 1996; Wall & Usowicz,
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1997; Brickley et al., 2001; Rossi et al., 2003a). This tonic GABAergic 
conductance exerts very powerful effects on the membrane properties of 
granule cells, profoundly altering their input-output relationships (Brickley et al 
1996; Silver and Mitchell 2003).
Many of the membrane properties intrinsic to granule cells show 
considerable variation during development. Whilst cell migration is 
considered to be complete by P14 (Altman, 1972), the glomerulus continues 
to mature until P60 (Hamori & Somogyi, 1983). The tonic GABAergic 
conductance increases in magnitude until at least P28 (Brickley etal., 1996). 
Similarly, synaptic and intrinsic conductance changes have been observed 
between P8 and P39 (Cathala et al, 2003). AMPA EPSCs become faster 
during development, and input resistance and input capacitance decrease. 
One result from many of these developmental changes is to speed up the 
EPSP waveform, suggesting that the time window for temporal summation 
decreases during development.
In combination with anatomical considerations, these in vitro data have 
been used to make inferences about the nature of information transfer 
through the granule cell layer (Gabbiani et al., 1994; De Schutter, 2002; 
Hamann etal., 2002), and will discussed in detail later. However, a key 
question of how realistically the properties of granule cells in vitro mimic those 
in the intact network has yet to be answered. Procedures used to produce 
acute brain slices are suspected to damage to dendritic and axonal structures, 
cause a skewed death of particular cell-types (commonly smaller 
interneurons) and ‘wash-out’ of neuromodulators and other extracellular 
signalling molecules. Most crucially, afferent input to the cortex is obliterated.
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To address these issues, I have used blind cell-attached and whole-cell 
patch clamp techniques, targeted to the granule cell layer of the cerebella of 
anaesthetised, freely-breathing rats. This approach allows the unequivocal 
isolation of single neurons, and additionally, the study of sub- and supra- 
threshold electrical activity (Pei etal., 1991; Ferster & Jagadeesh, 1992; 
Margrie et al., 2002).
In this chapter I will explain how granule cells can be identified within the 
intact cerebellar cortex from their characteristic electrophysiological 
properties, and how synaptic and intrinsic conductances interact to set low 
granule cell activity rates in the lateral hemispheres of the anaesthetised rat 
cerebellum.
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3.2 RESULTS
3.2.1 Characterisation of cerebellar granule cells
Blind cell-attached and whole-cell patch clamp recordings were made 
from the cerebella of freely breathing anaesthetised rats. Granule cells were 
identified by their depth within the cerebellar cortex (> 400 pm from the pial 
surface) and subsequently by their characteristic electrophysiological 
properties. Upon gigaseal formation, ‘break-in’ to whole-cell configuration was 
normally achieved rapidly (within 10 s) by combining mild negative pressure 
with a brief voltage pulse (+1V, 100 ps; Fig 3.1 A-C) -  see chapter 2 for more 
details. The appearance of a capacitative transient (Fig 3.1 D) indicated that 
whole-cell configuration had been established. Total membrane capacitance 
(Cm) was normally determined directly from the amplifier following automatic 
series resistance and capacitance compensation in voltage-clamp mode. An 
extremely small total membrane capacitance of granule cells in vivo was 
found to be characteristic (Cm = 3.8 ± 0.3 pF, n = 15), and consistent with 
patch-clamp recordings made from granule cells in vitro (D'Angelo et al.,
1995; Cathala et a/., 2003).
Immediately following break-in, step-current injections were made in 
voltage-recording mode to investigate granule cell membrane properties. 
Small current injections caused large, rapid deflections in membrane potential 
as a result of an extremely high input resistance (Rinput= 1.1 ± 0.1 GQ at 
resting potential, n = 62 cells) and a fast membrane time constant (z= 6.9 ± 
0.7 ms, n = 49). 10-40 pA injections from resting Vm were sufficient to
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Figure 3.1
Membrane properties of a cerebellar granule cell in 
vivo. A Recording of pipette current in response to 10 
mV test pulses following gigaohm seal formation and 
pipette capacitance compensation. At the marker (•), 
light suction was combined with a brief voltage pulse 
(+1 V, 100 ps) in order to gain whole-cell access to 
the cell. B Pipette current in response to a 10 mV 
test pulse in cell-attached (left) and whole-cell 
recordings (right) from the same granule cell 
(averages of 78 and 80 consecutive sweeps 
respectively). Series resistance = 54 M£XC Time 
constants were determined from exponential fits of 
current decay following the termination of a 10 mV 
test pulse in whole-cell configuration (in this example, 
trace corresponds to the hatched box in B, right). xfast 
was used to calculate total membrane capacitance, 
Cm. For this cell, Cm = 2.9 pF.
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generate action potential firing (Fig 3.2 A) and strong depolarising current 
injections induced saturating firing rates of up to 250 Hz with little or no 
accommodation over a 400 ms time period (Fig 3.2 B; accommodation ratio = 
0.9 ± 0.1, n = 11). Action potentials fired by granule cells had half-widths 
below 1 ms (0.62 ± 0.3 ms, n = 42), and exhibited a fast afterhyperpolarisation 
not present in cerebellar interneurons (Fig 3.3 A; see also Chapter 5). 
Comparison of voltage deflections to positive and negative current injections 
revealed a dependence of input resistance upon membrane potential, i.e. 
rectification. The degree of rectification was calculated as the ratio of input 
resistance during a depolarising current pulse to that recorded during a 
hyperpolarising pulse of equal amplitude (+/-10 pA, Fig 3.2 A). The ratio was 
1.9 ± 0.1 (n = 17), indicating strong inward rectification (D'Angelo et al., 1995), 
although it is noted that considerable variation was found between granule 
cells (range 0.6-2.4; Fig 3.3 B). Overall, the intrinsic membrane properties 
determined for granule cells in vivo are in good agreement with data obtained 
in several in vitro studies (Traynelis etal., 1993; D'Angelo etal., 1995;
Brickley et al., 2001; Cathala et al., 2003), allowing their unequivocal 
identification.
3.2.2 Spontaneous spiking activity of cerebellar granule cells
In order to determine the activity of granule cells at rest, voltage- 
recordings were made in the absence of DC current injection. Soon after 
break-in (within 2 minutes), resting membrane potential (Vm) and spontaneous 
firing rates were monitored for a 30-60 s period. Mean resting membrane
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Figure 3.2
Current-voltage relationship for a single cerebellar granule cell. A Small current injections can trigger 
action potential firing. Granule cells show a characteristic inward rectification, calculated from AV 
(depol.)/AV (hyperpol.) following 10 pA step current injections. B Granule cells can fire action 
potentials at rates of up to 250 Hz with little or no accommodation.
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Intrinsic membrane properties of cerebellar granule cells in vivo. A Action potential waveform of 
cerebellar granule cell and granular-layer interneuron. Granule cell action potentials are brief and 
display a characteristic fast AHP. B The rectification ratio in cerebellar granule cells. Most granule 
cells show inward rectification.
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potential was found to be -64 ± 1 mV, which was 24 ± 1 mV hyperpolarized to 
threshold (n = 75; Fig 3.4 A). The spontaneous firing rate of cerebellar granule 
cells in vivo was found to be low (0.5 ± 0.2 Hz, n = 46), and in many cases 
(70%), cells remained silent for the duration of recording.
Cell-attached recordings were not used to assess spontaneous granule 
cell firing rates because it was rarely possible to remain in this configuration 
for a sufficient period of time and then break-in successfully. Generally, in 
order to gain whole-cell access to granule cells, it was necessary to break-in 
as soon as possible after gigaohm seal formation, usually within seconds.
The low ongoing firing rates observed in whole-cell configuration are in 
keeping with the large average distance between resting membrane potential 
and threshold (Fig 3.4 B, C). A variety of factors are likely to contribute to the 
low spontaneous firing rate of cerebellar granule cells in vivo. In particular, low 
levels of mossy fibre excitatory input and/or strong inhibitory input from Golgi 
cells might be expected to decrease the likelihood of spike generation. The 
contribution of these two distinct synaptic inputs on granule cell output was 
therefore investigated.
3.2.3 Excitatory spontaneous synaptic activity to cerebellar granule cells
Mossy fibre synaptic events were observed in both voltage-recording 
(Fig 3.4 B) and voltage-clamp modes. Voltage-clamp recordings were made 
at -70 mV (the reversal potential of GABAa receptor-mediated conductance), 
affording good resolution of mossy fibre EPSCs (Silver et al., 1992) in the 
absence of IPSCs (Fig 3.5 A). Spontaneous EPSCs with amplitude of -8.7 ±
B-59 mV
16-1
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Figure 3.4
Spontaneous activity of cerebellar granule cells in vivo. A Histogram of granule cell resting membrane potential (Vm; bin size = 4 mV), 
immediately following 'break-in'.B Voltage recording from a single granule cell in the absence of injected current. Ongoing excitatory synaptic 
activity at around 10 Hz is rarely sufficent to drive action potential firing. C Histogram of membrane potential (Vm; bin size = 1 mV) from the 
same cell.
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1.1 pA were recorded at a frequency of 4 ± 1 Hz (Fig 3.5 A; n = 10).
Recently, close analysis of AMPA-receptor mediated EPSCs in cerebellar 
granule cell has revealed both fast and slow rising currents (DiGregorio et al., 
2002). It has been proposed that the isolation of the glomerulus from the 
extracellular space may allow glutamate concentrations to rise to levels 
whereby low-affinity postsynaptic AMPA receptors can be activated by 
transmitter release at neighbouring active zones -  spillover activation -  in 
addition to glutamate release at active zones located directly across the 
synaptic cleft. Transmitter release directly into the synaptic cleft produces the 
very fast-rising EPSCs observed at this synapse (Silver et al., 1992). The 
increase in [glutamate]cieft mediated by spillover has a slower rise time 
(Nielsen etal., 2004), and thus it has been argued that slower-rising granule 
cell EPSCs arise from glutamate released at distant synapses (DiGregorio et 
a/., 2002).
In order to ascertain whether glutamate spillover within the glomerulus 
is observable in vivo, the time course of spontaneously occurring EPSCs was 
studied. The mean 10-90% rise-time of these AMPA receptor mediated 
currents was 0.26 ± 0.03 ms (n = 7 cells); however, close inspection of 
individual EPSCs indicated the presence of both slow and fast rising events 
(Fig 3.5 A, B, C; Methods). The majority of EPSCs (73 ± 5 %, n = 7 cells) 
were fast rising (mean 10-90% rise time = 0.20 ± 0.02 ms, n = 7 cells), whilst 
a significant fraction showed a much slower rise time (0.44 ± 0.04 ms, n = 6). 
The mean ainplitude of slow-rising events was always smaller than the mean 
fast-rising EPSC (slow: fast amplitude ratio = 0.49 ± 0.04). Slow-rising EPSCs 
lacked an initial fast component of decay, but were otherwise similar to both
Chapter 3: Intrinsic properties of cerebellar granule cells in vivo 84
the overall and fast-rising means at late times (> 2 ms; 50-10 % decay time = 
7.7 ± 2.0 ms and 8.9 ±1.4 ms for fast- and slow-rising current respectively, n 
= 7, P > 0.5, unpaired f-test; Fig 3.5 D). These data are quantitatively similar 
to those described in granule cells in cerebellar cortical slices at physiological 
temperature in P24-26 rats (DiGregorio et al., 2002), and thus support a role 
for glutamate spillover in fast synaptic transmission at the mossy fibre-granule 
cell connection in vivo.
Since granule cell input resistance commonly increased with 
membrane potential depolarisation, and granule cells are known to express 
both synaptic and intrinsic voltage-sensitive conductances, it seemed likely 
that summation of excitatory postsynaptic potentials (EPSPs) would be a non­
linear process. In order to assess the role of membrane voltage to the shaping 
of synaptic potentials, spontaneous EPSPs were recorded at a range of 
membrane potentials. Depolarisation from -70 mV to -55 mV was associated 
with an increase in both the peak (2.4 ± 0.4 mV at -65 mV to 2.9 ± 0.4 mV at 
-50  mV, p = 0.11, n = 8 cells, Fig 3.6 A, B, C) and the half-width of 
spontaneous EPSPs (12.9 ± 2.0 ms at -70 mV to 20.5 ms at -50  mV, p <
0.01, n = 8 cells; Fig 3.6 D). The increase in input resistance with 
depolarisation of membrane potential (Fig 3.2 A) will necessarily account for 
some of the boosting of EPSP amplitudes. However, the dramatic broadening 
of the EPSP waveform can only be accounted for by activation of voltage- 
sensitive synaptic and intrinsic conductances, of which NMDA receptors 
(D'Angelo etal., 1995) and a persistent Na+ current (D'Angelo et al., 1998) are 
probable candidates.
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Figure 3.5
Evidence for spillover of glutamate within 
the glomeruli of cerebellar granule cells in 
vivo. A Top trace: Spontaneous mossy fibre 
EPSCs recorded at -70 mV. Bottom trace: 
Both fast (red circle) and slow (blue circle) 
rising currents were identified. B Captured 
EPSC waveforms from a single granule cell, 
both fast (red) and slow ('spillover': blue). 
Waveforms were selected using a template 
matching algorithm, and visual sorting of 
fast and slow rise currents. C Flistogram of 
EPSC rise-times from a single granule cell. 
D Mean EPSC waveforms for fast (red), 
spillover (blue) and all (dotted) waveforms. 
The timecourse of decay is identical for both 
fast and spillover currents.
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Contribution of postsynaptic nonlinearities to granule cell integration in vivo. A Spontaneous 
EPSP waveforms from a single granule cell at different membrane potentials (averages of 41, 
33 and 52 events at -65 , -5 8  and -5 0  mV respectively). B Normalised cumulative histogram 
of spontaneous EPSP amplitudes at different membrane potentials. EPSP amplitude 
increased following membrane depolarisation. C Integral of the EPSPs shown in A (integral 
43 ±  13 % greater at -5 0  mV than -7 0  mV; P < 0.05, n = 5 cells). D Normalisation to peak of 
the mean waveforms from the same cell indicates that membrane depolarisation lengthens 
the decay time of EPSPs.
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3.2.4 Tonic GABAergic inhibition to granule cells is present in vivo
In order to clearly resolve inhibitory Golgi cell inputs, cerebellar granule 
cells were voltage-clamped at -30 or 0 mV (the latter being the reversal 
potential for AMPA receptor-mediated conductance). At such depolarised 
holding potentials IPSCs were observed (Fig 3.7 A) at a frequency of 5 ± 1 Hz 
(n = 13). At a holding potential of 0 mV, spontaneous IPSC amplitude was
10.3 ± 2.3 pA (n = 7).
The application of 0.5 mM gabazine (SR95531), a GABAa receptor 
antagonist, to the surface of the cerebellar cortex blocked IPSCs within 3 
minutes. In addition to abolishing phasic GABAergic currents, gabazine also 
produced a reduction in the baseline holding current within 240 seconds of 
application, from 19.8 ± 6.6 pA to 13.4 ± 5.9 pA at -30 mV (p < 0.05, n = 6;
Fig 3.7 A, B). This indicates that a tonic GABAa receptor-mediated 
conductance, due to persistent activation of extrasynaptic high-affinity GABA 
receptors (Brickley et al., 2001; Stell et al., 2003), is present in vivo. In order 
to investigate the role that Golgi cell firing has in the maintenance of this tonic 
current, correlations between IPSC rates (presumed to represent Golgi cell 
spiking) and the amplitude of the tonic conductance were examined for 
individual granule cells. Granule cells with higher IPSC rates did generally 
show larger tonic conductances, although this relationship was not statistically 
significant (p > 0.5, n = 7, Spearman Rank Order correlation; STATISTICA 
5.1; StatSoft, Tulsa, USA; see Appendix B, Fig B1 C).
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Figure 3.7
Phasic and tonic components of GABAergic inhibition to cerebellar granule cells. A Voltage-clamp 
recording at 0 mV. Gabazine (0.5 mM) abolished outward currents and reduced the tonic holding current 
(gabazine trace: 30 s after drug application). B GABAA-receptor blockade produced a drop in the mean 
holding current required to clamp granule cells at -30 mV (6.3 ± 1.0 pA, *p < 0.05, n = 6). C Input 
resistance, measured at -60 mV, increased following gabazine application (*p < 0.05, n = 6).
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3.2.5 Tonic inhibition causes a rightward shift in granule cell current- spike 
frequency relationship
It was considered likely that a tonically-active inhibitory conductance 
would exert effects on the current-voltage (l-V) relationship of granule cells, 
and hence on the likelihood of crossing action potential threshold (Brickley et 
al., 1996). Active conductances reduce neuronal input resistance, increasing 
the ‘leak’ of current across the cell membrane. Therefore, I investigated what 
effect block of tonic inhibition would have on the relationship between injected 
current and action potential generation (the f/l relationship). In voltage- 
recording mode, DC current was used to maintain membrane potential at -60 
± 2 mV, and small incremental (+2.5 pA) current injections were used to 
establish the relationship between current amplitude and the number of 
evoked action potentials. Under control conditions, there was an 
approximately linear relationship between the amplitude of the 400 ms step 
current injection and the number of evoked action potentials (see Fig 3.8 A,
B). Blockade of GABAa receptors produced an approximate doubling of the 
input resistance measured at -60 mV (1.3 ± 0.5 to 2.5 ± 0.4 GO, p < 0.01, n = 
6; Fig 3.7 C) and caused a profound increase in the granule cell excitability: 
the number of action potentials generated by given current steps increased (p 
> 0.01, n = 3; Fig 3.8 A) and the mean ‘current threshold’ necessary to evoke 
action potentials fell from 8.3 ± 4.4 to 2.5 ±1.8 pA. The observed increase in 
granule cell excitability was reflected in a leftward shift in the f/l relationship 
(Fig 3.8 B), with no detectable change in the slope. These results highlight the
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Figure 3.8
Tonic inhibition dampens excitability of 
cerebellar granule cells in vivo.
A Response of a single granule cell to 
current injection (5, 10,15 pA) before and 
after GABAA-receptor blockade (action 
potentials are truncated). B Increased 
excitability in gabazine is reflected in a 
leftward shift in the f-l curve.
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potential importance of the tonic inhibitory conductance in regulating granule 
cell excitability.
3.2.6 Effect of tonic inhibition on mossy fibre EPSPs
Having shown that tonic inhibition alters the f/l relationship of granule 
cells in vivo, I wished to assess the contribution that the inhibitory 
conductance makes to the shaping of mossy fibre synaptic potentials. 
Changes in the peak amplitude and the decay time of granule cell EPSPs are 
likely to alter synaptic integration and consequently influence spontaneous 
action potential firing. Voltage recordings were therefore made of 
spontaneous EPSPs, in the absence of injected current, before and after 
gabazine application. Block of inhibition produced a small but significant 
depolarisation of resting membrane potential (3.8 ±1.4 mV, p < 0.05, n = 7), 
and the amplitude and duration of spontaneously occurring EPSPs were 
greatly enhanced (Fig 3.9 A): mean EPSP amplitude rose from 1.9 ± 0.4 to 
3.7± 0.5 mV (p < 0.05, n = 4) and EPSP half-width increased from 19.7 ± 5.4 
to 36.8 ± 8.2 ms (p < 0.01, n = 4). Furthermore, in the absence of tonic 
inhibition, single EPSPs were on occasion sufficient to trigger action potential 
firing (Fig 3.9 A), a phenomenon not observed control conditions.
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Low spontaneous firing rates are enforced by tonic inhibition in vivo. A Representative spontaneous 
EPSPs before and after GABAa receptor blockade (action potential is truncated). B Voltage recording 
(three overlaid traces) from a granule cell at rest (top) and after GABAa receptor blockade (bottom).
C Spontaneous firing rates increased in the presence of gabazine (*p < 0.05, n = 5).
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3.2.7 Spontaneous firing rates are reduced by tonic inhibition
The spontaneous firing rates of granule cells were monitored under 
control conditions, and following GABAa receptor blockade. Firing rates were 
assessed 30-120 seconds after gabazine application, over a period of at least 
30 seconds. The block of inhibition caused the firing rate to rise from 0.2 ± 0.2 
to 2.4 ± 0.9 Hz (p < 0.05, n = 5; Fig 3.9 B, C). This large increase - an order of 
magnitude - demonstrates that tonic inhibition is an extremely important 
regulator of granule cell excitability in vivo.
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3.3 DISCUSSION
3.3.1 Intrinsic properties of cerebellar granule cells
The extremely small size of granule cell somata, and the limited 
branching pattern of a small number of dendrites, endow granule cells with a 
high degree of electrical compactness. This is reflected in a very small 
membrane capacitance (>5 pF; Cathala etal., 2003, Fig 3.1), and an 
extremely high input resistance, measured both in the slice (r=  6.9 ± 3.3 ms, 
Rinput = 2.3 ±1.1 GQ; D’Angelo etal., 1995) and in vivo (r=  6.9 ± 0.7 ms,
Rinput = 1.1 ±0.1 GQ). As a consequence, very small currents are sufficient to 
cause significant depolarisation of membrane potential and trigger action 
potential firing. This suggests that only a small number of synaptic inputs 
might be sufficient to drive granule cell membrane potential above threshold, 
and generate spiking. When sufficiently depolarised, granule cells can be 
driven to fire at high frequencies (up to 250 Hz). High frequency firing is 
known to generate supralinear effects downstream of the granule cell at the 
parallel fibre-Purkinje cell synapse. For example, paired pulse facilitation of 
transmitter release (Konnerth etal., 1990; Perkel etal., 1990; Dittman etal., 
2000), activation of postsynaptic metabotropic glutamate receptors (Takechi 
et al., 1998; Wang etal., 2000), endocannabinoid release (Brown et al., 2003) 
and long-term changes in synaptic efficacy (Casado etal., 2002) all show 
strong dependence upon the frequency of parallel fibre firing. The work 
presented in chapter 4 of this thesis will investigate whether high frequency 
firing is seen in response to physiological stimuli.
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Throughout this study, a low level of Ca2+ buffering was employed 
(0.05 mM EGTA), and it is therefore possible that the endogenous Ca2+ 
buffering capacity of granule cells is reduced in whole-cell recordings.
Previous studies have shown that granule cells express the buffering protein 
calretinin (Rogers & Resibois, 1992; Gall etal., 2003), and several Ca2+- 
dependent conductances (Gabbiani etal., 1994; D'Angelo etal., 1997, 1998; 
D'Angelo et al., 2001) which are expected to be susceptible to altered Ca2+ 
dynamics. However, the active and passive properties of granule cells in this 
study are qualitatively and quantitatively similar to previous in vitro studies, 
suggesting that granule cell intrinsic properties are not dramatically altered.
The wide range of granule cell resting membrane potentials (Fig 3.4 A) 
is likely to result from several factors. Both excitatory and inhibitory synaptic 
inputs contribute to the value of Vm, as will be discussed below. Additionally, a 
‘standing-outward’ K+ current has been reported in cerebellar granule cells, 
mediated by two-pore domain potassium channels such as TASK-1 and 
TASK 3 (Millar etal., 2000; Kang et al., 2003). TASK-1 channels are subject 
to cholinergic modulation by M3 receptors (Millar etal., 2000), and it thus 
seems likely that variability in this modulation in vivo will accordingly result in 
a variability of granule cell Vm. Such modulation may also account for the 
observed variation in granule cell inward rectification (Fig 3.3 B).
An additional source of variability within the dataset is likely to result 
from the maturation of synaptic and intrinsic conductances that has been 
observed to occur until at least P39. These factors contribute to a negative 
change in granule cell input resistance and resting membrane potential during 
development (Brickley etal., 1996; Cathala etal., 2003).
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3.3.2 Granule cells have low spontaneous firing rates in vivo
Using whole-cell patch clamp recordings it has been possible to 
unambiguously record the activity of single cerebellar granule cells for the first 
time. Previous studies that have investigated the activity of cerebellar granule 
cells in the intact brain have mostly relied upon LFP recordings (Bower & 
Woolston, 1983). A handful of studies have used extracellular recordings to 
monitor granule cell spiking. Eccles and colleagues (1971) used such 
techniques to distinguish between the activity of mossy fibres and granule 
cells in the cerebella of decerebrate cats, and reported firing rates of between 
4 and 70 Hz for putative granule cells (described as Type II units’). In results 
presented here, ongoing granule cell firing was found to occur at far lower 
frequencies (0.5 ± 0.2 Hz).
The whole-cell patch-clamp technique affords two major advantages in 
the study of neuronal spiking activity. Firstly, it permits the unambiguous 
isolation of single units, unlike extracellular recording techniques. Secondly, 
extracellular recording requires spiking activity in order to ‘see’ neurons. Cells 
that are silent, or that are firing at low rates, are detected with far greater 
difficulty than highly active neurons. Thus, patch-clamp avoids a major bias in 
the recording of neuronal spiking, and perhaps explains the order-of- 
magnitude difference in granule cell spike rates observed between this study 
and the earlier work of Eccles.
The theoretical works of Marr and Albus (Marr, 1969; Albus, 1971) 
argue that the activity of granule cells and thus the parallel fibres must be kept
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low in order to allow the discrimination of the largest number of distinct 
patterns by Purkinje cells. Specifically, pattern discrimination within the 
cerebellum is optimised when the total fraction of concomitantly active parallel 
fibre inputs to Purkinje cells is kept below 1% (Albus, 1971; Tyrrell &
Willshaw, 1992). The low rates of granule cell activity at rest observed here 
provide the first experimental evidence in support of these hypotheses. 
Furthermore, granule cell quiescence establishes the cerebellar network as a 
‘low-noise’ environment in which to represent sensory information.
3.3.3 Excitatory synaptic inputs to cerebellar granule cells
In order to understand the factors contributing to the low spontaneous 
firing rates of cerebellar granule cells in vivo, incoming synaptic activity to 
these neurons was studied. The compact morphology of cerebellar granule 
cells provides a major technical advantage in this pursuit, allowing exceptional 
temporal resolution of synaptic currents (Silver et a/., 1992). Granule cells 
typically receive ongoing mossy fibre inputs at low rates (4 ± 1 Hz). I have 
recorded excitatory synaptic currents at -70 mV, indicating that they are 
mediated by AMPA receptors at this potential. AMPA receptors are known to 
have a low-affinity for glutamate (EC50 « 0.5 mM) (Jonas & Sakmann, 1992; 
Hausser & Roth, 1997), and thus it might be expected that only glutamate 
release directly onto postsynaptic receptors would activate them. However, 
the unique morphology of the cerebellar glomerulus, where many release 
sites lie within a restricted diffusional space, offers an environment where
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glutamate release at active zones can potentially activate AMPA receptors at 
neighbouring postsynaptic densities. The finding that both fast- and slow- 
rising EPSCs can be observed in granule cells provides support for the 
hypothesis that spillover of glutamate within the glomerulus plays a functional 
role in synaptic transmission at this synapse. DiGregorio and colleagues 
conducted a careful study in granule cells in vitro, showing that slow-rising 
mossy fibre EPSCs result from activation of AMPA receptors, not from 
dendritic filtering (DiGregorio etal., 2002), implicating spillover from 
neighbouring synapses within the glomerulus as the source of glutamate. 
Importantly, in both my results and DiGregorio eta l.’s data, fast- and slow- 
EPSCs showed very similar decay kinetics, save for a very fast component (< 
2 ms) absent in slow-rising currents (Fig 3.5 D). This suggests that the slow- 
rising component is a major determinant of the AMPA EPSC waveform in 
vivo.
Spillover AMPA currents within the cerebellar glomerulus will have two 
major functional consequences for synaptic transmission at the mossy fibre- 
granule cell connection. Firstly, since release probability is considerably less 
than 1 at this synapse (Sargent et al, 2003; Sola et a!., 2004), spillover 
EPSCs are likely to compensate for failures in transmitter release at the 
primary release site, thus boosting the reliability of information transfer. 
Secondly, glutamate spillover contributes significantly to the time course of 
mossy fibre EPSCs (Fig 3.5.D; DiGregorio et al., 2002), lengthening the decay 
time. It has been shown that slowly decaying synaptic currents can 
significantly affect integration in neurons (DAngelo etal., 1995; Harsch & 
Robinson, 2000), by broadening the time window over which synaptic inputs
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can summate to trigger action potential firing. Taken together, it seems that 
glutamate spillover within the glomerulus may serve an ingenious role in the 
facilitation of information transfer at the mossy fibre-granule cell connection.
Factors affecting synaptic integration in granule cells were examined 
directly in voltage recordings of spontaneous synaptic activity. Granule cell 
input resistance varies with membrane voltage (Fig 3.2 A; D'Angelo et al., 
1995), increasing with depolarisation. As such, it is expected that summation 
of mossy fibre EPSPs will be a supralinear process. This expectation was 
supported by the finding that spontaneous EPSP amplitudes increased with 
membrane potential depolarisation (Fig 3.6 A, B).
A large cell-to-cell variability in the rectification ratio was observed in 
this study (Fig 3.3 B). There is recent evidence that the inward rectification 
observed in granule cells is regulated by GABAb receptors (Rossi et al., 
2003b), thus there exists the possibility that the degree of inward rectification 
may be subject to dynamic modulation. Rossi’s data suggest a possible role 
for GABAb receptors in regulating the input-output relationship for cerebellar 
granule cells.
In addition to the dependence of EPSP amplitude upon membrane 
voltage, EPSP half width was also lengthened at potentials positive to -55mV. 
Previous studies have highlighted the importance of both persistent Na+ 
currents (DAngelo et al., 1998) and NMDA receptor currents (DAngelo et al.,
1995) in favouring prolonged depolarisations at these membrane potentials. It 
is likely that one or both of these conductances are responsible for the 
membrane potential-dependent broadening of EPSPs, seen in vivo. The use 
of ketamine as an anaesthetic may have been problematic, due to its known
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antagonistic action upon NMDA receptors (Anis et al., 1983; Thomson etal., 
1985). To address this problem, comparison was made between EPSPs 
recorded from granule cells under ketamine/xylazine and urethane 
anaesthesia. No significant differences were found in spontaneous EPSP 
waveforms recorded at -  50 mV between the two anaesthetics. The voltage- 
dependent broadening of EPSPs was observed under both anaesthetics 
(Appendix A, Fig A1), indicating that NMDA receptor function is not noticeably 
diminished at cerebellar granule cell synapses. Alternatively, the observed 
voltage-dependent broadening of EPSPs is mediated solely by the action of a 
persistent Na+ current, but this is not supported by the work of D’Angelo and 
colleagues (1995). The described non-linearities are likely to have several 
effects upon granule cell integration and summation. The number of synaptic 
events required to cross threshold will be reduced as EPSP amplitude 
increases with depolarisation. Furthermore, the activation of slowly- 
inactivating conductances via NMDA receptors and Na+ channels will serve to 
extend the time window over which synaptic potentials can summate and 
trigger action potentials. Put another way, these conductances serve to lessen 
the requirement for precise coincidence of synaptic inputs in order to generate 
output, increasing the time window over which inputs can summate from a few 
to tens of milliseconds.
3.3.4 Inhibitory synaptic inputs to cerebellar granule cells
Granule cells in vivo are subject to ongoing inhibitory inputs (5 ± 1 Hz), 
known to arise from Golgi cells (Eccles et al., 1966; Farrant & Brickley, 2003).
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Ongoing inhibitory synaptic inputs in granule cells indicate that interneurons 
are spontaneously active in the cerebella of anaesthetised animals. The 
activity of cerebellar interneurons is also discussed in chapter 5 of this thesis.
In addition to phasic inputs, I have shown that a powerful form of 
inhibitory control is mediated by a tonic GABAA-receptor mediated current. 
Blockade of this current results in increased granule cell excitability to step 
current injection, as shown by a leftward shift in the f-l curve (Fig 3.8). 
Changes in neuronal gain are reflected by a change in the slope of the f-l 
curve, which was not observed in this study. However, it has been recently 
demonstrated that pure changes in neuronal gain can only be observed in 
response to fluctuating synaptic input, rather than step current injection in 
both neocortical pyramidal cells (Chance etal., 2002) and cerebellar granule 
cells in vitro (Mitchell & Silver, 2003). These studies thus support the notion 
that tonic inhibition modulates the gain of cerebellar granule cell in vivo. 
Similar effects on granule cell excitability have been reported upon block of 
tonic inhibition in vitro, either by complete GABAa receptor antagonism 
(Brickley et al., 1996), or via antagonism of the tonic current with furosemide 
(Hamann et al., 2002). The work presented here provides the first evidence 
for the existence of tonic inhibition in vivo. Importantly, it has been possible to 
observe the functional consequences of tonic inhibitory activity on information 
transfer though the granule cell layer. Spontaneous firing rates of granule 
cells rose by an order of magnitude following block of tonic inhibition, meaning 
that information transfer through the granule cell layer (i.e. the conversion of 
mossy fibre action potentials into parallel fibre action potentials) is 
considerably dampened at rest. This conductance exerts its influence over
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granule cell integration in two ways: firstly, the ongoing conductance lowers 
neuronal input resistance (Fig 3.6 C), causing a shunt of mossy fibre EPSPs 
(Fig 3.9 A). Secondly, the resting conductance also generates a 
hyperpolarisation of membrane potential, decreasing the likelihood of positive 
voltage deflections crossing threshold or activating voltage-sensitive 
conductances. Together, these effects combine to cause a significant 
reduction in the probability of action potential firing.
It is important to highlight that the effect of tonic inhibition upon granule 
cell resting potential under normal conditions may not always be 
hyperpolarising. In particular, the choice of reversal potential, -69 mV in this 
study, crucially determines the contribution of the CIVHCCV conductance to 
resting potential.
Tonic inhibition of granule cells is known to result from the persistent 
activation of extrasynaptic high-affinity GABAa receptors containing the expand 
8 subunits (Brickley etal., 2001; Stell etal., 2003). Several groups have 
shown that Golgi cell activity can modulate the amplitude of the tonic current 
(Farrant & Brickley, 2003; Carta etal., 2004), and it thus seems likely that 
mossy fibre- and parallel fibre-driven activation of Golgi cells (Eccles et al., 
1966; Dieudonne, 1998) will serve to boost tonic inhibition and dampen 
granule cell excitability. I found a small, but statistically insignificant, 
correlation between phasic IPSC rate, representing Golgi cell firing (Farrant & 
Brickley, 2003), and the amplitude of the tonic current. However, it has 
already been noted that the amplitude of the tonic GABAergic conductance 
continues to increase over the age range of the animals used in this study 
(Brickley et al., 1996). It is possible that age-dependent variability in the
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amplitude of the tonic conductance may, in this case, have obscured a 
relationship between Golgi cell activity and conductance amplitude. This 
leaves open the question as to precise role that Golgi spiking plays in 
modulation of the tonic current. Neurosteroids (Stell etal., 2003), nitric oxide 
release (Wall, 2003), acetylcholine (Rossi etal., 2003a) and alcohol (Wallner 
et al., 2003; Carta et al., 2004) are all known to exert modulatory effects on 
tonic inhibition at the level of the glomerulus, suggesting additional 
mechanisms by which information transfer through the granule cell layer could 
be regulated in a GABAa receptor-dependent manner.
Following blockade of tonic inhibition, unitary EPSPs were often 
capable of triggering action potential firing, a phenomenon not observed at 
rest. This finding is extremely interesting when viewed in the context of Marr’s 
hugely influential theory of cerebellar cortical function (Marr, 1969). Marr 
states that a key function of the cerebellum is to effectively discriminate 
different patterns of activity. A key requirement of his theory is that in order to 
maximise the number of distinct patterns that can be distinguished by Purkinje 
cells, the activity of the parallel fibres must be kept low. Under conditions of 
increasing afferent input to the cerebellum, levels of parallel fibre activity are 
maintained by increasing the threshold for granule cell activation, in effect, 
lowering the gain of information transfer. Golgi cell modulation of tonic 
inhibition to granule cells is one mechanism by which such a process could 
occur. However, one of the less well-known predictions of Marr’s theory is that 
at very low levels of mossy fibre activity, activity from single inputs may be 
transferred through the granule cell layer. Information arriving via a single 
mossy fibre action potential can be transferred into parallel fibre activity, thus
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ensuring that the cerebellar cortex remains sensitive to low levels of activity. 
The finding that single EPSPs can trigger spikes in granule cells when tonic 
inhibition is blocked, suggests the cerebellum is capable of performing such a 
transformation. However, it remains to be seen whether this sensitivity is ever 
usefully exploited within the cerebella of behaving organisms.
Chapter 4: SENSORY INTEGRATION IN 
CEREBELLAR GRANULE CELLS
4.1 INTRODUCTION
Knowledge of how sensory signals are represented within the 
cerebellar cortex is vital to our understanding of how information is processed 
within this structure. By mediating the conversion of mossy fibre activity into 
parallel fibre input to Purkinje cells, granule cells represent the first 
information-processing step within the cerebellum. A long-held goal of 
cerebellar researchers has been to understand how sensory-driven activity in 
the granule cell layer drives downstream activity in the molecular and Purkinje 
cell layers (Eccles e ta l., 1967b; Bower & Woolston, 1983). Previously, 
sensory-evoked electrical activity within the granule cell layer has been 
studied using local field potential and multiunit activity. These signals are 
believed to represent predominantly synaptic and spiking activity respectively, 
but in both cases the observed signal derives from a large, indeterminate 
number of neurons. As such, the contribution of single granule cells to 
sensory-evoked responses in Purkinje cells and interneurons is unknown. 
Additionally, the role of individual mossy fibres in the generation of sensory- 
driven granule cell output has never been investigated. A key unresolved 
question remains as to whether sensory signals conveyed by activity in a 
single mossy fibre could ever be sufficient to affect granule cell action 
potential firing (Marr, 1969; Gabbiani etal., 1994; D'Angelo etal., 1995).
Historically, the cerebellum has been viewed as a motor structure 
(Holmes, 1939) and, as such, it had been expected that the majority of 
afferent projections to the lateral hemispheres of the cerebellum would be
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proprioceptive. Welker and colleagues were the first group to explore the 
nature of projections to the lateral cerebellum of the rat using ‘micro-mapping’ 
techniques. Surprisingly, the only sensory input found in the lateral 
hemispheres, and specifically folia Crus I and II, was found to be tactile input 
from perioral regions (Shambes etal., 1978a; Shambes etal., 1978b) -  see 
also section 1.4.3.5. Afferent input via mossy fibres can be divided into two 
groups, as determined by the response latency to sensory stimulation. 
Stimulation of the lip or whisker produces a short latency response in the 
granule cell layer field potential (less than 1 0  ms) and a longer latency 
response (« 40 ms), shown to derive from primary somatosensory regions of 
the neocortex (Morissette & Bower, 1996). Thus far, the contributions of these 
two classes of input to sensory processing within single granule cells have 
remained unexplored.
In addition to mossy fibre inputs, granule cells also receive inhibitory 
synaptic input from Golgi cells. Golgi cells receive excitatory synaptic inputs 
from both feed-back (via parallel fibres) and feed-forward (via mossy fibres) 
pathways (Eccles et al., 1967a; Palay & Chan-Palay, 1974) and exert their 
influence through both tonic and phasic activation of granule cell GABA 
receptors. The activity of Golgi cells during sensory stimulation has been 
studied (Vos etal., 2000; Volny-Luraghi etal., 2002), although the 
implications of Golgi cell activity for sensory processing in granule cells has 
not been investigated directly. The precise role of granule cell inhibition during 
sensory processing in the cerebellum is not known, although a variety of roles 
have been suggested. The most popular is that of automatic gain control:
Golgi cells modulate the input-output relationship of granule cells in order to
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maintain net parallel fibre activity constant across the broadest possible range 
of mossy fibre activities (Eccles etal., 1966; Marr, 1969; Albus, 1971). 
Additionally, it has been suggested that Golgi cells may regulate the precise 
timing of granule cell spikes, thus contributing to oscillatory activity (Maex & 
Schutter, 1998).
To investigate these issues, I have combined whole-cell patch clamp 
recordings from the granule cell layers of Crus I and II with tactile stimulation 
of the whisker and perioral areas of the rat. In granule cells, this approach has 
allowed me to study both incoming sensory-evoked mossy fibre and Golgi cell 
synaptic activity, and resultant action potential firing. This has enabled me to 
directly investigate the input-output relationship of single neurons during 
sensory processing.
In the course of obtaining whole-cell patch clamp recordings from 
granule cell layer, it has occasionally been possible to record from structures 
with strikingly different electrophysiological properties. One subgroup of 
recordings made from the cerebellar granule cell layer display characteristics 
that are inconsistent with a somatic recording location. Both mossy fibres and 
Golgi cell axons ramify and terminate throughout the granule cell layer. In 
particular, mossy fibres form large unmyelinated structures (up to 5 jum 
diameter) at their branch points and terminals (Ramon y Cajal, 1904; Palay & 
Chan-Palay, 1974). In this chapter, I present data obtained from whole-cell 
recordings of putative presynaptic terminals, and subsequently describe the 
activity of these structures in response to sensory stimulation.
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4.2.1 Sensorv-evoked firing in cerebellar granule cells
In order to study the activity of individual granule cells in response to 
physiologically-relevant stimuli, air-puff stimulation of the whisker and perioral 
regions of the face was combined with whole-cell recordings from granule 
cells within folia Crus I & II of ketamine / xylazine or urethane-anaesthetised 
rats (Fig 2.2, 2.3). The granule cell layers of these folia have previously been 
shown to produce strong field and multiunit responses during somatosensory 
stimulation in both awake and anaesthetised animals (Shambes et al., 1978a; 
Shambes etal., 1978b; Bower & Woolston, 1983). I therefore looked for 
sensory-evoked responses during cell-attached and whole-cell patch clamp 
recordings of cerebellar granule cells.
In 62 out of 74 granule cells tested (84%), sensory stimulation failed to 
produce any observable excitatory response. However, in 8  out of 12 whole­
cell recordings where excitatory evoked responses were observed, sensory 
stimulation produced action potential firing. In the remaining granule cells (4 
out of 12), stimulation resulted in a subthreshold EPSP. Although the 
somatosensory receptive fields of individual granule cells were not precisely 
characterised, typically, responses were produced in an all-or-none manner 
following an air puff (70 ms, 40 psi) to a small area of the rat’s face (less than 
5 mm diameter). The deflection of a small number of whiskers (less than 4) 
proved the most effective stimulus ( 1 0  out of 1 2  responses).
Chapter 4: Sensory integration in cerebellar granule cells 109
When suprathreshold responses were evoked in granule cells, the 
most common discharge pattern consisted of a burst of several action 
potentials (3.2 ± 0.2 action potentials, range: 2.7 - 4.1, burst duration = 42 ±
11 ms; n = 5, Fig 4.1). The mean frequency of action potentials within evoked 
bursts was 77 ± 16 Hz, with maximal instantaneous frequencies being as high 
as 250 Hz (mean = 168 ± 31 Hz, n = 5). Rarely, sensory-evoked action 
potentials could be recorded in cell-attached mode prior to break-in (n = 2, Fig 
4.2). In both cases, a burst of action potentials was observed (3.5 ± 0.2 action 
potentials at 79 ± 18 Hz), strongly supporting the notion that responses 
recorded in whole-cell configuration represent physiological patterns of output.
The intrinsic properties of granule cells exhibiting bursting responses to 
sensory stimulation were not noticeably different from other granule cells.
Input resistance, rectification and the spontaneous IPSC rate were not 
significantly different in bursting cells when compared with the population as a 
whole, or with non-bursting, sensory-responsive granule cells only. The 
membrane potential was slightly more depolarised in bursting granule cells 
(Vm for bursting granule cells = -55 ± 5 mV, n = 5), although, this was also not 
significantly different from the population as a whole (Vm for population = -64 ± 
1 mV, p >0.1, unpaired /-test).
Most commonly, a 70 ms air puff was used to effect stimulation of the 
skin and whisker. In order to investigate whether stimulus duration shapes the 
sensory response in cerebellar granule cells, air puff duration was varied from 
30 to 300 ms. No distinguishable differences were observed in the output 
pattern of action potential following altered stimulus duration (Fig 4.3 A). 
Changing the stimulus duration did not significantly affect the number of
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Figure 4.1
Evoked sensory responses in 
cerebellar granule cells. A Action 
potentials evoked by whisker 
stimulation (three consecutive trials). 
B Representative peristimulus time 
histogram of sensory-evoked action 
potentials (16 trials). C Raster plot of 
evoked action potentials (three trials 
from three different granule cells; 
each colour corresponds to a 
different cell).
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Figure 4.2
Sensory-evoked granule cell spiking recorded in cell-attached mode (three consecutive trials 
following whisker stimulation).
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Stimulus duration does not shape the sensory response in cerebellar granule cells.
A Representative raster plot of sensory-evoked action potentials following whisker stimulation of 
varying duration (top: 30 ms; middle: 70 ms; bottom: 300 ms). B Number of action potentials 
evoked by a single whisker stimulus is independent of stimulus duration (each colour represents a 
different cell). C Frequency of action potentials evoked by a single whisker stimulus is independent 
of stimulus duration (each colour represents a different cell, with colours corresponding to the 
same cells as in B).
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evoked action potentials per stimulus (action potential number, F(3|136) = 2.3, p 
> 0.05; one-way ANOVA, n = 3 cells; Fig 4.3 B). Similarly the frequency of 
action potentials in sensory-evoked bursts was independent of stimulus 
duration (action potential frequency, F(3>97 = 0.6, p > 0.05; one-way ANOVA, n 
= 3 cells; Fig 4.3 C). Thus, cerebellar granule cells typically generate brief 
high frequency trains of action potentials in response to tactile peripheral 
stimulation.
In one granule cell, it was observed that the evoked response was 
linked to the offset rather than the onset of the sensory stimulus. In this case, 
the response was quantitatively similar to onset responses observed in other 
granule cells. However, this finding is potentially of interest when viewed in 
the context of certain models of classical conditioning. Michael Mauk and 
colleagues have suggested that in order to establish the precise timing 
relationship between US and CS, a subset of fibres conveying information 
about the CS must be active at the end, as well as the beginning of the 
stimulus (Ohyama etal., 2003b). This data provides some experimental 
support for such a hypothesis.
4.2.2 High frequency mossy fibre input driven by somatosensory stimulation
Having determined the patterns of granule cell output in response to 
physiological stimulation, I wished to characterise the excitatory mossy fibre 
activity underlying action potential generation. Due to the powerful shunting 
effect that action potential firing exerts upon synaptic conductances (Hausser 
et al., 2 0 0 1 ), measurement of sensory-evoked mossy fibre activity was made
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Figure 4.4
Sensory-evoked mossy fibre input to cerebellar 
granule cells. A EPSCs evoked by whisker 
stimulation recorded in voltage clamp at -70 
mV (three consecutive trials). B Representative 
peristimulus time histogram of sensory-evoked 
EPSCs (16 trials). C Raster plot of evoked 
EPSCs (three trials from three different granule 
cells; Colour corresponds the same cells 
shown in Fig 4.1 A). D Histogram of excitatory 
response onset for all granule cells (bin size =
5 ms). Dashed line indicates max. latency of 
trigeminal inputs (Morissette and Bower, 1996).
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in voltage-clamp mode at -  70 mV. This method allowed clear resolution of all 
sensory-evoked EPSCs. Sensory stimulation produced solely excitatory 
responses in 13 granule cells. Evoked EPSCs usually occurred in high- 
frequency bursts, 3.2 ± 0.5 EPSCs (range: 1.3 -  6.0) at 75 ± 19 Hz (range: 19 
-  230 Hz), (n = 11; Fig 4.4). Bursts were defined as a series of synaptic 
events occurring within 1 0 0  ms of the stimulus onset, in which inter-current 
intervals (ICIs) were < 50 ms. Mean burst duration was measured to be 49.7 ± 
8.9 ms (n = 11). The latency of the first EPSC within the burst from stimulus 
onset was 40 ± 6  ms (range: 9-75 ms, n = 11, Fig 4.4 D). This comparatively 
long latency of response indicates that the majority of observed evoked 
mossy fibre activity derives from a corticopontine origin (Morissette & Bower, 
1996).
Inspection of sensory-evoked voltage-clamp and voltage-recording 
trials indicated a high trial-to-trial variability in the timing of sensory evoked 
EPSCs and action potentials (Fig 4.5 A, B). Such variability may have resulted 
from a high degree of jitter in the onset of sensory response, and/or 
irregularity in the timing of events within sensory-evoked bursts. In order to 
investigate the contribution of onset- and inter-burst irregularity, the coefficient 
o f variation was determined for both the latency of the first sensory-evoked 
EPSC/AP in each trial, and subsequently, the first inter-current/spike interval 
(ICI1/ISI1) within each burst. Whilst onset jitter undoubtedly contributes the 
trial-to-trial variability of sensory-evoked bursts, the coefficients of variation for 
ICh and ISh were significantly greater than the corresponding values for onset 
latency (p < 0.05 in both cases, unpaired t-test, n = 4 cells in which sensory- 
evoked EPSCs and action potentials were recorded; Fig 4.5 C). These results
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indicate that trial-to-trial variability in the timing of evoked EPSCs within 
individual bursts is likely to be a major determinant in the irregular timing of 
sensory-evoked action potentials.
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Sensory-evoked responses in cerebellar granule cells show trial-to-trial 
temporal irregularity. A Evoked EPSC raster from a single granule cell 
(left). When sweeps are aligned to the first EPSC in the burst (right), 
the temporal irregularity of subsequent currents is apparent (10 
consecutive sweeps). B Evoked AP raster from the same cell (left).
Alignment to the first AP in the burst (left) reveals similar temporal 3^
irregularity in spiking output. C Coefficients of variation for the latencies 
of the first EPSCs and APs, and subsequent first intercurrent (ICI) and 
interspike (ISI) intervals in all evoked trials (n = 4 cells)
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4.2.3 High frequency output is dependent upon high frequency input
The apparent link between the bursting pattern of mossy fibre EPSC 
inputs and bursting output was explored more closely. Spiking responses 
were compared in response to the injection of different temporal patterns of 
EPSC waveforms into granule cells in vivo. Specifically, I wished to compare 
the spiking response produced by a burst of EPSCs waveforms with that 
produced in response to a single EPSC waveform. The EPSC was modelled 
as a double exponential waveform using parameters obtained from synaptic 
currents recorded from a single granule cell (inse = 0.34 ms, tdecay = 2.1 ms). 
The burst of EPSC-like waveforms (3 EPSCs at 80 Hz) was designed to 
mimic both the number and the frequency of mossy fibre EPSCs evoked by 
sensory stimulation. In this case the injected charge is ‘distributed’ across 
several EPSCs. An identical charge was injected as a single EPSC-like 
waveform (thus generating a larger peak amplitude) to represent the 
‘synchronous’ activation of multiple mossy fibres.
A burst of three EPSCs at 80 Hz produced a burst of action potentials 
(2.9 ± 0.2) that could not be evoked by a single EPSC with the same charge 
integral (1.5 ± 0.3 action potentials, p < 0.001, unpaired t-test, n = 4; Fig 4.6). 
This result provides direct evidence that temporally-distributed pattern of input 
promotes high frequency firing in granule cells.
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The relationship between bursting input and bursting output in cerebellar granule cells in vivo.
A More APs are generated from a train of injected EPSCs (Distributed: 3 EPSCs at 80 Hz) than a 
single large EPSC (Synchronous) with the same charge integral. B Summary data from four 
granule cells (p <  0.02, Student’s unpaired Mest).
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The origin of evoked EPSCs was further investigated, in order to 
understand how the small number of mossy fibres received onto each granule 
cell interact to produce the sensory response. Tactile stimulation generates a 
burst of mossy fibre EPSCs. Within a given burst, individual EPSCs can result 
from the activation of single mossy fibres or synchronously active multiple 
mossy fibres. In order to establish whether individual EPSCs derive from 
activation of single mossy fibres, I compared the amplitudes of spontaneous 
EPSCs, which presumably reflect release at single mossy fibre boutons, with 
those evoked by sensory stimulation (Fig 4.7 A). The mean amplitude of these 
two populations of EPSCs was similar (-8.9 ± 1.0 pA and -7.9 ± pA at -70 mV 
for spontaneous and evoked EPSCs respectively; n = 5, p = 0.28, 
Kolmogorov-Smirnov test; Fig 4.7 B). The amplitude distributions of the two 
populations were also indistinguishable (Fig 4.7 C). These findings suggests 
that individual evoked EPSCs originate from single mossy fibres, with evoked 
EPSC bursts resulting from either a burst in a single presynaptic fibre (Eccles 
et al., 1971; Garwicz et al., 1998), or asynchronous activation of multiple 
mossy fibres.
To determine the quantal content of spontaneous EPSCs, miniature 
EPSCs were isolated by applying TTX to the surface of the cerebellar cortex 
to block action potential firing. The action of TTX was assessed in granule 
cells using strong depolarising current and voltage steps in voltage-recording 
and voltage-clamp modes respectively. The blockade of depolarisation-driven 
spiking confirmed TTX action (Fig 4.8 A), and was associated with a decrease
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Individual sensory-evoked EPSCs derive from activation of single mossy fibres. A Sensory-evoked 
EPSCs (red) were compared with spontaneous events (black) in granule cells voltage-clamped at -70 
mV. B Average waveforms for sensory-evoked (red, 25 events) and spontaneous EPSCs (black, 25 
events) for a single granule cell. C Normalised cumulative amplitude histogram for spontaneous and 
evoked EPSCs (n = 4 cells; 1 pA bins).
Chapter 4: Sensory integration in cerebellar granule cells 122
in the frequency of spontaneous EPSCs in granule cells (1.2 ± 0.3 to 0.1 ± 
0.05 Hz, n = 5, Fig 4.8 B). Surprisingly though, TTX did not have a significant 
effect on the amplitude distribution of EPSCs (mean amplitudes - 8 . 6  pA and -  
8.1 pA for spontaneous and miniature EPSCs respectively; n = 5, p = 0.77, 
Kolmogorov-Smirnov test; Fig 4.8 C). Inspection of the normalised cumulative 
amplitude histograms for spontaneous and miniature EPSC amplitudes (Fig 
4.8 C) reveals that approximately 70% of spontaneous EPSCs are uniquantal 
(Fig 4.8 D), and therefore most EPSCs result from the release of a single 
vesicle of neurotransmitter at mossy fibre-granule synaptic contacts.
The similarity of miniature, spontaneous and evoked EPSCs indicates 
that release probability at mossy fibre synapses is likely to be low, and that 
sensory stimulation evokes bursts of EPSCs that are each composed of only 
one or two quanta.
4.2.5 The input-output relationship of cerebellar granule cells in vivo
In a small number of granule cells (n = 5), it was possible to record 
both evoked EPSCs and action potentials in the same cell, allowing the 
relationship between mossy fibre input and granule cell output to be directly 
investigated. The number of EPSCs evoked per stimulation trial was first 
determined from voltage-clamp recordings. This value was then compared 
with the number of evoked action potentials generated per stimulation trial in 
voltage-recording mode in the absence of injected current (i.e. granule cells 
were studied at their resting membrane potential). The mean number of 
evoked EPSCs was plotted against the mean number of evoked action
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potentials for individual granule cells (Fig 4.9 A). On average, the 
EPSC/action potential relationship falls below the unity line, indicating that a 
given number of EPSCs will generate a smaller number of action potentials. 
Therefore, EPSP summation is required to generate spiking. This could be 
observed directly in some experiments, where action potentials usually 
occurred only after summation of two or more EPSPs (Fig 4.9 B). Larger 
numbers of evoked EPSCs generated greater numbers of evoked action 
potentials (r = 0.63), demonstrating the intimate link between bursts of evoked 
EPSCs and bursts of granule cells action potentials.
4.2.6 Sensorv-evoked activity of putative mossy fibre terminals
On rare occasions, whole-cell and cell-attached patch clamp 
recordings were made from structures within the granule cell layer that 
exhibited a highly distinctive set of electrophysiological characteristics. These 
structures fired action potentials spontaneously at a rate of 2.9 ± 1.2 Hz 
(whole cell firing rate, n = 5), from a resting membrane potential o f - 6 6  ± 4 
mV (n = 5, Fig 4.10 A). Despite being spontaneously active, resting 
membrane potential remained remarkably flat throughout the course of all 
recordings, and EPSPs were never observed (Fig 4.10 A, B; compare with 3.4 
B, C). The occurrence of action potentials in the complete absence of synaptic 
activity is in sharp contrast with granule cell recordings and suggested that 
these recordings were made from extra-somatodendritic portions of neurons. 
Instead, the highly distinctive properties of the structures suggested that 
recordings were made from an axonal recording location (e.g. branch points
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The relationship between mossy fibre input and granule cell output. A Relationship between the 
number of evoked mossy fibre EPSCs and granule cell action potentials at resting membrane potential 
(-55 mV ± 5 mV). Each point represents a single granule cell. The dashed line indicates when 
EPSC/action potential ratio equals one. Cells below this line (4/5) require EPSP summation in order to 
generate output. The solid line is a linear fit weighted by s.e.m. B Representative traces showing 
summation of evoked EPSPs and resulting action potentials. In 8 6 % of trials, at least two sensory- 
evoked EPSPs were required to summate to produce the first action potential in the response.
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and boutons) and led me to classify these structures are putative nerve 
terminals.
The electrical properties of putative nerve terminals were investigated 
in detail. Voltage-clamping at hyperpolarising potentials was unable to prevent 
spontaneous firing (-90 mV, n = 5; data not shown), suggesting that action 
potential initiation is distal to the site of recording. Current-voltage 
relationships were found to be highly non-linear (Rmput (+ve) = 200 ± 40 MQ, 
Rinput ( ve) = 490 ±180 MQ, n = 5, Fig 4.10 C). Putative nerve terminals 
showed strong outward rectification (rectification ratio: 0.5 ± 0.1, n = 5), and 
hyperpolarising current injection induced membrane potential ‘sag’, indicative 
of the presence of an lh current.
Current injection was used to manipulate membrane potential at the 
site of recording. Spontaneous action potential firing was ongoing, and 
independent of membrane potential (Fig 4.10 C). However, action potential 
amplitude did show a marked dependence upon membrane potential. At 
depolarised membrane potentials, action potential amplitude was decreased 
(Fig 4.11 A), in a sigmoidal manner with respect to depolarisation (r = 0.91,
Fig 4.11 B). At hyperpolarised membrane potentials (below -70  mV), spike 
amplitude was unaffected. Together these data suggest local Na+ channel 
inactivation is occurring at depolarised membrane potentials. In previous 
studies in which extracellular recordings have been made from putative single 
mossy fibre units in vivo, firing rates of up to 1 kHz have been reported 
(Eccles e ta i, 1971; Garwicz e ta l, 1998). Therefore, to investigate whether 
these putative nerve terminals could sustain such high firing rates, brief 
pulsed current injections were used to generate action potentials. In response
Chapter 4: Sensory integration in cerebellar granule cells 127
100 ms
10 mV
-72 mV
co
o
2
LI-
100
80
60
40
20
o-i
-75 -65 -55
Vm (mV)
-45
50 ms
20 mV
I 80 pA
Figure 4.10
Characteristic features of putative mossy fibre terminals in vivo. A Voltage recording from a single 
putative mossy fibre in the absence of injected current. Synaptic potentials were never observed (n 
= 7 structures). B Histogram of membrane potential (Vm; 20 sec of activity; bin size = 1 mV) from 
the same structure. C Current-voltage relationship is highly non-linear. Hyperpolarising current 
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independent of membrane potential.
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Spiking properties of putative mossy fibre terminals. A Representative action potentials recorded at 
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to long-step current injections (several hundred milliseconds, Fig 4.10 C) only 
a single action potential was produced. In contrast, the injection of 1 ms step 
current pulses at high frequency resulted in faithful repetitive firing (up to 500 
Hz tested, Fig 4.11 C). Injected step current pulses were not effective at 
generating repetitive firing in granule cells at frequencies of 250 Hz or above 
(n =3 cells tested; data not shown). These data suggest that recordings derive 
from putative mossy fibre terminals, which are capable of transmitting high 
frequency electrical activity with fidelity.
Peripheral sensory stimulation was used to activate putative mossy 
fibres (n = 2). The onset latency of sensory responses was 12.0 ± 3.6 ms, 
suggesting that, in both cases, evoked activity resulted from activation of the 
trigeminal nuclei (Morissette & Bower, 1996). Sensory-evoked spiking was 
observed in both cell-attached and subsequently whole-cell configurations. 
Tactile stimulation reliably generated bursts of spikes (5.4 ± 0.3 action 
potentials at 69 ± 12 Hz, n = 2; Fig 4.12). The maximal instantaneous 
frequency of sensory-evoked action potentials was exceedingly high (742 ±
39 Hz; Fig 4.11 B) and action potentials within the burst were highly irregular 
(coefficient of variation of evoked action potential intervals = 1.4 ± 0.3, n = 2; 
Fig 4.11 C). This pattern of spiking activity in response to sensory stimulation 
is qualitatively similar to extracellular data obtained from presumed mossy 
fibres (Garwicz et a/., 1998).
The sensory-evoked spiking responses recorded in putative mossy 
fibres were compared with sensory-evoked mossy fibre EPSCs, recorded in 
cerebellar granule cells. Sensory-evoked EPSCs were also highly irregular 
(coefficient of variation of all evoked EPSC intervals = 0.82 ± 0.07, n = 5; Fig
Chapter 4: Sensory integration in cerebellar granule cells 130
A stimulus
50 pA
0.2 s
B
2 ms
10 mV
5 mV
0.2 s
-70 mV
Figure 4.12
■1 ■
1 1 1
II 1
II 1 1
1 ■1 1
11 1 1 III
II 1 1
II 1 I A
II 1 l l
II 1 l
1 1
II 1 1
1 i ii
I I 1 i i  i l l
0.2 s
Recordings from putative mossy fibre terminals during sensory stimulation. A Cell-attached action 
currents evoked by whisker stimulation. B Whole-cell recording from the same structure during whisker 
stimulation. Panel: high frequency spike burst evoked by whisker stimulation (blue markers indicate time 
of spike detection). Interspike intervals of < 1.5 ms were observed. C Raster plot of spiking responses to 
whisker stimulation (14 consecutive trials).
Chapter 4: Sensory integration in cerebellar granule cells 131
4.4, Fig 4.5 A). Furthermore, the minimum ICI of mossy fibre EPSCs, was 
measured to be 1.7 ms (equivalent to an instantaneous frequency of 588 Hz), 
and sensory-evoked ICIs of less than 2 ms were commonly observed in 
granule cells (n = 4), supporting the notion that sensory stimulation evokes 
very high frequency spiking in mossy fibres.
Together, these data demonstrate that putative mossy fibres are 
capable of extremely high maximal firing rates, and that such high firing rates 
are exploited during the transfer of sensory information. Furthermore, the 
bursting pattern of spikes evoked by stimulation provides some evidence that 
EPSC bursts recorded in cerebellar granule cells may result from the 
activation of single mossy fibres.
4.2.7 The temporal relationship between evoked excitation and phasic 
inhibition
In addition to the activation of mossy fibre afferents, evoked Golgi cell 
inhibition could sometimes be detected in granule cell recordings following 
tactile stimulation (n = 5). Evoked phasic inhibition was most effectively 
observed in voltage-clamp recordings (Vm = 0 mV). Sensory stimulation 
produced a small number of IPSCs at frequencies rather lower than that for 
evoked EPSCs (2.0 ± 0.7 IPSCs at 44 ± 21 Hz, coefficient of variation of ICI = 
0.85 ± 0.21, n = 3 cells). Surprisingly, the mean onset latency of evoked 
inhibition was significantly shorter than that of evoked excitation (latency for 
excitation = 40 ± 6, n = 10; latency for inhibition = 16 ± 6 ms, n = 3; p < 0.05, 
unpaired Mest). This pattern could be directly observed in one granule cell, in
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which tactile stimulation evoked both mossy fibre EPSCs and Golgi cell IPSCs 
(Fig 4.13). Such a long delay (> 20 ms) between the onsets of excitatory and 
inhibitory activity cannot be explained through the connectivity of the granule 
cell layer. The precedence of inhibition over excitation is surprising, since 
afferent input to the granule cell layer of the cerebellum is exclusively 
excitatory. These findings suggest that, in these cases, Golgi cell activation 
may result from a separate subset of mossy fibres, conveying direct trigeminal 
nuclear input, rather than longer latency corticopontine inputs (Morissette & 
Bower, 1996).
4.2.8 Role of tonic inhibition in fidelity of the sensory signal
In the previous chapter, it was shown that a tonic GABAergic 
conductance plays a key role in regulating the transformation of mossy fibre 
input into granule cell output in vivo, specifically by dampening granule cell 
excitability. However, the role that tonic inhibition serves in granule cells 
during the processing of sensory-evoked activity has not been explored 
explicitly.
In one granule cell, it was possible to observe sensory-evoked spiking 
responses at rest, and following the blockade of GABAa receptors with 
gabazine (0.5 mM). Whisker stimulation evoked mossy fibre EPSPs in the 
absence of observable I PSPs, indicating that Golgi cell inputs were not 
concomitantly active. Under resting conditions, spontaneous firing rates 
remained extremely low, and stimulation trials generated one or two action 
potentials (Fig 4.14 A, B). Following block of inhibition, increases in both the
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Figure 4.13
Excitation and inhibition evoked in a single granule cell following sensory stimulation. Top: Voltage 
clamp recording at -70 mV, resolving sensory-evoked mossy fibre EPSCs. Middle: Voltage clamp 
recording at 0 mV, resolving Golgi cell IPSCs. Bottom: Voltage clamp recording at -45 mV showing 
both inward (excitatory) and outward (inhibitory) synaptic currents. The onset latency of evoked 
inhibition was over 20 ms shorter than that of evoked excitation.
Chapter 4: Sensory integration in cerebellar granule cells 134
spontaneous firing rate (spontaneous: 0.9 ± 0.2 Hz, gabazine: 3.5 ± 0.4 Hz) 
and the number of evoked action potentials (spontaneous: 0.9 ± 0.2 action 
potentials, gabazine: 1.9 ± 0.1 action potentials) were observed (Fig 4.14 C, 
D). One proposed advantage endowed by low spontaneous firing rates is an 
enhanced signal-to-noise ratio of neuronal output. Therefore, I examined the 
relative effects of tonic inhibition on both the sensory-evoked ‘signal’ and the 
‘noise’ (i.e. spontaneous action potential firing in granule cells), and 
consequently investigated whether the ratio itself is altered. The signal and 
noise were determined from peristimulus time histograms; the sensory-signal 
was defined as the average number of action potentials per bin occurring 
within 100 ms of the onset of response (Fig 4.14 B, D: 20-120 ms following 
stimulation), whilst the ‘noise’ was determined as the average number of 
action potentials per bin during a 800 ms period without sensory stimulation 
(Fig 4.14 B, D: 500-1300 ms following stimulation). Gabazine application 
increased the number of action potentials per bin of both the signal and the 
noise. The number of sensory-evoked action potentials per bin increased by
2.1 times. However, the number of spontaneously occurring action potentials 
increased by a greater factor, 4.1 times. Thus, tonic inhibition seems to have 
a greater impact upon the amplitude of the noise than the sensory signal. The 
signal-to-noise ratio was calculated directly as the average number of 
sensory-evoked action potentials per bin divided by the average number of 
action potentials per bin during spontaneous activity. Under control conditions 
at rest this value stood at 10.4, but, following block of inhibition, this value fell 
to 5.4, a 48% drop. Thus, tonic inhibition does serve to increase the signal-to-
Chapter 4: Sensory integration in cerebellar granule cells 135
noise ratio of sensory information transfer through the granule cell layer of the 
cerebellum.
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4.3.1 Integration of quanta in cerebellar granule cells during sensory 
processing
The granule cell layer represents the first site of information processing 
in the cerebellum. For the first time, it has been possible to directly record 
sensory-driven mossy fibre input and spike output for individual cells in this 
layer. In this way, it has been possible to assess the input-output relationship 
of single granule cells following physiological patterns of activity.
In response to tactile stimulation of the whisker and perioral regions of 
the fat, granule cells most commonly responded with a high frequency burst 
of action potentials. Voltage-clamp recordings of mossy fibre EPSCs indicate 
that it is high frequency bursts of synaptic input that underlie such patterns of 
output: on average, the greater the number of evoked EPSCs, the greater the 
number of evoked action potentials (Fig 4.9 A). However, the precise input- 
output characteristics could only be determined for individual cells rather than 
for individual stimulation trials. Therefore, it was necessary to demonstrate 
directly that the temporal pattern of mossy fibre synaptic input is responsible 
for the observed pattern of output spikes. To do this, current injection was 
used to mimic sensory-evoked patterns of synaptic input. A burst of three 
EPSCs at 80 Hz, resembling the mean pattern of sensory-evoked mossy fibre 
input, was compared with a large single EPSC with the same charge integral. 
It was found that single synaptic waveforms were never as effective in 
generating bursts of action potentials as trains of inputs (Fig 4.6). This result
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demonstrates that the short high frequency bursts of activity generated by 
granule cells during sensory stimulation are crucially dependent on the 
temporal pattern of mossy fibre synaptic input. In contrast, burst firing in other 
brain regions, such as the thalamus and hippocampus (Deschenes et a/., 
1982; Deschenes eta l., 1984; Harris etal., 2001), is known to be dependent 
upon intrinsic mechanisms, such as a T-type Ca2+ current (Suzuki & 
Rogawski, 1989). Thus, although granule cells respond to tactile stimulation 
with a brief burst of action potentials, these data also suggest that granule 
cells may faithfully represent ongoing high frequency mossy fibre activity. 
Indeed, in vitro studies suggest that intrinsic and synaptic mechanisms (e.g. 
persistent Na+ and NMDA-receptor mediated conductances) may play a key 
role in allowing granule cells to relay high frequency mossy fibre activity with 
fidelity (D'Angelo etal., 1995,1998).
This study has only investigated the sensory processing of one type of 
stimulus, namely brief tactile stimulation. It is possible that sensory signals 
derived from different sources, or modalities, will display different 
characteristics and representations within the cerebellar cortex. High tonic 
levels of mossy fibre activity, such as has been reported during graded limb 
movements of monkey forelimbs (van Kan etal., 1993), may therefore be 
represented in the form of ongoing high frequency granule cell firing. At this 
stage, it is unclear whether granule cells would respond with a brief burst of 
activity or high ongoing firing rates under such conditions.
Careful analysis of mossy fibre EPSC amplitudes was performed in 
order to determine the source of sensory-evoked signals. The finding that the 
amplitude distributions of sensory-evoked and spontaneous EPSCs are
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identical (Fig 4.7) indicates that, within a sensory-evoked burst of mossy fibre 
EPSCs, individual currents result from the activation of single mossy fibres. 
This rules out the possibility that single evoked EPSCs result from the 
synchronous activation of multiple mossy fibres. Therefore, sensory-evoked 
EPSC bursts either result from bursts within single mossy fibres (Eccles et a/., 
1971; Garwicz et al., 1998), or asynchronous activation of multiple mossy 
fibres. In the present experimental configuration, it was not possible to derive 
the precise number of mossy fibres active within sensory-evoked bursts of 
EPSCs. In order to address this question, it may be necessary to monitor both 
pre- and postsynaptic neurons in the same preparation, i.e. trigeminal/pontine 
neurons and granule cells during sensory stimulation. However, at present, 
the question remains open as to whether granule cell spiking is most 
commonly the result of single or multiple mossy fibre activation.
Quantal analysis of mossy fibre synaptic transmission was performed 
following the block of spike-driven transmitter release in the cerebellar cortex. 
The amplitude distribution of spontaneous and miniature EPSCs was again 
found to be very similar (Fig 4.8). On average, 70% of spontaneous, and 
hence sensory-evoked (Fig 4.7), mossy fibre EPSCs appear to result from the 
release of single quanta. This finding highlights the exquisite sensitivity of 
granule cells in vivo: when correlated by sensory input, the small number of 
quanta contained within EPSC bursts are sufficient to drive repetitive spiking 
in these neurons.
Additionally, this result suggests that release probability at the mossy 
fibre-granule cell synapse is likely to be low. This is in contrast with several in 
vitro studies, which report release probability at this synapse to be rather high
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(Pr > 0.5; Sargent et al., 2003; Sola et al., 2004). There are several possible 
explanations for this discrepancy between the in vivo and in vitro data. A 
reduced extracellular Ca2+ concentration in vivo would be expected to reduce 
release probability. Desensitisation of postsynaptic AMPA receptors in vivo 
could also account for a reduction in the amplitude spontaneous and sensory- 
evoked EPSCs (Xu-Friedman & Regehr, 2003). Alternatively, a high 
proportion of single-site mossy fibre-granule cell synapses could account for 
the observed low quantal content under conditions where release probability 
is high.
During sensory stimulation, the number of evoked EPSCs is critical in 
determining the resultant number of evoked action potentials. However, a 
one-to-one transformation of synaptic current to spike does not occur. Four 
out of five granule cells lay below the unity line, indicating a requirement for 
EPSP summation in spike generation (Fig 4.8). Such a finding is unsurprising 
considering the distance of granule cell resting membrane potential from 
threshold and the size of unitary EPSPs. The relationship between the 
number of evoked EPSCs and action potentials is approximately linear, 
suggesting that later EPSCs within evoked bursts can generate spikes in an 
‘one-to-one’ manner. Such a transformation is supported by the finding that 
the input-output frequencies are very well matched for high-frequency, 
regularly-timed stimulations to granule cells in vitro (D'Angelo et al., 1995). 
However, a similar correlation between input and output frequency was not 
observed in my results, and this is likely to be due high temporal irregularity 
observed in sensory-evoked EPSC bursts (Fig 4.5).
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The precise degree of summation required to effect output in granule 
cells is likely to show a high degree of variability over both short and long time 
periods. Variations in quantal size, resting membrane potential, input 
resistance and inward rectification will all affect the degree of summation 
necessary to generate spiking, and hence alter the input-output relationship of 
cerebellar granule cells. All of these factors have been shown to be subject to 
modulatory control and will consequently alter the input-output relationship 
over different timescales. For example, phasic inhibition (milliseconds), tonic 
inhibition (seconds) and long-term plasticity at the mossy fibre-granule cell 
synapse (hours; Sola et al., 2004) are all likely to interact to determine granule 
cell input-output transformation.
The burst-to-burst transformation of sensory-evoked activity performed 
by granule cells demonstrates that these neurons integrate sensory inputs 
over tens of milliseconds in order to generate spike output. Although 
simultaneous activation of multiple mossy fibres has been shown to generate 
granule cell output (DAngelo etal., 1995), single large-amplitude synaptic 
waveforms were observed to produce one, or at the most, two action 
potentials (Fig 4.5). It therefore appears that temporal integration of 
distributed synaptic inputs is extremely important in shaping sensory-evoked 
granule cell output patterns. In the previous chapter, it was seen that granule 
cells possess several intrinsic conductances that serve to broaden the time 
window of integration (Figs 3.5, 3.6). In particular, activation of NMDA 
receptors and ‘spillover’ activation of AMPA receptors within the glomerulus 
both produce a lengthening in the decay time of granule cell EPSPs (DAngelo 
etal., 1995; DiGregorio etal., 2002). Furthermore, a persistent Na+ current
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also prolongs transient membrane depolarisations (D'Angelo et al., 1998). 
Together these conductances extend the time window of granule cell 
integration beyond what would be expected from the passive membrane time 
constant and the kinetics of AMPA EPSC waveform, and facilitate granule cell 
spiking in response to mossy fibre inputs distributed over several tens of 
milliseconds.
4.3.2 Sensory-evoked bursting in putative mossy fibres
Patch clamp recordings were also made from putative mossy fibres 
within the granule cell layer of the cerebellum. Putative mossy fibres were 
classified as such on the basis of their characteristic electrophysiological 
properties. In all cases, synaptic activity was absent, and action potential 
occurrence was independent of membrane potential (Fig 4.10 A, B). Together, 
these features rule out a somatodendritic recording site, instead supporting an 
axonal recording location. Previously, patch clamp recordings have been 
made from mossy fibre nerve terminals in hippocampal slices (Geiger &
Jonas, 2000) and neocortical synaptosomes (Smith etal., 2004). Recordings 
have also been made from basket cell terminals in cerebellar slices (Southan 
& Robertson, 1998; Southan etal., 2000). Qualitatively, putative mossy fibres 
in cerebellar granule cell layer share several features with these axonal 
recordings: in particular, the presence of an lh current, as indicated by 
membrane potential sag, and outward rectification (Fig 4.10 C) (Southan & 
Robertson, 1998; Geiger & Jonas, 2000; Southan etal., 2000). The precise 
role of lh in synaptic terminals is unclear, although a resting lh conductance in
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mossy fibres will reduce the membrane time constant, favouring the rapid 
voltage fluctuations observed in response to brief current injections (Fig 4.11 
C). The activation profile of lh, increasing at hyperpolarising potentials 
(Southan et al., 2000), may also serve a homeostatic function upon resting 
membrane potential.
Another characteristic feature of putative mossy fibres is their ability to 
fire action potentials at extremely high rates. This contrasts with granule cells, 
that were not observed to fire action potentials at frequencies above 250 Hz, 
and Golgi cells, not above 300 Hz (E D’Angelo; personal communication). 
Using pulsed current injection, putative mossy fibres could be reliably induced 
to fire at frequencies of up to 500 Hz and spontaneous action potentials were 
observed to occur at even higher frequencies. Extracellular recordings of 
putative mossy fibre activity (Eccles et al., 1971; Garwicz et al., 1998) and 
recordings made from neurons in the trigeminal and pontine nuclei, the origin 
of mossy fibres, report similarly high instantaneous firing rates.
Tactile stimulation reliably produced a high frequency burst of action 
potentials in mossy fibres (Fig 4.12). This pattern of response is potentially of 
great significance when one considers the observed pattern of sensory- 
evoked mossy fibre EPSCs recorded in granule cells. It has not been possible 
to determine the source of individual EPSCs within sensory-evoked bursts. 
However, since individual putative mossy fibres have been found to generate 
similar patterns of evoked activity, it seems likely that individual mossy fibres 
may be solely responsible for sensory responses observed in some granule 
cell recordings. Therefore, action potentials in granule cells may result from 
the activation of a single mossy fibre. The theoretical work of David Marr
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(Marr, 1969), has suggested that such a scheme may be possible. However, 
to date, experimental evidence has been lacking on this matter. Previously, 
this issue has been investigated in vitro, using electrical stimulation of afferent 
fibres to recruit increasing numbers of mossy fibres to single granule cells. 
Coincident activation of three mossy fibres was necessary to trigger granule 
cell action potentials (D'Angelo etal., 1995). However, it appears from my 
results that repetitive high frequency activity in single mossy fibres may also 
be sufficient to drive information transfer through the granule cell layer of the 
cerebellum.
Information transfer via single mossy fibres is especially surprising 
when considered from the perspective of the glomerulus. Within each 
glomerulus, a single mossy fibre makes synaptic contact with up to 50 
individual granule cells (Hamori & Somogyi, 1983). If single mossy fibre 
activity drives spiking in single granule cells, then presumably mossy fibre 
activity can drive spiking activity in all of the granule cells of a given 
glomerulus. As such, high frequency, repetitive activation of single mossy 
fibres might be expected to drive synchronous firing in a great many granule 
cells. With 20-30 mossy fibre varicosities per folium (Palay & Chan-Palay, 
1974), and 50 granule cell dendrites per varicosity, an expected 1000-1500 
granule cells would be activated. The computational benefits of such a 
scheme are not clear: Albus’s proposal that the granule cell layer serves as 
an ‘expansion recoder’ (Albus, 1971) does not seem compatible with this form 
of information transfer. However, without the capability to record from multiple 
granule cell units from same glomerulus during sensory stimulation, such 
discussion remains speculative.
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4.3.3 Physiological significance of high frequency firing in granule cells
Somatosensory stimulation generated a characteristic burst of action 
potentials in cerebellar granule cells. There is considerable evidence to 
suggest that such patterns of output may have special implications for the 
downstream targets of granule cells through activation of a variety of 
frequency-dependent signalling pathways.
The parallel fibre-Purkinje cell synapse shows a marked frequency- 
dependent facilitation of transmitter release (Konnerth etal., 1990; Perkel et 
al., 1990; Atluri & Regehr, 1996), thus amplifying the contribution of 
repetitively-firing granule cells to synaptic integration within the Purkinje cell. 
Furthermore, glutamate diffusion from the synaptic cleft during high frequency 
parallel fibre stimulation is sufficient to activate extrasynaptic Type T 
metabotropic glutamate receptors (Finch & Augustine, 1998; Takechi etal., 
1998). Activation of such receptors has been shown to produce Ca2+ 
transients in Purkinje cell spines and dendrites via an IP3-dependent pathway 
(Takechi etal., 1998). Activation of mGluRls has also been shown to mediate 
long-term synaptic changes at the parallel fibre-Purkinje cell synapse 
(Batchelor & Garthwaite, 1997; Wang etal., 2000).
In addition, activation of NMDA receptors located at presynaptic 
terminals of parallel fibres is dependent upon high frequency repetitive firing.
It has been shown that glutamate released at parallel fibre synapses will bind 
to presynaptic NMDA receptors, and that a subsequent depolarisation of the 
terminal is required for receptors to be activated (Casado et al., 2000). 
Typically, when this phenomenon has been studied, activation of presynaptic
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NMDA receptors has required at least two parallel fibre action potentials with 
an interspike interval of less than 50 ms (Casado etal., 2000). This interspike 
interval corresponds to an instantaneous firing frequency of 20 Hz, and thus 
the frequency of sensory-evoked bursts in granule cells observed in this study 
(77 ± 12 Hz) is more than sufficient to activate these receptors. Activation of 
presynaptic NMDA receptors has been implicated in long-term depression of 
parallel fibre-Purkinje cell synapses when repetitive parallel activity is paired 
with postsynaptic depolarisation (Casado etal., 2002).
Brief presynaptic bursts in parallel fibres have also been shown to 
activate an endocannabinoid-mediated signalling pathway that selectively 
reduces transmitter release at activated synapses for several seconds (Brown 
etal., 2003; Brown etal., 2004). Brown and colleagues demonstrated that 10 
parallel fibre stimuli at 50 Hz could induce this suppression of excitation 
(Brown et al., 2003), suggesting that sensory-evoked bursting may also 
activate this pathway.
Together, these studies highlight the sensitivity of the parallel fibre- 
Purkinje cell synapse to brief high frequency bursts of activity observed in 
vivo. It is not currently clear how the range of different frequency-dependent 
signalling pathways interact during synaptic integration in Purkinje cells. 
However, their effects over both short and long time scales suggests that high 
frequency firing in granule cells may be important in both information 
processing and memory storage in the cerebellum.
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It has been proposed that the cerebellar cortex serves the role of a 
pattern discriminator (Marr, 1969; Albus, 1971), and that the number of 
distinct distinguishable patterns is increased if parallel fibre activity is kept low. 
In other words, information provided to Purkinje cells via parallel fibres takes 
the form of a ‘sparse code’. This study provides support the notion that the 
granule cell layer is a low-noise sparse coding system (Gibson etal., 1991; 
Schweighofer et al., 2001). The burst-to-burst transformation that occurs in 
individual granule cells ensures that granule cells reliably relay sensory- 
evoked mossy fibre signals, whereas events not associated with sensory 
stimulation are filtered out. It has previously been demonstrated that bursting 
further enhances the signal-to-noise ratio for transfer of sensory information in 
an input layer exhibiting low firing rates (Lisman, 1997; Harris etal., 2001; 
Hahnloser etal., 2002; Margrie et al., 2002; Krahe & Gabbiani, 2004). One of 
the principal regulators of sparse coding in the granule cell layer would seem 
to be a tonic GABAergic inhibitory conductance (see chapter 3) (De Schutter, 
2002; Hamann etal., 2002). The influence of this conductance upon the 
transfer of sensory signals through the granule cell layer was investigated 
directly in this chapter (Fig 4.14). Under conditions where tonic inhibition was 
blocked, spontaneous and sensory-evoked spiking were both enhanced. 
However, the increase in spontaneous granule cell output was proportionately 
greater than the observed increase for sensory-evoked output. Thus if one 
considers sensory-evoked spiking as the ‘signal’ and spontaneous spiking as
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the ‘noise’, their ratio is significantly improved by the presence of a tonic 
GABAergic conductance to cerebellar granule cells.
4.3.5 Temporal features of sensory-evoked Golai cell input to granule cells
In addition to a tonic inhibitory conductance, phasic Golgi cell IPSCs 
were sometimes evoked during sensory stimulation (n = 3). Surprisingly, the 
onset latency of evoked phasic inhibition was over 20 ms shorter than the 
mean value for evoked mossy fibre excitation (Fig 4.13). In addition to 
feedback from parallel fibres, Golgi cells receive direct inputs from mossy 
fibres. The presence of an additional synaptic relay in the generation of mossy 
fibre-driven phasic inhibition to granule cells means that mossy fibre excitation 
should always precede inhibition. However, Golgi cells have a far larger 
dendritic arborisation than individual granule cells, and consequently receive 
inputs from many more mossy fibres. Therefore, one explanation for these 
results is that Golgi cells receive both fast and slow latency inputs (Morissette 
& Bower, 1996), and yet exert inhibitory control over granule cells receiving 
only one class of input. Such a scheme is plausible when one considers that 
both fast trigeminal, and longer latency corticopontine inputs arrive in 
approximately the same area of cerebellar cortex (Morissette & Bower, 1996), 
and that the majority of recorded sensory-evoked mossy fibre EPSCs in this 
study derive from a corticopontine origin.
This finding suggests some interesting functional implications for the 
role of sensory-evoked phasic inhibition in the granule cell layer. Although, 
fast trigeminal mossy fibres may only excite a small subset of granule cells,
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their influence will be felt over a much larger population if the excitation is 
sufficient to activate Golgi cells. In this manner, all granule cells within the 
axonal plexus of a given Golgi cell will be influenced by the small number of 
short latency mossy fibres. Phasic inhibition has been shown to be crucial in 
regulating the timing of spike generation in neurons in many areas of the brain 
(Wehr & Zador, 2003; Mittmann et al., 2004), and particularly in the 
establishment of rhythmic or synchronous firing in populations of neurons 
(Freund & Buzsaki, 1996; Maex & Schutter, 1998). Within the cerebellum, 
such fast, synchronous inhibition to a large population of granule cells could 
serve to enforce greater temporal precision upon spiking within the 
population, or act as to dampen granule cell activity prior to corticopontine 
sensory input.
4.3.6 Influence of the properties of the sensory stimulus on evoked responses 
in cerebellar granule cells
The evoked responses described in this thesis were produced using 
brief air puff stimulation to tactile surfaces of the face and vibrissae. All of the 
responses described in here, bar one, corresponded solely to the onset of the 
stimulus (i.e. a deflection of one or more whiskers, or pressure to a small area 
o f skin), and the duration of the air puff itself did not alter the properties of the 
evoked response (Fig 4.3). Thus deflection (or in the case of the off response, 
presumably the relaxation following the deflection) is represented at the input 
layer of the cerebellum as a high frequency burst of activity. However, it is 
worth bearing in mind that in the current experimental configuration, the
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animal is largely without sensory input except for the brief moments during 
which the stimulus is presented. In contrast, under awake conditions, rats 
typically exhibit spontaneous whisking (Kleinfeld et al., 2002; Neimark et al., 
2003), and during certain behaviours, e.g. tactile exploration (Hartmann & 
Bower, 2001), it likely that sensory input will be, to some extent, ‘ongoing’. In 
this case, it is difficult to say whether sensory information will be represented 
to the cerebellum as brief bursts of activity.
Chapter 5: PATTERNS OF PURKINJE CELL 
ACTIVITY IN VIVO
5.1 INTRODUCTION
Purkinje cells represent the final stage of information processing within 
the cerebellar cortex. In order to understand the cerebellum’s role in sensory 
processing, it is therefore crucial to understand how sensory inputs shape the 
patterns of Purkinje cell output spikes. Purkinje cells integrate excitatory 
synaptic inputs from granule cells, made via axon ascending segments and 
parallel fibres (Llinas & Walton, 1998), and inhibitory synaptic inputs from 
molecular layer interneurons. In addition, each Purkinje cell receives a single 
excitatory climbing fibre input, which powerfully modulates activity. Together, 
synaptic inputs are integrated within Purkinje cells, and the resultant patterns 
of output spiking represent the sole cerebellar cortical output to the deep 
cerebellar nuclei.
Two discrete spike patterns are observed both intra- and extracellularly 
in Purkinje cells. They fire sodium action potentials, often referred to as simple 
spikes (SS), spontaneously in vivo and in vitro. Extracellular recordings from 
Purkinje cells in anaesthetised and awake animals at rest have reported mean 
SS firing rates of 40-50 Hz and 20-100 Hz respectively (Granit & Phillips,
1956; Eccles etal., 1967a; Thach, 1968; Bell & Grimm, 1969; Armstrong & 
Rawson, 1979; Nitz & Tononi, 2002). Purkinje cells fire SS spontaneously in 
vitro, in the presence of synaptic blockers (Hausser & Clark, 1997), and as 
dissociated somata (Raman & Bean, 1997), suggesting that intrinsic 
conductances play an important role in establishing simple spike activity in 
these cells.
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In response to climbing fibre activation, Purkinje cells generate a 
stereotyped burst discharge called a complex spike (CS), which can be 
distinguished from ongoing simple spikes both intra- and extracellularly (Ito, 
1984). Complex spikes are most commonly observed to occur at low mean 
rates (0.5 - 2 Hz) in both anaesthetised and awake animals (Eccles et al., 
1967a; Thach, 1968; Bell & Grimm, 1969; Armstrong & Rawson, 1979). The 
importance of the climbing fibre input to Purkinje cells to overall cerebellar 
function is highlighted by the fact that destruction of climbing fibres produces 
behavioural effects similar to those of cerebellectomy (Armstrong, 1974; Sukin 
et al., 1987). The work of Ito and his followers has revealed much about the 
dependence upon complex spike activity of some forms of parallel fibre 
synaptic plasticity (Ito, 2001), in a means consistent with Marr-Albus theories 
of cerebellar learning (Marr, 1969; Albus, 1971). Prior to, and following this 
work, considerable data has been gathered on the effects of CS firing on SS 
discharge. Classically, the CS has been described to cause a pause in SS 
firing (Armstrong, 1974). However, many studies have reported facilitation 
(Rawson & Tilokskulchai, 1981), or bidirectional effects on SS firing (Bell & 
Grimm, 1969; Murphy & Sabah, 1970; Armstrong & Rawson, 1979; McDevitt 
et al., 1982). These effects upon simple spiking have been seen to persist 
over several hundred milliseconds (Armstrong & Rawson, 1979).
Granule cells provide the vast majority of excitatory synaptic input to 
Purkinje cells via ascending limb axons and parallel fibres. Parallel fibres span 
several millimetres of the cerebellar cortex and make synapses on at least 
every other Purkinje ceil encountered along their course (Harvey & Napper, 
1991). Thus, sensory inputs received by individual Purkinje cells are expected
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to arise from large areas of the underlying granule cell layer. However, it has 
been shown that the cutaneous receptive fields of Purkinje cells are typically 
small (Ekerot & Jorntell, 2001), and that there exists a high degree of vertical 
congruence in the patterns of sensory activation in the cerebellar cortex 
(Bower & Woolston, 1983). Thus, it has been proposed that most parallel 
fibres are depressed or electrically silent (Isope & Barbour, 2002; Jorntell & 
Ekerot, 2002), or that parallel fibre activity provides a predominantly tonic 
source of excitation, serving to modulate Purkinje cell responses to powerful 
ascending limb inputs (Llinas, 1982).
In this chapter, I have investigated the spontaneous and sensory- 
evoked activity of Purkinje cells and interneurons from the cerebella of rats 
anaesthetised with ketamine / xylazine or urethane. By combining cell- 
attached and whole-cell recording, it has been possible to observe a profound 
and robust bistability of Purkinje cell spike output and membrane potential. 
This bistability is not exhibited by cerebellar interneurons, and is reflected in a 
bimodal pattern of Purkinje cell simple spiking. Spontaneous state transitions 
show a strong dependence upon climbing fibre input. Using peripheral 
sensory stimulation, it has been possible to evoke complex spikes, which, it 
will be shown, drive state transitions in both directions.
This work has been done in close collaboration with Dr. Severine 
Mahon, who has made quantitatively similar findings. As such, some values 
provided for sensory-evoked responses, described in the text, come from 
pooled data -  these instances are indicated in the text. However, all data and 
traces presented in the figures derive from Purkinje cell recordings I have 
made.
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5.2.1 Spontaneous membrane potential bistability in Purkinje cells in vivo
To investigate how physiological synaptic inputs interact to generate 
output in Purkinje cells, blind in vivo cell-attached and whole-cell patch clamp 
recordings were made in the lateral cerebellar hemispheres of anaesthetised 
rats. Purkinje cells were unequivocally identified according to the occurrence 
of complex spikes at a typical frequency (1.6 ± 0.5 Hz, range: 0.1 -  5.7 Hz; n 
= 10 cells). Previously, in vitro recordings targeted to Purkinje cell soma and 
dendrites have established that somatic Na+ action potentials are initiated 
close to the soma and become strongly attenuated within Purkinje cell 
dendrites (Uinas & Sugimori, 1980c, b; Stuart & Hausser, 1994). Whole cell 
recordings in this study were classified as being made from a somatic location 
if fast, overshooting action potentials were observed (six out of ten 
recordings). In presumed dendritic recordings, simple spikes were always 
strongly attenuated (SS amplitudes < 5 mV; four out often recordings). 
Interestingly, in both somatic and dendritic recordings, discrete synaptic 
potentials were never observed (see records in Figs. 5.1, 5.2, 5.4, 5.5 and 
5.7). As such, it was not possible to quantify the rate or amplitude of parallel 
fibre- and interneuron-driven synaptic inputs. Due to the large number of 
synaptic inputs to individual Purkinje cells (Harvey & Napper, 1988), this 
finding is likely to be due to dendritic filtering of ongoing inhibitory and 
excitatory synaptic inputs, rather than a complete lack of parallel fibre and 
interneuron activity.
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In nine out often whole-cell recordings, Purkinje cells displayed step­
like transitions in membrane potential between a hyperpolarised state (down 
state) and a depolarised spiking state (up state; Fig 5.1 A, B). Membrane 
potential up and down states were observed in both somatic (n = 5) and 
dendritic recordings (n = 4). The existence of two distinct states was apparent 
in the bimodal distribution of membrane potential (Fig 5.1 C). A dip test, which 
gives the likelihood of a sample being drawn from a unimodal distribution 
(Hartigan, 1985), was used to assess the statistical significance of this 
bimodality. In the nine cells in which bistable behaviour was observed, 
membrane potential was found to be significantly non-unimodal (p < 0.001).
The average values of membrane potential of non-spiking periods in 
down and up states were -62.2 ± 1.8 mV and —46.0 ± 2.3 mV respectively (n 
= 9 cells), leading to a voltage difference between the two states of 16.2 ± 2.7 
mV (n = 9). The durations of up and down states were quantified using long 
periods of continuous recording. The time spent by a Purkinje cell in a given 
state could vary considerably between and within cells (Fig 5.1 A). The mean 
dwell times of the down and up states, calculated between averaged values of 
each cell, were 0.80 ± 0.24 sec (range: 0.61 -  2.29 sec) and 1.11 ± 0.35 sec 
(range: 0.36 -  1.32 sec) respectively (n = 5 cells). Corresponding coefficient 
of variance (CV) values were 0.66 ± 0.06 for down states and 0.57 ± 0.11 for 
up states. The mean duration between two successive down-to-up transitions 
was also examined, and found to be 1.80 ± 0.52 sec with a corresponding CV 
of 0.41 ± 0.05 (n = 5 cells). These results suggest that the up and down states 
in Purkinje cells are rather irregular and are thus unlikely to result from a 
simple underlying oscillatory process.
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Figure 5.1
Spontaneous membrane potential bistability in 
vivo. A Whole-cell dendritic recording of a rat 
Purkinje cell showing membrane potential 
fluctuations between two distinct states, a 
hyperpolarised quiescent state (down state) and 
a depolarised spiking state (up state). B Close-up 
of down-to-up state transition. C The 
corresponding histogram of membrane potential 
distribution calculated from 30 s of recording (bin 
size = 1 mV).
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The existence of two distinct states of membrane potential was also 
reflected in Purkinje cell spiking patterns. In cell-attached recordings (n = 3), 
the firing pattern consisted of bursts of simple spikes alternating with 
quiescent periods (Fig 5.2 A), resulting in a bimodal distribution of 
instantaneous frequency of simple spikes (Fig 5.2 B). The prolonged periods 
devoid of simple spikes accounted for a peak at 0 Hz, whereas a peak around 
200 Hz corresponded to the mean firing rate during the bursts. The 
intracellularly recorded membrane potential of the same Purkinje cell, 
obtained immediately after the establishment of whole-cell configuration, 
showed a similar pattern of bimodal discharge (Fig 5.2 C, D), indicating that 
the whole-cell configuration did not affect the membrane bistability process.
Across the entire population of whole-cell recordings, the down state 
was quiescent, whereas the depolarised state was associated with simple 
spike discharge (mean SS rate in the up state = 46 ± 18 Hz, n = 9 cells). 
Simple spiking usually persisted for the whole duration of the depolarised 
state. However, it was also observed that Purkinje cells could enter a 
depolarised inactive state (n = 2 cells, e.g. Fig 5.4 A), similar to that which has 
been described in vitro (Llinas & Sugimori, 1980c).
The response of membrane potential to climbing fibre input during up 
and down states could vary considerably (see Figs 5.1 A and 5.4 A). During 
the down state, complex spikes were characterised by a large amplitude spike 
followed a burst of smaller spikes and a long depolarisation (Eccles et al., 
1967a; Llinas & Sugimori, 1980c). During the upstate, complex spikes were 
characterised by a stereotypic waveform, composed of several fast distinct 
peaks. It has previously been reported that the shape of the complex spike
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Membrane potential bistability is reflected in spike output pattern in vivo. A Cell-attached patch clamp recording showing the bimodal firing pattern 
of a Purkinje cell. B Bimodal distribution of the instantaneous frequency of simple spike calculated from 30 sec of cell-attached recording (bin size 
= 10 Hz). C Intracellular activity from the same Purkinje cell obtained immediately after the formation of whole-cell configuration. D Distribution of 
the instantaneous frequency of simple spikes calculated from 40 sec of whole-cell recording (bin size = 10 Hz).
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following climbing fibre stimulation in vitro depends on membrane potential 
(Ito, 1984).
5.2.2 Cerebellar interneurons do not exhibit membrane potential bistability
Spontaneous membrane potential bistability in Purkinje cells may be an 
intrinsic feature of these cells, or, alternatively, arise from bimodal synaptic 
input. If dependent upon temporal properties of synaptic input, membrane 
potential bistability would be exhibited by other neurons within the cerebellar 
cortex, particularly molecular layer interneurons, since they share much of 
their inhibitory and excitatory synaptic input with Purkinje cells. It has already 
been shown that cerebellar granule cells exhibit a unimodal distribution of 
membrane potential (Fig 3.4), and membrane potential bistability was not 
found to be a feature of these cells under identical experimental conditions (n 
= 5 granule cells recorded from in the same preparation as bistable Purkinje 
cells).
Cerebellar interneurons (n = 13 cells) were distinguished from granule 
cells on the basis of their lower input resistance (360 ± 50 MQ), and a slow 
AHP following action potential firing (AP peak-to-trough time = 0.6 ± 0.2 ms 
for cerebellar granule cells, n = 11, and 13.8 ± 3.0 ms for interneurons, n = 13; 
p  < 0.05, unpaired f-test, Figs 3.3 A, 5.3 B, D). Interneurons fired action 
potentials spontaneously at rest, in both cell-attached (5.2 ±3.3 Hz, range:
0.2 -  13.0 Hz, n = 4, Fig 5.3 A) and whole-cell configurations (5.5 ±1.6 Hz, 
range: 0 .0 -20 .8  Hz, Vm = -59.2 ±1.8 mV, n = 13, Fig 5.3 B). Previously, 
discriminations have been made between granular layer (e.g. Golgi cells) and
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Cerebellar interneurons do not exhibit membrane potential bistability in vivo. A Interneuron firing 
recorded in cell-attached mode. B Voltage recording from the same cell in whole-cell mode in the 
absence of injected current. C Histogram of membrane potential (bin size = 1 mV) from the same cell. 
D Current-voltage relationships for a single cerebellar interneuron.
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molecular layer interneurons (i.e. stellate and basket cells) on the basis of 
their morphology, location and connectivity within the cerebellar cortex 
(Eccles etal., 1967a; Palay & Chan-Palay, 1974). However, distinctions 
between the electrophysiological properties of these different neurons have 
typically been more difficult to establish (Midtgaard, 1992; Hausser & Clark, 
1997; Dieudonne, 1998; Jorntell & Ekerot, 2003b). In this study, it was not 
possible to separate different interneuron types on the basis of intrinsic 
electrophysiological properties, spiking activity, or patterns of synaptic input 
(data not shown). Only one interneuron could be unambiguously located in 
the molecular layer on the basis of its shallow recording location (243 pm 
below the surface), and this cell’s characteristics (Rjnput = 374 MQ, Vm = -51 
mV, whole-cell spike rate = 5.5 Hz, CV of ISI = 0.2) were not observably 
different from the population, which on the basis of recording depth (mean 
depth = 565 ± 43 pm, range: 243 -  850 pm) is likely to consist primarily of 
granular layer interneurons such as Golgi and Lugaro cells.
Cerebellar interneurons were subject to high ongoing rates of irregular 
synaptic input (mean EPSP rate = 13 ± 5 Hz, CV of EPSP intervals = 0.95 ± 
0.08, n = 6 cells; mean IPSP rate = 22 ± 6 Hz, CV of IPSP intervals = 1.61 ± 
0.52 n = 5 cells). Notably, in spite of the irregularity of synaptic input, eight out 
of thirteen interneurons showed highly regular spiking patterns (CV of ISI for 
rhythmic interneurons = 0.15 ± 0.02, n = 8 cells; CV of ISI for non-rhythmic 
interneurons = 0.93 ±0.19, n = 5 cells; Fig 5.3 A, B), indicating 
autorhythmicity. These cells did not show any detectable difference in their 
intrinsic properties (Rjnput, Vm, AHP, spike rate) compared with non-rhythmic 
interneurons (data not shown).
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Nevertheless, it is important to note that all cerebellar interneurons 
lacked a bimodal distribution of membrane potential (Hartigan’s dip test, p >
0.05; n = 9 cells tested), thus indicating that membrane potential bimodality is 
a specific property of Purkinje cells within the cerebellar cortex.
5.2.3 Synaptic control of intrinsic Purkinje cell bistability
To understand the origin of Purkinje cell membrane potential bistability, 
its voltage dependence was examined. Spontaneous up and down state 
transitions (Fig 5.4 A) could be abolished by injection of negative DC current 
(-530 ±180 pA, 4 out of 4 cells tested), which hyperpolarized Purkinje cells to 
-76.8 ± 2.2 mV. When Purkinje cells were hyperpolarised, only complex 
spikes were recorded (Fig 5.4 B) and the membrane potential histogram 
displayed a bell-shaped distribution around the mean holding potential 
(Hartigan’s dip test, p > 0.05; 4 out of 4 cells tested). Similarly, constant 
depolarising current resulted in a single up state (4 out of 4 cells tests; data 
not shown).
The finding that DC current injections can block Purkinje cell bistability 
in vivo provides further evidence that this phenomenon is dependent upon the 
intrinsic properties of these cells. However, further inspection of records 
revealed that state transitions were, in many cases, closely preceded by 
complex spikes. Indeed, it was found that 74 ± 9 % of state transitions were 
preceded by a complex spike, with a significantly lower (p < 0.05; n = 8 cells) 
number of transitions occurring apparently spontaneously in the absence of 
climbing fibre input (Fig 5.5 A-C). Across all Purkinje cells (n = 8), 62 ± 16 %
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Contribution of intrinsic mechanisms to 
membrane potential bistability in vivo.
A Whole-cell perisomatic recording of 
bistable behaviour in cerebellar 
Purkinje cell. B Bistability is abolished 
by injection of negative DC current 
(-800 pA). C Membrane potential 
histograms for a Purkinje cell in the 
absence of injected current (black) and 
during negative current injection (red; 
note unimodal distribution of 
membrane potential).
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of transitions to the down state, and 95 ± 5 % of transitions to the up state 
were triggered by a complex spike. Complex spike-mediated transitions from 
down to up state were characterised by a rapid burst of spikes from a 
hyperpolarised potential, followed by voltage decay, over tens of milliseconds, 
to a more depolarised potential (Fig 5.5 A). Transitions from the up state were 
characterised by a slow voltage change following the complex spike, reaching 
the down state within two hundred milliseconds (Fig 5.5 B). The temporal 
relationship between complex spike occurrence and state transitions is shown 
for one cell in Fig 5.5 D, where it can clearly be seen that complex spikes 
reliably precede both down-up and up-down state transitions.
The efficiency of a complex spike to induce a state transition was 
determined as the ratio between the number of complex spikes that induced 
transitions and the total number of complex spikes. The overall efficiency of a 
complex spike to induce a transition was 71 ± 9 % (n = 8). However, complex 
spikes were significantly more efficient at triggering transitions to the up state 
than the down state (down-to-up CS efficiency = 95 ± 4 %, compared with up- 
to-down CS efficiency = 50 ± 14 %, n = 8; p < 0.05, unpaired f-test).
5.2.4 Purkinje cell bistability driven by sensory stimulation
The strong correlation between complex spike incidence and state 
transition raised the possibility that sensory stimuli that elicit complex spikes 
could modulate membrane potential bistability. In order to examine the 
influence of sensory stimulation upon state transition, air puff stimulation of 
the vibrissae and other perioral regions was used to activate climbing fibre
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inputs. Recordings were performed in folia Crus I and lla of the cerebellar 
cortex, regions demonstrated to respond strongly to tactile stimulation of 
perioral areas in anaesthetised rats (Shambes et a/., 1978b; Bower & 
Woolston, 1983). Across cells, complex spikes were evoked in 38 ± 4 % of 
trials (n = 7; pooled data) and, comparable to previous findings (Brown & 
Bower, 2001), the latency of evoked complex spikes from the onset of 
stimulus was 70 ± 7 ms (range: 47.9 to 93.5 ms, n = 7; pooled data).
The raster plot in Fig 5.6 illustrates the temporal relationship between 
sensory stimuli, complex spikes and simple spikes for a single Purkinje cell. In 
this cell, sensory-evoked complex spikes induced transition to the down state 
in 50 % of trials (Fig 5.7 A). Transitions to the up state occurred in 33 % of 
trials (Fig 5.7 B), whereas complex spikes failed to induce state transitions in 
17% of trials (Fig 5.7 C).
The temporal relationship between evoked complex spikes and simple 
spike firing was assessed by examining peristimulus time histograms. Evoked 
up-to-down and down-to-up transitions were associated with prolonged 
decreases and increases in simple spike discharge, respectively (Fig 5.7 A,
B). Following sensory-evoked up-to-down transitions, the mean SS firing rate 
in the following 300 ms was significantly reduced (p < 0.05), from 15.8 ± 3.0 
Hz to 3.3 ± 1.2 Hz (Fig 5.7 A). Conversely, sensory-evoked down-to-up 
transitions were associated with an increase in SS discharge in the following 
300 ms (p < 0.05), from 1.1 ±0.8 Hz to 27.2 ±4.1 Hz (Fig 5.7 B). When 
evoked complex spikes did not trigger state transitions, no significant change 
in simple spiking was observed (pre-CS simple spike rate = 20.8 ±1.6 Hz, 
post-CS simple spike rate = 15.8 ± 2.0 Hz, p > 0.05; Fig 5.7 C). Similarly,
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Sensory stimulation evokes complex spikes in Purkinje cells. Raster plot showing the temporal relationship between sensory 
stimulation (70 ms air puff to ipsilateral vibrissae), complex spikes (black circles) and simple spike firing (red lines). 17 consecutive 
trials are shown.
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when sensory stimulation failed to evoke a complex spike, no significant 
change in simple spiking was observed (pre-stimulus simple spike rate = 32.4 
± 3.0 Hz, post-stimulus simple spike rate = 28.1 ±2.1 Hz, p > 0.05; Fig 5.7 D). 
Together, these results indicate that the sensory-evoked changes in simple 
spike discharge derive mainly from the state transitions triggered by the 
activation of climbing fibre input.
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The work presented in this chapter demonstrates that Purkinje cells 
exhibit bistability of membrane potential and spike output in vivo, seemingly 
as a consequence of intrinsic membrane properties of Purkinje cells. This 
bistability can be bidirectionally triggered by sensory-driven input, suggesting 
that it may represent a cellular mechanism relevant for the processing of 
sensory information.
5.3.1 Bistability of Purkinje cell output in vivo
Bistability Qf Purkinje cells in vitro has been well documented, and has 
been observed to occur spontaneously (Llinas & Sugimori, 1980c; 
Hounsgaard & Midtgaard, 1988; Rapp etal., 1994) or after modulation of 
intrinsic conductances (Williams etal., 2002). The data presented in this 
chapter indicates that this bistability is retained in vivo under ketamine / 
xylazine and urethane anaesthesia. Bistability of membrane potential is 
manifested in two modes of firing activity: tonic firing of simple spikes and 
quiescent periods. Bistability of Purkinje cell output is supported by previous 
reports showing intermittent firing patterns where periods of high frequency 
simple spike firing are interspersed with periods of silence in anaesthetised 
(Bell & Grimm, 1969) and decerebrate animals (Granit & Phillips, 1956; 
McDevitt etal., 1982). Irregular alternations between quiescence and high 
frequency simple spike activity have been observed in awake recordings from 
various animals (Armstrong & Rawson, 1979; Bauswein etal., 1984).
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Interestingly, recent recordings of deep cerebellar nucleus neurons reveal 
prolonged (up to 0.5 sec) inhibitory responses to brief sensory stimulation 
(Rowland & Jaeger, 2003), which may correspond to synchronised up states 
in presynaptic Purkinje cells activated by sensory stimulation.
However, other studies have not reported similar phenomena, and 
have tended to report continuous firing of Purkinje cells rather than bimodal 
discharge (Bower & Woolston, 1983; Ekerot & Jorntell, 2001). This suggests 
that expression of bistability may be rather heterogeneous. Work conducted in 
vitro suggests that the expression of bistability within a given cell is likely to 
depend upon on neuromodulation (Hounsgaard & Midtgaard, 1988; Lechner 
et al., 1996; Williams et al., 2002), and on the balance of excitation and 
inhibition in the local network.
The finding that complex spikes triggered by climbing fibre input can 
switch Purkinje cells between up and down states (Fig 5.5) goes some way 
towards resolving apparent discrepancies in the literature regarding the effect 
of complex spikes on simple spiking. It has been highlighted that complex 
spikes have been shown to be associated with both increases and decreases 
in simple spike activity (Bell & Grimm, 1969; Murphy & Sabah, 1970; 
Armstrong & Rawson, 1979; Rawson & Tilokskulchai, 1981; McDevitt etal., 
1982). The data presented in this chapter suggest that the effect of the 
complex spike on simple spiking depends on the state of the Purkinje cell 
occurring just before the complex spike. As such, Purkinje cells 
predominantly in the down state will tend to respond with an increase in 
simple spike activity associated with the complex spike, whereas Purkinje 
cells predominantly in an up state will tend to respond with a decrease.
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5.3.2 Mechanisms underlying bistability
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Bistability seems to be an intrinsic membrane property of Purkinje cells 
in vivo since it is abolished by strong negative or positive constant current 
injection (Fig 5.4). In addition, brief (« 10 ms) current pulses, either 
depolarising or hyperpolarising, can trigger state transitions (S Mahon; 
personal communication). Interneurons, which share many of the synaptic 
input received by Purkinje cells, and granule cells, did not exhibit membrane 
potential bistability (Figs 5.3, 3.4). Furthermore, interneurons typically 
expressed rhythmic firing patterns at around 5 Hz, whilst granule cells fired 
only rare irregular spikes in the absence of sensory input. Together this data 
provides strong evidence that bistability does not result from bimodal synaptic 
input. Bistability in Purkinje cells is thus very different from the up and down 
states described in many cortical and striatal neurons in vivo. In these 
neurons, the up state is thought to result mainly from a continuous barrage of 
synaptic excitation reflecting widespread activity across the network (Mahon 
et a/., 2001; Destexhe et al., 2003; Shu etal., 2003). In contrast, in Purkinje 
cells, the transition between states can be triggered by the activation of a 
single, large synaptic input (i.e. the climbing fibre synapse), whilst the 
persistence of a given state is maintained by intrinsic voltage-dependent 
mechanisms.
Previous in vitro studies have suggested that Purkinje cell bistability 
could result from interactions between non-inactivating sodium (Raman & 
Bean, 1997) and calcium conductances with potassium conductances (Llinas 
& Sugimori, 1980b, a). In addition, the voltage activation profile and reversal
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potential of lh, (increasing with activation with hyperpolarisation, and a 
depolarised reversal potential), makes it a candidate conductance in the 
establishment of stable membrane potential states (Loewenstein et a/., 2001). 
Currently, the role of lh in Purkinje cell bistability is rather ambiguous. Some 
researchers have reported bistability in the presence of lh (Llinas & Sugimori, 
1980c; Rapp et a/., 1994), whereas other have shown that its downregulation, 
e.g. by serotonin, unmasks or enhances bistability (Williams etal., 2002). 
These experiments presented in this chapter clearly show that lh is present in 
bistable Purkinje cells in vivo (e.g. see depolarising ‘sag’ in Figs 5.1, 5.2, 5.4), 
although it is not clear from these experiments what contribution lh makes 
towards the expression of bistability. The presence of bistability in the 
absence of lh (Williams et a/., 2002), suggests that there may exist multiple 
routes towards bistable behaviour in Purkinje cells.
5.3.3 Computational implications of bistability
Traditionally, chemical synapses are classified as either excitatory or 
inhibitory according to their effect on the firing rate of the postsynaptic neuron. 
However, these data reveal that the same synapse can play both roles. Thus, 
the activation of climbing fibre synapses can either increase or decrease the 
firing rate of the Purkinje cell, depending on its initial state. In this manner, the 
climbing fibre input can be seen as a ‘toggle switch’. It has been proposed 
that the ability of the same synapse to shift between the stable states in both 
directions may add computational powers to bistable neurons (Loewenstein et 
al., 2001). Specifically, climbing fibre input has been suggested to represent
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an error signal, such as unexpected sensory input (Andersson & Armstrong, 
1987; Kim etal., 1987; Lou & Bloedel, 1992). Climbing fibre-driven state 
transitions therefore offer a means to generate immediate and reflexive 
responses in cerebellar cortical output to the occurrence of an error by shifting 
Purkinje cell activity away from an erroneous operating state.
Membrane potential bistability is likely to exert profound effects upon 
the processing of parallel fibre activity in Purkinje cells. Purkinje cell simple 
spike output in response to the same set of active parallel fibre/interneuron 
synaptic inputs is likely to be different during the two states. It may be that the 
down state of Purkinje cells simply represents an inactive state for the neuron,
i.e. sensory integration is prevented in Purkinje cells in the down state. 
However, this scenario has yet to be demonstrated. Although mechanistically 
different, it is work noting that spike output in neocortical pyramidal cells 
following sensory input is actually increased when coincident with the down 
state (Petersen et al., 2003). It may also be the case that strong parallel fibre 
activity is sufficient to drive state transitions in one or both directions in the 
absence of climbing fibre activation: the presence of spontaneous state 
transitions (Fig 5.5 A, B) provides evidence that climbing fibre-mediated 
synaptic signals are not the sole means by which state transitions can occur 
in vivo.
Bistability is observed in both the soma and dendrite of Purkinje cells, 
and is therefore likely to affect a range of voltage-sensitive conductances 
across the neuron. In particular, Ca2+ spikes are all-or-none events that are 
nearly exclusively confined to the dendrite (Llinas & Sugimori, 1980c, b). 
Increases in dendritic Ca2+ have been linked to several forms of short-term
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synaptic plasticity including depolarisation-induced suppression of excitation 
(DSE) (Kreitzer & Regehr, 2001; Brown etal., 2003; Rancz & Hausser, 2004), 
and depolarisation-induced suppression, and potentiation, of inhibition 
(Duguid & Smart, 2004). It is likely that the membrane potential state of the 
Purkinje cell will profoundly affect the expression of these phenomena.
Bistability may also be relevant for the induction of long-term 
depression (LTD) at parallel fibre synapses, which is a prime cellular 
substrate for cerebellar learning (Ito, 2001). In experiments exploring the 
parallel fibre-Purkinje cell timing relationship required for LTD induction, a 
range of timing relationships have been reported (Ekerot & Kano, 1985; Chen 
& Thompson, 1995; Wang etal., 2000). Given that strong depolarisation 
paired with parallel fibre activation has been shown to be sufficient for LTD 
induction (Crepel & Jaillard, 1991), Purkinje cell bistability may be an 
additional factor that shapes the time window for LTD induction. Thus, when 
there is a high probability that a climbing fibre will switch the neuron to the up 
state, activation of parallel fibres after a complex spike will be effective in 
generating LTD. In neurons in which there is a high probability that climbing 
fibre activation will generate the converse transition, LTD induction will be 
favoured when parallel fibres are activated before a complex spike.
Consistent with this scenario, it has been suggested that the wide timing 
window observed in one study for parallel fibre LTD results from a long-lasting 
plateau depolarisation following climbing fibre activation (Ekerot & Oscarsson, 
1981). It has subsequently been reported that LTD is abolished when plateau 
potentials are terminated by inhibition (Ekerot & Kano, 1985). Purkinje cell
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bistability may therefore contribute to determining the rules for LTD induction 
in the intact cerebellar network.
5.3.4 Potential relevance of anaesthesia to the expression of Purkinje cell 
bistability in vivo
It is important to note that the Purkinje cell bistability described in this 
study was observed in the cerebella of rats under ketamine / xylazine and 
urethane anaesthesia. Recently, work performed in the laboratory of Chris De 
Zeeuw has suggested that Purkinje cell bistability is most commonly observed 
in deeply-anaesthetised animals, and that Purkinje cell simple spiking patterns 
become more unimodal under lightly-anaesthetised or awake conditions (M 
Schoneville and C I De Zeeuw, unpublished observations). This finding opens 
up the possibility that anaesthesia may promote bistability by favouring 
expression of a down state; under awake conditions, higher levels of 
cerebellar excitation may thus occlude expression of the down state.
Such data highlight the current difficulty in relating neuronal activity 
observed during anaesthesia and/or quiet wakefulness, and that present in 
actively behaving animals. However, the fact that Purkinje cell bistability is an 
intrinsic feature of these cells in vivo opens up the possibility that it is 
exploited in behavioural situations. As mentioned in the introduction, several 
studies have reported intermittent simple spiking activity in awake animals 
(Armstrong & Rawson, 1979; Rawson & Tilokskulchai, 1981; Nitz & Tononi, 
2002). Conceptually, it seems unlikely that every Purkinje cell in the 
cerebellum exhibits high frequency simple spiking under all conditions. Due to
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the high energetic cost of action potential firing (Laughlin etal., 1998), such a 
scheme is extremely unfavourable (Attwell & Laughlin, 2001). The 
maintenance of a stable hyperpolarised membrane potential in the down state 
via intrinsic mechanisms affords an energetically efficient means of blocking 
spiking in Purkinje cells in the absence of ongoing inhibitory synaptic input 
(Attwell & Laughlin, 2001; Laughlin, 2001). It is also worth noting that climbing 
fibre input is most efficient at triggering transitions from down to up state (95 ± 
4 %, Fig 5.5 D). On the basis of this result, it seems reasonable to 
hypothesise that climbing fibre activity, whether evoked in response to an 
external sensory- or internally generated ‘attention signal’, may favour rapid 
transitions to the up state in quiescent Purkinje cells of behaving animals.
Chapter 6: GENERAL DISCUSSION
The work presented in this thesis has focused upon the patterns of 
activity in cerebellar granule cells and Purkinje cells within the cerebellar 
cortex. By studying the synaptic input and spiking patterns of individual 
granule cells and Purkinje cells, it has been possible to gain insights into the 
function of the cerebellar network as a whole.
Intrinsic properties of cerebellar granule cells in vivo
The results presented in chapter 3 establish that cerebellar granule 
cells can be easily identified within the intact cerebellum through their 
characteristic electrophysiological properties. The passive properties of 
granule cells in vivo are generally in close agreement with those determined 
in vitro. Despite receiving ongoing mossy fibre synaptic inputs, and 
possessing several mechanisms that facilitate EPSP summation, resting firing 
rates are kept low. In particular, a shunting inhibition, in addition to 
hyperpolarisation, produced by tonic activation of GABAa receptors, are 
extremely important in decreasing granule cell excitability, and preventing the 
transformation of single mossy fibre inputs into granule cell action potentials. 
The resulting low firing rates act to increase the signal-to-noise ratio in the 
output of the granule cell layer by rejecting spontaneous mossy fibre inputs, 
thus potentially aiding the discrimination of sensory representations within the 
cerebellar cortex.
Presently, the factors that contribute to regulation of tonic GABAergic 
inhibition in vivo are not well established. In particular, it is not known to what
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extent Golgi cell activity can modulate the amplitude of the tonic conductance. 
It has been shown that increased Golgi cell activity (and hence spike-triggered 
GABA release within individual glomeruli) enhances both phasic and tonic 
GABAergic currents in granule cells (Brickley et al., 1996; Carta et al., 2004). 
Given that such a relationship exists, the ‘time constant’ of Golgi cell-driven 
alterations in granule cell tonic inhibition could potentially be measured. Such 
an experiment could be feasibly conducted in vitro, by stimulating individual 
Golgi cells at variable frequencies and simultaneously measuring holding 
current in synaptically connected granule cells. Changes in the amplitude of 
the tonic conductance produce profound effects on the input-output 
relationship of individual granule cells (Figs 3.8, 3.9, 4.14). As such, it would 
be important to determine the time window during which Golgi cell-driven 
modulations in tonic conductance are effective, as information processing in 
the granule cell layer will be affected for the duration of this period.
Sensory integration in cerebellar granule cells
The means by which sensory signals may be represented and 
transformed at the input layer of the cerebellum have been discussed in 
chapter 4. Tactile stimulation of whisker and perioral regions of the 
anaesthetised rat generates brief high frequency bursts of action potentials in 
single cerebellar granule cells. These output bursts are dependent upon high 
frequency bursts of mossy fibre activity, which, it is suggested, may originate 
from high frequency repetitive activation of single mossy fibres or 
asynchronous activation of multiple fibres. The quantal content of sensory-
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evoked EPSCs was found to be extremely low, highlighting the extreme 
sensitivity of information transfer at the mossy fibre-granule cell relay. The 
finding that sensory information is represented within granule cells through 
high frequency firing is in contrast with low.resting activity rates in these 
neurons, and suggests that a high signal-to-noise ratio exists for the transfer 
of sensory signals.
However, the sensory stimuli used in this thesis typically caused the deflection 
of several whiskers. Therefore, it will be important to establish whether high 
frequency mossy fibre activity is also observed following single whisker 
stimulation. The use of more refined stimuli may help to establish the source 
of the small number of mossy fibres received by each granule cell, and thus 
provide investigators with a clearer idea of the information that is integrated by 
granule cells in order to generate output. It is possible that single granule cells 
integrate information pertaining to specific stimulus features, e.g. force and 
velocity, or that they instead integrate sensory afferents representing different 
peripheral locations, or even different sensory modalities. These data are 
likely to provide important clues to the function of the cerebellum.
The latency of sensory-evoked Golgi cell inhibition was typically found 
to precede that of evoked mossy fibre activation. In chapter 4, I raised the 
possibility that this was due to a mixed distribution of trigeminal and 
corticopontine afferents within the dendritic arborisation of individual Golgi 
cells. The role of these two distinct afferent pathways remains to be 
determined, and is of potential importance if we are to understand the role of 
the cerebellum in sensory processing and behaviour. Since the excitatory 
connectivity of the cerebellar cortex is purely feed-forward, inhibitory
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interneurons activated by trigeminal inputs are unlikely to influence the 
processing of trigeminal inputs themselves in granule cells, and perhaps also 
Purkinje cells. However, trigeminal inputs are likely to influence the 
processing of subsequent corticopontine inputs, which are temporally more 
diffuse, and which presumably represent different information. One possibility 
is that the trigeminal input ‘primes’ the cerebellum for receipt of the larger 
corticopontine input by activating interneurons such as Golgi and Lugaro cells. 
One means of studying the relative contributions of these two sources of input 
would be to record sensory-evoked mossy fibre signals intracellularly from 
Golgi cells in vivo, and observe how short- and long-latency inputs contribute 
to sensory-evoked Golgi cell spiking. Although such an approach was 
attempted in the course of this study, the sparseness of Golgi cells within the 
granule cell layer has meant that it has been extremely difficult to reliably 
obtain whole-cell recordings from them. However, this problem may be 
tackled successfully in the future by combining 2-photon imaging of GFP- 
labelled Golgi cells with targeted patch clamp recording (Margrie et al. 2003). 
The size and distribution of Golgi cells makes them a good candidate for this 
new technique.
Patterns of Purkinje cell activity in vivo
The patterns of activity in the output neurons of the cerebellar cortex, 
Purkinje cells, were explored in chapter 5. Purkinje cells exhibit a profound 
and robust bistability of membrane potential, alternating between a 
hyperpolarised down state and a depolarised up state. This membrane
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potential bistability is reflected in a bimodal pattern of simple spike output. 
Bistability is an intrinsic feature of Purkinje cells in vivo, and is not observed in 
other neurons of the cerebellar cortex. Transitions between the two states are 
reliably driven by climbing fibre activity. Sensory-evoked climbing fibre 
activation is capable of driving state transitions in both directions, thus altering 
the output of individual Purkinje cells over periods of several hundred 
milliseconds in a stimulus-dependent manner. These results indicate that the 
integration of granule cell and interneuron synaptic input is powerfully 
modulated by climbing fibre input and is likely to be highly dependent upon 
the intrinsic state of postsynaptic Purkinje cells.
In vivo whole-cell recordings are now necessary from the synaptic 
targets of Purkinje cells, deep cerebellar nuclear (DCN) neurons, to determine 
the contribution of Purkinje cell activity to the final output of the cerebellar 
circuit. Between 15 and 25 Purkinje cells converge upon each DCN neuron 
(Palkovits et al., 1977), and is not clear how a convergence of bistable firing 
patterns will interact to affect DCN neuronal output. One possibility is that a 
synchronised up state in many converging Purkinje cells could produce 
prolonged hyperpolarisations in DCN neurons, which in turn could trigger 
rebound bursts in these cells (Aizenman & Linden, 1999).
Anaesthesia vs. awake cerebella
The recordings presented in this thesis have been made from deeply- 
anaesthetised rats. It will be necessary to repeat these experiments in awake 
animals in order to confirm that the patterns of sensory-evoked activity
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described here, namely burst firing in cerebellar granule cells, and membrane 
potential bistability, are truly relevant. Technically, it is extremely difficult to 
make intracellular neuronal recordings from awake animals, and animals 
require considerable training to sit through recording sessions. However, such 
recordings have been performed in areas of neocortex (Margrie et al., 2002; 
Brecht et al., 2004), and inferior colliculi (Covey etal., 1996). In addition, a 
first approximation to the awake state may be provided by alternative means. 
For example, the depth of anaesthesia provided by gas anaesthetics (e.g. 
halothane or isoflurane) can be modulated extremely rapidly by varying the 
concentration. In such a manner, it may be possible to ‘lighten’ anaesthesia 
during the course of whole-cell recording. Also, the p-opiate receptor agonist, 
fentanyl, may be used to sedate, rather than anaesthetise animals. It is worth 
noting that the up and down states observed in neocortex under ketamine / 
xylazine anaesthesia appear to be absent in sedated animals (Bruno, 2003).
Sensory-evoked signals are also likely to be dependent upon the 
behavioural state of the animal. It has recently been shown that the evoked 
response within barrel cortex to whisker stimulation is highly dependent upon 
attention (Petersen etal., 2003; Castro-Alamancos, 2004). Thus, it is also 
necessary to study the activity of individual cerebellar neurons whilst animals 
are engaged in specific behavioural tasks. Intracellular recordings may not be 
feasible under such conditions, and 2-photon imaging may then be a more 
effective means to study both single cell and population activity (Helmchen et 
al., 2001).
Under awake or behaving conditions, it is likely that the granule cell 
layer of sensory areas of the cerebellum receives higher levels of afferent
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input. It is therefore possible that information transfer through the granule 
layer will also be enhanced. However, since Golgi cell activity is driven by 
mossy and parallel fibre inputs, is likely that these cells provide enhanced 
inhibitory feedback onto granule cells under such conditions. Increased 
inhibitory input will raise the threshold for the conversion of mossy fibre 
synaptic input into granule cell spikes. Therefore, the net result may well be 
the maintenance of an approximately similar rate of granule cell spiking during 
periods of high-frequency afferent input (Marr 1969). If such a scheme does 
operate, the characteristics of mossy fibre synaptic integration in the granule 
cells of ‘behaving cerebella’ will differ from those observed in this study. 
Specifically, a greater number of excitatory synaptic inputs will be required to 
depolarise granule cells above threshold, and thus generate spiking. 
Furthermore, the properties of temporal integration will be affected, and the 
requirement for temporally coincident synaptic input will be enhanced. Thus, 
greater temporal precision of mossy fibre input may be a key difference 
between anaesthetised and awake cerebella.
Appendix A: Granule cell properties under 
different anaesthetics
A quantitative comparison was made between the intrinsic properties of 
granule cells recorded under ketamine / xylazine and urethane anaesthesia. 
No statistically significant difference was found between four key granule cell 
parameters obtained from rats using these two forms of anaesthesia (Table 
1).
Table 1 Comparison of intrinsic properties of cerebellar granule cells in 
vivo under ketamine/xylazine and urethane anaesthesia
Ketamine/Xylazine Urethane P value
V r e s t
(mV)
-64 ±2  
(22)
-66 ±1 
(42) 0.21
Whole-Cell 
Firing Rate 
(Hz)
0.7 ± 0.2 
(23)
0.4 ± 0.4 
(23) 0.40
R i n p u t
(GQ)
1.3 ±0.1 
(18)
1.1 ±0.1 
(42) 0.58
A l h o i d  in 
gabazine 
(PA)
6.0 ±1.1 
( 5 )
6.3 ±1.0 
(6) 0.82
Ketamine has been reported to selectively inhibit NMDA receptor- 
mediated conductances (Anis etal., 1983; Thomson etal., 1985). Since 
NMDA receptors have been shown to contribute to granule cell EPSPs at 
depolarised potentials in vitro (D'Angelo etal., 1995), the voltage-dependent 
enhancement of granule cell EPSP amplitude was compared between
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ketamine / xylazine and urethane anaesthesia. Under urethane anaesthesia 
(n = 3), the granule cell EPSP integral was 46 ± 17 % larger at -50  mV than 
at -60  mV. Under ketamine / xylazine anaesthesia (n = 5), the granule cell 
EPSP integral was 96 ± 32 % larger at -50 mV than at -60 mV. Thus, 
voltage-dependent enhancement of EPSPs is observed under both 
anaesthetics (Fig A1), and the increases in EPSP area observed under 
ketamine / xylazine and urethane were not significantly different (p = 0.32). At 
-5 0  mV, EPSP half width was measured as 18.4 ± 3.7 ms (n =3) and 20.2 ± 
3.0 ms for urethane and ketamine / xylazine anaesthesia respectively (p = 
0.69).
These results indicate that granule cell depolarisation is associated 
with a broadening of the granule cell EPSPs, consistent with the contribution 
of NMDA receptors (Fig 3.6). Though both populations are admittedly rather 
small, the finding that there is no significant difference between ketamine / 
xylazine and urethane anaesthesia in the increase in the EPSP integral with 
depolarisation from -60 to -50 mV, suggests a similar contribution of NMDA 
receptors under the two conditions. However, in order to precisely determine 
the relative contribution of NMDA receptors and intrinsic conductances to 
EPSP shape in vivo, it will be necessary to examine the effect of APV on the 
voltage-dependence of the EPSP waveform under the two conditions.
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  ketamine/xylazine
  urethane
-50 mV
-60 mV
Figure A1
Comparison of normalised granule cell EPSP shapes at different membrane potentials 
recorded under ketamine/xylazine and urethane anaesthesia. Traces represent pooled 
averages from multiple cells (4 for ketamine/xylazine and 3 for urethane).
Appendix B: Relationships amongst granule 
cell intrinsic properties
The relationship between several key granule cell parameters was 
investigated. In particular, the relationships between the amplitude of the tonic 
GABAergic conductance was compared with measurements of input 
resistance and spontaneous spike rate for individual granule cells. Also, It has 
been reported that granule cell activity in vivo may show some dependence 
upon depth within the granule cell layer (Jorntell & Ekerot, 2003a). Therefore 
this was also investigated for the granule cells recorded in this study. The 
relationships are presented overleaf (Fig B1). No statistically significant 
correlations were found between any of the parameters tested.
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