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Abstract
In this paper, we prove that every solution of the first-order nonlinear neutral difference equation
4(xn − pxn−τ )+ qn
m∏
j=1
|xn−σ j |β j sign(xn−σ1) = 0, n ≥ n0
oscillates if and only if
∞∑
s=n0
qs exp
τ−1 ln p
 m∑
j=1
β j − 1
 s
 = ∞,
when
(∑m
j=1 β j − 1
)
ln p < 0, and
∞∑
s=n0
qs = ∞,
when
(∑m
j=1 β j − 1
)
ln p > 0, where p, β j > 0, τ > 0 and σ j ≥ 0 are integers, j = 1, 2, . . . ,m, qn ≥ 0, n ≥ 0.
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1. Introduction
Consider the first-order nonlinear neutral delay difference equation
4(xn − pxn−τ )+ qn
m∏
j=1
|xn−σ j |β j sign(xn−σ1) = 0, n ≥ n0, (1.1)
where p, β j > 0, j = 1, 2, . . . ,m, τ > 0 and σ j ≥ 0 are integers, j = 1, 2, . . . ,m, qn ≥ 0, n ≥ n0.
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When
∑m
j=1 β j = 1, the oscillatory behavior of solutions of Eq. (1.1) is similar to the linear neutral delay difference
equation, which has been studied by many authors, see [1–7] and the references cited therein. In the literature, only
some sufficient conditions which guarantee every solution of Eq. (1.1) oscillates are obtained. When
∑m
j=1 β j 6= 1,
some necessary and sufficient conditions or almost necessary and sufficient conditions guarantee every solution of
some special forms of Eq. (1.1) are established in [8–10]. They are the following four theorems.
Theorem 1.1 ([8,10]). Assume that p = 0 and∑mj=1 β j > 1. Then the following conclusions hold:
(i) If there exists λ > 0 such that
m∑
j=1
β je
−λσ j < 1, (1.2)
and
lim inf
t→∞
[
qn exp
(−eλn)] > 0, (1.3)
then every solution of Eq. (1.1) oscillates.
(ii) If for large n,
(qn, qn+1, . . . , qn+σ ) 6= 0, (1.4)
where σ = max{σ1, σ2, . . . , σm}, and there exists µ > 0 such that
m∑
j=1
β je
−µσ j > 1, (1.5)
and
lim sup
t→∞
[
qn exp
(−eµn)] <∞, (1.6)
then Eq. (1.1) has an eventually positive solution.
Theorem 1.2 ([9]). Assume that p = 1 and∑mj=1 β j < 1. Then every solution of Eq. (1.1) oscillates if and only if
∞∑
s=n0
sβqs = ∞, (1.7)
where β =∑mj=1 β j .
Theorem 1.3 ([9]). Assume that p = 1 and∑mj=1 β j > 1. Then every solution of Eq. (1.1) oscillates if and only if
∞∑
s=n0
sqs = ∞. (1.8)
Theorem 1.4 ([8] (See also [1, Theorem 7.9.6])). Assume that 0 ≤ p < 1 and∑mj=1 β j < 1. Then every solution of
Eq. (1.1) oscillates if and only if
∞∑
s=n0
qs = ∞. (1.9)
Besides the several cases mentioned in the above four theorems, we find no results in the literature on the oscillation
of solutions of Eq. (1.1) in the following two cases:
(i) p ∈ (0, 1)
⋃
(1,∞) and
m∑
j=1
β j > 1; (ii) p ∈ (1,∞) and
m∑
j=1
β j < 1.
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In this paper, we shall establish some necessary and sufficient conditions for oscillation of solutions of Eq. (1.1) in
the above case (i) and case (ii), respectively.
Eq. (1.1) is in fact a recurrence relation, and so, its solution satisfying a suitable initial value exists and is unique,
see [1]. As is customary, a solution {xn} of Eq. (1.1) is said to be eventually positive if xn > 0 for all large n, and
eventually negative if xn < 0 for all large n. It is said to be oscillatory if it is neither eventually positive nor eventually
negative.
Throughout this paper, we denote β =∑mj=1 β j .
2. The superlinear case
∑m
j=1 β j > 1
Theorem 2.1. Assume that 0 < p < 1 and
∑m
j=1 β j > 1. Then every solution of Eq. (1.1) oscillates if and only if
∞∑
s=n0
qs exp
[
τ−1 ln p
(
m∑
j=1
β j − 1
)
s
]
= ∞. (2.1)
Proof. Sufficiency. Let {xn} be a nonoscillatory solution of Eq. (1.1). We may assume without loss of generality that
xn > 0 for n ≥ n1 for some integer n1 ≥ n0. Set
zn = xn − pxn−τ . (2.2)
Then it follows from (1.1), (2.1) and (2.2) that
4zn = −qn
m∏
j=1
|xn−σ j |β j ≤ 0 ( 6≡ 0), n ≥ n2 = n1 + ρ, (2.3)
here and in the following, ρ = max{τ, σ1, . . . , σm}. This shows that {zn}∞n2 is nonincreasing. Hence, zn > 0, n ≥ n2,
(see Lemma 7.9.1 in [1]), and from (2.2) and (2.3), we have
xn =
N∑
i=0
pi zn−iτ + pN+1xn−Nτ−τ
≥
N∑
i=0
pi zn−iτ
≥ 1
τ
N∑
i=0
n+ρ−iτ∑
s=n+ρ−(i+1)τ+1
p(n+ρ−s)/τ zs
= 1
τ
n+ρ∑
s=n+ρ−(N+1)τ+1
p(n+ρ−s)/τ zs
≥ 1
τ
n+ρ∑
s=n2+ρ
p(n+ρ−s)/τ zs, n2 + Nτ ≤ n ≤ n2 + (N + 1)τ − 1, N = 1, 2, . . . ,
which yields
xn−σ j ≥
1
τ
n+ρ−σ j∑
s=n2+ρ
p(n+ρ−σ j−s)/τ zs
≥ 1
τ
n∑
s=n2+ρ
p(n+ρ−s)/τ zs
= 1
τ
n∑
s=n3
p(n+ρ−s)/τ zs, n ≥ n3 := n2 + 2ρ, j = 1, 2, . . . ,m. (2.4)
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Substituting (2.4) into (2.3), we obtain
4zn ≤ −qn
[
1
τ
n∑
s=n3
p(n+ρ−s)/τ zs
]β
, n ≥ n3. (2.5)
Set
yn =
n∑
s=n3
p−s/τ zs, n ≥ n3. (2.6)
Then it follows from (2.5) that
4zn ≤ −τ−β pβ(n+ρ)/τqn yβn , n ≥ n3, (2.7)
and so
zs ≥ τ−β
∞∑
i=s
pβ(i+ρ)/τqi yβi , s ≥ n3.
Substituting this into (2.6), we have
yn ≥ τ−β
n∑
s=n3
p−s/τ
∞∑
i=s
pβ(i+ρ)/τqi yβi
≥ τ−β
n∑
i=n3
pβ(i+ρ)/τqi yβi
i∑
s=n3
p−s/τ
= τ
−β
p−1/τ − 1
n∑
s=n3
pβ(s+ρ)/τ
(
p−(s+1)/τ − p−n3/τ
)
qs y
β
s , n ≥ n3. (2.8)
Set
wn = pβ(n+ρ)/τ
(
p−(n+1)/τ − p−n3/τ
)
qn y
β
n , n ≥ n3. (2.9)
Then (2.8) yields
wn
(
n∑
s=n3
ws
)−β
≥
(
τ−β
p−1/τ − 1
)β
pβ(n+ρ)/τ
(
p−(n+1)/τ − p−n3/τ
)
qn, n ≥ n3. (2.10)
Choose an integer N1 > n3 such that
∑N1−1
s=n3 ws > 0. Then from (2.10), we have(
τ−β
p−1/τ − 1
)β N2∑
n=N1
pβ(n+ρ)/τ
(
p−(n+1)/τ − p−n3/τ
)
qn ≤
N2∑
n=N1
wn
(
n∑
s=n3
ws
)−β
≤ 1
β − 1
(N1−1∑
s=n3
ws
)1−β
−
(
N2∑
s=n3
ws
)1−β
≤ 1
β − 1
(
N1−1∑
s=n3
ws
)1−β
, N2 > N1.
It follows that
∞∑
n=N1
pβ(n+ρ)/τ
(
p−(n+1)/τ − p−n3/τ
)
qn <∞. (2.11)
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Note that
p−(n+1)/τ − p−n3/τ ≥ p−(n+1)/τ
[
1− p(N1−n3)/τ
]
, n ≥ N1.
Then (2.11) implies that
∞∑
s=N1
p(β−1)s/τqs <∞, (2.12)
which contradicts (2.1) and so the sufficiency is proved.
Necessity. We only need to prove that the condition
∞∑
s=n0
qs exp
[
τ−1 ln p (β − 1)s
]
<∞ (2.13)
implies that Eq. (1.1) has an eventually positive solution. Note that
∞∑
s=n0
p−s/τ
∞∑
i=s
pβi/τqi = 1
p−1/τ − 1
∞∑
s=n0
pβs/τqs
(
p−(s+1)/τ − p−n0/τ
)
≤ p
−1/τ
p−1/τ − 1
∞∑
s=n0
p(β−1)s/τqs
= p
−1/τ
p−1/τ − 1
∞∑
s=n0
qs exp
[
τ−1 ln p (β − 1)s
]
.
Hence, from (2.13), we have
∞∑
s=n0
p−s/τ
∞∑
i=s
pβi/τqi <∞. (2.14)
Choose an integer N > n0 + ρ such that(
2
τ
)β
p−βρ/τ
∞∑
s=N
p−s/τ
∞∑
i=s
pβ(i−τ)/τqi < 1. (2.15)
Define the double sequence {yk,n} as follows:
y0,n = 2, n ≥ N , (2.16)
yk,n = 1+ τ−β p−βρ/τ
n−1∑
s=N
p−s/τ
∞∑
i=s
pβ(i−τ)/τqi (yk−1,i )β , n ≥ N ,
k = 0, 1, 2, . . . . (2.17)
By (2.15)–(2.17) and by induction, it is easy to verify that
1 ≤ yk+1,n ≤ yk,n ≤ · · · ≤ y0,n = 2, n ≥ N , k = 1, 2, . . . .
Then the limit limk→∞ yk,n = yn exists for n ≥ N and 1 ≤ yn ≤ 2 for n ≥ N . Applying Lebesgue’s monotone
convergence theorem to (2.17), we obtain
yn = 1+ τ−β p−βρ/τ
n−1∑
s=N
p−s/τ
∞∑
i=s
pβ(i−τ)/τqi yβi , n ≥ N . (2.18)
It follows that
pn/τ4yn = τ−β p−βρ/τ
∞∑
s=n
pβ(s−τ)/τqs yβs , n ≥ N , (2.19)
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and
4 (pn/τ4yn) = −τ−β pβ(n−ρ−τ)/τqn yβn ≤ 0, n ≥ N . (2.20)
It follows from (2.15) that there exists an integer N1 > N + τ such that
τ−β p−βρ/τ p−N1/τ
∞∑
s=N1
pβ(s−τ)/τqs yβs < τ−1. (2.21)
If qn ≡ 0 for large n, then xn = en ln p/τ is an eventually positive solution of Eq. (1.1). So, in the sequel, we only
consider the case when qn 6≡ 0 eventually, and so
∞∑
s=n
pβ(s−τ)/τqs yβs > 0, n ≥ N . (2.22)
Set
un = pn/τ4yn, n ≥ N . (2.23)
Then from (2.19)–(2.23), we have
0 < un < τ−1 pN1/τ , 4un ≤ 0, n ≥ N1, (2.24)
and
yn =
n−1∑
N1
p−s/τus + yN1 , n ≥ N1. (2.25)
Define a sequence {vn} as follows:
vn =
τ
−1uN1+τ (n − N1), N1 ≤ n ≤ N1 + τ,
p−1[vn+τ − un+τ ], N ≤ n ≤ N1 − 1,
un + pvn−τ , N1 + iτ + 1 ≤ n ≤ N1 + (i + 1)τ, i = 1, 2, . . . .
(2.26)
It is easy to see that vn > 0 for n > N1 and
vn = un + pvn−τ , n ≥ N1 + τ. (2.27)
From (2.24) and (2.26), we have
vn ≤ uN1+τ < τ−1 pN1/τ , N1 ≤ n ≤ N1 + τ. (2.28)
Then from (2.24), (2.25), (2.27) and (2.28) and by using the fact yn ≥ 1 for n ≥ N , we have
vn =
k−1∑
i=0
piun−iτ + pkvn−kτ
≤
k−1∑
i=0
piun−iτ + pkτ−1 pN1/τ
≤ 1
τ
k−1∑
i=0
n−iτ−1∑
s=n−(i+1)τ
p(n−τ−s)/τus + τ−1 pk+N1/τ
= 1
τ
n−1∑
s=n−kτ
p(n−τ−s)/τus + τ−1 pk+N1/τ
≤ 1
τ
n−1∑
s=N1
p(n−τ−s)/τus + τ−1 p(n−τ)/τ
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= 1
τ
p(n−τ)/τ
[
n−1∑
s=N1
p−s/τus + 1
]
≤ 1
τ
p(n−τ)/τ
[
n−1∑
s=N1
p−s/τus + yN1
]
= 1
τ
p(n−τ)/τ yn, N1 + kτ ≤ n ≤ N1 + (k + 1)τ − 1, k = 1, 2, . . . .
Note that 4yn ≥ 0 for n ≥ N , it follows from the above that
vn−σ j ≤
1
τ
p(n−τ−σ j )/τ yn−σ j
≤ 1
τ
p(n−τ−σ j )/τ yn, n ≥ N1 + 2ρ, j = 1, 2, . . . ,m. (2.29)
By (2.19), (2.23), (2.27) and (2.29), we obtain
vn = pvn−τ + un
= pvn−τ + τ−β p−βρ/τ
∞∑
s=n
pβ(s−τ)/τqs yβs
≥ pvn−τ + τ−β p−βρ/τ
∞∑
s=n
pβ(s−τ)/τqs
m∏
j=1
[
τp(−s+τ+σ j )/τvs−σ j
]β j
≥ pvn−τ +
∞∑
s=n
qs
m∏
j=1
v
β j
s−σ j , n ≥ N1 + 2ρ.
This shows that the inequality
vn ≥ pvn−τ +
∞∑
s=n
qs
m∏
j=1
|vs−σ j |β j sign(vs−σ1), n ≥ N1 + 2ρ (2.30)
has a positive solution {vn}∞N1+2ρ . Similar to the proof of Theorem 7.8.2 in [1], we can prove that the corresponding
equation
xn = pxn−τ +
∞∑
s=n
qs
m∏
j=1
|xs−σ j |β j sign(xs−σ1), n ≥ N1 + 2ρ (2.31)
has also a positive solution {xn}∞N1+2ρ . Obviously, {xn}∞N1+2ρ is also the eventually positive solution of Eq. (1.1), and
so the necessity is proved. The proof is complete. 
Theorem 2.2. Assume that p > 1 and
∑m
j=1 β j > 1. Then every solution of Eq. (1.1) oscillates if and only if
∞∑
s=n0
qs = ∞. (2.32)
Proof. Sufficiency. Let {xn} be a nonoscillatory solution of Eq. (1.1). We may assume without loss of generality that
xn > 0 for n ≥ n1 for some integer n1 ≥ n0. Set zn as in (2.2). Then it follows from p > 1 and (2.32) that zn < 0
and 4zn ≤ 0 for n ≥ n2 for some integer n2 > n1, see Lemma 7.9.1 in [1]. Choose a positive integer k such that
kτ ≥ ρ + 1. Then from (2.2), we have
xn > − 1pk zn+kτ , n ≥ n2, (2.33)
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and so
xn−σ j > −
1
pk
zn+kτ−σ j ≥ −
1
pk
zn+1, n ≥ n2 + ρ, j = 1, 2, . . . ,m.
Substituting this into (2.3), we have
4zn ≤ −qn
(
− 1
pk
zn+1
)β
, n ≥ n2 + ρ.
It follows that
n∑
s=n2+ρ
qs ≤ −pkβ
n−1∑
s=n2+ρ
(−zs+1)−β4zs
≤ pkβ (β − 1)−1
[(−zn2+ρ)1−β − (−zn)1−β]
< pkβ (β − 1)−1 (−zn2+ρ)1−β , n ≥ n2 + ρ,
and so
∞∑
s=n2+ρ
qs <∞,
which contradicts (2.32) and so the sufficiency is proved.
Necessity. We only need to prove that the condition
∞∑
s=n0
qs <∞ (2.34)
implies that Eq. (1.1) has an eventually positive solution. By (2.34), we can choose an integer N > n0 + τ + σ such
that
∞∑
s=N
qs ≤ p − 12 . (2.35)
Define the double sequence {xn} as follows:
x0,n = 1, n ≥ n0, (2.36)
xk+1,n =
p
−1
{
p − 1
2
+ xk,n+τ +
n+τ−1∑
s=N
qs
m∏
j=1
x
β j
k,s−σ j
}
, n ≥ N ,
xk+1,N , n0 ≤ n < N .
k = 0, 1, 2, . . . . (2.37)
By (2.35)–(2.37) and by induction, it is easy to verify that
p − 1
2p
≤ xk+1,n ≤ xk,n ≤ · · · ≤ x0,n = 1, n ≥ n0, k = 1, 2, . . . .
Then the limit limk→∞ xk,n = xn exists for n ≥ n0 and (p − 1)/2p ≤ xn ≤ 1 for n ≥ n0. Applying Lebesgue’s
monotone convergence theorem to (2.37), we obtain
xn = p−1
{
p − 1
2
+ xn+τ +
n+τ−1∑
s=N
qs
m∏
j=1
x
β j
s−σ j
}
, n ≥ N . (2.38)
It is easy to see that {xn} is also the eventually positive solution of Eq. (1.1), and so the necessity is proved. The proof
is complete. 
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3. The sublinear case
∑m
j=1 β j < 1
Theorem 3.1. Assume that p > 1 and
∑m
j=1 β j < 1. Then every solution of Eq. (1.1) oscillates if and only if
∞∑
s=n0
qs exp
[
τ−1 ln p
(
m∑
j=1
β j − 1
)
s
]
= ∞. (3.1)
Proof. Sufficiency. Let {xn} be a nonoscillatory solution of Eq. (1.1). We may assume without loss of generality that
xn > 0 for all n ≥ n1 ≥ n0. Set
zn = pxn−τ − xn . (3.2)
Then it follows from (1.1) and (3.1) that
4zn = qn
m∏
j=1
|xn−σ j |β j ≥ 0 (6≡ 0), n ≥ n2 = n1 + ρ. (3.3)
This shows that {zn}∞n2 is nondecreasing. Hence, zn > 0, n ≥ n2, (see Lemma 7.9.1 in [1]), and from (3.2) and (3.3),
we have
xn ≥
∞∑
i=1
p−i zn+iτ
≥ 1
τ
∞∑
i=1
p−i
n+iτ−1∑
s=n+(i−1)τ
zs
≥ 1
τ
∞∑
i=1
n+iτ−1∑
s=n+(i−1)τ
p−(s+τ−n)/τ zs
= 1
τ
∞∑
s=n
p−(s+τ−n)/τ zs
= 1
τ
p(n−τ)/τ
∞∑
s=n
p−s/τ zs, n ≥ n2,
which yields
xn−σ j ≥
1
τ
p(n−τ−σ j )/τ
∞∑
s=n−σ j
p−s/τ zs
≥ 1
τ
p(n−τ−ρ)/τ
∞∑
s=n
p−s/τ zs, n ≥ n2 + ρ, j = 1, 2, . . . ,m. (3.4)
Substituting (3.4) into (3.3), we obtain
4zn ≥ qn
[
1
τ
p(n−τ−ρ)/τ
∞∑
s=n
p−s/τ zs
]β
, n ≥ n3 = n2 + ρ. (3.5)
Set
yn =
∞∑
s=n
p−s/τ zs, n ≥ n3. (3.6)
Then it follows from (3.5) that
4zn ≥ τ−β pβ(n−τ−ρ)/τqn yβn , n ≥ n3, (3.7)
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and so
zs ≥ τ−β
s−1∑
i=n3
pβ(i−τ−ρ)/τqi yβi , s ≥ n3.
Substituting this into (3.6), we have
yn ≥ τ−β
∞∑
s=n
p−s/τ
s−1∑
i=n3
pβ(i−τ−ρ)/τqi yβi
≥ τ−β
∞∑
i=n
pβ(i−τ−ρ)/τqi yβi
∞∑
s=i
p−s/τ
= τ
−β p−β(τ+ρ)/τ
1− p−1/τ
∞∑
s=n
p(β−1)s/τqs yβs , n ≥ n3. (3.8)
Set
wn = p(β−1)n/τqn yβn , n ≥ n3. (3.9)
Then (3.8) yields
wn
( ∞∑
s=n
ws
)−β
≥
(
τ−β p−β(τ+ρ)/τ
1− p−1/τ
)β
p(β−1)n/τqn, n ≥ n3. (3.10)
Summing (3.10) from n3 to∞, we have(
τ−β p−β(τ+ρ)/τ
1− p−1/τ
)β ∞∑
n=n3
p(β−1)n/τqn ≤
∞∑
n=n3
wn
( ∞∑
s=n
ws
)−β
≤ 1
1− β
( ∞∑
s=n3
ws
)1−β
.
It follows that
∞∑
n=n3
p(β−1)n/τqn <∞, (3.11)
which contradicts to (3.1) and so the sufficiency is proved.
Necessity. We only need to prove that the condition
∞∑
s=n0
qs exp
[
τ−1 ln p (β − 1)s
]
<∞ (3.12)
implies that Eq. (1.1) has an eventually positive solution. Note that
∞∑
s=n0
p−s/τ
s−1∑
i=n0
pβi/τqi = p
−1/τ
1− p−1/τ
∞∑
s=n0
p(β−1)s/τqs .
Hence, from (3.12), we have
∞∑
s=n0
p−s/τ
s−1∑
i=n0
pβi/τqi <∞. (3.13)
Choose an integer N > n0 + ρ such that(
2
τ
)β ∞∑
s=N
p−s/τ
s−1∑
i=N
pβ(i+ρ)/τqi < 1. (3.14)
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If qn ≡ 0 for n ≥ N , then xn = en ln p/τ is an eventually positive solution of Eq. (1.1). So, in the sequel, we only
consider the case when qn 6≡ 0 for n ≥ N . Define the double sequence {yk,n} as follows:
y0,n = 2, n ≥ N − ρ, (3.15)
yk+1,n = 1+ τ−β
∞∑
s=n
p−s/τ
s−1∑
i=N
pβ(i+ρ)/τqi (yk,i )β , n ≥ N , k = 0, 1, 2, . . . . (3.16)
By (3.14)–(3.16) and by induction, it is easy to verify that
1 ≤ yk+1,n ≤ yk,n ≤ · · · ≤ y0,n = 2, n ≥ N , k = 1, 2, . . . .
Then the limit limk→∞ yk,n = yn exists for n ≥ N and 1 ≤ yn ≤ 2 for n ≥ N . Applying Lebesgue’s monotone
convergence theorem to (3.16), we obtain
yn = 1+ τ−β
∞∑
s=n
p−s/τ
s−1∑
i=N
pβ(i+ρ)/τqi yβi , n ≥ N . (3.17)
It follows that
pn/τ4yn = −τ−β
n−1∑
s=N
pβ(s+ρ)/τqs yβs , n ≥ N , (3.18)
and
4 (pn/τ4yn) = −τ−β pβ(n+ρ)/τqn yβn ≤ 0, n ≥ N . (3.19)
Set
un = −pn/τ4yn, n ≥ N . (3.20)
Then from (3.17), (3.18) and (3.20), we have
un ≥ 0, 4un ≥ 0, n ≥ N , (3.21)
and
yn =
∞∑
s=n
p−s/τus + 1, n ≥ N . (3.22)
From (3.21) and (3.22), we find
∞∑
i=1
p−iun+iτ ≤ 1
τ
∞∑
i=1
n+ρ+iτ−1∑
s=n+ρ+(i−1)τ
p(n+ρ−s)/τus
= 1
τ
∞∑
s=n+ρ
p(n+ρ−s)/τus
= 1
τ
p(n+ρ)/τ
∞∑
s=n+ρ
p−s/τus
≤ 1
τ
p(n+ρ)/τ
[ ∞∑
s=n+ρ
p−s/τus + 1
]
= 1
τ
p(n+ρ)/τ yn+ρ, n ≥ N . (3.23)
Note that qn 6≡ 0 for n ≥ N , so we can choose an integer N1 > N + ρ such that
uN1 = τ−β
N1−1∑
s=N
pβ(s+ρ)/τqs yβs > 0. (3.24)
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It follows from (3.21) that
un > 0, 4un ≥ 0, n ≥ N1. (3.25)
Define a sequence {vn} as follows:
vn =
∞∑
i=1
p−iun+iτ , n ≥ N . (3.26)
By (3.23), (3.25) and (3.26), it is easy to see that vn > 0 for n ≥ N , and
vn = 1p [un+τ + vn+τ ], n ≥ N , (3.27)
and
vn ≤ 1
τ
p(n+ρ)/τ yn+ρ, n ≥ N . (3.28)
It follows from (3.26), (3.28) and the fact that 4yn ≤ 0 for n ≥ N that
vn−σ j ≤
1
τ
p(n+ρ−σ j )/τ yn+ρ−σ j
≤ 1
τ
p(n+ρ−σ j )/τ yn, n ≥ N + ρ, j = 1, 2, . . . ,m. (3.29)
Then, by (3.18), (3.20), (3.24), (3.27) and (3.29), we obtain
vn = 1p [vn+τ + un+τ ]
= 1
p
[
vn+τ + τ−β
n+τ−1∑
s=N
pβ(s+ρ)/τqs yβs
]
= 1
p
[
uN1 + vn+τ + τ−β
n+τ−1∑
s=N1
pβ(s+ρ)/τqs yβs
]
≥ 1
p
[
uN1 + vn+τ + τ−β
n+τ−1∑
s=N1
pβ(s+ρ)/τqs
m∏
j=1
[
τp(−s−ρ+σ j )/τvs−σ j
]β j]
≥ 1
p
[
uN1 + vn+τ +
n+τ−1∑
s=N1
qs
m∏
j=1
(vs−σ j )β j
]
, n ≥ N1.
This shows that the inequality
vn ≥ 1p
{
uN1 + vn+τ +
n+τ−1∑
s=N1
qs
m∏
j=1
|vs−σ j |β j sign(vs−σ1)
}
, n ≥ N1 (3.30)
has a positive solution {vn}∞N1 . Similar to the proof of Theorem 7.8.2 in [1], we can prove that the corresponding
equation
xn = 1p
{
uN1 + xn+τ +
n+τ−1∑
s=N1
qs
m∏
j=1
|xs−σ j |β j sign(xs−σ1)
}
, n ≥ N1 (3.31)
has also a positive solution {xn}∞N1 . Obviously, {xn}∞N1 is also the eventually positive solution of Eq. (1.1), and so the
necessity is proved. The proof is complete. 
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4. Remarks
Combining Theorems 1.4, 2.1, 2.2 and 3.1, we have the following corollaries.
Corollary 4.1. Assume that
(∑m
j=1 β j − 1
)
ln p < 0. Then every solution of Eq. (1.1) oscillates if and only if
∞∑
s=n0
qs exp
[
τ−1 ln p
(
m∑
j=1
β j − 1
)
s
]
= ∞. (4.1)
Corollary 4.2. Assume that
(∑m
j=1 β j − 1
)
ln p > 0. Then every solution of Eq. (1.1) oscillates if and only if
∞∑
s=n0
qs = ∞. (4.2)
Now we consider the first nonlinear neutral delay difference equation
4(xn − pnxn−τ )+ qn
m∏
j=1
|xn−σ j |β j sign(xn−σ1) = 0, n ≥ n0, (4.3)
where {pn} is a sequence of real numbers, τ, β j > 0 and {qn} are the same as in Eq. (1.1). In view of the proof of
Theorems 2.1, 2.2 and 3.1, we have the following theorems.
Theorem 4.1. Assume that
∑m
j=1 β j > 1. Then the following conclusions hold:
(i) If there exists a p∗ ∈ (0, 1) such that
p∗ ≤ pn ≤ 1, n ≥ n0, (4.4)
and
∞∑
s=n0
qs exp
[
τ−1 ln p∗
(
m∑
j=1
β j − 1
)
s
]
= ∞, (4.5)
then every solution of Eq. (4.3) oscillates;
(ii) If there exists a p∗ ∈ (0, 1) such that
0 ≤ pn ≤ p∗, n ≥ n0, (4.6)
and
∞∑
s=n0
qs exp
[
τ−1 ln p∗
(
m∑
j=1
β j − 1
)
s
]
<∞, (4.7)
then Eq. (4.3) has an eventually positive solution;
(iii) If there exists p∗, p∗ ∈ (1,∞) such that
p∗ ≤ pn ≤ p∗, n ≥ n0, (4.8)
then every solution of Eq. (4.3) oscillates if and only if
∞∑
s=n0
qs = ∞. (4.9)
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Theorem 4.2. Assume that
∑m
j=1 β j < 1. Then the following conclusions hold:
(i) If there exists p∗ ∈ (0, 1) such that
0 ≤ pn ≤ p∗, t ≥ t0, (4.10)
then every solution of Eq. (4.3) oscillates if and only if
∞∑
s=n0
qs = ∞; (4.11)
(ii) If there exists a p∗ ∈ (1,∞) such that
1 ≤ pn ≤ p∗, n ≥ n0, (4.12)
and
∞∑
s=n0
qs exp
[
τ−1 ln p∗
(
m∑
j=1
β j − 1
)
s
]
= ∞, (4.13)
then every solution of Eq. (4.3) oscillates;
(iii) If there exists a p∗ ∈ (1,∞) such that
pn ≥ p∗, n ≥ n0, (4.14)
and
∞∑
s=n0
qs exp
[
τ−1 ln p∗
(
m∑
j=1
β j − 1
)
s
]
<∞, (4.15)
then Eq. (4.3) has an eventually positive solution.
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