We develop a fast method for finding all high degree vertices of a connected graph with a power law degree sequence. The method uses a biassed random walk, where the bias is a function of the power law c of the degree sequence.
Introduction
Many large networks have a heavy tailed degree sequence. Thus, although the majority of the vertices have constant degree, a very distinct minority have very large degrees. This particular property is the significant defining feature of such graphs. A log-log plot of the degree sequence breaks naturally into three parts. The lower range (small constant degree) where there may be curvature, as the power law approximation is incorrect. The middle range, of large but well represented vertex degrees, which give the characteristic straight line log-log plot of the power law coefficient. In the upper tail, where the sequence is far from concentrated, the plot is a spiky mess. See for example Figure 1 at each step) and Figure 3 (the degree sequence of the underlying graph of a sample of the www). In both cases the x-axis is a = log d/ log t, where d is vertex degree, and t is the size of the graph.
In our work we focus on sampling the higher degree vertices, in both the middle range and upper tail. Our aim is to find all these vertices, and we propose a provably efficient method of obtaining those vertices in sub-linear time using a weighted random walk. One reason for finding all the higher degree vertices is that the upper tail is not concentrated, so no sub-sample will be representative. We consider a weighted random walk because, as there are few vertices even in the middle range, a simple random walk may take too long to obtain a statistically significant sample. Coupled with this is the impression that in many networks, for example the www, it is the high degree vertices which are important, both as hubs and authorities, and for pagerank calculations.
Previous work on efficient sampling of network characteristics arises in many areas. In the context of search engine design, studies in optimally sampling the URL crawl frontier to rapidly sample (e.g.) high pagerank vertices, based on knowledge of vertex degree in the current sample, can be found in e.g. [3] .
Within the random graph community, traceroute sampling was used to estimate cumulate degree distributions; and methods of removing the high degree bias from this process were studied in e.g.
[1], [10] . Another approach, analysed in [6] , is the jump and crawl method to find (e.g.) all very high degree vertices. The method uses a mixture of uniform sampling followed by inspection of the neighboring vertices, in a time sub-linear in the network size.
In the context of online social networks, exploration often focused on how to discover the entire network more efficiently. Until recently this was feasible for many real world networks, before they exploded to their current size. It is no longer feasible to get a consistent snapshot of the Facebook network for example. (According to the Facebook statistics page at www.facebook.com/press/ info.php?statistics, retrieved on 2 June 2011, there were over 500 million active users, and around 36 billion links.)
Methods based on random walks are commonly used for graph searching and crawling. Stutzbach et al [14] compare the performance of breadth first search (BFS) with a simple random walk and a Metropolis Hastings random walk on various classes of random graphs as a basis for sampling the degree distribution of the underlying networks. The purpose of the investigation was to sample from dynamic Peer-To-Peer (P2P) networks. In a related study Gjoka et al [11] made extensive use of the these methods to collect a sample of Facebook users. As simple random walks are degree biassed they used a re-weighting technique to unbias the sampled degree sequence output by the random walk. This is referred to as a re-weighted random walk in [11] . In both the above cases it was shown the bias could be removed dynamically by using a suitable Metropolis-Hastings random walk.
A simple way to generate a graph with a power law degree sequence is to use the preferential attachment method described by Albert and Barabási [4] . In this model, the graph G(t) = G(m, t) is obtained from G(t − 1) by adding a new
