We consider stochastic dynamics of self-propelled particles with nonlocal normalized alignment interactions subject to phase lag. The role of the lag is to indirectly generate chirality into particle motion. To understand large scale behavior, we derive a continuum description of an active Brownian particle (ABP) flow with macroscopic scaling in the form of a partial differential equation (PDE) for a one-particle probability density function (DF). Due to indirect chirality, we find a new spatially homogeneous nonstationary analytic solution for this class of equations. Our development of kinetic and hydrodynamic theories towards such a solution reveals the existence of a wide variety of spatially nonhomogeneous patterns reminiscent of the traveling bands, clouds, and vortical structures of linear active matter. Our model may thereby serve as the basis for understanding the nature of chiral active media and designing multiagent swarms with designated behavior.
We consider stochastic dynamics of self-propelled particles with nonlocal normalized alignment interactions subject to phase lag. The role of the lag is to indirectly generate chirality into particle motion. To understand large scale behavior, we derive a continuum description of an active Brownian particle (ABP) flow with macroscopic scaling in the form of a partial differential equation (PDE) for a one-particle probability density function (DF). Due to indirect chirality, we find a new spatially homogeneous nonstationary analytic solution for this class of equations. Our development of kinetic and hydrodynamic theories towards such a solution reveals the existence of a wide variety of spatially nonhomogeneous patterns reminiscent of the traveling bands, clouds, and vortical structures of linear active matter. Our model may thereby serve as the basis for understanding the nature of chiral active media and designing multiagent swarms with designated behavior.
Synchronized motion of collectives of agents is a widespread phenomenon that can be encountered both in nature and in artificially manufactured systems. The most remarkable examples include bacterial swarming, flocking of birds, schooling of fish, human crowds, and robotic swarms [1] . It is important to study the synchronized motion because we gain insights into the behavior of group living organisms. Such groups are far from equilibrium and are often referred to as active matter. The basic tool to analyze such systems is the Vicsek model (VM) [2] in discrete time or its time continuous counterpart often referred to as an ABP model [3] . Models of this type have been extensively analyzed and a number of nontrivial structures like large scale traveling bands or irregular high density clouds have been reported [4] [5] [6] [7] [8] .
ABP models usually describe the motion of linear swimmers. This implies that particles prefer to move in a straightforward way rather than perform circular motion. The lack of possibility for a particle to deliberately undertake circular motion has recently sparked interest in a new class of models now known as chiral active matter [9] [10] [11] [12] [13] . The most prominent examples of such motion are bacterial swarming close to boundaries of a substrate [14, 15] , irregular vortex structures in dense suspensions of swimming bacteria [16] , swarming of magnetotactic bacteria in a rotating magnetic field [17, 18] , swimming of sperm cells [19, 20] , and shimmering behavior of giant honeybees against predatory wasps [21] .
Despite rich diversity of patterns in linear swimmer models, their chiral counterparts have not yet been shown to possess the same variety of nonequilibrium dynamics. Inspired by results on the Kuramoto-Sakaguchi model [22] [23] [24] [25] for networks of phase oscillators, which we might regard as stationary particles, we generalized it to a selfpropelled particle model and reported the existence of chimeric structures, i.e. the coexistence of synchronized and chaotic interacting particle groups even for a zero noise level [26] . However, we believe that as an ABP model, it might exhibit a much wider class of nonequilibrium behavior. This paper investigates a minimal ABP model with alignment interactions only. Its key components are nonlocality of interactions, alignment subject to a homogeneous phase lag, and stochasticity of particle's dynamics. The presence of the phase lag induces particle rotation. We consider the model as an alternative to introducing chirality explicitly through a rotational frequency for each particle [9, 12] . In particular, for the latter models where frequencies are heterogeneous [11, 13] , rotational symmetry is already broken to start with, whereas our model exhibits spontaneous symmetry breaking. We find the existence of a large variety of spatially nonhomogeneous regimes, the most prominent of which are traveling bands of both high and low density, dense clouds, and vortices, as well as multiheaded localized self-propelled chimera states. To the best of our knowledge, most of these patterns have not yet been seen in chiral active particle systems. Note that rotating flocks in [12] are internally homogeneous whereas our dense clouds are not. Moreover, the vortices reported here are stable, they do not disintegrate after several rotations as in [10] , and particles may join and leave them. We also remark that the phenomenon in [11] is qualitatively similar to our momentum wave solution but relies on a much more complex model.
Particle model.-Let U := R/(LZ) and T := R/(2πZ) be one-dimensional spaces with periodic boundaries extending from [0, L] and [0, 2π], respectively. We consider a system of N particles moving in a two-dimensional space U 2 of fixed size L with periodic boundaries such that the coordinates of a particle i = 1, . . . , N are given by r i = (x i , y i ) ∈ U 2 . The speed of each particle is assumed to be constant v 0 ∈ R + and its velocity is determined by its directional phase ϕ i ∈ T. Particles interact with each other within a radius . Therefore, the set of all neighbors for a particle i is defined as 
Particles evolve according to the following system of coupled stochastic differential equations (SDEs):
An interaction term has coupling strength σ ∈ R + and it is normalized by a cardinality of the set of all neighbors |B i | to indicate that a particle adjusts its direction of motion to the one averaged across its neighborhood. We also consider shifted alignment parametrized by a phase lag parameter α ∈ T, which allows for rotation of interacting particles. This implicitly defines Eq. 1 as a chiral active particle model. Particles are subject to the external source of randomness with intensity D ϕ ∈ R + , modeled by the family of independent Wiener processes. Exemplary particle dynamics generated by (1) can be found in Fig. 1 , and it will be discussed later. Our goal is to investigate the dynamics in the large N limit by preserving nonlocality of interactions. By fixing L = const, we will be able to make a transition to such a continuum limit [29] .
To reduce the number of independent parameters, we choose time and space units as 1/σ and L, respectively. Thus, the model has four control parameters, e.g. the particle velocityv 0 = v 0 /(Lσ), the radius of interaction , the phase lag α, and the rotational diffusion rate relative to the coupling strengthD ϕ = D ϕ /σ. Note that a particle density, usually defined as ρ 0 = N/L 2 , which plays an important role in the standard VM [2] , does not arise here as an independent parameter. In fact, it is now fixed as ρ 0 ≡ 1, which is the average number of particles per unit length in the system of fixed size L = 1 [29] divided into √ N units in two dimensions. Continuum limit.-To understand mechanisms leading to nontrivial behavior in the large N limit, we derive a continuum limit [30] of the Langevin dynamics (1) within the framework of Fokker-Planck equations [31] , and look subsequently for solutions of a resulting PDE. The approach we follow here [32] (see the Supplemental Material (SM) [27] section S1), provides us with the hierarchy of evolution equations for n-particle DFs that incorporate interactions of any order. Admitting a molecular chaos assumption [33] , we break the hierarchy at the first order and obtain a desired one-particle DF.
The continuum limit equation has two spatially homogeneous fixed points. The first one is trivial and is a uniform probability DF f (r, ϕ, t) = 1/(2π). It corresponds to disordered motion of a particle system. The second solution is a von Misés DF f (r, ϕ, t) = exp(R cos function of the first kind. The latter solution is valid only for α = 0 and is a solution to the time continuous VM [9] or the Kuramoto model (KM) for coupled noisy phase oscillators [34] [35] [36] . It corresponds to polarized motion of particles, where the degree of polarization is given by R, and Θ is the direction of collective motion. Note that in the limit of zero noiseD ϕ → 0 + , one obtains complete synchronization of a system. However, a more interesting regime is the one with nonzero phase lag, which introduces constant motion of a DF with some group velocity v ∈ R, the sign of which depends conversely on α. Introducing a traveling wave ansatz into the PDE and solving the resulting equation (see the SM [27] section S2), we find
where c 0 ∈ R is a normalization constant,
for a periodicity constraint, and E(ϕ, t) = exp −vϕ/D ϕ + R cos(ϕ − vt + α)/D ϕ is an auxiliary function. Eq. (2) is a continuum limit representation of a nonlocalized chimera state reported in [26] . The solution depends on the order parameter magnitude R, which is in turn defined in terms of this DF. To be able to use this solution, we must solve the system of self-consistent equations for f and the complex order parameter R(t)e iΘ(t) = T e iϕ f (ϕ, t)dϕ, the solution of which is presented in Fig. 2 . The resulting DF is a 2π-periodic skewed function (cf. Fig. 3) . By expanding the self-consistent equations with respect to R around R = 0, we find a line indicating the onset of orientational orderD ϕ = 1 2 cos α as well as a critical group velocity v = − 1 2 sin α from within the region of stability of (2). One can check that in the Vicsek regime α = 0, Eq. (2) simplifies to the von Misés DF.
Stability analysis of the traveling wave solution.-To reveal the emergence of spatially nonhomogeneous patterns, we perform the stability analysis of (2) as a solution to a spatially dependent PDE. Going to the Fourier space with respect to ϕ, we end up with the infinite hierarchy of Fourier modes. The first of them f 0 (r, t) and f ±1 (r, t) can be given a reasonable interpretation. Namely, integration of f (r, ϕ, t) over ϕ gives a marginal DF of spatial coordinates ρ(r, t) = T f (r, ϕ, t)dϕ = 2πf 0 (r, t). Furthermore, if we consider an arbitrary unit velocity vector (cos ϕ, sin ϕ) T and find its expectation with respect to the one-particle DF, we obtain a momentum field w(r, t) = (w x (r, t), w y (r, t)) T , which is defined as w
The marginal DF and the momentum field constitute a hydrodynamic description of (1). It appears, the momentum field, normalized by ρ(r, t), is isomorphic to the order parameter, i.e. we have w x (r, t)/ρ(r, t) = R(r, t) cos[Θ(r, t)] and w y (r, t)/ρ(r, t) = R(r, t) sin[Θ(r, t)]. Thus, the knowledge of the hydrodynamic variables allows us to determine the degree of polarization in the particle flow.
Under the large diffusion approximation (see the SM section S4.1), we find the following closed system of hydrodynamic equations
where w ⊥ = (−w y , w x ) T and W ⊥ = (−W y , W x ) T denote vectors orthogonal to w and W , respectively. We have denoted a spatially averaged momentum field as W = W (r, t) = B(r) w(r , t)dr / B(r) ρ(r , t)dr arising due to the nonlocal interaction term in (1) (see the SM [27] for the form of B(r)). The matrix Q α represents anticlockwise rotation by α radians. Note that the particle density ρ 0 does not appear in (3) due to the type of the continuum limit we derived [29] . The different terms in the right hand side of the momentum equation can be interpreted as follows. The first term is a pressure gradient. The second and the last terms constitute the relaxation of the momentum field. The third term represents the damping of collective motion. The fourth term generates coupling between density and momentum fields. The rest of the terms appear as a result of the broken Galilean invariance. Up to the rotational operation and integration over a nonlocal neighborhood, they con- stitute all three combinations of one spatial gradient and two momenta, as described in [37] . Eq. (3) allows for the stability analysis of the stationary solutions, i.e. either disordered or synchronized motion for α = 0. When α = 0, the particle flow is described by the nonstationary solution (2), and we cannot apply the same stability analysis to it directly. Therefore, we rederive hydrodynamic equations in a moving reference frame in which such a solution becomes stationary. The form of those hydrodynamic equations is functionally similar to (3) except for couplings between longitudinal and transversal directions as the result of applying a suitable ansatz (see the SM section S4). Apart from the impact of α and the ansatz, the apparent distinction of Eq. (3) from the majority of equations of the Toner-Tu kind is the frequent appearance of the nonlocally averaged momentum field W . This is the result of the continuum limit approach that allowed us to preserve nonlocality of interactions. From Eq. (3) we see that bothv 0 and influence the length scale. Therefore, if we rescale spatial variables and introduce a normalized radius˜ = /v 0 , we conclude that there are three independent parameters in our model, i.e. the phase lag α, the noise strengthD ϕ , and the normalized radius˜ .
The hydrodynamic equations in a moving reference frame have two stationary spatially homogeneous solutions. The first one is (ρ, w) = (1, 0, 0) and it represents spatially homogeneous disordered motion of particles. The second solution represents partially synchronized collective motion (ρ, w) = (1, w * cos ϕ 0 , w * sin ϕ 0 ), where the degree of polarization is found to be
and ϕ 0 ∈ T is an arbitrary direction subject to initial conditions. In this regime, the macroscopic fraction of particles synchronizes in phase and rotates steadily with frequency v. One of the assumptions that we have used to derive the hydrodynamic equations is that diffusion is strong enough to guarantee the negligence of higher order Fourier modes, i.e. n ≥ 3. The limitations are that (4) is valid only close to the order-disorder transition lineD ϕ = 1 2 cos α up toD ϕ = 1 4 cos α, where it reaches its maximum. From Fig. 2(a) , we see that the polarization must actually increase further withD ϕ → 0 + for fixed α. Note that in a linear regime α = 0, particles do not rotate, i.e. v = 0, and we retrieve the well-known polarization level for the VM and the KM as w * = 2 D ϕ (cos α − 2D ϕ ).
The linear stability analysis from the point of view of the hydrodynamic theory of the disordered state as well as the partially synchronized state for α = 0 does not reveal any additional instabilities. The latter result appears as a contradiction to the one obtained for the standard VM, which was shown to exhibit longitudinal long wavelength instabilities leading to the emergence of traveling bands. The explanation for this lies in the type of the continuum limit we derived, and the subsequent requirement to have the normalization in the alignment term. For many time continuous modifications of the VM, in the limit N/L 2 = const for N, L → ∞, one does not use the normalization by the number of particles to handle the alignment term during the transition N → ∞. In our case, we do not assume N/L 2 = const. Therefore, in order to keep the alignment term finite in the transition N → ∞, we have to have the normalization by the number of particles |B i |.
For α = 0, the linear stability analysis [5, 39, 40] of Eq. (4) results in the following. It appears that the real part of dispersion relations is always negative for small wave numbers k x with respect to longitudinal perturbations at the onset of collective motion. A parameter regime where instabilities could occur lies on the margins of validity of the hydrodynamic equations. The analysis of transversal perturbations shows that dispersion relations are proportional ∝ k y for small wave numbers rendering the full analytic treatment unfeasible.
Since the analysis of Eq. 3 did not reveal a lot of information about nontrivial instability mechanisms for (2), we turn to the kinetic theory [41] (see the SM [27] sections S3, S5). The solution (2) is stable against spatially homogeneous perturbations for D ϕ < 1 2 cos α. Regarding spatially nonhomogeneous perturbations, the linear stability analysis is summarized in the phase diagrams in Fig. 4 . All nontrivial instabilities occur for α sufficiently large. As one approaches α → π/2, the number of unstable wave vectors and corresponding maximal real parts of dispersion relations increase. The phase diagrams were obtained by considering perturbations of any direction. Note that since we consider periodic boundary conditions, wave vectors are discrete (k x , k y ) ∈ Z 2 . As we wanted to emphasize from the very beginning, vary-ing may lead to new system behavior. Such results are summarized in Fig. 4(b) .
Exemplary particle dynamics can be found in Fig. 1 . We do not go into the details of analyzing each of those states because it extends beyond the scope of the paper. We only comment on their key features. One of the states is a cloud of high density (DC1 and DC2). In both cases, particles self-organize into circular shapes of high density (cf. the SM Fig. S4 ), which we call clouds. While a momentum field is quite homogeneous for DC1, it has a clear radial structure for DC2. The same holds true for traveling bands TB1 and TB2. The dense part of TB1 is characterized with a uniform momentum field while TB2 has points with the radial change of a momentum field. Moreover, we have found a traveling band of low density TB3 for large˜ values only. The other dynamics include (i) a multiheaded chimera state (cf. Fig. 1(f) ) characterized by the formation of several synchronized and spatially localized groups that rotate with constant frequency. This state is the generalization of a localized chimera state reported in [26] . By decreasing˜ , one increases the number of chimeric heads. By increasing α, the chaotic background becomes more pronounced until the heads become unstable and one observes giant number fluctuations in the density field. (ii) There are vortical structures where each one is either static (cf. Fig. 1(g) ) in shape or periodically expands and shrinks (cf. Fig. 1(h) ). By changing˜ , one can control the number of vortices appearing. (iv) Particles may organize in structures of uniform density but with the direction of a momentum field uniformly distributed horizontally or vertically (cf. Fig. 1(i) ). (v) We also find a configuration with a spatially homogeneous density but a nonhomogeneous momentum field (cf. Fig. 1(j) ).
FIG. 4. Phase diagrams in the parameter space of (a) the noise strengthDϕ and the phase lag α, and (b) the rescaled radius of interaction /v0 and the phase lag, as predicted by the kinetic theory (see the SM [27] section S3). Color shows the maximal real part of the strongest unstable mode. The gray line is the order-disorder transition lineDϕ = 1 2 cos α. Above the line in (a), spatially homogeneous disordered motion (SHDM) is stable; below the line in (a) and to the left in (b), spatially homogeneous ordered motion (SHOM) given by (2) is stable in the black region. Gray crosses indicate parameter values, selected to exemplify particle dynamics in Fig. 1 .
Conclusions.-In this paper, we have considered the ABP model with interactions indirectly facilitating chirality of motion. Apart from the fact that such interactions make particles rotate on a microscopic scale, resulting group behavior is nontrivial. Using the stability analysis, we have learned that our model generates a wide range of new spatially nonhomogeneous patterns suggesting it to be a good basis for the explanation of various chiral phenomena reported hitherto.
We have illustrated that nonlocalized interactions also play a significant role. Namely, the length scale of each presented pattern inversely depends on /v 0 meaning that the microscopic particle velocity alone is not enough to characterize the dynamics. Moreover, the presence of both andv 0 allows us to build a connection between the KM for the stationary phase oscillators and the time continuous variations of the VM known so far. The present work does not claim to give a universal model of collective chiral behavior in the large N limit but invites further studies to characterize various kinds of related continuum dynamics.
