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The n-body problem is formulated as a problem of functional analysis on 
a Hilbert space 8 whose elements are analytic functions of complex dynamical 
variables. It is assumed that the two-body interaction is local and spherically 
symmetric, and belongs to the two-particle space 8. The n-body resolvent 
R(h) is constructed with the help of Fredholm methods. The operator R(h) 
on 8 is associated with a family of operators R(h, v) on Qz which are resolvents 
of closed linear operators H(9), the case ‘p = 0 corresponding to standard 
quantum mechanics. The spectrum of H(v) contains a set of parallel half-lines 
starting at the thresholds of scattering channels and making an angle 2p, with 
the positive real axis. The half-lines are branch cuts of R(h, 9), but matrix 
elements of R(A, 9) can be continued analytically across these. The operator 
R(X, v) may have isolated poles. The location of these does not depend on y. 
Each pole is associated with one or more eigenvectors of H(v) belonging to 
spaces (lj. There may be poles off the real axis, the location of a pole determining 
for which values of q~ it is on the physical sheet of H(p). It is shown how poles 
off the real axis give rise to resonances in the scattering cross section, the shape 
of a resonance being as one would expect on the basis of a model in which the 
scattering takes place via a decaying compound state having an eigenvector of 
H(p) with complex energy as its wave function. 
I. INTRODUCTION 
1.1. Motivation 
The study of multiparticle systems received a great impact from Faddeev’s 
[l, 21 equations for the three-body problem, which were later generalized 
to any number of particles by Yakubovskii [3]. Related equations were 
proposed independently by Weinberg [4] and the author [5]. In either 
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approach, one considers an inhomogeneous equation for the resolvent Ip(X) 
of an n-body system. The kernel of the equation is a compact operator 
on !G2. Under favorable conditions on the interaction, the kernel is actually 
in the Schmidt class. Hence, the resolvent R(h) can be found with Fredholm 
methods. 
This attack is very effective in case h is in the neighborhood of bound-state 
energies. As X approaches the continuous spectrum of the n-body Hamil- 
tonian, however, the kernel ceases to be in the Schmidt class and so the 
method for finding R(/t) breaks down. This explains why comparatively little 
is known about the continuous spectrum. 
As for the structure of the continuous spectrum, one of the outstanding 
problems is the issue of asymptotic completeness, closely related to whether 
the multi-channel S-matrix is unitary. In a nutshell, it is the question 
whether the bound states of a multiparticle system plus the states that can be 
generated in scattering experiments, together span the whole space P. For 
two particles, this question was answered in the affirmative by Kuroda [6], 
Ikebe [7], and Faddeev [2]. It is a major achievement that Faddeev [2] also 
succeeded in proving asymptotic completeness for n = 3. Results for larger 
systems were obtained by Hepp [8], in particular for R = 4. In so far as 
Hepp’s work refers to n > 4, it rests on the assumption that the interaction 
is either repulsive or so weak that the Born series converges. Since this 
excludes the possibility of bound fragments being scattered, it appears that 
the problem for large multichannel systems is wide open. 
Although this paper is motivated by the question of asymptotic complete- 
ness, it does not get to the issue as such. We present new methods of investiga- 
tion and new results, including a way of continuing the resolvent R(X) 
analytically across the continuous spectrum of the Hamiltonian. Further 
work on the basis of this paper is in progress and we hope to report on this 
soon. 
1.2. O&ne 
Our main approach is to formulate the n-body problem as a problem of 
functional analysis on a Hilbert space of analytic functions, pursuing ideas 
that were first developed in Ref. [9]. The appropriate space for n particles 
is described in Sections 2.1 and 2.2 and is denoted by 8. This part of the 
work is based on an earlier paper [IO], which is referred to as I. In Section 2.3 
it is shown that the Fourier transform can be extended to a unitary trans- 
formation mapping (li onto (li. This allows us to use either the position or the 
momentum representation as we please. In the present formalism, we consider 
wave functions depending on complex dynamical variables xe-‘im or keim, 
as the case may be. Standard quantum mechanics is recovered by taking 
9) =o. 
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Sections 3.1 and 3.2 are devoted to the kinetic energy H,, and the inter- 
action V. It is assumed that V is the sum of spherically symmetric local 
two-body terms vujl belonging to the two-particle space 6. This makes the 
Hamiltonian H = H,, + V a closed linear operator on 8. The Yukawa 
interaction satisfies our assumption. 
The resolvent Rt2)(h) for two particles is constructed in Section 4.1. It 
satisfies an inhomogeneous equation whose kernel belongs to a certain Hilbert 
space s introduced in I. Since H is a subset of the Schmidt class on 6, 
it follows that Rt2)(h) can be found with Fredholm methods. The Fredholm 
denominator 6(h) is analytic in a sector in the X-plane subtending an angle 
which is appreciably larger than 2~. If f and g belong to 6, then the integral 
J 
* g(keim) Rc2)(X)f(keiw) d(keio) 
does not depend on ‘p and can be continued analytically in h across the rays 
arg X = 0 and arg X = 27~. 
The operator ii(h) has useful symmetry properties according to Section 4.2. 
These are exploited in the discussion of isolated singularities presented in 
Section 4.3. The expression (1.1) may have poles on the real axis. These 
account for bound states, the corresponding eigenvectors of H being in 8. 
There may also be poles in the regions arg h < 0 and arg h > 2~. Associated 
with these are eigenvectors a(keiQ) which are analytic in keim and square- 
integrable with respect to k for any fixed 9 in some interval o[ < v < /3 
determined by the location of the pole in question. It is an important point 
that poles in the region arg h > 2~ require CL > 0, poles in the region arg X < 0 
require /I < 0. Thus, poles off the real axis are associated with eigenvectors 
of a complex Hamiltonian H on a space 6, but they do not come with P2- 
functions a(K). 
The analytic properties of R(/\) suggest that poles off the real axis give rise 
to resonances in the scattering cross section. This conjecture is confirmed in 
Section 5.1. Roughly speaking, it is found that the width r of a resonance is 
determined by the matrix element of the interaction, evaluated between the 
scattered wave and the eigenvector a(keiq) associated with the resonance pole. 
According to Section 5.2, this result may also be obtained by applying time- 
dependent perturbation theory to a model in which the scattering takes place 
via an intermediate state with wave function a(Keia) and mean lifetime l/r. 
Section 5.1 is based in part on the optical theorem, which is true even if the 
S-matrix is not unitary [ll, Sect. 2.3.71. The optical theorem in Section 5.1 
has the same effect as the assumption in Section 5.2 that the decay of the 
intermediate state is due entirely to transitions into the states that are being 
scattered. This part of the paper is meant to be heuristic only. 
636 CLASINE VAN WINTER 
In Sections 6.1-6.4, known methods for 1z particles are generalized so as to 
find the resolvent Z?(“)(X) for n > 3 with the help of Fredholm methods on 8. 
Any resolvent R(h) on 8 has the special property of being associated with a 
family of operators R(h, y) on g2. Each R(h, v) can be found with Fredholm 
methods on P. It is the resolvent of an operator H(p) on f?2 which is closed 
but not self-adjoint, unless v  = 0. The case v  = 0 yields R(h, 0) and H(O), 
these quantities corresponding to standard quantum mechanics. 
Due to the underlying analyticity structure, there is an algorithm, based 
on the Mellin transform and used throughout the paper, whereby R(h, v) 
can be constructed explicitly for all v  in an interval once it is known for any 
particular CJI. This is helpful if h is close to the continuous spectrum of H(O), 
since the operators R(h, 9) with 9 # 0 are then much easier to find than 
R(k 0). 
As for the analytic properties of R(A, F) as a function of A, it is found in 
Sections 6.4 and 6.5 that R("'(h, v) is regular except for one or more branch 
cuts and possible poles. The branch cuts are half-lines 
A = Ak + le2io, (0 < 1 < co). (1.2) 
In particular, there is a branch cut X = Ze 2i~. Any further branch cuts start 
at branch points A = X, such that 
(1.3) 
where h = h:i) is a pole of a resolvent Rcni)(A, p) and the sum over i is 
meant as a sum over disjoint subsystems of ni particles contained in 
the n-particle system. Hence, there are branch points at the thresholds of 
scattering channels. There is a real number Ar) such that all branch cuts are 
confined to a sector 
2n < arg(h - Al;“‘) < 2~ + 29~ 
29~ ,( arg(X - A’%‘) 0 ---. < 0 
if qJ > 0, 
(1.4) 
if p < 0, 
the continuous spectrum of the standard Hamiltonian H(0) running from 
(1p) to co. In the complement of the set of branch cuts, Rcn)(A, v) is regular 
except for possible poles on the real axis and in the sector (1.4). The location 
of any poles does not depend on v. If  the operator R(2)(X) in Eq. (1.1) is 
replaced by R(")(h, v), this yields a multivalued function of X which does not 
depend on v  and can be continued analytically across the branch cuts. 
Since any poles of R(h, v) have fixed locations while the branch cuts rotate 
as 9 varies, there is an angle v  at which any particular branch cuts sweeps over 
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a pole off the real axis. Such angles determine the interval 01 < ‘p < ,8 to 
which F must be restricted in order that one actually sees the pole when 
examining R(h, 9’) in its physical sheet. It is only in these same intervals for 9 
that the corresponding eigenvectors a(Keiw) are square-integrable with respect 
to k. This is discussed in Section 6.6. 
If R(“)(h, 91) has poles off the real axis, these may give rise to resonances, as 
in the two-particle case. The general situation of multifragment multi- 
channel scattering is investigated in Section 7.1. The argument requires 
results of Section ‘7.2 concerning eigenvectors a(xe-im). If a(xe-ia) refers to a 
bound state, then a(x) exp(p . X) is in P whenever the length of the vector p, 
expressed in suitable units, is less than the square root of the binding energy 
of the state in question. If u(xe-im) is an eigenvector for a resonance, there is a 
similar but somewhat more complicated property. The resonance theory is 
fairly straightforward for two-fragment scattering, as well as for multi- 
fragment scattering if there is not enough energy available for the fragments to 
be excited. As the energy in multifragment scattering increases above thres- 
holds at which additional channels open, there are indications that resonances 
with short lifetimes can be detected only if the kinetic energy is sufficiently 
evenly divided over the colliding fragments. 
1.3. Related Investigations 
If we say that the integral (1.1) d oes not depend on 91, this statement is 
based on a general theorem concerning functions in 6 that was obtained in I. 
The proof is based on rotating integration contours in the complex plane. 
In case the theorem were not available, it should be possible to rotate contours 
as the need arises. In this more direct fashion, the idea of considering 
analytic interactions and deforming contours in a plane of complex dynamical 
variables appears due to Bottino, Longoni, and Regge [12]. It has been used 
in a number of papers on analytic properties of scattering amplitudes, in 
particular by Rubin, Sugar, and Tiktopoulos [13] and Riahi [14] for three 
and n particles, respectively. With a view to work on asymptotic completeness, 
techniques for deforming contours were developed by Federbush [15]. The 
method is also employed in part of Hepp’s [S] paper cited above. 
Two papers which are more closely related to the present work are due to 
Aguilar and Combes [16], and Balslev and Combes [17]. We refer to these 
as ABC. In ABC, it is assumed that the two-body interaction is analytic with 
respect to the dilatation group. The emphasis is on the spectral properties of 
two- and many-body Schrodinger operators. There is no reference to a 
Hilbert space of analytic functions. We believe that the connection with the 
present paper is as follows. 
Let us denote a typical two-body interaction by v,,(O), the resolvent of the 
two-body kinetic energy by Rb’)(X, 0), the argument 0 indicating that we 
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take y = 0 to obtain standard quantum mechanics. It is well known that the 
n-body problem on 22 can be worked most easily if ~~~(0) is in the two- 
particle space P. This results in ~~~(0) Iih2)(h, 0) being in the Schmidt class. 
The analogue is, we assume that ujl is in the two-particle space 6, with the 
result that vjJ?h2)(/\) is in R. We now relax the condition on ~~~(0). If we take 
the Coulomb interaction, it remains possible to construct lit”)@, 0) explicitly 
as the quotient of two Fredholm series [18]. For certain classes of more 
general interactions, however, the Fredholm construction is no longer 
available and one can only make general statements about the spectral 
properties of H(“)(O) [19, 201. A case in point was described by Combes [20], 
who merely required ~~~(0) Ri2)(/\, 0) t o b e compact. As for the interaction in 
ABC, we believe this to be such that ~+&~)(h) is a compact operator on the 
two-particle space 6 and also belongs to the Banach algebra ‘% defined in 
Section 3.1. This would explain that ABC identify the half-lines (1.2) as 
being in the spectra of certain operators that appear to be the same as our 
H(y). There is an overlap between ABC and the present paper in this respect. 
For some interactions allowed by ABC, some results of the present paper do 
not apply. We conjecture that the earlier paper by Combes [20] cited above 
can be generalized so as to discuss the spectral properties of the operator H 
on Q and the operators H(v) on Z2 in case it is merely assumed that ~&~2)(h) 
is compact on 6 and belongs to ‘K 
The ABC theory was used by Simon [21] to study time-dependent per- 
turbation theory and the question whether the positions of resonances depend 
analytically on a perturbation parameter. This problem is not touched upon 
in the present paper. Simon devotes particular attention to bound states 
embedded in the continuous spectrum becoming resonances if a small 
perturbation is applied. Related results on this phenomenon were obtained 
by Howland [22] in a different way. 
2. THE HILBJBT SPACE 
2.1. General Properties 
Consider the set of all functions f(reim) which are analytic, regular in the 
upper half-plane, and square-integrable with respect to r for every fixed 
v in 0 < v < r. According to I, Theorem 2.7, this set is precisely the Hardy 
class 5jz for the upper half-plane, which is the set of all functions f(x + iy) 
that are regular in the upper half-plane and square-integrable with respect 
to x for every fixed positive y. Although the class sj2 is discussed in detail 
in the literature [23, Chap. V; 24, 2.51, we mainly need results which were 
obtained in I and appear to be new. 
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In actual fact, it is more convenient to allow the argument y to run from 
some real 01 to some real /I. This motivates the following definition. 
DEFINITION 2.1. The class of functions f(r@) which are analytic, 
regular in the sector (y. < 9 < /3, and have the property that 
s om 1 f(rei~)12 dr (2.1) 
exists and is bounded, uniformly in v for 01 < v < /3, is denoted by Q(cx, /3). 
Given the properties of 8(0, n) established in I, arguments based on 
conformal mapping readily yield corresponding properties of @(a, /3). Thus, 
if f is in @(a, p), then I, Lemma 2.3 says that there are boundary functions 
f(reiw) and f(re@) such that 
/ f(re*a) - f(reill)12 dr = 0 04 = % 8. (2.2) 
With the inner product 
(f, g> = jam f(reia) g(reior) dr + /om.f(reib) g(re@) dr, (2.3) 
the class 8(01, /3) becomes a Hilbert space. This we also denote by @(cY, /3). The 
norm off in O(o1, /3) is denoted by (( f>>. 
Roughly speaking, our aim is now to develop a form of quantum mechanics 
in which wavefunctions are elements of the Hilbert space 8(01, /3). In most 
cases, we take OL < 0 and /I > 0. The quantity reiw represents either a position 
or a momentum variable. 
In order that the formalism be useful, we must be able to handle positions 
and momenta having several components. It is shown in Section 2.2 
that this problem can be solved without difficulty. We want to recover 
standard quantum mechanics by letting g, take the value 0. For the time 
being, it would thus appear that we are restricting ourselves to positions and 
momenta whose standard values, 9 being 0, take positive values only. The 
way out of this difficulty is also shown in Section 2.2. 
If f belongs to @(cx, /I) and 01 < 0 < /3, the restriction of f to v == 0 is 
going to be the wave function of standard quantum mechanics. It follows from 
Definition 2.1 and Eq. (2.2) that the restriction is square-integrable, but it is 
obvious that there are many square-integrable functions which are not 
restrictions of functions in 8. This raises the question whether we are not 
loosing a considerable amount of physics by looking only at functions in 8. 
The answer is no, owing to I, Theorem 2.17 and I, Remark 2.18. In fact, 
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suppose that g(r) is defined on Y 2 0 and is square-integrable. Given a fixed 
angle 4 in OL ,< $ < /3 and a positive E, there is a function f(reim) in (li(ar, ,6) 
such that 
s 
,,m 1 f(reie) - g(r)12 dr < E. (2.4) 
This means, in particular, that the set of restrictions of functions in (si(ol, p) 
is dense in the set of all functions that we might want to consider conven- 
tionally. 
Since our wavefunctions form a Hilbert space, we retain all the useful 
methods of functional analysis. These are now supplemented by techniques of 
complex variables. In particular, it becomes possible to deform contours of 
integration. For example, if f and g belong to 6(a:, p), then I, Corollary 2.8 
says that the integral 
s om f(reiq) g(rei”) eia dr, (2.5) 
regarded as a function of q, is constant in 01 < ‘p < p. In typical applications 
of this result, f and g have to satisfy equations that are very hard to solve in 
the standard setting of 9) = 0. If v # 0, however, the equations may be 
quite manageable. It then suffices to choose some convenient g, and to insert 
the solutions for f and g in the integral (2.5). 
2.2. Multicomponent Variables 
We proceed to explain the connection between multicomponent positions 
or momenta and complex variables. To this end, we begin with I, Theorem 
2.9, which says that a complex-valued function f defined on the sector 
01 < F < fi belongs to @(a, 18) if and only if f is an inverse Mellin transform 
according to 
f  (reim) = (2~‘)-l/~ 
s 
m f(u)(reiQ)-iu-1/2 du, (2.6) 
--co 
with some function f(u) satisfying 
s -1 (e2au + e2Bu) 1 f(u)/” du < co. (2.7) 
By I, Remark 2.10, a complex-valued function f  defined on the sector 
a < g, < j3 belongs to 6(ol, /3) if and only if its Mellin transform is of the form 
f(u, p’) = (27r)-li2 /a .f(reim) YOU-112 dr = eau-ipl2 f(u), (2.8) 
0 
f(u) satisfying Eq. (2.7). 
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Henceforth, for anyfin 8(01, /3), the corresponding boldface letter f denotes 
the Mellin transform f(u, 9’) of the functionf(reia), in the sense of Eq. (2.8). 
Now consider the class of functions 
f(u, 9)) = emu-iQ/2f(u), (2.9) 
defined on - co < u < co, 01< v < p, which have the property that 
J ‘03 e2mu 1 f(u)!” du (2.10) --m 
exists and is bounded, uniformly in v for 01 < v < /3. With the inner product 
(f, g> = j-1 (e2uU + ezsu) f(u) g(u) du, (2.11) 
this class is a Hilbert space. This we denote by G(Lx, j3). According to I, 
Theorem 2.14, the mapping f + f generated by the Mellin transform 
according to Eq. (2.8) is a unitary mapping of Q(ar, p) onto G(ar, 8). In fact, 
if f and g are in @(a, /?) and 01 < v < /3, then 
Lm f  (rei”) g(reiq) dr = jm e2muf(u) g(u) du. 
--m 
We now consider a square-integrable function f  (rl , r2 ,..., Y,), where 
-co < ri < co (j = 1, 2,..., m). Introducing m - 1 polar angles w and a 
radial variable r yields a function f  (r, W) such that 
s s 
dw om [ f(r, w)12 P-l dr < co. (2.13) 
It follows that the integral 
f(u, W) = (2n)-ii2 jomf(r, W) riu--I+m/2 dr (2.14) 
converges in mean square for almost every W. Suppose now that there exist 
numbers 01 < 0, j3 > 0 such that 01 < /I and 
s i dw -1 (e201u + e2Pu) f(u, w)12 du < co. (2.15) 
If 01 < v < ,3, the integral 
f(r&, w) (y&)(m--l)P = (2~)-1/~ 
s f(u, W, IJJ) r--iU-1/2 du --oo 
(2.16) 
= (27r)-Ii2 jm f(u, W) (reim)-iu-1/2 du 
-cc 
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converges absolutely for almost every w. Since the integrand is analytic in 
reim, so is the integral. Owing to Eqs. (2.12) and (2.15), the left side of Eq. 
(2.16) is a square-integrable function of r for (Y < v < /3 and almost every W. 
Thus, it belongs to 8(01, ,B) f or almost every W. There are boundary values as 9) 
tends to cy or /3. Now restrict p to the value 0. It is easy to see that this yields 
precisely the function f(r, w) Y (m-1)/z from which we started. 
In terms of the variables rj , we may formally write 
f(reio, w) = f(rleim, rzeim ,..., r,eim). (2.17) 
Thus, all variables rjeia take complex values, but their arguments are equal 
throughout. 
In an obvious way, the integral (2.15) yields a norm for a Hilbert space of 
functions f(u, W, VP). The inverse Mellin transform (2.16) maps this unitarily 
onto a Hilbert space of functionsf(reiv, W) depending on one complex variable 
reim, plus m - 1 real variables w. This leads to the following definition. 
DEFINITION 2.2. Let w be a set of m - 1 real variables taking values in 
bounded intervals. Suppose that (Y and p are real and 01 < /3. Let f(u, UJ) run 
through the set of all functions satisfying Eq. (2.15). Let f(reim, w) be the 
inverse Mellin transform of f(u, w, 9’) according to Eq. (2.16). The set of all 
functions f (reim, w) obtained in this way is denoted by 8, the corresponding 
set of functions f(u, w, p’) being denoted by Q. With the inner product 
(f, g) = 1 dw Jam [f (reiw, W) g(reia, W) + f (reio, w) g(re@, w)] rm-l dr, (2.18) 
(li becomes a Hilbert space. This is also denoted by (fi. In cases of possible 
ambiguity, we may write G(cY, /3), B(m), or G(ol, p, m). 
2.3. Fourier Transforms 
Suppose the variables r, ,..., r,, in Eq. (2.17) represent particle positions, 
f being in Qi. If we restrict 9 to the value 0, we can go over to the momentum 
representation with the help of the Fourier transform, but it is not obvious 
whether the transform off(r, w) is the boundary value of an analytic function. 
It is shown in the present section that this is indeed the case. In fact, it is 
shown that the Fourier transform can be extended to a unitary transformation 
mapping @(a, /3, m) onto S(-/3, -(Y, m). Th e p roof uses the following lemma. 
LEMMA 2.3. Given a function f in 6, there is a sequence {fs} in 8 such that 
s s dw om 1 fB(reim, w)I ~--l dr < CO (a < v  < B), (2.19) 
g$f -fs> = 0. (2.20) 
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Proof. Suppose that /3 > 1 011 , choose 6 > 0, and define 
fs(reiw, CO) = f  (r&, CO) exp[--6(reim)“/38]. (2.21) 
This yields a sequence Ifs} satisfying the conditions of the lemma. If /? < 1 01 1 , 
it suffices to replace the exponent 74315 in Eq. (2.21) by n/3 1 01 1 . 
THEOREM 2.4. Let SZ2 be the Hilbert space of functions g(r, UJ) with inner 
product 
(g, h) = / dw jOa g(r, CO) iE(r, w) rm-l dr. 
Let F be a unitary operator mapping !$z onto lZ2 according to 
(2.22) 
Fg(r, w) = j dw’ jOm F(rr’, w, w’) g(r’, w’) (~‘)+l dr’. (2.23) 
Suppose that the kernel F( rr’, w, w’) is a bounded and continuous function of 
ry’, W, and w’. DeJine F on (ti(a, p) by 
Ff (rejrp, w) = 
s s 
dw’ mF(rr’, w, a’) f  (r’eim, w’) (r’eiw)+l eia dr’. (2.24) 
0 
Then F is a unitary operator mapping 6(01, /I) onto @(-a, -8). 
Proof. Choose E > 0 and define FEf by 
F, f  (reiw, OJ) = 
s I 
dw’ oW e-crr’F(rr’, W, w’) f  (u’eim, w’) (r’eim)+l eim dr’. (2.25) 
With Eq. (2.16), this gives 
FEf(reiq, OJ) = (2,)~-1/2 dw’ 
s f 
m [e--Err’F(rr’, W, CO’) eim dr’ 
0 
(2.26) 
s 
m X ff’u, w’) (r’@)--iu--l+mP du]. 
-m 
If Al < ‘p < fl, the integral converges absolutely, and so the order of integra- 
tion may be changed. Writing rr’ = s yields 
m F, f  (reiw, CO) (ye- im )( m-n/2 = (24-l/2 
s 
&(u, w) (re-+)-i”--l12 du, 
--m 
with 
fe(u, W) = f  dw’ jam e-ss%‘(s, CO, CO’) f(-u, CO’) siU--l+ns12 ds. 
(2.27) 
(2.28) 
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This shows that F, f(reia, . ’ w) is a function of re-%q and w. It IS convenient to 
define 
&x, W) = FEf(reiw, w). (2.29) 
Since f  is in %(a, fi) by assumption, f(u, W) satisfies Eq. (2.15). Comparing 
Eqs. (2.16) and (2.27) thus shows that f,(.s, w) ~(+l)/~ is analytic in z and 
square-integrable with respect to / x j and w in the sector -/3 < arg z < --cy. 
Hence, &z, W) belongs to (5-8, -a). 
We now let E tend to 0. Suppose first that f  is integrable in the sense of 
Eq. (2.19). The sequence {F,f} is th en b ounded and tends to Ff, as defined by 
Eq. (2.24), uniformly in re&” on bounded sets in the sector cy < p) < /3. I f  
we write 
f(x, W) =f(re-ia, w) = Ff(reim, w), 
(2.30) 
we may say that {f,} tends tojuniformly in z in the sector -p < arg x < -a. 
It follows from Vitali’s theorem that j is analytic in Z. Since F is unitary on 
!i?, the function f^ is square-integrable the same as f. Hence, f” belongs to 
8(-p, -a). The 8 -norms of f  and j are equal, again since F is unitary 
on !G2. 
In case f is not integrable, we first use Lemma 2.3 to approximate f  in the 
Q-norm by an integrable sequence {fs} in @(a, 8). To this corresponds a 
sequence {f’s) in 0(-p, --a). Since the B-norms of fs and f8 are equal, 
{f’s} is a Cauchy sequence. Let its limit be A. This is a function in S(--/3, -a). 
We want to show that it is actually equal to f^ as defined by Eqs. (2.24) and 
(2.30). 
By I, Eq. (2.36), 
s s 
m dw 1 f(reim, w)12 ym-l dr < ((f>>“. 
0 
(2.31) 
Hence, if v  is fixed in the interval (Y < y  < /3, and 6 tends to 0, the sequence 
{fs(reio, w)} tends to f(reim, W) in the Q2-norm. By the same token, if arg x 
is fixed, the sequence {f8(x, w)} tends to !z(z, W) in the 5Z2-norm. For fixed 9, 
it follows from the properties of F on g2 that (Ff8(reia, w)} tends to Ff (rfim, w), 
again in the P-norm. Now remember that Ffa is actually equal to fs , and 
that Ff is the same asJ? This means that {f,(z, w)> tends tof(z, w). Since it 
also tends to h(z, w), it follows that & is equal tof, as we wished to show. 
The foregoing may be summarized by saying that F maps 8(01, /3) into 
S(--/3, -a). We proceed to prove that F is unitary. The inner product on 
@5(or, /3) is defined by Eq. (2.18). It is actually the sum of inner products on Q2 
taken at v  = 01 and v  = p. Since F preserves inner products on !P, it follows 
that (f,g) on G(o1, ,8) is equal to (3, & on 0(-j?, -a). 
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It remains to prove that the range of F is equal to 6(--p, -a). If v is fixed, 
it follows from F being unitary on !P that F has an inverse on e2 which 
is equal to its adjoint on 22. This must be an integral operator whose kernel 
is the conjugate of the kernel of F. Specifically, 
f(&, W) = F-l[Ff(reiQ, w)] 
(2.32) 
= 
s I 
dw ’ mii’(rr’, w’, CO) [Ff(r’&, CO’)] (r’e@)+l t+’ dr’. 
0 
Now letp(re-im, w) be any function in 6(-/I, --a), keep IJI fixed, and construct 
F-lf’ as in Eq. (2.32). This yields the restriction to fixed F of a function f in 
%(a, /3), by the earlier part of the proof of the present theorem. The transform 
Ff is equal to f, this relation being true for fixed v, as well as on 6. Hence, 
every f” in 6(-p, -a) is the transform of some function f in 0(01,/?). This 
completes the proof of the theorem. 
COROLLARY 2.5. The Fourier transform can be extended to a unitary 
transformation mapping @(CL, /3) onto S(-p, -a). 
Remark 2.6. In the following, we write f (xe@‘, W) and f (keim, w) for 
functions of multicomponent position and momentum variables, respectively. 
Furthermore, 
j f(r&, w) g(reim, W) dmr = j dw jam f (reia, w) g(reia, w) P-l dr. (2.33) 
Boldface letters denote Mellin transforms and are therefore not used to 
identify position and momentum vectors. In all cases of practical interest, 
m = 3n - 3, where n - 1 is an integer, the m-component vector r being a 
collection of n - 1 three-component vectors rj . In such cases, we may 
suppress the polar angles, using the notation f  (r,eim,..., r,-leim). 
3. THE HAMILTONIAN 
3.1. The Kinetic Energy 
Consider a system of n particles with real positions Xj , real momenta Kj , 
and masses mj (j = 1, 2,..., n). If the interaction between the particles is of 
the form 
gl J’d-% - & , G’mP Kj - (2mF KJ, (3.1) 
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it is convenient to split off the motion of the center of mass. It is well known 
that relative coordinates xj and kj (j = 1, 2,..., n - 1) can be introduced in 
such a way that the Hamiltonian for the relative motion takes the form 
“t’ ki2 + c vj, (jj’ %hXh , g; %hkh) , 
j=l j<l h=l 
(3.2) 
with some set of coefficients cjlh . This choice of coordinates was also used in 
Refs. [5, 181. In actual fact, xh and k, in Eq. (3.2) are vectors having three 
components. This is not brought out in the notation, because of Remark 2.6. 
Altogether, the Hamiltonian (3.2) depends on (372 - 3)-component variables 
x and k. 
We first study the kinetic energy k2 = Cyzi kj2, with particular emphasis 
on the way it can be defined as an operator on O(CX, /J). 
Let z)(H,-,) be the set of functionsf(kt+, w) in 8 having the property that 
k2e2iOif(keim, w) is in (lj. Let H,, have domain a(&) and let it act according to 
Hof = k2e2iqf (3.3) 
for all f in B(H,,). This yields a closed operator Ho on 8. 
We now assume that 
-g7r<LY<9)</3<+7r (3.4) 
and consider the resolvent R,(h) = (Ho - h)-l. This is a bounded operator 
on (li(ol, /3) if h is in the sector 
213<argh<2n+2cu. (3.5) 
Its norm satisfies 
((R,(h))) < max{sup 1 k2e2irr - A j-l, sup 1 k2e2@ - h I-l}. 
43 k>O k>O (3.6) 
It is convenient to denote the resolvent set of Ho by P(H,), the spectrum 
by Z(H,). For h in P(H,), it is easy to see that R,(X) belongs to the operator 
algebra ‘$l defined in I, Definition 4.1. The algebra ‘$I is the class of all linear 
operators A mapping @(oL, /I) into 8(01, p) such that 
exists and is bounded, uniformly in v for 01 < q~ < /3. 
To explain the properties of the algebra 2& we write g2 for the Hilbert 
space with inner product (2.22). If f and g are in g2, their inner product is 
denoted by (f, g), as in Eq. (2.22). The !G2-norm off is denoted by i/f/l . 
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By I, Lemma 4.9, an operator A in 9I is associated with a family of bounded 
operators A(y) mapping P into P in such a way that 
A(v) f(reim, W) = Af(reim, CO) (3.8) 
for every f in 6, the function f on the left also being regarded as an element 
of f?. 
The right-hand side of Eq. (3.7) . 1s actually equal to the P-norm of A(v). 
This explains why it is denoted by 11 A(v)11 . Given A(v) on !P, it is obvious 
that its 5J2-norm is also given by 
(3.9) 
To prove Eq. (3.8), it suffices to allow f to run through 8, but to consider 
f(reim, W) and Af(reiw, W) for fixed ~JJ only. If F is kept fixed, f(reia, W) runs 
through a set D(v) which depends on v and is dense in 5Z2. Relation (3.8) 
defines A(v) for allf in D(v), the desired operator A(v) with domain !iZ2 being 
the closure, in the !&norm, of the corresponding operator A(v) on D(v). 
This argument is presented in detail in I, Lemma 4.9. 
By I, Theorem 4.10, the function log (I A(v)11 is a convex function of v. 
In particular, 
sup II 4v~)Il = m4ll44 y II WllI. 
a<m<4 
(3.10) 
The expression (3.10) provides a norm for operators A in 2l, the class ‘$I being 
a Banach algebra under the norm (3.10), by I, Theorem 4.6. 
If h is in the sector (3.5), the above discussion suggests that we consider the 
operator R,(h, y) on J?2 consisting of multiplication by (K2e2im - h)-l. Analytic 
continuation in X permits R,(h, p’) to be defined for all h such that 
(3.11) 
Clearly, li,(h, y) is the resolvent of the closed operator Ho(p) on 5Z2 whose 
domain ID[H,,(rp)] is the set of all f(k, w) in 5Z2 having the property that 
Pf(K, W) is in !iZ2. For allfin ID[H,,(v)], the operator H,,(F) consists of multipli- 
cation by kae2im. The spectrum Z[H,(v)] is the half-line 0 < / X 1 e: co, 
arg h = 2~, the resolvent set P[H,,(v)] is the set (3.11). It is easy to see that 
/I R,(X, p))II = sup ) k2eziw - h 1-l < 1 X /-1/2 [Im(Xe-2i*)1/2]-1. 
k>O 
(3.12) 
An important property of the operator R,(X, a) is expressed by the following 
theorem. 
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THEOREM 3.1. If  f  and g are in O(o1, ,!l), then the integral 
s s 
dw mg(keio, W) (k2e2im - X ) -l f  (keim, w) (k&m)+l eim dk (3.13) 
0 
does not depend on q~ and is analytic in A, regular in the sector 
2ff < arg h < 2r1+ 2/3. (3.14) 
Proof. I f  h is in the sector (3.5), (K2eZim - h)-l f  is in 8. Hence, the integral 
(3.13) does not depend on v  by I, Corollary 2.8. Now take some fixed y  in 
01 < v  < /3 and observe that the integral (3.13) is the same as 
PO@, v)f, .C) emiQ, (3.15) 
and is therefore analytic in X in the sector (3.11). Letting v  take the values 01 
and ,d shows that the integral is, in fact, analytic in the sector (3.14). 
3.2. The Interaction 
In order that the interaction can be defined as an operator on 8, the 
functions Vjl considered in Eq. (3.1) have to satisfy some analyticity condi- 
tions. We do not intend to study the most general case that would be 
manageable. Rather, we want to make specific assumptions so as to obtain 
specific results. 
To formulate the properties of any particular term Vj, , it is convenient to 
choose coordinates xh such that Xj - X, is proportional to x1 , this being a 
three-component vector. We assume that V,, is real if x1 is real and that Vj, 
depends only on the length of xi , not on the direction of x1 . Furthermore, 
it is assumed that Vi, does not depend on the momenta k, . Thus, as long as 
we restrict ourselves to real variables, we have 
V,jL(Xj - XL , (2mj)-l K.j - (2m,)-l Kl) = v~C(X~), (3.16) 
with some function vii . Analyticity is introduced through the assumption that 
car is the restriction to v  = 0 of a function D~~(x&~) in @j-y, y, 3), with 
some positive y. The Yukawa interaction satisfies this condition provided we 
choose y  < ~12. 
Now consider wave functions f  (xe-ia, w) taking values in Q(-/3, -a) and 
assume that 
--r<a<B<y. (3.17) 
In the case of two particles, the operator Vi, on S(-p, -01, 3) is defined by 
Vjz f  (x,e-im, q) = vj’jl(xle-iv) f  (xle+, q), (3.18) 
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the domain of Vj, to be studied later. In the case of n particles, we 
let f(xeeiq, w) take values in 6(--p, -01, 3n - 3), with 
Vjlf(xe+, w) = vil(xle-im)f(xe-i@, co). (3.19) 
The variable X, can now be expressed in terms of x and certain polar angles w. 
For fixed W, the function vUil(xre-im) is analytic in x,e@o, hence in xe&‘, making 
the right-hand side of Eq. (3.19) analytic in xe@‘. 
Owing to Theorem 2.4, we can go over to the momentum representation. 
In doing so, we continue to denote typical wave functions by f, the function 
f (k&O, W) taking values in @(or, !l). In an obvious notation, we write 
wjl(k,eim) = (2~))~ j exp(- ‘k 2 1x1 [cos B cos 8’ + sin 19 sin 0’ cos(# - #‘)I) 
X vjl(xlecim) d3(x,ecim). (3.20) 
This yields an analytic function zujl(k,ei@) which belongs to 6(--r, y, 3). 
In the case of two particles, the interaction now acts on 6(01, p, 3) according to 
vj, f (k,e~~, WI) = s wjL(l h, - h,’ 1 eim) f  (kl’eim, q’) d3(kl’eim), (3.21) 
1 k, - K,’ ] denoting the length of the three-component vector K, - A,‘. In the 
case of n particles, it is more convenient to use the notation f  (kleia,..., k,-.lei~), 
suppressing the polar angles. This yields 
Vj, f  (k,eiw, k,eim ,..., k,-leim) 
(3.22) 
= 
j 
wjl(l h, - h,’ 1 eim) f  (kl’eim, k2eim,..., k,-,eiw) d3(k,‘eim). 
It is often helpful to let f  run through some set in 6, but to keep CJI fixed, as 
in the definition of the class K This makes f (hei@, W) run through some set in 
!P. The relation (3.22) then defines an operator on C2 which we denote by 
Vjl(v). In case the P-norm Ij Vjl(~)]] exists and is bounded uniformly in y, it 
follows that Vjz belongs to the class a. In general, however, the operator 
Vjl(q) is not bounded. 
If it is desirable to express the fact that a (372 - 3)-component variable K is 
being considered, we refer to P(3n - 3) rather than just P. This notation is 
helpful in formulating the following lemmas. 
LEMMA 3.2. Let wjl(he”“) belong to 0(-y, y, 3), let g(h, CO) run through a 
dense set in P2(3), and let Vj,(v) be the operator on !S2(3) which acts according to 
Vjz(p) g(h, W) = s wil( 1 h - h’ 1 eiw) g(h’, w’) d3(h’eiq). (3.23) 
409147/3-14 
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If 9) is jixed in -y < CJI < y  and X is in the resolvent set P[H,(v)], then the 
operator V&y) R&I, 9) belongs to the Schmidt class on I?(3). Its Schmidt norm 
satisfies 
4Vh) &(A dl d const[Im(he-2iW)1/2]-1/2. (3.24) 
Proof. The desired Schmidt norm is equal to 
II 
1 w$,(l k - k’ 1 eia) (k2ezim - A)-l I2 d% d3h’]liz. (3.25) 
Since wjl is in 6(---y, y, 3) by assumption, the integral with respect to K 
converges, is bounded uniformly in v, and does not depend on k’. Integrating 
with respect to K’ now gives the inequality (3.24). 
LEMMA 3.3. Let wjl(k,eiw) beZong to 6(--y, y, 3), let g(h, W) run through a 
dense set in XY(3n - 3), and let Vjl(q) be the operator on B2(3n - 3) which acts 
according to 
Vjl(v)g(k, W) = j wjl(l k, - h,’ I eiQ) g(R,‘, h, ,..., k,-,) d3(h,‘eim). (3.26) 
If  q~ is jixed in -y < v  < y  and h is in the resolvent set P[H,,((pll, then the 
operator Vjl(~) R,(X, q~) is bounded. Its norm satisfies 
/I Vjl(~) R&I, ~)ji < const[Im(he-2im)1~2]-1~2. (3.27) 
Proof. In case n = 2, this follows from Lemma 3.2. For n 3 3, Lemma 
3.2 can be used to show that 
II Vdv> W4 4 id& w)ll” 
= il V&P> @,2 + k,2 + *.. + hiel - Ae-2im)-1 g(k, ,..., l~,Jl/~ 
< const 
s 
[Im(Aeezim - kz2 - **a - ki-1)1/2]-1 1 g(K, ,..., k,-r)j2 d3*e3h. 
(3.28) 
The inequality 
[Im(Ae-ziw - @)l/2]-1 < [Im(&-2iQ)1/2]-l 
now completes the proof. 
(3.29) 
LEMMA 3.4. Let the data be as in Lemma 3.3 and suppose that g is in the 
domain D[H,((p>]. Then there are constants a and b such that 
II Yjddgll ~4l%b)gII+bllgll. (3.30) 
Given any EU> 0, the constant a may be chosen such that a < E. 
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Proof. If we choose any h in P[&,(~J)], there is an f in P(3n - 3) such 
that g = R&h, q) f. Hence; by Lemma 3.3, 
/j V,r(p)g 11 < const[Im(he-2i~)1/2]-1/2 llfll 
< const[Im(he-2i~)1’2]-1’2 (II f&(q) g II + I X I II g II). 
(3.31) 
This justifies Eq. (3.30). By making Im(Ae-2i~)i/2 sufficiently large, we can 
make a as close to 0 as we please. This proves the lemma. 
COROLLARY 3.5. The operator H,,(cp) + Vjl(~) with domain B[H,(g7)] is a 
closed operator on C2(3n - 3). 
Proof. This follows from a theorem on stability of closedness under 
relatively bounded perturbations [26, Chap. IV, Sect. 1.11. 
In the next section, we need the following modification of Lemma 3.2. 
LEMMA 3.6. Let the data be as in Lemma 3.2. Then the operator 
R,(h, q~) Vi,(p) has a unique continuous extension to all of g2(3). This belongs to 
the Schmidt class, its Schmidt norm satisfying 
GW 4 vjAd1 G const[Im(Xe-2im)1/2]-1/2. (3.32) 
Proof. By Lemma 3.4, the operator R,(h, p’) Viz(v) is defined on D[H,(p)]. 
It is an integral operator having a square-integrable kernel. Let it be denoted 
by I. The argument of Lemma 3.2 readily gives the inequality (3.32) for the 
operator I with domain a[&(~)]. Since a[&(~)] is dense in c2(3), it now 
suffices to take the closure of the operator I. This is the unique way of finding 
an extension to !Z2(3) and does not increase the Schmidt norm. Hence the 
lemma. There is ‘no need to introduce a new notation for the operator with 
domain Z2(3). 
The next lemma modifies Lemma 3.3. It is proved in much the same way as 
Lemma 3.6. 
LEMMA 3.7. Let the data be as in Lemma 3.3. Then the operator 
R,(h, 9) Vj,(v) has a unique continuous extension to all of !i!2(3n - 3). This is 
bounded, its norm satisfying 
/] R,(h, v) Vjl(p))ll < const[Im(he-2im)1/2]-1/2. (3.33) 
Lemmas 3.2 through 3.7 all refer to f!2-spaces. We now show that there 
are counterparts pertaining to the operator Ho + Vj, on S(a, fi, 3n - 3): 
The results we need are most easily derived by first referring to the operator 
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class R introduced in I, Definition 3.1. The class si on @(a, p, m) consists 
of integral operators K mapping Q(cw, /3, m) into itself according to 
Kf(r&, w) = dw’ 
s I’ 
m qr, w, r’, w’, ?)f(r’&, w’) (r’ei~)~-l eiW dr’, (3.34) 
0 
the integral 
sdwdJLw 1 K(Y, w, Y’, w’, v)12 (rr’)“-l dr dr’ (3.35) 
being bounded, uniformly in v for 01 < v < /3. 
By I, Theorem 3.8, the class fi is a Hilbert space under the K-norm defined 
:;) = [j” dwdw’l; [I q, w, r’, w’, a)I” + I qr, w, r’s w’, 8)l”l 
112 
(3.36) 
x (YY’)~-~ dr dr’ . 
According to I, Theorem 3.11, R is a proper subclass of the Schmidt class, the 
Schmidt norm o(K) of an operator K in R not exceeding K(K). It follows 
from I, Remark 6.1 and I, Corollary 6.4 that the kernel K(r, W, r’, w’, p’) 
depends only on reim, r’eim, w, w’ and is an element of O((Y, j3, 2m). 
Lemmas 3.2 through 3.4 now have the following counterparts. 
LEMMA 3.8. Let wjl(keia) belong to 6(--y, y, 3), and let the operator Vj, 
on @(or, 8, 3) be defined by Eq. (3.21). If X is in the sector (3.5), then the operator 
VjlRo(h) belongs to the class Ji on 6(01,& 3). Its K-norm satisjes 
K[ v&,&i)] 6 COnSt{[Im(he-2ia)1/2]-1 + [Im(he-2i4)‘/2]-1}1/2. (3.37) 
Proof. To prove Eq. (3.37) it suffices to evaluate the integrals implied by 
Eq. (3.36), using the method of Lemma 3.2. 
LEMMA 3.9. Let wUir(k,eim) belong to 6(--y, y, 3), and let the operator Vjl 
on Q(ar, /3, 3n - 3) be defined by Eq. (3.22). If X is in the sector (3.5), then the 
operator VjtRo(h) belongs to the class Cu on Q(or, /3, 3n - 3). Its norm satisfies 
(( V,,R,(A))) < (const) max{[Im(he-2io)1/2]-1/2, [Im(/\e-2is)1/2]-1/2}. (3.38) 
Proof. It follows from Lemma 3.3 that V,,R,(X) belongs to the class ‘%. 
Combining Lemma 3.3 and Eq. (3.10) yields the right-hand side of Eq. 
(3.38), which is actually an upper bound for the %-norm of VjtRo(X). This is 
not less than the e-norm, by I, Lemma 4.5. 
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LEMMA 3.10. Let the data be as in Lemma 3.9 and suppose g is in the domain 
B(H,,). Then there are constants a and b such that 
Given any E > 0, the constant a may be chosen such that a < E. 
Proof. This follows from Lemma 3.9 in much the same way as Lemma 
3.4 follows from Lemma 3.3. 
COROLLARY 3.11. The operator H, + Vj, with domain B(H,) is a closed 
linear operator on @(or, /3, 3n - 3). 
For future reference, we also give the following counterparts of Lemmas 
3.6 and 3.1. 
LEMMA 3.12. Let the data be as in Lemma 3.8. Then the operator R,(h) Vj, 
has a unique continuous extension to all of B(a, /5?, 3). This belongs to the class 52, 
its rc-norm satisfying an inequality of the form (3.37). 
LEMMA 3.13. Let the data be as in Lemma 3.9. Then the operator R,(h) Vj, 
has a unique continuous extension to all of 6(o, fl, 3n - 3). This belongs to the 
class ‘?I, its norm satisfying an inequality of the form (3.38). 
Remark 3.14. In the following, we denote CjCl Vj, by V. This yields 
the Hamiltonian H = H, + V, a closed linear operator on S(CX, /3, 3n - 3) 
having domain II)( Similarly, & Vj,(~) is denoted by V(v), yielding the 
closed linear operator H(y) = H,,(v) + V(v) on P(3n - 3) having domain 
wtlb~l~ 
4. THE RESOLVENT FOR Two PARTICLES 
4.1. Fredholm Theory 
Since H is a closed linear operator, it is a meaningful problem to find the 
resolvent R(X) = (H - A)-l. This satisfies the equation 
R(A) = R,(X) - R,(h) VR(h). (4.1) 
If X is in the sector (3.5) and 1 X 1 is sufficiently large, Lemma 3.13 says that the 
not-m UW) 0 ’ 1 1s ess than 1. Hence, R(X) can be evaluated with the help 
of the Born series. For large 1 X 1 , it follows that 
W4> f <(R&D [1 - W,@) 01-l. (4.2) 
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To explain the situation for smaller values of 1 X 1 , it is convenient to begin 
with two particles. In this case, it follows from Lemma 3.12 that the operator 
R,(h) V belongs to the class R on 8. Hence, Eq. (4.1) is a Fredholm equation. 
If we write 
W) = R”(X) + K(h) W), 
then K(h) is an operator of the form (3.34), with m = 3. 
If M is any product K,K, of operators in R, we define 
(4.3) 
trace M = du 
.c s 
m M(r, W, r, U, q) (reim)m-l eim dr. (4.4) 
0 
As shown in the proof of I, Lemma 5.1, trace M does not depend on v. Now 
we consider the series 
d(h) = f 4&q, S(h) = f ht(4, (4.5) 
7l=O 72=0 
with 
do@) = WV, a,(4 = 1, 
4+&V = %+,(4 W) + KG9 444 (n 2 O), (4.6) 
-(n + 1) ~,+1(4 = trace[d,(/\) - 6,(h) K(A)] (n 3 0). 
The series for 6(A) converges absolutely. By I, Lemma 5.3, the series for d(A) 
converges in the K-norm to an operator in a. Thus, if f is in 8, there is a 
relation of the form 
d(A) f  (keia, w) = 1 da’ Jrn d(k, w, k’, w’, pl; h)f(k’eig, w’) (k’eiq)2 eia dk’. 
0 
(4.7) 
Now let h be such that the homogeneous equation R(A) = K(A) R(X) does 
not have a solution. The relation (4.3) then has a unique solution, which is 
given by 
w = Ro(4 + 44 ~0Gww~ (4.8) 
It is instructive to compare Eq. (4.3) with the equation 
W, d = Ro(4 d + KC& v) W> d WY 
on 22, the variable v now being fixed in 01 < F < ,!3. The operator K(A, T) is 
nothing but R,(X, ‘p) V(y) and thus belongs to the Schmidt class on g2, by 
Lemma 3.6. Suppose, therefore, that we solve Eq. (4.9) by the Fredholm 
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method, as in Eq. (4.5) and (4.6). I n an obvious notation, this requires an 
operator d,(h) and a function S,(A). Now, by I, Corollary 5.2, the Fredholm 
denominator S(X), as given by Eqs. (4.5) and (4.6), does not depend on q. In 
fact, it is easy to see that S,(h) is equal to S(X), for every fixed v. Also, the 
kernel of the operator d,(h) is precisely the function d(K, w, K’, w’, (p; h) 
considered in Eq. (4.7). This yields the statement of I, Theorem 5.5, which 
says that Eq. (4.9) on 82 is solved by the restriction to fixed v of the solution 
of Eq. (4.3) on (lj. 
In the above discussion, it is assumed that h is in the sector (3.5). There is 
not much point in examining Eq. (4.3) in a larger region. In Eq. (4.9), 
however, the operator K(h, ‘p) is in the Schmidt class whenever h is in the 
sector (3.11). Hence, quantities d,(h) and S,(X) exist throughout the sector 
(3.11). Since K(X, ‘p) is an analytic function of X and the series for d,(h) 
and S,(h) converge properly, it follows that d,(h) and S,(h) are analytic in A, 
for every fixed v. 
Now choose v and $ such that 01 < v < # < /3 and compare S,(h) and 
S,(h). In the sector (3.5), these functions are both equal to S(h). Hence, they 
are equal throughout the sector in which they are both defined. By taking 
q = 01, 4 = /3, and looking at the sectors (3.11) for S,(h) and S,(h), it follows 
that S(X) can be continued analytically to the sector (3.14). 
The parameters 01, fl are restricted by Eqs. (3.4) and (3.17). If y < r/2, the 
strongest statement concerning S(h) is obtained by taking 01 = --y, p = y. 
If y > 7r/2, we may take any 01 > +2 and ,6’ < 7r/2. This shows that S(X) 
is analytic in the sector 
-2 min{y, 4 n> < arg h < 2~ + 2 min{y, +}. (4.10) 
Again, let h be in the sector (3.5) and choosef, g in (li. By I, Corollary 2.8, 
the integral 
s s 
dw ,,m [g(kei”, w) (keim)2 ei+’ dk 
(4.11) 
x dw’ 
s s 
mA(k , co, k’, u’, v; x)f(k’eim, w’) (k’eim)2 eiw dk’] 
0 
does not depend on v. For any fixed (p, it is an inner product on L?r depending 
on X through A,(h). Since A,(h) is analytic in the sector (3.1 l), so is the integral 
(4.11). By the argument that was used above for S(h), the integral (4.11) is, in 
fact, analytic throughout the sector (3.14). We thus have the following 
theorem. 
THEOREM 4.1. Let the operator V on (3i(o1, /3, 3) be dejined as in Lemma 3.8 
and Remark3.14. Denote -R,(h) V by K(X) and deJine quantities A,(X) and S,(A) 
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by Eq. (4.6). Let h be in the sector (3.5). The series (4.5)for S(h) then converges 
absolutely, the function S(h) b em ’ g analytic in the sector (4.10). The series (4.5)for 
A(h) converges in the K-mm. on Q(o~, /?, 3) to an operator in si which acts 
according to Eq. (4.7). If f and g are in 8(01, /3, 3), the integraE (4.11) does not 
depend on v  and is analytic in the sector (3.14). I f  1 is not an eigenvalue of K(h), 
the resolvent equation (4.3) has a unique solution given by Eq. (4.8). 
4.2. Symmetry 
It is convenient to write 
W) = %(4 + F(4, w, d = &(A 9’) + FOI, 4. (4.12) 
For suitable A, this yields an operator F(h) in the class si on 6, as well as an 
operator F(h, y) in the Schmidt class on P. Either operator has kernel 
F(h, w, k’, co’, rp; A). 
Now assume that 01 ,< 0 < /3, allowing p to take the value 0. Since the 
interaction vjG(x) is real by assumption and sufficiently well-behaved, H(0) 
is self-adjoint. Hence 
F*(X, 0) = F(/\, 0). (4.13) 
This is a relation on P implying that 
F(R’, w’, R, w, 0; A) = F(k, w, h’, w’, 0; A). (4.14) 
Now consider the operator Q(0) on g2 defined by 
Q(O) IV, w) = f(k ~1. (4.15) 
Referring to Eq. (3.20) and remembering that vjl is spherically symmetric, we 
see that the function wjl is real if F = 0. Hence 
Q(O) W)f(k ~1 = WX Q(O)f(h ~1. (4.16) 
There is a similar relation with V(0) replaced by H,,(O). From this it follows 
that 
Q(O) R(k 0) = W, 0) Q(O), (4.17) 
hence 
P(h, w, h’, co’, 0; A) = F(h, w, k’, w’, 0; A). (4.18) 
Combining Eqs. (4.14) and (4.18) shows that the kernel ofF(II, 0) is symmetric 
in the sense that 
F(h’, w’, 12, w, 0; A) = F(h, w, R’, w’, 0; h). (4.19) 
Because of the analytic structure underlying our formalism, Eqs. (4.14) and 
(4.19) have important consequences for F(/\, 9) also in case p # 0. This point 
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is studied most easily with the help of the Mellin representation. If Eq. (2.8) 
is used for the function 
f(keim, w) (keim)cm-1)/2, (4.20) 
rather than for f(&), it follows that 
f(u, w) = (2t~-‘/” jmf(keim, w) (keim)iu-1+m12 eio dk, (4.21) 
0 
the case m = 3 being the one that applies in this section. According to I, 
Lemma 3.2, it is useful to consider 
F(u, w, u’, w’; A) 
= (2?T)-1 jornF(k, w, k’, wf, v; A) (keim)iu-l+m/2 (kTeiv)-iu’-l+m/Z e2im & &‘. 
(4.22) 
With I, Remark 3.3, this gives 
F(X) f(u, w) = j dw’ j-1 F(u, w, u’, co’; A) f(u’, w’) du’. (4.23) 
If we write 
f(u, w, v) = P-iQ/af(U, w), (4.24) 
as in Eq. (2.8), it follows with Eq. (4.23) that 
F(h, v) f(u, W, cp) = j dw’ 1-t em”F(u, W, u’, w’; A) e-m”‘f(u’, w’, T) du’. (4.25) 
If F(u, W, u’, w’; h) is known, then I, Theorem 3.5 says that 
F(k, w, K’, w’, v; h) can be found from the relation 
F(k, w, k’, w’, 9); A) (kk’e2i@)(m-1)j2 
= (27~)-l j-1 F(u, w, u’, w’; A) (keiw)-iu-V2 (k’eiq))iu’-li2 du du’. 
(4.26) 
By Eq. (4.22), the symmetry relation (4.14) implies that 
P(u’, w’, u, w; ii) = F(u, w, u’, w’; A). 
Hence, with Eq. (4.26) 
(4.27) 
P(k’, w’, k, w, -p; ii) = F(k, w, k’, w’, p; A). (4.28) 
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We are assuming here that 01 < 0 < p and that h is in the sector (3.5). Hence 
0 < arg h < 2~. Given X, it is therefore obvious what is meant by A. 
In a similar way, the symmetry relation (4.19) implies that 
F(--u’, w’, -u, w; A) = F(u, co, u’, co’; A), (4.29) 
from which it follows by Eq. (4.26) that 
F(k’, w’, k, w, cp; A) =F(k, w, k’, w’, cp; A). (4.30) 
From Eq. (4.13) onward, it was assumed that OL < 0 < /?. It is sometimes 
useful to choose 0 < 01 < ,8 or 01 < ,6 < 0, this enabling arg h to exceed 2~- 
or to be negative while X is in the sector (3.5). To cover such cases, we first 
take (Y < 0 < p, obtaining the symmetry relations (4.27)-(4.30) for arg h 
in the neighborhood of z-. Next, we restrict g, to some interval 0 < 01’ < ~JI < ,f3. 
The function F(k, w, K’, w’, v; h) is now regarded as the kernel of an operator 
on 0(01’, /3). This obviously satisfies the symmetry relations (4.27)-(4.30) if h 
is close to the negative real axis. Keeping v  fixed, we continue analytically in X 
to the region arg X > 27r. This yields Eq. (4.30) in case arg X > 27~. From this 
it is straightforward to deduce Eq. (4.29), although F(u, w, u’, w’; A) is 
not necessarily square-integrable with respect to u, U’ if arg h > 27~. A similar 
argument applies to Eqs. (4.30) and (4.29) in case 01 < y  < /?’ < 0 and 
arg h < 0. 
As for Eqs. (4.27) and (4.28), if v  > 0, then F(li, w, K’, w’, y; Jt) can be 
continued to arg ;\ > 2~ and F(k, w, k’, w’, -p; X) can be continued to 
arg h < 0. Now take r+~ > 0 and arg h > 2rr, but make sure that Eq. (3.11) is 
satisfied. Denote the complex conjugate point with arg X < 0 by A. The 
functions F at (q, A) and at (-q, A) are then related by Eq. (4.28), although 
they cannot be regarded as kernels of operators on one and the same 
space @(a, /3). 
4.3. Isolated Singularities 
Section 4.1 enables R(h) to be evaluated in the form of a quotient of two 
analytic functions of ;\. Specifically, it follows that R(A) is analytic, regular 
in the sector (3.5) except for possible singularities that can occur only at zeros 
of 6(X). Since 6(h) is analytic in the sector (4.10), its zeros in the sector (3.5) 
are isolated, but they may cluster around the origin. I f  X is in the sector (3.5) 
and 1 h 1 is sufficiently large, R(h) is regular by Eq. (4.2). 
Now let X,, be an isolated singularity of R(X). In the neighborhood of X = X, , 
we have the Laurent expansion [26, Chap. III, Sect. 6.51 
I?(h) = -(A - A,)-1 P - f (A - X,)-n-l D” + R(A), (4.31) 
TZ=l 
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where a(A) is regular at X = A, . The operator P is given by 
P = --(2+-l s R(X) dh. 
r 
(4.32) 
D = (H - A,) P = -(274-l lr (A - A,) R(h) dh, (4.33) 
the integrals being taken along a closed contour r encircling A,, but no other 
singularities of Z?(X). 
It is well known that P2 = P. Hence, P is a projection, not necessarily 
orthogonal. It is referred to as the eigenprojection associated with A, . Further- 
more, 
D=PD==DP. (4.34) 
In the particular case under discussion, we can use Eqs. (4.8) and (4.12) for 
R(h) on r. These show that P belongs to the class 52 on 8. It follows that 
the range of P must be finite dimensional and that D is nilpotent [26, Chap. 
III, Sect. 6.51. Let the dimension of the range of P be denoted by N. Then 
DN = 0 [26, Chap. I, Sect. 5.31. 
In an obvious way, P is associated with a family of projections P(y) in the ’ 
Schmidt class on P. If N(v) stands for the dimension of the range of P(v), 
it follows from I, Theorem 5.8 that N = N(v), each eigenvector of P(y) 
being the restriction to fixed r+~ of an eigenvector of P. 
Now suppose that the set {bn(Kei@, w)} (n = l,..., N) is a basis for the range 
of P. In the Mellin representation, this means that 
bn(u, w> v) = I da,’ /-mm eQuP(u, w, u’, w’) e-p”‘b,(u’, w’, 9) du’. (4.35) 
Since P satisfies a symmetry relation of the form (4.29), 
6,(-u, W, v) = 1 dw’ /:m ecwu&u’, w’, u, OJ) ew”‘6,(-u’, w’, p) du’. (4.36) 
By I, Lemma 5.7, the kernel in Eq. (4.36) is the kernel of the adjoint 
operator P*(q) on P, the notation L2 being used for the Mellin transform 
of the space !Z2. The relation (4.36) thus says that {6,(-u, w, 9)) (n = l,..., N) 
is a basis for the range of P*(v). The kernel of P(v) can therefore be expanded 
according to 
emuP(u, w, d, w’) eccu’ = 5 Bnzeaubn(u, w) bl(--u’, w’) eemu’, (4.37) 
7t,l=l 
with some set of coefficients B,, . 
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Owing to the symmetry relation (4.29), it may be assumed without loss of 
generality that B,, = BI, . The coefficient matrix B is therefore congruent 
to a diagonal matrix, 
(4.38) 
where the matrix C is nonsingular [27, Chap. VI, Sect. 21. If we denote the 
inverse matrix C-l by A, then define 
it follows that 
al@, w> = : &b&, w>, 
?I=1 
(4.39) 
P(u, W, u’, w’) = f  a,(u, w) Dnnan(-u’, w’). 
?L=l 
(4.40) 
Since Pal is equal to al and the functions a, are linearly independent, 
D m nn s s 
dw a,(u, w) a,(--u, w) du = h . (4.41) 
--m 
It is assumed from now on that the functions a, are normalized so as to give 
D,, = 1. 
Given P(u, W, u’, w’), the kernel of the operator P in the momentum 
representation can be found as in Eq. (4.26). The general structure of P is 
expressed by Theorem 4.2. 
THEOREM 4.2. Let h = A,, be an isolated singularity of the two-particle 
resolvent R(h) and let the eigenprojection P associated with A,, be defined by Eq. 
(4.32). Then P belongs to the class 52 on @?(a, p, 3). Its kernel can be expanded 
according to 
Pfk, W, k’, w’, v) = i a,(ke;=, W) a,(k’eiO, w’), 
?l=l 
(4.42) 
where N is jinite, the functions a,(keim, W) belong to @(a, /3, 3), and 
s s 
co 
dw a,(keim, W) a,(keim, W) (keim)2 eim dk = a,, . (4.43) 
0 
Proof. If the functions a, are normalized such that D,, = 1, and Eq. 
(4.40) is used for P, the expansion (4.42) follows from Eq. (4.26) for P and 
Eq. (2.16) for a, . Similarly, Eq. (4.43) follows from Eq. (4.41) by standard 
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formulas for Mellin transforms. The integral in Eq. (4.43) does not depend 
on v by I, Corollary 2.8. This completes the proof. 
Remark 4.3. Let X = X, be an isolated singularity in the sector (3.5) 
and assume that 01 < 0 < fi, so that F may take the value 0. The Laurent 
series (4.31) for R(X) is associated with a series for R(X, cp). Now choose ‘p := 0. 
Since H(0) is self-adjoint, so are P(0) and D(0). Since D(0) is also nilpotent, it 
must actually be 0 [26, Chap. V, Sect. 3.51. Furthermore, X, must be on the 
negative real axis, arg X, = n. 
THEOREM 4.4. Let h = A. be in the sector (3.5), assume that 01 < 0 < /3, 
and let A, be an isolated singularity of the two-particle resolvent R(X). Then 
R(h) = -(A - A&l P + R(A), (444) 
where R(h) is regular at h = A,. The operator P is a projection with the prop- 
erties stated in Theorem 4.2. If y,, is any number satisfying 
0 < yo d y, o<yo<+‘, 
the eigenfunctions a, of P belong to 6(-y, , y. , 3). They satisfy 
(4.45) 
(H - A,) a,(kei@, W) = 0 
and may be chosen such that 
(4.46) 
gm(ke-i*, w) = a,(keim, w). (4.47) 
Proof. It follows from Eq. (4.33) that D belongs to the class s on 8. 
Since D(0) = 0 by Remark 4.3, D = 0. This reduces the series (4.31) to 
Eq. (4.44). Relation (4.46) now follows from Eq. (4.33) plus Eq. (4.42). 
As for a, being in O(-ro, yo), since X, is on the negative real axis by 
Remark 4.3, it is in the sector (3.5) whenever 01, p satisfy Eqs. (3.4) and (3.17). 
We may therefore take --01 = p = y. . The fact that X0 is an isolated singu- 
larity of R(h) does not depend on the particular choice of 01, /3 and neither do 
the functions a, . Since a, is in @(01, p), it follows that it is, in fact, 
in @C-r0 s yo)- 
It remains to justify the symmetry relation (4.47). To this end, it is helpful 
to identify -P as the residue of F at the pole X = X0 . Given the symmetry 
(4.28) for F and the fact that ho is real, it follows that 
P(k’, w’, k, o, -9)) = P(k, w, k’, w’, C& (4.48) 
From Theorem 4.2 it now follows that a,(ke-+, w) is an eigenfunction of P. 
Hence 
ii,@, w> = f M,t4k, w), (4.49) 
14 
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with some matrix M. Since M is Hermitian by Eq. (4.43), it may be diagonal- 
ized. Let us assume that this has already been done. Then Mz, = 1, again 
by Eq. (4.43). The function a,(k, w) can therefore be chosen so as to be real. 
This gives the desired relation (4.47) by Schwarz’s reflection principle and 
completes the proof. 
Remark 4.5. To study R(A) as an operator on 6, we have to restrict h 
to the sector (3.5). However, if f and g are in 6, Theorems 3.1 and 4.1 say 
that the integral 
s s 
dw m g( kei* , W) R(A, y)f(ke$“, w) (keim)2 eim dk 
0 
(4.50) 
does not depend on v and is analytic, regular except for possible poles, in the 
sector (3.14). Specifically, the integral can be continued across the rays 
arg h = 2rr and arg h = 0, although these are well known to be in the continu- 
ous spectrum of H(0). 
In the regions arg h > 27r and arg h < 0, there may be isolated poles. To 
discuss a pole at h = A, with arg A, > 2 V, it is convenient to choose 01’ such 
that arg A, < 277 + 201’. This requires CC’ > 0 and results in the pole being 
in the sector (3.5) for the space ~(cY’, p). 
The pole does not show up in any direct fashion if one studies R(h, 0), 
simply because q cannot take the value 0 if a’ > 0 and 01’ ,< ~J.J < j3. Theorem 
4.4 does therefore not apply to this case. In fact, there does not seem to be a 
reason why R(h) might not have multiple poles in the region arg h > 27r, but 
it should be remembered that a multiple pole requires N > 1. Theorem 4.2 
remains valid provided a! is replaced by (Y’, but all we can say is that Dz = 0, 
Dz-1 # 0 for some Z< N. This means that 
(H - ho)z a,(kef@, w) = 0. 
In the Mellin representation, a, satisfies 
(4.51) 
s s dw 
-1 (e2”% + ezy@) / a,(u, w)12 du < co. (4.52) 
Knowing a,(keim, W) for some q in 01’ < v < B, we know its Mellin transform, 
hence we know a,(u, w). Formally, one might deduce from Eq. (4.51) that 
[H(O) - Aolz-l a,(u, w) is an eigenvector of H(0). This statement is not quite 
correct, however, in the sense that a,(u, w) is not in P2. 
There is a similar argument for possible isolated singularities in the region 
arg h < 0. In fact, if R(h) on G((Y’, p) has a pole at A, , where arg A, > 2n, 
then the symmetry relation (4.28) implies that R(h) on 0(-b, -a’) has a pole 
at x0 , where arg x0 < 0. 
Theorem 4.4 and Remark 4.5 refer to isolated singularities of R(h) in the 
regions 0 < arg X < 2~ and arg X > 2~ or arg h < 0, respectively. We pro- 
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teed to examine poles on the positive real axis, the point being that these 
would be associated with bound states embedded in the continuous spectrum 
of H(0). Suppose the integral (4.50) had a multiple pole with arg h, = 27~. 
This would imply a multiple pole of (R(h, O)f, g) and would therefore violate 
the spectral theorem for the self-adjoint operator H(0). Hence, on the positive 
real axis there can be simple poles at most. 
Now remember that the interaction function vjl(xe@‘) belongs to 
@j-r, y, 3). From this it follows that zljl(xe-iq) xe-im belongs to 6(--y, y, 1). 
Hence, xa12ujXx) tends to 0 as x tends to co, by I, Lemma 2.4. Since analyticity 
requires that zljl(x) be continuous, it follows from a paper by Kato [28] that 
the spectral resolution of H(0) d oes not have discontinuities on the positive 
real axis. Hence, the integral (4.50) d oes not have poles on the positive real axis. 
It should be emphasized that Kato’s result applies to the two-body problem 
only. As for three particles, imagine particles 2 and 3 being strongly attracted 
to particle 1, with no interaction I’,, between 2 and 3. In this case, there may 
be excited three-particle bound states having energies equal to states in which 
particles 1 and 2 are tightly bound and particle 3 is free to move relative to 
the (12)-system. We thus have an obvious example of a bound state em- 
bedded in the three-particle continuum, the Auger effect being related to a 
situation of this kind. 
Since the three- and more body problems are discussed in detail later in 
this paper, it is useful to explore the properties of the resolvent in the neigh- 
borhood of poles in the continuum of H(O), assuming that these exist. 
According to Theorem 4.6, the situation is quite analogous to the case 
sketched in Theorem 4.4. This result is purely academic at this stage, but 
will be helpful for future reference. 
THEOREM 4.6. Let y,, satisfy Eq. (4.45), let f andg belong to @j-r0 , y,, , 3), 
and let h = A,, be an isolated singularity of the integral (4.50) having arg h, = 21~. 
Then 
R(h, 0) = -(A - A,)-’ P(0) + Iqx, O), 
where P(0) is an orthogonal projection on !?(3) with kernel 
(4.53) 
P(k, w, k’, w’, 0) = f  an(k, W) a,(k’, w’). 
11=1 
(4.54) 
The functions an(k, w) may be chosen real and orthonormal. They are restrictions 
of functions a,(keip, W) in 6(-r,, , y0 , 3) and satisfy the equation 
[H(O) - A,] an(k, W) = 0. (4.55) 
If R(A, v) in Eq. (4.50) is replaced by &A, 0), this yields an integral which is 
regular in the sectors rr < arg h < 2n and 0 < arg X < r. It may have poles 
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on the ray arg X = rr and can be continued analytically across the rays arg h = 2~ 
and arg h = 0 to the sector -2y, < arg h < 27~ + 2yo . 
Proof. We first choose 01 > 0 and apply Theorem 4.2 on G((Y, y,J. This 
yields the eigenprojection P with eigenvectors a,(keim, w) such that 
exp(y,u) a,(@, w) belongs to e2(3). S ince h, can only be a simple pole, the 
expansion of R(X) reduces to the form (4.44), a, satisfying Eq. (4.46) on 
@(or, y,,). The residue of the integral (4.50) is given by 
- 
s s 
dw m g(h@, W) P(v) f  (keim, w) (keim)2 eim dh (4.56) 
0 
and does not depend on ~JI. 
Now that we have the expansion (4.44) for R(h), we move X to arg h < 23r, 
then take 01 < 0 and v = 0. This gives an expression for (R(h, 0) f ,  g). If we 
now let arg h tend to 27r, we see a pole at h = ho with residue (4.56). 
There is a similar expansion for R(h) on 6(-y,, -a). This has a pole at 
x =po, with 1 p. 1 = ho and arg p. = 0. It is associated with an eigen- 
projection having eigenvectors b,(keim, w), say. Now, the residues of 
(W, 0) f,  g) at X = ho and X = p. must be the same, by the spectral theory 
for the self-adjoint operator H(0). It follows that the kernels P(u, W, u’, w’) 
of the eigenprojections must be the same. Hence, b,(u, w) is a linear com- 
bination of the functions a,(u, w). As a result, exp(y,u) b,(u, w) is in Z2. Now, 
exp( - you) b,(u, w) must also be in e2, since b, is in B(-y. , -a). From 
this we conclude that b, is actually in (ti(- y. , yo). The same applies to a, 
and there is no loss of generality in assuming that a, = 6, . 
It follows in particular that an(k, w) is in Q2. Hence, we may take CJJ = 0 
in Eqs. (4.42) and (4.46) to obtain Eqs. (4.54) and (4.55). 
It follows from general facts about self-adjoint operators that P(0) is self- 
adjoint, hence an orthogonal projection. In the special case under discussion, 
we may also refer to the end of Section 4.2 to see that P satisfies the symmetry 
relation (4.48). This makes it possible to choose the functions an(k, w) so 
that they are real, as in the proof of Theorem 4.4. Orthonormality now follows 
from Eq. (4.43). 
The statements about E(;\, 0) follow from Theorems 3.1 and 4.1 and 
Remark 4.3. This completes the proof of Theorem 4.6. 
5. RESONANCES AND DECAYING STATES 
5.1. The Scattering Cross Section 
In case R(X) has poles in the regions arg h > 27r and arg h < 0, these give 
rise to resonance scattering. The present section is devoted to an heuristic 
discussion of this point. 
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Our Hamiltonian reads 
H(O) = --v2 + 4a (5.1) 
v being a typical function vjl as defined by Eq. (3.16). Suppose now we wish 
to evaluate the cross section for scattering of plane waves eip.X into plane 
waves eiq’x where p, q, and x are three-dimensional vectors. In general, we do 
not use boldface letters to identify vectors, but in this particular section we 
want to make an exception. The scattering amplitude is given by [29, 
Section 371 
A(q, p) = -(4n)-l J” exp[(ip - iq) f x] v(x) d3x 
(5.2) 
+(4n)-l hi J” e-iq.xv(x) R(p2 + it, 0)0(x) eip.x d3x, 
the 0 in R(p2 + ie, 0) indicating that g, = 0. Keeping p and q fixed, we 
imagine x expressed in terms of x and W. Next, we assume that v(x) is such 
that the functions 
v(xeciw) exp(ip . xecim), v(xewim) exp( -iq . xecim) (5.3) 
are analytic in xe&m and belong to 8( -,!I, /3, 3) for some p > 0. Among other 
things, this requires that v(xe@‘) tends to 0 sufficiently fast as x tends to co. 
If this condition is fulfilled, Remark 4.5 says that x in the second term on the 
right in Eq. (5.2) may be replaced by xe-ip, and R(p2 + ie, 0) by R(p2 + in, y), 
with some convenient v < 0. It is true that Remark 4.5 is formulated in terms 
of momentum variables, but we know from Corollary 2.5 that we can go over 
to the position representation, keim with v < 0 correspondig to xe-ia’ with 
q < 0. Once v < 0 in Eq. (5.2) we have a resolvent which can be continued 
in h to the region arg X < 0. Hence, the limit with respect to E can be per- 
formed without difficulty. 
To be specific, assume now that R(X, ‘p) has a simple pole at h, = E -. Z/2, 
where r > 0, hence arg X, < 0. Let r be small, so that h, is close to the ray 
arg X = 0. Let the range of the eigenprojection P be one-dimensional and 
suppose that the eigenvector does not depend on W. In Section 4.3, the eigen- 
vector was denoted by a, but we now prefer to call it ‘P(xe+). 
If p2 is close to E, the pole-term in the Laurent expansion of R(p2, v) 
is much larger than the term B(p2, T). Hence the scattering amplitude may be 
approximated by 
A(q, p) M (47r-l O-,O,(E - p2 - iI’/2)-1, (5.4) 
409/47!3-15 
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where 
0, = / Y(xe-iv) v(~e+~) exp(ip * xecim) d3(xe-iv). (5.5) 
The integral 0, does not depend on q~ provided v is in an interval 
(Y < v < /3’ < 0 in which !P((xe@q) and the expressions (5.3) are square- 
integrable. Since !P(xe&m) does not depend on the polar angles w by assump- 
tion, 0, does not depend on the direction of p. Conservation of energy implies 
that p = Q. Hence we may write 
0, = o-, = o-, = 0,. (5.6) 
The total cross section then takes the form 
u = 4rr 1 A(p, py R5 (&r-l j @,I4 [(p” - E)2 + P/4]-‘. 
By the optical theorem, u must satisfy 
(5.7) 
a = 4i~p-l Im A(p, p). (5.8) 
Now if r were 0, then Y(x) would exist and would be real by Theorem 4.6. 
We could take q = 0 in Eq. (5.5) so 0, would be real. Suppose now that 
0, is approximately real. The optical theorem then gives 
hence 
r m (27r-lpO,2, W) 
u w ~Y~p-~[(p~ - E)2 + Y2/4]-l. (5.10) 
This is precisely the Breit-Wigner formula for a resonance at energy E having 
width lY 
The approximation (5.7) is best if p2 is close to E. Since F does not depend 
on p, it would seem best to invoke the optical theorem at p2 = E, and to 
replace p by E112 in the expression (5.9) for r. 
5.2. Perturbation Theory 
The results (5.9) and (5.10) may also be obtained by applying time- 
dependent perturbation theory to a model in which transitions from the 
state ei0.x to states edq’x take place via an intermediate state with wave function 
Y(X) and mean lifetime 1 /r. In the model, it is assumed that Y(X) has suitable 
integrability properties. The system is enclosed in a cube of side L and we 
impose periodic boundary conditions. Thus, there are unperturbed wave 
functions 
u 9 (x) = L-3Peiq.x (5.11) 
the components of q taking the values 2nnL-I, with n = 0, f I, f2,.... 
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To allow the system to be in the state Y, we consider two-component wave 
functions having the form 
(5.12) 
the coefficients C,,(t) and B(t) to be determined from the Schrodinger equation 
( 
-v - iajat 44 
44 -V2 + V(X) - is/at ) ‘(x’ t, = O* 
(5.13) 
This equation allows transitions between states having different values of q, 
but these are due entirely to the off-diagonal elements V(X). Hence, they 
require Y as an intermediate state, in agreement with intuitive ideas about 
resonances proceeding via decaying compound states. 
We now investigate our model using the standard physics language of 
perturbation theory, with no attempt at justification. Since we are assuming 
that Y(x) is a well-defined function satisfying 
[-V2 + v(x) - E + iT/Z] Y(x) = 0, 
the Schrodinger equation can be written in the form 
(5.14) 
-Z&(t) u,(x) e-Qt + B(t) v(x) Y(x) eciEt = 0, 
(5.15) 
,Z$Jt) v(x) us(x) e--iQat - i(T/2) B(t) Y(x) ciEt - i&t) Y(x) e--iEt = 0. 
(5.16) 
The scattering problem corresponds to the initial condition 
Gl(O) = 1, cm = 0 (4 f P), B(O) = 0. (5.17) 
In first approximation, we take C,(t) = 1, Ca(t) = 0 (q # p) in Eq. (5.16). 
Multiplying by Y(x), integrating over x with the help of Eq. (4.43), and 
solving the differential equation for B(t) gives 
B(t) M L-3/2@p(e-rt/2 - @t-iPQ) (E _ ~2 - ir/2)-1. (5.18) 
At large times, the term with e-rtl2 may be omitted. 
We now insert B(t) in Eq. (5.15), multiply by u-,(x) and integrate over the 
cube, so that we can use the orthonormality of the functions u,,(x). The 
second term in Eq. (5.15) then takes on a factor 
s 
L 
U-~(X) v(x) Y(x) d3x M L-3/2O, . 
0 
(5.19) 
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The equation can now be solved for C&t) (q # p), with the result that 
C&t) w L-W,@,(e’ a -’ %Q t dt - l)(qZ -p")-'(E - p2 - qq-1. 
When t becomes large, it follows that 
(5.20) 
I Cdt)12 = 27ftL-6 1 o,o* 12 S(q2 - p”) [(p” - E)2 + P/41-1. (5.21) 
Since the number of allowed final states in a box of volume d3q in momentum 
space is 
p(q) d3q = (25~-~ L3 d3q, (5.22) 
the transition probability per unit time, integrated over all directions of q, is 
w = 47r-1 
i I Cc,(t)12 p(q) q2 dq = (2rL3)-lp I 0, I4 [(p” - E)2 + r2/4]-l. 
(5.23) 
Now since the functions u,(x) e- iQ2t solve the Schrddinger equation 
(V2 + a/at) #(x, 2) = 0, (5.24) 
they satisfy the continuity equation 
a/at 1 #(x, t)12 + div{Re[--2$(x, t) grad #(x, t)]} = 0, (5.25) 
the quantity in curly brackets being the flux vector. This contains a factor 2 
due to our choice of coordinates in the Schrodinger equation. In other words, 
the initial plane wave u,(x) corresponds to flux ~PL-~. The cross section cr 
is the transition probability per unit time and unit incoming flux. With Eq. 
(5.23), this takes precisely the form (5.7). 
To relate r to the interaction, we now assume explicitly that the decay of 
the state Y is due entirely to transitions to states u, . Specifically, we consider 
the initial conditions 
C,(O) = 0, B(O) = 1 (5.26) 
and demand that r be equal to the transition probability per unit time from 
the state Y into all possible states uq. With the approximation B(t) = 1, 
Eq. (5.15) now gives 
Cq(t) m L-3/2@,(e++-iEt - 1) (E - q2)-l. 
Hence, for large t, 
(5.27) 
1 Cq(t)12 M 27rtL-3 1 0, 12 8(q2 - E). (5.28) 
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The transition probability per unit time is now given by 
(5.29) 
If 0 is real, this is the same as the expression (5.9) for r with p replaced by 
El/z. 
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