Scholars have long conjectured that the return to knowing a language increases with the number of speakers. Recent work argues that long-run economic and political integration accentuate this advantage, leading larger languages to increase their population share. I show that, to the contrary, language size and growth are uncorrelated for languages with ≥35,000 speakers. I incorporate this finding into an evolutionary model of language population dynamics. The model's steady-state follows a power law and precisely fits the size distribution of the 1,900 languages with ≥35,000 speakers. Simulations suggest the extinction of 40% of languages with <35,000 speakers within 100 years.
If as one people, speaking the same language, they have begun to [build this tower] , then nothing they plan to do will be impossible for them. Come, let us go down and confuse their language so they will not understand each other.
-The Tower of Babel, Genesis 11:6 (New International Version) Paulina Sugiarto's three children played together at a mall here the other day, chattering not in Indonesia's national language, but English..."They know they're Indonesian," Ms. Sugiarto, 34, said. "They love Indonesia. They just can't speak Bahasa Indonesia. It's tragic." -New York Times, July 25, 2010
Why don't all people speak the same language? At least since the book of Genesis, scholars have puzzled over the diversity of human speech. In the story of the Tower of Babel, a common language enables the Semites to build a tower to heaven. Yahweh, displeased by this challenge, fragmented their speech into many different languages so they could not work together. This is perhaps the first formulation of the idea of increasing returns to scale.
At one level, a language is just a communication network, and differences between languages are costly barriers to the flow of information and the possibility of economic exchange (Lazear, 1999) . The theory of network externalities proposes that the benefits of belonging to networks grow with their size Shapiro, 1985, 1986; Leibovitz and Margolis, 1998) . While this literature is primarily concerned with technologies such as operating systems, media players, and telecom, the idea also applies to languages. In all cases, the positive externality is grounded in a standardized way of exchanging information.
Increasing returns to size suggest the number of languages should be small. The rise of English as the world's lingua franca is often cited as an example of the returns to size. English has 335 million native speakers and more than 1.2 billion second language speakers (Crystal, 2003) .
Learning two languages is more costly than one, so some children of those 1.2 billion will learn English as their primary language. If this is true for English, why not for Mandarin, with its 178 million second language speakers, or Russian with its 110 million? What about the several large languages of India and their many smaller cousins?
Increasing returns are an appealing idea, but evidence on their existence or ensuing consolidation of languages is scant. We do know that we are far from a one-language world today. Between 6,000 and 7,000 languages are spoken as a mother tongue. However, the size distribution of these languages is skewed in a very striking and suggestive way. Research on the dynamics of language population, which is primarily conducted by scholars interested in language policy, suggests that the few dozen largest languages have a very strong competitive advantage over the rest (Grin, 1992; de Swaan, 1993; Laitin, 1993; Church and King, 1993; Fishman, 1998; Van Parijs, 2000; Choi, 2002; Van Parijs, 2003; Wickstrom, 2005; Van Parijs, 2010) . These scholars share a common set of assumptions about how the relative size of languages change over time. Two forces are at play: 1) Increasing returns to language size in the form of a network externality favors the growth of large languages at the expense of small ones. 2) For small languages, protection by the state, social prestige, isolation, and cultural vitality can offset their size disadvantage. The smaller the language, the larger the offsetting factors must be. Language sizes will adjust until these two forces equilibrate. Economic and political integration increase the returns to size. Integration is exemplified by globalization and the formation of the European Union in our time, but also includes longer run processes such as the centuries-long fall in transport costs that transformed local economies into regional and national ones. Scholars of language dynamics draw one such ongoing processes when they argue that the size distribution is out of equilibrium and that there in an ongoing divergence in language size. The general view is that over the next hundred years, only a few dozen large languages and those smaller languages that have official state protection will survive. About 350 languages fall into this group. (Weber, 1976; European Commission, 2006) . 1 The state played an important role in promoting this outcome through the use of French in administration and education to the exclusion of other languages. England, Spain, and Russia followed similar paths.
This paper moves beyond this case-based approach and conducts a rigorous, large-N study the dynamics of language size. The analysis has three main steps: 1) I assemble a new dataset from national censuses to investigate whether, as divergence requires, larger languages are in fact growing faster than smaller ones. 2) I find that the data does not support the existing model. I
develop a new theoretical model of language population dynamics that builds on an understanding of linguistic evolution. The model predicts that the steady-state size distribution of languages will be Pareto. 3) I fit the theoretical distribution of the model to the Ethnologue data on the size of all languages. It is an excellent fit for languages larger than about 35,000 speakers.
The first task of this paper is to test empirically for divergence. Are large languages growing more quickly than small ones? I collected census data from 15 countries to produce a novel set of language growth estimates. The data covers 334 languages, some over multiple periods, for a total of 628 growth observations. It is a selected sample, so we need to use caution in interpreting the results, but it is a vast improvement on the existing evidence.
The new data shows that language population growth is actually independent of language size for languages with more than 35,000 speakers. There is no size trend in either the mean or variance of growth rates above this level. Below 35,000 speakers, the growth rate is negatively correlated with size. There are around 1, 900 languages worldwide with more than 35,000 speakers and they are the mother tongues of 99.5% of the human population.
Divergence only seems to be occurring among very small languages. The relative size distribution appears to be close to equilibrium for larger ones. The existing theory is not well supported by the growth data. It is possible that size confers an advantage only for small languages. I will Notes: Language size is defined as the number of people who speak it as their first language or mother tongue. Panel (a) : Kernel density estimate of the log population for 6,210 languages. Dashed lines show the µ ± 2σ tails of a lognormal fit to the data. Bandwidth computed using Silverman's plug-in estimate (Cameron and Trivedi, 2005) . Panel (b): Cumulative population by language rank. Data is from the World Language Mapping Survey (WLMS, 2011) . Population data at the country level is adjusted to year 2000 and aggregated as described in the text.
return to the question of small languages later.
The independence of language size and growth is an instance of Gibrat's rule of proportinate growth. Gibrat's 1931 study of inequality, followed by contributions from Zipf and Champer- Notes: Plot of rank and size for the 1,868 languages with population above 35,000. Data are from the WLMS. Population data at the country level is adjusted to year 2000 and aggregated as described in the text. A small amount of noise has been added to make the mass more evident.
nowne, spawned a large and rich literature on size distributions in economics. Cities and firms, to take the two most important examples, follow Gibrat's rule and have Pareto size distributions (Zipf, 1949; Champernowne, 1953; Krugman, 1996; Sutton, 1997; Gabaix, 1999; Axtell, 2001; Gabaix and Ioannides, 2004; Eeckhout, 2004; Luttmer, 2007; Cordoba, 2008; Rybski et al., 2009; Saichev et al., 2009 ).
In the model, languages follow Gibrat's rule by growing at random rates independent of size.
They are also subject to the evolutionary processes of speciation and extinction. Comparative linguists have painstakingly reconstructed the genetic relationships among languages that show speciation occurs. Just like biological genes, a language lacks a master copy. Mutations in grammar, pronounciation, and lexicon occur and diffuse through the population. Incomplete diffusion can eventually lead to speciation and the emergence of two distinct "daughter" languages. A language becomes extinct when the number of native speakers falls to zero. Written grammars and dictionaries have not been sufficient for the revival of a language as a mother tongue.
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The evolution of S , the size of language is governed by three factors: 1) geometric Brownian motion, which creates size-independent growth, 2) a speciation hazard, and 3) a minimum size s 0 below which languages are extinct. The steady-state that emerges from this simple framework is a type of power law called the double-Pareto distribution (Champernowne, 1953; Reed and Jorgensen, 2004 ).
The double Parteo (henceforth DP) distribution is defined for sizes above s 0 .
If language size follows the DP distribution, a plot of log size against log rank produces a piecewise linear shape with slopes α and β on either side of a threshold s * . Figure 2 shows a ranksize plot for languages with more than 35,000 speakers. The data have been jittered to make the mass of the distribution easier to see. The language data shows an approximately linear shape from 10 4.5 to 10 7.5 , or three orders of magnitude. Above this level, a steeper but still linear relationship appears to hold.
The third task of the paper is to fit the DP distribution to the data using maximum likelihood.
Since the DP is defined only for sizes larger than s 0 , I must specify a value of s 0 . In studies of size distributions, this specification is sometimes done rather loosely. In my study, I settle on a conservative choice of s 0 =35,000. The fit to the data is pleasingly precise. A KS test fails to reject the null hypothesis that the data is drawn from the DP distribution with p=0.95. I estimate α=0.342 below the threshold s * =863,400 and β=0.663 above it. These scaling exponents are smaller than those typically found in the literature on firms and cities, which are near 1. This implies that the distribution of languages is more extreme than firms and cities. Gomes et al. (1999) also found a two-regime scaling law using this data, though they did not statistically estimate the coefficients or thresholds. They report coefficients of 0.5 and 1.0 for the regimes, which it appears they eyeballed as there is no discussion of estimation. (Wichmann, 2005) , perhaps unaware of this earlier work, claims that no scaling relationship exists, but seems to have considered only a single-regime law and did not consider the issue of thresholds.
The empirical size distribution of languages is thus consistent with a dynamic equilibrium in which all languages larger than 35, 000 follow Gibrat's rule. In other words, the model allows me to generalize the finding from the growth data to all languages.
One implication of this result is that we can think of 35,000 as a rough measure of the current minimum viable size of a language. Responding to concerns about the loss of cultural diversity that follows language extinction, UNESCO conducted an assessment of the extinction risk for all languages (Moseley, 2010). They rated languages on nine different factors, one of which was size, and aggregated the results to produce a risk measure. They estimated that 1,649 languages are in danger of extinction in the next century.
I simulated the extinction process by applying the size-growth relationship estimated from census data to the current size distribution of languages. I use 100 speakers as my extinction cutoff. The simulation runs for 100 years. In the average run, 1,608 languages go extinct, which is about 26% of the current total and close to the UNESCO estimate.
Sutherland (2003) applied the International Union for the Conservation of Nature (IUCN) criteria for animal endangerment to languages and estimated that 1,250 are endangered. If I apply the same criteria set to my simulation data-a 20% chance of extinction within 100 years-to the simulation runs, I find that 1,645 languages are endangered.
In summary, my results show that the size distribution of languages is consistent with a steady state above a lower bound of 35,000. Census data on the growth of a selected sample of languages supports this conclusion directly, and justifies assuming size-independent growth in a new model of language population dynamics. The new model predicts a steady state size distribution that is a good fit to comprehensive data on the size of all languages larger than the lower bound. A simulation using the size-growth data produces estimates of language extinction consistent with other approaches.
The remainder of this paper is organized as follows. Section 1 produces some initial empirical estimates of language growth from census data and shows that Gibrat's rule applies to languages.
This evidence suggests a new model of the dynamics of language population that takes Gibrat's rule, language speciation, and language extinction as primitives. Section 2 provides background on speciation and extinction. I develop the model in section 3 and derive the steady state size distribution. Section 4 fits the distribution to data on all languages and performs tests. Section 5 simulates the extinction of languages over the next 100 years. Section 6 discusses the results and their implications for the evolution of language and language policy.
Gibrat's Rule for Languages
This section provides evidence that, contrary to the view of the existing literature, the growth rates of languages are independent of their initial size. This evidence suggests that, over a large range, the size distribution in equilibrium. I use it to construct a new model in which size-growth rate independence is one of three main assumptions. The model is then tested on a different dataset.
I collected data on the sizes and growth rates of languages from national censuses. I believe this is the first such dataset to be assembled. While national censuses are the only source of highquality information about how language populations change, only a fraction of censuses have asked comparable questions about language across multiple years. While I have the best data available, it is a selected sample. We should proceed with this caveat in mind.
My principal sources are the IPUMS census microdata archive and the published volumes of the Census of India (India, 2008; Minnesota Population Center, 2011) . The IPUMS contains usable data on language population for 14 countries. Censuses frequently adjust the category labels used to report an individual's language. For example, a language may be reported by its dialects in some years and not others. Alternative names are sometimes used in different years. In preparing the data, I check the coding of languages against the Ethnologue database to ensure consistency across census years (Lewis, 2009). Ethnologue uses the standard ISO 639-6 language codes and reports relationships among languages, alternative names, and other useful information.
The top panel of Figure 3 uses circles to plot language growth rates against the index-adjusted base population on a log scale. Growth rates and population size appear completely uncorrelated.
The Spearman rank correlation of growth rate and size is a very small ρ = −0.05. I fail to reject the null hypothesis that growth rate and size are independently distributed with p = 0.22.
I compute an estimate of the mean growth rate conditional on size using a local-linear kernel regression (Cameron and Trivedi, 2005) . The estimates are shown as a solid line on the plot.
Dashed lines provide 99% confidence intervals computed using the wild bootstrap method (David- Notes: The circles plot the average annual growth rate of a language across two census years against its population. Lines plot estimates of the conditional mean and standard deviation from local-linear kernel regressions along with 99% bootstrapped confidence intervals. The data come from population censuses for Bolivia, Cambodia, Canada, India, Mexico, Peru, Hungary, Indonesia, Mali, Morocco, Philippines, Romania, Senegal, South Africa, and Switzerland. (The Indian data is only available for languages with more than 10,000 speakers.) Base years range from 1970 to 2000: Population is adjusted to 2000 using country-specific growth rates calculated from the WDI database (World Bank, 2012 because the Indian census only tabulated growth rates for languages above that size. There are also more outliers among small populations, some of which is likely due to sampling error.
The bottom panel of Figure 3 shows estimates of the conditional variance of the average annual growth rates. I use local-linear kernel regressions to compute E(g) and E(g 2 ), the estimated conditional first and second moments of the growth rate, and then combine them to estimate the conditional variance:
The estimated conditional variance falls somewhat as base population grows, at least in part due to sampling error. For sizes above 10 4 there is no trend in the estimate. The model will make use of this evidence as an assumption.
Language Evolution and Extinction
A human language is a coding system that allows information to be transmitted between individu- 4 New languages can also arise when populations speaking different mother tongues come into contact and interact. A pidgin language may develop from cross-group communication. Pidgins incorporates elements from the various languages present and have highly simplified structures. If children come to learn the pidgin as their mother tongue, its structure will gain complexity and become a fully fledged language known as a creole. I will now develop a simple model of language population dynamics. The model starts by assuming language size follows a random process consistent with Gibrat's rule. In other words, the first empirical result of the paper justifies an assumption of the model. Languages speciate with a fixed hazard and become extinct if they fall below a minimum size. The model is thus firmly grounded in the empirical understanding of language population and linguistic evolution I have provided so far. These primitives produce a steady-state in which the distribution of language population size f (s) follows the DP distribution, which is a type of power law.
Random Growth
Consider a particular language that has a population size S t . We will study the evolution of S t in continuous time following methods outlined in Gabaix (2009) . I take changes in population dS t to be random and to follow Gibrat's rule. In particular, I assume S t follows geometric Brownian motion given by
where W t is a Weiner process, µ measures the mean drift, and σ measures volatility. It is easy to see that the growth rate dSt St does not depend on S t . Note that this formulation implies that the variance of growth does not depend on size, which goes beyond the standard Gibrat formulation but is supported in Section 1.
Suppose that we have a collection of such languages L with a population size distribution f (s, t). The dynamics of f (s, t) is then described by a forward Kolmogorov equation, which is a commonly used tool from the theory of stochastic processes. Under the assumption of geometric Brownian motion, this equation is given by
The steady-state distribution f (s) can be found by setting ∂ t f (s, t) = 0. It is not difficult to show that the log-normal distribution satisfies equation 3 in the steady state (Eeckhout, 2004) .
Speciation and Extinction
Allowing for speciation and extinction changes the steady state distribution. For ease of exposition,
I rewrite equation 3 in terms of the number of languages of each size n(s, t) = N (t)f (s, t). N (t)
is the total number of languages at time t. This gives us
Let any language whose population falls below a minimum size S 0 become extinct. This implies that the process described in equation 2 is absorbed at S t = S 0 and that n(S 0 , t) = 0. A standard result shows that all languages will cross the extinction threshold S 0 in finite time (Gardiner, 2004 ). This means that f (s, t) will eventually become degenerate and the overall population of the languages L will fall to zero.
Speciation provides a supply of new languages that prevents the distribution from becoming degenerate. I let every language with size S t face a constant hazard of splitting into two daughter languages. The sizes of the daughter languages will sum to S t . Formally, with probability λdt, the process S t splits into two smaller processes of sizeρ t S t and (1−ρ t )S t whereρ t is a random variable Every language faces the same speciation hazard λ. For each sizes ∈ [s 0 , ∞), speciation will reduce the number of languages n(s, t) by λn(s, t). Speciation will increase n(s, t) as some languages larger than sizes will happen to generate a daughter language of sizes. Equation 4 then becomes ∂ t n(s, t) = −∂ s µs n(s, t) + ∂ ss 1 2 σ 2 s 2 n(s, t)
The third term captures the effect of speciation. The first two terms within the expectations operator show the increase in the number of languages of size s resulting from the splitting of languages larger than s. To see this, supposeρ t is fixed atρ. The number of languages of size s will increase from the speciation of languages of size 
Steady state
I will now find the steady state distribution of the model. First rewrite equation 5 in terms the distribution of sizes s at time t using f (s, t) = n(s,t) Nt
. The steady state is defined by ∂ t f (s, t) = 0.
Dropping the time argument, we have
Suppose that f (s) follows a power law f (s) = s −1−ζ , where ζ > −1. We can insert this as a candidate solution into equation 6 and obtain
Simplifying removes all terms involving s and gives
If we specify that ρ is drawn from the uniform distribution U [0, 1], we can solve the expectation to get a cubic equation in ζ:
This equation has two roots that are greater than −1, which I will denote as α and β. The general solution is therefore f (s) = C 1 s −1−α + C 2 s −1−β . An interesting property of the solution is that α < 1. Let s * be the value of s for which the exponent changes. The density function for the solution is then:
where
. This is the double Pareto (DP) distribution, where double refers to the two exponents α and β. The single Pareto (SP) distribution obtains when α = β, or when one of the roots is zero. While most empirical work that estimates power laws fits the SP, the DP has a long history reaching back to Champernowne (1953) . The WLMS population estimates are drawn from censuses, the linguistics research literature, and submissions from field correspondents. The estimates are made at the country level. Since not all estimates are made at the same time, I adjust them to 2000 using country-specific growth rates computed from the World Development Indicators database (World Bank, 2012) . To make the adjustment, I need to know the date a population estimate in the WLMS was made. This information exists for 89% of the country-language observations. I then aggregate the adjusted population estimates to the language level. This procedure produces population estimates for 6,210 languages. Figure 5 presents the full counter-cumulative distribution in panel (a) . I have again added a random jitter to make it easier to see where the mass of the distribution lies.
Fitting the Steady-State Distribution
I fit the DP distribution to the language population data using maximum likelihood. The likelihood
This likelihood is defined only for s > s 0 . In order to fit it, we must choose a value for s 0 .
Choosing s 0 is a problem faced whenever we fit a power law. Early work on power laws that Let F (s) be the empirical CDF and G(s) be the theoretical CDF. We estimate the parameters α, β, and s * by maximum likelihood and insert them into the theoretical CDF. The KolmogorovSmirnov D-statistic measures the maximum distance between the empirical and theoretical CDFs:
The statistic T = D √ N allows us to test the null hypothesis that the empirical CDF follows the theoretical CDF.
I maximize equation 11 for a range of possible values of s 0 and compute both D and a p-value for the test statistic T . Figure 6 shows the results. The top panel shows that s 0 =17,900 provides the best fit of the data to the DP distribution. It is a global minimum, though values of s 0 up to about 36,000 fit nearly as well. The bottom panel shows that we fail to reject the null hypothesis that the data follows the DP distribution for s 0 ¿14,000 at the 10% level. The conclusion we draw here is that any value of s 0 above 14,000 is plausible, with values between 17,900 and 36,000 providing with the added assumptions of 1) a lognormal initial state and 2) observation of the data after an exponentially distributed time has elapsed. The LNDP has previously been fit to city data by Giesen et al. (2010) .
Let p be the fraction of observations below s 0 and µ and σ be the mean and standard deviation of the left-truncated lognormal distribution. We can write a likelihood function for the entire distribution as
where φ(x) and Φ(x) are the standard normal density and distribution, respectively, and θ = (α, β, µ, σ, s 0 , s * ). Maximizing this likelihood yields the estimate s 0 =26,900. This likelihood is somewhat difficult to estimate because 1) it has two discontinuities and 2) the lognormal and DP distributions have very similar shapes in the right tail. I used differential evolution to do the optimization. This procedure does not require a continuous or differentiable objective function.
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Recall that I showed evidence in Section 1 that language population growth is consistent with
Gibrat's rule for languages larger than about 35,000. Below that size, there is weak evidence that average growth is lower. The values of s 0 suggested by the LNDP and the KS test are in broad agreement with this other evidence. I make a conservative choice of s 0 =35,000. Thirty percent of all languages are larger than 35,000. Figure 7 shows the fitted distribution overlaid on a jittered plot of the data. The fit is very good. Table 1 presents the maximum likelihood estimates of the parameters for s 0 =35,000. The fitted distribution follows the exponentα=0.342 below theŝ * =836,400 threshold andβ=0.663 above the threshold. Using the KS test for goodness of fit, I fail to reject the null hypothesis that the empirical distribution follows the estimated theoretical distribution with p=0.95. Figure 8 shows the LNDP fit to the entire dataset.
The estimated power law exponentsα=0.342 andβ=0.663 are small compared to those for cities or firms, which are typically close to one (Zipf, 1949; Axtell, 2001; Rozenfeld et al., 2011) .
They also fall on the small side for other phenomena that exhibit power law behavior (Clauset et al., 2009; Rybski et al., 2009) . Smaller exponents correspond to a longer left tail. The 30 or so largest languages fall below the fitted line, meaning that they are smaller than we would expect if the languages followed the fitted theoretical distribution. This is not surprising as the theoretical distribution has a nonfinite mean for β < 1, while the empirical data must have a finite mean. Under these conditions, the very largest observations should fall below the fitted line in expectation (Newman, 2005) .
Double and Single Pareto Fits Compared
Most of the empirical literature on size distributions fit the SP distribution to the upper tail. It is difficult to compare the fit of the estimated SP and DP distributions as they cover different subsets of the overall data. However, a likelihood ratio test will show whether the LNDP or LNSP fits better. Since the distributions are nested, the LNDP, with its additional parameter, will necessarily fit at least as well as the LNSP. Let L N be the null likelihood, the LNSP, and L A the alternative likelihood, the LNDP. I compute the test statistic T is using the estimated likelihoods
T approximately follows a χ 2 distribution with one degree of freedom (Clauset et al., 2009) . I compute T = 20.74, and reject the null distribution in favor of the alternative with p < 0.001. This is quite a large difference in ratios, meaning that the additional parameter makes a substantial 
The Size Distribution of Species
My evolutionary model could easily be applied to biological species as well as languages. 
Language Evolution and Extinction
Scholars and policy makers have been concerned since at least the early 1990s about the extinction risk faced by small languages. As I discussed in the introduction, the existing literature on language population dynamics suggest that this risk is faced by the great majority of languages.
The minimum viable size for a language depends on circumstances such as geographic isolation, the extent of bilingualism, state support, domains in which the language is used, properties of alternative languages, and the robustness of intergenerational transmission. A wide range of thresholds have been proposed for a rule of thumb below which a language should be considered in danger. Some scholars have suggested 1,000,000 (de Swaan, 1991; Fishman, 1998; Graddol, 2004) . Others have suggested 10,000 (Hale, 1992; Krauss, 1992; Crystal, 2000) .
Growing alarm at the potential loss in cultural diversity from language extinction prompted UNESCO to conduct a thorough and careful risk assessment for all languages (Moseley, 2010).
The assessment evaluates nine factors and results in a judgment that the language is safe, vulnerable, or endangered. In addition to the number of speakers, the assessment includes to what degree the language is being learned by children, social domains in which the language is used and not used, government policy, and community attitudes. Notes: Data are from UNESCO. Kernel density estimate of the size distribution for 1,649 languages considered endangered. Bandwidth computed using Silverman's plug-in estimate (Cameron and Trivedi, 2005) .
Most UNESCO endangered languages are below the threshold at which Gibrat's rule holds (section 1) and below the lower bound of the DP fit. These estimates were produced using a completely different procedure, and it is reassuring that they are in broad agreement about the sizes of languages that are threatened with decline.
What does my analysis suggest about how many languages will go extinct? To explore this question, I simulated 100 years of evolution by applying the size-growth rate relationship estimated in section 1 to the full size distribution of the world's languages. I took the relationship as fixed over the simulation, and did not allow speciation. I estimated the conditional mean and variance of annual growth at 10,000 log size bins from a local-linear regression. In each simulation year, each language is matched to the appropriate size bin, and a growth rate is drawn from a normal distribution with the estimated mean and variance of growth associated with that bin. Languages that fall below 100 speakers are considered to be extinct and are not included in the next year.
Averaging over 1,000 simulation runs, 1,608 languages, or 26% of the current total, have gone extinct. This estimate is quite similar to the 1,649 languages UNESCO considers to be endangered.
If we suppose a reasonable measure for endangerment is a 25% probability of going extinct in 100 years, I find 1,957 languages to be endangered. They have a median current size of 729 speakers, which is close to the UNESCO median of 609. The main difference between the UNESCO estimate and the one produced here is that, by considering factors other than size, UNESCO includes more large and fewer small languages on its list.
As another check, I follow Sutherland (2003) in applying criteria used by the IUCN (International Union for the Conservation of Nature) to assess the endangerment of biological species. I find that for 1,645 languages, or 26% of the current total, the average population across simulation runs declines by 80% or more. This corresponds to the IUCN "critically endangered" classification. According to Sutherland, languages are much more endangered than birds or mammals, of which 3.2% and 6.0% of species are critically endangered.
Discussion
The main empirical results I have established are that 1) language growth rates are independent of size above a threshold (Gibrat's rule) in a selected sample of languages, and 2) language sizes follow the DP distribution in the upper 30% tail for the entire universe of languages. I have linked these findings through a simple stochastic model of language evolution. Gibrat's rule enters the model as an assumption. The other main assumptions capture what comparative linguistics has discovered about the speciation and extinction of languages. The DP distribution emerges as the steady state from the model. The precise fit of the distribution for the universe of languages larger than 35,000 supports the evidence of Gibrat's rule on the selected sample of languages.
My analysis provides an account of the dynamics of language populations that fits the aggregate data better than the existing models. It suggests that forces that would drive a divergence in language size operate on a smaller scale than previously believed. The evidence suggests humans will still speak many thousands of languages a hundred years from now.
The biological constraints on language learning mean that changes in mother tongue necessarily happen on a generational time scale. It is possible that major innovations in communication of the late 20 th century, such as the internet and widely disseminated broadcast media, will fundamentally alter the relationship between language size and growth. We should not forget, however, that economic and cultural integration has been under way for a long time, and much of that integration is reflected in the data I have presented.
