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RESUMEN: 
El presente trabajo se implementaron métodos de construcción de funciones de 
pertenencia para conjuntos difusos a partir de datos, de acuerdo a los tipos de 
datos, se utilizó técnicas matemáticas como interpolación polinomial y regresión 
por mínimos cuadrados; asimismo se empleó técnicas de inteligencia artificial 
como algoritmos genéticos y redes neuronales, para la implementación de los 
métodos se utilizan diferentes softwares como Java y Visual Basic. 
En el Capítulo I se abordaron algunos conceptos fundamentales de lógica difusa. 
En el Capítulo II describió las formas y características generales de una función 
de pertenencia. En el Capítulo III, se analizó diferentes métodos de construcción 
de funciones de pertenencia mediante métodos directos. En el Capítulo IV se 
implementaron programas de ordenador para mostrar ejemplos de aplicación de 
cómo construir de funciones de pertenencia partir de datos empleando técnicas 
matemáticas y de inteligencia artificial. 
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INTRODUCCIÓN: 
Los matemáticos buscan construir modelos que expliquen y resuelvan, tanto los 
fenómenos como problemas que ocurren a nuestro alrededor. La lógica difusa o 
borrosa se adapta mejor cuando tratamos de hacer referencia al mundo en que 
vivimos; por ejemplo, en la industria se tienen tareas que por su complejidad 
buscan ser automatizadas, y para representar la ambigüedad así como la 
vaguedad de la información, se requiere utilizar la lógica difusa. 
La lógica difusa se utiliza en diferentes áreas de la ciencia e ingeniería (ver 
diagrama de la página siguiente) para resolver problemas y donde se presenta un 
tipo de incertidumbre como es la imprecisión. 
En todo modelo donde se utiliza la lógica difusa se debe elegir la forma de 
representar la imprecisión, es decir, es esencial definir o establecer el conjunto 
difuso el cual queda determinado al establecer la función de pertenencia, en la 
mayoría de casos esta elección la hace el experto, sin embargo la intuición puede 
ser subjetiva y la solución planteada podría tener un componente subjetivo. Para 
evitarlo, se construyen funciones de pertenencia a partir de la información que se 
tiene del problema. En este trabajo se investigan métodos que permitan fuzzificar 
(asignar un grado de pertenencia a una variable de entrada, ya sea cuantitativa o 
cualitativa) la información y se implementan dichos métodos con la ayuda de 
software como Java y Visual Basic. 
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1. CAPÍTULO I: CONJUNTOS CLÁSICOS Y CONJUNTOS 
DIFUSOS. 
En este capítulo se repasan las ideas de conjunto clásico así como su evolución 
a la de conjunto difuso. Para ello es fundamental el concepto de proposición lógica 
que permite definir ambas ideas. 
1.1. LÓGICA, UNA BREVE INTRODUCCIÓN. 
Los seres humanos como seres razonables tenemos la capacidad de generar 
nuevas ideas a partir de lo aprendido en la interacción con el medio que nos rodea, 
estas nuevas ideas las comunicamos a través del lenguaje. En general, cuando 
se trasmite información o conocimiento se hace mediante oraciones aseverativas 
(en lógica a estas oraciones se les denomina proposiciones), por ejemplo: 
,7 El agua está hirviendo. 
V La lavadora está apagada. 
,7 Para que Rodrigo sea docente universitario es suficiente que posea grado 
de magíster. 
Estas proposiciones pertenecen a la lógica bivalente, es decir, cuando se indaga 
sobre su valor de verdad, pueden asumir sólo uno de los dos posibles valores de 
verdad: o verdadero o falso. Sin embargo para la siguiente proposición (propuesta 
en abril del 2016): 
V En enero del 2017, Rodrigo será magíster. 
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¿Es una proposición verdadera o una proposición falsa?, ¿Esta dualidad y 
determinación es la más adecuada?, o no podemos afirmar que es falsa ni 
verdadera. 
Jan tukasiewicz fue uno de los pioneros en trabajar con lógica multivalente, en la 
cual se niegan algunas leyes y principios de la lógica bivalente como el principio 
del tercero excluido. Según 1Rolleri, 19781, tukasiewicz inicialmente concibe una 
lógica trivalente, donde una proposición podía asumir tres valores: la verdad (1), 
la falsedad (0) y la posibilidad (indeterminado, 1/2), tukasiewicz agregó que: en 
este sistema lógico trivalente algunas propiedades de la lógica clásica sólo son 
posibles más no verdaderas ni falsas, por ejemplo el principio de NO contradicción 
queda descartado. Luego generaliza su planteamiento para sistemas lógicos con 
"n" valores de verdad, considerando el conjunto de valores [0, 	 , 2 ,11.  
n-1 n-1 	 n-1 J 
Finalmente considera que una proposición puede tomar infinitos valores. 
Por otro lado, como decía fRényi, 19701: "Un matemático es una máquina 
que convierte café en teoremas". Así pues, si se desea una taza de café pero el 
agua aún no está hirviendo, tal vez se digamos: "El agua pronto hervirá". 
Podemos observar que dicha expresión genera incertidumbre sobre: cuál es la 
temperatura del agua (30°C, 50°C o quizá 69°C), así como a qué intervalo de 
tiempo se refiere la palabra "pronto" (podrían ser 60, 120 o 180 segundos). Esta 
imprecisión llevó a jZadehl a formular la idea de conjunto borroso, que da origen 
a la lógica borrosa que es una lógica multivalente donde un rango de valores de 
verdad, entre cero y uno, es etiquetado por expresiones lingüísticas como "poco 
tiempo", "mucho tiempo", como diría Tad, 19951, Lofti hizo un "cambio de 
paradigma del blanco y el negro al gris, de la bivalencia a la multivalencia". 
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[Zadeh, 19651  interpreta desde otro punto de vista la idea de multivalencia, idea 
que es bastante sencilla y se adapta perfectamente a nuestra forma de 
comunicarnos, lo cual ha originado aplicaciones a distintos campos del saber. No 
obstante debemos mencionar que la idea sobre conjunto borroso basado en la 
vaguedad de algunas expresiones lingüísticas ya había sido advertida por el 
mismo Aristóteles cuando analizaba los "futuros contingentes", lo que conocemos 
como una "proposición problemática". 
Por ejemplo: si indagamos acerca del valor de verdad de la proposición: "La 
Universidad Nacional de Piura será una de las mejores del Perú en el año 2050", 
esto nos lleva hacer un juicio de mera posibilidad. Por lo cual, según la lógica 
modal, se considera que es una proposición problemática, ya que para determinar 
concretamente su valor de verdad habrá que esperar, "es posible". Lukasiewicz le 
habría asignado un valor de .12. 
Pues bien, en lógica bivalente una proposición sólo tiene uno de dos posibles 
valores de verdad. Y cuando se da la idea de conjunto es fundamental saber 
cuáles son sus miembros, es decir, asignar un valor de verdad a la proposición 
"x es un elemto del conjunto A", analizaremos más detalladamente esta idea: 
1.2. CONJUNTOS CLÁSICOS 
Diremos que un conjunto es una agrupación de entes matemáticos, concretos o 
abstractos. Un conjunto se representa empleando letras mayúsculas, y los entes 
que lo forman se denominan elementos del conjunto. A un conjunto también se le 
puede denominar colección o clase. 
La expresión x E A nos indica que el elemento "x" es un miembro de A, y de no 
ser así se escribe x E A. Según (Klir & Yuan, 1995, p.6) existen tres formas de 
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representar un conjunto clásico o "crisp set" en la literatura inglesa, que se debe 
entender como "conjunto nítido": 
(POR EXTENSIÓN) Cuando un conjunto A es definido mencionando todos 
sus miembros. Por ejemplo: A = 	 a2, a3, , a„), sin embargo esto no 
sería posible para conjuntos infinitos. 
(POR COMPRENSIÓN) Cuando el conjunto A es definido a partir de una 
propiedad de todos sus miembros. 
Se escribe: A = (x1p(x)) 
Así pues, A está formado por todos los miembros "x" que satisfacen la 
propiedad "p", es decir, aquellos para los cuales la proposición p(x) es 
verdadera. Por ejemplo A = lx es un número primo) 
(POR FUNCIÓN DE MEMBRESIA) Aquí el conjunto A es definido por A = 
f(x, 9A(x))), donde la función 9A(x), llamada función característica, se 
define como: 
(pA ex) 	 .11, Si x E A .
tO, x A 
Definitivamente la lógica bivalente es fundamental para definir un conjunto 
clásico, pues permite determinar si la proposición x E A es verdadera o no. 
No obstante, en su momento Bertrand Russell, con "la paradoja del 
barbero" asestó un duro golpe a estas bases. 
En la última definición, los miembros del conjunto A serán aquellos que satisfacen 
(PA (x) = 1, y para los "x" que no estén en A se tiene ( p A(X) = O 
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Por ejemplo, consideremos el conjunto universo U = 	 a2, a3, ad y el conjunto 
A = {a3, a4), la función de membresía tendrá la siguiente representación gráfica: 
F lq ra 1 .1 
Obsérvese que la gráfica de la función es un conjunto numerable. 
Ejemplo 1.1. 
Consideremos una lavadora eléctrica que no posee ningún programa de lavado, 
así pues la lavadora tendría solamente dos estados: cuando está encendida o 
cuando está apagada, estos estados lo podemos representar mediante un 
conjunto de la siguiente manera: 
Por extensión: A = {encendido, apagado) 
Por comprensión: 
A = {x /x es un estado de una lavadora eléctrica sin programa de lavado) 
Por función característica: 
1, si está encendida A = f(x,9A(x))} , donde 9A(x) = O, si está apagada 
Aquí el conjunto A es un conjunto de duplas formadas por los elementos y el valor 
de la función de membresía. o 
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NOTA 1.1: Al definir un conjunto a partir de una función de membresía, podemos 
re-definir las operaciones elementales de unión, intersección y complemento de 
conjuntos como: 
A U B = {(x,(pAu8(x)) I 9Aus(x) = máxt9A(x), (pB(x))1 
Análogamente se puede definir: 
(PAne (x) = mín[9A(x), 9B(x)} 
(PÁ(x) = 1 — 9A(x) 
Analicemos el siguiente: 
Ejemplo 1.2. 
Consideremos el conjunto universo: 
U = {Edad de los estudiantes universitarios de Perú} 
Y el conjunto 
A = {Edad de los estudiantes universitarios de Perú que son mayores de edad} 
Dado que en el Perú la mayoría de edad se considera a partir de los 18 años, se 
{1, si x 18 años define la función característica como 9A(x) = O, si x < 18 arios 
Por lo tanto, para el conjunto clásico A = lx,9A (x))) la gráfica de la función de 
membresía es: 
8 
9(x) 
15 	 16 	 17 	 18 	 19 	 20 	 21 • • • 
Figura 1.2 
En base al último ejemplo consideremos los siguientes datos: 
Nombre Edad (en años) 
Ángel 18 
Brando 20 
Carlos 16 
Daniel 17 
Eduardo 22 
La interrogante ¿Cuáles son miembros de A?, equivale a ¿cuál de las siguientes 
proposiciones son verdaderas? 
La edad de Ángel es un elemento de A. 
La edad de Brando un elemento de A. 
La edad de Carlos es un elemento de A. 
Veamos: 
,7 Para la proposición p: 
Si x = 18, evaluamos la función 9,4(x) , y se obtiene 9A(18) = 1 
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• • 	 15 	 16 	 17 	 18 	 19 	 20 	 21 • • • 
9(x) 
V Para la proposición q: 
Si x = 20, evaluamos la función 9 A(x), y se obtiene 9A (20) = 1 
Y Para la proposición r: 
Si x = 16, evaluamos la función 9A(x), y se obtiene 9A (16) = O 
Se concluye que "p" y "q" son verdaderas y "r" es falsa. 
Observar que la función 9A(x) puede ser continua, para el Ejemplo 1.2 
generalmente es discreta, sin embargo si no sólo consideramos los años sino 
también los meses y días en la edad, se tendría una gráfica como: 
Figura 1.3 
1.3. CONJUNTOS DIFUSOS 
De las tres formas repasadas en la sección anterior para definir a un conjunto 
clásico, se emplea la tercera de éstas para definir un conjunto difuso Á, en la 
literatura se emplea una letra mayúscula con énfasis para diferenciar al conjunto 
difuso Á del conjunto clásico A. 
En primer lugar generalicemos la función característica de modo que su imagen 
tenga infinitos valores: 
Sea µA: X -4 [0,1], donde X es un conjunto universo. 
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Así PA(X) E [0,1], esto asigna a todos los elementos del conjunto universo X un 
grado de pertenencia al conjunto A, se considera que cuanto más cercano a cero 
sea el valor de µA(x) menor es el grado de pertenencia; y cuanto MA(X) este más 
cercano a uno, mayor será el grado de pertenencia. A esta función así definida se 
le denomina función de pertenencia. 
DEFINICIÓN 1.1: Si al conjunto A se le asocia una función de pertenencia µA(x) 
se define el conjunto difuso Á = t(x, pÁ(x)) /x EXA pÁ(x) e [0,1]). 
Evidentemente, la definición anterior µ,i(x) = 1 nos dice que x E A, así como 
pÁ(x) = O nos dice que x Á. 
NOTA 1.2: En lógica difusa se emplea la expresión universo de discurso en 
referencia a todos los de valores (conjunto universo) que pueden estar en el 
conjunto difuso. El conjunto universo de pÁ puede ser discreto o continuo. 
Veamos una función de pertenencia para un conjunto difuso (con universo 
discreto) 
Ejemplo 1.3. 
Consideremos la edad promedio con la cual un adolescente piurano ingresa a la 
universidad, es obvio que no todos ingresan a los 17 años, hay quienes lo hacen 
con 16 años, 18 años o más. De modo que podemos definir el conjunto difuso: 
Á = {(15,0.05), (16,0.1), (17,0.8), (18,0.4), (19,0.2)). 
Según esta notación el par ordenado (x31,1(x)), nos indica el grado de 
pertenencia pA,(x), con que "x" es un miembro de Á. 
V (15,0.05) significa que 15 está en Á con un grado de pertenencia de 0.05 
v (17,0.05) indicará que 17 está en Á con un grado de pertenencia de 0.80 E 
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NOTA 1.3: IZadeh, 19651 empleo la notación Á = r(x)), así en el Ejemplo 1.3, el 
- 	 [0.05 0.1 0.8 0.4 0.2 A conjunto difuso se representaría por = — 	 , 15 16 17 18 19 
Son necesarias las siguientes definiciones: 
DEFINICIÓN 1.2: Denominamos valorlingüístico a una palabra o combinaciones 
de palabras de un idioma natural o artificial, que sirven para clasificar a los 
miembros de un conjunto universo. 
Un valor lingüístico se representa mediante un conjunto difuso. 
DEFINICIÓN1.3: Variable lingüística es una variable cuyos valores pueden ser 
valores lingüísticos, esto no excluye la posibilidad que sus valores sean 
numéricos, como podemos ver en el siguiente 
Ejemplo 1.4. 
Recordando el gusto de algunos matemáticos por el café, talvez una taza de café 
a 55°C sería ideal, esto es aproximadamente seis minutos después de preparado 
a casi 100°C, pero para otros eso será caliente o muy caliente. 
La expresión: "El agua pronto hervirá", que conlleva a preguntarse ¿cuál es la 
temperatura del agua?, obtendría difícilmente la respuesta: 30°C o 70°C, por lo 
general obtendríamos expresiones como "BIEN FRÍA", "FRÍA", "TIBIA", 
"CALIENTE" o "MUY CALIENTE", entre otras menos comunes, no obstante son 
parte de la comunicación cotidiana. A estas expresiones se les denomina valores 
lingüísticos. Y por lo tanto la variable lingüística sería temperatura. E 
Los valores lingüísticos son expresiones borrosas pues no están muy bien 
definidos, en efecto FRÍO puede considerarse a temperaturas entre 15°C y 30°C, 
así como MUY CALIENTE podría referirse a temperaturas mayores a 70°C. 
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A partir de estas ideas sería imposible, empleando la lógica clásica, determinar el 
valor de verdad de las algunas proposiciones: 
Ejemplo 1.5. 
Sean las proposiciones: 
Si la temperatura del agua es 50°C entonces el agua está tibia 
Si la temperatura del agua es 50°C entonces el agua está caliente. 
En definitiva los valores de verdad de "p" y "q" dependerán del rango de valores 
de temperatura que se asuma para considerar el agua como TIBIA o CALIENTE. 
Así pues, si consideramos que: 
fTIBIO, 
	 si T < 50°C 
(CALIENTE, 	 si T > 50°C 
Las proposiciones tendrían los siguientes valores de verdad: 
p:17-4F=F 
q: V -9 y = V 
Pero, si se considera que: 
(TIBIO, 	 si T < 55°C 
(CALIENTE, 	 si T > 55°C 
Las proposiciones tendrían los siguientes valores de verdad: 
p:17---,V=V 
q:11-->F=F 
Además, si convenimos con los últimos rangos, supongamos que la temperatura 
del agua fuese 54.9°C, ¿seguirá estando tibia? o ¿estará caliente? o 
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La incertidumbre generada en el ejemplo anterior se resuelve mediante las 
funciones de pertenencia de la lógica difusa. 
Hagamos la siguiente distribución: 
{BIEN FRÍO, 
FRIO, 
T(°C)= 	 TIBIO, 
CALIENTE, 
MUY CALIENTE, 
si O <T <15 
si 15 < T < 35 
si 35 < T < 55 
si 55 < T < 65 
si 65 < T <100 
También se puede considerar: 
{BIEN FRÍO, 
FRÍO, 
T(°C)= 	 TIBIO, 
CALIENTE, 
MUY CALIENTE, 
si O < T <10 
si 10 < T < 30 
sí 30 < T < 50 
si 50 < T < 70 
si 70 < T < 100 
Se pueden asumir otras distribuciones, sin embargo sólo nos restringimos a las 
siguientes, que bien podría ser definidas por intuición y en base a experiencia 
preparando tazas de café. 
Para los valores lingüísticos TIBIO y CALIENTE se construyen las siguientes 
funciones de pertenencia, debe entenderse perfectamente que se pude sugerir 
cualquier otra: 
,u(T) 
1 Tibio Caliente 
O 30 45 60 75 
Figura 1.4 
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Tibio Caliente 
0.5 
30 45 60 75 
p(T) 
Para el conjunto difuso TIBIO se tiene la función de pertenencia: 
0, 	 si T < 30 
T — 30 
si 30 < T < 45 
60 — T 
si 45 < T < 60 15 
	
0, 	 si T > 60 
Mientras que para el conjunto difuso CALIENTE se tiene la función: 
	
0, 	 si T < 45 
T — 45 
15 
si 45 < T < 60 
p(T) = 15 75 — T 
15 	 si 60 < T < 75 
0, 	 si T > 75 
A partir de estas funciones de pertenencia ya podemos asignar valores de verdad 
a las últimas proposiciones, sin caer en una contradicción, podemos decir que: 
Para T = 50°C el agua está TIBIA con p(T) = 0.67, asimismo podemos 
afirmar que el agua está CALIENTE con µ(T) = 0.33 
s7 Para T = 52.5°C los conjuntos difusos TIBIA y CALIENTE tendrían igual 
grado de pertenencia p(T) = 0.50 
Figura 1.5 
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1.4. OPERACIONES CON CONJUNTOS DIFUSOS 
Se define el conjunto universo: X = {x/ µx(x) = 1) 
Se define el conjunto vacío: 0 = tx/ 	 = O) 
Consideremos los conjuntos difusos Á, y E, además el conjunto universo X. 
Se definen las siguientes operaciones: 
1.4.1. 	 Unión de Conjuntos: 
Sea x E X, la función de pertenencia para el conjunto difuso Á u se define por: 
tuÁufi(x) = µ-Á(x) V 11,9(x), donde " y" representa al disyuntor lógico. 
p(x) 
Figura 1.6. Unión de conjuntos 
1.4.2. 	 Intersección de conjuntos: 
Sea x E X, la función de pertenencia para el conjunto difuso Á n se define por: 
ItÁnh (X) = 11Á (X) A tifi(x), donde "A" representa al conjuntor lógico. 
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,u(x) 
Figura 1.7. Intersección de conjuntos 
1.4.3. Complemento de un conjunto: 
= 1 — 14(x) 
Figura 1.8. Complemento de un conjunto 
Esta forma de definir las operaciones es general, los operadores " y ", " A" podrían 
representar a las operaciones que se definieron en la NOTA 1.1 (p.9), Ross, 2010,  
p.33) 
NOTA 1.4: Se cumple que: 
ÁnlI=Áu
ÁU 
 
Y como se puede ilustrar fácilmente con diagramas, el axioma del tercero excluido 
ya no es verdadero: /6 Á#X y An Á 0 
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Ejemplo 1.6. 
Consideremos los conjuntos difusos Á y que se están sobre el conjunto universo 
X = (1,2,3,4,5) 
Á = {(1,1), (2,0.5), (3,0.3), (4,0.2)) y fi = {(2,0.5), (3,0.7), (4,0.2), (5,0.4)) 
Y las operaciones básicas considerando las operaciones: 
(x) = máx{PÁ(x), Pp(x)} 
pÁni5(x) = míntliÁ(x),µp(x)} 
µÁ(x) = 1— µÁ(x) 
Así pues: Á u fi = lx,Pilbh(x))), 
Inicialmente obsérvese que: 5 A —> pÁ(5) = O y 1 B --> 14(1) = O 
Para x = 1: (1, PÁufi(x)) = (1, máx[trÁ(x),I4- (x)}) = (1, máx(1, O)) = (1,1) 
Para x = 2: (2, liÁbb (x)) = (2, máxtpÁ(x), (x))) = (2, máx(0.5, 0.5)) = (2,0.5) 
Para x = 3: (3, 1-iÁuh (x)) = (3, máxtpÁ(x), pil (x)}) = (3, máx[0.3,0.7)) = (3,0.7) 
Así sucesivamente se obtiene: 
Á u Él = [(1,1), (2,0.5), (3,0.7), (4,0.2), (5,0.4)) 
De manera análoga: Á n fi = {(2,0.5), (3,0.3), (4,0.2)) 
= ((1,0), (2,0.5), (3,0.7), (4,0.8), (5,1)) = {(2,0.5), (3,0.7), (4,0.8), (5,1)) o 
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2. CAPÍTULO II: ANÁLISIS DE LAS FUNCIONES DE 
PERTENENCIA 
En el capítulo anterior se estableció que un conjunto difuso queda totalmente 
definido a partir de una función de pertenencia. Se observa, en el Ejemplo 1.5., 
para el valor lingüístico TIBIO, que una función de pertenencia TRIANGULAR 
resultaba adecuada para describir este conjunto difuso, ya que de a medida que 
la temperatura se incremente: 33°C, 34°C, 35°C,... el agua dejará de estar FRÍA, 
y estando a 45°C, 46°C, 47°C,... podemos decir que ya está CALIENTE. El 
conjunto difuso "TIBIO", tiene la siguiente representación matemática: 
	
0, 	 sí T < 30 
T — 30 
15 	 si 30 < T < 45 
60 — T 
15 	 sí 45 < T < 60 
	
0, 	 si T > 60 
Figura 2.1. Conjunto difuso TIBIO 
Es natural preguntarse ¿por qué no de otra forma?, ¿por qué no un trapecio?, 
¿por qué no lados curvos? 
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Pues, funciones con estas características también pueden asociarse al conjunto 
difuso TIBIO, no obstante dependerá, entre otras cosas, del problema que se 
estudie así como la experiencia que se tiene al respecto. 
Por otro lado, si se considera la variable lingüística "edad", a la cual le asignamos 
los valores lingüísticos "NIÑO", "ADOLESCENTE" "JOVEN", "ADULTO" y 
"ANCIANO", resaltamos que podrían ser otros los valores lingüísticos, reducir uno, 
agregar un sexto. Para el conjunto difuso JOVEN, por ejemplo, es posible construir 
una función de pertenencia TRAPEZOIDAL. Ya que resulta de aceptación general 
que una persona cuya edad está entre los 20 y 30 años se considera JOVEN, 
asumiremos que el grado de pertenencia para todas las edades de ese intervalo 
es de 1, no obstante después de los 30 años ya puede considerarse como 
ADULTO, evidentemente el grado de pertenencia al conjunto difuso disminuye, al 
igual que antes de los 20 sería un ADOLESCENTE. Así se define: 
 
O, 	 si a<15 
a —15 
5 	 si 15 < a < 20 
1, 	 si 20 < a < 30 
35 — a 
5 	 si 30 < a < 35 
O, 	 si a > 35 
µ(a)= 
 
p(a) 
Figura 2.2. Conjunto difuso JOVEN 
A partir de esto se puede deducir que dependiendo del problema que se analiza 
la forma de la función de pertenencia puede ser considerada de diversas formas, 
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en general, si la elección se hace a través de un experto, la decisión que se toma 
respeto a la función de pertenencia tiene cierto grado subjetividad y depende de 
la experiencia del experto que analiza el problema. 
2.1. CARACTERÍSTICAS DE UNA FUNCIÓN DE PERTENENCIA 
DEFINICIÓN 2.1. Se llama núcleo de una función de pertenencia X -› [0,11, para 
un conjunto difuso Á, al subconjunto del universo X para los cuales se tiene que 
p Á(x) = 1, y se escribe: Core(Á) = (x E X / p .,4(X) = 1) 
Figura 2.3. Núcleo de la función de pertenencia. 
DEFINICIÓN 2.2. Se llama soporte de una función de pertenencia p.: X [0,1], 
para un conjunto difuso Á, al subconjunto del universo X para el cual tÁ-(x) > O 
Se escribe: Sopp( Á) = (x E X / 1Á(x)> 0) 
Soporte 
Figura 2.4. Soporte de una función de pertenencia. 
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no - normal 
DEFINICIÓN 2.3. Se llama frontera de una función de pertenencia p: X -› [0,1], 
para un conjunto difuso Á, al subconjunto del universo X para el cual O< pi Á(x)<1, 
es decir, aquellos elementos que tienen cierto grado de pertenencia. 
DEFINICIÓN 2.4. Un conjunto difuso Á se denomina normal, si hay al menos uno 
de sus elementos que satisface ,ttÁ(x) = 1. 
Figura 2.5. Conjunto difuso normal. 
DEFINICIÓN 2.5. Un conjunto difuso se denomina convexo, si es descrito por una 
función de pertenencia cuyos valores de pertenencia están en una relación 
estrictamente monótona creciente o estrictamente monótona decreciente. 
NOTA 2.1: Sean x, y y z elementos de A , si la relación x < y < z implica que 
µ,-1.(y) min[pÁ(x), liÁ(z)], afirmamos que A es convexo. 
p( x ) convexo p( x ) 
  
Figura 2.6. Conjunto difuso convexo. 
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También se le denomina función "n."(pi). 
%, Si b = c = m, la gráfica corresponde a un triángulo. 
2.2.2. 	 Función Triangular: 
Definida por 
	
O, 	 sí x < a 
x — a 
m — a' si a <x < m 
d — x 
	
d — m' 
	 si m < x < d 
	
O, 	 si x > d 
Cuya representación gráfica es: 
1 	  
O a m 
011. 
Figura 2.8. Función Triangular. 
También es denominada como función "A" (Lambda), y la función se representa 
por "triangle(x,a,b,c)". 
Si en la función trapezoidal consideramos que c 00, se obtendría la siguiente: 
p(x) 
1. 
O 	 a 
Figura 2.9 
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k=2 
k=4 
k=8 
k=16 
2.2.3. Función Gamma: 
La cual se define como: µ(x) = (0, 
tl 
	
si x < a 
—  si x > a 
p,(x) =1—  
a 
Figura 2.10. Función Gamma. 
El parámetro k> 
 O permite un crecimiento muy rápido. Puesto que k—> GO ; implica 
que e-k(x-a)2 	 O, luego p(x) --> 1 como se puede visualizar en la gráfica 
siguiente: 
a(x) 
X 
a 
Figura 2.11 
Asimismo el conjunto difuso no es normal, ya que µ(x) = 1 = Hm (1 — 
 
es una asíntota de la función µ(x) = 1 — 
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Por otro lado, desarrollando en serie de Taylor la función ip(x) = ek(x-a>2 
alrededor del punto x = a 
= 2k(x - a)ek( x-a)2  
0"(x) = 2k[l + 2k(x - a)2 ]ek( x-a)2  
(x) = 4k 2(x - a)[3 + 2k(x _ a )2] ek(x-a)2  
Si x = a --> '(a) = O, iP"(a) = 2k, P'"(a) = O 
Luego p(x) = rl°=01,b(n)(a)  (x-a)n = 1  (x-a)° + o (x-c1)1  -E 2k (x 	-a)2 o (x-(1)3 + n! 	 0! 	 1! 	 2! 	 3! 
Truncando la serie para n = 3 se obtiene tp(x) = 1 + k(x - a)2 
1 	 1 
 De modo que 1 - 
	 = 1 - 
 ek(x-co2 - 1 1+k(x-a)2 = 1+k(x-a)2'  así. 
O, 
La función: p(x) = k(x-a)2  
1+k(x-a)2 
si x < a 
si x> a 
Tiene un comportamiento similar a la función Gamma. 
(1) - 
11( 37 ) = 1 + k x — (1)2  
a 
Figura 2.12 
NOTA 2.2: La última función brinda una muy buena aproximación para la función 
gamma para valores de "k" adecuados en determinado intervalo alrededor de "a". 
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tt( x ) = 
1 
- kGr - Trk)2 
O, 	 si x < m 
Finalmente la función: p(x) = 	  si x > ni 1-k(x-m)2' 
Llamada PSEUDOEXPONENCIAL, posee una gráfica similar a la función de 
Gauss, como se puede apreciar en el siguiente gráfico: 
Figura 2.16. Función Pseudo-exponencial. 
La gráfica corresponde a funciones con los mismos valores de "k" y "m". 
28 
3. CAPÍTULO III: MÉTODOS DE CONSTRUCCIÓN DE FUNCIONES 
DE PERTENENCIA: 
Los valores lingüísticos no sólo son vagos e imprecisos, sino también dependen 
del contexto donde se apliquen. Por ejemplo, el término "CALIENTE" para una 
taza de café se puede considerar dentro de un rango de 50°C a 100°C, y dista 
bastante en valores numéricos, del término "CALIENTE" para un horno crematorio 
cuyo rango sería de 500°C a 1000°C; del mismo modo que "MUY RÁPIDO" difiere 
mucho entre un velocista olímpico y un automóvil de fórmula1. Así pues sus 
posibles valores numéricos están en relación con el universo de discurso, lo cual 
se debe tener presente al momento de definir la función de pertenencia que mejor 
se adapte a las características del problema analizado. Como mencionan (Klir &  
Yuan, 1995, p.281), "la dependencia del contexto de las expresiones lingüísticas 
no es relevante para desarrollar la teoría, pero es crucial para las aplicaciones". 
Aunque, claro está, el hecho determinar la función de pertenencia más adecuada 
ya no corresponde a la teoría de lógica difusa, sino a la aplicación práctica de ésta, 
un papel que le corresponde a la ingeniería del conocimiento. 
El proceso que describe (Klir & Yuan, 1995, p.282) para construir funciones de 
pertenencia es el siguiente: 
El conocimiento puede ser obtenido sólo a través de la interacción del ingeniero 
del conocimiento con los expertos. En esta primera etapa, el ingeniero del 
conocimiento obtiene la información que brinda el experto mediante proposiciones 
expresadas en lenguaje natural. 
En la segunda etapa, él o ella deben determinar el significado de cada término 
lingüístico empleado en estas proposiciones. Es durante esta segunda etapa de 
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adquisición de conocimiento que se deben definir las operaciones en los conjuntos 
difusos que se están construyendo. 
Luego se definirá la función de pertenencia, ya sea discreta o continua; en relación 
al universo 
Finalmente la cuarta etapa consiste en verificar si la función de pertenencia 
asignada satisface todos los puntos del universo de discurso. Y de no ser así se 
deberá redefinir hasta lograr el objetivo. 
Según (Klir & Yuan, 1995, p 280): de acuerdo a la forma en que se hayan 
construido las funciones de pertenencia podemos clasificarlas en dos grupos: 
construcción por métodos directos y construcción por métodos indirectos. Sin 
embargo; con el transcurrir del tiempo y gracias a las diversas formas en que se 
ha utilizado la lógica difusa, sobre todo en el diseño de controladores de sistemas 
ingenieriles. En la mayoría de aplicaciones se combinan ambas ideas: Se extrae 
la información directamente de los expertos luego se trata de eliminar la 
subjetividad con otras técnicas (métodos indirectos). A continuación vemos esto 
más detalladamente. 
3.1. MÉTODOS DIRECTOS 
Cuando es posible consultar a uno o varios expertos sobre el grado de pertenencia 
que ellos asignan a cada elemento del universo de discurso para determinado 
valor lingüístico, decimos que se está empleando un método directo. No 
obstante, en un inicio debe establecer el universo de discurso del problema en 
estudio. Se espera que el experto asigne a cada elemento dado un grado de 
pertenencia que, según su opinión, mejor captura el significado de la expresión 
lingüística representada por el conjunto difuso en cuestión; tal vez los expertos 
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indiquen la forma gráfica que tendría la función. A partir de estas respuestas el 
ingeniero del conocimiento, quién se encarga de extraer el conocimiento de los 
expertos humanos en una determinada área y codificar dicho conocimiento de 
manera que pueda ser procesado por un sistema, construye la tabla de grados de 
pertenencia o asigna la función de pertenencia que más se adecue a la forma 
descrita por los expertos. Sin embargo, cuando los expertos proponen una 
función, hay que comprobar si es compatible con todo el universo del conjunto 
difuso, caso contrario se necesita preguntar al experto cuál es el grado de 
pertenencia para los valores que no corresponde con la función establecida, luego 
hacer los ajustes correspondientes. Cuando hay varios expertos, es necesario 
hacer un tratamiento matemático o estadístico con los valores proporcionados, por 
ejemplo, tomar la media de ellos; además se puede asignar un peso relativo a la 
participación de los expertos. Sin embargo, en todos los métodos directos hay una 
alta proporción de subjetividad. A continuación se describen cuatro de ellos, según 
un artículo de  [Chamea y Santamana: 19871: 
3,1.1. 
	 Estimación Puntual: 
En la literatura sobre el tema, este método varía ligeramente de acuerdo al criterio 
de cada autor, en general, consiste en pedir a grupo de expertos o a un experto 
(un número repetido de veces, evitando que él recuerde su opinión anterior) que 
elijan el número, el objeto o la cualidad que mejor responde a la pregunta que se 
les plantea. Para lo cual se puede proporcionar una lista de números, objetos o 
cualidades, y los expertos elijen uno y sólo uno de ellos, el ingeniero del 
conocimiento debe poner mucha atención al conjunto universo que se plantea, 
para que esto no afecte la respuesta de los expertos. Y a partir de ello, determinar 
el grado de pertenencia de la elección realizada. 
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El método de estimación puntual busca determinar el grado de pertenencia de un 
número, objeto o cualidad, a determinado conjunto difuso. 
Para mostrar este método, se construirá una función de pertenencia de forma 
triangular para el conjunto difuso ADOLESCENTE. Para ello es necesario 
determinar cuáles son los parámetros de la función triangle(x, a, h, c) , donde el 
valor de "a" indica a partir de qué edad una persona puede considerarse 
ADOLESCENTE, la altura "b" de la función puede ser interpretada como la edad 
en que el ser humano está en la plenitud de la adolescencia, y el parámetro "e" 
indicará a partir de qué edad dejará de ser un adolescente. 
Estos datos se pueden recoger de los expertos (psicólogos, sociólogos, entre 
otros) mediante una encuesta, la cual puede ser diseñada de diversas formas no 
obstante debe ser apropiada, por ejemplo, se plantearía al experto o los expertos 
preguntas como: 
,7 ¿A partir de qué edad un ser humano inicia la adolescencia? 
V ¿A qué edad un ser humano ya no se considera un adolescente? 
Es posible plantear, como alternativa a las preguntas, un conjunto universo 
formado por (11,12,13,14,15,16,17,18,19,20), esto es subjetivo y debe tenerse 
cuidado para no condicionar las respuestas de los expertos. 
Una vez realizada la encuesta se analizan los resultados de cada pregunta, lo que 
permite formar tablas como la siguiente, en el supuesto que se preguntó por la 
plenitud de la adolescencia: 
E(i) E(1) E(2) E(3) E(4) E(5) E(6) 
R(i) 14 16 16 15 16 15 
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Donde E(i) representa al experto "i" y R(i) su respectiva respuesta. 
Por lo tanto, la altura de la función ("b") se determina así: 
R(i) 92 b = 	 =—= 15.33 6 
Adicionalmente, es posible asignar un peso al criterio de cada experto, digamos 
su grado académico: bachiller (1), magister (2) y doctor (3), quedando la tabla 
como: 
E(i) E(1) E(2) E(3) E(4) E(5) E(6) 
R(i) 14 16 16 15 16 15 
W(i) 2 2 3 1 2 1 
Luego la altura será: 
b = =1 R (i)w(i) = 1.70 E/L=1  w(i) 	 —11 = 15.45 
Expresión que puede ser escrita como Ey R(i). c(i), donde c(i) = w(i)  , es el 
Er=lw(i) 
grado de competencia de cada experto "i", y Er_i  c(i) = 1. 
Finalmente, haciendo las mismas consideraciones para "a" y "c", función quedaría 
como: 
O, 	 si x < 12.5 
x — 12.5 
2.95 
18.83 — x 
3.38 
O, 
sí 12.5 < x < 15.45 
si 15.45 < x < 18.83 
si x> 18.83 
Cuya gráfica será: 
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DO L ES( ATE 
Figura 3.1. Conjunto difuso ADOLESCENTE. 
	
3.1.2. 	 Estimación por intervalo: 
Este método es similar al anterior, sin embargo aquí se les pide a los expertos 
indicar el rango de valores (intervalo) que mejor se ajuste a la respuesta de la 
pregunta planteada. 
Con la finalidad de ejemplificar este método se construyen los conjuntos difusos 
"ADOLESCENTE" y "ADULTO", aunque cuando se indaga a partir de qué edad 
un ser humano se considera como adulto, enfrentamos diversos puntos de vista: 
Y Para la biología, un adulto será aquel que haya alcanzado completamente 
la etapa reproductiva. 
Para algunas legislaciones, un adulto es quien haya cumplido 18 años. 
	
Y 	 Para la psicología, que hace un enfoque mucho más amplio, será un adulto 
aquel que haya alcanzado tanto el desarrollo físico, intelectual como social. 
Si sólo consideramos que existen seis estadios para las etapas de vida de los 
seres humanos nacidos: "INFANTE", "NIÑO", "ADOLESCENTE", "JOVEN", 
"ADULTO" y "ANCIANO". Construiremos las funciones de pertenencia para los 
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conjuntos difusos "ADOLESCENTE" y "ADULTO", bajo el supuesto que tienen la 
forma triangular y trapezoidal respectivamente. 
Para construir una función de pertenencia para el conjunto difuso ADULTO, 
consideramos que la adultez es la etapa de mayor rango por la cual pasa el ser 
humano. Así pues, a diferencia del conjunto difuso ADOLESCENTE, suponemos 
que dicha función de pertenencia tiene forma trapezoidal: trapezoíd(x. a, b, c. d)., 
Ahora, se necesita saber cuáles son los parámetros de dicha función, es decir, a 
partir de qué edad un ser humano puede considerarse ADULTO, para qué 
intervalo de edades "[b, c]"  es considerado totalmente un adulto, y a partir de qué 
edad "d" dejará de serio. El método de estimación por intervalo resulta bastante 
útil en este caso, técnicamente es semejante al método de estimación puntual, la 
diferencia radica en la respuesta que se espera. 
Así pues, las preguntas planteadas serían: 
,f Elija el intervalo que mejor represente las edades comprendidas en la 
adultez. 
V En qué intervalo los humanos son plenamente adultos. 
Se obtendría un conjunto de intervalos como respuesta: 
E(i) E(1) E(2) E(3) E(4) E(5) E(6) 
I(i) [25,60] [30,60] [24,65] [33,65] [25,65] [25,70] 
Lo cual resulta poco conveniente, sin embargo, si se replantea la cuestión: "De los 
intervalos dados a continuación, asigne la puntuación que crea conveniente para 
representar las edades donde una persona se considera plenamente adulta" 
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Muy en desacuerdo. 
En desacuerdo. 
No estoy seguro. 
De acuerdo. 
Muy de acuerdo. 
Se obtienen resultados que pueden representarse una tabla como: 
1(i) [20,70] [22,68] [24,66] [25,65] [30, 60] 
 
 
 
 
 
 
Esto permitirá manejar mejor la información. Así pues, a estos datos se les puede 
hacer un tratamiento estadístico, para obtener el intervalo "[b, c]". 
Asumiendo [b,c] = [28,65] asimismo para "a" 	 y "d" como 20 y 70 
respectivamente, la función de pertenencia queda como: 
	
0, 	 si x < 20 
— 20 
8 	 sí 20 < x < 28 
1, 	 si 28 < x < 65 
70 — x 
5 	 sí 65 < x < 70 
	
0, 	 si x > 70 
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Cuya gráfica será: 
Figura 3.2. Conjunto difuso ADULTO. 
Observar que la base mayor del trapecio está prestablecida lo cual se puede 
determinar en base a estudios realizados del tema, sin embargo con los datos 
obtenidos se pueden ajustar los lados del trapecio mediante regresión lineal, lo 
que haremos más adelante.E 
3.1.3. 	 Ejemplificación de función de pertenencia (Inferencia): 
Se basa en la habilidad de los seres humanos para generalizar ideas: el 
razonamiento inductivo. Inicialmente se indaga entre los expertos sobre: 
Cómo sería la función de pertenencia, ¿cuál sería su gráfica?, o ¿cuál es la regla 
de correspondencia que la defina?, o también se puede preguntar cuál es el grado 
de pertenencia de varios puntos sobre el eje de referencia, es decir, para algunos 
de los elementos del universo del conjunto difuso, para luego aproximar una curva 
adecuada. 
Cuando el experto propone una gráfica aproximada, el ingeniero del conocimiento 
deberá determinar la función que más se aproxime a la forma propuesta y verificar 
si esta se satisface para todos los elementos del universo, lo cual se hace de 
diversas formas. 
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Aunque es menos posible, pero el experto también puede proponer una regla de 
correspondencia que define la forma de la función de correspondencia. 
Así pues, la experiencia de un ser humano en su campo resulta fundamental para 
tomar decisiones. A continuación mostraremos un ejemplo propuesto por (Ross, 
2010, p.176). 
En geometría plana un triángulo como el de la siguiente figura: 
Figura 3.3 
No cumple con las definiciones de triángulo isósceles ni de triángulo recto, 
empleando expresiones difusas cómo se clasificaría: ¿Casi isósceles?, ¿casi 
recto?, ¿o ambos? 
De modo que se busca clasificar un triángulo según la medida de sus ángulos 
interiores, para ello se define el conjunto universo, formado por todo triángulo de 
la geometría plana que satisfacen: 
X = (T(A,B,C)/AB_C>0 
	 A+B+C= 180°) 
Por otro lado (Ross, 2010, p.176), 
 define cinco tipos de triángulos: 
I: triángulos aproximadamente isósceles. 
R: triángulos aproximadamente rectos. 
IR: triángulos aproximadamente rectos e isósceles. 
E: triángulos aproximadamente equiláteros. 
38 
OT: Otro tipo de triángulos, que no clasifican en los conjuntos anteriores. 
Estos conjuntos así definidos son evidentemente difusos gracias a la ETIQUETA 
"aproximadamente". 
Ahora, un geómetra, bajo el supuesto que A > B > C > 0, puede inferir las 
siguientes funciones de pertenencia: 
7 Para el conjunto difuso 1, se define: 
1 
tir (A , B , C) = 1 - 
	 míntA - B , B - C } 
60° 
De modo que: 
Si (A = B V B = 
	 µKA, B , C) = 1 
Si 	 = 120° A B = 60° A C = 	 -> pi (A, B, C) = O 
,f 	 Para el conjunto fi, se define lik (A, B, C) = 1 — .517,1A — 9001 
De modo que: 
Si A = 90° -› MA,B,C) = 1 
Si A = 180° -› iik(A,B,C) = O 
Recordemos que en geometría plana sólo existe un triángulo recto isósceles: 
A = 90°, B = 45° y C = 450  
,7 Se define el conjunto Ti como la intersección de los conjuntos í y ft: 
Así: 	 Tit = in 	 Íti-R- (A, , C) = mín[pti (A, B , C), (A, B , C)} 
1 	 1 
4(A, B, C) = míntl - 
	 mín(A - B, B - C },1 - 	 IA - 90°1} 
60° 	 90° 
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1 	 1 
itik(A,B,C) = 1 — máx 	 mín{A — B, B — C } —IA — 901} 
60° 	 90° 
Evidentemente para A = 90°, B = 45° y C = 45° se obtiene 	 (A, B, C) = 1 
%( Para el conjunto de los triángulo aproximadamente equiláteros É tenemos 
la función de pertenencia: 
1 
PÉ(A,B,C) = 1— 180° (A — C) 
Si se tiene A = B = C tiÉ(A,B,C) = 1 
V Finalmente para el conjunto 07', la función de pertenencia se define 
mediante complemento: 
Ift=ciukuÉ)=InfinÉ 
De modo que p(A,B,C) = mín{1 — pf(A,B,C),1 — 	 B, C), 1 — (A, B, C)) 
De donde: µ(5-1.(A, B, C) = 	 mín{3(A — B), 3(B — C), 21A — 90°1, A — C} 
Por lo tanto, para el triángulo de la Figura 3.3. empleando las funciones definidas 
anteriormente se tiene: T(95°, 430,420)  e X, 
Se tiene: 	 1/1(95°, 43°, 42°) = 0.98 
(95°, 43°, 42°) = 0.94 
Es evidente que el triángulo es "más" isósceles que recto. 
= 0.94 
µÉ (95°, 430, 42°) = 0.71 
pul, (95°, 43°, 42°) = 0.02 
Observar el grado de pertenencia casi nulo para el conjunto OT. 
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3.1.4. 	 Comparación por parejas (Ordenamiento): 
En 19741Saaty, 20021 creo el denominado proceso analítico jerárquico (AHP por 
sus siglas en inglés), que es una técnica de manejo de incertidumbre a partir de 
la comparación entre parejas para tomar decisiones. En un inicio este método 
empleado para determinar funciones de pertenencia en lógica difusa consiste en 
un proceso relativamente sencillo, se pide a los expertos comparar entre dos 
valores, objetos o cualidades, ¿cuál de ellos responde mejor la pregunta 
planteada?, por ejemplo se puede preguntar: ¿cuál de los colores entre el azul y 
el violeta, cuál es más OSCURO? Las comparaciones se repiten para todos los 
pares del universo. Así se construye una matriz no simétrica, luego se suman las 
entradas de cada fila, obteniéndose los pesos relativos, lo cual permitirá ordenar 
los elementos en base a la preferencia obtenida. Finalmente se normalizan los 
pesos para formar la función de pertenencia. No obstante, actualmente se viene 
desarrollando el FAHP, es decir un AHP difuso. 
3.2. MÉTODOS INDIRECTOS 
Como mencionan JBouchon-Meunier. Dotoli, y Maione. 1996): "los métodos 
indirectos tratan de eliminar la informal y sistemática deformación que afectan a 
las funciones de pertenencia debido a la baja fiabilidad del hombre como 
dispositivo de medición", así pues estos métodos indirectos "ajustan" la forma de 
la función de pertenencia a partir de datos ya obtenidos. Ahora bien, la 
procedencia de los datos iniciales puede provenir de un experto mediante un 
método directo o tener una procedencia desconocida, cómo una encuesta o un 
experimento quizás. 
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La forma de construcción de las funciones de pertenencia para estos casos la 
veremos en el siguiente capítulo. 
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4. CAPÍTULO IV: CONSTRUCCIÓN DE FUNCIONES DE 
PERTENENCIA A PARTIR DE DATOS 
Cuando ya se posee un conjunto de datos, por ejemplo puntos del plano como: 
{(X0, go), (x1, gl), (x 2 , 92)1 (x 31 g3), ••• (xn, gn)), donde los xi E IR y los gi E [0,1] 
representa el grado de pertenencia del elemento "xi" a determinado conjunto 
difuso Á, es decir, /4( xi ) = gi , siendo µÁ(x) la función de pertenencia 
desconocida. Interesa hallar la función de pertenencia que mejor se "adapta" a 
dichos puntos, esto puede ser enfocado de dos áreas: la matemática y la 
inteligencia artificial. 
Desde la matemática tenemos dos opciones para ajustar una función: 
Hallar la función que satisfaga todos estos datos, es decir, pase por los 
puntos de la nube. (POLINOMIO INTERPOLANTE) 
Hallar la función se aproxime a todos los puntos graficados en el plano 
cartesiano, es decir, buscar aquella función cuya distancia a los puntos 
dados sea mínima. (AJUSTE POR MÍNIMOS CUADRADOS) 
Desde la inteligencia artificial a partir del conjunto de datos iniciales es posible 
obtener nuevos resultados empleando: 
Redes Neuronales 
Algoritmos Genéticos 
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4.1. EMPLEANDO TÉCNICAS DE AJUSTE DE CURVAS: 
Dado un conjunto de datos (puntos del plano), que provienen de una función 
(digamos que, con una regla de correspondencia muy complicada) o no (quizás 
los datos provienen de un experimento). La matemática nos brinda la posibilidad 
de obtener aproximaciones para valores de la variable (que se haya considerado 
dependiente) que no estén en el conjunto inicial. O del mismo modo, nos permite 
obtener una función cuya regla de correspondencia sea más sencilla. "Existen dos 
métodos generales para el ajuste de curvas que se distinguen entre sí al 
considerar la cantidad de error asociado con los datos". LQhapra & Canale, 2007, 
p.451).  Así pues, se emplea la regresión por mínimos cuadrados para datos que, 
al parecer, exhiben un error mayor. Y la interpolación cuando no se quiere 
descartar ninguno de los datos iniciales; se puede emplear polinomios 
interpolantes como el de Lagrange, el de Newton, splines cúbicos, entre otros. 
Cuando se emplean polinomios interpolantes el soporte de la función de 
pertenencia es muy importante ya que sirve para determinar el dominio de estos 
polinomios. No obstante no siempre el polinomio resultante, aunque se ajusta a 
los datos iniciales, representa adecuadamente a la función buscada debido a que 
un mayor grado genera mayores oscilaciones. 
4.1.1. 	 Polinomios interpolantes: 
Existen diferentes métodos de interpolación que permiten ajustar polinomios a un 
conjunto de puntos del plano, entre ellos tenemos: 
El método interpolante de jLagrangel, que se formula de la siguiente manera: 
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Dado el conjunto: [(xo, go), (x1, 91), (x2,92), (x3, g3), , (xn, gn)},  es posible hallar 
un polinomio de grado menor o igual a "n" para el cual se cumple pn(xi) = gi Para 
i = 0,1,2, ... ,n, ver Figura 4.1, que tiene la forma: 
Pn(x) = 904 (x) + 	 (x) + 921,2 (x) + • • • + gnLn (x) 
(4), (ja) 
P„( r) 	 ji ( 3') 
Figura 4.1. Polinomio de interpolación. 
Donde los polinomios interpolantes de Lagrange Lk (x) se definen como: 
Lk(X) — (Xk — X0)(Xk — Xi)(Xk — X0) (Xk — Xk_i)(Xk — Xk+i) (Xk — Xn) 
De modo que a partir de un conjunto con "n + 1" puntos se puede obtener un 
polinomio interpolante p(X) de grado no mayor a "n" que pasa por todos los 
puntos ((xo, Yo), (x1,91), (x2, 92), (x3, g3), , (xn, gn)) y brinda una aproximación de 
la supuesta función p(x). No obstante, debemos mencionar que este método tiene 
algunas desventajas como: Si se agrega algún punto adicional, se deberá re-
calcular todo, y por otro lado, a medida que crece el número de puntos crece el 
grado del polinomio crece, teniendo grandes variaciones entre dos puntos 
cercanos. En ese caso sería recomendable el uso de splines cúbicos. 
(x — x0)(x — xi)(x — x2) (x — xk _i)(x — xk+i) (x — xn) 
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Usando el software MATHEMATICA, se puede elaborar el siguiente código: 
PLagrange[puntos := Module[{k, j, n = Length[puntos], L, S}, S = 0; 
For[k = 1, k <= n, k++, L = 1; For[j = 1, j <= n, j++, If[j != k, 
L = L*(x - puntos[[j]][[1]])/(puntos[[k]][[1]]-puntos[[j]][[1]]) ]; ]; 
S = S + L*puntos[[k]][[2]]; ]; 
Show[ListPlot[puntos,PlotStyle->Red], 
Plot[Simplify[S],{x,puntos[[1]][[1]],puntos[[n]][[1]]},PlotLegends-> 
{Simplify[S]}],PlotRange->AII,Ticks->Automatic]] 
http://www.wolframcloud.com/ 
Que nos permite determinar los polinomios de Lagrange de cualquier orden. 
Veamos un ejemplo: 
PLagrange[{{1,0.05},{2,0.3},{3,0.8},{4,1},{5,0.9},{6,0.5},{7,0.2}}] 
Figura 4.2. Interpolación de Lagrange 
Obsérvese que cerca de los puntos que se hayan en los extremos (1,0.05) y (7, 
0.2) la función obtenida no es la adecuada, sin embargo si aplicamos los 
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polinomios de Lagrange (lineales o cuadráticos) a la función definida por trozos, 
la función de pertenencia sería más adecuada. Esto se puede ver en la siguiente 
figura, donde la función de azul corresponde a polinomios cuadráticos de 
Lagrange evaluados por tramos. 
Figura 4.3. Interpolación de Lagrange por tramos. 
4.1.2. Regresión por mínimos cuadrados: 
De nuevo, cuando ya se posee un conjunto de datos, como por ejemplo: 
{(x0, go), (xl, g1), (x2, g2), (x3, g3), , (xn, gn)}, el método de ajuste de curvas por 
mínimos cuadrados es una muy buena alternativa al de los polinomios 
interpolantes. Este método consiste en aproximar una curva que mejor se adapte 
a la forma gráfica y tendencia de los datos aunque NO pase por todos ellos, para 
esto se deberá graficar los datos en el plano cartesiano e inspeccionar la forma 
que adoptan para elegir a la función más adecuada. Luego, se determinan los 
parámetros de la curva propuesta minimizando la suma total de los cuadrados de 
los errores (diferencias entre los datos iniciales y los de la función que se propone). 
Esto se hace empleando optimización de funciones de varias variables. 
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• 
• 
	o. 	 • 
Figura 4.4. Ajuste por mínimos cuadrados. 
En la Figura 4.4., los puntos de azul representan los datos ya conocidos y la 
función que se ajustará es y = µ(x), la idea es minimizar todas las diferencias "ei" 
entre los puntos azules y los rojos. 
Sea y = p(x, a, fi y,...)  la función con parámetros a, y, ... que mejor se aproxima 
a la forma gráfica de todos los datos. 
Si consideramos el error total: ET = Er-o (ei)2 = Er-o(gj — 1,1(xi))2,  esto genera 
una función E(a, 	 ...) que se debe minimizar. 
Por ejemplo, si los datos tienen una distribución como la que se observa en la 
Figura 4.5: 
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p(x) = + í3x 
• 
5 
(x„. gn) 
  
• 	 ( xn—i, gn —1) 
(x2. g2) 
• 
(so. go ) 
Figura 4.5. 
Es posible suponer, de acuerdo al problema que se pretende resolver, que la 
función de pertenencia es monótona creciente y hacer una aproximación mediante 
regresión lineal, es decir p(x) = a + f3x, 
r 
Figura 4.6. Ajuste lineal. 
Luego el error total será: ET = 	 (ei )2 = 	 0 (gi —a— iexi)2  
Sin temor a confusión podemos escribir la función 
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{DE 
= —2 Z(gi 
 — a — f3xi ) = O 
DE 
= —2 I[Cqi — a — fi'xi )xi ] = O 
E(ct, fi) = 	 — a — flxi) 2  
Nuestro objetivo será determinar los valores de los parámetros "a" y "fl" de modo 
que el error total "E" sea mínimo, por lo tanto: 
Luego tenemos: 
{
(n + 1)a — pZxi =I g  i  
aZxi  +/3x2  =I(gi xi ) 
Este sistema lineal de ecuaciones nos da los valores de los parámetros. Se puede 
mostrar que los parámetros hallados corresponden a un mínimo, en efecto: 
(127tE2)($) (W 2 = (n + 1) E xi2 — (Exi)2 > o 
Para los datos como los de la 
Figura 4.7 
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funciones como: 	 µ(x)= a + fix + yx 2  
p(x) = yeP(x-` )2  
Serán buenas aproximaciones a la tendencia gráfica de los datos. Así como se 
observa en la siguiente figura: 
Figura 4.8. Ajuste no lineal 
Podemos ver que la aproximación gaussiana (color rojo) se ajusta a más puntos 
que la aproximación cuadrática. 
Luego el error total: ET = 	 ÍJ (ei)2 = Er_o (g i — p(xi )) 2  , considerando la función 
de Gauss ti(x)= yelg(x-a)2  
E =Z(g — yeP(x-a) 2)2  
DE 
= MyI(x 
— a)(9 — ye13(x-a) 2)e)9(x-ct) 2 = O 
dE 
ap  = —2yI(x — cc)2(g yeP(X-a)2)ef3(r-a)2 
o 
aE 
—2 Zeg — yeP(x-a)2)ep(x_a)2 o 
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Para resolver el sistema resultante, los métodos numéricos nos brindan técnicas 
iterativas muy eficientes. El método de Gauss-Newton es uno de los más 
empleados para obtener los parámetros de la función aproximada por mínimos 
cuadrados. 
4.2. EMPLEANDO TÉCNICAS DE INTELIGENCIA ARTIFICIAL: 
Debido al vertiginoso avance en el desarrollo de software y hardware, la 
inteligencia artificial ha mostrado muchas aplicaciones en los últimos años. Así 
pues, podemos emplear algunas de éstas técnicas de inteligencia artificial como 
las redes neuronales o los algoritmos genéticos para determinar las funciones de 
membresía a partir de los datos brindados por los expertos. 
4.2.1. 	 Redes Neuronales Artificiales 
Las redes neuronales buscan construir programas de computador que simulan el 
comportamiento del cerebro humano, precisamente que simulen el trabajo en red 
de las neuronas. Como en la actualidad se sabe, una neurona (aunque todavía no 
entendamos totalmente cómo funcionan en conjunto) está formada por el cuerpo 
celular llamado soma de donde salen varias ramificaciones llamadas dendritas y 
una rama larga llamado el axón. Una neurona se "une" a otras neuronas a través 
de las dendritas, no obstante esta unión se hace mediante la sinapsis, que es una 
relación químico-eléctrica entre neuronas que permite el paso de "mensajes". 
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	  DENDRITA S 
AXÓN 
Figura 4.9. Neurona. 
En la siguiente gráfica se muestra un diagrama de árbol que simula una neurona 
artificial: 
Figura 4.10. Modelo Neuronal. 
Las variables x1,x2,x3, 	 representan los "mensajes" que entran a la neurona 
mediante los impulsos nerviosos. 
Las variables 	 w2,w3, 	 son los pesos asociados con los impulsos de 
entrada, dándole así una relativa importancia a cada xi la cual está asociada con 
el origen desde el cual viene el impulso de entrada. 
Sabemos que los impulsos nerviosos que llegan a la neurona no se tramiten de la 
misma manera, lo harán con mayor o menor velocidad dependiendo del nivel de 
mielina, que es una capa que recubre al axón; mientras la neurona posea más 
mielina, la trasmisión de los impulsos nerviosos será más rápida. 
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Así pues, asumiremos que los w, son positivos si la velocidad del impulso es 
rápida, y la entrada x, actúa como una señal excitadora para la neurona. Pero 
cuando la velocidad del impulso es lenta se tendrá los que w, son negativos, y la 
entrada x, actúa como una señal inhibidora para la neurona. 
Sea "y" el mensaje de salida de la neurona modelo, no obstante debemos 
controlar si este mensaje se debe enviar o no, para ello se le prescribe un límite 
"t", llamado valor umbral, con el cual comparar la suma de los productos de las 
entradas con sus respectivos pesos. Si la suma es mayor que el límite prescrito, 
el mensaje de salida se envía, para ello se emplea una función no lineal de la 
diferencia entre la suma E xi wi y el límite "t", esto es y = f( xi wi  — t). Caso 
contrario, si la suma es menor que el límite "t" se deben ajustar los pesos wi. 
La función no lineal f depende del modelo que se desee emplear. A esta función 
se le denomina función de activación, la función más empleada es la función 
sigmoidal f(u)= 
Una red neuronal de tres capas (1x4x1) tiene el siguiente diagrama: 
1 
1+e-u 
jura 4.11. Red Neuronal. 
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Podemos ver que la red neuronal posee sólo un impulso de entrada y sólo uno de 
salida. La primera capa tiene sólo un elemento que tiene una sola entrada, pero 
este elemento envía su salida a otros cuatro elementos en la segunda capa. Los 
elementos que se muestran en la segunda capa (que es una capa oculta) son 
todos elementos de una sola entrada y una sola salida. La tercera capa tiene sólo 
un elemento que tiene cuatro entradas, y calcula la salida para el sistema. 
Dado que los miles de millones de neuronas son las responsables del aprendizaje 
del ser humano, las redes neuronales emplean los conocimientos que tenemos de 
cómo funciona el cerebro humano para desarrollar programas de computador que 
simule este aprendizaje. No obstante hay que tener presente que el conocimiento 
del sistema proviene de toda la red de las neuronas. 
Las redes neuronales resuelven problemas adaptándose a la naturaleza 
de los datos que reciben (que serían los impulsos de entradas). Una de las 
maneras de lograr esto es emplear dos conjuntos: un conjunto de datos de 
entrenamiento y un conjunto de datos de comprobación. 
En general, cuando hay múltiples entradas y salidas se puede emplear la forma 
vectorial í> 	 (xi, x2, x3, ..., x„ ) y los pesos wnii  iniciales son asignados 
aleatoriamente a cada trayectoria "i" que une las diferentes capas de la red. 
Se deben tener dos conjuntos de datos: Los de entrenamiento y los de verificación. 
El conjunto de datos de entrenamiento se pasa a través de la red neuronal. La red 
neuronal calcula el valor f (x), que se compara con el valor real de y, (a esto se 
conoce como entrenamiento supervisado) obteniendo un error E = f (x) — y , que 
corresponde a la última capa. Luego tratamos de distribuir este error a los 
elementos de las capas utilizando una técnica llamada propagación hacia atrás o 
retro-propagación. 
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La distribución de los errores en las demás capas es como sigue: 
Figura 4 12 
Sea Ej  el error asociado con el elemento "j" de la Figura 4.12, y sean w111 los 
pesos asociados con la trayectoria que une el elemento "n" con el elemento "j". 
Además sea I el impulso de entrada al elemento "n", luego el error para el 
elemento "n" se calcula mediante: 
= F1 (1)wn1E1  
Donde F(I) = 1 —> F' (I) — 	 ( e 	 = F(I)(1 — F(I)) (1+e-1)2  
 
Luego los diferentes pesos w 1  que conectan a los diferentes elementos en la red 
son corregidos en el programa para que la salida final se aproxime al valor real. 
Para un elemento con un error E asociado con él, los pesos asociados pueden 
actualizarse mediante la ecuación: 
wi  + a. E. x i + O(w) 	 wi 
Donde: "a" es la constante de aprendizaje. 
"O" es el momentum, asociado a la variación de los pesos wi . 
"E" es la medida del error asociado. 
"xi": son las entradas a la red. 
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Figura 4.13 
Luego iniciamos el proceso de entrenamiento, introduciendo nuevamente las 
variables de entrada "xi", pero el cálculo de la salida se hace con los nuevos 
pesos. Si hay errores, se calculan de nuevo, iterando este proceso hasta lograr 
una salida que cumpla con el límite prescrito. Finalmente, una vez entrenada la 
red neuronal se emplean los datos de verificación para determinar el rendimiento 
de la red. 
Ahora, aplicaremos las redes neuronales a la construcción de funciones de 
pertenencia. Para ello, consideremos un conjunto que tiene 20 pares ordenados 
como que se muestran en las tablas siguientes: 
1 0.05 0.02 11 0.09 0.04 
2 0.09 0.11 12 0.10 0.10 
3 0.12 0.20 13 0.14 0.21 
4 0.15 0.22 14 0.18 0.24 
5 0.20 0.25 15 0.22 0.28 
6 0.75 0.75 16 0.77 0.78 
7 0.80 0.83 17 0.79 0.81 
8 0.82 0.80 18 0.84 0.82 
9 0.90 0.89 19 0.94 0.93 
10 0.95 0.89 20 0.98 0.99 
Así pues nuestro objetivo es diseñar una red neuronal que nos permita determinar 
el grado de pertenencia de un punto a dos conjuntos difusos de una región del 
plano cartesiano. 
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La representación gráfica de todos los datos se muestra en la Figura 4.14, 
determinando así dos conjuntos difusos, R1 y R2: 
Figura 4.14. Datos en 2D 
Al asignar el grado de pertenencia con respecto al conjunto R1 a cada uno de los 
puntos se obtiene una mejor perspectiva con un diagrama en 3D. 
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Figura 4.15 Datos en V_D 
Deseamos diseñar una red neuronal que puede determinar el grado de 
pertenencia de cualquier punto de la región cuadrada [0,1]x[0,1] a cada uno de 
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los dos conjuntos difusos R1 y R2. Utilizaremos los diez primeros puntos para 
entrenar la red neuronal y los diez siguientes para comprobar su rendimiento. Los 
grados de pertenencia a cada una de las clases se dan las siguientes tablas. 
Tabla 4.2 
1 0.05 0.02 1 0 11 0.09 0.04 1 0 
2 0.09 0.11 1 0 12 0.10 0.10 1 0 
3 0.12 0.20 1 0 13 0.14 0.21 1 0 
4 0.15 0.22 1 0 1.4 0.18 0.24 1 0 
5 0.20 0.25 1 0 15 0.22 0.28 1 0 
6 0.75 0.75 0 1 16 0.77 0.78 0 1 
7 0.80 0.83 0 1 17 0.79 0.81 0 1 
8 0.82 0.80 0 1 18 0.84 0.82 0 1 
9 0.90 0.89 0 1 19 0.94 0.93 0 1 
10 0.95 0.89 0 1 20 0.98 0.99 0 1 
Construiremos una red neuronal de 2x3x3x2 para simular la pertenencia entre los 
datos y los conjuntos difusos R1 y R2. Las coordenadas (x1, x2) se usan como 
entradas a la red neuronal y su grado de pertenencia (R1, R2) como salida para la 
red neuronal. 
Figura 4.16 
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Emplearemos el framework Joone, desarrollado en Java, el cual es bastante 
amigable para la implementación de una red neuronal. 
Empleando el diseño mostrado en la Figura 4.16, la implementación en Joone 
queda como se ve en la siguiente 
JoonEdit - Joone Neural Net Editor - D:\Doc 
File Edil Align Attributes Tools VIfindow Help 
EICDOL\ 0 Pq 
	 Is)  
af lit II 4 	 1-+ 	 3-± 	 •H:r.i. 5 1J 	 -g 	 .@ -471 
A 	 IP 1  \ ri • 	 11:11 
Datos de entrada 	 Salida Real 
Capa entrada 	 capa oculta 1 —E--capa oculta 2 
2 	 3 	 3 
Capa salida —11,-
2 Pi ofesor 
Datos de salida 
Figura 4.17. Diseño de la red neuronal en JOONE 
Luego se entrenó la red neuronal, empleando una constante de aprendizaje de 
0.7 y un momentum de 0.3, con los datos de la tabla 4.3, obteniéndose un error 
de 0.005464, ver Figura 4.18. 
Tabla 4.3 
1 0.05 0.02 1 0 
2 0.09 0.11 1 0 
3 0.12 0.20 1 0 
4 0.15 0.22 1 0 
5 0.20 0.25 1 0 
6 0.75 0.75 0 1 
7 0.80 0.83 0 1 
8 0.82 0.80 0 1 
9 0.90 0.89 0 1 
10 0.95 0.89 0 1 
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Después de entrenar la red, se obtuvo como salida la siguiente tabla: 
abla 4.4 
1 0.05 0.02 0.99872522 0.00126436 
2 0.09 0.11 0.99813099 0.00185668 
3 0.12 0.20 0.99696026 0.00302503 
4 0.15 0.22 0.99610728 0.003877 
5 0.20 0.25 0.99380998 0.00617338 
6 0.75 0.75 0.00875091 0.99125504 
7 0.80 0.83 0.00666678 0.99333626 
8 0.82 0.80 0.00676669 0.99323648 
9 0.90 0.89 0.00574281 0.9942592 
10 0.95 0.89 0.00560247 0.99439939 
Empleando los datos de comprobación, segundo grupo de la tabla 4.3 para validar 
el rendimiento de la red, se obtuvieron los siguientes resultados, observar que el 
grado de pertenencia de los datos a cada uno de los conjuntos difusos es bastante 
aceptable, ver tabla siguiente: 
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Finalmente se evaluó el desempeño de la red neuronal para los puntos de la 
segunda y tercera columna de tabla 4.6, obteniendo como salida de la red los 
datos de la cuarta y quinta columna: 
Tabla 4.6 
0.00139378 1 0.10 0.10 0.99859607 
2 0.10 0.90 0.31924721 0.68139972 
3 0.49 0.49 0.52716634 0.4735954 
4 0.51 0.51 0.39367062 0.6070579 
5 0.90 0.10 0.34265474 0.65803515 
6 0.90 0.90 0.00503842 0.99496414 
Las salidas pueden para los grados de pertenencia de los puntos al conjunto 
difuso R1 pueden ser visualizadas en la 
O 5 
Figura 4 20 Resultadn,z — conjunto riifHso P 
No obstante, si se añaden los grados de pertenencia respecto al conjunto difuso 
R2, puntos rojos en la Figura 4.20, el diagrama queda así: 
63 
• 
(P2 
P3 
4 
.5 
o 
o 
o 
05 
5 
Figura 4.21. Resultados — conjunto difuso R2. 
El error obtenido se le puede ver en la: 
Pro pertes window 
Controls 
Rin 	 Continue 
Epochs: 1 
RIASE : 0.004706374092709772 
batchSize 	 O 
learning 
learningMode 
	
O 
learningRate 	 0,7 
momentum 	 0,3 
pre-learning cycles 	 0 
singleThreadMode 
!•supervised 
! epochs 	 1 
training patterns 	 6 
useRMSE 
validation 
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Figura 4 22 
Concluyendo así que, la red neuronal brinda un grado de pertenencia adecuado 
para la clasificación de cualquier punto de la región cuadrada [0,1] x [0,1] respecto 
a los conjuntos difusos R1 y R2. 
0 5 
P5 
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NOTA 4.1: Para determinar el valor de la constante de aprendizaje se hicieron las 
siguientes tabulaciones, considerando 1000 épocas: 
Tabla 4 
Tasa de 
aprendizaje Error 
0.1 0.59371699 
0.2 0.07896616 
0.3 0.09887003 
0.4 0.08000242 
0.5 0.02171915 
0.6 0.01188917 
0.7 0.00671691 
0.8 0.01188917 
0.9 0.03248915 
1 0.36173453 
Estos errores se obtuvieron a partir de una ejecución inicial considerando una tasa 
de aprendizaje de 0.5, que arrojó un error de 0.99592224, luego se tomaron los 
pesos obtenidos para generar mejores aproximaciones, variando la tasa de 
aprendizaje, como las que se ve en la tabla 4.7. Decidiéndose así considerar una 
tasa de aprendizaje de 0.7. 
Para definir el momentum, aunque existen muy pocos estudios respecto a la 
relación entre la tasa de aprendizaje y el momentum, se consideró qué: a medida 
que el momentum aumente, la tasa de aprendizaje debe disminuir. Ya que la idea 
estabilizar las oscilaciones cuando la red debe estar muy bien entrenada. 
4.2.1. 	 Algoritmos Genéticos 
Así como las redes neuronales pretenden simular el comportamiento de nuestro 
cerebro, los algoritmos genéticos buscan emplear la teoría de Charles Darwin 
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quién después de casi cinco años de viaje y más de 20 años de investigación 
publicó su "On the Origin of Species by Means of Natural Selection, or the 
Preservation of Favoured Races in the Struggle for Life" donde postula 
básicamente el hecho de que la existencia de todos los seres vivos se basa en la 
regla de "supervivencia del más apto", esto es, sólo los individuos más aptos a su 
entorno tienen más probabilidad de crear descendencia y por lo tanto de transmitir 
las características que los determinan. Así pues, las diferentes clases de seres 
vivos entran en existencia a través de los procesos de reproducción, cruce y 
mutación entre los organismos ya existentes. 
Los algoritmos genéticos han adaptado algunos conceptos de la teoría de 
la evolución para crear algoritmos que buscar soluciones a los problemas de una 
manera más "natural". En primer lugar, se crean diferentes posibles soluciones a 
un problema. Estas soluciones se someten entonces a prueba para determinar su 
rendimiento (es decir, cuán buena es la solución que proporcionan). Entre todas 
las soluciones posibles, se selecciona una fracción de las buenas soluciones y se 
eliminan las demás (supervivencia del más apto). Las soluciones seleccionadas 
se someten a los procesos de reproducción, cruce y mutación para crear una 
nueva generación de posibles soluciones (que se espera que funcionen mejor que 
la generación anterior). Este proceso de reproducción de una nueva generación y 
su evaluación se repite hasta que haya convergencia dentro de una generación. 
La ventaja de esta técnica es que busca una solución de un amplio espectro de 
posibles soluciones, en lugar de restringir la búsqueda a un dominio restringido en 
el que normalmente se esperan que estén los resultados. Los algoritmos genéticos 
intentan realizar una búsqueda inteligente de una solución a partir de un número 
casi infinito de posibles soluciones. 
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A continuación mostramos el esquema de un algoritmo genético descrita por 
[Díaz, 20141 
Selección 
Cruce 
Población 
Mutación 
Á 
Reemplazo 
Figura 4.23. Algoritmo genético. 
El esquema de un algoritmo genético expuesto en la Figura 4.23 es general, ya 
que dependiendo del problema y la implementación puede variar la forma en la 
que se seleccionan los individuos (es común generar toda una nueva población 
de descendientes en una iteración y tomarla como nueva población de partida 
para seleccionar). 
Según lo describe ¡Díaz, 2014] en su tesis, los pasos característicos de un 
algoritmo genético son los siguientes: 
,7 Generación de población inicial. 
Se genera un conjunto de individuos que servirán de punto de partida para el 
proceso evolutivo, estos individuos generalmente son soluciones al problema 
en estudio. Esta generación es de forma aleatoria para que exista suficiente 
variación "genética" que mezclar en los sucesivos pasos del algoritmo. 
Inicio 
Fin 
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V Selección. 
A partir de la población inicial se realiza una selección de "n" individuos (en 
general 2 de ellos) para realizar el cruce. Estos individuos no se suelen elegir 
de forma arbitraria, sino que se eligen de tal forma que exista una relación 
directa entre "la aptitud" del individuo y la probabilidad de ser escogido. Esta 
selección no es trivial, existen diferentes técnicas de selección: por proporción, 
lineal, exponencial, por torneo, entre otras. 
Y Cruce. 
Se eligen a los "n" individuos y, si se supera una determinada probabilidad 
(que puede venir determinada por las características de los individuos), se les 
cruza obteniendo como resultado desde uno hasta "n" individuos nuevos con 
características heredadas de los genes de los anteriores. Lo más común suele 
ser tomar 2 individuos y obtener 2 descendientes. Los operadores de cruce 
dependen de los individuos y del problema, entre ellos tenemos: Cruce por un 
único punto pivote, cruce por dos puntos pivote, cruce por un punto asimétrico, 
entre otros. 
Y Mutación. 
Para cada individuo resultante del cruce existe una probabilidad de que mute 
(cómo ocurriría biológicamente con los seres vivos) y se obtenga un individuo 
parcial o totalmente distinto, dándole así más opciones de solución al 
problema. La mutación se puede realizar mediante: Intercambio de un único 
gen, el cambio aleatorio de genes, generación de nuevos genes, etc. 
Y Parada. 
La condición de parada es la que determina en qué momento se debe acabar 
la ejecución del algoritmo genético, que resulta fundamental en un proceso 
computacional. Así, entre muchas de ellas tenemos: 
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N° de generaciones. La simulación se finaliza una vez ha evolucionado un 
número predeterminado de generaciones (por ejemplo parada a las 5000 
iteraciones del algoritmo). 
Fitness. La simulación finaliza una vez la solución ha superado un determinado 
nivel de aptitud (fitness). Esta solución es especialmente interesante dado que se 
puede buscar una solución suficientemente buena sin necesidad de limitarse a un 
determinado número de iteraciones. 
Veamos un ejemplo práctico para aplicar los algoritmos genéticos en la que se 
determina la forma de una función de pertenencia que clasifica a una variable 
independiente en relación con otra variable dependiente. (Ross, 2010. p.195)  
Consideremos que tenemos un sistema de una sola entrada "x", una sola salida 
"y" con valores de entrada y salida como se muestra en la siguiente tabla: 
Tabla 4.8 
x 1 2 3 4 5 
Y 1 4 9 16 25 
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Consideremos que las variables de entrada y salida pueden ser clasificadas en 
dos clases difusas: 
Para "x" se tiene: {S (pequeño) y L (grande)) 
Para "y" se tiene: {S (pequeño) y VL (muy grande)) 
Asumamos que de acuerdo a los datos de la tabla anterior podemos hacer la 
siguiente correspondencia: 
Tabla 4.9 
Variable Conjunto Difuso 
x S L 
Y S VL 
Este mapeo funcional nos dice que un pequeño "x" se corresponde con un "y" 
pequeño, y un "x" grande con un "y" muy grande. 
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Asimismo el conjunto universo de la variable "x" es [0, 5] y el de "y" es [0, 25]. 
Suponemos que cada función de pertenencia tiene la forma de un triángulo 
rectángulo, como se muestra en la Figura 4.25. 
Figura 4.25 
La función de pertenencia en el lado derecho de la Figura 4.25 tendrá la altura al 
pie del ángulo recto en el límite superior del rango de la variable difusa. La función 
de pertenencia en el lado izquierdo está condiciona a tener la altura al pie del 
ángulo recto en el límite inferior del rango de la variable difusa, es decir sobre el 
eje p.,. Es obvio que bajo las restricciones anteriores lo único que se necesita para 
describir la forma y posición de la función de pertenencia es la longitud de la base 
de las funciones de pertenencia. Utilizamos este hecho para codificar las 
funciones de pertenencia como cadenas de bits. 
Las variables desconocidas en este problema son las longitudes de las bases de 
las cuatro funciones de pertenencia (para "x": S (pequeño) y L (grande) , para "y": 
S (pequeño) y VL (muy grande)). Utilizamos cadenas binarias de 6 bits para definir 
la base de cada una de las funciones de pertenencia. Las cadenas binarias se 
convierten en valores decimales usando la fórmula Ci = Cm ín 
 + — (Cmá — Cmín), 21-1 	 x 
(que fue introducida por Golberg en1989 para algoritmos de búsqueda, (Ross, 
2010. p.190), donde: 
"L" es la longitud del cromosoma. 
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"b" es el número real representado por el cromosoma. 
"Cnitr, y Cmh," son los valores mínimo y máximo del número real "b". 
Estas cadenas se concatenan para darnos una cadena de 24 bits (6 x 4). 
Se implementó el algoritmo genético empleando VBA para Excel, el cual nos 
permite obtener resultados como los que se detallan a continuación: 
Comenzamos con una población inicial de cuatro cadenas de 24 bits elegidos 
aleatoriamente, por ejemplo para la población inicial que se muestra en la tabla 
siguiente: 
Tabla 4.10 
base base base base 
n° Cromosoma 1 2 3 4 
1 110011100010101010111101 51 34 42 61 4.05 2.70 16.67 24.21 
2 100100100001001000101101 36 33 8 45 2.86 2.62 3.17 17.86 
3 110110101100001111011101 54 44 15 29 4.29 3.49 5.95 11.51 
4 000100111110000001110000 4 62 1 48 0.32 4.92 0.40 19.05 
El individuo número uno es segmentado en cuatro partes: 
[110011 100010 101010 111101] , dando origen a los cuatro números 
[51 34 42 61] a partir de los cuales se obtienen con la fórmula de Golberg los 
decimales [4.05 2.70 16.67 24.21] que corresponderán a las bases de los cuatro 
triángulos rectángulos que buscamos optimizar. 
Para la variable difusa "x" (cuyo rango [0,5]) utilizamos Cmín = 0 y Cmá, = 5 para 
las funciones de pertenencia S (pequeño) y L (grande). Para la variable fuzzy "y" 
(con rango [0,25]) utilizamos Cmín = O Y Crnáz = 25 para ambas funciones S y VL 
Por ejemplo, para el primer valor binario de 6 bits 1110011r que corresponde al 
número "51" se le asigna el valor decimal para la variable difusa "x", usando la 
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ecuación de Golberg, C1  = O + —26-1(5 — 0) = 4.05 
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Este AG busca optimizar la forma triangular 
de cuatro funciones de pertenencia. 
1 24 
Considerando el algoritmo que se muestran en la Figura 4.23, después de 50 
generaciones (ver NOTA 4.2) se obtuvieron los siguientes resultados: 
IngreseW de individuos de ta 
población: 
Ingrese N' de genes de los 
cromosomas (Ic): 
Ingrese probabilidad de 
reproducción: 
Ingrese la probabilidad de 
mutación: 
50 
Aleatoria 
47 Si 	 r  No 
n. Cromosoma base 1 base 2 base 3 base 4 x=1 x=2 x=3 x=4 x=5 error 
1 	 011100100010001010111000 2.22 2.70 3.97 22.22 1.79 3,57 8.53 16.76 25.00 998. 3927512 
2 	 011111100010001011111000 2.46 2.70 4.37 22.22 1.77 3.55 8.53 16.76 25.00 998. 3904418 
3 	 001111100010001011111000 1.19 2.70 4.37 22.22 3.67 0.00 8.53 16.76 25.00 976.0826605 
4 	 011100100011001010111000 2.22 2.78 3.97 22.22 1.79 3.57 9.00 17.00 25.00 998.1989796 
    
Paso a paso la generación: 
Genera Población Inicial Mejor individuo de la población: romool000l000loioni000 
I  1.60724878186568 
 
Suma de cuadrados de los errores: 
 
Selecciona y Cruza 
       
  
Jueva reproduoón  
 
IV de generación: 	 I 5° Muta 
  
Guardar Población Eyalua Generación 
Figura 4.26. Ejemplo de algoritmo genético. 
Con estos datos y empleando el software geogebra se obtiene las formas 
triangulares, ver Figura 4.28, para las funciones de pertenencia mediante el 
proceso que a continuación se describe: 
Para la función de pertenencia del conjunto difuso S para la variable "x" se obtuvo 
la base 2.22, de modo que la ecuación de la hipotenusa del triángulo será: 
1-0 
	
1 
M = 
	  
	
0-2.22 	 2.22 2.22 	 2.22 
Ingrese N° de generaciones 
que desea: 
Eliga si la población inicial es 
aleatoria: 
?mar reproducción 
Se muestra la población a medida que evoluciona: 
Cantidad de cortes 
80 	 (1  I 	 1- 2 
1 4.16% Fj No aplicamos a todos 
±-1 
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Figura 4.27. Conjunto difuso SX 
Análogamente se construyen las funciones de pertenencia para el otro conjunto 
difuso, cuya base es 2.70, que en la gráfica corresponde al punto (2.30, 0): 
Figura 4.28 
Para los conjuntos difusos S y VL de la variable "y" se obtiene la Figura 4.29, véase 
la superposición de las funciones de pertenencia, que es nuestro objetivo. 
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Figura 4.29 
Analicemos con detalle que ocurre para un valor de la variable "x": 
Considerando x = 4, vemos que pertenece a la clase difusa L con un grado de 
x-5 pertenencia de 0.63, para ello se emplea la función 1L(X) 
	
_1_1 
= 2.70 
Figura 4.30 
De la tabla 4.9, vemos que si "x" es L (grande) entonces "y" es VL (muy grande). 
Por lo tanto, buscamos el valor de "y" en la clase difusa VL de la variable difusa 
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"y" que tiene un grado de pertenencia de : m(y) = 0,63. Determinamos que y = 
y-25 .4_1 
 16.78, para ello se usa la función: pvL (y) 22.22 
P( y) 
10 
	
12 
	
14 
	
16 
	
le 
	
20 
Figura 431 
El valor real correspondiente para "y" es 16 de acuerdo a la tabla 4.9. Por lo tanto, 
el error al cuadrado es (16 — 16.78)2 = 0.6084. 
Debemos mencionar que para convertir la función de aptitud de un problema de 
minimización a un problema de maximización, la suma de los errores al cuadrado 
es sustraído de 1000. 
Haciendo otras exploraciones para obtener mejores poblaciones se pudo apreciar 
que el error cuadrático total se estanca en un intervalo de [1.5, 1.9], sin embargo 
otra buena aproximación obtenida es la que se muestra en la Figura 4.32. 
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Algorítmo Genético 
Ingrese N' de individuos de la 
población: 
Ingrese II° de genes de los 
cromosomas (Ic): 
   
I 4 
 
Este AG busca optimizar la forma triangular 
de cuatro funciones de pertenencia.  
24 
 
Ingrese probabilidad de
F8 	
Cantidad de cortes  
-0 % reproducción: 
	 c i 
	 2 
Ingrese la probabilidad de 
mutación: 
Ingrese N° de generaciones 
que desea: 
Elige si la población inicial es 
aleatoria: 
Inioar reoroducoón 
Se muestra la población a medida que evoluciona: 
1-45.75% Iré No aplicamos a todos 
50 
Aieatoria 
(.1  Si 	 No 
ffi Cromosoma base 1 base 2 base 3 base 4 x.1 x.2 x.3 x.4 x.5 error 
1 	 101011011101010000101111 3.41 2.30 6.35 18.65 1.86 3.72 8.79 16.90 25.00 998.3351087 
2 	 101011011101010000101111 3.41 2.30 6.35 /8.65 1.86 3.72 8.79 16.90 25.00 998.3351087 
3 	 101010011101010000101111 3.33 2.30 6.35 18.65 1.90 3.81 8.79 16.90 25.00 998.2985135 
4 	 101011011101010000101011 3.41 2.30 6.35 17.06 1.86 3.72 10.17 17.59 25.00 995.2911134 
  
Paso a paso la generación: 
Genera Población Inicial 
Selecciona v Croza 
Mejor individuo de la población: untinomolowoomoini 
Suma de cuadrados de los errores: 1.66489132860329 
211 
N° de generación: 	 50 
Guardar Población 	 1 	 Evalua Generación 
Finura 4 32 
Con la cual se obtienen las siguientes funciones de pertenencia para las 
variables "x" y "y". 
Figura 4.33 
Nueva reorodución  Huta 
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Figura 4.34 
A partir de las cuales, para un valor de 4 para la variable "x" se obtiene un valor 
de 16.96 para "y" el error es (16 - 16.96)2 = 0.9216 
NOTA 4.2: Se analizó los errores en comparación con el número de iteraciones y 
el número de cortes para hacer el cruce, para ello se ejecutó el programa cinco 
veces para cada caso, luego se calculó el error promedio, obteniéndose los 
siguientes resultados: 
,7 Cuando se consideran dos puntos de cruce: 
Tabla 4.11 
NG 1 RUN 2 RUN 3 RUN 4 RUN 5 RUN ERROR 
30 1.88888889 4.64718866 5.42976067 5.51701323 5.50585003 4.59774029 
40 1.88888889 1.70345175 2.66544204 6.5 16.0139747 5.75435148 
50 1.88888889 1.61469435 1.60886427 4.35393145 5.50310492 2.99389678 
60 1.88888889 1.64705542 3.15911118 2.41015625 2.12848715 2.24673978 
70 1.65089434 5.4387485 5.67431134 2.12827932 1.61621575 3.30168985 
78 
Observar que el menor error se obtiene con 50 iteraciones, sin embargo en 
promedio corresponde a realizar 60 iteraciones. Asimismo tenemos un error 
MODAL de 1.89 
( Cuando se considera sólo un punto de cruce: 
Tabla 4.12 
NG 1 RUN 2 RUN 3 RUN 4 RUN 5 RUN ERROR 
10 16.8217075 18.5083376 7.42813173 6.67361111 2.97632949 10.4816235 
15 6.875 5.9047619 19.1388889 6.875 9.90449805 9.73962977 
20 6.875 4.78374123 6.54162331 18.1565988 6.50650473 8.57269361 
25 2.62594307 17.8016529 2.94432675 5.45024221 17.904321 9.34529718 
30 1.81344307 1.77249135 5.5384315 8.49931025 5.50611907 4.62595905 
40 1.81344307 1.61051154 5.87869822 5.81833114 5.52339319 4.12887543 
50 1.81344307 6.19772377 1.62147877 5.44778282 1.81143667 3.37837302 
60 1.81344307 2.06592798 2.64332473 1.90985741 1.69054178 2.02461899 
70 1.81344307 1.63019287 2.14445153 1.63331439 1.61509264 1.7672989 
80 2.55371901 5.42976067 2.63923155 1.81344307 5.43055556 3.57334197 
90 1.81344307 5.55325444 5.44878564 1.67057567 1.81344307 3.25990038 
Observar que entre 50 y 70 iteraciones el error promedio no excede 3.5, no 
obstante la mejor aproximación (ERROR = 1.61051154) se obtuvo con 40 
iteraciones. 
Por otro lado observar el error MODAL de 1.81, a partir de la 30ava generación, 
que es menor en comparación cuando se hacen dos cortes para el cruce. 
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CONCLUSIONES 
Dado un conjunto de datos que muestran imprecisión existen diversos 
métodos que permiten construir un conjunto difuso. 
Las técnicas para construir conjuntos difusos a partir de datos varía de 
acuerdo al problema que se está estudiando. 
Los métodos de interpolación se utilizan cuando se tiene pocos datos y 
estos datos son parte de una función desconocida. 
El método de ajustes de curvas resultan idóneas cuando se poseen datos 
cuya distribución sobre el plano tiene determinada forma. 
Las técnicas de inteligencia artificial son requeridas cuando tenemos 
problemas de clasificación u optimización. 
Cuando el conjunto difuso representa problemas de clasificación o de 
predicción se puede utilizar las redes neuronales. 
Cuando se tiene un conjunto de datos y se desea obtener funciones de 
pertenencia para varios valores lingüísticos se puede utilizar los algoritmos 
genéticos 
El desarrollo vertiginoso de software, especialmente del tipo copyletf, 
permite aplicar con mayor facilidad las técnicas de unas áreas del saber 
en otras. El trabajo multidisciplinario será fundamental para el desarrollo 
de las ciencias. 
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RECOMENDACIONES 
Emplear el presente trabajo para inicial el estudio detallado de cada una 
de las técnicas de construcción de funciones de pertenencia para 
aplicarlas a problemas que muestran cierto tipo de incertidumbre como los 
sistemas de control, procesamiento de señales, reconocimiento de 
patrones, optimización, toma de decisiones, sistemas inteligentes, etc. 
Estudiar otras técnicas de construcción de funciones de pertenencia que 
no se revisan aquí como: el razonamiento inductivo (De Luca y Termini, 
1972), las preferencias relativas (Saaty, 1974), diversos usos de la 
estadística (Dubois y Prade, 1980), entre otros. 
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