While smart living based on the controls of voices, gestures, mobile phones or the Web has gained momentum from both academia and industries, most of existing methods are not e ective in helping the elderly or people with muscle disordered or motor disabilities. Recently, the Electroencephalography (EEG) signal based mind control has a racted much a entions, due to the fact that it enables users to control devices and to communicate to outer world with li le participation of their muscle systems. However, the use of EEG signals faces challenges such as low accuracy, arduous and time-consuming feature extraction. is paper proposes a 7-layer deep learning model that includes two layers of Long-Short Term Memory (LSTM) cells to directly classify raw EEG signals, avoiding the time-consuming pre-processing and feature extraction. e hyper-parameters are selected by an Orthogonal Array experiment method to improve the e ciency. Our model is applied to an open EEG dataset released by PhysioNet and achieves 95.05% accuracy over 5 categorical EEG raw data. e applicability of our proposed model is further demonstrated by two use cases of smart living in terms of assisted living with robotics and home automation.
INTRODUCTION
Smart living involves a collection of technologies that monitor and control domestic living environments, with the aim to support residents' routine activities and thus improve their quality of lives.
e last decade has witnessed many novel techniques and systems applied to smart living environments, such as voice control [5, Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). , © 2017 Copyright held by the owner/author(s). . DOI: 17, 18] , gesture control [9, [21] [22] [23] , and application-based control [12, 13] yielding signi cant social and economical impacts.
Despite the accomplished progress, these works still remain di cult in handling the situations of people who have troubles in motor abilities such as aging individuals, disabilities or people having disorder of motor system diseases (e.g., Parkinson disease, cord injury, brain-stem stroke). For instance, if a person su ers from Amyotrophic Lateral Sclerosis (ALS), she will have only very limited physical capacities. She would be unable to communicate with the outer world, such as performing most daily activities (e.g., turn on/o the light). It can be very di cult for her to use apps or other general platforms to control smart home appliances. To assist the people like this to live more independently and with dignity, new smart home systems equipped with mind-control intelligence are being developed.
Among the technologies that enable mind-control intelligence, Electroencephalography (EEG) based smart control has shown promising performance in various applied elds. Basically, EEG signal records the voltage uctuations resulting from ionic current within the neurons of the brain with the electrodes placed on the scalp in a non-invasive way [19] . e EEG signals can re ect the activity on certain speci c brain areas without any initiative actions such as gesture, voice, and other movements from user. erefore, mind control based on EEG data has the advantages of overcoming the shortcomings of existing other techniques [6, 16] .
Currently, existing EEG-based mind-control approaches are facing several challenges. First, the data pre-processing, parameter's selection (such as lter type, pass band, segment window, and overlapping), and feature engineering (e.g., feature selection and extraction both in time domain and frequency domain) are timeconsuming and highly dependent on human expertise with domain knowledge. Second, despite complicated feature engineering, most works' accuracy centers around 80 ∼ 85%. Such low accuracy prevents these methods from wide applications. Finally, existing research mainly focuses on discerning EEG signals under binary classi cation situation and li le work has been conducted on multiclass scenario. e more scenarios can be distinguished, the more capabilities of EEG-based control systems can be expanded in realworld applications.
Given rapid uctuation of EEG signals, and the subtle di erence between various EEG signals corrupted by noise, the key issue of an EEG-based mind control system is how to capture the inner discriminative information re ecting the user's thoughts. In recent years, deep learning [7, 14] has been revolutionizing various elds, such as image processing, instance classi cation [10] and speech recognition [8, 11] . Deep learning based approaches are capable of modeling high level representations hidden in raw data and capturing complex relationships within data via stacking multiple layers of information processing modules in hierarchical architectures. Recurrent Neural Networks (RNNs) make use of sequential information. In particular, a speci c RNN architecture, named Long Short-Term Memory (LSTM), was designed to model temporal sequences and their long-range dependencies more accurately than conventional RNNs [24] . In this paper, we propose an LSTM-based deep learning model for mind controlled smart living environment, to help individuals with disabilities in motor systems live more independently. Reusable source code and dataset are provided to reproduce the results 1 . Our main contributions of this paper are highlighted as below:
• We propose a 7-layer LSTM based deep learning model for improving mind-controlled smart living. Our model directly works on the raw EEG data within multi-class scenario. It enhances the ductility, relieves from EEG signal pre/post-processing, and decreases the need of human expertise.
• We apply Orthogonal Array experiment method for hyperparameters tuning to save 98.4% time than exhausting tuning.
• We evaluate our approach over an open EEG dataset. Our model achieves 95.05% accuracy, which enhances more than 10% than the state-of-the-art methods. We also demonstrate our proposed work in two real use cases, wherein the mind-controlled robot completes a daily task and household appliances for status changes in an assisted living environment.
THE PROPOSED APPROACH
In this section, we give an overview of proposed approach and then presents the technical details.
Overview
e goal of the EEG-based smart home control system (SHCS) is to interpret and implement the users' intentions automatically. e architecture of SHCS is shown in Figure 1 . e system consists of two components: an online component and an o ine component. Raw EEG data are collected from subjects and gathered by an EEG helmet. A Long Short Time Memory (LSTM) model is used to analyze the raw EEG data without any pre-processing, normalization, smoothing, ltering or feature extraction. e orthogonal experiment (to be detailed in Section 2.4) is used to con gure parameters for the LSTM mode, which ensures the highest accuracy of the model. e online component detects users' willingness of performing tasks and triggers the EEG collection equipment to acquire EEG raw data from the EEG helmet. A er that, the EEG raw data are sent to the learned model to make predictions and map into di erent 1 h ps://github.com/xiangzhang1015/EEG-based-Control 
Multilayer LSTM
e Deep Learning Model proposed in this paper exploits a LongShort Term Memory (LSTM) networks, which is the most widely used and e cient Recurrent Neural Network (RNN), as the key component.
RNN utilizes time-series sensing signals as input data but the output of each cell not only depends on its input but also relies on the previous computation results. For the t-th cell in a normal RNN layer (Figure 2) ,
where f , are non-linear functions, such as relu, sigmoid, or tanh function. e t-th cell's output O t is determined by both its input I t and the hidden state at previous step c t −1 , which is related to the input of previous step I t −1 . c t −1 is the "memory" of the (t − 1)-th RNN cell, generally called state of the cell. In this way, the output of the last RNN cell O t +1 enables to conclude some information Enhancing Mind Controlled Smart Living Through Recurrent Neural Networks , , 
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Biases of k-th layer in deep learning model X K i j e i-th value in the j-th sample's outputs in X K X K e result of non-linearized of X k by sigmoid X K i j e i-th value in the j-th sample's outputs in X K n l e number of unites in single sample label i j e i-th element in the j-th sample's true label L2 L2 loss λ Coe cient in L2 loss formulation trainable variables in deep learning model n h1 e number of variable tensors n h2 e number of values in each speci c tensor α e counter of correct classi cation cost e log loss cost function Y j e predict label of the j-th sample label j e true label of j-th sample acc e accuracy of classify results n b e number of batches from every input data from I 1 to I t +1 . O t +1 remembers less information of the former cell with the distance increases. For instance, O t +1 can easily remember I t while hardly remember I 1 , and this phenomenon is generally called "gradient vanishing" [29] . e LSTM structure enables RNN to perform well in solving this problem in several applications [15, 31] . e main idea of LSTM cell is to create several gates (e.g., input gate, forget gate, output gate) to control the memory of speci c information. e essence of the gate is a weight between 0 and 1, which means the t-th cell keeps all the state c t −1 from the previous cell when the weight is 1 but keeps no state of c t −1 when the weight is 0. Our model uses the basic LSTM cells 2 , which sets state is tuple as True, and acti iation as None as de ned in [34] (Figure 3 ). 2 h ps://www.tensor ow.org/versions/r0.10/api docs/python/rnn cell/ rnn cells for use with tensor ow s core rnn methods#BasicLSTMCell To illustrate the working principle clearly, let O L t be the output of the t-th LSTM cell in L layer, c L t be the state (memory) of the t-th LSTM cell in L layer, I L t be the Input of the t-th LSTM cell in L layer, T be an operation(W x + b) for some weights W and biases b, and be element-wise multiplication, since L is the number of LSTM cell layers. A LSTM cell has three inputs and two outputs as shown below:
e speci c equations are as the following:
where i, f , o and m represent the input gate, forget gate, output gate and input modulation gate 3 , respectively.
e multilayer LSTM layers are connected by L layers of LSTM cells. Every layer should have the same number of basic cells. For the cells in the same order in di erent layers, the input of the later layer' cell equals to the output of the previous layer's cell, which can be represented by I L t = O L−1 t . e connection method between LSTM cells is described by the le part of Figure 3 . Every LSTM cell (e.g., Cell t in Layer L) has three inputs (two from the same layer (e.g.,
and one from previous layer (e.g., O L−1 t )) and two outputs (c L t which is sent to the
is sent both to the the (t + 1)-cell in Layer L and the the t-cell in Layer L + 1).
Deep Learning Model
e model includes three sections: an input layer, hidden layers, and an output layer. Specially, two layers of dynamic LSTM cells are employed in hidden layers.
e model works as follows. First, some parameters should be set at the beginning. Suppose the model has K layers and n k , k ∈ {1, 2, · · · , K } denotes the nodes in the k-th layer (the input layer is regarded as the rst layer, per LSTM cell is regarded as one hidden layer, the output layer is regarded as the last layer), lr denotes the learning rate in the learning model, while bs denotes the batch size of the input data. Batch size de nes a number of samples to be propagated through the network. We have to separate the input data into several groups which have smaller size since the total number of input data is huge. For example, if we have 100,000 samples as input data and set the batch size as 10, we would get 10 mini-batches data with 10,000 samples in each mini-batch.
Dividing large amount of batch into several mini-batches has two advantages: less memory occupation (since every iteration has fewer samples) and faster training (since the parameters of network updates a er every iteration). An epoch is one pass of all the training samples. If the total iteration is stable, the change of batch size will cause the change of epoch number. For the previous e data ow of the deep learning model with K = 7, see the detail in Section 2.3. e data shape in each layer is shown. e results is corresponding to the function in case study 1, as shown in Table 2 . example, the model totally run for 1000 iterations (which is denoted by n it er ), all the training samples will get trained 1000 times (1000 epochs) with 1 batch or get trained 100 times (100 epochs) with 10 batches. n c denotes the number of classes.
In this paper, we use one hot label, which means the label of an example is represented by a list of binary units. , respectively. e shape of the single sample is described by n in and n s , which separately denotes length and the width. e length of an sample means in every row, there are n in inputs values.
e width means the number of rows in the single sample. Please note, the single sample data is two dimensions (e.g., picture sample) when n s > 1 while the single sample data is one dimension (e.g., sensor signal sample) when n s = 1. In this paper, the research object is EEG sensor data so that n s is set as 1, which means each EEG sample only has one row. e data in k-th layer can be denoted by X k ∈ R [bs,n k ] , k ∈ {1, 2, · · · , K }, for instance, X 1 denotes the data in layer 1 (input layer). e weights between layer k and layer k+1 can be denoted by
for instance, W 12 describes the weight between layer 1 and layer 2. b k ∈ R n k denotes the biases of k-th layer. All the parameters mentioned in this paper are listed in Table 1 .
Each input sample can be 2-D or 1-D data, and it is introduced as 2-dimensional tuples in this paper for robustness and versatility. In the rst layer, n 1 = n in , which means that the number of nodes should equal to the number of input values. Suppose the input data are 3-dimensional tuples like [bs, n s , n in ], which consist of bs samples in form of [n s , n in ], they are reshaped to [bs * n s , n in ] as X 1 because the rst layer only has n in nodes and only can receive n in values at the same time. A er this, X 1 through W 12 to layer 2 are stored as X 2 , as:
Similarly,
Note that both the second last and third last layers are LSTM cells; the second point is that the size of X k , W k(k +1) and b k must match.
In order to increase the non-linearity of this model, we choose the sigmoid function as activation function. e formula of a sigmoid function is
where x is the input value and S is the output value. rough the pre-experiments, we found the model performs the best when the sigmoid function works on the second layer. So X 2 becomes the following:
As mentioned before, the output of the output layer are one-hot binary units. To make the di erence between di erent categories more apparent, a so max function is employed to work on the Enhancing Mind Controlled Smart Living Through Recurrent Neural Networks , , results X k . e formula is shown as follows:
where X K ∈ R [bs,n l ] , X K i j is the i-th value in the j-th sample's outputs (the classi cation result of the j-th sample), n l is the number of elements in a sample label, n l = n c + 1 since the class starts at 1 instead 0. Also, the nodes of the output layer equals to the number of elements in single label, which means n l = n K . A er this, we choose the objective as a Log loss function and add a modi ed L2 norm loss 4 to avoid over ing,
where N is the number of samples in this batch (N = bs), ∈ R [bs,n l ] , i j is the i-th element in the j-th sample's true label. e modi ed L2 loss is calculated as:
where λ is the coe cient, is trainable variables in the network, n h1 is the number of variable tensors in the network and n h2 is the number of values in each speci c tensor. e Adam optimizer 5 is employed to optimize the cost. is optimizer uses moving averages of the parameters and enables to choose a bigger e ective step and convergence to the step size even without ne tuning. As mentioned before, the forecast results (X K ) of the model is a list of values of length n l . For example, one single sample's classi cation result is [0.067, 0.134, 0.067, 0.402, 0.052, 0.134]. We use an argmax function to nd the position of the maximum and get the largest value 0.402 at the position 3 (the position is counted from zero), so the prediction result of this sample is also 3. e prediction label of j-th sample is denoted by Y Y j = arg max(X K i j ), i ∈ 1, 2, · · · , n l where Y ∈ R bs . If the true label of this sample is 3, the number of true labels is added by 1; otherwise, by 0. At the end, the accuracy of this batch samples is the average of the counts as shown below:
other where label j is the true label of j-th sample.
Orthogonal Array Experiment Method
Although deep learning algorithms can achieve good performance in many research areas, tuning the hyper-parameters (e.g., the number of layers, the number of nodes in each layer and the learning rate) is time-consuming and dependent on user's knowledge. is paper employs the Orthogonal Array (OA) experiment method to select the hyper-parameters, which works dozens of times faster 4 h ps://github.com/tensor ow/tensor ow/blob/master/tensor ow/g3doc/api docs/ python/functions and classes/shard4/tf.nn.l2 loss.md 5 h ps://arxiv.org/pdf/1412.6980v8.pdf
ALGORITHM 1: e Proposed Approach
Input: X 1 with the shape [bs * n s , n i n], K, lr, bs, λ, n k , n it er Output: classi ed label, Y j 1: while iteration < n it er do 2:
for k ∈ {1, 2, · · · , K } do 3:
Y j ← ar max(so f tmax(X Ki j )) Figure 5 : Example of the hyper-parameter selection of OA with 3 factors and 3 levels than the methods used in present hyper-parameters tuning research. OA is a systematic and statistical method. Its principle is to compare the dependent variable which is resulted from a di erent combination of independent variables. It chooses the representative combination instead of all combination for testing. In this method, an independent variable is called a "factor". e di erent values of factor are called "levels". For instance, if the program has three factors and each of them has three levels, which are represented by a cube with 27 nodes (each node represents one combination of hyper-parameters), OA only chooses 9 representative groups of parameters to optimize the selection. As shown in Figure 5 , A 1 , A 2 , A 3 represent 3 levels of factor A, while factors B, C are the same token (the factor is supposed to be statistically independent with the others). e 9 circled nodes are the nine groups selected by OA. Each edge (totally 27 edges) in the cube has one circled node and each face (totally 9 faces) has three circled nodes.
For di erent number of factors and levels, corresponding OA table is provided 6 . Generally, an OA table can be wri en as Ln a (n n c b ), where n a denotes the number of hyper-parameter combination, n b denotes the number of levels of each factor and n c denotes the number of factors.
EXPERIMENTS 3.1 Dataset
Our model was trained and evaluated on EEG data from PhysioNet eegmmidb (EEG motor movement/imagery database) dataset 7 , which [25] . e eegmmidb dataset contains around 26.4 million samples collected from 109 subjects. e BCI 2000 system has 64 channels and the sampling rate is 160 Hz. Each circle denotes one electrode including its name and number in this experiment (e.g., the central node has name C z and 11-th order). e subject seats in front of one screen and performs the corresponding action as one target appears in di erent edges of the screen. According to the tasks, di erent annotations are labeled and can be downloaded from PhysioBank ATM 9 . e actions in di erent tasks are as follows: Task 1: A target appears on either the le or the right side of the screen. e subject opens and closes the corresponding st as the target appears and disappears. Task 2: A target appears on either the top or the bo om of the screen. e subject opens and closes either both sts (if the target is on top) or both feet (if the target is on the bo om) until the target disappears. In summary, 28,000 samples from one subject are selected to evaluate the model. Every sample is one list, which includes 64 elements corresponding to 64 channels, and 5 states (detailed introduced in Table 2 ) are selected separately: eye closed, focus on le st, focus on right st, focus on both sts and focus on both feet.
Hyper-parameter Tuning
One precondition of using the deep learning model is to select the suitable parameters. Some of them can be initialized as random values. For instance, weights, and biases are set as 0 and 0.9, and the layer of LSTM cells L is set as 2. Several other parameters have to be set experimentally. In this experiment, we select ve most commonly hyper-parameters including λ, learning rate lr , the number of nodes n k ,the number of layers K and the number of batches n b 10 , and the levels of them are shown in Table 3 . e data used by hyper-parameter tuning are 28,000 samples from subject 1. Since we know there are 5 factors and 4 levels OA, the combinations are determined by standard orthogonal experiment table 11 . e L16(4 5 ) table, the combination of hyper-parameters and the range analysis of results of the experiment, is shown in Table 4 . e parameter selection of 5 factors and 4 levels needs 1024 = 4 * 4 * 4 * 4 * 4 combinations in an exhaustive method; in contrast, OA only needs 16 combinations, meaning 98.4% = (1 − 16/1024) time are saved. 8 h p://www.schalklab.org/research/bci2000 9 h ps://www.physionet.org/cgi-bin/atm/ATM 10 e size of training dataset and testing dataset depends on n b since the total dataset is xed, e.g., if n b equals 1, there will be 14,000 training dataset and 14,000 testing dataset. If n b equals 3, we will have 21,000 training dataset and 7,000 testing dataset 11 h ps://www.york.ac.uk/depts/maths/tables/l16b.htm In Table 4 , R l e eli is the sum of accuracy a er the condition of le eli whileR l e eli is the result of R l e eli divided by the number of levels. e range is the di erence between the maximum and minimum values in di erent levels for each factor. e importance of di erent factors is ranked by their ranges of in uence on the model's performance. Figure 6 shows 5 uctuation factors due to the uctuation of levels. It is clear that the e ect caused by lr and n k is signi cant than λ and n b , while the K curve is much more at. is phenomenon is consistent with the Range analysis results. We adopt the best levels, which are listed in Table 4 , to train the model again and obtain the accuracy achieving 95.05%, which is 2% higher than the best performance in L16(4 5 ) orthogonal experiment. Also, the accuracy, precision, and recall for each class are calculated, along with the confusion matrix and shown in Table 5 . is model performs at least 0.956 accuracy, 0.923 precision and 0.956 recall for each single class, which illustrates that OA signi cantly accelerates the process of hyper-parameter tuning.
Overall Comparison
In this section, we compare our approach with the state of the art performances. Our approach is composed of 7 layers RNN with two LSTM layers, the learning rate is 0.004, the λ is 0.005, the number of the nodes in each hidden layer is 64 and the number of batches n b is three. e brief information regarding comparison approaches are as follows: [3] pre-processes the data by Coi ets wavelets and extracts features using di erent amplitude estimators for the wavelet coefcients. As a result, the SVM classi fer (extract features by Coif4 wavelet and MAV features) yields an accuracy of 0.7497 while 0.716 is obtained by a NN classi er with 15 hidden layers and extracted feature by Coif2 wavelet. [27] uses SVM as classi er and achieves an average accuracy of 0.65 with the input data being denoised by a wavelet denoising algorithm before power spectral density (PSD) feature selection. [32] yields an accuracy of 0.8 with the foundational universal background models (UBMs) classi er a er the data is processed by I-vectors and Joint Factor Analysis (JFA). Table 6 . We can obviously observe that our LSTM-based approach signi cantly outperforms all the state of the art methods, with a large margin 30 ∼15%.
Enhancing Mind
To explore the potential the large-scale deployment of SHCS, we evaluate it across 20 subjects randomly selected from eeegmmidb. For every subject, 28,000 samples in ve categories are selected, 21,000 among them are used as training samples and 7,000 samples are used as testing samples. As a result, the accuracy of our approach lies in the range between 90 ∼ 99.4% for all the subjects. e result demonstrate the performance consistency across various subjects, and potential to be applied in larger scale deployment.
Visualization
To be er understand the essence of the proposed model, we graphically describe how the model works by visualizing the data ows from input layer to output layer. In this section, 7,000 samples are taken as input data and sent to the model, which is trained in the previous section. We focus on the shape of data ow and just omit the e ect of activation function and other in uencing factors. At rst, the shape of input data is [7000, 1, 64], which would be reshaped through W 12 with the size of [64, 64] (the rst value means the number of channels and the second is the number of second layer's nodes) and b 2 , so the second layer gets the data with size [7000, 64]. e loop runs for three times until the data ow in the LSTM layers. A er the LSTM layers, the shape of the last output ]. e 7,000 rows of the results correspond to 7,000 input samples, while each row of 6 elements is a one-hot class. e maximum value's position is the class classi ed by the model.
In Figure 4 , we can clearly observe the revolution of variations between samples from di erent classes. In the rst layer, ve different categories non-normalized samples have slight disparity; in layer 2, various samples are normalized automatically; in layer 3 and layer 4, the waveform becomes analogous. One possible reason is that the noise in the input raw data is ltered; the output of two layers LSTM has some variations. At last, the di erence becomes distinguishable in the last layer.
Deployment
In this section, we demonstrate the proposed approach with two applications.
3.5.1 Assisted Living with Mind-controlled Mobile Robot. In this case, an assistive robot is used to take a can of beverage from the kitchen's table to another table in the living room. e simulation platform is provided by Gazebo toolbox 12 and the robot's controlling program is powered by Robot Operating System (ROS) 13 . e PR2 mobile robot is picked as the speci c assistive robot for its smooth disk base and exible hand design. e simulation environment is depicted in Figure 7 . e demo can be found at here 14 .
e robot executes 5 actions according to 5 commands described in Table 2 . is case randomly selects some EEG raw data from Subject 1 dataset as simulation inputs. e path shown in Figure 7 is designed for the EEG data to drive PR2 to implement its service task. e start position is near the Kitchen's table, the PR2 robot walks forward and holds its hand to grasp the beverage can, then it 12 h p://gazebosim.org/ 13 h p://www.ros.org/ 14 h ps://www.youtube.com/watch?v=VZYX1095Vkc turns back and walks along the path to the table in living room and unlooses hands to put the beverage on the table. e simulation shows that the robot can precisely grasp and unloose target and basically in accordance with the path planned in user's mind.
Assisted
Living with Mind-controlled Appliances. e most widely used scenario in a smart home is the control of household appliances. In this case, we try to control four LEDs' ON/OFF states through mind. e Interface Kit connects with PC and receives a digital command from PC. e Interface Kit generates high levels and low levels as signals, which are transported to the breadboard through GND (Ground Line) and Signal Lines (Line 0, 1, 2, 3 separately controlled the blue, white, yellow and red LED). e breadboard is a construction base for prototyping of electronics where four colors LEDs are installed. As mentioned in Table 2 , the ve classes of EEG raw data are correlated with ve categories commands: turning on the blue LED, turning on the white LED, turning on the yellow LED, turning on the red LED, and turning on all the four LEDs. For every incoming command, the corresponding LED turns on and keeps lighting for 2 seconds until turning o .
is case is tested for 10 times and totally 80 commands, and as the result, our model accomplishes 100% accuracy. is indicates that the EEG-based mind control may have the potential to play a signi cant role in household devices control in the future.
RELATED WORK
e application of EEG signals is mainly in medicine and neurology areas. [20] proposes Logistic Regression (LR) approach to analyze EEG signals to detect seizure patient and achieves as high as 91% accuracy. Wavelet analysis [2] are employed to carry on a diagnosis of Traumatic Brain Injury (TBI) by quantitative EEG (qEEG) data and reach 87.85% accuracy. Power spectral density [1] are extracted as EEG data features to input into SVM, extreme learning machine and linear discriminant analysis to predict the outcome of Transcranial direct current stimulation (TDCS) treatment.
e work achieves 76% accuracy with the data from FC4 ∼ AF8 channels and 92% with the data from CPz ∼ CP2 channels. All the above literature uses binary classi cation and extracts features in di erent areas manually.
Recent research focuses on the comparison of di erent classiers' performance. [4] builds one deep belief net (DBN) classi er for each channel and combines them through Ada-boost algorithm and classi es the le and right hand motor imagery. e work achieves average 83% accuracy. e algorithm combined convolutional neural networks (CNN) and stacked autoencoders (SAE) is investigated by [28] to classify EEG Motor Imagery signals and results 90% accuracy.
e application of related methods in smart living in relatively limited. As an example, [16] uses high pass and low pass lter to reduce the noise signal interference and extracts EEG features by sher distance. e switch control experiment results show that their approach achieves an accuracy of 86%.
CONCLUSION AND FUTUREWORK
In this paper, we present an LSTM-based approach to classifying EEG raw signals for enabling mind-controlled smart living. e model is able to discern the di erence between the EEG raw data for Enhancing Mind Controlled Smart Living Through Recurrent Neural Networks , , di erent classes of thoughts without any pre-processing or feature engineering of the raw data. To reduce the cost of parameter tuning, OA is introduced to carry out hyper-parameters tuning and to optimize hyper-parameters through range analysis. It saves 98.4% time comparing to an exhausting testing. In applying this model to a large scale EEG dataset, it is clear that our proposed model signi cantly outperforms a series of the state-of-the-art methods by achieving 95.05% accuracy. We provide insight into feature revolution by visualizing the data shape, waveform uctuation owing through each layer of our proposed model. Moreover, we demonstrate the applicability of the approach by implementing two use cases, wherein an assistive robot performs a physical task, and household appliances (lights in our case) are interacted, by mind controlling.
is work sheds the light on further research in EEG-based control via deep learning techniques. Our future work will focus on iimproving the accuracy in person-independent scenario, wherein n subjects are used to train and the rest of subjects are used for testing. Current accuracy is around 35%. Our prior work atop multi-task learning based framework [33] shows the capability to capture certain underlying local commonalities under the intraclass variabilities shared by all the activities of di erent subjects.
ese intrinsic relationships have invariant properties and are less sensitive and variant with di erent subjects, which can be used as a signature to pro le EEG signals from each categorical scenario. We have been exploring a uni ed framework integrating multi-task learning and LSTM to enhance the performance of discerning EEG signals across di erent people.
