Starting from a sequence regarded as a walk through some set of values, we consider the associated loop-erased walk as a sequence of directed edges, with an edge from i to j if the loop erased walk makes a step from i to j. We introduce a coloring of these edges by painting edges with a fixed color as long as the walk does not loop back on itself, then switching to a new color whenever a loop is erased, with each new color distinct from all previous colors. The pattern of colors along the edges of the loop-erased walk then displays stretches of consecutive steps of the walk left untouched by the loop-erasure process. Assuming that the underlying sequence generating the loop-erased walk is a sequence of independent random variables, each uniform on [N ] := {1, 2, . . . , N }, we condition the walk to start at N and stop the walk when it first reaches the subset [k], for some 1 ≤ k ≤ N − 1. We relate the distribution of the random length of this loop-erased walk to the distribution of the length of the first loop of the walk, via Cayley's enumerations of trees, and via Wilson's algorithm. For fixed N and k, and i = 1, 2, . . ., let Bi denote the event that the loop-erased walk from N to [k] has i + 1 or more edges, and the i th and (i + 1) th of these edges are colored differently. We show that given that the loop-erased random walk has j edges for some 1 ≤ j ≤ N − k, the events Bi for 1 ≤ i ≤ j − 1 are independent, with the probability of Bi equal to 1/(k + i + 1). This determines the distribution of the sequence of random lengths of differently colored segments of the loop-erased walk, and yields asymptotic descriptions of these random lengths as N → ∞.
Introduction
The loop-erased walk derived from a sequence (X n , n = 0, 1, . . .) is a sequence (L n , n = 0, 1, . . .) of finite subsequences of (X n , n = 0, 1, . . .) defined as follows: let L 0 = (Y 0,0 ) = (X 0 ), and inductively, if X n is not in L n−1 = (Y n−1,0 , . . . , Y n−1,Ln−1 ), then form L n by appending X n to the end of L n−1 , i.e., L n = (Y n,0 , . . . , Y n,Ln ) with L n = L n−1 + 1, Y n,i = Y n−1,i for 0 ≤ i ≤ L n−1 , and Y n,Ln = X n . On the other hand, if X n = Y n−1,j for some 1 ≤ j ≤ L n−1 , then construct L n by truncating the part of L n−1 beyond Y n−1,j , i.e., let L n = j, and define L n = (Y n,0 , . . . , Y n,Ln ) by Y n,i = Y n−1,i for 0 ≤ i ≤ j; in this case, we say that a loop has occurred. For each n = 0, 1, . . ., we call L n the length of the loop-erased walk at time n, with the understanding that if L n is a single point (X i ) for some i, the length is zero. So the length measures the number of steps of the path, or the number of edges of the path, with each edge representing some one-step transition (X n , X n+1 ) of the original sequence (X n , n = 0, 1, . . .). See [6] and [7] for equivalent alternative definitions of loop-erased walk, and discussions of some basic results on the loop-erasure of random sequences.
There is a natural way to "color" the loop-erasure of the walk as follows. Assume that we have some infinite palette {C 1 , C 2 , . . .} of colors. Run the walk, and until the first loop occurs, color the edges of the walk with the color C 1 . When the first loop occurs, erase the colored edges as the definition of loop-erasure requires, and continue the walk, now coloring the subsequent edges with the color C 2 until the next loop occurs. More generally, keep coloring the edges of the walk with a fixed color C i until a loop occurs, at which point we change to a new fixed color C i+1 .
Fix a positive integer N ≥ 2, and let (X n , n = 0, 1, . . .) be an sequence of independent random variables, with X 0 = N for convenience, and X 1 , X 2 , . . . independent and uniformly distributed on the set [N ] := {1, 2, . . . , N }. We use this random sequence to construct a loop-erased random walk on [N ] , following the definition for loop-erased walk above. Apart from some delay due to self-loops when X n+1 = X n for some n, the sequence of steps of the loop-erased walk is the same as if it were derived from a random walk on the complete graph. In particular, we are interested in the random coloring of the loop-erased walk when it first reaches the subset [k] for some 1 ≤ k ≤ N − 1, and this random coloring has the same distribution for a sequence of independent random variables (X n , n = 0, 1, . . .) as for a random walk on the complete graph. Let R N denote the first repeat time for X 0 , X 1 , . . ., i.e., the first index i such that X i ∈ {X 0 , . . . , X i−1 }, which is the length of the first loop that is erased in the process of loop-erasure. The distribution of R N is determined by the well-known solution of the classical birthday problem, that is,
Our main result relates the distribution of R N to the distribution of the length of the loop-erased walk stopped when it hits the target set [k] . Let ζ N,k be the first time t such that X t ∈ [k], and note that ζ N,k is a geometric random variable with parameter k/N . We use the notation X Theorem 1. Let λ N,k be the length of the loop-erased random walk derived from X 0 = N and a sequence of independent variables X 1 , X 2 , . . . with uniform distribution on [N ], stopped at time ζ N,k when the sequence first hits [k], and let R N be the first repeat time derived from the same sequence. Then
Moreover, in the colored loop erased walk of length λ N,k obtained by stopping at time ζ N,k , let B i denote the event that the i th and (i + 1) th edges of the loop-erased walk are colored differently. Then given λ N,k = j, the events B i for 1 ≤ i ≤ j − 1 are independent with
We prove this result in Section 2, then show in Section 3 how the simple formula (3) is closely related both to Wilson's loop-erased random walk algorithm to generate spanning trees of a graph, and to Cayley's formula for the number of forests with a fixed number of vertices and a fixed set of roots. In Section 4, we relate Theorem 1 to other basic results about compositions which are closely connected to Aldous's Brownian continuum random tree [1] and to stick-breaking schemes. In Section 5, we discuss some open questions which arise naturally from our analysis.
Proof of Theorem 1
Most of the work for this proof is done by the following lemma, where we use the notation of Theorem 1: 
where if s = 1, the product is understood to equal 1.
Proof. Consider first the case when all edges are painted the same color, i.e., ν N,k = s = 1, and Y i = 0 for all i. Then loop-erasure can only occur at vertex N , and thus, the random walk takes some number n of steps to vertices in [N ] − [k], then it hits N one final time, and then it hits (j − 1) distinct vertices excluding N and [k] before finally hitting some element of [k] . It thus follows that that
Next, consider the case of two colors, with a color change at the h th vertex in the path from N to [k] for some 1 ≤ h ≤ j − 1. Again, the random walk takes n steps outside of [k] before hitting vertex N for the last time, and then the random walk takes h steps without looping, to distinct vertices. At the h th vertex, the random walk takes h steps to vertices outside of [k] and the 0 th , 1 st , . . . , (h − 1) th vertices before hitting the h th vertex one final time, and then it takes j − h steps without looping until it hits something in [k] . So again appealing to independence and the uniform distribution of the variables X i for i ≥ 1, we see that
Extending this argument to three or more colors is straightforward.
Proof of formula (3) . The equality of the second and third expressions is evident from (1) and (2) . To prove the equality of the first and third expressions in this equation, we sum up equation (4) 
where it is understood that if I is the empty set, then the product equals 1. It is obvious that f (1) = 1; suppose inductively that f (j − 1) = k+j−1 k+1 . Then using the fact that f (j) = f (j − 1) + 1 k+j−1 f (j − 1) yields equation (5) for any j, and finishes the proof of (3). 
Proof. Suppose that the sequence Y 1 , . . . , Y j−1 is independent Bernoulli, such that Y i has parameter
) and the fact that
k+j , we see that this last product becomes
as desired. The converse is obvious by just reversing the sequence of equalities.
Proof of Theorem 1. Formula (3) has already been established. From Lemma 1 and (3) we see that
1 k+ir (6) and now the conclusion follows from Lemma 2. 
. Although by definition L 0 = 0 throughout this article, we could just as well start with some arbitrary loop-less path (and a vertex at the end of the path from which to step) whose length L 0 is a random variable taking values in {0, 1, . . . , N − 1} and then run loop-erased random walk; if we then choose X 0 independent of X 1 , X 2 , . . . so that
Using the independence of the (X i , i = 0, 1, . . .), it follows that
where for X a random variable uniformly distributed on [N ] , f N,m := P(X > m); note that f N,m = 1 if m ≤ 0 and f N,m = 0 if m ≥ N . From this, we obtain arbitrary entries of powers of the transition matrix:
Moreover, letting n → ∞ in (8) and using the fact that X 1 , X 2 , . . . are nonnegative random variables, it follows that
where if m ≤ 0, the product f N,1 · · · f N,m is understood to be 1. Note that the first limit is the probability P(R N > m), and the second limit is the probability P(R N = m+1). Thus, applying the convergence theorem for irreducible aperiodic Markov chains [3, page 314], we obtain the following result: As an aside, the exact same reasoning can be applied to a non-uniform random variable X on the positive integers, to obtain the following: Corollary 1. Let X be a positive-integer-valued random variable, and define an independent sequence X 0 , X 1 , . . . ,, where X 0 has some distribution on the positive integers, and X 1 , X 2 , . . . is an i.i.d. sequence of variables with the same distribution as X. Define a transition matrix Q on the nonnegative integers as follows:
Then if L n is the loop-erasure of the path (X 0 , . . . , X n ), (L n , n = 0, 1, . . .) has the same transition dynamics as a Markov chain with transition matrix Q, and if g m := P(X > m), then powers of the transition matrix are given by
Moreover, if P(X = 1) > 0, then the Markov chain is irreducible and positive recurrent on the nonnegative integers, with a stationary distribution determined by either of the following formulas for m = 1, 2, . . .:
We now use equation (9) to provide a second proof of formula (3) . Conditioning on the value of ζ N,k , which is a geometric random variable with parameter k/N , we see that for 1 ≤ j ≤ N − k,
To calculate Q n−1 N −k (0, j − 1), we use equation (9), to see that
Now returning to equation (10), we see that
as desired.
Relation to using Wilson's algorithm
Yet another derivation of formula (3) is provided by Wilson's algorithm [10] ; to explore this connection, we will need to introduce some preliminaries on trees. A rooted tree T = (V, E, r) consists of a vertex set V , an edge set E ⊂ V × V , and a distinguished vertex r ∈ V called the root, such that for any non-root vertex v ∈ V , there is a unique directed sequence of edges that leads from v to r, and such that there are no undirected loops, i.e., from any vertex there does not exist a sequence of distinct undirected edges which leads back to that vertex. Wilson's algorithm can make use of the random walk on the complete graph to generate a random tree with N vertices labeled by [N ] as follows: Let T 0 be the one-point tree with root and vertex labeled 1. Suppose that T 0 , . . . , T n−1 have been defined, with respective vertex sets V 0 = {1}, V 1 , . . . , V n−1 . If T n−1 has N vertices, stop the algorithm and output T n−1 . Otherwise, pick some vertex v ∈ [N ] − V n−1 (it does not matter how one chooses v), and run a random walk on the complete graph from v until it hits some vertex in V n−1 . Loop-erase this random walk, and add the loop-erased path to T n−1 to form the tree T n , still with root labeled 1, and vertex set V n . Also, call this loop-erased path from w to V n−1 a macrostep of the algorithm.
According to [10] , the random tree generated by Wilson's algorithm applied to the complete graph with N vertices is uniformly distributed among all rooted trees labeled by [N ] with root 1; call this the uniform spanning tree with root 1 (where the word spanning is used to signifiy that the tree has the full set of N vertices). Suppose that we start Wilson's algorithm at a vertex N . The first macrostep is just the loop-erased walk from N to 1, and thus the length of this macrostep has the same distribution as λ N,1 . On the other hand, Wilson's algorithm implies that this macrostep is also the path from N to 1 in the uniform spanning tree with root 1. If H N,1 is the length of this path, i.e., the number of edges in the path, then Wilson Proof. As mentioned above, applying Wilson's algorithm with root 1, started at some other vertex v, proves that λ N,1 -the length of the loop-erased random walk from v to 1-and H N,1 -the edge-distance between v and 1 in a spanning tree labeled by [N ] which is uniform among all spanning trees with root r-have the same distribution. For any fixed 1 ≤ j ≤ N − 1, we want to count the number of spanning trees with root r such that the edge-distance from v to r equals j. We have to choose the j − 1 vertices in the path from v to r, and then each vertex on the path (including v and r) may be considered the root of a tree; thus, there are (N − 2) j−1 t N,j+1 such spanning trees. Thus, it follows that
In the particular case j = N − 1, it is obvious that t N,j+1 = 1, so this equality implies that t N,1 = N N −2 . But now substituting this into equation (15) yields Cayley's formula for arbitrary j.
Lyons and Peres [7] use very similar reasoning in applying Wilson's algorithm to calculate t N,1 , by computing the probability of a particular tree, namely a path of length N − 1.
Some scaling limit results

Connections to Poisson and Rayleigh processes
See Pittel's paper [9] for a discussion of related results where a similar distribution involving the lengths of gaps between 1's of an independent Bernoulli sequence arises. Pittel shows that the sequence of lengths of macrosteps obtained when applying Wilson's algorithm to the complete graph with N vertices has the same distribution as the sequence of spacings between successes of independent Bernoulli(j/N ) variables, 2 ≤ j ≤ N . For each N = 1, 2, . . ., let (Y N,j , j = 1, 2, . . .) be such an independent sequence of Bernoulli random variables, where for 1 ≤ j ≤ n, Y N,j has parameter j/N , and for j > N , Y N,j = 1. Let Z N,1 be the smallest index j such that Y N,j = 1, let Z N,2 be the second-smallest index j such that Y N,j = 1, and define Z N,j similarly. Then for any positive integer m, as N → ∞,
where P 1 < P 2 < · · · are the successive points of an inhomogeneous Poisson point process on [0, ∞) with rate t at time t; that is, at every continuity point of the distribution function of (P 1 , . . . , P m ), the distribution function of (Z N,1 , . . . , Z N,m ) converges to the distribution function of (P 1 , . . . , P m ). This follows from, e.g., results of [3, §2.6] . A similar type of scaling limit comes up when analyzing repeat values. Let R N,1 := R N be the index of first repeat in an i.i.d. sequence of random variables uniform on [N ], and let R N,2 be the second-smallest index i such that X i ∈ {X 0 , . . . , X i−1 }, let R N,3 be the third-smallest such index, and so on. Then (see [2] and work cited there) the sequence (R N,i , i = 1, 2, . . .) has the same finite-dimensional scaling limits as the sequence (Y N,j , j = 1, 2, . . .): for any positive integer m, as N → ∞,
This latter scaling limit result is an integral part of one of Aldous's constructions of the Brownian continuum random tree [1] . But now, using the fact that λ N,k d = (R n − k|R n > k) from Theorem 1, we obtain the following:
, where P 1 is the first point of an inhomogeneous Poisson point process on [0, ∞) with rate t at time t.
This result can also be used to provide an estimate for ν N,k , the number of colors in the loop-erased random walk from N to [k] . It is clear that conditional on λ N,k = j, the expected value of ν N,k is given by
It thus follows that
But as N → ∞, the term 1 +
, and by Corollary 3,
after some simplification and the substitution t = x + µ. An alternative derivation of this scaling limit comes from the fact that the length of the loop-erased random walk increases at unit speed until a length j when a loop occurs, after which its new length is uniformly distributed among {0, 1, . . . , j}. As such, it is closely related to the standard Rayleigh process (R t , t ≥ 0) [4] , defined as follows: let R 0 = 0, and for P i−1 < t < P i (with the convention that P 0 = 0), let R t grow at unit speed; at each time P i , let R Pi be selected uniformly within the interval (0, R Pi− ). If we also make note of the basic fact that ζ N,k , the geometric time at which the walk from N hits [k], satisfies the scaling limit ζ N,⌊µ
where X µ has an exponential distribution with parameter µ, then the following is clear:
is the standard Rayleigh process, and X µ is independent of (R t , t ≥ 0) and has an exponential distribution with parameter µ.
Using the fact from [4] that R t d = P 1 ∧ t, where P 1 has the standard Rayleigh distribution, shows that the scaling limits in Corollaries 3 and 4 have the same distribution.
Consider a finite k, condition on the length of the loop-erased random walk from N to [k] equalling j, and let C 1 < · · · < C ν N,k −1 be the color-changing indices, i.e., those indices i in [j − 1] such that B i = 1. By Theorem 1, it follows that
If we now let k = ⌊µ √ N ⌋, and let N → ∞, then it follows that
µ+λ . More generally, we see that:
where D 1 < D 2 < · · · are the points of an inhomogeneous Poisson point process with rate 1 µ+t at time t, and ν(µ) := sup{i :
The sequence (D 1 , . . . , D ν(µ) ) is called the sequence of ladder indices of the standard Rayleigh process up to time X µ : if, at a jump time P i , the Rayleigh process jumps down to some Q i uniformly chosen in (0, R Pi− ), then the sequence (D 1 , . . . , D ν(µ) ) is the subsequence (Q i1 , . . . , Q i ν(µ) ) of (Q 1 , Q 2 , . . .) up to time X µ such for each index i c , Q ic < Q ic+m for all m = 1, 2, . . ..
As a check, note that conditional on R Xµ = x, the number of colors in the scaled walk is one plus a Poisson random variable with parameter log (1 + x/µ), and thus the expected value of this number of colors is
which is the same as derived in equation (16).
Stick-breaking
In the previous subsection, letting k = ⌊µ √ N ⌋ led to scaling limit results which were closely related to particular Poisson and Rayleigh processes on [0, ∞). 
Also, suppose that we condition on λ N,k = j for some 1 ≤ j ≤ N − k, so that if C i for 1 ≤ i ≤ j − 1 is the indicator of whether i is a partial sum of the sequence (σ
, conditioned on λ N,k = j, are independent Bernoulli( 1 k+j+1−i ) random variables. We know from the proof of Theorem 1 that P(σ ′ N,k,1 = j) = k+1 k+j (since this corresponds to there being only one color in the loop-erased walk); however, because of Theorem 1, we now also see that for 1 ≤ n ≤ j − 1,
is equally likely to be any of 1, 2, . . . , j − 1. It is easy to generalize this, to see that conditional on (σ
Now since λ N,k → ∞ in probability as N → ∞, we see that as N → ∞,
where the (U i , i = 1, 2, . . .) are independent uniform(0, 1) random variables. The right hand side of (21) is known as the continuous uniform stickbreaking process defined by the (U i , i = 1, 2, . . .).
Markovian and non-Markovian properties of the colored walk
Although the sequence of lengths L n of the loop-erased walk is a Markov chain, we will now argue that the sequence of compositions of L n defined by the lengths of colored segments of the loop-erased walk is not a Markov chain.
Recall that a composition of a positive integer ℓ is a sequence of positive integers with sum ℓ. Here the terms of the sequence represent the lengths of stretches of edges of the same color in a loop-erased walk with total length ℓ. Such a composition of ℓ is conveniently encoded by the string of ℓ binary bits (y 1 , . . . , y ℓ ) where y 1 = 1 and y i is the indicator of a color change between the (i − 1) th and i th edges. So the number of compositions of ℓ is 2 ℓ−1 . If y = (y 1 , . . . , y ℓ ) and z = (z 1 , . . . , z m ) are compositions of ℓ and m respectively, call y a truncation of z if ℓ ≤ m, y i = z i for 1 ≤ i ≤ ℓ − 1, and y ℓ ≤ z ℓ . We introduce also a trivial composition, corresponding to a sequence with no terms, which is regarded as a truncation of every composition of a positive integer.
For n = 0, 1, . . ., let C n denote the composition induced by coloring the segments of the loop-erasure of (X 0 , . . . , X n ), where it is understood that if the loop-erasure has one vertex and no edges, then C n is the trivial composition. Observe that X n+1 belongs to the set of values in the loop-erasure of (X 0 , . . . , X n ) if and only if C n+1 is a truncation of C n . The sequence (C n , n = 0, 1, . . .) has the following dynamics:
• If C n is the trivial composition, then C n+1 is the trivial composition with probability 1/N , and C n+1 = (1) with probability 1 − 1/N .
• If C n is some non-trivial composition c of ℓ, then C n is either some truncation of C n−1 or an extension of C n−1 by one term, according to whether or not X n creates a loop:
-if X n creates a loop, then C n+1 extends C n by adding the bit 1 with probability (N − ℓ − 1)/N , while C n+1 is equally likely to be each of the ℓ + 1 possible truncations of C n ;
-if X n does not create a loop, then C n+1 extends C n by adding the bit 0 with probability (N − ℓ − 1)/N , while C n+1 is equally likely to be each of the ℓ + 1 possible truncations of C n ;
The sequence (C n , n = 0, 1, . . .) is not a Markov chain because the transition dynamics from C n to C n+1 depend on whether X n created a loop, which is determined by the relationship between C n−1 and C n . However, this analysis does show that the sequence of pairs of compositions, ((C n , C n+1 ), n = 0, 1, . . .) is a Markov chain.
Open questions
This article has examined loop-erased random walk which stops when we reach some marked subset of [N ] of size k, at which point the walk has a random length λ N,k ; in this case, we showed that conditional on the value of λ N,k , the composition of color segments was distributed as the length of spacings between 1's of a sequence of Bernoulli random variables. What if we stop the walk when the length of the loop-erasure reaches m, for some 1 ≤ m ≤ N − k? Will the resulting composition of colors have a similar distribution, as the lengths of spacings? How will the composition be distributed if we just stop at some fixed finite time m, and look at the colored loop-erasure of (X 0 , . . . , X m )? The situation appears to be like the Ray-Knight description of the distribution of Brownian local times, where results are much simpler for suitable stopping times than for fixed times. In Section 4, we derived a number of results which hold at the end of the stopped walk. But in this situation too, what happens at an intermediate stage? In the case of k = ⌊µ √ N ⌋, it seems that the length of the loop-erased random walk, considered as a stochastic process, should converge to the standard Rayleigh process.
Finally, it seems that there is some sort of "critical" behavior when k is of order of magnitude √ N , as detailed in Section 4. What happens to the colored walk when k = o( √ N ) or k = ω( √ N )? In the former case, the walk does not get stopped by an exponential time, and it appears that the number of colors of the stopped walk should increase as log N . In the latter case, in some sense the walk gets stopped before it can make loops, and it appears that the number of colors should converge to 1 almost surely.
