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Resumen: Este art´ıculo describe el proceso llevado a cabo para desarrollar un cor-
pus de noticias period´ısticas de gran taman˜o en espan˜ol. Todos los textos recopilados
esta´n ubicados tanto temporal como geogra´ficamente. Esto lo convierte en un re-
curso de gran utilidad para trabajos en el a´mbito de la lingu¨´ıstica, la sociolog´ıa y
el periodismo de datos, permitiendo tanto el estudio diacro´nico y diato´pico del uso
del lenguaje como el seguimiento de la evolucio´n de determinados eventos. El corpus
se puede descargar libremente empleando el software que se ha desarrollado como
parte de este trabajo. El art´ıculo se completa con un ana´lisis estad´ıstico del corpus
y con la presentacio´n de dos casos de estudio que muestran su potencial a la hora
de analizar sucesos.
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Abstract: This article describes the process carried out to develop a large corpus
of news stories in Spanish. The collected texts are located both temporally and
geographically. This makes it a very useful resource to work with in the field of
linguistics, sociology and data journalism, allowing the diachronic and diatopic study
of the use of language and tracking the evolution of specific events. The corpus
can be freely downloaded using the software developed as part of this work. The
article includes a statistical analysis of the corpus and two case studies that show
its potential for event analysis.
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1 Introduccio´n
Las noticias period´ısticas cada vez se produ-
cen y consumen de manera ma´s frecuente a
trave´s de Internet, favoreciendo la existencia
de grandes volu´menes de este tipo de textos
en formato digital. El ana´lisis computacional
de estos corpus de noticias puede llevar al
descubrimiento de interesantes hallazgos des-
de un punto de vista tanto sociolo´gico como
lingu¨´ıstico (Leetaru, 2011).
Este art´ıculo presenta el desarrollo de un
corpus de noticias en espan˜ol de gran taman˜o
ubicadas tanto geogra´fica (lugar en el que se
produjeron) como temporalmente (momento
en el que tuvieron lugar). El objetivo de este
corpus es el de servir de fuente para estudios
en a´reas como la lingu¨´ıstica, la sociolog´ıa y el
periodismo de datos, permitiendo un ana´lisis
diacro´nico (evolucio´n en el tiempo) y diato´pi-
co (evolucio´n en el espacio) del uso del len-
guaje. Adema´s de describir las caracter´ısticas
del corpus y el proceso llevado a cabo para su
obtencio´n, este trabajo presenta ejemplos de
casos de estudio centrados en su explotacio´n.
La fuente de informacio´n empleada para la
construccio´n de este corpus ha sido el perio´di-
co gratuito de informacio´n general 20 minu-
tos,1 el cual ofrece en formato digital todas
sus noticias desde enero de 2005 hasta la ac-
tualidad. Este perio´dico contiene secciones lo-
cales para todas y cada una de las provincias
de Espan˜a, lo que permite tener localizadas
geogra´ficamente cada una de las noticias. Pa-
1https://www.20minutos.es
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ra el desarrollo de este corpus se han extra´ıdo
todas las noticias publicadas en la seccio´n lo-
cal de cada una de las cincuenta provincias y
las dos ciudades auto´nomas de Ceuta y Me-
lilla, dando lugar a un corpus de casi dos mi-
llones de noticias publicadas a lo largo de los
u´ltimos trece an˜os.
Adema´s del contenido original de las noti-
cias, se ha realizado un ana´lisis lingu¨´ıstico del
texto incorporando informacio´n sobre lemas,
entidades y palabras con contenido sema´nti-
co, codificando toda esta informacio´n en for-
mato JSON para facilitar su posterior proce-
samiento. Aunque el corpus no puede distri-
buirse libremente por los derechos de uso de
20 minutos, se proporciona el software nece-
sario para que cualquier investigador pueda
descargar y replicar este corpus en su orde-
nador de manera sencilla.2
La gran ventaja que ofrece este corpus
frente a otros existentes es la localizacio´n
geogra´fica de los art´ıculos, lo que permite rea-
lizar ana´lisis diato´picos del lenguaje y estu-
diar los rasgos dialectales de distintas regio-
nes. Hasta donde tenemos conocimiento, no
existe en la actualidad un corpus de noticias
con estas caracter´ısticas libremente disponi-
ble.
El resto del art´ıculo se estructura como
sigue: la Seccio´n 2 presenta diversos traba-
jos en el a´mbito del desarrollo de corpus pe-
riod´ısticos; la Seccio´n 3 describe el proceso
llevado a cabo para la generacio´n del cor-
pus; en la Seccio´n 4 se presentan distintas
estad´ısticas extra´ıdas del corpus y detalles
sobre el uso del lenguaje a nivel geogra´fico y
temporal; en la Seccio´n 5 se ofrece un ana´lisis
cuantitativo de dos sucesos explotando la in-
formacio´n contenida en el corpus; finalmente,
la Seccio´n 6 muestra las conclusiones y posi-
bles trabajos futuros.
2 Trabajo relacionado
Existen diferentes estudios y proyectos que
tratan sobre la construccio´n de corpus de
textos period´ısticos para su posterior ana´li-
sis lingu¨´ıstico. En esta seccio´n nos vamos a
centrar en revisar los trabajos realizados en
idioma espan˜ol y, por tanto, ma´s afines con
el corpus descrito en este art´ıculo.
El primero de estos corpus es el recopi-




senta un estudio sobre la variacio´n de la ri-
queza lingu¨´ıstica en la prensa espan˜ola desde
1914 hasta 2014. Sobre este corpus de noti-
cias se realizo´ un procesamiento lingu¨´ıstico de
los textos midiendo rasgos de variacio´n le´xi-
ca, densidad y complejidad de los textos. El
resultado de este proyecto fue un corpus de
5.167 art´ıculos y 1.921.566 de palabras. El
corpus no esta´ disponible para su estudio.
Otro trabajo en esta l´ınea es el corpus
Spanish News Text (Graff y Gallegos, 1995),
compuesto de textos period´ısticos extra´ıdos
de diferentes perio´dicos y agencias de noticias
de hispanoame´rica entre el an˜o 1995 y 1996.
El corpus cuenta con 170 millones de pala-
bras y esta´ disponible para los miembros del
Linguistic Data Consortium4 (LDC). Existe
una versio´n posterior del corpus, el Spanish
Newswire Text, Volume 2 (Graff y Gallegos,
1999), que recoge noticias entre los an˜os 1996
y 1998. Esta versio´n esta´ disponible para el
pu´blico en general previo pago.
El corpus Timestamped JSI web5 esta´ for-
mado por art´ıculos de noticias obtenidos de
distintos servicios RSS a nivel mundial. Con-
tiene textos desde el an˜o 2014 hasta la actua-
lidad en diferentes idiomas, entre ellos el es-
pan˜ol. El corpus esta´ accesible para usuarios
suscritos a la plataforma Sketchengine y so´lo
puede consultarse dentro de e´sta, ofreciendo
funcionalidades para ana´lisis del lenguaje co-
mo la bu´squeda de sino´nimos, ejemplos de
uso, frecuencia de palabras o identificacio´n
de neologismos.
Otro corpus relevante es el Corpus del Es-
pan˜ol NOW (News on the Web)6 que contiene
cerca de 5.700 millones de palabras obtenidos
de perio´dicos digitales y revistas de 21 pa´ıses
de habla hispana, desde el an˜o 2012 hasta la
actualidad. Al igual que el corpus anterior,
su acceso esta´ limitado a la plataforma en la
que se oferta, en la que se pueden realizar
diferentes consultas a trave´s de una interfaz.
Finalmente, Molino Labs7 presenta un
corpus formado a partir de art´ıculos de pren-
sa de Espan˜a, Argentina y Me´xico, produci-
das entre los an˜os 1997 y 2009. Cuenta con
ma´s de 1.700 millones de art´ıculos y 660 mi-
llones de palabras. El corpus se puede con-
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esta´ disponible para descarga. Esta interfaz
ofrece, entre otras, la posibilidad de buscar
palabras de una longitud fija que empiezan
por determinados caracteres o localizar pala-
bras que aparecen en compan˜´ıa de otras.
Si bien algunos de estos trabajos permi-
ten hacer un estudio diacro´nico del corpus,
a diferencia de nuestra propuesta ninguno de
ellos ofrece la posibilidad de hacer un estu-
dio de los textos a nivel diato´pico. Adicio-
nalmente, existe el problema del acceso a los
documentos. La mayor´ıa de las propuestas es-
tudiadas so´lo permiten analizar el corpus a
trave´s de una interfaz web con funciones li-
mitadas, mientras que otras ofrecen su des-
carga solo a suscriptores o previo pago. En
el caso de nuestro corpus, aunque por limita-
ciones de derechos de uso no se pueda distri-
buir libremente, se ha publicado el software
desarrollado para que cualquiera pueda des-
cargarlo y replicarlo en su ordenador. Final-
mente, otro de los puntos fuertes de nuestro
corpus frente a otras propuestas es el volu-
men de noticias que presenta, la informacio´n
de ana´lisis lingu¨´ıstico incluida y el contar con
noticias actuales (ver Seccio´n 4).
3 Creacio´n del corpus
En esta seccio´n se describe todo el proceso
de obtencio´n del corpus. En primer lugar se
describira´ el proceso de descarga y limpieza
de las noticias. A continuacio´n se expondra´ el
proceso llevado a cabo para la eliminacio´n de
duplicados y casi duplicados. Finalmente, se
describe el ana´lisis lingu¨´ıstico llevado a cabo
sobre los documentos.
3.1 Obtencio´n de noticias
La primera tarea llevada a cabo para la crea-
cio´n del corpus fue la obtencio´n de las noti-
cias en formato digital de la hemeroteca del
diario 20 minutos. Las noticias esta´n accesi-
bles a trave´s de la seccio´n Archivo8 del diario
donde se encuentran agrupadas por d´ıas. Se
puede acceder a la pa´gina web de cada una de
ellas pinchando en el correspondiente enlace,
pero no existe una forma directa de descargar
el contenido de la noticia.
Para poder obtener el texto limpio de las
noticias se tuvo que desarrollar un programa
para la extraccio´n de datos de las pa´ginas
web (web scraping). El objetivo era obtener
el t´ıtulo, resumen y cuerpo de las noticias, eli-
minando todas las etiquetas HTML y conte-
8https://www.20minutos.es/archivo
nidos adicionales que se muestran en la pa´gi-
na del diario (ej. menu´s, anuncios, noticias
relacionadas e ima´genes). Para dicha tarea se
utilizo´ la herramienta Scrapy,9 que permite
extraer elementos de las pa´ginas web median-
te la definicio´n de selectores CSS.
La principal dificultad de esta tarea fue
la falta de homogeneidad en la estructura
HTML de las pa´ginas. E´sta variaba en fun-
cio´n de los an˜os y de algunas localizaciones,
por lo que se tuvieron que realizar ajustes en
la herramienta para contemplar estas varia-
ciones. Se revisaron manualmente y de mane-
ra sistema´tica subconjuntos de noticias en las
distintas localizaciones y an˜os para compro-
bar que la obtencio´n del contenido de todas
ellas fuera correcto.
Como resultado de este proceso se obtuvo
un volcado completo de las noticias del por-
tal desde el 17 de enero de 2005, primer d´ıa
del que se tiene registro, hasta el 5 de julio de
2018, momento en el que se finalizo´ la recolec-
cio´n de datos. Para cada noticia se almaceno´
en formato JSON, tal y como se puede ver en
la Figura 1, su localidad (province), fecha en
formato ISO 8601 (date), URL de la pa´gina
de donde fue extra´ıda (url), t´ıtulo (title),
resumen (lead) y cuerpo (body). Para es-
tos tres u´ltimos campos, adema´s del texto
original (raw text), se incluyo´ una serie de
informacio´n adicional resultado del ana´lisis
lingu¨´ıstico realizado, tal y como se describe
en la Seccio´n 3.3.
En total se obtuvieron 2.215.078 art´ıculos
de 52 localizaciones diferentes: las cincuen-
ta provincias de Espan˜a y las dos ciudades
auto´nomas de Ceuta y Melilla.
3.2 Eliminacio´n de duplicados
Dado que 20 minutos cuenta con numerosas
secciones locales, era de esperar que algunas
noticias pudieran estar duplicadas o casi du-
plicadas entre distintas provincias. Por ejem-
plo, en ocasiones se usan noticias “plantilla”
en las que so´lo cambian los datos espec´ıfi-
cos correspondientes a cada localidad. Es el
caso de eventos como “La fiesta del cine”,
donde lo u´nico que var´ıa de una provincia a
otra es el nu´mero de asistentes. Otros ejem-
plos de noticias casi duplicadas son aquellas
que presentan actualizaciones sobre una no-
ticia anterior. Dentro de este grupo entran
casos como el de las crecidas del Ebro, don-
de cada d´ıa se publican datos actualizados
9https://scrapy.org




"date": "2005 -01 -28 T00 :00:00" ,
"url": "https ://www.20 minutos.es/noticia /1994/0/ sevilla/bajo/cero/",
"title ": {
"raw_text ": "Y en Sevilla , bajo cero",
"lemmatized_text ": "y en sevilla bajo 0",
"lemmatized_text_reduced ": "sevilla",
"persons ": [], "locations ": [" Sevilla"], "organizations ": [], "dates": [],









Figura 1: Ejemplo de noticia del corpus en formato JSON. Los campos contenidos en title se
encuentran tambie´n en lead y body. Se omiten aqu´ı por motivos de espacio
utilizando el mismo cuerpo de noticia. Final-
mente, tambie´n hay noticias de intere´s global
que simplemente se duplican literalmente en-
tre distintas localidades.
Para evitar textos repetidos que puedan
afectar al ana´lisis estad´ıstico del corpus, se
desarrollo´ un programa para la eliminacio´n
de duplicados y casi duplicados. El problema
inicial de este proceso era la imposibilidad de
cotejar cada noticia del corpus con todas las
dema´s, ya que implicaba ma´s de cuatro billo-
nes de comparaciones. Una de las posibilida-
des que se planteo´ para reducir este nu´mero
fue la de comparar noticias so´lo entre pro-
vincias cercanas. Sin embargo, tras un ana´li-
sis realizado sobre un subconjunto de ellas,
se comprobo´ que exist´ıan noticias duplicadas
en localidades muy distantes. Lo que s´ı per-
mitio´ este estudio preliminar fue identificar
un patro´n temporal en las noticias duplica-
das: todas ellas se daban en el mismo d´ıa o
en d´ıas muy pro´ximos. Para dar margen su-
ficiente, se decidio´ comparar las noticias en
bloques de sesenta d´ıas estableciendo un so-
lapamiento de seis d´ıas entre bloques conse-
cutivos.
Para acelerar au´n ma´s el proceso de com-
paracio´n entre pares de noticias, se utilizo´
una estructura de tipo MinHash (Broder,
1997) que permit´ıa calcular la similitud de
Jaccard (Leskovec, Rajaraman, y Ullman,
2014) entre dos textos en un tiempo lineal con
respecto al taman˜o del conjunto de documen-
tos a comparar. En la implementacio´n se em-
pleo´ Locality-Sensitive Hashing (LSH) (Indyk
y Motwani, 1998) para optimizar el proceso
de comparacio´n entre documentos. De esta
manera se consiguio´ un algoritmo de comple-
jidad O(n ·√n) para la bu´squeda de duplica-
dos, reduciendo la complejidad de tipo O(n3)
que hubiera tenido de no haber aplicado estas
optimizaciones.
Una vez establecido el procedimiento
de comparacio´n, era necesario determinar
cua´ndo dos noticias se iban a considerar como
duplicadas. Se probaron distintos porcentajes
de solapamiento a nivel de palabra, compro-
bando el nu´mero de noticias que eran con-
sideradas como duplicadas. Finalmente es-
te umbral de solapamiento se establecio´ en
un 70 %, ya que con este valor se alcanza-
ba estabilidad en el nu´mero de noticias eli-
minadas, y para valores menores se conside-
raba que pod´ıa llevar a la obtencio´n de fal-
sos duplicados. El nu´mero total de noticias
que quedo´ como resultado de este proceso fue
de 1.826.985, eliminando en total casi cuatro-
cientas mil noticias.
3.3 Procesamiento lingu¨´ıstico
Con el objetivo de enriquecer el corpus con
informacio´n lingu¨´ıstica que permitiera un
ana´lisis ma´s profundo de los textos, se proce-
dio´ a la extraccio´n de distintas caracter´ısti-
cas de e´ste para incorporarlas a la estructura
JSON desarrollada. Concretamente, se extra-
jeron los siguientes elementos de cada noticia
para el t´ıtulo, cuerpo y resumen (ver ejemplo
en la Figura 1):
Texto lematizado, sin signos de puntua-
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cio´n (lemmatized text).
Texto lematizado so´lo de adjetivos, nom-
bres, verbos y adverbios acabados en
“mente” (lemmatized text reduced).
El objetivo es mantener aqu´ı so´lo aque-
llos te´rminos que tienen valor sema´ntico
y aportan significado al texto.
Lista de entidades nombradas: orga-
nizaciones (organizations), personas
(persons), lugares (locations), fechas
(dates), nu´meros (numbers) y otras
(others).
Para obtener esta informacio´n se utilizo´ la
herramienta FreeLing (Padro´ y Stanilovsky,
2012). Despue´s de realizar unas pruebas de
rendimiento, se estimo´ que el procesado del
corpus llevar´ıa aproximadamente 108 horas
de ejecucio´n. Para reducir este tiempo se pa-
ralelizo´ el ana´lisis de las noticias mediante la
librer´ıa OpenMP,10 consiguiendo una reduc-
cio´n del 72 % en el tiempo de procesamiento.
4 Ana´lisis del corpus
Sobre el corpus creado se han realizado una
serie de ana´lisis estad´ısticos para determinar
la riqueza le´xica de los textos, estudiar la evo-
lucio´n temporal del lenguaje y tambie´n su uso
en distintas zonas geogra´ficas. Los siguientes
apartados de esta seccio´n profundizan en ca-
da uno de estos aspectos.
4.1 Estad´ısticas generales
Como se ha comentado anteriormente, el cor-
pus final cuenta con un total de ma´s de 1.8
millones de noticias (tras la eliminacio´n de
duplicados) y un taman˜o cercano a los 20 GB
despue´s de incorporarle la informacio´n resul-
tante del procesamiento con FreeLing. La Fi-
gura 2 muestra un mapa corople´tico con el
nu´mero de noticias publicadas en cada pro-
vincia para el total del corpus. Se ha creado
una infograf´ıa interactiva completa, accesible
en Internet, donde se puede ver el nu´mero
exacto de noticias por provincia y su evolu-
cio´n a lo largo de los an˜os.11
Las provincias con mayor nu´mero de noti-
cias son Sevilla (176.903), seguida de Valen-
cia (100.455) y Cantabria (92.268), mientras
que la que menos tiene es Ceuta (2.789). El
lugar con mayor nu´mero de noticias en un
10https://www.openmp.org
11http://cort.as/-C56M, accedida en noviembre
de 2018.
Figura 2: Nu´mero de noticias por provincia
para el total de an˜os analizado
u´nico d´ıa es Murcia, el 12 de mayo de 2011,
con 164 art´ıculos (este punto se describe con
ma´s detalle en la Seccio´n 5.1). La media
de noticias por localizacio´n es de 35.134,33,
mientras que su desviacio´n esta´ndar es de
±33.989,52, reflejando e´ste u´ltimo dato una
diferencia notable en el nu´mero de publica-
ciones entre distintas ediciones locales.
En cuanto a la distribucio´n de noticias por
an˜os, los periodos de mayor actividad fue-
ron 2011 (200.599), 2014 (199.721) y 2013
(199.334), mientras que los que menos pu-
blicaciones tuvieron fueron 2005 (26.845),
2009 (28.203) y 2006 (42.809). La media por
an˜os se situ´a en 130.498,93 noticias con una
desviacio´n esta´ndar de ±73.869,20, situacio´n
ana´loga al ana´lisis anterior por provincia.
Por lo que respecta al nu´mero de palabras
del corpus, e´ste se compone de un total de
711.840.945 te´rminos. Para medir la riqueza
le´xica del corpus analizamos el Type-Token
Ratio (TTR) (Holmes, 1985), que representa
el cociente entre el nu´mero de palabras dife-
rentes que contiene un texto y el nu´mero to-
tal de palabras de ese texto. Concretamente,
calculamos el TTR de cada noticia de mane-
ra individual, obteniendo posteriormente pa-
ra cada an˜o y localizacio´n el TTR promedio
de todas sus noticias. En la Figura 3 se pue-
de ver la evolucio´n del TTR a lo largo de los
an˜os, teniendo en cuenta tanto el vocabula-
rio total (etiqueta TTR en el gra´fico) como
el que incluye u´nicamente palabras con va-
lor sema´ntico (gra´fico TTR reducido). En la
gra´fica se observa una pe´rdida de riqueza le´xi-
ca con el paso de los an˜os, desde 2005 hasta
2011, estabiliza´ndose posteriormente con un
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repunte de la riqueza en los u´ltimos tres an˜os
estudiados.
Figura 3: Evolucio´n del TTR a lo largo de
los an˜os, tanto para el le´xico completo (TTR)
como para el subconjunto de los te´rminos con
valor sema´ntico (TTR reducido)
Este ca´lculo se llevo´ a cabo tambie´n a nivel
de localizacio´n geogra´fica.12 El estudio revela
que las provincias con mayor TTR son Ali-
cante (69,08 %), Pontevedra (68,46 %) y Ma-
drid (67,91 %). En la otra cara de la moneda,
Toledo (60,72 %), Castello´n (60,81 %) y Sevi-
lla (61,45 %) presentan los ı´ndices ma´s bajos
de riqueza le´xica.
4.2 Ana´lisis diacro´nico
El objetivo del estudio llevado a cabo en este
apartado es averiguar, para cada an˜o, cua´les
han sido los temas ma´s populares entre las
publicaciones del perio´dico a partir del le´xico
empleado. Para la obtencio´n de los te´rminos
ma´s populares se tuvieron en cuenta solo las
palabras con contenido sema´ntico, tal y como
fueron descritas en la Seccio´n 3.3. Se ha reali-
zado una infograf´ıa donde se pueden apreciar
en forma de nube de palabras los cincuenta
te´rminos (lemas) ma´s importantes y su fre-
cuencia de aparicio´n para cada anualidad.13
La Figura 4 muestra como ejemplo la nu-
be de palabras correspondiente al an˜o 2017.
Hay te´rminos esperables en esta lista de pala-
bras ma´s populares como “gobierno”, “ayun-
tamiento”, “PP” (muy por encima de otros
partidos pol´ıticos) o “presidente”. Llama la
12Todos los detalles esta´n disponibles en la siguien-
te infograf´ıa: http://cort.as/-C56R, accedida en no-
viembre de 2018.
13http://cort.as/-C56W, accedida en noviembre
de 2018.
atencio´n la frecuencia de uso de la palabra
“persona”, hecho que puede deberse a la neu-
tralidad que presenta a nivel de ge´nero, sien-
do por ello muy utilizada por los periodistas
para producir textos que contengan un len-
guaje inclusivo y no sexista.
Figura 4: Nube de palabras con los cincuen-
ta te´rminos (lemas) ma´s frecuentes en el an˜o
2017
4.3 Ana´lisis diato´pico
De manera ana´loga al apartado anterior, se
procedio´ a realizar un estudio de los te´rminos
ma´s usados en las distintas localizaciones es-
tudiadas, obteniendo los cincuenta te´rminos
ma´s frecuentas en cada una de ellas. Tambie´n
se evaluaron las entidades ma´s populares que
hab´ıan sido extra´ıdas por FreeLing, tal y co-
mo se describe en la Seccio´n 3.3.14 Toda es-
ta informacio´n esta´ incluida en la infograf´ıa
mencionada en el apartado anterior.
Como era de esperar, entre las palabras
ma´s repetidas para cada lugar esta´ el propio
nombre de la provincia y su gentilicio, junto
con la comunidad auto´noma a la que perte-
nece. Es destacable tambie´n la aparicio´n de
partidos pol´ıticos locales (como “BNG” en A
Corun˜a, “PNV” en Pa´ıs Vasco y “Foro [As-
turias]” en Asturias) y la preponderancia que
tienen algunos grupos en determinadas regio-
nes (en Ca´diz tanto “PP” como “PSOE” son
te´rminos muy frecuentes) frente a otras en las
que desaparecen (por ejemplo, en Barcelona
no aparecen ninguno de estos dos entre los
cincuenta te´rminos ma´s frecuentes).
En aquellas regiones en las que existen len-
guas propias, se pueden encontrar entre los
14A modo de referencia, el rendimiento de Free-
Ling clasificando entidades se evaluo´ revisando ma-
nualmente 10 art´ıculos al azar, con un total de 4.960
te´rminos y 378 entidades, obteniendo un 84,92 % de
precisio´n en esta tarea.
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ma´s frecuentes te´rminos muy representativos
de dichos lugares, como “generalitat” en Va-
lencia, “xunta” en A Corun˜a, “euskadi” en
Vizcaya o “mossos” en Barcelona.
5 Casos de estudio
En esta seccio´n se muestran dos casos de
ejemplo del tipo de informacio´n que se puede
obtener del corpus desarrollado mediante el
ana´lisis de texto. Una de las aplicaciones in-
teresantes de este corpus es su uso para el pe-
riodismo de datos (Gray, Chambers, y Bou-
negru, 2012), una especialidad del periodis-
mo que refleja el creciente valor de los datos
en la produccio´n y distribucio´n de informa-
cio´n, cuyo objetivo es recabar gran cantidad
de datos y hacer la informacio´n comprensible
a la audiencia ayuda´ndose de herramientas
como las infograf´ıas, representaciones gra´fi-
cas o aplicaciones interactivas.
En el primero de los casos de estudio se
analiza el terremoto que tuvo lugar en Lor-
ca el 12 de mayo de 2011, mientras que en
el segundo estudio se aborda el tema de la
independencia de Catalun˜a a lo largo de los
dos u´ltimos an˜os.
5.1 Terremoto de Lorca
Tal y como se comento´ en la Seccio´n 4.1, la
provincia que ma´s noticias tuvo en un u´nico
d´ıa fue Murcia, el 12 de mayo de 2011, con
164 art´ıculos. El suceso que provoco´ este alu-
vio´n de informacio´n fue el se´ısmo ocurrido el
d´ıa anterior en la localidad de Lorca con una
magnitud de 5,1 en la escala Richter, causan-
do numerosos dan˜os materiales, ma´s de 300
heridos y 9 muertos. Para recuperar las noti-
cias relacionadas con este evento, se localiza-
ron todas aquellas que conten´ıan el te´rmino
“Lorca” junto con “terremoto” o “se´ısmo”.
Para analizar el suceso partiendo del cor-
pus desarrollado, se ha creado una nueva in-
fograf´ıa15 para identificar los te´rminos ma´s
relevantes asociados con esta noticia, los lu-
gares en los que ma´s se hablo´ del tema (desde
el punto de vista del nu´mero de noticias pu-
blicadas) y un estudio de la repercusio´n de la
noticia a lo largo del tiempo, identificando el
momento en el que los medios redujeron su
intere´s en este suceso. Este u´ltimo aspecto se
puede apreciar en la Figura 5.
Cabe destacar las posibilidades que ofrece
el corpus como herramienta para determinar
15http://cort.as/-C56d, accedida en noviembre
de 2018.
Figura 5: Seguimiento period´ıstico del terre-
moto de Lorca durante un an˜o, mostrando el
nu´mero de noticias publicadas cada d´ıa
el intere´s en el tiempo que produce una noti-
cia. En el caso de e´sta, se aprecia como una
semana despue´s del se´ısmo su intere´s decrecio´
notablemente en cuanto al nu´mero de publi-
caciones relacionadas, mostrando la limitada
vida que puede tener en los medios de comu-
nicacio´n un evento de esta magnitud.
5.2 Independencia de Catalun˜a
En este apartado se presenta un segundo es-
tudio siguiendo las pautas del anterior, con
el foco puesto en un tema de relevancia
pol´ıtica nacional como es la independencia
de Catalun˜a. Los te´rminos que se emplea-
ron para localizar noticias relacionadas con
esta tema´tica fueron: “independencia”, “in-
depende`ncia”, “independentismo”, “indepen-
dentisme” e “independentista”. El periodo de
estudio se fijo´ desde el 1 de enero de 2017 has-
ta el 5 de julio de 2018 (u´ltimo d´ıa en el que
se incorporaron noticias al corpus).
Al igual que para el caso del terremoto de
Lorca, se ha disen˜ado una infograf´ıa que hace
un ana´lisis temporal y espacial de la cobertu-
ra del suceso en el corpus.16 En este ana´lisis
se pueden observar datos destacables, como
que la cobertura de este tema en el perio´dico
20 minutos se ha llevado a cabo de mane-
ra pra´cticamente ininterrumpida en el an˜o y
medio a estudio: solo en 6 d´ıas de los 445
analizados no se produjo ninguna noticia re-
lacionada con este asunto. Tambie´n llama la
atencio´n detalles como que en Ceuta y Me-
lilla no se hace ninguna mencio´n al proceso
en todo el periodo analizado, que Barcelona
(1.289 noticias), Valencia (336 noticias) y A
Corun˜a (335 noticias) son las provincias con
mayor cobertura del tema, y que en Madrid
apenas se encuentran 28 noticias sobre este
16http://cort.as/-C56g, accedida en noviembre
de 2018.
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asunto, un nu´mero llamativamente bajo te-
niendo en cuenta el volumen de publicaciones
de su seccio´n local. En la Figura 6 se puede
ver una captura de la infograf´ıa centrada en
el ana´lisis temporal.
Figura 6: Ana´lisis temporal de las noticias re-
lacionadas con la independencia de Catalun˜a
6 Conclusiones y trabajo futuro
Este art´ıculo presenta el desarrollo de un cor-
pus de noticias period´ısticas de gran taman˜o
que contempla tanto la dimensio´n temporal
como la geogra´fica de las noticias. Hasta don-
de tenemos conocimiento, no existe en la ac-
tualidad un corpus de noticias con estas ca-
racter´ısticas libremente disponible. Este cor-
pus puede servir de fuente para realizar dis-
tintos estudios del uso y evolucio´n del len-
guaje, adema´s de ser un recurso de utilidad
para el periodismo de datos, tal y como se
mostro´ en la Seccio´n 5 mediante dos casos de
estudio. Si bien el corpus, por cuestiones de
derechos de uso no esta´ disponible para su li-
bre distribucio´n, una de las aportaciones de
este trabajo es proporcionar las herramientas
software necesarias para que cualquier perso-
na que quiera trabajar con e´l pueda descar-
garlo y replicarlo en su ordenador.
En este trabajo se ha descrito todo el pro-
ceso llevado a cabo para la extraccio´n y ob-
tencio´n de las noticias, dificultades afronta-
das para la limpieza y eliminacio´n de duplica-
dos, as´ı como el posterior ana´lisis lingu¨´ıstico
y enriquecimiento del mismo. Se han propor-
cionado tambie´n datos estad´ısticos del cor-
pus resultante desde las dimensiones tempo-
ral y geogra´fica, desarrollando diversas info-
graf´ıas interactivas que permiten un ana´lisis
ma´s profundo y detallado del mismo.
Como trabajo futuro se plantea el desarro-
llo de nuevos estudios de cara´cter lingu¨´ıstico
y sociolo´gico que puedan resultar de intere´s a
partir de esta fuente de informacio´n. Se pro-
yecta tambie´n extender este trabajo para su
aplicacio´n a otros corpus de textos en la Web
que puedan ser recopilados de manera simi-
lar.
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