Abstract. We numerically investigate the existence of a threshold for epidemic outbreaks in a class of scale-free networks characterized by a parametrical dependence of the scaling exponent, influencing the convergence of fluctuations in the degree distribution. In finite-size networks, finite thresholds for the spreading of an epidemic are always found. However, both the thresholds and the behavior of the epidemic prevalence are quite different with respect to the type of network considered and the system size. We also discuss agreements and differences with some analytical claims previously reported.
1.
Introduction. Complex networks have been widely used to describe many relevant situations in social, biological, and communication sciences [1, 2, 3] . These are objects where the nodes represent individuals or organizations, whereas the links model the interaction among them. Relevant examples in which a network approach has contributed to understanding important aspects of the global behavior are the Internet [4] , the World Wide Web [5] , metabolic networks [6] , food webs, protein and neural networks [1] , and human sexual contacts [7] . Many complex networks can be used in epidemiology to model the spread of epidemic diseases in population of individuals. A key issue is the characterization of the threshold for epidemic outbreak processes, in view of assessing strategies for vaccination campaigns to be efficient.
Scale-free networks (SFNs) are those complex networks where the probability that a given node has k connections follows a power-law distribution P (k) ∼ k −γ . The through characterization of SFNs have allowed investigators to bound the exponent γ between 2 and 3.5 [1] . An immediate consequence is that the fluctuation of connectivities -that is, the second moment of the degree distribution ( k 2 )-does not converge in the thermodynamic limit [3] , in many cases of practical relevance, for which γ < 3. Recently, SFNs have been shown to possess very important peculiar properties, such as the absence of a threshold for percolation processes [8] , as well as a major propensity for robust synchronization among nodes [9] . Furthermore, SFNs have often been used in the past to model the spread of epidemic diseases in a population of individuals since they properly take into account the actual topology of many real networks where this kind of process occurs [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21] . The key model in such epidemiological studies is the susceptible-infected-susceptible (SIS) model [22] , where each node represents an individual and each link a connection between two individuals. The nodes here are in a binary state: "healthy" or "infected". At each time step, a healthy node becomes infected at a rate ν only if it is connected with at least one infected node. At the same time, infected nodes are cured at a rate δ (usually and hereinafter δ = 1), thus regaining susceptibility.
The numerical and analytical exploration of the epidemic spreading process, and by extension the percolation one [21, 19] , has been a subject of intense research even when degree-degree correlations are introduced [16, 19, 20] . This is usually done by taking a continuous limit and making N → ∞. However, real networks are always finite and thus they show an effective epidemic threshold [23] . This point has not yet received the due attention in network literature, and extensive numerical simulations on scale-free networks in which epidemic thresholds are reported are not currently available.
The main goal of this paper is to fill that gap. To this end, we use a generalization of the original growing procedure for SFNs, by which the γ parameter can be modulated parametrically and can be made larger than three. Thus, we can control the convergence of connectivity fluctuations in the thermodynamic limit and also report on epidemic threshold values for finite scale-free networks by implementing the SIS model. Furthermore, we study the influence of local network properties, such as the clustering coefficient and the average shortest path length on the critical points characterizing epidemic outbreaks.
2. Epidemic thresholds in SFNs. The absence of an epidemic threshold in scale-free networks was first reported a few years ago in Refs. [10, 11] . The authors showed theoretically by a dynamical mean-field approximation that in SFNs with 2 < γ ≤ 3, the unbounded fluctuations of the connectivity distribution imply the lack of an epidemic threshold when N → ∞. This, in turn, leads to the conclusion that diseases always persist in such networks even when the spreading rate becomes very small [10, 11] . In particular, Refs. [10, 11] have shown that the epidemic threshold is given by λ c = k / k 2 , thus predicting a vanishing λ c for all SFNs with 2 < γ ≤ 3 as the thermodynamic limit is approached. This result was validated numerically by showing that the survival probability of one infected node in a SFN has a finite value for large enough sizes of the networks under study, even for small spreading rates. Furthermore, the same studies showed that this is not the case for random graph topologies [2] , where we have the classic picture of a finite threshold below which no epidemic outbreak occurs. This was taken as a consequence of the convergence of fluctuations in the node's connectivities.
Soon afterward, it was proposed that networks where local properties are strong (in particular, the so-called structured scale-free networks (SSFNs) where the clustering coefficient is of the order of unity) do show a finite epidemic threshold even for a diverging second moment of the degree distribution [15] . In this case, the presence of a finite epidemic threshold was motivated by the high clustering of the SSFN, which prevents such networks from spreading an infection. However, a later study argued that the argument was somehow misled because SSFNs do not possess small-world properties [24] , a key property of all known complex networks.
Another interesting contribution to the topic was given in [13] . In this study, the authors introduced a network model exhibiting scale-free properties that could show persistent infections at any spreading rate λ > 0 for any γ > 1. Such an alternative flexible model is inspired by the principle of evolutionary selection of common largescale structure in biological networks. The results were also proved analytically by a more sophisticated mean-field approximation (where previous results are contained) that incorporates connectivity matrices between nodes having k and k degrees [13] .
In summary, one may say that having a scale-free degree distribution with a diverging second moment is a sufficient condition to have a null epidemic threshold in unstructured networks with either assortative or disassortative mixing [12, 16, 19, 20] . The basic assumption of the dynamical mean-field approach is that all vertices within a given degree class can be considered statistically equivalent; therefore, the results do not apply to structured networks in which a distance or time ordering can be introduced (for instance, when the small-world property is lacking).
Finally, we would like to stress that the studies summarized above are aimed at a better comprehension of epidemic processes, since they have at least pointed to new strategies for vaccination campaigns to be efficient. For instance, special policies for curing mostly the highly connected nodes in SFNs were considered in [14] . Such a policy can restore a finite epidemic threshold; thus, it would potentially eradicate a disease. The main result of [14] is that the more biased the policy is toward the hubs, the larger effect it has in bringing the epidemic threshold above the spreading rate.
3. Scale-free networks with initial node attractiveness. In this section, we describe a generalization of the Barabási-Albert(BA) formula that allows more flexibility in the selection of the γ coefficient. Two different types of networks will be used henceforth. The first gives results (i.e., local topological properties) similar to the original preferential attachment procedure [3] , but we can tune the exponent beyond γ = 3. The second model employed has its counterpart in the deactivating procedure leading to the so-called structured scale-free networks [15] . Unless both SFN and SSFN have similar properties in degree distribution, the main local topological features, such as the small-world property and the clustering coefficient, are quite different [24] .
3.1. Scale-free networks. We here describe the generalization of the preferential attachment procedure introduced in [3] . We start with m nodes (hereinafter and without lack of generality, we fix m = 4) fully connected with each other. Then we add new nodes to the network. At each time step, a new node is added, its degree is fixed to be m. The probability P i that such new node may be linked with the i-th old node is defined as follows:
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where k i is the degree of the i-th node, and B is a tunable real parameter, representing the initial attractiveness of each node. This generalization was first proposed by Dorogovtsev and Mendes [25] as a way for generating scale-free networks with tunable degree distributions. Our implementation is somewhat different, since we do not distinguish between incoming and outgoing links. Note that the two procedures are equivalent if we make A = B + m in Dorogovtsev's formula [25] . Besides, for B = 0, Equation (1) recovers the original preferential attachment [3] , leading to a degree distribution P (k) ∼ k −γ with γ ≈ 3. Here, we briefly reproduce the derivation of the dependency of γ with B by following the continuum approach introduced in [3] . We assume k i to be a continuous variable, which changes in time following
By taking into account that (k i (t)+B) = 2mt−m+Bt, one obtains a solution of (2) as a function of the initial time t i at which every node is introduced. By further assuming that the t i values have a constant probability density (nodes are added at equal time intervals, thus P (t i ) = 1 m0+t ), the probability that a given node has a degree k i (t) < k is given by
and the degree distribution can be easily obtained as
which asymptotically (t → ∞) gives a power-law degree distribution of the form (5) represents the behavior of the degree distribution in the thermodynamic limit. For finite-size networks (having N nodes), it is instead to be expected an exponent γ smaller than the corresponding one at N = ∞. Figure 1a shows the change of the slope in degree distribution in log-log domain for various B. Linear fits of the corresponding degree distributions make it possible to calculate the dependence of the γ coefficient. Fig. 1b shows that when B is varied from 0 to 10, γ varies in the range from 3 to 4, for the considered value of N .
Another important parameter characterizing the network topology is the clustering coefficient C. As depicted in Figure 2a , C is also slightly modulated by B, although remaining very small in all cases. Finally, the small-world property [2] (the fact that the average path length < l > scales logarithmically with N ) holds for all B values as shown in Figure 2c . The conclusions are that only the degree distribution depends crucially upon the B parameter, whereas other local topological properties, such as the small-world property and the clustering coefficient, are not significantly modified; hence, the topological structure of the network remains unchanged. An important consequence is the convergence of the second moment of the degree distribution (even taking the thermodynamic limit), which can be made possible by suitably selecting B. In Fig. 3 we report (a) the first moment < k >, and (b) the second moment < k 2 > of the degree distribution as a function of the network size N . While the first moment always approaches 2m rapidly, the second moment converges to a finite value only for large B, while for B = 0 (the usual SFN case [3] ), < k 2 > increases indefinitely with N as γ ∼ 3.
3.2. Structured scale-free Network. SSFNs are highly clustered; however, they do not display small-world properties [15] unless rewiring of links is introduced. In these networks, each node can be in two states: "active" or "nonactive". The growing procedure is as follows: The added node is always linked to all m "active" old nodes and is initially set as a new active node. Before adding another new node, one among the m + 1 active nodes in the network is deactivated, and the procedure restarts. The probability for deactivating the i-th node is where A is the set of the active nodes. Starting from an initial network of m fully connected active nodes, the above procedure generates a network with an average degree k = 2m links. Note, however, that there are two different ways in which the addition/deactivation process can be done, leading to two different ranges for the γ values [24, 18] . On the other hand, the exponent γ can be tuned by varying the value of m as well. Here, we keep m fixed to generate networks with the same average connectivity and varied γ by tuning B.
In the case B = 0, the degree distribution becomes P (k) = 2m 2 k −γ , where γ = 3, and the clustering coefficient C = 5/6 [15] . Therefore, the second moment of the degree distribution diverges here in the case B = 0. As we increase B from 1 to 10, we numerically found that γ is increasing in the very same way as for SFN; that is, the slope of the degree distribution in the log-log domain changes continuously from 3 to 4 as shown in Figures 1c and 1d .
The clustering coefficient does not show a very significant change with B, as seen in Figure 2b . Finally, B does not affect the scaling properties of the average path length , as depicted in Figure 2d . The average path length grows linearly when we increase the size of the network reflecting the lack of the small-world property for all B values. The numerically measured first and second moments show behavior similar to the case of SFN, and are reported in Fig. 3(d) . k 2 is convergent when B is large enough, and k converges rapidly to 2m for all B values.
In conclusion, we highlight that for both SFN and SSFN, the effect of the parameter B is to tune the scaling exponent of the degree distribution without substantially affecting the other relevant topological parameters. This means that we can use the above approach to test the existence of a threshold in the SIS model for both the case of convergent and divergent fluctuations.
4. Prevalence and threshold for epidemic outbreak. In this section, we implement the SIS model in both SFN and SSFN grown with the procedure described above. In the SIS model, each node of the network is in a binary state: "healthy" or "infected". At each time step, a healthy node becomes infected with probability λ only if it is connected with at least one infected node, while infected nodes are cured regaining susceptibility for the next step. The prevalence ρ is defined as the average ratio of infected nodes to total nodes in the steady state. Naturally, the prevalence ρ is a function of the infection probability λ. The epidemic threshold λ c is the point in the phase diagram below which diseases cannot produce a major epidemic outbreak or an endemic state. Notice that the model differs from the susceptible-infected-removed (SIR) model, but the results are equivalent [17, 20, 21] .
4.1. Numerical results. Initially, we fixed the network size at N = 30, 000 and measured the prevalence in various cases for both SFN and SSFN, by varying the B parameter. For each calculation of ρ, twenty different realizations of the same network were used for ensemble averaging, while initial conditions were always put such that 10% of randomly selected nodes are infected at t = 0. The dynamics is then evolved for a transient time until t = 3, 000. At this point, averages for the infection ratio are calculated, taking its value in the next one hundred time steps.
The critical point λ c for an epidemic outbreak as a function of the network size was obtained by computing the prevalence with twenty different realizations of the same network and five different initial conditions for a given spreading rate λ. For each B value, the network size is increased from 5,000 to 100,000. We furthermore define an effective threshold ρ ef f = n c /N , where n c = 100 and N is the total number of nodes. The thresholds λ c are then calculated as the values at which ρ is sufficiently close to the effective threshold (|ρ ef f − ρ| < ε) by bi-section method. However, in most cases, ρ does not reach ρ ef f because of limited resolution attributable to the size of the network. In these cases, the threshold λ c is chosen to be the value for which the minimum prevalence for a given network size is attained.
A few comments are necessary when computing the epidemic threshold λ c . The first concerns the resolution of ρ, which improves as the network size N increases (of the order of 1/N ); thus, the probability of hopping from a state having finite infected nodes to a state of fully healthy nodes decreases. The second regards the initial density of infected nodes. While for SFNs there is no evidence that the prevalence, and thus the critical point, depends on ρ(t = 0), studies of the SIS dynamics showed that this is not the case when SSFNs are considered [18] . In any case, this dependency is rooted in the way SSFNs are generated [24, 18] , a problem that does not arise here as we are generating the networks by tuning B.
Because of the finite-size effect, a finite threshold for an epidemic outbreak appears as shown in Figure 4 , where we show the prevalence as a function of the spreading rate λ. The case of SFN is reported in Figure 4 a, where one can see that the slope of ρ continuously vanishes in the vicinity of the threshold, as λ approaches zero. These thresholds are slightly different for various B. In [11] , analytical arguments correctly anticipated that when 3 < γ < 4, there are no critical fluctuations around the thresholds, because of the vanishing slope of the order parameter ρ near the critical point. Our results provide the first numerical test to their calculations. At variance, the case of SSFNs (reported in Figure 4) shows a prevalence that suddenly decreases near the threshold.
Our results show that SFNs display continuously decreasing values of λ c for all B values, even though the decreasing rates are different, as shown in Figure 5 . size allowed by our numerical capability, there is no qualitative difference between the SFN cases with B = 0 (left triangles) and with B = 10 (upper triangles), as one should have instead expected from the formula λ c ∝ k / k 2 derived from a mean-field approach. In comparing the upper triangles curve in Figure 5 with the diamond curve in Figure 3 b, one further notices that such a disagreement holds within a range of network sizes for which the second moment k 2 of the degree distribution has already numerically converged, thus indicating that the epidemic threshold in finite-size SFNs cannot be solely related to the ratio between the mean degree and the degree fluctuations.
In the case of SSFNs, as N increases, the epidemic threshold decreases much slower than the case of SFNs within the statistical errors. As noted recalled, the original SSFN does not have small-world properties, and this can in part explain the reasons for such a difference in the asymptotic behavior for the epidemic threshold [24] . One can implement the small-world property, by randomly rewiring a given percentage of links. In the case B = 10, we operated such rewiring procedure, giving each link a rewiring probability P re = 0.1. The rewired network now shows a much faster decreasing threshold for epidemics, similarly to what occurs for SFNs at the same γ value.
The comparison between the results obtained for SFNs and the structured ones for the same γ and system size indicates that the differences in the local properties of both types of networks do affect the way in which the epidemic threshold is approached. The BA network shows a smooth behavior near the epidemic outbreak, while for structured ones the order parameter ρ suddenly decreases when λ c is approached from the right, signaling two distinct behaviors. Additionally, Figure 5 shows that for finite-size networks, which are the ones we found in the real world, the structure significantly affects the effective values λ c for an epidemic outbreak to occur. In particular, we found that structured scale-free networks are always (i.e., independent of the lack or of the small-world property) more resistant to endemic states than the BA-like networks, as they show larger threshold values.
5.
Conclusions. We have numerically investigated the existence of a threshold for epidemic outbreaks in two classes of scale-free networks. By tuning the scaling exponent characterizing the degree distribution, we numerically calculated the epidemic thresholds when γ lies in the interval [3, 4] . The results confirm the previous analytical arguments about the lack of an epidemic threshold in scale-free networks with diverging fluctuations in the degree distribution. At the same time, we also showed that when γ > 3, the behavior of an epidemic threshold is a monotonically decreasing function within the same range of network sizes for which the second moment of the degree distribution is numerically convergent.
Finally, we have shown that nonzero thresholds for the spreading of epidemics are always found in finite-size networks; however, the behavior of such thresholds can be strongly influenced by the value of γ and the local properties of the network, making the small-world property more influential than the specific value of the exponent in the degree distribution.
