We consider the problem of optimizing the sum of non-smooth convex functions in non-Euclidean spaces, e.g., a probability simplex, via only local computation and communication on an undirected graph. To solve such problem, we first show that an ordinary differential equation (ODE) based on mass-spring-damper network dynamics provides a continuous time algorithm with convergence rate O(1/t). Using Euler backward method, we further discretize this ODE and obtain a novel discrete time algorithm that achieves iteration complexity O(1/k) with constant step size. Finally, we demonstrate the advantages of our algorithm over existing approaches via numerical examples.
Introduction
Given a connected graph, distributed optimization aims to optimize the sum of locally accessible cost functions via only local computation and communication [Bertsekas and Tsitsiklis, 1989, Boyd et al., 2011] . Distributed optimization has a variety of engineering applications, such as formation control [Mesbahi and Egerstedt, 2010] , distributed tracking and localization [Li et al., 2002] , distributed estimation [Açıkmeşe et al., 2014 , Lesser et al., 2012 and multi-agent coordination [Xiao et al., 2007] . Due to such wide range of applications, distributed optimization has been an active area of research during the past two decades. Numerous distributed optimization algorithms have been developed, both in continuous time [Wang and Elia, 2010 , Wang and Elia, 2011 , Gharesifard and Cortés, 2014 , Kia et al., 2015 , Qiu et al., 2016 , Zeng et al., 2017 , Yang et al., 2017 , Hatanaka et al., 2018 and discrete time domains [Nedic and Ozdaglar, 2009 , Nedic et al., 2010 , Boyd et al., 2011 , Wei and Ozdaglar, 2012 , Shi et al., 2015 , Meng et al., 2015 . The common feature of these algorithms revolves around sutiable generalization of centralized optimization algorithms to distributed scenarios.
Recently, there has been a growing interest in distributed optimization over non-Euclidean spaces, where the design variable is typically a probability distribution [Dekel et al., 2012 , Levine et al., 2016 , Gholami et al., 2016 , Yahya et al., 2017 . In order to effectively exploit the structure of such non-Euclidean geometries, several attempts have been made to generalize distributed optimization algorithms from Euclidean to non-Euclidean cases. In particular, the distributed mirror descent method [Raginsky and Bouvrie, 2012 , Li et al., 2016 , Doan et al., 2019 generalizes the distributed subgradient method [Nedic and Ozdaglar, 2009] ; the distributed dual averaging algorithm [Duchi et al., 2012] generalizes projected distributed subgradient method [Nedic et al., 2010] ; the Bregman parallel direction method of multipliers (PDMM) [Yu et al., 2018] generalizes the proximal distributed alternating direction method of multipliers (ADMM) [Meng et al., 2015] . Compared with their counterparts in Euclidean cases [Nedic and Ozdaglar, 2009 , Nedic et al., 2010 , Meng et al., 2015 , the key feature of these algorithms is to use a Bregman divergence as distance function, which, compared with quadratic function, leads to an improved complexity bound of O(n/ ln n) [Wang and Banerjee, 2014, Yu et al., 2018] , where n represents the size of the problem instance.
However, there are still many open questions along this line of research. In continuous time domain, compared with distributed Euclidean case [Wang and Elia, 2010 , Wang and Elia, 2011 , Gharesifard and Cortés, 2014 , Kia et al., 2015 , Qiu et al., 2016 , Zeng et al., 2017 , Yang et al., 2017 and centralized non-Euclidean case [Krichene et al., 2015 , Wibisono et al., 2016 , the ordinary differential equations (ODE) for distributed non-Euclidean optimization has attracted much less attention. In particular, there is no ODE, to the best of our knowledge, that combines the second order ODE in [Wang and Elia, 2010] and the mirror descent ODE in [Raginsky and Bouvrie, 2012] . In discrete time domain, although Bregman PDMM [Yu et al., 2018] provides an extension to the proximal distributed ADMM [Meng et al., 2015] , it requires a computationally expensive mirror averaging step. Moreover, like other algorithms based on ADMM [Wei and Ozdaglar, 2012 , Meng et al., 2015 , Yu et al., 2018 , Bregman PDMM uses Euler backward method, which solves an optimization problem at each iteration. It is unclear why Euler forward method, which only computes subgradients [Duchi et al., 2012 , Li et al., 2016 , Doan et al., 2019 , cannot achieve similar convergence properties. Motivated by these questions, as well as the connections between algorithm design and physics [Alvarez, 2000 , Alvarez et al., 2002 , Su et al., 2014 , Krichene et al., 2015 , Wibisono et al., 2016 , we propose a novel algorithm for non-Euclidean distributed optimization with potentially non-smooth convex objective functions over undirected graphs. Our algorithm is based on a mass-spring-damper network model (see Figure 1 for an illustration), and converges to the desired optimum in both continuous and discrete time cases. In particular, the present work makes the following contributions:
(1) In continuous time domain, we propose a novel mass-spring-damper network ODE for distributed optimization in non-Euclidean spaces that converges to desired optimum at the rate of O(1/t). (2) In discrete time domain, we not only discuss the limitations of Euler forward method in discretizing the mass-spring-damper network ODE but also show how the Euler backward method mitigates these limitations. Based on this, we propose a novel discrete time algorithm for non-Euclidean distributed optimization using constant step size that achieves O(1/k) iteration complexity. (3) Finally, we demonstrate the convergence behavior of our discrete time algorithm and its advantages over existing approaches with numerical examples.
Our results extends the existing literature as follows: 1) our continuous time ODE generalizes the second order ODE for Euclidean cases [Wang and Elia, 2010] and the first order mirror descent ODE for non-Euclidean cases [Raginsky and Bouvrie, 2012] by combining their attractive features together. Such a unified approach not only provides a fresh perspective on existing ODE-based algorithms but also a framework to reason about future algorithmic developments. 2) our discrete time algorithm generalizes the proximal function used in distributed ADMM [Meng et al., 2015] from quadratic functions to a Bregman divergence. Compared with subgradient based algorithms [Duchi et al., 2012 , Li et al., 2016 , Doan et al., 2019 , our algorithm converges faster empirically by using constant step size rather than diminishing step size. Compared with Bregman PDMM [Yu et al., 2018] , our algorithm achieves the same iteration complexity and empirical convergence without computing mirror average, hence allows for a more efficient implementation.
The rest of the paper is organized as follows. §2 provides necessary backgrounds in graph theory and convex analysis. §3 focuses on the mass-spring-damper network ODE, which is first proposed for the Euclidean case in §3.1 and then generalized to the non-Euclidean case in §3.2. As a discrete time counterpart to §3, §4 focuses on the discretization of the mass-spring-damper network ODE, where we first discuss the limitations of Euler forward method in §4.1, and then show how to remedy them using Euler backward method in §4.2. Finally, §5 compares our algorithm against existing approaches via numerical examples.
Notation and Preliminaries
Let R (R + ) denote the (non-negative) real numbers; R n denotes the n-dimensional real Euclidean space. We use · ⊤ to designate matrix (vector) transpose; u, v = u ⊤ v denotes the inner product of two vectors, and · 2 is the 2-norm of a vector defined by
n×n denote the diagonal matrix whose diagonal elements are given by vector v ∈ R n . Lastly, I denotes the identity matrix and 1 is the vector of all 1's.
Graph theory
An undirected graph G = (V, E) consists of a node set V and an edge set E, where an edge is a pair of distinct nodes in V.
2 The number of nodes and edges in the graph are denoted by |V| and |E|, respectively. Denote by {i, j} an edge between nodes i and j. Node j is said to be a neighbor of node i if {i, j} ∈ E; the set of neighbors of node i is denoted by N (i). For an arbitrary orientation on G, i.e., each edge is given an orientation with a head and a tail, the |V| × |E| incidence matrix is denoted by E(G). The columns of E(G) are indexed by the edge set E, and the entry on their i-th row takes the value "1" if node i is the head of the corresponding edge and "−1" if it is its tail, and zero otherwise. When the graph is connected, the nullspace of E(G) is spanned by 1 [Mesbahi and Egerstedt, 2010, Theorem 2.8] , and the nullspace of E(G) is spanned by the signed path vector of cycles in G [Zelazo and Mesbahi, 2011, Thm. 2.3] .
Convex analysis
Suppose that the function f : R n → R is convex. We say that g is a subgradient of f at x ∈ R n if
for all x ′ ∈ R n . We denote by ∂f (x) the set of subgradients of f at x. If f is differentiable, then ∂f (x) = {∇f (x)}. An important special case in the theory of subgradients is the case of the indicator function of a nonempty convex set defined as follows.
Definition 1 (Indicator function) Given a convex set X , the indicator function of X is a convex function δ X such that δ X = 0 if x ∈ X and ∞ otherwise.
Using (1), one can show that ∂δ X (x) = N X (x) for all x ∈ X , where N X (x) is a convex cone, known as the normal cone of X at x, defined by
The following optimality conditions for constrained optimization become useful in our subsequent analysis; [Rockafellar, 1970] also serves as the main reference for convex analysis terminology adopted in this paper.
Lemma 1 [Rockafellar, 1970, Thm. 27 .4] Given a closed, proper, convex function f : R n → R and closed convex set X , the minimum of f over set X is achieved at x if and only if there exists g ∈ ∂f (x) and h ∈ N X (x) such that g + h = 0.
The generalized Bregman divergence [Kiwiel, 1997] generated by convex function f : R n → R is defined as
for all x, x ′ ∈ R n , where g ∈ ∂f (x). Notice that Bregman divergence is always non-negative due to the convexity of f . In addition, one can easily verify the following identity
where
′ , then the Bregman divergence simplifies to
and the following three point identity holds
Given a convex function ψ : X → R (X ⊂ R n ), let dom ∂ψ = {x ∈ X |∂ψ = ∅}. We now introduce the following results from in convex analysis. Recall that ψ is
′ ∈ X , and its epigraph is defined as
Definition 2 (Essential strict convexity) A proper convex function ψ : X → R is essentially strictly convex if f is strictly convex on every convex subset of dom ∂ψ.
Lemma 2 [Rockafellar, 1970, Cor. 13.3.1, Thm. 26 .3] If a closed convex proper function ψ : X → R is strictly convex and co-finite, then ψ * (z) = sup x∈X x, z − ψ(x) is finite and differentiable everywhere, with ∇ψ
In this case, from Lemma 1 we know that x = ∇ψ * (z) if and only if there exists g ∈ ∂ψ(x) such that z − g ∈ N X (x), which, due to definition in (2), implies that (z + h) − g ∈ N X (x) for all h ∈ N X (x). Therefore,
. (8) If ψ and ψ * are both essentially strongly convex, then ∇ψ * = (∇ψ) −1 , i.e., ∇ψ * (z) = x if and only if ∇ψ(x) = z for all x ∈ X , z ∈ R n [Rockafellar, 1970, Thm. 23.5] .
Continuous time methods
In this section, we develop a continuous time algorithm to distributed optimization in non-Euclidean spaces based on a mass-spring-damper network model defined as follows. Given undirected graph G = (V, E) and vector d ∈ R |E| , define the Laplacian matrix weighted by d as
where ⊗ denotes the Kronecker product. Notice that
is the corresponding Laplacian weighted by the vector s ∈ R |E| . In addition, define the position and force vectors as,
where q i (t), g i (t) ∈ R n for all i ∈ V. Then a mass-springdamper model on the graph G = (V, E) is given by,
ODE (11) models the dynamical behavior of a massspring-damper network, where node i in V represents a unit mass with position q i (t) "experiencing" external force −g i (t) ; each edge e in E represents a damper with constant d e and a spring with constant s e ; see Figure 1 for an illustration.
We first show, in §3.1, that when g(t) is the subgradient of non-smooth convex objective functions, the ODE (11) converges to an equilibrium that solves distributed optimization over an undirected graph in Euclidean spaces. We then generalize this result to the non-Euclidean setting by combining ODE (11) and mirror descent ODE [Raginsky and Bouvrie, 2012] in §3.2. Such a generalization not only provides a unified perspective on existing distributed algorithms [Duchi et al., 2012 , Yu et al., 2018 , Doan et al., 2019 , but also leads to a new algorithm in discrete time, as shown in §4.
Distributed optimization in Euclidean spaces
In this section, we consider the following distributed optimization problem over the graph G = (V, E),
n → R is a cost function available to node i only, the node-edge incidence matrix weighted by the vector s is defined as,
where √ s is elementwise square root of the vector s.
We group our assumptions on problem (P-1) together in Assumptions 1-2.
Assumption 1 Graph G = (V, E) is undirected and connected. The weights s, d ∈ R |E| are elementwise positive.
Assumption 2 Functions f i : R n → R are closed, proper and convex for all i ∈ V. There exists
The challenge in solving (P-1) is to only use local computation and communication. In particular, function f i is available to node i only, and node i can only update its variable x i based on information of x j for which {i, j} ∈ E. To address this network-induced constraint, we propose ODE (11). First, use the following coordinate transformation,
we can now rewrite ODE (11) as,
0 ,
(ODE-1) where we have assumed that g(t) ∈ ∂f (x(t)). Notice that the structure of (ODE-1) ensures f i being used only by node i, and x i is only updated using the difference x i − x j or its (time) integral, where {i, j} ∈ E.
Remark 1 If g ≡ 0, then (ODE-1) reduces to a special case of the networked Euler Lagrange system considered in [Ren, 2009] as well as the port Halmiltonian system considered in [van der Schaft et al., 2014, p.125] . In this case, (ODE-1) can be shown to be stable, using results on quadratic eigenvalue problem [Lancaster, 1966] , and converge to an equilibrium formed by the nullspaces of E s (G) and E s (G)
⊤ . To see this, observe that when g ≡ 0, (ODE-1) has the following constants of motion
for all x null in the nullspace of E s (G) and µ null in the nullspace of E s (G), where we have used the fact that L d (G) and E s (G) ⊤ share the same nullspace. The first constant of motion in (14) can be interpreted as Newton's second law, stating that the sum of nodal accelerations equals the sum of external forces. The second constant of motion in (14) can be interpreted as Kirchhoff voltage law, stating that the (directed) spring deformation along any cycle in G must sum to a constant.
The following theorem shows that the distance to the optimum of problem (P-1) is monotonically non-increasing along the trajectories of (ODE-1).
Theorem 1 (Work-energy principle) Suppose that Assumptions 1-2 hold and (x ⋆ , µ ⋆ , g ⋆ ) satisfies
(KKT-1). Consider the energy function,
Proof. Integrating the differential equation in Theorem 1 from τ = 0 to t we have,
where we have used the fact that B f (x ⋆ , x(τ ); g(t)) is non-negative. Since B f (x, x ⋆ ; g ⋆ ) and x, L d (G)x are convex functions of x, applying Jensen's inequality to the right hand side and use the fact that V (x(t), µ(t)) ≥ 0, we obtain the desired result. ✷ Remark 3 If we define the augmented Lagrangian
2 for some β > 0, and Corollary 1.1 further implies the following bound on optimality on the nodes and consensus over edges,
(15)
Distributed optimization in non-Euclidean spaces
In this section, we consider the distributed optimization problem over the graph G = (V, E) of the following form,
R n → R is a cost function available to node i only; X |V| 0 is the Cartesian product of |V| copies of the closed convex set X 0 ⊂ R n .
We group our assumptions together in Assumption 3, where we use Lemma 1 to construct the constrained optimality conditions. efficient algorithms for such cases, we need to use a distance generating function defined over X 0 . Recall that a function ψ 0 is co-finite if it is closed and proper, and its epigraph contains no non-vertical half lines [Rockafellar, 1970, P. 116] . We now make the following assumption on the distance generating function ψ 0 .
Assumption 4 The function ψ 0 : X 0 → R is closed, convex, proper, co-finite and essentially strictly convex.
Assumption 4 is also used in mirror descent ODE [Krichene et al., 2015] .
With these assumptions, we propose to solve (P-2) with the ODE,
0 , (ODE-2) with the initial condition x(0) = ∇ψ
) satisfies (KKT-1) and we assume that f and ψ are differentiable. Then (ODE-1) with g(t) = ∇f (x(t)) satisfies, up to coordinate transformation (13), the following Euler-Lagrange equation
The proof is similar to that of Corollary 1.1.
Remark 6 If we define the augmented Lagrangian of
, then (ODE-2) reduces to (ODE-1); Theorem 2 and Corollary 2.1 reduce to Theorem 1 and, respectively, Corollary 1.1. Therefore, we obtain a strict generalization of convergence results in §3.1. Compared with distributed mirror descent ODE [Raginsky and Bouvrie, 2012] , the dynamics in (ODE-2) is of second order rather than first order.
4 Discrete time methods §3 shows that (ODE-1) converges to the solution of problem (P-2). However, the question remains of how to preserve such convergence properties in discrete time. In this section, we discuss two different discretization schemes for (ODE-2): Euler forward method and Euler backward method. In particular, we show that Euler forward leads to simple explicit updates, but a difficult choice on step size. On the other hand, Euler backward method requires implicit updates, but provides a simple bound on step size that ensures convergence.
Euler forward method
If we apply Euler forward method with constant step size to (ODE-2), we obtain the difference equation,
where g k ∈ ∂f (x k ), α > 0 is the step size.
In order to see the algorithmic structure of (DE-1), we can rewrite (DE-1) as follows. Suppose ψ * is essentially strictly convex so that ∇ψ = (∇ψ * ) −1 . Then using (2), we can rewrite the z-update in (DE-1) as,
. Therefore (DE-1) can be implemented as,
Updates in (A-1) show the algorithmic structure of the difference equation (DE-2): at each iteration, x minimizes a local linearization of the objective function plus a linear network correction term y k , x , while moving away from the previous point x k is penalized by B ψ (x, x k ). Such a structure is a network extension of the mirror descent algorithm [Nemirovsky and Yudin, 1983] . Although Algorithm (A-1) is efficient to implement, since it only computes subgradients and projection, it convergence is tricky to guarantee, as the following theorem shows.
Theorem 3 (Work-energy principle) Suppose that Assumptions 1, 3, 4 hold and
Consider energy function of the form
, where z ⋆ = ∇ψ * (x ⋆ ). Then along the trajectories generated by (DE-1), we have,
Proof. Since ψ * is convex and differentiable over R |V|n , using (7), we can show that,
Similarly we can show that,
Summing up (20) and (21), we now have,
Using discretization in (DE-1) , we can then show that,
where the last step uses an argument similar to the one in (17)- (18). Substituting the above identify in (22), we obtain the desired result. ✷ Theorem 3 shows the fundamental difficulty of discretizing (ODE-2) with Euler forward method: unlike the results in Theorem 2, here two additional non-negative terms that render the monotonicity property of energy function unclear. In particular, Theorem 3 states that,
where O(α) is a non-negative term linear in α. From (DE-1) we know that,
Hence if ψ * is upper bounded by a quadratic function, B ψ * (z k+1 , z k ) and
are O(α 2 ) and will be dominated by O(α) terms when α decreases to a threshold, which then implies that
Such a threshold, although might be empirically estimated in practice [Wang and Elia, 2010] , is difficult to bound theoretically. Same problem appears in discretizing mirror descent ODE [Krichene et al., 2015] . This problem can be remedied, as we will show in the next section, using Euler backward method.
Euler backward method
Consider the following discretization of (ODE-2),
Compared with (DE-1), the difference equation (DE-2) uses an implicit subgradient g k+1 , rather than explicit subgradient g k , for its x-update; and it uses x k+1 , rather than x k , for its µ-update.
Similar to (19), we can rewrite the z-update in (DE-2) as the following x-update,
; again we have assumed that ψ is essentially smooth so that ∇ψ exists. From Lemma 1, we know that for (23) to hold, it is sufficient to have,
. Using Lemma 1 again, (KKT-3) is equivalent to,
Therefore (DE-2) can be implemented as,
where ψ(x) = i∈V ψ 0 (x i ).
Compared with (A-1), updates in (A-2) require an implicit oracle of f rather than an explicit one: it optimizes function f with penalty terms at each iteration rather than just computing its subgradients. Such an update is a network extension to proximal point algorithm with Bregman regularization [Censor and Zenios, 1992] .
In order to show the convergence of the algorithm (A-2), we make the following assumption on function ψ 0 , where cl D 0 denotes the closure of the set D 0 .
Assumption 5 
, which is 1-strongly convex over X 0 3 . See [Bubeck et al., 2015, Sec. 4.3] for further discussion for scenarios where Assumption 5 holds.
Let D = D |V| 0 denotes the Cartesian product of |V| copies of D 0 . The following theorem shows that an energy function is monotonically non-increasing along the trajectories generated by algorithm (A-2) using a constant step size α constrained by the curvature of ψ and structure of the mass-spring-damper network.
Theorem 4 Suppose that Assumptions 1, 3, and 5 hold and (x ⋆ , µ ⋆ , g ⋆ , h ⋆ ) satisfies (KKT-2). Consider the energy function of the form,
. If x 0 ∈ X ∩ D, then along the trajectories generated by algorithm (A-2) we have,
, where c = d − αs. If α ≤ min{γ/λ |V| , κ}, where κ = min e∈E d e /s e , and λ |V| is the largest eigenvalue value of
Proof From Assumption 5 it follows that ∇ψ(x) 2 → ∞ as x approaches the boundary of cl D. Hence the xupdate in (A-2) implies that x k+1 ∈ X ∩ D; as such, ∇ψ(x k ) is well defined for all k. Using (7) we can show that,
Using (24)- (21), it now follows that,
3 In this case,
, where
Proof. Since α ≤ γ/λ |V| , we know that γ − αλ |V| ≥ 0. Summing up the difference equation in Theorem 4 from l = 0 to l = k − 1 we have,
where we have used the fact that
are all non-negative. Since
, and x, L c (G)x are convex functions of x, applying Jensen's inequality to the right hand side, use the fact that V (x k , µ k ) ≥ 0 and the assumption that c = d − αs ≥ d/2, we obtain the desired result.
Remark 8 Corollary 4.1 shows that the algorithm (A-2) achieves the same iteration complexity as Bregman PDMM [Yu et al., 2018] . However, the y-update in algorithm (A-2) only involves matrix multiplication. In contrast, the mirror average step in Bregman PDMM requires solving an optimization problem itself. Therefore, algorithm (A-2) allows for a much more efficient implementation than the Bregman PDMM.
Numerical examples
In this section, we compare algorithm (A-2) with existing algorithms for distributed optimization in nonEuclidean spaces, including distributed projected subgradient algorithm [Nedic et al., 2010] , distributed dual averaging algorithm [Duchi et al., 2012] , distributed mirror descent [Li et al., 2016 , Doan et al., 2019 and Bregman PDMM [Yu et al., 2018] , over numerical examples.
We consider an instance of problem (P-2) where,
is randomly generated such that each pair of nodes is connected with probability 0.3. • f i (x i ) = w i , x i for all i ∈ V, where entries of w i are sampled from a standard normal distribution. • X 0 is the probability simplex, i.e., X 0 = {u ∈ R n |x ≥ 0,
We use the following parameters for these algorithms. For distributed projected subgradient algorithm, distributed dual averaging, distributed mirror descent, we choose the double stochastic matrix
⊤ , ∆ is the largest diagonal element of L(G) [Duchi et al., 2012] ) and step size α k = k −0.6 . For Bregman PDMM, we choose P = I − 1 2+2∆ L(G) such that it is positive semi-definite [Yu et al., 2018] , and step size ρ = 4, τ = 2. For algorithm (A-2), we choose s = d = 1/15 and α = min{15/λ max , 1}, where λ max is the largest eigenvalue of L(G). Except for the distributed projected subgradient, all algorithms use ψ 0 (u) = Compared with subgradient based algorithms (distributed projected subgradient, dual averaging, and mirror descent), the algorithm (A-2) converges faster with a more oscillating behavior. The reason for such distinction is due to the fact that algorithm (A-2) is based on damped oscillation with constant step size, rather than diffusion with diminishing step size. Further, algorithm (A-2) almost achieves the same convergence speed as the Bregman PDMM but allows for a more efficient implementation, as we pointed out in Remark 8. These comparisons clearly demonstrate the advantages of the proposed algorithm (A-2).
Conclusions
In this paper, we have developed novel algorithms for distributed optimization in non-Euclidean spaces based on the mass-spring-damper network in both continuous and discrete time. Compared with the existing nonEuclidean approaches, our algorithm allows for a much more efficient implementation. Nevertheless, the proposed algorithm has a few limitations; for example, it only considers undirected graphs. Our future research directions are primarily motivated by this limitation, as well as the potential extensions to time varying graphs and graphs with stochastic interconnections.
