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The low energy physics of both graphene and surface states of three-dimensional topological
insulators is described by gapless Dirac fermions with linear dispersion. In this work, we predict the
emergence of a “heavy” Dirac fermion in a graphene/topological insulator hetero-junction, where
the linear term almost vanishes and the corresponding energy dispersion becomes highly non-linear.
By combining ab initio calculations and an effective low-energy model, we show explicitly how strong
hybridization between Dirac fermions in graphene and the surface states of topological insulators
can reduce the Fermi velocity of Dirac fermions. Due to the negligible linear term, interaction effects
will be greatly enhanced and can drive “heavy” Dirac fermion states into the half quantum Hall
state with non-zero Hall conductance.
I. INTRODUCTION
Two-dimensional Dirac physics has aroused great interest in condensed matter physics ever
since the discovery of graphene1–3 and topological insulators (TIs)4–6 due to its importance in
both fundamental physics and device applications. In graphene, gapless Dirac cones exist at
the momenta K and K ′ point in the Brillion zone (BZ) with a large Fermi velocity ≃ 1 × 106
m/s, which is about 1/300 of the speed of light7, and results in a high mobility for electron
transport in graphene. Due to its high mobility, graphene is believed to possess the potential
in the applications involving fast speed electronic devices8–10. On the other hand, when a gap
(mass) is opened for Dirac cones, the so-called “parity anomaly”, which was first known in
high energy physics11, can occur12 and lead to a large variety of topological states, including the
quantum anomalous Hall (QAH) effect12 and the quantum spin Hall (QSH) effect13, in graphene.
Furthermore, it was predicted that these topological states in graphene can be spontaneously
induced by interaction, leading to the so-called “topological Mott insulators”14. However, due
to the large Fermi velocity, the density of states vanishes rapidly near the Dirac cone, and the
critical interaction strength is relatively large. Thus, the reduction of Fermi velocity in Dirac
fermions (or equivalently a “heavy” Dirac fermion) is valuable for exploring new topological
states in the Dirac systems.
In this work, we explore Dirac physics in a hetero-junction with graphene on top of a TI. The
QSH effect with a large energy gap has been predicted for graphene coupled to TI thin films15,16.
Here we focus on the case of graphene coupled to a single surface state of a three dimensional
TI, which can be realized in experiments when the thickness of the TI is large enough so that
the topological surface states on opposite surfaces are decoupled. In this case, we find that due
to the strong hybridization between the four Dirac cones from graphene (two valleys and two
spins) and one Dirac cone from the topological surface state, four of the resulting states will be
gapped while one remains gapless with the Fermi velocity significantly reduced. By constructing
an effective model of this system based on first principles calculations, we explore the underlying
physical reason why the linear dispersion relation term is so small. As a consequence, the “heavy”
Dirac fermion has a much larger density of states near the Dirac point, and a relatively small
interaction can drive the system into a gaped topological phase with non-zero Hall conductance
(parity anomaly). Below, we will first construct an effective model for this hetero-junction that
reproduces the physics observed in our first-principles calculations, and then study the effects
of interactions at the mean field level.
II. EFFECTIVE MODEL FOR GRAPHENE/TOPOLOGICAL INSULATOR
HETERO-JUNCTIONS
Firstly, we perform ab intio calculations for a hetero-junction with graphene on a Sb2Te3 film
with eight quintuple (QL) layers, as shown in Fig. 1(a). Due to the lattice mismatch between
graphene and Sb2Te3 films (substrate), the slab model used in this calculation contains one
unit cell of Sb2Te3 films
17, whose in-plane lattice constant corresponds to that of the
√
3×√3
supercell of graphene with 0.3% compression. The top view of the most stable configuration is
shown in Fig. 1(b) in which the topmost Te atom locates at the center of the hexagonal ring of
graphene16. From our calculations, it is found that the equilibrium distance between graphene
and Sb2Te3 is 3.456 A˚ and the binding energy is 41.9 meV per carbon atom. Since the
√
3×√3
supercell of graphene is used in our simulation, the BZ of the hetero-junction is folded, and
reduced to one third of the original BZ of the intrinsic graphene (the original and folded BZs are
shown in Fig. 1(c)), and thus the K0 and K
′
0 in the original BZ are mapped into Γ in the folded
BZ. Consequently, the Dirac cones from both graphene and TI appear at the same momentum
Γ, and we only need to focus on the low energy physics around the Γ point. From the ab initio
calculations, the band structure of the hetero-junction is shown in Fig. 1(d) and its low energy
bands are zoomed in (dotted lines) in Fig. 1(e). Spin-orbit coupling (SOC) is included in the
calculations and more details about ab initio calculation method can be found in the appendix
A. In Fig. 1(e), via analyzing the wave functions at the Γ point around the Fermi level, we
find that the bottom surface states of TIs has no hybridization with graphene and contribute
to the gapless Dirac cone labelled by blue-dotted lines in Fig. 1(e). The bands labelled by
green-dotted lines originate from the hybridization of energy bands in graphene and top surface
states of TIs. Therefore, we focus on these energy bands (marked by the green-dotted lines) and
unveil underlying physics for the “heavy” Dirac Fermion.
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aFIG. 1: (a) Side view of the hetero-junction with graphene and the top few atomic layers of Sb2Te3. (b)
Top view of the hetero-junction for graphene and the two topmost atomic layers of Sb2Te3. The black
solid rhombus is a unit cell and two in-plane lattice vectors are {a1,a2}. The three red arrows label
three hopping processes with the amplitudes {t1, t2, t3} between nearest carbon atoms in graphene. (c)
The folded Brillouin zone of the unit cell in (b) are denoted by solid lines and high-symmetric points
(Γ, M and K) are labelled. K0 and K
′
0 are also presented in the original Brillouin zone of the pristine
graphene (dashed lines). (d) Calculated band structure along the high-symmetric lines K − Γ − M .
(e) Low-energy band structure around the Γ point from ab initio calculation (green dots) and the
corresponding effective Hamiltonian Hfull in Eq.[2] (red lines). Φ
1
Rashba, Φ
1
Kekule´, ΦDirac, Φ
2
Kekule´,
Φ2Rashba labels bands that we are interested in. The blue dots represent the bottom surface states,
which are decoupled from graphene.
To understand the hybridization between these Dirac fermions, we first neglect the topological
surface states of Sb2Te3 films and consider only the pz orbitals of graphene under the environ-
ment of the Sb2Te3 substrate. For intrinsic graphene, there are two sub-lattice sites in one unit
cell and the low energy physics can be effectively described by a two-dimensional Dirac type of
Hamiltonian around K0 and K
′
0 in the original BZ
3. In contrast, due to the influence of the
substrate, one unit cell of this hetero-junction contains a hexagon (benzene ring) with six equiv-
alent carbon sites and the hopping terms between them could be described by three hopping
parameters, denoted as t1, t2 and t3 in Fig. 1(b). Therefore, a 6 × 6 tight-binding model3 on
the basis of |pz, n〉, n = 1, . . . , 6 is used to describe this system (see Eq. [B.1] in the appendix
B) in which, for the basis |pz, n〉, pz is the atomic orbital and n represents the site index.
For convenience, we perform a unitary transformation to change the basis into eigenstates of
the rotation operator. We consider the six-fold rotation operation C6 and the corresponding
rotation symmetric basis are denoted as C6|L′z〉 = exp(−L′z ipi3 )|L′z〉, where L′z = ±2,±1, 0, 3
labels six eigen states for C6 rotation. (The detailed form of unitary transformation, as well as
the basis |L′z〉, is given by Eq. [B.2] in the appendix B and the form of the effective Hamiltonian
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expanded around k = 0 is given by Eq. [B.3] in the appendix B). We emphasize that six-fold
rotation symemtry only exists in pristine graphene (t1 = t2 = t3), in which two gapless Dirac
fermions appear under the basis |L′z = ±2〉 and |L′z = ±1〉 and the states labeled by |L′z = 0〉
and |L′z = 3〉 are gapped. This is because the states |L′z = ±2〉 and |L′z = ±1〉 originate from
the states in the K0 and K
′
0 while the states |L′z = 0〉 and |L′z = 3〉 from those at Γ0 in the
original BZ. Therefore, in the following discussion, we only focus on the basis |L′z = ±2〉 and
|L′z = ±1〉. Due to SOC, the orbital angular momentum is not a good quantum number and
the total angular momentum should be considered. Thus, these eigenstates can be labeled by
|J ′z = − 32 , ↑〉, | − 12 , ↑〉, | 52 , ↑〉, | 32 , ↑〉, | 32 , ↓〉, | 12 , ↓〉, | − 52 , ↓〉 and | − 32 , ↓〉.
Due to the hybridizations with the Sb2Te3 substrate, the six-fold rotation symmetry C6 is
broken down to three-fold rotation C3, which is known as Kekule´ modulation
18. In this case,
we may re-label our basis states |L′z = ±2〉 and |L′z = ±1〉 by the eigenvalues of C3 rotation,
denoted as |Lz, η〉, where C3|Lz, η〉 = exp(−Lz 2pii3 )|Lz, η〉 with Lz = ±1, η = ±1. The index
η is introduced to distinguish two degenerate states with the same Lz. The explicit form of
|Lz, η〉 in the basis set of {|pz, n〉} and more details about the additional index η can be found
in the appendix C. Under the basis | + 1,+1〉, | − 1,+1〉, | − 1,−1〉, | + 1,−1〉 (or equivalently
|L′z = −2〉, | − 1〉, |2〉, |1〉), the effective Hamiltonian is written as
HG,4×4 =


−∆cosθ ~vGf k+ 0 ∆sinθ
~vGf k− +∆cosθ ∆sinθ 0
0 ∆sinθ −∆cosθ −~vGf k−
∆sinθ 0 −~vGf k+ +∆cosθ

 (1)
where vGf is the Fermi velocity of graphene, k± = kx±iky, ∆ =
√
t21 + t
2
2 + t
2
3 − t1t2 − t2t3 − t3t1
and tan θ =
√
3(t1 − t2)/(t1 + t2 − 2t3). The Kekule´ modulation terms, described by two
independent parameters ∆ and θ, can lead to a gap openning with the size of 2∆ for both Dirac
cones.
When SOC is considered, the basis set {|Lz, η〉} should be enlarged and Lz is replaced by the
total angular momentum along the z direction (Jz = Lz+Sz). The new basis states for graphene
take the form of |Jz = 32 , η = +1〉, | − 12 ,+1〉, | − 12 ,−1〉, | 32 ,−1〉, | − 32 ,−1〉, | 12 ,−1〉, | 12 ,+1〉 and
| − 32 ,+1〉. Given the coupling with the substrate, the full low-energy effective Hamiltonian
around the Γ point is written as
Hfull =
(
HGG HGS
H†GS HSS
)
. (2)
Here HGG is the Hamiltonian of graphene which takes spin into account. The detailed form of
HGG is given by Eq. [B.7] in the appendix B. HSS describes topological surface states on top
surface of Sb2Te3 films and is given by
HSS = µ
S +
(
0 i~vSf k−
−i~vSf k+ 0
)
(3)
where vSf is the Fermi velocity of top surface states, and µ
S denotes the corresponding chemical
potential. The basis states for topological surface states can also be labelled by their eigenvalues
of Jz , {|JSz = ± 12 〉}. Furthermore, we can construct the hybridization Hamiltonian HGS between
graphene and TIs directly from the hopping process between the pz orbitals of carbon atoms
and all the p orbitals of Se and Te atoms. The explicit form of HGS is shown in Eq. [B.16] in
the appendix B.
With the effective Hamiltonian Hfull in Eq. 2, we calculate the energy spectrum of
graphene/TIs hetero-structure, as shown by red lines in Fig. 1(e). The corresponding pa-
rameters for Hfull are listed in the Table B.1 of the appendix B. The effective model reproduces
well the band structure from first-principles calculations (dotted-green lines), especially for the
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bands labeled by Φ1Rashba, Φ
1
Kekule´, Φ
2
Kekule´ and Φ
2
Rashba in Fig. 1(e). The bands Φ
1
Rashba and
Φ2Rashba mainly come from the hybridiation between the topological surface states {|JSz = ± 12 〉}
and graphene states |− 12 ,±1〉 and | 12 ,±1〉 (or equivalently |J ′z = − 12 , ↑〉 and |J ′z = 12 , ↓〉). Due to
strong SOC in TIs, these bands reveal strong Rashba type of spin splitting and thus are labeled
by “Rashba” bands. Both Φ1Kekule´ and Φ
2
Kekule´ orginate from four graphene states | − 32 ,±1〉
and | 32 ,±1〉 (or equivalently |J ′z = ± 32 , ↑ (↓)〉). It should be noted that all these four states can
hybridize with each other since the C6 rotation symmetry is broken to the C3 rotation symmetry
due to the Kekule´ modulation (thus dubbed as “Kekule´” bands). The gap between Φ1Kekule´ and
Φ2Kekule´ requires the Kekule´ modulation and thus is smaller than that between Φ
1
Rashba and
Φ2Rashba, which only depends on the coupling strength between graphene and TIs.
Within the gap between Φ1Kekule´ and Φ
2
Kekule´, there are other two bands, labeled by ΦDirac,
which are dominated by the states | 12 ,+1〉 and | − 12 ,−1〉 (or correspondingly |J ′z = − 52 , ↓〉 and
|J ′z = 52 , ↑〉) . For these two bands, the effective model only recovers the energy dispersion
close to the Γ point. For larger momentum, a highly nonlinear behaviour can be observed
from the first-principles calculations and suggests that higher momentum terms are dominant
for these two bands. To get an effective description for these two bands, we apply the Lo¨wdin
perturbation theory to the full Hamiltonian Hfull (2) and project it into the low-energy subspace
of ΦDirac. Up to the third order in the momentum k, we obtain the following two-band effective
Hamiltonian:
Heff (k) = (C2k
2 + C3)zˆ · (~σ × k)− C1
2
(k3+ + k
3
−)σz + (e0 − C0k2)I2×2 (4)
where e0 = 0.01698 eV, C0 = 116.1186 eV, C1 = 32.2418 eV, C2 = 936.4909 eV, C3 = 0.02039
eV are obtained by fitting to the energy dispersion. ~σ = (σx, σy, σz) are the Pauli matrices. For
further discussions, we can ignore the identity terms and re-write the effective Hamiltonian in
a nice form: Heff =
∑
i=x,y,z di(k)σi with dx = (C2k
2 + C3)ky, dy = −(C2k2 + C3)kx, dz =
−C12 (k3+ + k3−). In Eq. 4, the parameter C3 describes the linear dispersion and corresponds to
the Fermi velocity around 1.3 × 104 m · s−1, which is greatly reduced compared to its original
value 3 × 105 m · s−1 (the Fermi velocity of TI surface states). This estimate quantitatively
reveals that the Fermi velocity of the bands ΦDirac is quite small and the dominating terms in
Eq. (4) are the cubic terms.
The heavy Dirac fermion of ΦDirac can be physically understood from the form of their wave
functions. One notices that the spin components of | 12 ,+1〉 and | − 12 ,−1〉 are opposite, so the
coupling between them has to involve a spin-flip process. Since SOC in graphene is negligible19,
this coupling can only originate from the hybridization with the TI surface states. Therefore, the
interactions between | − 12 ,−1〉 and | 12 ,+1〉 in graphene can only be mediated by the interlayer
coupling between graphene and the topological surface states through second order (or higher
order) perturbations. A detailed analysis of the possible coupling processes is shown in the
appendix D. We conclude that the weak coupling between | 12 ,+1〉 and | − 12 ,−1〉 makes the
resulting Dirac fermion much heavier than that of the TI surface states.
III. INTERACTION EFFECT IN GRAPHENE/TOPOLOGICAL INSULATOR
HETERO-JUNCTIONS
Based on the above low-energy effective Hamiltonian (4), we will next discuss interaction effect
in this system. We consider the Hubbard repulsion interaction and write the whole Hamiltonian
in the real space as
H =
∑
〈r,r′〉
Ψ†(r)H0(r, r′)Ψ(r′) + U
∑
r
ψ†1(r)ψ1(r)ψ
†
2(r)ψ2(r) (5)
where the spinor Ψ(r) = (ψ1(r), ψ2(r))
T is written under the basis | 12 ,+1〉 and |− 12 ,−1〉. Based
on the mean field approximation (details are shown in the appendix E), the above interaction
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FIG. 2: Critical interaction strength evolving with the coefficient of linear term C3 is plotted. The solid
blue (orange dashed) line shows the evolution of Uzc (U
y
c ) with C3. Two red dots shows the Uc required
for an isolated TI surface state or a graphene/TI junction. The vertical axis is for Uc times sample area,
so the unit will depend on the sample size.
Hamiltonian can be decomposed into the form
H =
∑
k
Ψ†(k)[Heff (k)− (∆yσy +∆zσz)]Ψ(k) + 1
U
(∆2y +∆
2
z) (6)
where the order parameters ∆y,z are defined as follows:
∆y =
U
2
A〈Ψ†σyΨ〉, ∆z = U
2
A〈Ψ†σzΨ〉. (7)
A is the surface area of the sample. Thus, we find two types of order parameters leading to the
gap opening of heavy Dirac fermions in the hetero-structure. These order parameters ∆y and
∆z both break time reversal symmetry, which leads to spontaneous half quantum Hall effect of
the Dirac fermions. In addition, ∆y also breaks three-fold in-plane rotational symmetry and
can be recognized as a type of nematic phases.
By minimizing the free energy, we obtain the self-consistent equations for order parameters
∆i (i = y, z)
1
U
∆i =
1
2
∑
k
∆i − di(k)√
dx(k)2 + (dy(k)−∆y)2 + (dz(k)−∆z)2
. (8)
We emphasize that when the coefficient of linear term C3 vanishes, the density of states (DOS)
in the above Eq. (8) is divergent at the Dirac point, thus leading to an instability for heavy
Dirac fermions. An infinitesimal interaction U will yield a gap and drive the system into the
ordered phase. With a finite but small C3, the DOS vanishes at the Dirac point, and thus, a
finite interaction is needed to open a gap at the Dirac point. The phase boundary is charac-
terized by the critical interaction strength Uc, under which the order parameters take the limit
limU→Uc ∆i = 0
+. The analytical expression of Uc is given by (see appendix F for a detailed
derivation)
1
U ic
=
1
2
∑
k
[
1√
dx(k)2 + dy(k)2 + dz(k)2
− di(k)
2
[dx(k)2 + dy(k)2 + dz(k)2]
3
2
]. (9)
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Here we arrived at two inequivalent self-consistent equations for U ic (i = y, z) and the physical
phase boundary happens for U = min{Uyc , Uzc }.
The dependence of the critical interaction strength U ic as a function of C3 is shown in Fig. 2.
We find that Uzc (plotted in a solid blue line) is always smaller than U
y
c (plotted in an orange
dashed line). Therefore, the blue line in Fig. 2 determines the phase transition line in the real
system. This numerical calculation also verifies our previous expectation that (i) when C3 is
zero, the required Uc is also zero, and (ii) as C3 increases, Uc also increases from zero and a finite
interaction strength is required to drive the system into the ordered phase. In Fig. 2, we also
show the Uc for both an isolated TI surface state (C3 = 0.43 eV) and a graphene/TI junction
(C3 = 0.02 eV) in red dots. One can see that the required critical interaction for ordered phases
is almost one order of magnitude smaller in graphene/TI junctions, compared to that in pristine
graphene.
IV. DISCUSSION AND CONCLUSION
In this work, we demonstrate the existence of a heavy Dirac fermion with a small Fermi velocity
and highly non-linear energy dispersion in the hetero-junction of graphene and a TI film, and
unveil the underlying physical origins of the strong coupling between the graphene bands and the
topological surface states of TI films, by combining ab initio calculations with the low energy
effective models. Due to the significant reduction of Fermi velocity, the low-energy states in
graphene/TI junctions are more unstable in the presence of interactions. One may notice that the
energy dispersion from first-principles calculations shows a larger non-linearity compared to that
for the effective model in Fig. 1. This suggests that an even larger DOS appears near the Dirac
cone and the corresponding critical interaction strength would be further reduced. The decreased
Fermi velocity and the enhanced DOS of the Dirac fermion can be verified in experiments of
angle-resolved photo-emission spectroscopy20–22 and scanning tunneling spectroscopy23,24. If
the interaction effect in this system is strong enough, topological electromagnetic effect25,26
can be spontaneously realized in this hetero-junction and one dimensional chiral fermions are
expected to exist at the domain wall of this gaped phase.
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Appendix
A. Details of ab initio calculations
The calculations were carried out by using density-functional theory (DFT) with a plane
wave basis set and the frozen projector augmented wave method for the treatment of the core
electrons27,28, as implemented in the Vienna ab initio simulation package29. A plane wave basis
set with a kinetic energy cutoff of 450 eV was used. Before the band structure calculation,
graphene and the four topmost atomic layers of the substrate are fully relaxed until the residual
forces are less than 1×10−3 eV/A˚. During the relaxation process, the van der Waals correction of
DFT-D2 method of Grimme is included30. With spin-orbit coupling included, the band structure
was calculated along high symmetry lines near the Γ point. In both geometry optimization and
electronic calculation, the Monkhorst-Pack k points are 15× 15× 1.
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B. Explicit form of the effective Hamiltonian H
With pz orbitals of the six carbon atoms being the basis states {|pz, n〉, n = 1, ..., 6}, the
spinless tight-binding Hamiltonian of graphene is
Htb =


0 t2 0 t3e
ik·(a2−a1) 0 t1
0 t1 0 t3e
−ik·a1 0
0 t2 0 t3e
−ik·a2
0 t1 0
h.c. 0 t2
0


, (B.1)
where the index n for carbon atoms can be seen in Fig. 1. To reveal the low-energy Dirac
physics, we transform the basis states to {|L′z = ±2,±1, 0, 3〉}, where C6|L′z〉 = ω−2L
′
z |L′z〉, C6
is the six-fold rotation operator and ω = exp( ipi6 ). The basis transformation matrix U6×6 is

| − 2〉 | − 1〉 |0〉 |1〉 |2〉 |3〉
1 ω−3 1 ω3 1 1
ω−4 ω−5 1 ω5 ω4 −1
ω4 ω5 1 ω−5 ω−4 1
1 ω3 1 ω−3 1 −1
ω−4 ω 1 ω−1 ω4 1
ω4 ω−1 1 ω ω−4 −1


. (B.2)
After the basis transformation, we can expand the spinless Hamiltonian around the Γ point

| − 2〉 | − 1〉 |0〉 |1〉 |2〉 |3〉
−∆cosθ ~vGf k+ 0 0 ∆sinθ 0
~vGf k− +∆cosθ 0 ∆sinθ 0 0
0 0 t1 + t2 + t3 0 0 0
0 ∆sinθ 0 −∆cosθ −~vGf k− 0
∆sinθ 0 0 −~vGf k+ +∆cosθ 0
0 0 0 0 0 −t1 − t2 − t3


. (B.3)
The physical meaning of those parameters have been explained in the main context.
With the spin degree of freedom, the Hamiltonian of graphene becomes
Hstb =
(
Htb 0
0 Htb
)
(B.4)
and the basis states expands to {|pz, 1, ↑〉, |pz, 2, ↑〉, |pz, 3, ↑〉, |pz, 4, ↑〉, |pz, 5, ↑〉, |pz, 6, ↑〉, |pz, 1, ↓
〉, |pz, 2, ↓〉, |pz, 3, ↓〉, |pz, 4, ↓〉, |pz, 5, ↓〉, |pz, 6, ↓〉}. Next, a unitary transformation U is applied to
the basis states and transforms the Hamiltonian as
Hstb → U †HstbU. (B.5)
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The 12× 12 transformation matrix U is chosen to be

1 ω−3 0 0 1 0 0 0 1 1 0 ω3
ω−4 ω−5 0 0 1 0 0 0 −1 ω4 0 ω5
ω4 ω5 0 0 1 0 0 0 1 ω−4 0 ω−5
1 ω3 0 0 1 0 0 0 −1 1 0 ω−3
ω−4 ω 0 0 1 0 0 0 1 ω4 0 ω−1
ω4 ω−1 0 0 1 0 0 0 −1 ω−4 0 ω
0 0 1 1 0 ω−3 1 ω3 0 0 1 0
0 0 1 ω−4 0 ω−5 ω4 ω5 0 0 −1 0
0 0 1 ω4 0 ω5 ω−4 ω−5 0 0 1 0
0 0 1 1 0 ω3 1 ω−3 0 0 −1 0
0 0 1 ω−4 0 ω ω4 ω−1 0 0 1 0
0 0 1 ω4 0 ω−1 ω−4 ω 0 0 −1 0


. (B.6)
Expanding the transformed Hamiltonian around k = 0 and excluding the energy levels far away
from µG gives
HGG = µ
G+

| 32 ,+1〉 | − 12 ,+1〉 | 12 ,+1〉 | − 32 ,+1〉 | − 32 ,−1〉 | 12 ,−1〉 | − 12 ,−1〉 | 32 ,−1〉
−∆cosθ ~vGf k+ 0 0 0 0 0 ∆sinθ
~vGf k− +∆cosθ 0 0 0 0 ∆sinθ 0
0 0 −∆cosθ ~vGf k+ 0 ∆sinθ 0 0
0 0 ~vGf k− +∆cosθ ∆sinθ 0 0 0
0 0 0 ∆sinθ −∆cosθ −~vGf k− 0 0
0 0 ∆sinθ 0 −~vGf k+ +∆cosθ 0 0
0 ∆sinθ 0 0 0 0 −∆cosθ −~vGf k−
∆sinθ 0 0 0 0 0 −~vGf k+ +∆cosθ


(B.7)
where
|3
2
,+1〉 = |Lz = 1, η = +1, ↑〉 | − 1
2
,+1〉 = |Lz = −1, η = +1, ↑〉
|1
2
,+1〉 = |Lz = 1, η = +1, ↓〉 | − 3
2
,+1〉 = |Lz = −1, η = +1, ↓〉
| − 3
2
,−1〉 = |Lz = −1, η = −1, ↓〉 |1
2
,−1〉 = |Lz = 1, η = −1, ↓〉
| − 1
2
,−1〉 = |Lz = −1, η = −1, ↑〉 |3
2
,−1〉 = |Lz = 1, η = −1, ↑〉
(B.8)
and


|Lz = 1, η = +1〉
|Lz = −1, η = +1〉
|Lz = 1, η = −1〉
|Lz = −1, η = −1〉

 = 1√6


1 ω−4 ω4 1 ω−4 ω4
ω−3 ω−5 ω5 ω3 ω1 ω−1
ω3 ω5 ω−5 ω−3 ω−1 ω1
1 ω4 ω−4 1 ω4 ω−4




|pz, 1〉
|pz, 2〉
|pz, 3〉
|pz, 4〉
|pz, 5〉
|pz, 6〉


. (B.9)
Jz, Lz are the total angular momentum and orbital angular momentum of C3 rotation in z
direction respectively. C3|Lz, η〉 = ω−4Lz |Lz, η〉. The original K0,K ′0 being folded onto the Γ
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point gives rise to the additional index η. The details about the definition of the index η are in
appendix C. The four states |Lz = 0, η = ±1, ↑ (↓)〉 are excluded because their energy levels are
much further away from the Fermi level.
The surface states are described by HSS :(
µS i~vSf k−
−i~vSf k+ µS
)
(B.10)
with the basis states:
| ± 1
2
〉 =
∑
α=Sb,Te
uα|α, pz, ↑ (↓)〉+ vα|α, p±, ↓ (↑)〉 (B.11)
where |p±〉 = ∓ 1√2 (|px〉 ± i|py〉) and uα, vα are assumed to be real.
The hybridization between p orbitals can be decoupled to two types (Vpppi ,Vppσ). In this case,
the hybridization between pz orbital of carbon atoms and pz / p± orbital from α (α=Te,Sb) is
proportional to V αpz / V
α
p±
and we have the following decompositions:
V αpz = V
α
⊥ = V
α
pppisin
2θα + V αppσcos
2θα
V αp± = ∓V α‖ e±iϕ
α
= ∓ 1√
2
(V αppσ − V αpppi)cosθαsinθαe±iϕ
α (B.12)
where θα stands for the angle between z axis and Lα, ϕα denotes the angle between the positive
x axis and the projection of Lα on the x − y plane. Here Lα denotes the vector connecting
carbon atom and α atom and pointing to the carbon atom. For the hybridization submatrix
HGS , the sixteen terms have been deduced from real space tight-binding method (up to the
order of k):
−〈−3
2
,−1|H | − 1
2
〉∗ = 〈3
2
,+1|H |1
2
〉 =
√
2
4
V Sb⊥ uSb|a1|k−
〈−3
2
,−1|H |1
2
〉∗ = 〈3
2
,+1|H | − 1
2
〉 = 0
−〈1
2
,−1|H | − 1
2
〉∗ = 〈−1
2
,+1|H |1
2
〉 =
√
6
4
V Sb⊥ uSb|a1|k+
−〈1
2
,−1|H |1
2
〉∗ = 〈−1
2
,+1|H | − 1
2
〉 = −
√
6iV Te‖ vTe +
√
6i
2
V Sb‖ vSb
−〈−1
2
,−1|H | − 1
2
〉∗ = 〈1
2
,+1|H |1
2
〉 = −3
√
2i
2
V Sb‖ vSb
−〈−1
2
,−1|H |1
2
〉∗ = 〈1
2
,+1|H | − 1
2
〉 =
√
2
4
V Sb⊥ uSb|a1|k−
〈3
2
,−1|H | − 1
2
〉∗ = 〈−3
2
,+1|H |1
2
〉 = −
√
2i
2
V Sb‖ vSb|a1|k−
−〈3
2
,−1|H |1
2
〉∗ = 〈−3
2
,+1|H | − 1
2
〉 =
√
6
4
V Sb⊥ uSb|a1|k+
(B.13)
where 〈ψ′1|H(k)|ψ′2〉 = 〈ψ1|T−1H(k)T |ψ2〉 = 〈ψ1|H∗(−k)|ψ2〉 is used. Two examples of the
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above calculations are
〈3
2
,+1|H |1
2
〉 = 〈Lz = 1, η = +1, ↑ |H |1
2
〉
=
∑
α
uα〈Lz = 1, η = +1, ↑ |H |α, pz, ↑〉
=
∑
α,n
uαc
∗
n〈pz, n, ↑ |H |α, pz, ↑〉
= uTeV
Te
⊥ (1 + ω
4 + ω−4 + 1 + ω4 + ω−4)/
√
6
+ uSbV
Sb
⊥ [(1 + ω
4)e−ik·a1 + (ω−4 + 1)e−ik·a2 + (ω4 + ω−4)]/
√
6
=
√
2
4
uSbV
Sb
⊥ |a1|k−
(B.14)
and
〈3
2
,+1|H | − 1
2
〉 = 〈Lz = 1, η = +1, ↑ |H | − 1
2
〉
=
∑
α
vα〈Lz = 1, η = +1, ↑ |H |α, p−, ↑〉
=
∑
α,n
uαc
∗
n〈pz , n, ↑ |H |α, p−, ↑〉
= vTeV
Te
‖ (1 · ω6 + ω4 · ω4 + ω−4 · ω2 + 1 + ω4 · ω−2 + ω−4 · ω−4)/
√
6
+ vSbV
Sb
‖ [(1 · ω−2 + ω4)e−ik·a1 + (ω−4 · ω−6 + 1 · ω−4)e−ik·a2
+ (ω4 · ω2 + ω−4 · ω4)]/
√
6
= 0
(B.15)
where the hybridization is limited between states with the same spin and the transformation
| 32 ,+1〉 =
∑
n
cn|pz, n, ↑〉 in Eq. [B.8] and Eq. [B.9] is used. The complete Hamiltonian HGS for
the coupling between graphene and topological surface states of Sb2Te3 films is written as

√
2
4 V
Sb
⊥ uSb|a1|k− 0√
6
4 V
Sb
⊥ uSb|a1|k+ −
√
6iV Te‖ vTe +
√
6i
2 V
Sb
‖ vSb
− 3
√
2i
2 V
Sb
‖ vSb
√
2
4 V
Sb
⊥ uSb|a1|k−
−
√
2i
2 V
Sb
‖ vSb|a1|k−
√
6
4 V
Sb
⊥ uSb|a1|k+
0 −
√
2
4 V
Sb
⊥ uSb|a1|k+
−√6iV Te‖ vTe +
√
6i
2 V
Sb
‖ vSb −
√
6
4 V
Sb
⊥ uSb|a1|k−
−
√
2
4 V
Sb
⊥ uSb|a1|k+ − 3
√
2i
2 V
Sb
‖ vSb
−
√
6
4 V
Sb
⊥ uSb|a1|k−
√
2i
2 V
Sb
‖ vSb|a1|k+


. (B.16)
Now all the terms in HGG, HSS and HGS have been explicitly shown and the parameters in
them can be determined by fitting the the ab initio band structure, as listed in the Table B.1.
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µG (eV) 0.008
µS (eV) -0.041
vGf (m·s
−1) 0.777 × 106
vSf (m·s
−1) 0.278 × 106
∆ (eV) 0.010
θ 2.904
V Sb⊥ uSb (eV) -0.141
V Te‖ vTe (eV) 0.014
V Sb‖ vSb (eV) -0.005
TABLE B.1: Fitting parameters of the effective Hamiltonian Hfull in Eq. [2] for the ab initio band
structure in Fig. [1].
C. Definition of the index η
For a pristine graphene with atom 1 and 2 in the primitive cell in Fig. 1(b), the eigenstates
of the Hamiltonian at the Dirac point (|K〉 and |K ′〉) should take the form of(
c1
c2
)
(C.1)
with the basis being {|pz, 1〉, |pz, 2〉}. If we enlarge the basis set to
{|pz, 1〉, |pz, 2〉, |pz, 3〉, |pz, 4〉, |pz, 5〉, |pz, 6〉}, according to Bloch theorem, the eigenstates
at k = K,K ′ become 

c1
c2
c1ω
4
c2ω
−4
c1ω
−4
c2ω
4


→ K,


c2ω
4
c1
c2
c1ω
4
c2ω
−4
c1ω
−4


→ K ′ (C.2)
where ω = exp( ipi6 ). These two sates be represented by |K, c1, c2〉 and |K ′, c1, c2〉 respectively
and |K ′, c1, c2〉 = C6|K, c1, c2〉. More importantly, we notice that
C3|K, 1, 0〉 = ω−4|K, 1, 0〉, C3|K ′, 1, 0〉 = ω−4|K ′, 1, 0〉
C3|K, 0, 1〉 = ω4|K, 0, 1〉, C3|K ′, 0, 1〉 = ω4|K ′, 0, 1〉
(C.3)
The states |K(K ′), 1, 0〉 are eigenstates of C3 rotation operator with the orbital angular mo-
mentum in z direction Lz being +1, while |K(K ′), 0, 1〉 correspond to Lz being −1. According
to the definitions of |K(K ′), c1, c2〉 in Eq. [C.2], |K(K ′), 1, 0〉 are projections of |K(K ′)〉 on
the sublattice containing atom 1 and |K(K ′), 0, 1〉 are projections of |K(K ′)〉 on the sublattice
containing atom 2. To classify the doubly degenerate states at K,K ′ further, we introduce C6,
the six-fold rotation operator. And we find
C6(|K, 1, 0〉+ ω−4|K ′, 1, 0〉) = ω4(|K, 1, 0〉+ ω−4|K ′, 1, 0〉) = ω4|C6, L′z = −2〉
C6(ω
3|K, 1, 0〉+ ω5|K ′, 1, 0〉) = ω−2(ω3|K, 1, 0〉+ ω5|K ′, 1, 0〉) = ω−2|C6, L′z = 1〉
(C.4)
In the graphene/Sb2Te3 hetero-junction, the C3 rotation symmetry is preserved but C6 rotation
symmetry is broken. So to take advantage of the classifications above, we introduce an additional
index η and set
|Lz = 1, η = +1〉 = |C6, L′z = −2〉, |Lz = 1, η = −1〉 = |C6, L′z = 1〉 (C.5)
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The situation of the states |K(K ′), 0, 1〉 is similar.
C6(ω
−5|K, 0, 1〉+ ω5|K ′, 0, 1〉) = ω2(ω−5|K, 0, 1〉+ ω5|K ′, 0, 1〉) = ω2|C6, L′z = −1〉
C6(ω
4|K, 0, 1〉+ ω−4|K ′, 0, 1〉) = ω−4(ω4|K, 0, 1〉+ ω−4|K ′, 0, 1〉) = ω−4|C6, L′z = 2〉
|Lz = −1, η = +1〉 = |C6,L′z = −1〉, |Lz = −1, η = −1〉 = |C6, L′z = 2〉
(C.6)
It is easy to check that the definitions of |Lz, η〉 here in Eq. [C.5] and Eq. [C.6] are consistent with
those in Eq. [B.9]. To sum up, the electron state |Lz, η〉 is an eigenstate of C6 rotation operator
and also a linear supercomposition of |K〉 projected on one sublattice and |K ′〉 projected on the
other sublattice. According to the definitions above, the time-reversal operation changes the
sign of both Lz and η.
D. Possible coupling processes between | − 1
2
,−1〉 and | 1
2
,+1〉
The spin-flip coupling process should include the coupling between these graphene states with
the topological surface states |± 12 〉, which can be decomposed into p orbitals of Sb and Te atoms
as in Eq. [B.11]. Bearing the decompositions in mind, we have the following perturbative terms
that produce linear momentum dependence (the energy difference in the denominator is assumed
to be constant and ignored)
〈1
2
, 1|H |α, p+, ↓〉〈α, p+, ↓ |H | − 1
2
,−1〉 ∝ k−
〈1
2
, 1|H |α, pz, ↑〉〈α, pz, ↑ |H | − 1
2
,−1〉 ∝ k−
〈1
2
, 1|H |α, p−, ↑〉〈α, p−, ↑ |H | − 1
2
,−1〉 ∝ k−
〈1
2
, 1|H |α, pz, ↓〉〈α, pz, ↓ |H | − 1
2
,−1〉 ∝ k−
(D.1)
with α = Te, Sb for TIs. Here the first two terms are from 〈12 , 1|H |JSz = 12 〉〈JSz = 12 |H | − 12 , 1〉
and the last two are from 〈12 , 1|H |JSz = − 12 〉〈JSz = − 12 |H | − 12 , 1〉. The underlined terms,
proportional to k−, involve the spin-flip hopping between graphene and TI. Therefore, only
second order (or higher order) perturbation processes can give rise to the linear momentum
dependence and that is why the Fermi velocity of the resulting state is much smaller than that
of the TI surface states.
E. Mean field theory for “heavy” Dirac fermions with interaction
Based on the third order Lo¨wdin perturbation theory31, we obtain the effective Hamiltonian
near the Γ point
HD =
(
C˜1kxk
2
y − C1k3x iC2k2k− + iC3k−
−iC2k2k+ − iC3k+ −C˜1kxk2y + C1k3x
)
+ (e0 − C0k2)I2×2
=(C2k
2 + C3)zˆ · (σ × k)− C1
2
(k3+ + k
3
−)σz
+ (e0 − C0k2)I2×2
(E.1)
where C0 = 116.1186 eV, C˜1 = 96.7254 eV, C1 = 32.2418 eV, C2 = 936.4909 eV, C3 = 0.02039
eV. In the Heff , we have set lattice constant a = 1 and kx,y is dimensionless. We have made
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use of the fact that C˜1 = 3C1, and found a term −C12 (k3+ + k3−)σz to be exactly the hexagon
wrapping term in Sb2Te3. e0 is changed to be zero for simplicity. Heff indeed captures the
correct physics in the vicinity of Γ point. The higher order perturbation included, the better
HD performs. In our case, it is reasonable to include perturbations up to the third order.
Before considering the interaction effects, it is advisable to first look at the possible mass
terms to HD. Consider a general mass term M =
∑
i∈(x,y,z)miσi,
HD =((C2k
2 + C3)ky +mx)σx + (my − (C2k2 + C3)kx)σy)
+ (C˜1kxk
2
y − C1k3x +mz)σz
Ek =± [((C2k2 + C3)ky +mx)2 + (my − (C2k2 + C3)kx)2
+ (C˜1kxk
2
y − C1k3x +mz)2]
1
2
(E.2)
where the identity term C0k
2I2×2 is ignored. When mx = my = 0, mzσz is obviously a mass
term. When my = mz = 0, being gapless requires kx = 0 and the energy dispersion is
Exg = 2[(C2k
2
y + C3)ky +mx] (E.3)
So we could always find a possible ky, where E
x
g = 0 when kx = 0. When mx = mz = 0, being
gapless requires ky = 0 and the corresponding eigen energy becomes
Eyg = 2
√
(my − (C2k2x + C3)kx)2 + (C1k3x)2. (E.4)
In this case, we cannot find a gapless point in the band structure. Thus, the general form for
the mass terms should be M = myσy +mzσz.
We consider an onsite Hubbard repulsion,
H =
∑
〈r,r′〉
Ψ†(r)H0(r, r′)Ψ(r′) + U
∑
r
ψ†1(r)ψ1(r)ψ
†
2(r)ψ2(r) (E.5)
Here we have defined real space basis Ψ†(r) = (ψ†1(r), ψ
†
2(r)), and a real space Hamiltonian
H(r, r′) = H(r − r′) related to our effective Hamiltonian via Fourier transformation
H0 =
∑
〈r,r′〉
c†rH(r, r
′)cr′ =
∑
k
c†kckHeff (k). (E.6)
Based on previous mass terms analysis, we expect interaction-induced mass terms to be pro-
portional to σy and σz . Such mass terms will naturally arises if we consider the following
decomposition scheme to the four-fermion interaction:
ψ†1ψ1ψ
†
2ψ2 = (ψ
†
1ψ1)(ψ
†
2ψ2)− (ψ†1ψ2)(ψ†2ψ1)
= 1©− 2©. (E.7)
We define the following order parameters:
δ0 = 〈ψ†1ψ2〉 = δeiθ
δ∗0 = 〈ψ†2ψ1〉 = δe−iθ
δ1 = 〈ψ†1ψ1〉
δ2 = 〈ψ†2ψ2〉, (E.8)
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and we could perform the mean field theory based on the above order parameters,
1© = (ψ†1ψ1 − δ1 + δ1)(ψ†2ψ2 − δ2 + δ2)
= −δ1δ2 + ψ†1ψ1δ2 + ψ†2ψ2δ1
= −δ1δ2 +Ψ†
(
δ2 0
0 δ1
)
Ψ
= A−2
m2z −m20
4
+A−1Ψ†
(
m0−mz
2 0
0 mz+m02
)
Ψ
= (A−2
m2z
4
−A−1mzΨ
†σzΨ
2
)− (A−2m
2
0
4
−A−1m0Ψ
†σ0Ψ
2
). (E.9)
Here we have introduced the area of the system A to make order parameters dimensionless.
A−1mz = δ1 − δ2 = 〈Ψ†σzΨ〉
A−1m0 = δ1 + δ2 = 〈Ψ†σ0Ψ〉. (E.10)
Similarly,
2© = (ψ†1ψ2 − δ0 + δ0)(ψ†2ψ1 − δ∗0 + δ∗0)
= −|δ0|2 + ψ†1ψ2δ∗0 + ψ†2ψ1δ0
= −|δ0|2 +Ψ†
(
0 δ∗0
δ0 0
)
Ψ
= −|δ0|2 +Ψ†(δ0 cos θσx + δ0 sin θσy)Ψ
= −A−2m
2
x +m
2
y
4
+A−1Ψ†(
mx
2
σx +
my
2
σy)Ψ,
(E.11)
where we have defined
A−1mx = δ0 + δ∗0 = 〈ψ†1ψ2 + ψ†2ψ1〉 = 〈Ψ†σxΨ〉
A−1my =
δ0 − δ∗0
i
= 〈−iψ†1ψ2 + iψ†2ψ1〉 = 〈Ψ†σyΨ〉. (E.12)
In the previous section, we have shown that only mass terms that couples to either σz or σy will
gap the system. So we will consider the contributions from order mz and my. In the mean field
approximation, we write down the Hamiltonian and Fourier transform it into momentum space,
H =
∑
k
Ψ†(k)Heff (k)Ψ(k) + U
∑
r
[ 1©− 2©]
=
∑
k
Ψ†(k)Heff (k)Ψ(k)− U
2A
∑
r
Ψ†(r)(myσy +mzσz)Ψ(r)
+
U
4A
(m2y +m
2
z)
=
∑
k
Ψ†(k)[Heff (k)− U
2A
(myσy +mzσz)]Ψ(k) +
U
4A
(m2y +m
2
z)
=
∑
k
Ψ†(k)[Heff (k)− U
2
(myσy +mzσz)]Ψ(k) +
U
4
(m2y +m
2
z). (E.13)
Here we have redefined U → U × A and the new U has the dimension of energy. The above
mass terms obviously both break time reversal symmetry, and thus gap the surface states. A
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difference between the two mass terms is that myσy breaks three fold rotation symmetry C3,
whilemzσz preservesC3 symmetry. Therefore,myσy leads to a nematic phase. If the system is in
this nematic regime, such nematic ordering could be detected via scanning tunneling microscopy
(STM) measurement. In general, both terms here will gap the surface states and result in the
spontaneous half quantum hall state on the surface.
F. Critical interaction solution for self-consistent equations
The zero temperature free energy F is
F =
U
4
(m2y +m
2
z)−
∑
k
√
dx(k)2 + (dy(k)− U
2
my)2 + (dz(k)− U
2
mz)2
=
1
U
(∆2y +∆
2
z)−
∑
k
√
dx(k)2 + (dy(k)−∆y)2 + (dz(k)−∆z)2, (F.1)
where ∆y,z =
U
2my,z. Self-consistent equations for order parameter ∆i (i = y, z) can be obtained
by minimizing F :
0 =
∂F
∂∆i
=
2
U
∆i −
∑
k
∆i − di√
dx(k)2 + (dy(k)−∆y)2 + (dz(k)−∆z)2
(F.2)
In two dimensions, the density of states (DOS) for a linear dispersion at the Dirac point is
vanishing, but DOS for a cubic dispersion is diverging. Thus, in the presence of interactions,
systems with a linear dispersion require finite interaction strength to develop ordering, while
systems with a cubic dispersion will develop instabilities. In our system, there is an interesting
competition between linear terms and cubic terms. When linear term is vanishingly small,
we expect the system will spontaneously develop TR breaking ordering (my and mz). As we
increase the linear term, the critical interaction required to develop the above order parameters
also increases. To verify our expectation, we aim at finding a relation between critical interaction
Uc and linear coefficient C3, while leaving the cubic coefficient C2 fixed. Recall that the critical
interaction happens when the limit ∆i → 0 takes place.
1
Uc
=
1
2
lim
∆y,z→0
∑
k
1√
dx(k)2 + (dy(k)−∆y)2 + (dz(k)−∆z)2
−1
2
lim
∆y,z→0
∑
k
di(k)√
dx(k)2+(dy(k)−∆y)2+(dz(k)−∆z)2
∆i
(F.3)
In the above equation, the first limit is easy to evaluate. For the second limit, the denomi-
nator ∆i → 0, and meanwhile, the numerator also approaches zero under this limit, because
di(k)√
dx(k)2+(dy(k)−∆y)2+(dz(k)−∆z)2
is an odd function in ki. Therefore, this limit is a “
0
0” type
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limit, which can be evaluated with the help of the L’Hospital’s rule:
lim
∆y,z→0
∑
k
di(k)√
dx(k)2+(dy(k)−∆y)2+(dz(k)−∆z)2
∆i
= lim
∆y,z→0
∑
k
d
d∆i
[ di(k)√
dx(k)2+(dy(k)−∆y)2+(dz(k)−∆z)2
]
d
d∆i
∆i
= lim
∆y,z→0
∑
k
di(k)(di(k)−∆i)
[dx(k)2 + (dy(k)−∆y)2 + (dz(k)−∆z)2] 32
=
∑
k
di(k)
2
[dx(k)2 + dy(k)2 + dz(k)2]
3
2
. (F.4)
Finally, we arrived at the analytical expression of critical interaction strength Uc:
1
Uc
=
1
2
∑
k
[
1√
dx(k)2 + dy(k)2 + dz(k)2
− di(k)
2
[dx(k)2 + dy(k)2 + dz(k)2]
3
2
]. (F.5)
In the continuum limit,
1
UcA
=
1
2
∫
d2k
(2π)2
[
1√
dx(k)2 + dy(k)2 + dz(k)2
− di(k)
2
[dx(k)2 + dy(k)2 + dz(k)2]
3
2
], (F.6)
where A is the area of the sample and the calculation of the k-space integral involves a choice
of momentum cut-off Λ.
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