A known Kronecker construction of completely regular codes has been investigated taking different alphabets in the component codes. This approach is also connected with lifting constructions of completely regular codes. We obtain several classes of completely regular codes with different parameters, but identical intersection array. Given a prime power q and any two natural numbers a, b, we construct completely transitive codes over different fields with covering radius ρ = min{a, b} and identical intersection array, specifically, one code over F q r for each divisor r of a or b. As a corollary, for any prime power q, we show that distance regular bilinear forms graphs can be obtained as coset graphs from several completely regular codes with different parameters. Under the same conditions, an explicit construction of an infinite family of q-ary uniformly packed codes (in the wide sense) with covering radius ρ, which are not completely regular, is also given.
Introduction
Let F q be a finite field of the order q and F * q = F q \ {0}. A q-ary linear code C of length n is a k-dimensional subspace of F n q . Given any vector v ∈ F n q , its distance to the code C is d(v, C) = min x∈C {d(v, x)}, the minimum distance of the code is d = min v∈C {d(v, C\{v})} and the covering radius of the code C is ρ = max v∈F n q {d(v, C)}. We say that C is a [n, k, d; ρ] q -code. Let D = C + x be a coset of C, where + means the component-wise addition in F q . The weight wt(D) of D is the minimum weight of the codewords of D.
For a given q-ary code C with covering radius ρ = ρ(C) define C(i) = {x ∈ F n q : d(x, C) = i}, i = 1, 2, ..., ρ.
Say that two vectors x and y are neighbors if d(x, y) = 1. For two vectors x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ) over F q denote by xy their inner product over F q , i.e. xy = x 1 y 1 + . . . + x n y n . The equivalent definition of completely regular codes is due to Delsarte [4] . Let M be a monomial matrix, i.e. a matrix with exactly one nonzero entry in each row and column. If q is prime, then Aut(C) consist of all monomial (n × n)-matrices M over F q such that cM ∈ C for all c ∈ C. If q is a power of a prime number, then Aut(C) also contains any field automorphism of F q which preserves C. The group Aut(C) acts on the set of cosets of C in the following way: for all σ ∈ Aut(C) and for every vector v ∈ F n q we have (v + C) σ = v σ + C. Definition 1.3. [7, 14] Let C be a linear code over F q with covering radius ρ. Then C is completely transitive if Aut(C) has ρ + 1 orbits when acts on the cosets of C.
Since two cosets in the same orbit should have the same weight distribution, it is clear, that any completely transitive code is completely regular.
Definition 1.4.
[1] Let C be a q-ary code of length n and let ρ be its covering radius. We say that C is uniformly packed in the wide sense, i.e. in the sense of [1] , if there exist rational numbers α 0 , . . . , α ρ such that for any v ∈ F n q ρ k=0
where f k (v) is the number of codewords at distance k from v.
Completely regular and completely transitive codes are classical subjects in algebraic coding theory, which are closely connected with graph theory, combinatorial designs and algebraic combinatorics. Existence, construction and enumeration of all such codes are open hard problems (see [3, 10, 6, 8] and references there).
In a recent paper [12] we described an explicit construction, based on the Kronecker product of parity check matrices, which provides, for any natural number ρ and for any prime power q, an infinite family of q-ary linear completely regular codes with covering radius ρ. In [13] we presented another class of qary linear completely regular codes with the same property, based on lifting of perfect codes. Here we extend the Kronecker product construction to the case when component codes have different alphabets and connect the resulting completely regular codes with codes obtained by lifting q-ary perfect codes. This gives several different infinite classes of completely regular codes with different parameters and with identical intersection arrays.
Preliminary results
For a q-ary [n, k, d; ρ] q code C let s = s(C) be its outer distance, i.e. the number of different nonzero weights of codewords in the dual code C ⊥ .
Lemma 2.1. Let C be a code with covering radius ρ and external distance s. Then,
The code C is uniformly packed in the wide sense if, and only if, ρ = s. iii) [3] If C is completely regular then it is uniformly packed in the wide sense. Consider the matrix H = A ⊗ B and let C, C A and C B be the codes over F q which have, respectively, H, A and B as parity check matrices. Assume that A and B have size m a × n a and m b × n b , respectively. For r ∈ {1, . . . , m a } and s ∈ {1, . . . , m b } the rows in H look as (a r,1 b s,1 , . . . , a r,1 b s,n b , a r,2 b s,1 , . . . , a r,2 b s,n b , . . . , a r,na b s,1 , . . . , a r,na b s,n b ).
Arrange these rows taking blocks of n b coordinates as columns such that the codewords in code C are presented as matrices [c] of size n b × n a :
where c i,j = a r,j b s,i , c r is the rth row vector of the matrix C and c (ℓ) is its ℓth column.
The following result was obtained in [12] . 
Then the code C is completely transitive and, therefore, completely regular with covering radius ρ = min{m a , m b } and intersection numbers
, ℓ = 0, . . . , ρ − 1,
Definition 2.5. Let C be the [n, k, d] q code with parity check matrix H where
Denote by C r the [n, k, d] q r code over F q r with the same parity check matrix H. Say that code C r is obtained by lifting C to F q r .
In [13] we proved the following result From the above theorems we are giving completely regular codes with different parameters and over different alphabets but with the same intersection arrays. Now our purpose is to consider deeper this coincidence.
Let
] be a parity check matrix for the q-ary perfect [n, n−m, 3] q code C = C(H q m ). Any codeword v of C is defined by the following equation
A codeword v of the lifted code C r (H q m ) is defined by the same equation
with the only difference that the unknown elements v i belong to F q r . Since any element v i of F q r can be presented as a vector v i = (v i,1 , v i,2 , . . . , v i,r ) of length r over F q , the equation (5) is transformed to the system of equations
Since for any ℓ, ℓ ∈ {1, . . . , r}, the solutions (v 1,ℓ , v 2,ℓ , . . . , v n,ℓ ) of (6) are also solutions of (4), we conclude that (5) has (q n−m ) r = q (n−m)r solutions. Indeed, matrix H q m has n − m linearly independent rows. Now, consider a code D obtained by the Kronecker product, i.e. D has a parity check matrix H = A ⊗ B. So, column vectors of H can be seen as
Assume that A is of size m × n and B is of size m b × n b , where both matrices are over
or by the system of equations
which can be rewritten as follows:
where
Now the following observation gives an explanation of the coincidence of the intersection numbers of both constructions: when vector (6) and (9) . If r = m b they look identically. So, for the graphs defined by the coset graphs we have the same conditions. But the corresponding codes are different (since they have different lengths). The difference is that in (9) the variables w i,s are not codewords of D, but define the codewords through the linear system (10). Hence, from the point of view of the shape of parity check equations (in both cases, the columns, h (i) and a (i) , are all linearly independent vectors of corresponding lengths), the Kronecker product construction can be considered as a special type of the lifting construction. This is an explanation why the intersection arrays of different completely regular codes from different constructions coincide (compare Theorems 2.4 and 2.6).
Extending the Kronecker product construction
Recall that by C(H) we denote the code defined by the parity check matrix H, by H Considering the above Kronecker construction (Theorem 2.4) we could see that the alphabets of both matrices A = [a i,j ] and B should be compatible to each other in the sense that the multiplication a i,j B can be carried out. To have this compatibility it is enough that, say, the matrix A is over F q u and B is over F q . First, we consider the covering radius of the resulting codes. have columns h i , a j , and b s , respectively, i.e. they look as
We have to prove that any column vector x ∈ (F q u ) mam b can be presented as a linear combination of not more than ρ columns of H.
By construction the column h i looks as
where i = 1, . . . , n, n = n a n b , j = 1, . . . , n a s = 1, . . . , n b and h . Hence for any choice of x = (x 1 , . . . , x ma ) we can always take not more than u m a columns of H to have m a equalities of the type
From the other side, by permuting the rows of H, the column h i can be presented (with other index, say, i ′ ) as follows:
Since vector a j is over the extended field F q u , we can choose as y ∈ (F q u ) ma (a component of x) a vector F q u , which can be presented only as some vectors a j , up to scalar, giving that ρ ≤ m b .
Since in both cases the bounds can be reached by appropriate choices of vector x, we obtain the result. ✷
We give also several simple facts from [12, 13] , which will be used in the proof of the forthcoming theorem. As we said before (2), any codeword c ∈ C can be seen as a (
T ] which is equal to zero. We have
From the equality above we see that any (n b × n a )-matrix having codewords of C(A) as rows belongs to the code C, and any (n b ×n a )-matrix with codewords of C(B) as columns also belongs to the code C. And vice versa, all the codewords in C can always be seen as linear combinations of matrices of the both types above.
Fix a 1 − 1 mapping µ from F q u to (F q ) u writing for any element a ∈ F q u its F q -presentation µ(a):
n by the obvious way:
n , with syndrome S v , which is a (m b × m a ) matrix over F q u denote by µ v the (m b × (um a )) matrix obtained from S v using the map µ in its rows.
We have the following three simple facts, which we formulate into the next lemmas.
n be two vectors with syndromes S x and S y and corresponding matrices µ x and µ y , respectively. The equality
for any non-singular m b × m b matrix over F q implies the equality
and vice versa.
Lemma 3.4. Let H be any (m × n) matrix over F q and C q (H) (respectively, C q u (H)) be the code over F q (respectively, over F q u ) with parity check matrix H. Then:
The following statement generalizes the results of [12, 13] .
ii) The code C has the intersection numbers:
, ℓ = 0, 1, . . . , ρ − 1,
iii) The lifted code C m b (H q uma ) is a completely regular code with the same intersection array as C.
Proof. The proof is mostly based on the same arguments which we used in the two previous papers [12, 13] . We shortly repeat only the places which it differ from the quoted papers.
First, from Lemma 3.1, we have that ρ = min{m b , u m a }. The next step is to prove that the code C is completely transitive. This part is coming from similar arguments, which we have used in the proof of [12, Theo. 1]. The only difference is that we have to use here Lemma 3.3 in order to guaranty the existence of the invertible m b × m b matrix K over F q such that the equality S Denote by C A and C B the codes over F q u , with parity check matrices A and B, respectively.
To prove that C is a completely transitive code it is enough to show that starting from two vectors x, y ∈ C(ℓ), 1 ≤ ℓ ≤ ρ, there exists a monomial matrix ϕ ∈ Aut(C) such that xϕ ∈ y + C or, computing the syndrome (Lemma 3.3),
Let φ 1 be any monomial (n a × n a ) matrix and φ 2 be any monomial (n b × n b ) matrix. It is well known [9] that
and φ 1 ⊗ φ 2 is a monomial (n a n b × n a n b ) matrix. Note that if ϕ ∈ Aut(C) then Hϕ T is a parity check matrix for C when H is. Therefore, taking the specific case where φ
T ∈ Aut(C), or the same φ 1 ⊗ φ 2 ∈ Aut(C). The two given vectors x, y belong to C(ℓ) and so, from [12] , rank(S x ) = rank(S y ) = ℓ, where S x and S y are the syndrome of x and y, respectively. To prove that C is a completely transitive code we show that there exists a monomial matrix φ T ∈ Aut(C B ) such that
where I na is the n a × n a identity matrix. 
Since the code C is completely transitive we conclude that C is completely regular with the parameters (11). This gives item i). Now we have to write down the expressions for all intersection numbers. In this case we use the same approach as in [13] .
We begin computing b 0 , so the number of vectors in C(1) which are at distance one from one given vector in C. Without loos of generality (since C is a linear code we can fix the zero codeword 0 in C and count how many different vectors of weight one there are in C(1). The answer is immediately
.
Since the code C has minimum distance d = 3, we have c 1 = 1. In general, let 1 ≤ i ≤ ρ − 1. Take a (u m a × m b )-matrix E of rank i, over F q , and compute the value b i as the number of different (u m a × m b )-matrices Ē , over F q , of rank i + 1 ≤ ρ, such that E −Ē has only one nonzero row. This value is well known (see reference in [13] ):
. Now, using the expressions for b i−1 , µ i and µ i−1 from Lemma 2.2, we obtain
i.e., we have item ii). The last statement iii) follows directly from Theorem 2.6. ✷ Remark 3.6. We have to remark here that in the statement iii) we can not choose the code C m b (H Remark 3.7. The above theorem (Theorem 3.5) can not be extended to the more general case when the alphabets F q a and F q b of component codes C A and C B , respectively, neither F q a is a subfield of F q b or vice versa F q b is a subfield of F q a . We illustrate it by considering the smallest nontrivial example. Take two Hamming codes, the [5, 3, 3] code C A over F 2 2 with parity check matrix H 2 2 2 , and the [9, 7, 3] code C B over F 2 3 with parity check matrix H 2 ) over F 2 6 is not even uniformly packed in the wide sense, since it has the covering radius ρ = 3 and the outer distance s = 7, which can be checked by considering the parity check matrix of C. 
All the above codes have the same intersection numbers
3) All codes above coming from Kronecker constructions are completely transitive.
Proof. The first two codes are obtained by the known lifting construction of the corresponding perfect codes and they all come from Theorem 2.6. The third code is obtained by the known Kronecker product construction (both components have the same alphabet) and come from Theorem 2.4. The two last codes are obtained by the Kronecker construction when the two component codes have different alphabets (q and, q a or q u )) and come from Theorem 3.5. For every code we find the covering radius and compute the intersection array using the corresponding expressions given in the quoted theorems. All these codes have covering radius ρ = min{ua, b}.
Complete transitivity of all codes coming from Kronecker constructions follows from Theorem 2.4 and Theorem 3.5. ✷
It is easy to see that the number of different completely transitive (and, therefore, completely regular) codes with different parameters and the same intersection array is growing. To be more specific we summarize the results in the following Corollary, which comes straightforwardly from the above Theorem 4.1.
For a given natural number n, let n (i) be any divisor of n and
. Denote by τ (n) the number of divisors of n. Corollary 4.2. Given a prime power q choose any two natural numbers a, b > 1. We can build the following completely regular codes with identical intersection array and covering radius ρ = min{a, b}. Specifically, we construct a code over F q r for each divisor r of a or b (the number of different codes is upper bounded by τ (a) + τ (b)) and we obtain:
Uniformly packed codes
Recall that a trivial q-ary repetition [n, 1, n] q -code is a perfect code if and only if q = 2 and n is odd. Denote by R q n = [I n−1 | − 1 T ] the parity check matrix of the q-ary repetition [n, 1, n] q code. The following statement generalizes the corresponding result of [12] .
• The code
is a q u -ary uniformly packed (in the wide sense) [n, k, d] q u -code with covering radius ρ = n b − 1 and parameters
• The code C is not completely regular.
Proof. . Hence, ρ ≥ n b − 1 and by Lemma 2.1 we conclude that ρ = n b − 1, and, therefore, the resulting code is uniformly packed code.
Since (q u − 1)n a + 1 = q um for the case when n b ≥ (q − 1)n a + 2, we can not choose all vectors x i such that they are different. So, if n b = (q − 1)n a + 2, for example, then two subvectors x i and, say, x j should be the same. Now take as columns of H T with the same subcolumns h i = h j . As a result we obtain ρ = n b − 2, but s = n b − 1, implying that the resulting code is not uniformly packed.
To complete the proof we have to show that C is not completely regular. This comes by the same argument used in [12] .
Coset distance-regular graphs
Following [3] , we give some facts on distance-regular graphs. Let Γ be a finite connected simple graph (i.e., undirected, without loops and multiple edges). Let d(γ, δ) be the distance between two vertices γ and δ (i.e., the number of edges in the minimal path between γ and δ). The diameter D of Γ is its largest distance. Two vertices γ and δ from Γ are neighbors if d(γ, δ) = 1. Define From all different completely transitive codes described above in Theorem 4.1, we obtain distance-transitive graphs with classical parameters (see [3] ). These graphs have q uab vertices, diameter D = min{ua, b}, and intersection array given by
Notice that bilinear forms graphs [3, Sec. 9.5] have the same parameters and are distance-transitive too. These graphs are uniquely defined by their parameters (see [3, Sec. 9.5] ). Therefore, all graphs coming from the completely regular and completely transitive codes described in Theorem 4.1 are bilinear forms graphs. We did not find in the literature (in particular in [5] , where the association schemes, formed by bilinear forms, have been introduced, the description of these graphs, as many different coset graphs of different completely regular codes. It is also known that these graphs are not antipodal and do not have antipodal covers (see [3, Sec. 9.5] ). This can also be easily seen from the proof of Lemma 3.1. Indeed, a given vector x ∈ C(ρ) has many neighbors in C(ρ). Proof. The proofs are straightforward. Given a completely transitive code C i , constructed by Theorem 3.5, we conclude that the corresponding coset graph is distance-transitive with the same intersection array (Lemma 6.2). Then, by using [3, Sec. 9.5], we conclude that this graph is uniquely defined by their parameters and, therefore, it is induced by bilinear forms. Since two codes C i and C j with the same intersection arrays induce two coset graphs with the same parameters, we conclude that the corresponding graphs Γ Ci and Γ Cj are isomorphic. The last statement follows from Theorem 4.1, since it gives codes with the same intersection array. ✷
Conclusions
In the current paper we use the Kronecker product construction [12] for the case when component codes have different alphabets and connect the resulting completely regular codes with codes obtained by lifting q-ary perfect codes. This gives several different infinite classes of completely regular codes with different parameters and with identical intersection arrays. Given a prime power q and any two natural numbers a, b, we construct completely transitive codes over different fields with covering radius ρ = min{a, b} and identical intersection array, specifically, one code over F q r for each divisor r of a or b. We prove that the corresponding induced distance-regular coset graphs are equivalent. In other words, the large class of distance-regular graphs, induced by bilinear forms [5] , can be obtained as coset graphs from different non-isomorphic completely regular codes (either obtained by the Kronecker product construction from perfect codes over different alphabets, or obtained by lifting perfect codes [13] ). Similar results are obtained for uniformly packed codes in the wide sense. Under the same conditions, explicit construction of an infinite family of q-ary uniformly packed codes (in the wide sense) with covering radius ρ, which are not completely regular, is also given.
Finally, an open question arises: are bilinear forms graphs the only distancetransitive graphs which have such many different presentations as coset graphs?
