We propose a non-polynomial collocation method for solving fractional differential equations. The construction of such a scheme is based on the classical equivalence between certain fractional differential equations and corresponding Volterra integral equations. Usually, we cannot expect the solution of a fractional differential equation to be smooth and this poses a challenge to the convergence analysis of numerical schemes. In this paper, the approach we present takes into account the potential non-regularity of the solution, and so we are able to obtain a result on optimal order of convergence without the need to impose inconvenient smoothness conditions on the solution. An error analysis is provided for the linear case and several examples are presented and discussed.
Introduction
There has been considerable recent attention from the scientific community devoted to the analysis and numerical approximation of fractional differential equations. This follows mainly from the advantages of using c 2013 Diogenes Co., Sofia pp. 874-891 , DOI: 10.2478/s13540-013-0054-3 derivatives of non integer order in the modeling of various phenomena in physics, chemistry, the life sciences, engineering and finance. Because the fractional differential operator is non-local, and derivatives of non-integer order depend on the entire past history of a function from the base time, it has become evident that models for certain processes and materials (especially those possessing memory properties) could be improved if the order of the differential equations used in the models was not limited to integer values. As Miller and Ross point out in their book, [17] , there is hardly a field of science or engineering that cannot benefit from this insight. For those who are interested in applications of Fractional Calculus, we also refer to the books [5] , [15] , [19] and [20] .
The theory and numerical analysis of fractional differential equations has also been widely developed in the last decades, see for example [4] , [6] , [7] , [8] , [10] , [12] , [14] , [16] , [18] and the references therein.
In this paper we consider fractional initial value problems (FIVPs for short) of the form: 
(t − s) β−1 y(s)ds
and D α is the classical integer order derivative, where α is the smallest integer greater than or equal to α. Analogously, α denotes the biggest integer smaller than α. Our approach is to construct a simple collocation method to approximate the solution of (1.1)-(1.2) with an optimal convergence order. The paper is organized in the following way: in Section 2 we recall some useful results on fractional differential equations. In Section 3 we provide a description of the numerical scheme. In Section 4 we provide an error analysis for our method in the linear case. In Section 5, we illustrate the performance of the proposed method by considering some examples. We will also show that this method can be used on a wide range of fractional differential equations, including those of order α > 1, multi-term fractional differential equations and terminal (or boundary) value problems. Finally, we conclude with some details of our plans for future work.
Existence, uniqueness and smoothness of the solution
Before we proceed to the description of our numerical approach, we recall some known results on the existence, uniqueness and smoothness of solutions of fractional differential equations.
The first result provides an equivalence between FIVPs of the form (1.1)-(1.2) and Volterra integral equations (see, for example [5] 
This result is useful not only for the construction of numerical methods, but also to obtain results on the existence and uniqueness of the solution. That was, in fact, the approach used in [8] , where the authors proved the following two theorems establishing sufficient conditions for the existence and uniqueness of solutions to FIVPs. 
2).
One of the features of fractional differential equations is that we cannot expect a solution to be smooth even if the right-hand side function f is smooth, a property that poses a challenge for the construction of numerical methods with a reasonable order of convergence. From [5] 
where the a i are constants.
This means that assuming that the solution of (1.1)-(1.2) exists and is unique, then we can always write it as a sum y = y 1 + y 2 where, for a fixed integer m, y 1 ∈ C m ([0, T ]) and y 2 is the nonsmooth part. Taking into account the above result, we will then follow the approach used in [1] , also used in [2] , to approximate the solution of (2.1) and, consequently, the solution of the initial value problem (1.1)-(1.2).
Numerical approach
Let us consider the finite dimensional space V α m , with dimension = #V α m , of nonpolynomial functions defined by
In order to simplify the above notation we introduce the index set
Using this notation we can write
Denoting by P m the space of polynomials of degree ≤ m − 1, clearly P m ⊂ V α m . Moreover, note that the space V α m contains nonpolynomial functions of the form t ν k , for some k ∈ {1, ..., }. Therefore, if we approximate the solution of problem (1.1)-(1.2) with a function spanned by the elements in this space, this may reflect the potential nonregularity of the solution of (1.1)-(1.2).
In order to do that, let us consider a partition of the interval [0, T ], the interval where the solution is sought,
At each one of these subintervals we define collocation points
, and the set
It will be convenient to introduce the following projection operator
where the Lagrange functions 
Therefore, by definition, the operator P h is such that P h (g)(t ik ) = g(t ik ).
As an approximation of f (s, u(s)), on each of the subintervals
where
.., are the Lagrange functions associated with the points t i + hc γ c k , defined similarly to (3.5).
Substituting (3.6) and 3.7 in (3.4), we obtain the following approximation of u(t jk ):
If the right-hand side function f is linear, then we have to solve N − 1 linear systems of equations; if not, in order to solve each system, we apply Newton's method using, for example, as an initial approximation the -
. . , N − 1, where y jk = u(t jk ). After solving (3.8) an approximation to the solution of (1.1)-(1.2) will be given by:
Remark 3.1. Since the potential nonsmooth behavior of the solution is present only at the origin (see Lemma 2.2), we could have used a nonpolynomial approximation only on the first subinterval [0, t 1 ] (or on the first subintervals, depending on the stepsize h), and on the remaining subintervals a classical polynomial approximation could have been considered. This would obviously result in a lower computational cost since the set of spanning polynomial functions would have lower dimension than the one considered. But this investigation is beyond the scope of this paper.
Error Analysis
We consider next the error analysis of our collocation method in the linear case, that is, the case where the right-hand side function f can be written in the form
for a certain continuous function g and β ∈ R.
If this is the case, it will not be necessary to approximate f (s, u) by an element of the space V α m and equations (2.1) and (3.4) become
In order to obtain a global convergence result, we analyze the error,
For convenience, we also define the vectors:
For the error analysis we will need the following two auxiliary lemmas from [2] and [11] , respectively: Lemma 4.1. Let L ik be the Lagrange functions defined by (3.5) . There exists a positive constant c such that The following auxiliary result is a singular discrete Gronwall inequality, proved in [11] :
be a sequence of non-negative real numbers satisfying
where 0 < β < 1, M > 0 is bounded independently of h, and
is a monotonic increasing sequence of non-negative real numbers. Then
In what follows, our concern will be to obtain an upper bound for e i ∞ , i = 0, 1, ..., N . From (4.2) and (4.4), we have: 
Next, we obtain an upper bound for y − u σ i , i = 0, 1, ..., N − 1. 
where C 1 and C 2 are positive constants that do not depend on N .
From Lemma 2.2, we assume that for a fixed m ∈ N, the solution of (1.1)-(1.2) can be written as y = y 1 +y 2 where y 1 ∈ C m ([0, T ]) and y 2 ∈ V α m . Therefore taking Lemma 4.1 into account, we conclude that
where C 1 is a positive constant given by C 1 =c max
1 (s) . On the other hand, u ∈ V α m which implies u = P h u and then
with c defined on Lemma 4.1, (4.5). Hence, the result (4.10) follows immediately from (4.11), (4.12) and (4.13).
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Using the result (4.10) from Lemma 4.3 on (4.9), we obtain
It is straightforward to prove that
for some positive constant D.
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Therefore, computing the integrals and using the estimate (4.15) in (4.14) it follows that
Under the condition 1 − C 2 α h α > 0, which certainly holds for sufficiently small h > 0, we conclude that
for some positive constants C 6 , C 7 that do not depend on N .
The weakly singular discrete Gronwall inequality (4.7), with β = 1 − α, leads to the following result
Thus, from the above inequality we conclude that, for sufficiently small h > 0, there exists a positive constant C that does not depend on N such that
We are now able to draw the following conclusion about the optimal order of convergence of the nonpolynomial collocation method applied to fractional initial value problems with f given by (4.1). 
Numerical results
In this section we illustrate the theoretical results and the performance of the proposed collocation method using some examples. Throughout this section we will use the following notation: (2), (5.4) where y N denotes an approximation of the solution y, obtained by the nonpolynomial collocation method.
As a first example, we consider the following simple linear problem:
In Table 1 we list the maximum of the errors at the mesh points (ε h ) and the experimental rate of convergence p, and in Table 2 we present the maximum of the errors at the collocation points ( h ) and the respective experimental rate of convergence, q.
The numerical results for the initial value problem (5.5) were obtained by application of the method proposed in Section 3 on the spaces V were considered. In Figure 1 we present the graphs of the absolute error, considering a mesh with stepsize h = 1/160.
In this example, none of the collocation points is coincident with a mesh point. In this case, and in most of the numerical experiments that we have Table 1 . Error norms and rates for collocation in V α h,m at the mesh points, m = 1, 2, 3, applied to Example 1 (FIVP (5.5)). Table 2 . Error norms and rates for collocation in V α h,m at the collocation points, m = 1, 2, 3, applied to Example 1 (FIVP (5.5)).
carried out, the errors at the collocation points appear to converge to zero with a higher order than the errors at the mesh points. Therefore in the next example we explore what happens if some of the collocation points coincide with the mesh points.
As a second example we consider the following linear problem:
whose analytical solution is y(t) = t 2 − t. Note that in this example D α * 0 y is not a smooth function.
The numerical results presented in Tables 3 and 4 illustrate the performance of the proposed method when applied to the problem (5.6), with 1.96 Table 3 . Error norms and rates for collocation in V α h,1 , at the collocation points, applied to Example 2 (FIVP (5.6)).
The next example is a nonlinear one. Table 4 . Error norms and rates for collocation in V α h,1 , at the mesh points, applied to Example 2 (FIVP (5.6)).
The analytical solution is y(t) Table 5 . Error norms and rates for collocation in V α h,2 , at the collocation points and mesh points, applied to Example 3 (FIVP (5.7)).
Next we remark that the proposed collocation method can also be used on multi-term initial value problems or on initial value problems with order greater than one. In each of these cases, we just have to transform our original equation into an equivalent system of fractional differential equations with order smaller than one (see [9] for details). Let us the consider the following example. Table 6 . Error norms and rates for collocation in V α h, 3 , at the collocation points and mesh points, applied to Example 3 (FIVP (5.7)).
whose analytical solution is known and given by y(t) = t 3 .
First, we convert this problem into the equivalent linear system of equations 8) together with the conditions 9) then rewrite this system of fractional equations as a system of integral equations and apply the proposed method to the system of integral equations.
The numerical results that we have obtained are shown on Table 7 . Finally, we remark that this collocation method can also be combined with a shooting algorithm in order to approximate the solution of terminal (or boundary) value problems of the form Table 7 . Error norms and rates for collocation in V α h,m , for m = 1, 2, at the collocation points and mesh points, applied to the system of fractional differential equations (5.8)-(5.9).
As has been done in [14] , first we consider the initial value problem D α * 0 y(t) = f (t, y(t)), t > 0 y(0) = y 0 , for a certain value of y 0 . Next we determine its numerical solution using the collocation method. Then we use an iterative scheme (the bisection method, for example) to find the appropriate y 0 , for which the solution of the initial value problem passes through the point (a, y a ).
Conclusions and future work
In this paper we have described a nonpolynomial collocation method to approximate the solution of fractional differential equations. The construction of the method was based on the equivalence between fractional initial value problems and Volterra integral equations. We have provided an error analysis of the method in the linear case, and we have presented some numerical results that are in agreement with the theoretically obtained estimates. For future work, we intend to propose a nonpolynomial collocation method for terminal boundary problems, avoiding the combination of this nonpolynomial method with a shooting algorithm. We expect in this work to use the equivalence between terminal value problems and Fredholm integral equations (see [14] ).
