Abstract. It is known that any compact connected Lie group with its left invariant framing is framed null-cobordant in the p-component for any prime p 0 2; 3. In this paper we will prove that the 3-components of SOð2n þ 1Þ and SpðnÞ are zero for n b 3, n 0 5; 7; 11. Combining this with the previously known results on SOð2nÞ and SUðnÞ consequently we see that any classical group has at most only the 2-component with some exceptions.
Introduction.
Let ðG; LÞ be the pair consisting of a compact connected Lie group of dimension d and its left invariant framing. In this paper we are concerned with whether or not ðG; LÞ is framed cobordant to the boundary of a stably parallelizable manifold. This problem is first raised by Gershenson in [4] . Let ½G; L denote the framed cobordism class represented by ðG; LÞ in the stable homotopy group p S d of spheres and let ½G; L ð pÞ denote the p-component of ½G; L. Then this problem is referred to that of estimating the order of ½G; L or ½G; L ð pÞ for all primes p.
By observing its filtration associated with the Adams spectral sequence for BP, Knapp [8] gave the result of general nature such that ½G; L ð pÞ is zero for any prime p b 7. This result was later improved by Ossa in [14] as follows: 72½G; L ¼ 0 and in particular if G is a classical group then 24½G; L ¼ 0:
As to the known results of its 3-component we have the following. From the work of Becker and Schultz [3] (cf. [11] ) we know that ½SOð2nÞ; L ð3Þ ¼ 0 for n b 1 and furthermore we have partial stronger results like ½SOð4Þ; L ¼ 0, ½SOð6Þ; L ¼ 0, ½SOð7Þ; L ¼ 0, ½SOð8Þ; L ¼ 0 and ½SOð9Þ; L ¼ 0 ( [3] , [7] ). But these results were recently strengthened in [6] as follows: ½SOð2nÞ; L ¼ 0 for n b 2. Besides it is known [12] that ½SUðnÞ; L ð3Þ ¼ 0 for n b 3. For the exceptional Lie groups in addition to the classical ones we know that ½F 4 ; L ð3Þ ¼ 0 ( [7] ), ½E 6 ; L ð3Þ ¼ 0 ( [13] ) and ½G 2 ; L ð3Þ ¼ 0 ( [18] , [10] ), to be exact, ½G 2 ; L ¼ k A p S 14 using Toda's notation in [17] . The purpose of this paper is to prove the following theorem. Theorem 1.1. ½SOð2n þ 1Þ; L ð3Þ ¼ 0 and ½SpðnÞ; L ð3Þ ¼ 0 for any n b 3 except n ¼ 5; 7; 11.
Putting together the result of this theorem and the facts stated above preceding to this theorem we have Theorem 1.2. Let G denote the group SOð2nÞ ðn b 1Þ, SOð2n þ 1Þ ðn b 3Þ, SUðnÞ ðn b 3Þ or SpðnÞ ðn b 3Þ. Then the 3-component of ðG; LÞ vanishes except for G ¼ SOð2n þ 1Þ and SpðnÞ with n ¼ 5; 7; 11.
As for the groups with rank 1 and 2 excluded from the above theorem it is proved that ½SUð2Þ; L ¼ n, ½SOð3Þ; L ¼ 2n A p [3] , [7] ) using the notations of Toda [17] . We note here that SOðnÞ and SpinðnÞ have the same nullity in the 3-components since ½SOðnÞ; L ð3Þ ¼ 2½SpinðnÞ; L ð3Þ by Lemma 7.14 of [3] .
As is shown in Lemma 2.6 below ½SOð2n þ 1Þ; L ð3Þ and ½SpðnÞ; L ð3Þ have the same order. So we only have to prove Theorem 1.1 for SOð2n þ 1Þ. Our proof is mainly based on the results of [3] and the method of [14] . Another key point in the proof is the use of the solution of Adams conjecture of [15] together with the fact stated in Lemma 4 of [16] . Furthermore we use the result of [2] for the proof of Theorem 1.1 in the six cases where n ¼ 6; 8; 9; 10; 12; 13. Although we can prove ½SOð7Þ; L ð3Þ ¼ 0 and ½SOð9Þ; L ð3Þ ¼ 0 in the same way as in these six cases, we cite the stronger result of [3] and [7] as mentioned above. Unfortunately the only three cases n ¼ 5; 7; 11 remains unknown. It seems that some other method is required to deal with these cases.
In section 2 we summarize several fundamental facts which we need later. In section 3 we establish a method of our computation and in the last section using this we give a proof of Theorem 1.1.
Finally I would like to thank the referee for suggesting some improvements of this paper.
The J-map.
We begin with recalling the construction of the J-map from [16] , p. 314. Consider an element x of g KO KO À1 ðX Þ where X is a finite CW-complex with base point. We know that x can be represented by a map f : X ! SOðNÞ. In this situation, we write bð f Þ for x. Let W Let us set JðxÞ ¼ 1 þJ
S ðX Þ where X þ denotes the disjoint union of X and a single point which is viewed as its base point. In fact, J is obtained by taking the adjoint of uf itself without subtracting the identity map of S N . Then J becomes multiplicative, namely, it satisfies Jðx þ yÞ ¼ JðxÞJð yÞ ð2:1Þ Proof. Let E r ; E rnr and E l 2 r be the n-, n 2 -and n 2 À Á -dimensional vector bundles associated with r, r n r and l 2 r respectively over a suspension space S 1 5SOðnÞ þ .
Then we can write as bðrÞ ¼ ½E r À n and bðl 2 rÞ ¼ ½E l 2 r À 
From now on we denote by r the identity representation of Note that right multiplication is used in [3] to define the left invariant framing L of SOð2n þ 1Þ. So we will conform ourself to this manner. We also find that the map j Ã is injective. As is seen below this holds for any compact connected Lie group G with framing L. We now explain this for later use. In fact the left invariant framing of the tangent bundle L : tðGÞ ! G Â R d is given by the linear map R g À1 Ã : t g ðGÞ ! t e ðGÞ induced by right multiplication by g À1 where t g ðGÞ denotes the tangent space at g and in particular the tangent space t e at the identity element is identified with R d .
Let G H R dþs be an embedding with normal bundle n. Using radial reduction we may regard as n H R dþs . We also see that this yields an embedding tðGÞ ¼ G Â 
In addition we see ½G; L ¼ kð1Þ by definition. This can be generalized as follows.
Given a map f : G ! SOðNÞ the twisted framing L f : where e ¼ G1. We give here an outline of its proof. To simplify the notation we set where u A t g ðGÞ and v A R l . By t we denote the di¤eomorphism of G given by
Then clearly t Ã Ad Ã R g À1 Ã ðuÞ ¼ R gÃ t Ã ðuÞ and t changes the orientation of G by the degree ðÀ1Þ d . Therefore it can be easily checked that these two framed manifolds ðG; jÞ and ðG; cÞ become isomorphic through t with their orientations having a di¤erence by the sign ðÀ1Þ d . Thus the above result follows.
Applying this formula to the case G ¼ SOð2n þ 1Þ we have ½SOð2n þ 1Þ; bðl 2 rÞ À ebðgÞ ¼ ðÀ1Þ n ½SOð2n þ 1Þ; ebðgÞ because l 2 r is precisely the adjoint representation of G. So using the homomorphism k we have Let G be a compact connected Lie group and suppose that p 0 S ðGÞ is localized at the prime 3. But we will omit the index (3) attached to elements hereafter (with the exception of (3.5)). The following fact is useful for our computation and we use it below without references. Given x A g KO KO À1 ðGÞ satisfyingJ Jðl e xÞ ¼ 0 for some nonnegative two integers l such that ðl; 3Þ ¼ 1 and e, then sinceJ JðxÞ is a nilpotent element of p 0 S ðGÞ we can showJ JðxÞ ¼ 0 by the inductive method using (2.1). So the solution of Adams conjecture [15] 
which are used for the proof of the following lemma. Before we mention the next assertion we recall the theorem of [14] and state briefly the idea how to prove it. Let S H G be a circle subgroup of G and let x denote a canonical complex line bundle associated with the principal S-bundle G ! G=S. Then we find that G=S becomes a stably parallelizable (not parallelizable) manifold with the natural framing induced by L on G. We denote this framing by the same symbol L. Let f : G ! SOðNÞ be a map such that it is written as a composite of the canonical projection p : G ! G=S with a mapf f : G=S ! SOðNÞ. Then it is proved that there holds
where b AK KðS 2 Þ denotes the Bott element. Moreover it is shown that 9J JðbxÞ ¼ 0 and especially 3J JðbxÞ ¼ 0 in the classical cases. Thus we see that there holds 3kðJððbð f ÞÞÞÞ ¼ 0 for any map f : SOð2n þ 1Þ ! SOðNÞ which factors through SOð2n þ 1Þ=S for some circle subgroup S H SOð2n þ 1Þ.
We make use of this method for the proof of the lemma below. In fact this formula is often applied to a map given in the following form. Let r 1 ; r 2 be real representations of SOð2n þ 1Þ which agree on a given circle subgroup S H SOð2n þ 1Þ, up to trivial representations. Then we write simply as
Now we may assume that they have the same dimension N, if necessary, by adding trivial representations adequately and then we can define a map f : SOð2n þ 1Þ ! SOðNÞ by f ðgÞ ¼ r 1 ðgÞr 2 ðgÞ À1 for g A SOð2n þ 1Þ. Consequently, because this map obviously factors through SOð2n þ 1Þ=S, we have 3kðJðsbðr 1 Þ À sbðr 2 ÞÞÞ ¼ 0 ð3:2Þ for any integer s. Such an argument is used repeatedly below. So to simplify our argument we will abbreviate the description about a map like f .
For
Proof. Taking account of the observation given at the begining of this section we see that it is enough to prove 3kðJðsbðrÞÞÞ ¼ 0 for any integer s. We break up the proof into the three cases n 1 0; 1; 2 mod 3. To begin with we consider the first two cases. Take S to be the circle subgroup SOð2Þ Â I 2nÀ1 of SOð2n þ 1Þ where I 2nÀ1 is the identity element of degree 2n À 1. Let h be the identity representation of S. Then the restrictions of r and l 2 r to S become as follows:
So we have l 2 rj S ¼ ð2n À 1Þrj S and hence using (3.2) it is deduced that 3kðJð2sbðl 2 rÞ À ð4n À 2ÞsbðrÞÞÞ ¼ 0:
Now, using the property (2.1) of J, the equality (3.1), (i) allows us to exchange 2sbðl 2 rÞ for ð4n þ 1ÞsbðrÞ in this bracket. Thus we obtain 3kðJð3sbðrÞÞÞ ¼ 0 ð3:4Þ so that it follows that 3kðJð3sbðl 2 rÞÞÞ ¼ 0:
Making use of (3.4) or, to be exact, a map like f mentioned above from which (3.4) is derived enables us to carry out our computation under the modulus 3 reduction. What this means is simply that if there holds 3kðJðð3s þ kÞbðrÞÞÞ ¼ 0, then by using (3.4) this can be reduced to 3kðJðkðbðrÞÞÞÞ ¼ 0. Under this assumption we proceed to our proof. We now consider to cut down 3 in the bracket of (3.4). In case of n 1 0 mod 3 we find ðl 2 ðl 2 rÞ þ r 2 Þj S 1 ðrl 2 r þ rÞj S . Since 3kðJð3sbðl 2 rÞÞÞ ¼ 0 it follows from (3.1),
(ii Consequently by combining these four equalities we have 3kðJðsbðrÞÞÞ ¼ 0 as desired.
To prove the remaining case where n 1 2 mod 3 we take the circle subgroup S to be the diagonal subgroup such that SOð2Þ Â I 2nÀ3 H SOð2Þ Â SOð2Þ Â I 2nÀ3 H SOð2n þ 1Þ. Then we have
where h is the one similar to the above. From these it follows that ðr 2 þ ð4n À 6ÞrÞj S ¼ 4l 2 Using these notations we can rewrite (3.6) as
for k b 0 according as e ¼ 1 or À1. Applying induction on k to these formulas we can get the following:
for k b 0. In particular, from either of (3.7) with k ¼ 0 it follows that kðaÞ ¼ ðÀ1Þ n kð1Þ, so that we see kðaÞ ¼ kð1Þ if n is odd and kðaÞ ¼ 0 if n is even: ð3:8Þ
The formula (3.7) is a main tool for our computation, but we need another formula to deal with the six cases as noted in the introduction. By Proposition 5.2 and the formula on p. 906 of [2] we have ½SOð2n þ 1Þ; 2nbðrÞ ¼ 0 and ½SOð2n þ 1Þ; ð2n À 2ÞbðrÞ ¼ 0. These imply To prove Theorem 1.1 it su‰ces by virtue of Lemma 2.6 to show that ½SOð2n þ 1Þ; L ð3Þ ¼ 0. So we will prove that kðm n Þ ¼ 0 or equivalently kð1Þ ¼ 0 in (3.5). (Here we continue assuming that all the elements are localized at the prime 3.) For conveience we divide n into the nine types such that n ¼ 9s þ r ð0 a r a 8Þ and analyze the formulas of (3.7) with appropriate integers k's to each case. In addition we consider those of (3.9) and (3.10) for the six cases noted in the introduction. To do this we need to expand 1 þ a, namely ð1 þ mÞ 2nþ1=2 , and R i ð1 a i a 18Þ into series of m up to at least the 18th degree. Since R ¼ Àmð1 þ RÞ holds, we can get those of R k for n À i a k a n from the series expansions of such R i 's. Lemma 3.3 shows that the coe‰cients of these series of m may be assumed to belong to Z 3 . So we will carry out our calculation under this assumption. Now we have
in Z 3 ½m where h i denotes the sum of the higher terms with degrees above i. Furthermore we have in Z 3 ½m
Together with these a similar series expansion of 1 þ a is required. But this varies according to the number n modulo 9. We will give this expansion at the beginning of the proof of each case and use freely it together with the relations of Lemma 3.3 and (3.5) such that 3kðm k Þ ¼ 0 ðk b 0Þ and kðm n Þ ¼ ðÀ1Þ n kð1Þ.
Case 1: n ¼ 9s ðs b 1Þ. In this case there holds the relation
and so it follows that
We begin with the case s ¼ 1, i.e., n ¼ 9. By (3.8) we have
and also by (3.10), (ii) and (3.9), (ii) we have kðm 3 Þ ¼ Àkð1Þ and kðm 2 Þ ¼ kðmÞ:
From these formulas it follows that
Furthermore by (3.7), (ii) with k ¼ 5; 8; 3 we get
Clearly combining the above four equalities together with kðm 9 Þ ¼ Àkð1Þ leads to the required result kð1Þ ¼ 0. So we may suppose that s b 2, i.e., n b 18.
Calculate (3.7), (ii) with k ¼ n À 1; n À 3; n À 5; n À 7 and (3.7), (i) with k ¼ n À 10 in this order. Then we have
Taking account of these formulas we proceed to our computation. From (3.7), (ii) with k ¼ n À 11; n À 12 it follows that
Adding these two equalities yields
Moreover from (3.7), (ii) with k ¼ n À 9 we have
and so by adding the above two equalities we obtain ðs þ 1Þkðm n Þ ¼ 0 by virtue of kðm nÀ7 Þ ¼ 0. Hence when s 1 0; 1 mod 3 we see that kðm n Þ ¼ 0. Next we check the case s 1 2 mod 3. From (3.7), (i) with k ¼ n À 13 we have
Substituting kðm nÀ13 Þ ¼ 0 and kðm nÀ7 Þ ¼ kðm nÀ4 Þ ¼ 0 we obtain kðm n Þ ¼ 0 as desired. Case 2: n ¼ 9s þ 1 ðs b 1Þ. In this case we have
and so
By calculating (3.7), (ii) with k ¼ n À 1; n À 3; n À 5; n À 7; n À 9 in this order we have
Using these relations it follows from (3.7), (ii) with k ¼ n À 10 that ðs À 1Þkðm n Þ ¼ 0 which means that if s 1 0; 2 mod 3 then kðm n Þ ¼ 0. We observe here the case s ¼ 1, i.e., n ¼ 10. By (3.9), (i) we have kðð1 þ mÞ À18 Þ ¼ 0 which yields kðm 9 Þ ¼ Àkð1Þ directly. But it follows from the first equality of (4.1) that kðm 9 Þ ¼ 0 which shows kð1Þ ¼ 0. Hence we suppose that s b 2, i.e., n b 19 and prove the case where s 1 1 mod 3.
From the calculations of (3.7), (ii) with k ¼ n À 11; n À 12 and (3.7), (i) with k ¼ n À 12 we have 
using the second equality of (4.1). And taking the sum of these two equalities we have kðm nÀ3 Þ ¼ kðm n Þ. By substituting this into the second equality of (4.1) we then have kðm nÀ2 Þ ¼ 0 ð4:5Þ so that from the third equality of (4.1) it follows that kðm nÀ5 Þ ¼ kðm nÀ4 Þ: ð4:6Þ
Using the first equality of (4.1) and (4.5) it follows from (3.7), (ii) with k ¼ n À 13 and (3.7), (i) with k ¼ n À 14 that
Taking the di¤erence of these two equalities we have
Subtracting (4.2) from this we have
Into this equality substituting kðm nÀ7 Þ ¼ 0, kðm nÀ2 Þ ¼ 0 and kðm nÀ5 Þ ¼ kðm nÀ4 Þ of (4.1), (4.5) and (4.6) we can get kðm n Þ ¼ 0 easily. Case 3: n ¼ 9s þ 2 ðs b 2Þ. In this case the following series expansions hold:
From the computations of (3.7), (ii) with k ¼ n À 1; n À 3; n À 5; n À 7 we have
Moreover let us calculate (3.7), (ii) with k ¼ n À 9; n À 11; n À 13; n À 16 in this order using (4.7). Then we have
Similarly we have from (3.7), (ii) with k ¼ n À 17
Compute in addition (3.7), (ii) with k ¼ n À 18 using (4.7) and (4.8). Then we have
Subsituting the last formula of (4.8) into this equality we have
And adding this and (4.9) the assertion kðm n Þ ¼ 0 follows immediately. Case 4: n ¼ 9s þ 3 ðs b 0Þ. We have
Since it is known that ½SOð7Þ; L ¼ 0 ( [3] , [7] ), we skip to the case s ¼ 1, i.e., n ¼ 12. From (3.9), (i) and (ii) it follows that
From (3.10), (i) we also have
Calculate (3.7), (ii) with k ¼ 11; 9; 7; 1. Then we have
so that especially from the last equality we have
Substituting all the other equalities into (4.10) we find
On the other hand, from (3.10), (i) we have
Consequently it is immediate that kð1Þ ¼ 0. Hence we proceed to our computation assuming that s b 2, i.e., n b 21.
Calculate (3.7), (ii) with k ¼ n À 1; n À 3; n À 5; n À 7, (3.7), (i) with k ¼ n À 7 and (3.7), (ii) with k ¼ n À 9; n À 11; n À 12 in this order. Then we have
Furthermore from (3.7), (ii) with k ¼ n À 17; n À 18 and (3.7), (i) with k ¼ n À 18 we get
and
Take the di¤erence of (4.13) and (4.14) using (4.11) and (4.12) and also take that of (4.14) and (4.15) similarly. Then it follows that
From the di¤erence of these equalities and (4.12) we obtain ðs 2 þ 1Þkðm n Þ ¼ 0 which shows kðm n Þ ¼ 0 clearly. Case 5: n ¼ 9s þ 4 ðs b 0Þ. In this case there hold the relations
Then by combining these we obtain kðm n Þ ¼ 0 immediately. Case 6: n ¼ 9s þ 5 ðs b 1Þ. In this case we have
We get
from the computations of (3.7), (ii) with k ¼ n À 1; n À 3; n À 5; n À 7; n À 9 and (3.7), (i) with k ¼ n À 9 in this order. Moreover using (4.16) from (3.7), (i) with k ¼ n À 10; n À 11 and (3.7), (ii) k ¼ n À 11 we have Moreover from the computations of (3.7), (i) and (ii) with k ¼ n À 9; n À 10 we have 
