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A square sign patternA is potentially stable (PS) if there exists a real
matrix having the sign pattern A and with all its eigenvalues having
negative real parts. The characterization of PS sign patterns remains
a long standing open problem. Here three techniques are given for
the construction of larger order PS sign patterns from given PS sign
patterns. These techniques are: construction of a sign patternwith a
nested sequenceofproperly signedprincipalminors (anest), border-
ing of a PS sign pattern, and use of a similarity transformation. The
minimum number of nonzero entries in an irreducible PS sign pat-
tern is determined for small orders and for an arbitrary sign pattern
that allows a nest. For sign patterns of order at least four, a bordering
construction leads to a new upper bound for thisminimumnumber.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
For a matrix A = [aij] ∈ Mn(R), let σ(A) = {λ1, . . . , λn} denote the multiset of eigenvalues of A.
The matrix A is (negative) stable if Re(λ) < 0 for all λ ∈ σ(A). There are dynamical systems that arise,
for example in economics, ecology and chemistry, in which only the signs rather than the exact entries
in a linearizationmatrix A are known. It is desirable to be able to determine stability properties of such
systems by considering only the sign pattern of the entries of A; see, for example, [1] and references
therein for applications to ecological systems.
An n × n sign pattern A = [αij] has αij ∈ {+, 0,−} for i, j = 1, . . . , n. A sign pattern class of real
matrices is defined byQ(A) = {B = [bij] : sign bij = αij for all i, j}. For amatrix A ∈ Mn(R), sgn(A) is
the sign pattern matrix obtained by replacing each positive (respectively, negative, zero) entry of A by
+ (respectively,−, 0), and A is a realization of sgn(A). A sign pattern A is potentially stable (PS) if there
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exists a matrix A ∈ Q(A) with Re(λ) < 0 for all λ ∈ σ(A); i.e., A allows stability. In 1969, Maybee
and Quirk [2] stated “the specification of necessary and sufficient conditions [for potential stability]
remains an unsolved problem". This is still true over fifty years later, although results for specific PS
sign patterns have appeared, for example, in [3–6].
Our focus here is the construction of larger order PS sign patterns from given PS sign patterns
(Section 2). We also consider the number of nonzero entries in PS sign patterns (Section 3). To these
ends, we introduce a few more definitions. If A is irreducible, PS and setting any nonzero entry αij to
0 implies that the resulting sign pattern is no longer PS, then A isminimally PS. It is important to note
that a minimally PS sign pattern is irreducible. Since any superpattern of a PS sign pattern is PS [3,
Theorem 3], we often focus on minimally PS sign patterns.
If γ ⊆ {1, . . . , n}, then the principal submatrix of A from rows and columns γ is denoted A[γ ].
A sign pattern A allows a nested sequence of properly signed principal minors (abbreviated to a nest) if
for 1  k  n, there exists γk with |γk| = k and γk  γk+1 such that sign det A[γk] = (−1)k . We
denote a nest by the sequence of distinct indices (i1, . . . , ik) if γk = {i1, . . . , ik}. A leading nest has
γk = {1, . . . , k} for 1  k  n. If A allows a nest, then there exists a permutation matrix P such that
PAPT allows a leading nest. Thus, without loss of generality, if A allows a nest, then we can assume
that it is a leading nest.
A sign patternA can be represented by a signed digraphD(A)with vertex set {1, . . . , n} and arc set
{(i, j) : αij = 0} with (i, j) signed + or − as αij . Note that D(A) = D(A) for all A ∈ Q(A). A (directed)
cycle of length q ≥ 2 (a q-cycle) in D(A) consists of a sequence of arcs (i1, i2), . . . , (iq−1, iq), (iq, i1)
such that i1, . . . , iq are distinct vertices. A cycle of length 1 (a loop) is an arc (i1, i1). A cycle is signed
positive (respectively, negative) if there is an even (respectively, odd) number of negative arcs on the
cycle. A digraph isweakly connected if the underlying graph that is obtained by removing the direction
on each arc in the digraph is connected. A weakly connected component of a digraph is a maximal
weakly connected subdigraph.
Given an n × n irreducible PS sign pattern A, without loss of generality a matrix A ∈ Q(A) can be
normalized (by scaling with a positive constant) to have one diagonal entry equal to −1, and to have
n−1 of its nonzero off-diagonal entries equal to±1 (by a positive diagonal similarity transformation);
see [7, Lemma 2.3]. This normalization is used in many examples that follow.
2. New potentially stable constructions
This section gives three distinct techniques for the construction of larger order PS sign patterns
from given PS sign patterns. The first two techniques are motivated by constructions of Miyamichi [4].
2.1. Construction of a sign pattern with a nest
Determining whether a given sign pattern allows a nest is one approach for showing potential
stability that does not require that a stable realizationbe identified. By [5, Theorem2.1], if a signpattern
A allows a nest, then A is PS. Theorem 2.1.1, which generalizes a construction used by Miyamichi [4],
describes a construction that can be performed onparticular sign patterns that allow anest to generate
larger order sign patterns that also allow a nest.
Theorem 2.1.1. SupposeA = [αij] is a sign pattern of order n that allows a leading nest and α12α21 = 0.
If the associated 2-cycle in D(A) is replaced by a k-cycle (k  3) of the same sign by subdividing the arc
(1, 2) into a path of length k − 1with all additional vertices having negative loops, then the resulting sign
pattern of order n + k − 2 allows a nest and consequently is PS.
Proof. Assume A ∈ Q(A) has a leading nest. For k ≥ 3, replace the 2-cycle on vertices 1 and 2 in D(A)
with a k-cycle (of the same sign) as follows in order to obtain a digraph Dˆwith n + k − 2 vertices:
1. Label the new vertices n + 1, . . . , n + k − 2.
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2. Construct Dˆ from D(A) by adding a negative loop on each new vertex, adding arcs (1, n + 1),
(n + 1, n + 2), . . . , (n + k − 3, n + k − 2), (n + k − 2, 2) and deleting arc (1, 2).
3. Let Aˆ = [aˆij]withdigraphD(Aˆ) = Dˆbeobtained fromA = [aij]by setting aˆij = aij if 1  i, j  n
(except that aˆ12 = 0). Let aˆii = −1 for i = n + 1, . . . , n + k − 2 and let
aˆ1,n+1aˆn+1,n+2 · · · aˆn+k−3,n+k−2aˆn+k−2,2 = a12.
All other entries in rows and columns n + 1, . . . , n + k − 2 in Aˆ are zero.
It can be shown that Aˆ has the nest (1, n+ 1, . . . , n+ k− 2, 2, . . . , n), and it follows by [5, Theorem
2.1] that sgn(Aˆ) is PS. 
The construction in Theorem 2.1.1 is now illustrated for n = 4 and k = 5.
Example 2.1.2. Consider the following matrix and its digraph.
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1 0 0
−4 0 1 1
0 −4 1
2
0
0 1 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Matrix A has a leading nestwith a12a21 = −4 = 0. Note thatσ(A) ≈ {−0.1337±2.5182i,−0.1163±
0.2552i}, and thus A is stable. In fact, sgn(A) is minimally PS. The construction in Theorem 2.1.1 gives
the following matrix and its digraph.
Aˆ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 1 0 0
−4 0 1 1 0 0 0
0 −4 1
2
0 0 0 0
0 1 0 0 0 0 0
0 0 0 0 −1 1 0
0 0 0 0 0 −1 1
0 1 0 0 0 0 −1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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D(Aˆ)
Since
σ(Aˆ) ≈ {−2.0625, 0.4087 ± 1.7132i,−1.0479 ± 1.1455i,−0.0796 ± 0.1615i},
Aˆ is not stable, although Aˆ contains the nest (1, 5, 6, 7, 2, 3, 4). However, applying [8, Theorem1]with
the diagonal matrix
D = diag
(
1, 1
10
, 1
10
, 1
10
, 1, 1, 1
)
gives D(Aˆ) ∈ sgn(Aˆ)with
σ(DAˆ) ≈ {−1.6952,−1.1052 ± 0.7324i,−0.0099 ± 0.3872,−0.0123 ± 0.0311i},
and thus sgn(Aˆ) is PS. Since sgn(Aˆ) is minimally PS, the construction in Theorem 2.1.1 can create a
minimally PS sign pattern of larger order from a minimally PS sign pattern of smaller order.
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Fig. 1. Sign patterns for Theorem 2.2.1.
2.2. Bordering potentially stable sign patterns
LetNi = n1+· · ·+ni for 1  i  k and let∗ denote a fixed nonzero entry (either+ or−). The next
three theorems involve bordering block upper triangular PS sign patterns with additional rows and
columns. These theorems are constructive in nature and the proofs provide a method for determining
a stable realization of a given sign pattern. Theorem 2.2.1 generalizes sign patterns associated with
the digraph (A) given by Miyamichi in [4, Theorem 3]. This generalization is defined by replacing
each negative diagonal entry with an unreduced lower Hessenberg PS sign pattern and replacing the
(n−1)-cycle with an (Nk +1)-cycle. Note that an unreduced lower Hessenberg sign pattern has every
superdiagonal entry nonzero.
Theorem 2.2.1. Suppose A1, . . . ,Ak are unreduced lower Hessenberg PS sign patterns of orders n1, . . . ,
nk, respectively. There exists an order Nk + 2 (Nk ≥ 2) unreduced lower Hessenberg PS sign pattern B as
in Fig. 1, whereEi has dimensions ni × ni+1 (1  i  k− 1), ek and f1 are nk × 1 and n1 × 1 sign pattern
vectors, respectively, and for B ∈ Q(B), bNk+1,Nk+2bNk+2,Nk+1 < 0.
Proof. Let Ai ∈ Q(Ai) be stable for 1  i  k, ek ∈ Q(ek), f1 ∈ Q(f1), Ei ∈ Q(Ei) for 1  i  k − 1
and
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A1 E1
A2
. . .
. . . Ek−1
Ak ek
f T1 0 bNk+1,Nk+2
bNk+2,Nk+1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
with bNk+1,Nk+2bNk+2,Nk+1 = C2 < 0. Here b12 . . . bNk,Nk+1bNk+1,1 = CNk+1 is nonzero. Expansion
about the last row of det(λINk+2 − B) gives the characteristic polynomial
det(λINk+2 − B) = λ
⎡
⎣λ
k∏
i=1
det(λIni − Ai) + (−1)Nk+2(−1)Nk+1CNk+1
⎤
⎦
−C2
k∏
i=1
det(λIni − Ai),where the sign(−1)Nk+2 is
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contributed by the (Nk + 1, 1) position and the sign
(−1)Nk+1 is contributed by Nk + 1 negative signs from
the cycle in D(−B)
= (λ2 − C2)
k∏
i=1
det(λIni − Ai) − CNk+1λ,
which is of the form (A) in [4, Lemma 11]. As in [4, Lemma 11], by using [9, Theorem 13, p. 228], C2
and CNk+1 can be chosen (dependent on the stable matrices A1, . . . , Ak) to make B stable. Thus, B is
PS. Note that if CNk+1 < 0, then B is PS also for k = 1 and N1 = 1 (i.e., Nk = 1). 
A polynomial is stable if all of its zeros lie in the open left half plane. The next lemma is used in the
proof of Theorem 2.2.3.
Lemma 2.2.2. If f (x) is a monic stable polynomial of degree n  3 and j  1, then F(x) =
j∏
i=1
(x2 + Ti)f (x) + S is stable for appropriate choices of Ti > 0 and when
(i) S > 0 and j   n−1
2
	; or
(ii) S < 0 and j   n
2
	.
Proof. If f (x) is as stated, then by [9, Theorem 13, p. 228], f (x) = h(x2)+xg(x2)with the zeros of h(u)
and g(u) properly interlaced as follows. Let α1, . . . , α n
2
	 be the zeros of h(u) and let β1, . . . , β n−1
2
	
be the zeros of g(u) such that 0 > α1 > β1 > α2 > β2 > · · · . The polynomial F(x) can be written
F(x) =
j∏
i=1
(x2 + Ti)h(x2) + S + x
j∏
i=1
(x2 + Ti)g(x2)
= H(x2) + xG(x2).
(i) S > 0. If n is odd and j =  n−1
2
	, then take αj+1 = −∞. Let β1 > −T1 > α2, β2 > −T2 > α3,
…, βj > −Tj > αj+1. The zeros of G(u) are β1 > −T1 > β2 > −T2 > · · ·βj > −Tj > βj+1 >
· · · > β n−1
2
	 where these zeros that are less than −Tj exist only if  n−12 	  j + 1. For small S > 0,
the zeros of H(u) are α1 − 1 > −T1 + ω1 > α2 − 2 > −T2 + ω2 > · · · > αj − j > −Tj + ωj >
αj+1 − j+1 > · · · > α n
2
	 −  n
2
	 for some k > 0 and ω	 > 0 (1  k   n2	 and 1  	  j)
where these zeros that are less than−Tj +wj exist only if  n2	  j + 1. If S > 0 is chosen sufficiently
small, then k and ω	 are sufficiently small such that the zeros of H(u) and G(u) are interlaced; that
is, 0 > α1 − 1 > β1 > −T1 +ω1 > −T1 > α2 − 2 > β2 > −T2 +ω2 > −T2 > · · · > αj − j >
βj > −Tj + ωj > −Tj > αj+1 − j+1 > βj+1 > · · · . Thus by [9, Theorem 13, p. 228]), F(x) is stable.
(ii) S < 0. If n is even and j = n
2
, then take βj = −∞. Let α1 > −T1 > β1, α2 > −T2 >
β2, . . . , αj > −Tj > βj . As in the proof of (i), if S < 0 is chosen sufficiently small, then the zeros of
H(u) and G(u) are interlaced, and F(x) is stable. 
The next theorem involves bordering a known PS sign pattern with 2j (j  1) additional rows
and columns. The digraph D(X1) consists of j weakly connected negative 2-cycles. The digraph D(X2)
consists of j negative cycles, one of each length 2, 4,. . . , 2j. Note that X1 = X2 when j = 1.
Theorem 2.2.3. SupposeA1, . . . ,Ak are unreduced lower Hessenberg PS sign patterns of orders n1, . . . ,
nk, respectively. There exists an order Nk + 2j (Nk ≥ 3 and 1  j  Nk−12 	) unreduced lower Hessenberg
PS sign pattern B as in Fig. 2, where Ei has dimensions ni × ni+1 (1  i  k − 1), Fk has dimensions
nk × 2j, G1 has dimensions 2j × n1, and X	 has dimensions 2j × 2j and is equal to either X1 or X2. If
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X	 = X1, then for B ∈ Q(B), bNk+2i−1,Nk+2ibNk+2i,Nk+2i−1 = 0 for 1  i  j; whereas if X	 = X2, then
for B ∈ Q(B), bNk+1,Nk+2bNk+2,Nk+3 · · · bNk+2r−1,Nk+2rbNk+2r,Nk+1 < 0 for 1  r  j.
Proof. Let Ai ∈ Q(Ai) be stable for 1  i  k, Fk ∈ Q(Fk), G1 ∈ Q(G1), Ei ∈ Q(Ei) for 1  i  k−1.
When X	 = X1, construct B ∈ Q(B) as in Fig. 2, where bNk+2i−1,Nk+2ibNk+2i,Nk+(2i−1) = C2i < 0, for
1  i  j. Note that b12b23 · · · bNk+2j−1,Nk+2jbNk+2j,1 = CNk+2j = 0.
Expansion about the last row of det(λINk+2j − B) gives the characteristic polynomial
det(λINk+2j − B) = λ
⎡
⎣λ(λ2 − C21) · · · (λ2 − C2j−1)
k∏
i=1
det(λIni − Ai)
⎤
⎦
−C2j(λ2 − C21) · · · (λ2 − C2j−1)
k∏
i=1
det(λIni − Ai)
+(−1)Nk+2j+1(−1)Nk+2jCNk+2j, where the sign
(−1)Nk+2j+1is contributed by the (Nk + 2j, 1)
position and the sign(−1)Nk+2j is contributed by
Nk + 2j negative signs from the cycle in D(−B)
= (λ2 − C21) · · · (λ2 − C2j)
k∏
i=1
det(λIni − Ai) − CNk+2j,
and by Lemma 2.2.2, C21 , . . . , C2j and CNk+2j can be chosen (dependent on the stablematrices A1, . . . ,
Ak) so that B is stable. Thus, B is PS.
When X	 = X2, construct B ∈ Q(B) as in Fig. 2, where
bNk+1,Nk+2bNk+2,Nk+3 · · · bNk+2r−1,Nk+2rbNk+2r,Nk+1 = C2r < 0 (1  r  j).
Fig. 2. Sign patterns for Theorem 2.2.3.
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Expansion about the last row of det(λINk+2j − B) gives
det(λINk+2j − B)
= (λ2j − C2λ2j−2 − · · · − C2j−2λ2 − C2j)
k∏
i=1
det(λIni − Ai) − CNk+2j.
Since themagnitudes |C2r | of the even ordered principal minors in X2 ∈ Q(X2) can be chosen arbitrar-
ily, the above polynomial of degree 2j can be factored as (λ2 − C21) · · · (λ2 − C2j) for some constants
C2i < 0, and the proof follows as for the X	 = X1 case. 
By Lemma 2.2.2, if CNk+2j < 0 then the result of Theorem 2.2.3 is true for j  Nk2 	. If j = 1 and
CNk+2 > 0, then B in Theorem 2.2.3 is PS for all Nk; see [6, Theorem 3].
The following example shows the construction in Theorem 2.2.3 when k = 2, n1 = 3, n2 = 2,
j = 2, X	 = X1 and CNk+4 > 0.
Example 2.2.4. If
B =
⎡
⎢⎢⎢⎣
A1 E1 0
0 A2 F2
G1 0 X1
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−2 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
2 −4 0 1 0 0 0 0 0
0 0 0 −4 1 0 0 0 0
0 0 0 −2 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 −5 0 1 0
0 0 0 0 0 0 0 0 1
15 0 0 0 0 0 0 −2 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then
σ(A1) ≈ {−1.7113,−0.1443 ± 1.8669i},
σ (A2) ≈ {−3.4142,−0.5858},
σ (B) ≈ {−0.0142 ± 2.2553i,−0.0646 ± 1.5107i,−0.0997 ± 1.7631i,
−3.4132,−1.7430,−0.4866}.
and thus sgn(B) is PS.
Lemma 2.2.5. If f (x) is a monic stable polynomial of degree n  3 and j  1, then F(x) =
x
j∏
i=1
(x2 + Ti)f (x) + S is stable for appropriate choices of Ti > 0 and S > 0, where j  n/2	.
Proof. If f (x) is as stated, then by [9, Theorem 13, p. 228], f (x) = h(x2)+xg(x2)with the zeros of h(u)
and g(u) properly interlaced as follows. Let α1, . . . α n
2
	 be the zeros of h(u) and let β1, . . . β n−1
2
	 be
the zeros of g(u) such that 0 > α1 > β1 > α2 > β2 · · · . The polynomial F(x) can be written
F(x) = x
j∏
i=1
(x2 + Ti)h(x2) + x2
j∏
i=1
(x2 + Ti)g(x2) + S
= xG(x2) + H(x2).
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Fig. 3. Sign patterns for Theorem 2.2.6 with X1 and X2 as in Fig. 2.
If n is even and j = n
2
, then let βj = −∞. Choosing α1 > −T1 > β1, α2 > −T2 > β2, . . .,
αj > −Tj > βj and S > 0 sufficiently small, it can be shown as in the proof of Lemma 2.2.2 that
the zeros of H(u) and G(u) are simple, negative and interlaced. Thus, by [9, Theorem 13, p. 228], F(x)
is stable. 
The next theorem involves bordering a known PS sign pattern with 2j + 1 (j  1) additional rows
and columns. Note that Y1 = Y2 when j = 1.
Theorem 2.2.6. SupposeA1, . . . ,Ak are unreduced lower Hessenberg PS sign patterns of orders n1, . . . ,
nk, respectively. There exists an order Nk + 2j + 1 (Nk ≥ 3 and 1  j   n2	) unreduced lower Hessen-
berg PS sign patternB as in Fig. 3, whereEi has dimensions ni ×ni+1 (1  i  k − 1),Fk has dimensions
nk×(2j+1),G1 hasdimensions (2j+1)×n1, and thek + 1nonzero entries in thepatternsEi ,Fk andG1 are
chosen so that the (Nk+2j+1)-cycle in D(B) is negative. In addition, h is a 2j×1 vector,Y	 has dimensions
(2j+1)×(2j+1)and is equal to eitherY1 orY2 and for B ∈ Q(B), b12b23 · · · bNk+2j,Nk+2j+1bNk+2j+1,1 <
0. If Y	 = Y1 and B ∈ Q(B), then bNk+2i,Nk+2i+1bNk+2i+1,Nk+2i < 0 for 1  i  j; whereas if
Y	 = Y2 and B ∈ Q(B), then bNk+2,Nk+3bNk+3,Nk+4 · · · bNk+2r,Nk+2r+1bNk+2r+1,Nk+2 < 0 for
1  r  j.
Proof. Let Ai ∈ Q(Ai) be stable for 1  i  k, Fk ∈ Q(Fk), G1 ∈ Q(G1), Ei ∈ Q(Ei) for 1  i 
k − 1. For Y1 ∈ Q(Y1), construct B ∈ Q(B) as in Fig. 3, where bNk+2i,Nk+2i+1
bNk+2i+1,Nk+2i = C2i < 0, for 1  i  j. Note that b12 . . . bNk+2j,Nk+2j+1bNk+2j+1,1 = CNk+2j+1
< 0.
Similar to the proof of Theorem 2.2.3, expansion about the last row of det(λINk+2j+1 − B) gives the
characteristic polynomial
det(λINk+2j+1 − B) = λ(λ2 − C21) · · · (λ2 − C2j)
k∏
i=1
det(λIni − Ai) − CNk+2j+1. (1)
By Lemma 2.2.5, C21 , . . . , C2j and CNk+2j+1 can be chosen (dependent on the stable matrices A1, . . . ,
Ak) so that B is stable. Thus, B is PS.
WhenY	 = Y2, by an argument similar to that in theproof of Theorem2.2.3, the characteristic poly-
nomial of B can be written as in (1) for some constants C2i and the result
follows. 
The following example shows the construction in Theorem 2.2.6 when k = 2, n1 = 3, n2 = 2,
j = 2 and Y	 = Y2.
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Example 2.2.7. If
B =
⎡
⎢⎢⎢⎣
A1 E1 0
0 A2 F2
G1 0 Y2
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−2 1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0
2 −4 0 1 0 0 0 0 0 0
0 0 0 −4 1 0 0 0 0 0
0 0 0 −2 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 −7 0 1 0
0 0 0 0 0 0 0 0 0 1
−10 0 0 0 0 0 −10 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
then σ(A1) and σ(A2) are as in Example 2.2.4,
σ(B) ≈ {−0.0061 ± 2.2308i,−0.0344 ± 1.3869i,−0.1146 ± 1.8789i,
−3.4140,−1.7241,−0.4374,−0.1144},
and thus sgn(B) is PS.
By comparing the constructions in Theorems 2.2.3 and 2.2.6, it can be seen that Theorem 2.2.3
might not produce a minimally PS sign pattern. In Theorem 2.2.3, if k  2 and Ak is a 1 × 1 PS sign
pattern (a negative entry), then setting it to zero produces a sign pattern that can be constructed as in
Theorem 2.2.6.
2.3. Similarity transformation
The proof of the following theorem uses a similarity transformation from Kim et al. [10, Theorem
3.1]. Aswith thebordering techniques in Section2.2, this constructionalsoproduces a stable realization
of the generated PS sign pattern.
Theorem 2.3.1. Let n ≥ 4 and 2  j  n − 2. Suppose B is the order n sign pattern with D(B) as in
Fig. 4. Then B is minimally PS.
Proof. Let
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1
. . .
. . .
0 1
−a1 −a2 . . . −an−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
...
0
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, x =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1
x2
...
xn−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
with ai > 0 for i = 1, . . . , n − 1 and A a stable matrix. Take k = xn−1 > 0 so that xTu = k. Define
B =
⎡
⎣ In−1 0
xT 1
⎤
⎦
⎡
⎣ A u
0 −k
⎤
⎦
⎡
⎣ In−1 0
−xT 1
⎤
⎦ =
⎡
⎣ A − uxT u
xTA 0
⎤
⎦
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Fig. 4. Digraph for Theorem 2.3.1.
as in [10, Theorem 3.1] and choose x such that (for any fixed j with 2  j  n − 2)
bn−1,i = −ai − xi = 0 ⇒ xi = −ai, for i = n − j, . . . , n − 2
bni = xi−1 − aixn−1 = 0 ⇒ xi−1 = aixn−1, for i = 2, . . . , n − j.
By construction, D(B) is the digraph in Fig. 4 and σ(B) = σ(A) ∪ {−k}. Thus B is stable and sgn(B)
is PS. Furthermore, sgn(B) is minimally PS since if any one nonzero entry of sgn(B) is set to 0, then
everymatrixwith this sign pattern has no nonzero principalminor of someorder, violating a necessary
condition for potential stability [11, Proposition 3]. 
The next example shows the construction in Theorem 2.3.1 when n = 7 and j = 3.
Example 2.3.2. Let
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
−1 −6 −15 −20 −15 −6
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, x =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
6
15
20
−20
−15
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
andk = 1. ThenA is stable sinceσ(A) = {−1,−1,−1,−1,−1,−1}. By the similarity transformation
in the above proof,
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B =
⎡
⎣ A − uxT u
xTA 0
⎤
⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
−7 −21 −35 0 0 −7 1
−1 0 0 0 −35 −21 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and B is stable since σ(B) = σ(A)∪{−1}. Note that B does not contain a nest since there is no nonzero
principal minor of order 4 that contains a nonzero principal minor of order 3.
3. Number of nonzero entries in irreducible PS sign patterns
The number of nonzero entries in a given sign pattern can provide insight into whether or not it is
PS. Clearly, allowing reducible patterns, the least number of nonzero entries in an n×n PS sign pattern
is n. However, the least possible number of nonzero entries in an n × n irreducible PS sign pattern
is not known. We show that the least number of nonzero entries in an irreducible sign pattern that
allows a nest is 2n−1. In Section 3.2, we consider the number of nonzero entries in an n×nminimally
PS sign pattern and state the minimum number for small values of n. (Recall that a minimally PS sign
pattern is necessarily irreducible.) Finally, we determine the number of nonzero entries in certain PS
sign patterns from the construction in Theorem 2.2.6.
3.1. Sign patterns with a nest
The following two lemmas are used to determine the minimum number of nonzero entries in an
irreducible sign pattern that allows a nest (Theorem 3.1.3).
Lemma 3.1.1. Assume that an n × n sign pattern A = [αij] allows a leading nest of order k < n. If there
exists a leading nest of order k + 1, then either αk+1,k+1 = 0 or there exist nonzero entries αi,k+1 and
αk+1,j for some i, j ∈ {1, . . . , k}.
Proof. If αk+1,k+1 = 0, then det A[{1, . . . , k + 1}] = 0 for all A ∈ Q(A) unless there is a nonzero
entry in row k + 1 and column k + 1 of A. 
Lemma 3.1.2. Suppose A = [αij] is an n × n PS sign pattern with nonzero diagonal entries α11, . . . , αrr
(r ≥ 2) such that for 2  i  r, αij = 0 and αji = 0 for all 1  j  i − 1. If there exist exactly two
nonzero entries in {αr+k,j, αj,r+k : 1  j  r + k} for k = 1, . . . , n − r − 1 so that A ∈ Q(A) implies
that det A[{1, . . . , r + k}] = 0, then the digraph D(A[{1, . . . , r + k}]) has exactly r weakly connected
components (and A[{1, . . . , r + k}] is reducible).
Proof. Assume A ∈ Q(A) is as above. Note that D(A[{1, . . . , r}]) consists of r isolated vertices and
thus has r weakly connected components. The proof is by induction on k. If k = 1, then by Lemma
3.1.1 the two nonzero entries must be either ar+1,r+1 and some entry ar+1,i or ai,r+1 for 1  i  r,
or ar+1,j and aj,r+1 for 1  j  r. In either case D(A[{1, . . . , r + 1}]) has r weakly connected
components.
Suppose thehypothesis is true for k = t  n−2. ThusD(A[{1, . . . , r + t}])has rweakly connected
components. If k = t + 1, then the two nonzero entries in {ar+t+1,j, aj,r+t+1 : 1  j  r + t + 1}
must be either:
4484 D.A. Grundy et al. / Linear Algebra and Its Applications 436 (2012) 4473–4488
1. ar+t+1,r+t+1 and some entry ar+t+1,i or ai,r+t+1 for 1  i  r + t, in which case there are still
r weakly connected components since vertices r+ t+1 and i are in the sameweakly connected
component; or
2. ai,r+t+1 and ar+t+1,j (1  i, j  r + t with possibly i = j). Since det A[{1, . . . , r + t + 1}] =
0 implies that vertex r + t + 1 must be on a cycle in D(A[{1, . . . , r + t + 1}]), it follows
that vertex r + t + 1 and the other vertices on this cycle are in the same weakly connected
component. All vertices in this component except for vertex r + t + 1 are weakly connected in
D(A[{1, . . . , r + t}]), so there are still exactly r weakly connected components.
Thus the result follows by induction. 
Theorem 3.1.3. An n×n irreducible PS sign pattern that allows a nest has at least 2n−1 nonzero entries.
Proof. Without loss of generality, assume that A is an n × n irreducible PS sign pattern that allows a
leading nest. Suppose that for 2 ≤ i ≤ n there are no nonzero diagonal entries αii such that αji = 0
and αij = 0 for all j < i. It follows by Lemma 3.1.1 that there must be at least 2(n − 1) + 1 = 2n − 1
nonzero entries in A.
Assume A contains exactly r ≥ 2 nonzero diagonal entries αi1i1 , . . . , αir ir (1 = i1 < i2 < · · · <
ir < n) such that for 2  k  r, αj,ik = 0 and αik,j = 0 for all 1  j  ik − 1. Without loss of
generality, assume that these r nonzero diagonal entries are α11, . . . , αrr . These clearly contribute r
nonzero entries to the sign pattern. By Lemma 3.1.1, rows and columns r+1, . . . , n−1 contain at least
2(n− r−1) nonzero entries. SinceA allows a leading nest, by Lemma 3.1.2, there exists a subpattern Aˆ
ofA that contains exactly two nonzero entries in {αˆtj, αˆjt : 1  j  t} for each t ∈ {r + 1, . . . , n− 1}
such that if Aˆ ∈ Q(Aˆ) then det Aˆ[{1, . . . , t}] = 0. By Lemma 3.1.2, Aˆ[{1, . . . , n− 1}] is reducible and
its digraph has r weakly connected components. Therefore, since A is irreducible it must contain at
least r + 1 additional nonzero entries. It follows that A has at least r + 2n− 2r − 2+ r + 1 = 2n− 1
nonzero entries. 
The following example illustrates that the bound in Theorem 3.1.3 can be attained.
Example 3.1.4. For n = 5, the irreducible stable matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
−2 0 1 0 0
0 −1 0 1 0
−1 1 0 0 0
0 0 0 −1 1
−0.1 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦
.
with 2n − 1 = 9 nonzero entries has a leading nest and thus sgn(A) is PS.
Every 2× 2 PS sign pattern A allows a nest since if A∈Q(A) is stable, then tr A<0 and det A>0.
However, a 3× 3 PS sign pattern with 2n − 1 nonzero entries need not allow a nest (see Example 4.1
in [5]).
The next example shows that an n × n irreducible PS sign pattern that contains a nest and 2n − 1
nonzero entries need not be minimally PS.
Example 3.1.5. Consider
A =
⎡
⎢⎢⎢⎢⎣
− + 0 0
− 0 + 0
0 0 − +
0 − 0 0
⎤
⎥⎥⎥⎥⎦
and B =
⎡
⎢⎢⎢⎢⎣
−1 1 0 0
−3 0 1 0
0 0 0 1
0 −1 0 0
⎤
⎥⎥⎥⎥⎦
.
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The irreducible sign pattern A has 2n − 1 nonzero entries and every A ∈ Q(A) has a leading nest.
The irreducible matrix B shows that setting the (3,3) entry in A to 0 produces a PS sign pattern since
σ(B) ≈ {−0.3516 ± 1.4985i,−0.1484 ± 0.6325i}. Note that sgn(B) does not allow a nest but is
minimally PS.
3.2. Irreducible sign patterns of small order
Since every 1× 1 and 2× 2 PS sign pattern allows a nest, Theorem 3.1.3 gives the least number of
nonzero entries in a minimally PS sign pattern of these orders. When n = 3, the list of minimally PS
sign patterns given in [4] shows that the minimum number of nonzero entries in a minimally PS sign
pattern is also 2n−1. The next theorem gives theminimumnumber of nonzero entries in aminimally
PS sign pattern for n = 4 or 5.
Theorem 3.2.1. Let n = 4 or 5 and suppose A is an n × n minimally PS sign pattern. Then A has at least
2n − 2 nonzero entries.
Proof. Assume A is an n× nminimally PS sign pattern with stable matrix A ∈ Q(A). Suppose n = 4.
Clearly A has at least one negative diagonal entry. As well, since A is irreducible, it must have at least
four nonzero off-diagonal entries. If A has at least five nonzero off-diagonal entries, then the result
follows. Otherwise, if A has only four nonzero off-diagonal entries, then D(A) contains a 4-cycle. In
order for A to have a positive principal minor of order 2, theremust be at least onemore nonzero entry
in A, again giving at least 2n − 2 = 6 arcs.
Suppose n = 5. Clearly A has at least one negative diagonal entry. As well, since A is irreducible,
it must have at least five nonzero off-diagonal entries. If A has at least seven nonzero off-diagonal
entries, then the result follows. Otherwise A has either five or six nonzero off-diagonal entries. If A
has only five nonzero off-diagonal entries, then D(A) contains a 5-cycle. In order for A to have nonzero
principal minors of orders 2, 3 and 4, there must be at least two more nonzero entries in A, giving
at least 2n − 2 = 8 nonzero entries. If A contains exactly six nonzero off-diagonal entries, then the
following cases must be considered.
• D(A) contains a j-cycle and a k-cycle, where 3  j and k  5. If this were the case, Amust have at
least one more nonzero entry to have a nonzero principal minor of order 2.
• D(A) contains a 4-cycle and a 2-cycle. If this were the case, in order for A to have nonzero principal
minors of orders 3 and 5, it is necessary that the negative loop in D(A) be disjoint from both the
4-cycle and the 2-cycle, which contradicts irreducibility.
In each case, A has at least 2n − 2 nonzero entries. 
The next example is motivation for Theorem 3.2.3.
Example 3.2.2. The 6 × 6 irreducible stable matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1 0 0 0 0
−2 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 −1 0 0 −3 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has 2n − 3 = 9 nonzero entries.
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As shown in the next theorem, the number of nonzero entries in the matrix A in Example 3.2.2 is
in fact the minimum number of entries in a 6 × 6 irreducible PS sign pattern.
Theorem 3.2.3. SupposeA is a 6× 6minimally PS sign pattern. Then the least number of nonzero entries
in A is 2n − 3 = 9 for n = 6.
Proof. AssumeA is a 6×6minimally PS sign patternwith stablematrixA ∈ Q(A). ClearlyAmust have
at least one negative diagonal entry. Aswell, since A is irreducible, it must have at least six nonzero off-
diagonal entries. If A has at least eight nonzero off-diagonal entries, then the result follows. Otherwise,
A has either six or seven nonzero off-diagonal entries. If A has only six nonzero off-diagonal entries,
then D(A) contains a 6-cycle and there must be at least two more nonzero off-diagonal entries to
ensure nonzero principal minors of orders 2, 3, 4 and 5. If A has exactly seven nonzero off-diagonal
entries, then the following cases must be considered.
• D(A) contains a j-cycle and a k-cycle, where 3  j  6 and 4  k  6. If this were the case, A
must have at least one more nonzero entry to have a nonzero principal minor of order 2.
• D(A) contains a 2-cycle and a j-cycle, where j = 5 or 6. If this were the case, A must have at least
one more nonzero entry to have a nonzero principal minor of order 4.
In each case, A has at least 9 nonzero entries. 
It becomes increasingly challenging to determine the least number of nonzero entries in an n × n
minimally PS sign pattern for larger values of n.
3.3. Sign patterns constructed from Theorem 2.2.6
.Theorem 3.3.1. If Theorem 2.2.6 is used with PS sign patterns Ai of order ni (1  i  k), j = 1 and
Y1 = Y2 to construct a PS sign patternB of order N = Nk +3 (with Nk ≥ 3) and if Ai has 2ni − r nonzero
entries, then B has 2N − (k(r − 1) + 2) nonzero entries.
Proof. The total number of nonzero entries in A1, . . . ,Ak is 2n1 − r + · · · +2nk − r = 2Nk − kr.
There are an additional k+4 nonzero entries inB for a total of 2N− (k(r−1)+2) nonzero entries. 
Corollary 3.3.2. For n  4, there exist n × n irreducible PS sign patterns with 2n − ( n
3
	 + 1) nonzero
entries.
Proof. The proof is by induction on n. If n = 4, then sgn(B) for thematrix B in Example 3.1.5 is PS with
2n − ( n
3
	 + 1) = 6 nonzero entries. If n = 5, the stable matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1 0 0 0
−3 0 1 0 0
0 0 0 1 0
0 −1 0 0 1
− 1
10
0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
has 2n − ( n
3
	 + 1) = 8 nonzero entries. If n = 6, then sgn(A) for the matrix A in Example 3.2.2 is
PS with 2n − ( n
3
	 + 1) = 9 nonzero entries. Suppose the statement is true for all n  t. Therefore,
there exists a t × t PS sign pattern Awith 2t − ( t
3
	 + 1) nonzero entries. Theorem 3.3.1 with k = 1,
A1 = A, N1 = n1 = t and r =  t3	 + 1 gives B having
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2(t + 3) − ( t
3
	 + 2) = 2(t + 3) − ( t+3
3
	 + 1)
nonzero entries. The theorem follows by induction. 
Example 3.3.3 shows the construction of a PS sign pattern of order 9 using Theorem 3.3.1, where
k = 1, n = 6, r = 3 and A1 is equal to matrix A in Example 3.2.2.
Example 3.3.3. The irreducible matrix
B =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 1 0 0 0 0 0 0 0
−2 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 −1 0 0 −3 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
− 1
20
0 0 0 0 0 0 −1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
is stable and sgn(B) is PS with 2n − 4 = 14 nonzero entries.
Corollary 3.3.2 shows that there exist n × n irreducible PS sign patterns with 2n − 3 nonzero
entries for n = 7 or 8. However, it is not known whether there exist any with fewer than 2n − 3
entries. Example 3.3.3 confirms that there is a 9 × 9 irreducible PS sign pattern with 2n − 4 = 14
nonzero entries, although it is also not known if this is the minimum number for n = 9.
4. Concluding remarks
The problem of characterizing potential stability is well known to be a difficult problem. We have
developed new techniques for constructing PS sign patterns of arbitrary orders. The constructions
described in Section 2 provide sufficient conditions for potential stability and can each be used to
expand the list of known PS sign patterns. With the exception of Theorem 2.3.1, the constructions do
not require a stable realization of a known lower order PS sign pattern in order to construct a higher
order PS sign pattern.
In Section 3, the number of nonzero entries in a PS sign pattern is considered. Theorem 3.1.3 shows
that an n × n irreducible sign pattern with 2n − 2 or fewer nonzero entries cannot allow a nest (but
may be PS). In Section 3.2, the least number of nonzero entries in an irreducible PS sign pattern is
given for n = 2, 3, 4, 5 and 6. The minimum number of nonzero entries in an n × n irreducible PS
sign pattern for n  7 is unknown. A construction is given that can generate n× n irreducible PS sign
patterns with 2n− ( n
3
	+ 1) nonzero entries for n  4. Prior to this work, all of the n× n irreducible
PS sign patterns in the literature had at least 2n − 2 nonzero entries.
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