Abstract. We present deep V,I photometry of two 9.4 ′ × 9.4 ′ field in the outer regions of the M 33 galaxy. We obtain a robust detection of the luminosity of the Red Giant Branch Tip ( 
Introduction
1 The accurate determination of the distance to Local Group galaxies is critical for the establishment of a reliable extragalactic distance scale. In particular, local late-type galaxies as the Large Magellanic Cloud, M 31 and M 33 are the sites of choice for the calibration of several secondary distance indicators.
The Sc II-III spiral M 33 (NGC 598 or Triangulum galaxy) is the third-brightest member of the Local Group (see Van den Bergh, 2000 , for a review). In spite of that, while Cepheid variables were discovered as early as 1920 in this galaxy (Hubble, 1926) , reliable distance estimates have become available only after 1980 (Sandage & Carlson, 1983; Christian & Schommer, 1987) and differences of the order of ∼ 0.3 mag can be found even among the most recent estimates of the M 33 distance modulus (see McConnachie et al., 2004, and references therein) .
Concerning the stellar populations of M 33, most of the studies have centered their attention on the massive (young) stars populating the disc (see, for example Van den Bergh, 1991 Urbaneja et al., 2002 , and references therein), and/or on the innermost regions of the galaxy (Mighell & Rich, Send offprint requests to: S. Galleti 1 Based on observations made with the Italian Telescopio Nazionale Galileo (TNG) operated on the island of La Palma by the Centro Galileo Galilei of the INAF (Istituto Nazionale di Astrofisica) at the Spanish Observatorio del Roque de los Muchachos of the Instituto de Astrofisica de Canarias.
1995; Stephens & Frogel, 2002) . On the other hand, only a few authors have provided some insight into the outer regions and the (possible) halo population ( see Mould & Kristian (1986) , Wilson et al. (1990) , Davidge (2003) and the HST-WFPC2 study by Kim et al. (2002) ).
Here we present V and I photometry (reaching V ∼ 24.5) of two fields located at ∼ 15 ′ and ∼ 28 ′ from the center of M 33, to the North-West of the main body of the galaxy, approximately in the direction of the minor axis (see Fig. 1 ). The Tip of the Red Giant Branch (TRGB) is cleanly detected with our data and we use it to derive a robust estimate of the distance modulus of M 33 adopting the RR Lyrae-independent calibration provided by Bellazzini, Ferraro & Pancino (2001) , Bellazzini et al. (2004) . This is the main aim of the present study which is part of a large programme devoted to the determination of homogeneous distances for most of the galaxies of the Local Group (see Bellazzini et al., 2002) . The metallicity distribution of the RGB stars in the considered fields is also obtained from photometric estimates, following the method by Bellazzini et al. (2003) . Shortly after this paper was submitted, a preprint was posted (Tiede et al., 2004, hereafter T04) presenting the analysis of a 6.8 ′ × 6.8 ′ field located in the SouthEastern region of M 33 at ∼ 20 ′ from its center. The analysis is very similar to that performed here and the results are in excellent agreement, as we will show below.
The structure of the paper is as follows: in Sect. 2 we describe the observational material, the data reduction process and the photometric calibration; in Sect. 3 we present the colormagnitude diagrams (CDMs), our TRGB estimate of the dis- tance modulus, and the (photometric) metallicity distributions. The stellar content of the considered fields is also briefly discussed. A brief summary and the main conclusions are reported in Sect. 4.
Observations and data reduction

Observations
The observations were carried out on September 7 and 8, 2002, with the imager/spectrograph DoLoRes at the 3.52m Italian telescope Telescopio Nazionale Galileo (TNG) in La Palma (Canary Island, Spain) . DoLoRes is equipped with a 2048 x 2048 pixel thinned and back-illuminated Loral CCD array with a total field of view of 9'.4 x 9'.4, and a scale of 0.275 "/px. The seeing was remarkably good and stable, ranging between 0.8 ′′ and 1.1 ′′ FWHM for all the scientific images. Two fields were imaged along the minor axes in V and I filters. The locations of the fields are shown in Figure 1 and listed in Table 1 along with the date, the filter and the exposure time of all the scientific exposures. A total of 7 V and 6 I 600 s exposures have been acquired for the inner field (Field 1, hereafter F1) and 8 V and 6 I 600 s for the outer field (Field 2, hereafter F2). The distance of the field center from the center of the galaxy is ≃ 15 ′ for F1 and ≃ 28 ′ for F2.
Data analysis
All the images were corrected for bias and flat-field using standard IRAF procedures. The relative photometry was carried out with the PSF-fitting code DoPhot (Schechter et al. (1993) ). Each frame was independently reduced. A 3 σ threshold above the background noise was adopted for the search for sources on the frames and the spatial variations of the PSF were modeled with a quadratic polynomial function. Only the sources classified as stars by the code were retained. All the V and I catalogues of a given field were reported to the (instrumental) photometric system of the best-seeing image acquired un- der photometric conditions. The catalogues were then crosscorrelated, the magnitudes were averaged and the standard deviation adopted as the photometric uncertainty of the individual stars. In the final catalogue of instrumental magnitudes and positions we have retained only the sources that have at least three valid measures of the magnitude for each passband (e.g. at least 3 V and 3 I). Moreover, all the stars with an associated error (either in V or I magnitude) larger than three times the average uncertainty at their magnitude level were excluded from the sample. The final F1 and F2 catalogues contains 26399 and 1937 sources, respectively. Accurate aperture corrections have been obtained for each field on a few tens of bright and isolated stars. The stellar crowding is quite low in the considered fields that sample external low-surface brightness regions of the galaxy. Even in F1 the average stellar density is as low as 0.08 stars/arcsec 2 (considering all the detected stars). For the applications presented in this paper the effects of incompleteness are not an issue since we always compare subsets of stars that are homogeneous in magnitude and color (see Sect. 3.3 and 3.4 below) . No attempt is made to determine the true Luminosity Functions of the observed sequences. The TRGB level, the main target of the present study, occurs more than 3 magnitudes above the limiting magnitude, a range in which the considered sample is likely ∼ 100% complete. Since the photometric uncertainties of individual stars (in each passband) are empirically estimated as the standard deviations of 3 to 8 independent measures of the magnitudes there is no need for artificial star experiments to characterize photometric errors.
Photometric calibration
The absolute calibration has been obtained from several repeated observations of Landolt (1992) standard fields, including all the stars listed in the extended catalog of calibrators provided by Stetson (2000) . The coefficients of atmospheric extinction (C ext ) were directly obtained by repeated observations of the same standard field at different air mass. The final calibrating equations and C ext are shown in the upper panels of Figure 2 .
To check the accuracy (and reproducibility) of the photometric calibration we reduced one V and one I 30 s frames centered on the globular cluster NGC 6779, acquired during Rosenberg et al. (2000) . the second night of the run. The catalogue was calibrated with the relations shown in Fig. 2 and the final photometry was compared with the photometry of the cluster provided by Rosenberg et al. (2000) . The results of the comparison (shown in the lower panels of Fig. 2 ) demonstrate that our photometry is in excellent agreement with that of Rosenberg et al. (2000) , an the characteristic uncertainty of our absolute calibration is of the order of ≤ ±0.02 mag.
Results
Color-Magnitude Diagram
The Color Magnitude Diagrams (CMD) of the observed field are presented in Fig. 3 . The CMD of F1 is dominated by a wide RGB sequence, running from I ∼ 20.6 down to the limiting magnitude of the photometry. The exact location of the TRGB (as derived in Sect. 3.2, below) is reported in the CMDs as a horizontal line to the red of the observed RGB. The sources brighter and redder than the RGB Tip are likely bright Asymptotic Giant Branch (AGB) stars, probably associated with an intermediate-age (and/or metal-rich) population (see Davidge, 2003 , for an extensive discussion). The presence of a conspicuous plume of intermediate-young Main Sequence (MS) stars reaching I ≃ 19.4 is also evident on the blue side of the CMD, with a sharp blue edge at V − I ≃ 0.0. In the CMD of F2 only the RGB and AGB population are discernible, while the blue MS stars are completely absent. Star counts on the RGB indicate that the stellar density drops by a factor > 20 from F1 to F2.
The contamination by foreground Galactic stars is negligible for the purposes of the present study. The Galactic model by Robin et al. (2003) predicts fewer than 200 Galactic stars in the observed fields within the color and magnitude ranges spanned by the CMDs of Fig. 3 . By inspection of the synthetic CMD obtained with the Robin et al. (2003) model we conclude that even in the poorly populated F2 the only region of the CMD that may be significantly affected by Galactic contamination is that which hosts bright AGB stars, e.g. V−I > ∼ 1.8 and V < ∼ 20.6 (see Sect. 3.4, below).
TRGB distance
The use of Tip of the Red Giant Branch (TRGB) as a standard candle is now a widely used technique to estimate the distance to galaxies of any morphological type (see Lee, Freedman & Madore, 1993; Madore & Freedman, 1995 Walker, 2003 , for a detailed description of the method, recent reviews and applications). The underlying physics is well understood (Madore & Freedman, 1998; Salaris, Cassisi & Weiss, 2002 ) and the observational procedure is operationally well defined (Madore & Freedman, 1995) . The key observable is the sharp cut-off occur-ring at the bright end of the RGB Luminosity Function (LF) that can be easily detected with the application of an edge-detector filter (Sobel filter, Madore & Freedman, 1995; Sakai, Madore & Freedman, 1996) or by other (generally parametric) techniques (see, for example Méndez et al., 2002; McConnachie et al., 2004) . The necessary condition for a safe application of the technique is that the observed RGB Luminosity Function should be well populated, with more than ∼ 100 stars within 1 mag from the TRGB (Madore & Freedman, 1995; Bellazzini et al., 2002) .
The F2 sample is not sufficiently populated for a safe application of the method while the F1 sample clearly fulfils the above criterion (there are more than 2500 RGB stars within 1 mag from the TRGB), hence we limit the TRGB research to F1. As a first step, to limit the range of metallicity of the stars involved in the TRGB detection, we select RGB stars by color following the approach adopted by McConnachie et al. (2004) . The adopted selection includes the main bulk of the RGB population and it is shown in the lower left panel of Fig. 4 . The logarithmic LF is presented as an ordinary histogram and as a generalized histogram (e.g. the histogram convolved with a Gaussian with standard deviation equal to the photometric error at the given magnitude, see Laird et al., 1988; Bellazzini et al., 2002 , for definitions and references) in the upper left and upper right panels of Fig. 4 , respectively. The sharp cut-off is an obvious feature of both representations of the LF and is easily detected by the Sobel filter (Fig. 4 , lower right panel). As usual, the peak of the filter response is taken as the best estimate of the TRGB location and the Half Width at Half Maximum of the same peak is taken as the associated uncertainty, I
T RGB = 20.72 ± 0.08. If we consider the most recent estimates in the literature, our value is ∼ 2.2σ larger than that found by McConnachie et al. (2004, I T RGB = 20.54 ± 0.01; but these authors provide only a formal error on their estimate), and ∼ 1 − 2σ lower than the estimates by Kim et al. (2002, I T RGB = 20.82 − 20.92 ± 0.05 depending on the considered field), e.g. it is bracketed by the two quoted results. On the other hand our estimate is in excellent agreement with that obtained by T04 (I T RGB = 20.75 ± 0.02). We adopt E(B − V) = 0.04, according to the reddening maps by Schlegel et al. (1998) and Burstein & Heiles (1984) and A I = 1.76E(B − V), according to Dean, Warren & Cousins (1978) . We note however that most of the other available estimates of the foreground reddening cluster around E(B − V) = 0.08 (see Van den Bergh, 1991 , and references therein). To account for this, we report also the results we obtain adopting E(B − V) = 0.08 (see Table 2 , below). Note that the effects of this different assumption are small either on the final distance modulus (e.g. 0.05 mag) or the average metallicity (≤ 0.15 dex; see Tab. 2). According to the detailed dust maps of M 33 by Hippelein et al. (2003) the effect of the intrinsic extinction should be negligible in the fields considered here.
In Bellazzini, Ferraro & Pancino (2001) we have provided a robust zero-point to the calibrating relation providing the absolute I magnitude of the tip (M
T RGB I
) as a function of metallicity ([Fe/H], in the Zinn & West (1984) scale, hereafter ZW), based on the geometric distance to the cluster ω Centauri obtained by Thompson et al. (2001) using the double-lined de- Salaris, Chieffi & Straniero (1993) and Ferraro et al. (1999) for definitions and discussion) that we adopt in the present analysis.
Since the distance modulus derived from I T RGB is weakly dependent on metallicity, and our metallicity estimates (obtained by comparison with template RGB ridge lines, see below) depend on the assumed distance modulus, we adopted an iterative method to find simultaneously the two quantities searched for. First we derived a preliminary distance modulus adopting M T RGB I = −4.04, then we derived a median metallicity of the considered population as described in Sect. 3.3 below, and we obtained a refined estimate of the modulus using the obtained median metallicity ( The process converged to stable values of the distance modulus and of the median metallicity in 2-3 iterations, independently of the assumed reddening and/or the considered metallicity scale. Our final estimate (for E(B − V) = 0.04 and Galleti, Bellazzini & Ferraro 
Metallicity
We derive the Metallicity Distributions (MD) of the studied fields from the Color and Magnitude distribution of RGB stars (transformed to the absolute (V − I) 0 vs. M I plane adopting the reddening and distance modulus described above) by interpolation on a grid of RGB ridgelines of template globular clusters, adopting the same scheme as Bellazzini et al. (2003) . Essentially the same approach is adopted also by T04. The MDs are obtained in different metallicity scales, e.g. the ZW scale, the scale by Carretta & Gratton (1997, hereafter CG) and the global metallicity scale described in Ferraro et al. (1999) , to make the comparison with other studies easier. While the individual photometric metallicities provided by the adopted procedure may be quite uncertain, the overall metallicity distribution and its average properties are sufficiently well characterized to provide interesting insights into the stellar population under analysis and it has been widely used, in recent years, in the study of resolved galaxies (see Bellazzini et al., 2003 , for details, discussion and references). The color distribution of RGB stars should depend -to a lesser extent -also on the age distribution of the underlying population. T04 studied this problem in the case of M 33 by mean of synthetic CMDs drawn from theoretical evolutionary tracks and concluded that "...the ages of the RGB stars are not likely to significantly affect the derived MDs...". They estimate that the maximum expected shift of the peak of the MDs is of the order of 0.1-0.2 dex. Finally, the young MS population observed in F1 -and not in F2 -cannot affect the comparison between the MDs of the two fields since their evolved counterparts should be negligible in number and do not fall in the selection box we adopt to obtain MDs (see Fig. 5 and 7, below) . When dealing with photometric metallicities it should be kept in mind that the underlying age distribution may affect the derived MDs.
In Fig. 3 , such red stars are just above the limiting magnitude at their color. For this reason we will not discuss in detail this feature in the following. Deeper photometry is needed to firmly assess the possible presence of an excess of very red RGB stars in this region.
In Fig. 6 we present the MDs (in the form of generalized histograms) as a function of the global metallicity for F1 (upper left panel) and F2 (upper right panel). To study in finer detail the radial behavior of he MD we split F1 in two subregions (A and B) of similar area. In particular F1 A contains all the F1 
stars less distant than 15
′ from the center of M 33, while the F1 stars with r ≥ 15 ′ are assigned to F1 B. The MDs of F1 A and F1 B are plotted in the lower left and lower right panels of Fig. 6 , respectively. Note that if we exclude from the interpolation the stars with M I ≥ −2.5, i.e. in the range where the sensitivity of color to metallicity is lower, the obtained MDs are unchanged. This experiment also demonstrates that the derived MD are not sensitive to the effect of incompleteness, as expected. The average properties of all the considered MDs are summarized in Table 2 , for two different assumptions of E(B-V). There are a number of considerations emerging from the inspection of Fig. 6 and Table 2: 1. The MD of all the considered fields shows a strong peak at [M/H] ≃ −0.7. This justifies our assumption of the median metallicity as the characteristic value of the dominant population in our determination of the TRGB distance. A sparsely populated tail of metal-poor stars extending to [M/H] < −2.0 is also present in all the presented MDs. This general similarity over large areas of the galaxy (F1 covers a range of galactocentric distances from ∼ 2.4 Kpc to ∼ 5 Kpc, F2 from ∼ 5.5 Kpc to ∼ 8.2 Kpc) is in agreement with the results by Kim et al. (2002) and is reminiscent of what is observed in M 31 (Bellazzini et al., 2003) . Our MDs are very similar to those obtained by T04. 2. The bell-shaped curve plotted as a dotted line in the upper left panel of Fig. 6 displays the response of the adopted interpolation scheme to a Simple Stellar Population (SSP, i.e. a population of stars having the same age and chemical composition, Renzini & Fusi Pecci, 1988) observed under the same conditions as our real data. It has been obtained adopting, as input for the interpolation, a synthetic RGB population whose color width is entirely due to the photometric errors. The I magnitude of the "synthetic" stars is extracted from the observed RGB luminosity function, the V-I color is obtained from the average ridge line of the observed RGB plus a photometric error drawn at random from a Gaussian distribution having σ equal to the average observed photometric uncertainty at the considered magnitude (as done in Bellazzini et al., 2002) . To obtain the true width of the underlying MD the described "instrumental response" should be deconvolved from the observed MD (continuous line). The main peak of the observed MD is well fitted by a Gaussian distribution with σ = 0.34 dex, while the instrumental response curve is well approximated by a Gaussian distribution with σ = 0.23 dex. It may be concluded that the true intrinsic dispersion of the main peak of the MD is σ ≃ 0.25 dex. 3. By comparison with ridge lines of template globular clusters, Mould & Kristian (1986) Mould & Kristian (1986) . We tentatively ascribe this difference to a possible problem in the absolute calibration of Mould & Kristian's photometry. This hypothesis is confirmed by the results of T04. 4. Assuming the same distance modulus as Mould & Kristian (1986) , Kim et al. (2002) obtain −0.61 ≤< [Fe/H] ZW >≤ −0.86 for 10 fields covering (approximately) the same radial range than our F1. The agreement with our results is much better than with Mould & Kristian's one, still the difference is not negligible and it is not justified by the different distance modulus assumed (a larger distance modulus should imply a brighter and hence more metal-poor RGB). However Kim et al. (2002) derived their mean metallicity from the mean (V − I) 0 color at M I = −3.5. We consider our median/mean metallicities, derived from all the RGB stars brighter than M I = −2.0 and based on an accurately checked photometric calibration, as more robust and safer than those by Kim et al. (2002) . 5. Kim et al. (2002) found a weak radial gradient in the mean metallicity (0.2 dex) in the range 1 ≤ R ≤ 5 Kpc (see also T04). We find no sign of variation of the mean metallicity in the range 2.4 ≤ R ≤ 8.2 Kpc, but such feeble differences may have gone undetected at the level of accuracy of our relative photometry (e.g. may be hidden in the "instrumental width" of the observed sequences). 6. The weak shoulder at [M/H] ∼ −0.2 in the MD of F2 is due to the handful of red stars around the ridge line of NGC 6553 discussed above, hence, at the present stage, cannot be trusted as a real feature of the MD (but it deserves further investigation).
Stellar Populations and radial distributions
The stellar content of the outer region of M 33 is poorly explored. It is interesting to investigate if the different kind of stars identified in our CMDs share the same spatial distribution.
To check this point we defined three selection boxes that are depicted in the F1 CMD shown in Fig. 7 . Note that the boxes are defined in a range of magnitude in which incompleteness effects should be weak or negligible (M I < −3.0, e.g. more than 2 mag above the limiting magnitude) and cover similar magnitude ranges.
As a guideline, we have superimposed three isochrones of solar metallicity and age = 20, 40, 100 Myr (continuous lines) and three isochrones with [M/H] = −0.7 and age = 2, 6, 12 Gyr (empty symbols) from the set by Girardi et al. (2000) . The bluest box samples the upper MS, e.g. young stars with age ≤ 100 Myr. The large box above the TRGB samples the bright AGB stars, the smaller box samples the brightest RGB stars. Both kinds of tracers are associated with intermediate to old age stars, but are not necessarily linked thogether. In particular, bright RGB stars trace populations older than 1 − 2 gyr (see Salaris, Cassisi & Weiss, 2002 , and references therein). In the following, R must be intended as the projected angular distance from the center of the galaxy.
In the upper panels of Fig. 8 the adopted selection boxes are superposed on the CMDs of F1 (left panel) and F2 (right panel). The lower panels of Fig. 8 show the cumulative radial distributions of the stars falling in the boxes in the two different fields. In the radial range covered by F1 the distributions of RGB and AGB stars are indistinguishable. On the other hand, MS stars appear much more centrally concentrated since their distribution seems to end at R ∼ 17 ′ − 18 ′ , e.g. around 2 disc scalelengths ( Van den Bergh, 1991) . According to a KolmogorovSmirnov test, the probability that the MS and RGB samples are drawn from the same parent population is P ≤ 0.04%. This suggests that the RGB and AGB stars are not associated with the young disc component traced by MS stars. At least a (significant) fraction of them should belong to a more extended galactic component.
The radial distribution of MS stars is not reported in the lower right panel of Fig. 8 since, in agreement with the above conclusion, F2 is virtually devoid of stars populating the MS box. It is surprising to note that in this field, AGB stars appear to follow a significantly different distribution with respect to RGB stars. The distribution of AGB stars is less centrally concentrated and it is quite similar to uniform distribution on the sky. The latter fact would be naturally explained if the AGB sample of F2 would be dominated by foreground contamination (see also Davidge, 2003) . According to the predictions of the Galactic model by Robin et al. (2003) this seems to be the actual case. The model predicts that the number of Galactic stars falling in the AGB box is 48, less than compared to the 61 actually observed. Hence ≃ 80 % of the putative AGB stars in F2 are likely foreground stars. The impact is much smaller on the F1 stars where 584 stars are observed in the AGB box, hence the fraction of foreground contaminants is < 10 %. On the other hand the expected number of foreground stars falling in the RGB box is ∼ 4, e.g. negligible in both fields. Therefore, the difference of radial distribution shown in the lower right panel of Fig. 8 is completely spurious. On the other hand, if we consider star counts and take into account the corrections for foreground contamination, it turns out that while the number of RGB stars drops by a factor ≃ 27 going from F1 to F2, the number of AGB stars decreases by a larger factor, ≃ 42. This suggests that RGB stars may follow a more extended distribution with respect to AGB stars at large radii.
All the above considerations seem to indicate that populations of different characteristic ages follow different distributions on the sampled scales, the older stars having more extended distributions. This is suggestive of the presence of a weak "classical" old halo component in M 33. The only previous indication in this sense (from field stars) is provided by the discovery of a few candidate RR Lyrae variables by Pritchet (1988) , while all other hints of the existence of an old spheroidal stellar component come from the study of globular clusters (Schommer et al., 1991; Sarajedini et al., 2000) . Note, however, that an extended and old disc component is also compatible with our observations (see T04).
In the upper panel of Fig. 9 we report the radial profiles of RGB and MS stars over the range(s) sampled by the present study. The MS profile is reasonably reproduced by an exponential law with scale-length h = 9.2 ′ up to R ≃ 17 ′ , in agreement with the results by Kent (1987) . However, at R = 19 ′ the sharp drop of the density already observed and discussed in Fig. 8 is clearly evident. On the other hand the RGB profile is well fitted by an exponential law with h = 4.9 ′ over the whole radial range sampled by F1. The density of RGB stars falls significantly below the adopted exponential profile in F2, suggesting a break in the observed profile in the range 20 ′ < ∼ R < ∼ 25 ′ . In our view, the most interesting result of this comparison is that, even ignoring the observed density cut-offs, the RGB and MS distributions do have significantly different profiles, again suggesting a different origin.
The lower panel of Fig. 9 shows that in the radial range covered by F1 (10 ′ ≤ R ≤ 20 ′ ) the observed density profile of RGB stars is equally well fitted by the exponential law described above and by a R 1 4 law having effective radius R e = 2.7 ′ (in fact, the R 1 4 law provides a marginally better fit with respect to the exponential). It is interesting to note that the same R 1 4 law was found to provide a good fit also to the central bulge of M 33 (Boulesteix et al., 1980; Bothun, 1992) , suggesting a possible connection between the bulge and the putative halo component (but see Stephens & Frogel, 2002 , for a detailed decomposition of the inner profile). While suggestive, the above result is limited to the considered radial range (10 ′ ≤ R ≤ 20 ′ ) where the contribution of disc stars to the RGB population may be low. To correctly disentangle the contribution of the disc from that of the more extended component identified here, a complete sampling of the density profile from the center to the outskirts of the galaxy is needed, e.g. covering also the regions in which the surface brightness should be dominated by the exponential disc. This kind of analysis is clearly beyond the reach of the present study.
Conclusions
We have obtained a robust detection of the I magnitude of the TRGB in a field located at ∼ 15 ′ from the center of M 33, near the galaxy minor axis. Adopting the median metallicity we derived from the same data and the calibration of In Fig. 10 , our distance modulus is compared with previous estimates available in the literature. The large majority of the reported values are compatible, within the formal 1-σ errors, with our estimate. The only exceptions are provided by the oldest analysis of Cepheid variables, based on photographic plates (Madore et al., 1985; Christian & Schommer, 1987) . If we exclude these two estimates as well as those by Argon et al. (1998) and Greenhill et al. (1993) , that are affected by very large uncertainties, we obtain, from 19 independent estimates including ours, an average distance modulus (m−M) 0 = 24.69±0.15 (average ± standard deviation) in excellent agreement with our result. It is interesting to note that the standard error on the above average is just ǫ = σ/ √ 19 = 0.03 mag. Bellazzini et al., 2003 , for discussion and references); (b) the MDs are quite similar everywhere, within the sampled regions, similar to the case of M 31 (Bellazzini et al., 2003) .
In the radial range 10 ′ ≤ R ≤ 20 ′ , the AGB and RGB stars have a similar radial distribution, much more extended than that of young MS stars which appear to decrease abruptly around R = 18 ′ . The distribution of RGB stars is equally well fitted by an exponential law (but not the same that fits the distribution of MS stars) or by the same R 1/4 law that fits the central bulge (Boulesteix et al., 1980) . The density of RGB stars is observed to fall far below that predicted by both the adopted bestfit models at R ∼ 27 ′ , but the actual break may occur anywhere between R = 20 ′ and R = 27 ′ (e.g. between 4 and ∼ 5 exponential scalelenghts, in good agreement with the complete profile obtained by Ferguson et al. (2004) from the huge database presented in McConnachie et al. (2004); A. Ferguson, private communication) . The above results may suggest that a weak old-halo component is indeed present also in M 33, but probably the point could be established only with an analysis of the stellar kinematics in the considered radial ranges. The possibility to interpret the observations of the stellar content at large distance from the center of the galaxy in terms of an unexpectedly metal rich halo or of a very extended old disc is (again) ′ . The associated uncertainty is the Poisson noise of the star counts propagated to the adopted unities. reminescent of the case of M 31 (see Ferguson & Johnson, 2001; Bellazzini et al., 2003 , for discussions and references).
