In this paper we obtain local L q , q p, gradient estimates for weak solutions of elliptic equations of p-Laplacian type with small BMO coefficients.
Introduction
In this paper we mainly study the following quasilinear elliptic equation div (A∇u · ∇u) (p−2)/2 A∇u = div |f| p−2 f in Ω (1.1)
for p > 1. Here Ω is an open bounded domain in R n . Moreover, f = (f 1 , . . . , f n ) is a given vector field and A = {a ij (x)} n×n is a symmetric matrix with measurable coefficients satisfying the uniformly elliptic condition
for all ξ ∈ R n and almost every x ∈ R n , and for some positive constant Λ. When A is the identity matrix, the authors in [6, 9] obtained L q , q p, gradient estimates for weak solutions of (1.1) while Acerbi and Mingione [1] studied the case that p = p(x). Moreover, Kinnunen and Zhou [8] have obtained L q , q p, gradient estimates for weak solutions of (1.1) with VMO coefficients. These authors' methods are all based on maximal functions. In this paper we give a new proof of L q , q p, gradient estimates for weak solutions of (1.1) with small BMO coefficients by a direct and simple approach without using maximal functions. We would like to point out our assumption that A is (δ, R)-vanishing weakens the assumption in [8] that A is in VMO space.
Throughout this paper we assume that the coefficients of A = {a ij } are in elliptic BMO spaces and their elliptic semi-norms are small enough. More precisely, we have the following definition. Recently L p estimates for second-order linear elliptic/parabolic problems with small BMO coefficients have been studied by Byun and Wang in [3, 4] . We would like to point out that a function in VMO satisfies the small BMO condition described above; needless to say, if a function satisfies the VMO condition, then it does the small BMO condition.
Definition 1.1 (Small BMO semi-norm condition). We say that the matrix A of coefficients is (δ, R)-vanishing
In the above definitions we mean R to be a positive constant while one can assume R = 1 by a scaling transform, and δ to be scaling invariant. Throughout this paper we mean δ to be a small positive constant.
We now state the definition of local weak solutions for (1.1). 
where B 4r (x 0 ) ⊂ Ω and the constant C is independent of u and f.
Our approach is very much influenced by [2, 8] . This paper will be organized as follows: In Section 2, we give some preliminary lemmas. We finish the proof of Theorem 1.3 in Section 3.
Preliminary lemmas
In this section we give some lemmas used in the next section. To start with, let u ∈ W 1,p loc (Ω) be a local weak solution of problem (1.1) and A be uniformly elliptic. By a shift and scaling transform we may as well assume that r = 1 and x 0 = 0 in Theorem 1.3. When q = p, the proof of Theorem 1.3 is trivial. 
Then by Definition 1.2, we have
and write the resulting expression as
where
Estimate of I 1 . It follows from the uniformly elliptic condition (1.2) that
Estimate of I 2 . From the uniformly elliptic condition (1.2) and Young's inequality with τ we have
Estimate of I 3 . From Young's inequality with τ we have
Estimate of I 4 . From Young's inequality we have
Combining all the estimates of I i (1 i 4), we deduce that
Selecting τ = 1/(4Λ) and recalling the definition of ζ , we completes the proof. 2
We henceforth assume that q > p. Now we denote q 1 by
Then we recall the following well-known result (see [8, 
where q 2 and C only depend on n, p, q 1 , Λ.
Next, we give two lemmas which are very important to obtain the main result, Theorem 1.3. The two lemmas are much influenced by Step 2 and Step 4 in [2] . We write
and
for λ > 0 while δ > 0 is going to be chosen later.
Since |∇u| is bounded in B 1 \ E(λ) for a fixed λ > 0, we focus our attention on the level set E(λ). Now we will decompose E(λ) into a family of disjoint balls.
Moreover, we have
, and for any ρ x i < s 1,
Proof. 1. For convenience, we denote
Now we claim that
To prove this, fix any w ∈ B 1 and 1/2 5 ρ 1. Then it follows from (2.1) that and that for ρ w < ρ 1,
From the argument above for a.e. w ∈ E(λ) there exists a ball B ρ w (w) constructed as above. Therefore, applying Vitali's covering lemma, we can find a family of disjoint balls {B 0 i } i∈N = {B ρ x i (x i )} i∈N , x i ∈ E(λ) so that the results of the lemma hold true. This completes our proof. 2
Next, we obtain the following estimates of balls {B 0 i }.
Lemma 2.4. Under the same hypothesis and results as in Lemma 2.3, we have
Proof. From the lemma above we see
since either of the following inequalities must be true:
Therefore, by splitting the right-hand side two integrals in (2.3) as follows we have
Thus we have concluded with the desired estimate. 2
Proof of main result
In the following it is sufficient to consider the proof of (1.3) as an a priori estimate, therefore assuming a priori that ∇u ∈ L q loc (Ω). This assumption can be removed in a standard way via an approximation argument as for instance the one in [10] . In view of Lemma 2.3, given λ λ * = 2 6n/p λ 0 , we can construct a family of disjoint balls {B 0 i } i∈N = {B ρ x i (x i )} i∈N , x i ∈ E(λ). Fix any i ∈ N and set u λ = u/λ and f λ = f/λ.
Then u λ is still a local weak solution of (1.1) with f λ replacing f. It follows from Lemma Proof. The conclusion (3.7) follows from (3.3), (3.4) and (3.6) since u and v are the weak solutions of (1.1) in Ω and (3.3) in B 2 , respectively. We may as well choose the test function ϕ = v − u ∈ W 1,p 0 (B 2 ) for u and v, and then a direct calculation shows the resulting expression as
Estimate of I 1 . We divide into two cases.
Case 1. p 2. Using the elementary inequality
for every ξ, η ∈ R n with C = C(p, Λ), we have
Case 2. 1 < p < 2. Using the elementary inequality
for every ξ, η ∈ R n and every τ ∈ (0, 1) with C = C(p, Λ), we have
Estimate of I 2 . Using the elementary inequality
for every ξ, η ∈ R n with C = C(p, Λ), and then using Young's inequality with τ and Hölder's inequality, we have
We remark that
as a consequence of (1.2) and (3.5), and
as a consequence of Lemma 2.2 and (3.6), where C = C(n, p, q 1 , Λ). Here we have used the assumption that δ < 1. Thus we deduce that
Estimate of I 3 . Using Young's inequality with τ and Hölder's inequality, we have
Combing all the estimates of I i (1 i 3) , we obtain
Selecting a small constant τ > 0 such that 0 < τ δ < 1, and then using (3.6), we conclude that
by selecting δ satisfying the last inequality above. This completes our proof. 
Then u i λ is a local weak solution of
and from (3.1) and (3.9) one can readily check that
Then according to Lemma 3.2, there exists a weak solution v of
Then changing variables, we recover the conclusion of Lemma 3.3. This completes the proof. 2
Now we are ready to prove the main result, Theorem 1.3.
Proof. From Lemma 3.3, for any λ λ * we have
, which follows from Lemma 2.4 that
where C = C(n, p, q 1 , Λ). Recalling the fact that the balls {B 0 i } are disjoint and
for any λ λ * , and then summing up on i ∈ N in the inequality above, we have for any λ λ * . Recalling the standard argument of measure theory, we compute
Estimate of J 1 . From the definitions of λ * and λ 0 in Section 2 we deduce that Then by a shift and scaling transform, we can finish the proof of the main result. 2
