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ABSTRACT
We establish the fluctuation-dissipation relation for a turbulent fluid layer
(ocean) subject to frictional forcing by a superposed lighter fluid layer (at-
mosphere) in local models of air-sea dynamics. The fluctuation-dissipation
relation reflects the fact that air-sea interaction not only injects energy in the
ocean but also dissipates it. Energy injection and dissipation must therefore be
related. The competition between the two processes determines the oceanic
energy budget in the idealized dynamics considered here. When applying the
fluctuation-dissipation relation to a two-dimensional two-layer Navier-Stokes
model with turbulent dynamics, in the atmosphere and the ocean, coupled by
a quadratic friction law, the friction parameter is estimated within 8% of the
true value, while the estimation of the mass ratio between the atmosphere and
the ocean fails, as the forcing time-scale is not faster than the characteristic
time-scale of the atmospheric dynamics.
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1. Introduction21
It was noted by Einstein (1906) that a Brownian particle in a fluid is subject to two processes,22
friction and fluctuations, which are both due to the surrounding fluid and must therefore be related23
(see Einstein (1906, 1956), Perrin (2014)). The fluctuation-dissipation relation (fdr) establishes24
the connection between the two processes (Barrat and Hansen (2003)). The fdr is a key subject25
of non-equilibrium statistical mechanics, it is applied to a large variety of linear and non-linear26
models and also to configurations where the “Brownian particle” is some “slow” property of a27
system.28
The case considered here: the dynamics of two two-dimensional layers of fluid, in turbulent29
motion, coupled by frictional forces at their interface, is conceptually similar. When the mass30
(per unit area) in the lower layer (ocean) is much higher than in the upper layer (atmosphere),31
the interactions resemble those of a heavy Brownian particle surrounded by light molecules. The32
atmospheric velocities are higher and vary more rapidly than the oceanic velocities. Based on this33
observation we extend the theory of a Brownian particle forced by collisions with molecules, to the34
case of the ocean forced by the atmosphere. The principal difference between the two cases is that35
the first is conservative and the second forced and dissipative. Energy and momentum is conserved36
when molecules and Brownian-particles collide, this leads to an equipartition of energy between37
all the particles involved, molecules and Brownian particles alike (see e.g. Einstein (1906)). When38
the wind blows over the ocean the total momentum of the air-sea system is conserved but most of39
the mechanical energy of the fluid flow is dissipated to heat in the friction process (see e.g. Moulin40
and Wirth (2016)). As a consequence we can not expect equipartition of energy between the41
ocean and the atmosphere. Equipartition is the corner stone of the fdr for Brownian motion, in the42
case of a dissipative system something else has to stand in lieu of. The theory of the fluctuation-43
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dissipation relation has been extended and applied to forced dissipative dynamical systems far44
from equilibrium, for a comprehensive review I refer the reader to Marconi et al. (2008).45
The problem presented here is one of non-equilibrium thermodynamics. Not only in the sense46
that the system evolves from one thermodynamic equilibrium state to another or that it considers47
the convergence of a perturbed system towards an equilibrium state. The system considered here48
is constantly forced and ensemble averages are evolving, it is in a statistically non-stationary state.49
As in the case of Brownian motion, the fluctuations and the dissipation of the ocean dynamics50
is due to the same process: in air-sea interaction it is the friction between the ocean and the51
atmosphere. When the friction law is linear (Rayleigh friction, with a constant coefficient) the52
friction time does neither depend on the horizontal structure nor the strength of the current. For53
the ocean layer forced by a varying atmosphere the time evolution of the momentum is governed54
by the shear between the atmosphere and the ocean and described by the first-order linear ordinary55
differential-equation:56
∂tuo = S(ua−uo), (1)
where ua and uo represent the two-dimensional (horizontal) velocity vectors at a point in the two57
dimensional (horizontal) domain or the averaged velocity in a given horizontal domain of the58
atmosphere and the ocean layers, respectively. From the above equation we see the double role59
of friction between the two layers, it drives the motion in the ocean, through Sua and it dissipates60
through −Suo. When the forcing is constant in time the ocean velocity converges exponentially61
to the atmospheric velocity with the characteristic friction time of S−1. When the forcing is much62
faster than the friction time, as it is usually the case when the “slow”ocean is forced by a “fast”63
atmosphere, eq. (1) is a Langevin equation (see appendix A, e.g. Barrat and Hansen (2003)), if the64
atmospheric dynamics is modelled by a stochastic process. The inverse friction time of an ocean65
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surface layer of depth D=10m subject to a wind forcing with u10 = 10m/s (atmospheric speed 10m66
above the sea-surface) is roughly a few days S = cdu10ρair/(ρwaterD) ≈ (10day)−1, where ρ. are67
the densities of the air and the seawater and cd = 10−3 is the surface drag coefficient. This time68
scale is slower than the atmospheric dynamics over a large range of scales. For further information69
on the dynamics in the planetary boundary layer and the friction over the ocean I refer the reader70
to Stull (2012), for the ocean mixed layer to Vallis (2017) and for air-sea interaction to Csanady71
(2001).72
In the above Langevin equation the first term gives the fluctuating force due to the chaotic73
dynamics of the atmosphere and the second term the dissipation by friction of the ocean at the in-74
terface. The first is random while the second is systematic, but both have the same origin and must75
therefore be related. This relationship is usually referred to as the fluctuation dissipation relation76
(fdr) (see e.g. Barrat and Hansen (2003)) and will be established here for air-sea interaction. The77
fluctuation dissipation theorem compares the response of a system subject to an external distur-78
bance to the internal fluctuations of the unperturbed system and will be considered elsewhere.79
By using eq. (1) we neglect the horizontal exchange of momentum for the point considered or80
through the horizontal boundary of the domain, when the variables present domain averages. The81
importance of fluxes through the interface with respect to horizontal fluxes through the domain82
boundary increases linearly with domain size, as the circumference of a domain grows linearly83
with its size and the surface area quadraticly. We further suppose that in our two-dimensional84
layer the horizontal friction is small enough so that the dissipation of energy by horizontal friction85
at small scales can be neglected. This is due to the inverse energy cascade of two-dimensional86
turbulence, which leads to smaller horizontal energy-dissipation for smaller viscosities (Boffetta87
and Ecke (2012)). If the viscosity is small enough the energy dissipation is dominated by the88
friction at the atmosphere-ocean interface.89
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When the energy in the ocean layer is considered, eq. (1) multiplied by uo, we see that the90
covariance between the velocities in both layers 〈ua ·uo〉A determines the energy input over a91
domain A.92
There is, however, an important difference to the classical Langevin equation, as the forcing by93
the atmospheric velocity at time to has some dependence on the ocean velocity at previous times94
t < to. Mathematically speaking, the process is non-Markovian, when only the ocean dynamics95
is considered. The correlation is such that the ocean does not reach a statistically stationary state.96
To take this important difference into account we consider the atmosphere-ocean system coupled97
by friction at the sea surface and subject to an external forcing, rather than the ocean subject to an98
atmospheric forcing. The governing equations (eqs. (2), (3)) are given in the next section.99
We will show that the fdr relates the velocity correlations in and between both layers. We also100
extend the fdr to a quadratic friction law between the atmosphere and the ocean. In this case101
the friction time is a function of the shear. We finally use the results from the local models, that102
have no horizontal extension, to apply the fdr to the case of a fine-resolution two-dimensional103
Navier-Stokes model for both, the atmosphere and the ocean, with a turbulent dynamics on a large104
range of horizontal scales. To explore the role of the fdr in air-sea-interaction we here work with105
a hierarchy of three models: a linear-friction and a quadratic-friction local model and a quadratic-106
friction two-dimensional Navier-Stokes model.107
The foundation of stochastic climate dynamics was laid by Hasselmann (1976) and Frankig-108
noul and Hasselmann (1977). Research on idealized models of the coupled air-sea system has109
been performed in recent years: Hogg et al. (2003) considered the dynamics of two superposed110
quasi-geostrophic models (one for the ocean and one for the atmosphere and both giving rise to a111
turbulent dynamics) interacting through mixed layer models. In their simulations heat exchange112
is bi-directional but the ocean velocities are not used in determining the exchange of momentum113
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at the air-sea interface. In the here presented work, there is no heat exchange and the momentum114
exchange is a function of the difference of the velocities between the atmosphere and the ocean.115
Using this physically consistent way of calculating the momentum exchange was found to lead to116
significant changes in the ocean dynamics Duhaut and Straub (2006), who used a constant-in-time117
prescribed wind-stress. It was furthermore demonstrated by by Beena and Von Storch (2009) that118
fast variability in the air-sea forcing has an important effect on the ocean circulation at large scales.119
This work was later extended to a coupled climate model with a stochastic term in the air-sea in-120
teraction by Williams (2012). In the present work I consider highly idealized models based on121
stochastic differential equations, which can be solved analytically, are used to analyse simulations122
of two dimensional models of interacting air-sea dynamics, where the variability is a result of the123
internal turbulent dynamics, only. I extend the fdr derived for the local sde to the two-dimensional124
turbulent deterministic model of air-sea interaction.125
By considering air-sea dynamics as one system, rather than the sea subject to an atmospheric126
forcing, has shown, in previous work, to give rise to a new instability mechanism (Moulin and127
Wirth (2014)) and new dynamical behavior (Moulin and Wirth (2016)). The present work aims128
at considering the air-sea-system in the simplest possible model having a dynamics over a large129
range of space and time scales. The effect of a rotating frame (Coriolis force) which is key to large-130
scale oceanic flow and air-sea interaction is not considered here. The important process of heat131
fluxes at the interface is not included, it is conceptually similar to the exchange of momentum and132
the same formalism can be applied. (Hasselmann (1976) and Frankignoul and Hasselmann (1977)133
considered heat, rather than momentum exchange). The purpose of the present work is to introduce134
the tools of non-equilibrium statistical mechanics, as stochastic differential equations and Fokker-135
Planck equations, in the field of air-sea interaction and to develop the basis of a hierarchy of136
models for air-sea interaction. Understanding the non-linear interactions of the ocean and the137
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atmosphere through a large variety of processes over an extended range of scales in time and138
space, asks for a hierarchy of models spanning the wide range from analytically solvable equations139
to comprehensive climate general circulation models (GCMs).140
2. Local interaction models141
A horizontal domain in the ocean exchanges energy with the atmosphere at its surface, but also142
with the surrounding ocean. As the circumference of a domain grows linearly with its size and143
the surface area quadraticly, the influence of the interactions at the surface will dominate over the144
lateral fluxes at the boundary, when the domain is large enough.145
a. Linear model146
The turbulent friction at the atmosphere-ocean interface is commonly modelled by a quadratic147
friction law, where the friction force is a constant times the product of the shear speed and the148
shear velocity (see e.g. Stull (2012)). The linear version with a constant eddy-coefficient allows for149
analytic solutions. It is also sometimes used in numerical simulations of the climate dynamics. The150
friction coefficient represents an average (in time and space) mimicking the real friction process.151
The mass of the atmosphere per unit area is set to unity. The mass of the ocean per unit area152
is m times the mass of the atmosphere, the total mass per unit area is M = m+1. The governing153
equations at each horizontal point, or of an average over a horizontal area, are:154
∂tua =−Sm(ua−uo) +F (2)
∂tuo = S (ua−uo) , (3)
where S is the inverse of the friction time in the ocean. When a linear model is used (S=const)155
both horizontal directions are un-coupled and the problem can be considered independently for156
each direction and we can restrict to studying a one dimensional problem. We therefore employ157
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scalar variables in this subsection. The conservation of total momentum (atmosphere plus ocean)158
sets the inverse friction time for the atmosphere to Sm. We set us = ua− uo, which is the shear159
mode and ut = ua +muo, which is the total inertia. Their dynamics is described by two decoupled160
linear equations:161
∂tus = −SMus +F (4)
∂tut = F. (5)
When the forcing is periodic in time F(t) = cos(ωt) the dynamics is periodic and time averages162
〈.〉t of second order moments give (see appendix B):163
〈u2a〉t
〈u2o〉t
=
ω2 +S2
S2
(6)
〈u2o〉t = 〈uauo〉t (7)
When the forcing is delta-correlated-in-time and Gaussian, the statistical properties are com-164
pletely defined by first and second order moments in the linear model. The dynamics is not statis-165
tically stationary and time averages are prohibited, as they depend on the length of the averaging166
interval. Averages are therefore taken over an ensemble (ω ∈ Ω) of realizations of forcing func-167
tions Fω and are denoted by 〈.〉Ω. Where ω is a realization out of the sample spaceΩ , which is the168
set of all possible outcomes. For convenience we suppose that initially (t0 = 0) the dynamics starts169
from rest. The shear mode is the solution of a linear Langevin equation leading to an Ornstein-170
Uhlenbeck process with zero mean and finite second order moment. The total inertia performs a171
centered Random walk, leading to a linear growth of its second order moment. The solution of172
the dynamics in the ocean and atmosphere is a linear combination of the shear mode and the total173
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inertia. The solutions are:174
us(t) =
∫ t
0 e
SM(t ′−t)F(t ′)dt ′ (8)
ut(t) =
∫ t
0 F(t
′)dt ′. (9)
ua(t) = 1M (ut +mus)
=
1
M
(∫ t
0 F(t
′)dt ′+m
∫ t
0 e
SM(t ′−t)F(t ′)dt ′
)
(10)
uo(t) = 1M (ut−us)
=
1
M
(∫ t
0 F(t
′)dt ′− ∫ t0 eSM(t ′−t)F(t ′)dt ′) . (11)
Using stochastic calculus (see appendix C) we obtain:175
〈u2a〉Ω =
R
M2
(
2t +
4m
SM
(1− e−SMt)+ m
2
SM
(1− e−2SMt)
)
(12)
〈u2o〉Ω =
R
M2
(
2t− 4
SM
(1− e−SMt)+ 1
SM
(1− e−2SMt)
)
(13)
〈uauo〉Ω =
R
M2
(
2t +
2(m−1)
SM
(1− e−SMt)− m
SM
(1− e−2SMt))
)
. (14)
The parameter R measures the strength of the delta-correlated fluctuating force, it is:176
2R =
∫ ∞
−∞
〈F(0)F(t ′)〉Ωdt ′. (15)
These equations are rich in information: expanding the above equations in a Taylor series we see177
that the initial growth of the square velocity in the atmosphere is linear in time, while it is cubic178
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for the ocean and quadratic for the covariance between the atmospheric and oceanic velocity:179
〈u2a〉Ω = 2Rt +O(t2) (16)
〈u2o〉Ω =
2RS2
3
t3 +O(t4) (17)
〈uauo〉Ω = RSt2 +O(t3) (18)
The diffusive growth of the total inertia mode and the boundedness of the shear mode lead to a180
constant and equal growth rate of the square velocity in the atmosphere, the ocean and the covari-181
ance between the atmosphere and ocean velocity, for t  (SM)−1. This resembles equipartition182
of Brownian motion, here not the average energy is constant and equal but the average increase of183
square velocity.184
The energy balance in the ocean is (using eq. (13) and (14)):185
1
2
∂t〈u2o〉Ω = S〈uauo−u2o〉Ω =
R(1− e−SMt)2
M2
. (19)
Showing again that, after the initial phase of (SM)−1, the square velocity in the ocean converges186
to a linear growth rate of 2RM−2, independent of the friction parameter (S). Equation (19) also187
connects eqs. (13) and (14) to the time derivative of eq. (13).188
We then deduce that for t (SM)−1 the following variables are related:189
〈(ua−uo)2〉Ω = RSM (20)
〈u2a−u2o〉Ω =
R(M +2)
SM2
(21)
〈uauo−u2o〉Ω =
R
SM2
. (22)
From the above equations it is clear that by observing the fluctuations in the atmosphere, the190
ocean and their covariances we can determine S, R and M.191
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Writing the different terms of eq. (19) in the long-term limit we get:192
1
2
∂t〈u2o〉Ω =
SR
M2
2t + m−2SM︸ ︷︷ ︸
fluctuation
−2t + 3
SM︸ ︷︷ ︸
dissipation
= RM2 . (23)
The first two terms in the parenthesis describe the effect of the atmospheric fluctuations that force193
the ocean, while the last two terms are due to dissipation. This can be seen by introducing eqs.194
(13), (14) into eq. (19). Both are related through the equal constant growth-rate of the atmospheric195
and oceanic square velocities and their covariance. One clearly sees that the first and third term,196
which come from the total-inertia mode in the atmosphere and the ocean, respectively, cancel.197
This is due to the fact, that the total inertia mode performs a random walk (Wiener-process) and198
no shear is associated to it. The second and forth term come from the shear-mode in the atmosphere199
and the ocean, respectively, it converges to a statistically stationary state, an Ornstein-Uhlenbeck200
process. The difference between the fluctuating force and the dissipation leads to a constant-201
in-time increase of the square velocity of the ocean. Although eq. (23) appears tautological, it202
exhibits the balance between fluctuation-dissipation and energy growth. This constitutes a form203
of a (double) fluctuation-dissipation relation, as the dissipation and the fluctuation are related by204
(i) the equal growth rate of their squares and (ii) by the offset between the two. In the case205
of Brownian motion there is equipartition of energy between molecules and Brownian particles,206
which is here replaced by the equal growth rate of the square velocities in the atmosphere, the207
ocean and their covariance. Their intersect values (second and fourth term in the parenthesis) are208
related through the mass difference per unit area (m).209
b. Quadratic models210
When the quadratic friction law is used, parameterizing the momentum exchange by turbulent211
boundary layers, both horizontal directions are coupled and a single variable can no longer be212
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used. The governing equations in two dimensional vector notation are:213
∂tua =− S˜m|us|us +F (24)
∂tuo = S˜ |us|us (25)
with us = ua−uo (bold letters design 2D vectors and |u| denotes the absolute value). The forcing214
F is two-dimensional, delta-correlated-in-time and Gaussian. The forcing in the two components215
is uncorrelated. Note that the model is local, so all (the four scalar) variables depend on time,216
only. Spatial dependence is not considered in this section on local models but will be discussed in217
sections 3 and 4. The stability parameter S˜ = cDL/(Hm) is the product of the atmospheric drag218
coefficient the horizontal length scale divided by the atmospheric layer thickness and the mass219
ratio between the ocean and the atmosphere. In the quadratic model the analytic results from the220
previous subsection are no-longer valid, but the governing equations (24) and (25) can still be221
decomposed in a shear part and a total-momentum part, that is eqs. (2) and (3) become:222
∂tus = −S˜M|us|us +F (26)
∂tut = F (27)
with ut = ua +muo (bold letters design 2D vectors). Note that the two modes remain uncoupled223
in the quadratic model, as the total inertia is not changed by the quadratic friction-law, it does not224
depend on the shear and the total inertia does not affect the shear mode. The inverse damping time225
of the shear mode is S˜M|us|.226
The equation for the square velocity of the shear mode is:227
1
2
∂tu2s = −S˜M|us|u2s +F ·us. (28)
When time averages are taken (the shear mode is stationary) we have:228
〈S˜M(u2s )3/2〉t = 〈F ·us〉t = 2R. (29)
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The last equation follows from Stratonovich stochastic calculus (Platen (1999)). When we intro-229
duced in eq. (29) the normalized third order moment of the shear speed:230
µ =
〈(u2s )3/2〉
〈u2s 〉3/2
, (30)
we obtain that 〈u2s 〉1/2 = (2R/(µ S˜M))1/3. The factor two appears as the calculations are two-231
dimensional and an independent random-force is applied to both components. We can construct a232
linear Langevin equation with the same second-order moments by introducing the eddy friction233
Seddy
S˜
=
〈(u2s )3/2〉
〈u2s 〉3/2
〈(u2s )1/2〉=
(
µ22R
S˜M
)1/3
. (31)
This means, that the linear eq. (4) with S replaced by Seddy has the same first and second-order234
moments as the non-linear equation (26). When we suppose that the components of the velocity235
vector are Gaussian (the pdf of the square-speed is then chi-squared and Weibull) we obtain:236
µGaussian =
〈(u2s )3/2〉
〈u2s 〉3/2
=
3
√
pi
4
≈ 1.3293404. (32)
In the nonlinear case considered here the dynamics deviates from Gaussian and the actual value can237
be obtained through numerically solving a large ensemble of realizations based on the stochastic238
differential equations.239
There is, besides the stochastic differential equations approach a second way to study stochastic240
processes: the Fokker-Planck equation. In this approach the object under consideration is the241
probability density function (pdf) and its time evolution in phase space. In the linear case the pdf242
is Gaussian and its evolution completely described by the first and second order moment. In the243
non-linear case this is no-longer true. In appendix D we derive the Fokker-Planck equation for the244
present model and determine the stationary solution of the pdf of the shear mode. This allows to245
determine an analytic solution (using the gamma-function Γ(x)) of the true value of the normalized246
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third order moment in the stationary case:247
µtrue =
2
3
[
Γ(2/3)
Γ(4/3)
]3/2
≈ 1.2449 (33)
which is less than 7% lower than the Gaussian value.248
c. Numerical Results249
The linear and non-linear model are integrated numerically (see appendix E), with an ensemble250
size of 106. Numerical results for the variances of the atmospheric and oceanic velocities and their251
covariance presented in the fig. 1, show an almost perfect agreement between the analytic model252
(eqs. 12 - 14) and the linear model. They also confirm the validity of the eddy-friction approach,253
that is, the second-order moments of the non-linear simulations with (M = 101, S˜ = 10−3,R = 0.5)254
are well fitted by linear integrations with an eddy friction coefficient Seddy based on the analytic255
value given in eq. (33) an calculated by eq. (31) of S = 2.4849 · 10−3. The analytic value is for256
a stationary pdf and does not apply to the initial adjustment process, this explains the difference257
between the numerical experiments and the eddy-friction approach in the initial phase. Numerical258
results reveal that the value is independent of R and S˜ (not shown).259
Note that in the linear and the non-linear case we have that: (i) there is a linear growth term260
in the energy of the atmosphere, the ocean and in the covariance between the atmospheric and261
oceanic velocity; (ii) the energy transfer between the atmosphere and the ocean and the energy in262
the ocean does not depend on the friction parameter (S).263
3. Two-dimensional model264
We now consider the interaction of two two-dimensional fluid layers in turbulent motion. The265
square domain has a side-length of l = 10 and is periodic in both horizontal directions. The two266
layers of different mass are coupled through a quadratic friction law. The governing equations for267
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the two components of the velocity fields are:268
∂tvi +vi∇vi = S˜i−νi∇4vi +Fi (34)
where the two-dimensional field vi(x,y, t) is the local velocity of the atmosphere (i = a) and the269
ocean (i = o). The friction between the two layers is270
S˜a =−S˜m|vs|vs (35)
S˜o =−S˜a/m (36)
where the subscript S denotes the shear mode as in the previous section, m = 100 is the mass271
ratio of the oceanic and atmospheric layer and the stability parameter is S˜ = 10−3. Such value is272
obtained, for example, by an atmospheric friction coefficient of cD = 10−3 a horizontal length scale273
of L = 2. ·104m, an atmospheric boundary layer thickness of H = 2. ·102m and a 26m thick ocean274
mixed layer. A particularity of the quadratic drag law is that the balance between the (advective)275
non-linearity and the dissipation does not depend on the fluid speed as both are quadratic. The276
dimensional time scale is given by t = L/|vs|. For a discussion on two-dimensional turbulence277
subject to quadratic dissipation, I refer the reader to Grianik et al. (2004). The external forcing278
Fi applies only to the atmosphere (Fo = 0), it is such that the vorticity of mode kx = 2pi80/L is279
fixed. When the vorticity in the forced mode is changed by the turbulent dynamics, the forcing280
restores it instantaneously to the prescribed value. Such kind of forcing has no direct influence on281
all other modes, which can evolve freely. It mimics the effect of the forcing of the flow above the282
atmospheric surface layer which evolves on a slower time scale. The forcing thus happens on the283
internal time-scale of the atmospheric dynamics at the forcing scale and not on a fast time scale284
as in the models discussed above. As the atmosphere evolves on a much faster time-scale than285
the ocean, the forcing of the latter by the former happens on a faster time-scale than the ocean286
dynamics. Such a forcing is also not independent of the atmospheric velocity field. Due to the287
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turbulent dynamics in both layers the forcing is not visible in the snapshots of the vorticity, neither288
in the atmosphere nor in the ocean (Fig. 2). It becomes visible in long-term averages.289
The numerical model used is a pseudo-spectral code of the 2D-Navier-Stokes equations for290
both-layers, with 4096 points in both horizontal directions. Integrating the dynamics over a large291
range of scales is essential as it allows to reduce the horizontal friction parameter, which leads292
to a reduced horizontal energy dissipation. This is due to an energy cascade to large scales in293
2D turbulence (see Boffetta and Ecke (2012)). A consequence of this is that energy accumulates294
(condensates) at the largest scales of the system where horizontal dissipation is weak, leading295
to an increase of energy in the system for a very long time. A difficulty lies in the stiffness of296
the problem, ocean speeds are almost two orders of magnitude smaller than their atmospheric297
counterparts (see Figs. 2 and 3). The fast atmospheric dynamics at small-scale has to be resolved298
over a large time-scale that corresponds to the larger oceanic scales. Few numerical simulations299
of the atmosphere-ocean system coupled at every grid point and at every time scale have been300
performed so far, exceptions are Moulin and Wirth (2014) and Moulin and Wirth (2016). For301
an evaluation of statistical error, O(10) integrations of the same system have to be performed,302
this exceeds the computer resources available to me at present. The numerical time stepping is303
performed by a second-order Runge-Kutta scheme with ∆t = 10 ·2−18, snapshots are printed every304
∆tsnap = 10 ·2−8. A hyperdiffusive operator is used (see eq. 34) for the horizontal dissipation with305
νa = 4. ·10−9 and νo = 10−10.306
4. Two-dimensional results307
The results presented here correspond to a single numerical experiment over a time interval308
∆texp = 75 (see Fig. 3), so strictly speaking the ensemble size is one. When the domain is large309
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enough spatial averages can replace ensemble averages as correlations decrease with spatial dis-310
tance. In this section the angle brackets 〈.〉 denote spatial averages over the entire periodic domain.311
Horizontal transfers of momentum which are absent in the local models discussed above are312
important in the two dimensional dynamics. We will also consider the case when the variables313
present averages over horizontal squares, variables are coarse-grained. We therefore define the314
vector field us = 〈vs〉A as spatial averages of the local velocities over a domain A. This coarse-315
graining is performed over (4096/c)2 non-overlapping squares with c points of side length. For316
c = 1, us = vs as A corresponds to a single grid-point, and 〈us2〉 is the average square velocity; for317
c=8, us = 〈vs〉A has 5122 values, each of them being an average over 82 grid points and 〈us2〉 is the318
average of the square of the 5122 average values. The importance of the exchange of momentum319
in the horizontal as compared to the vertical is likely to be smaller when the coarse graining c is320
larger, for the simple geometrical reason that the surface area of the domain considered increases321
quadraticly, whereas the circumference is a linear function of c. To quantify the influence of322
horizontal momentum exchange I measured the coarse-grained version of the variables.323
Numerical results from the integrations for different values of the coarse-graining parameter c324
are given in tables 1 and 2. In the former the slopes of the best fit regression lines, which are325
shown in fig. 3, are given together with their standard deviations. In the latter the differences of326
variances and covariances are given, which are stationary following the theory developed for the327
linear models. Data from both tables are the basis of the calculation of the friction coefficient and328
the mass ratio following the theory developed for the local models. These derived results are given329
in table 3, where they are also compared to the actual values.330
In the two-dimensional calculations the parameters S˜ and M are prescribed. When the horizontal331
exchange of momentum is neglected we can estimate this parameters based on the velocities in332
the ocean and the atmosphere, using the local models. The estimation of the friction coefficient333
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S˜ can be based on the temporal evolution of the averaged square velocity in the linear model, eq.334
(19), with an eddy-friction, or on the non-linear version of the same equation. The estimation of335
the variable M is based on eqs. (20) and (22), or on the non-linear version of the same equations.336
Sobs =
∂t〈u2o〉
2〈
√
(ua−uo)2(uauo−u2o)〉
(37)
Slin =
∂t〈u2o〉
2µtrue
√
〈(ua−uo)2〉〈(uauo−u2o)〉
(38)
Mobs =
〈((ua−uo)2)3/2〉
〈(ua−uo)2)1/2(uauo−u2o)〉
(39)
Mlin =
〈(ua−uo)2〉
〈(uauo−u2o)〉
. (40)
The increase of the ocean variance is perfectly fitted by a straight line (see fig. 3) and the co-337
variance between the atmosphere and the ocean is equal to the ocean variance within the statistical338
error, as predicted by the fdr (see fig. 3 and tab. 3). Fluctuations of the atmospheric square-velocity339
are so high that a comparison to the increase of the ocean square-velocity is not possible (see Fig.340
3). Indeed, it is possible to find a time interval over which the slope of the regression line of the341
atmospheric variance equals the one of the ocean.342
The estimation of the friction parameter S based on the fdr using the ocean square-velocity343
and the correlation between the ocean and atmospheric velocity are within 10% of the true value344
(tab. 3). There is no significant difference between the local values (c = 1) and those of a small345
coarse-graining (c = 8) as the smallest resolved features span over 10 grid points, smaller scales346
are well in the dissipation range. For larger coarse graining the estimation of the friction parameter347
diverges.348
The inverse is true for the estimation of the mass ratio M, the estimated value is more than a349
decade larger than the true value, for the local data, but seems to converge towards the true value350
for increased coarse-graining.351
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5. Discussion and conclusion352
We have analytically derived a fdr for a linear local model of air-sea interaction (Rayleigh fric-353
tion). We showed that the fdr can be extended to the non-linear local model (quadratic drag354
law). Our results with the local models show that the eddy-friction approach is successful as the355
non-linear model and the linear model with an eddy-friction coefficient (eq. (31)) give similar356
results and either can be used to analyze the 2D model. Indeed, tab. 3 shows that the estimation357
of the friction parameter and the mass-ratio are almost identical for both approaches, Sobs ≈ Slin358
and Mobs ≈ Mlin. This is important as the friction at an interface is often parameterized using359
a combination of linear and quadratic friction laws, as the drag-coefficient depends on a vari-360
ety of processes in a non-linear way. The successful estimation of the friction parameter in the361
2-dimensional Navier-Stokes model based on the ocean square-velocity and the covariance of at-362
mospheric and oceanic velocities shows that the fdr applies to the ocean dynamics and its forcing363
by the atmosphere. The estimation of the friction parameter based on eq. (31) is slightly lower364
than the true value (see tab. 3) as part of the energy is dissipated by horizontal friction. This part365
decreases when finer resolution and lower (hyper) viscosity is used (see e.g. Boffetta and Ecke366
(2012)). The divergence of Seddy/lin with the coarse graining might be explained by the inverse367
energy cascade of two-dimensional turbulence. The coarse grained equation neglects the energy368
input at small scales, not visible in the coarse grained variables, which then cascades to large scales369
where it becomes visible, leading to an over-estimation of the friction parameter.370
In the atmosphere the forcing is created by the dynamics at the forcing scale. Its characteristic371
time scale τ is not fast with respect to the atmospheric dynamics leading to a resonance between372
the forcing and the atmospheric dynamics and so the estimations Meddy/lin are more than a decade373
larger than the true value. Equations (6) and (7) show that in the case of a periodic forcing the374
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ratio of variances and covariances is governed by the ratio of the forcing frequency to the friction375
parameter and is independent of M. For the Langevin equation to be valid in the atmosphere376
and the ocean it is necessary that τSm 1 and τS 1, respectively. This explains, why the377
approach is more successful to describe the dynamics in the ocean than in the atmosphere. When378
coarse graining is increased the situation improves as the eddy-turn-over-time of the atmospheric379
dynamics increases with the coarse-graining scale.380
Presenting the results for coarse-grained variables is not only important from a theoretical point381
of view, as observations of the natural system or measurements in the laboratory often include382
some degree of coarse-graining. It is also important to note that the values of eddy coefficients383
depend on the granularity level.384
In our model no statistically stationary state is reached as the horizontal friction processes in385
the two layers are small, which is a property of high Reynolds number two-dimensional turbulent386
flows. The adjustment to a statistically stationary state is thus very slow and exceeds the integration387
time of our experiments. In the real atmosphere-ocean boundary layers, the adjustment time might388
well be larger than duration of a quasi-stationary forcing (weather system), so that they are not389
relevant to the dynamics of the atmosphere and ocean boundary layers. That is, the coupled390
boundary layer dynamics is permanently in the process of adjusting to the forcing imposed by391
the environment. To explore this non-equilibrium dynamics, the atmosphere-ocean system, rather392
than the ocean dynamics subject to atmospheric forcing, has to be considered.393
We here considered air-sea interaction not only as a source of energy for the ocean but also as a394
sink. The balance between the two governs the system. These approaches are new in the field and395
allow for establishing the fdr for air-sea interaction.396
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APPENDIX A400
Langevin equation401
For a modern discussion of the Langevin equation we refer to Barrat and Hansen (2003). We402
define the ensemble average 〈a(t)〉Ω over realizations ω ∈Ω and the time average:403
〈a(τ)〉τ = limτ→∞
1
τ
∫ τ
0
a(t ′)dt ′. (A1)
When the process is stationary 〈a(t)〉Ω = a we can suppose ergodicity (not proven), that is time404
averages and ensemble averages agree 〈a(t)〉t = 〈a(t)〉Ω.405
The Langevin equation is :406
∂tu =−Su+Fω . (A2)
Where Fω is the realization of a random noise (the subscript ω is omitted in the sequel). The407
solution:408
u(t) = e−Stu(t0)+
∫ t
t0
eS(t
′−t)F(t ′)dt ′ (A3)
u2(t) = e−2Stu2(t0)+2u(t0)
∫ t
t0
eS(t
′−2t)F(t ′)dt ′
+
∫ t
t0
∫ t
t0
eS(t
′−t)eS(t
′′−t)F(t ′)F(t ′′)dt ′dt ′′. (A4)
If 〈F(t)〉Ω = 0 then 〈u〉Ω = e−Stu(0). We suppose that F(t) is stationary and delta correlated in409
time 2Rδ (t ′− t ′′) = 〈F(t ′)F(t ′′)〉Ω where the delta-function has the properties: δ (t − t ′) = 0 if410
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t 6= t ′ and ∫ ∞−∞ δ (t)dt = 1. We have:411
〈u2(t)〉Ω = e−2S(t−t0)u2(0)
+
∫ t
t0
∫ t
t0
eS(t
′+t ′′−2t)〈F(t ′)F(t ′′)〉Ωdt ′dt ′′
= e−2S(t−t0)u2(t0)+2R
∫ t
t0
e2S(t
′−t)dt ′
= e−2S(t−t0)u2(t0)+
R
S
(1− e−2S(t−t0))dt ′. (A5)
In the long term behavior, initial conditions are forgotten, that is, exponentials drop and412
〈u2(t)〉Ω = RS . (A6)
This result is known as the fluctuation-dissipation relation (fdr) (see Barrat and Hansen (2003)413
page 230), as the energy in the system relates dissipation and the strength of the forcing.414
APPENDIX B415
Periodic Forcing416
From eqs. 4 and 5 it follows that417
ut(t) =
sin(ωt)
ω
us(t) =
ω sin(ωt)+SM cos(ωt)
ω2 +(SM)2
(B1)
which leads to:418
〈u2t 〉t =
1
2ω2
〈u2s 〉t = 〈usut〉t =
1
2(ω2 +(SM)2)
(B2)
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expressing ua and uo in terms of ut and us (the first equality of eqs. 10 and 11) leads to:419
〈u2a〉t =
1
2(ω2 +(SM)2)
ω2 +S2
ω2
(B3)
〈u2o〉t = 〈uauo〉t =
1
2(ω2 +(SM)2)
S2
ω2
. (B4)
from which eqs. (6) and (7) follow.420
APPENDIX C421
Stochastic calculus422
Below are the equations for a random-walk uR and a Ornstein-Uhlenbeck process uO, the solu-423
tion of a Langevin equation.424
∂tuR = F (C1)
∂tuO = −SuO +F. (C2)
Solutions are:425
uR(t) =
∫ t
t0 F(t
′)dt ′ (C3)
uO(t) =
∫ t
t0 e
S(t ′−t)F(t ′)dt ′. (C4)
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It follows that: 〈uR〉Ω= 〈uO〉Ω= 0. Second order moments are (note that as processes are Gaussian426
first and second order moments completely determine the stochastic processes):427
〈u2R(t)〉Ω =
∫ t
t0
∫ t
t0
〈F(t ′)F(t ′′)〉Ωdt ′′dt ′
= 2R(t− t0) (C5)
〈uR(t)uO(t)〉Ω =
∫ t
t0
∫ t
t0
eS(t
′−t)〈F(t ′)F(t ′′)〉Ωdt ′′dt ′
=
2R
S
(1− eS(t0−t)) (C6)
〈u2O(t)〉Ω =
∫ t
t0
∫ t
t0
eS(t
′+t ′′−2t)〈F(t ′)F(t ′′)〉Ωdt ′′dt ′
=
R
S
(1− e2S(t0−t)). (C7)
APPENDIX D428
Fokker-Planck equation429
The sde approach proceeds by following the path of an ensemble of particles and determine430
the probability that a particle is at a certain location in phase space at a given time. There is431
an alternative description of a stochastic process to the sde, which is based on determining the432
partial differential equation (the Fokker-Planck equation, see e.g. Risken (1996)) that governs the433
evolution of the pdf. When a solution of the Fokker-Planck equation is found the pdf is known434
and all statistical quantities, as e.g. moments can be calculated. The difference between the two435
methods is some how similar to the difference of Lagrangian versus the Eulerian description in436
fluid dynamics Klimontovich (1994).437
For a given sde the corresponding Fokker-Planck equation can be easily derived. The total438
momentum performs a standard diffusion process in the linear (5) and nonlinear (27) model and439
the corresponding Fokker-Planck equation is the constant coefficient diffusion equation. The shear440
mode in the linear model, governed by the sde (4), performs an Ornstein-Uhlenbeck process.441
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The corresponding Fokker-Planck equation describes the evolution of a Gaussian process with a442
variance that converges to a constant value. As in these cases the process is known to be Gaussian443
the pdf is determined by the first and second moment and nothing is gained by solving the Fokker-444
Planck equation instead of calculating the second order moment based on the solution of the sde.445
The situation is different for the shear mode in the non-linear model described by the sde (26),446
where the functional form of the pdf is not known apriori and all moments have to be calculated447
individually. Obtaining the pdf by solving the Fokker-Planck allows to obtain all the moments by448
a simple integration. The Fokker-Planck equation corresponding to the sde (26) is (see e.g. Risken449
(1996)):450
Ps(us,vs, t) = ∇uv ·
[
S˜MususPs(us,vs, t)+R∇uvPs(us,vs, t)
]
(D1)
where451
∇uv =
∂u
∂v
 . (D2)
When we introduce E = u2s +v
2
s and suppose that the solution is isotropic in the us,vs-plane we can452
write Ps(us,vs, t) = p˜(E) and find the stationary isotropic solution to the Fokker-Plank equation453
(D1):454
p˜(E) =
β 2/3
Γ(5/3)
exp(−βE3/2) with β = S˜M
3R
(D3)
and the gamma function Γ(x). Straightforward calculations then lead to eq. (33).455
APPENDIX E456
Numerical Integration of the Stochastic Differential Equations457
Please see Platen (1999) for an introduction to the numerical integration of stochastic differential458
equations. For the linear case analytic solutions are known, which can be used to validate the459
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numerics. The stochastic differential equations for eqs. (2) and (3) are:460
dua =− Sm(ua−uo)dt +FdW (E1)
duo = S (ua−uo)dt (E2)
where W is a Wiener process, its derivative dW is white in time. The noise is additive and so the461
numerical integration of the SDE is straightforward and there is no space for interpretation, as Itoˆ462
and Stratonovich formalism of the equation agree.463
For the time stepping t = n∆t use the Euler-Maruyama Method, which is a first order numerical464
scheme weak convergence) when additive noise is used (it is equal to the Milstein method in this465
case, see e.g. Platen (1999):466
ua(n+1) = ua(n)− Sm(ua(n)−uo(n))∆t
+Fζ (n)
√
∆t (E3)
uo(n+1) = uo(n)+ S (ua(n)−uo(n))∆t. (E4)
The time-step is ∆t and ζ (n) is a normally distributed centered random variable with467
〈ζ (n)ζ (m)〉= δn,m.468
In the nonlinear case (noise is still additive) the stochastic differential equations are:469
dua =− S˜mu¯s(ua−uo)dt +FudWu (E5)
dva =− S˜mu¯s(va− vo)dt +FvdWv (E6)
duo = S˜ u¯s(ua−uo)dt (E7)
dvo = S˜ u¯s(va− vo)dt (E8)
where Wu and Wv are two independent Wiener processes and u¯s =
√
(ua−uo)2 +(va− vo)2.470
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The first order numerical scheme is:471
ua(n+1) = ua(n)− S˜mu¯s(n)(ua(n)−uo(n))∆t
+Fuζu(n)
√
∆t (E9)
ua(n+1) = ua(n)− S˜mu¯s(n)(ua(n)−uo(n))∆t
+Fvζv(n)
√
∆t (E10)
uo(n+1) = uo(n)+ S˜ u¯s(n)(ua(n)−uo(n))∆t (E11)
uo(n+1) = uo(n)+ S˜ u¯s(n)(ua(n)−uo(n))∆t. (E12)
Where ζu(n) and ζv(n) are two independent normally distributed centered random variables472
〈ζu(n)ζu(m)〉= 〈ζv(n)ζv(m)〉= δn,m. All random variables are generated by a Mersenne twister.473
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c ∂t〈u2a〉 ∂t〈uauo〉 ∂t〈u2o〉
1 6.78e-04 ± 2.41e-04 2.92e-05 ± 8.2e-06 3.839e-05 ± 1.29e-07
8 6.71e-04 ± 2.37e-04 2.95e-05 ± 8.2e-06 3.842e-05 ± 1.26e-07
64 6.63e-04 ± 1.79e-04 3.06e-05 ± 7.7e-06 3.580e-05 ± 8.2e-08
256 4.66e-04 ± 1.74e-04 2.47e-05 ± 5.5e-06 2.053e-05 ± 1.2e-07
1024 2.8e-05 ± 3.3e-05 2.13e-06 ± 8.4e-07 2.085e-06 ± 4.1e-08
TABLE 1. Numerical results from the integration of the 2D model. The best fit and the corresponding standard
error of the growth of the second-order moments of the atmosphere the ocean and the correlation between the
two is given (obtained through xmgrace software). For c = 1 the values correspond to the data and fit shown in
fig. 3.
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c 〈uauo−u2o〉 〈(ua−uo)2〉 〈(
√
(ua−uo)2(uauo−u2o)〉 〈
√
(ua−uo)23〉
1 5.34e-03 9.26 2.09e-02 36.9
8 5.30e-03 9.09 2.06e-02 35.8
64 4.31e-03 5.27 1.29e-02 15.5
256 1.69e-03 0.943 2.09e-03 1.18
1024 1.53e-04 3.11e-02 3.70e-05 7.17e-03
TABLE 2. Numerical results from the integration of the 2D model. Results are differences of second order
moments, which are stationary following the theory developed for the local models.
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c Sobs/S˜ Slin/S˜ Mobs/M Mlin/M
1 0.92 0.95 17 17
8 0.93 0.96 17 17
64 1.4 1.5 12 12
256 4.9 5.0 5.6 5.5
1024 28 31 1.9 2.0
TABLE 3. Results of the diagnosed parameters compared to the true values are presented: S˜ = 10−3 is the pre-
scribed stability parameter and M = m+1, with m = 100 the mass ratio between the ocean and the atmospheric
layer. Parameters calculated theoretically are: Sobs is obtained through eq. (37), Slin is obtained through eq. (38),
Mobs obtained through eq. (39) and Mlin is obtained through eq. (40).
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FIG. 1. The figures represent a comparison of the analytic (dotted line), the linear (cubes) and the nonlinear
model (full line) for the velocity variance in the atmosphere (black) and the ocean (green) and the covariance
of the atmosphere and the ocean (red). Right figure is a zoom. The parameters in the linear model are (M =
101,S = 2.485 ·10−3,R = 0.5) and in the non-linear model are (M = 101, S˜ = 10−3,R = 0.5). The dotted lines
mostly disappear behind the corresponding (same color) full lines.
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FIG. 2. Vorticity in the atmosphere (top, color-bar ranges from [-850,850]) and the ocean (bottom, color-bar
ranges from [-4,4]) over a square with side-length one (total domain spans 10×10).
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FIG. 3. The figures represent results from the 2D simulations (thin lines) and the corresponding linear re-
gression (thick lines, the values of the fit and the uncertainties are given in tab. 3): the atmospheric variance
(〈u2a〉, black, left) and the covariance between the atmosphere and the ocean (〈uauo〉, red, right) and the oceanic
variance (〈u2o〉, green, right). For the ocean case the thick line superposes the thin line.
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