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[1] Probably the most important mechanism of glacial erosion is quarrying: the growth
and coalescence of cracks in subglacial bedrock and dislodgement of resultant rock
fragments. Although evidence indicates that erosion rates depend on sliding speed, rates of
crack growth in bedrock may be enhanced by changing stresses on the bed caused by
fluctuating basal water pressure in zones of ice-bed separation. To study quarrying in
real time, a granite step, 12 cm high with a crack in its stoss surface, was installed at the
bed of Engabreen, Norway. Acoustic emission sensors monitored crack growth events in
the step as ice slid over it. Vertical stresses, water pressure, and cavity height in the
lee of the step were also measured. Water was pumped to the lee of the step several times
over 8 days. Pumping initially caused opening of a leeward cavity, which then closed after
pumping was stopped and water pressure decreased. During cavity closure, acoustic
emissions emanating mostly from the vicinity of the base of the crack in the step increased
dramatically. With repeated pump tests this crack grew with time until the step’s lee
surface was quarried. Our experiments indicate that fluctuating water pressure caused
stress thresholds required for crack growth to be exceeded. Natural basal water pressure
fluctuations should also concentrate stresses on rock steps, increasing rates of crack
growth. Stress changes on the bed due to water pressure fluctuations will increase in
magnitude and duration with cavity size, which may help explain the effect of sliding
speed on erosion rates.
Citation: Cohen, D., T. S. Hooyer, N. R. Iverson, J. F. Thomason, and M. Jackson (2006), Role of transient water pressure in
quarrying: A subglacial experiment using acoustic emissions, J. Geophys. Res., 111, F03006, doi:10.1029/2005JF000439.
1. Introduction
[2] Glacial erosion plays a major role in sediment pro-
duction and the evolution of glaciated landscapes. Over the
last two decades, this process has received considerable
attention because of its likely effect on uplift in orogenic
belts, weathering rates and atmospheric CO2, and related
past changes in global climate [e.g., Molnar and England,
1990; Raymo and Ruddiman, 1992; Hallet et al., 1996;
Brocklehurst and Whipple, 2002; Jaeger et al., 2001;
Tomkin, 2003; Spotila et al., 2004]. Central to large-scale
models for estimating patterns and rates of glacial erosion is
the rule that links glaciological variables to the bedrock
erosion rate.
[3] This rule is poorly known. Most models of glacial
erosion assume that either ice discharge [Anderson et al.,
2006] or more specifically sliding speed is the dominant
control on bedrock erosion rate [e.g., Harbor, 1992; Braun
et al., 1999; MacGregor et al., 2000; Tomkin, 2003].
Measurements of sediment discharge over seasonal time-
scales in outlet streams [Humphrey and Raymond, 1994;
Riihimaki et al., 2005] indicate that erosion rates are
correlated to sliding speed. However, interpretations are
not straightforward owing to potential storage of debris
under or within basal ice that may be released as ice-bed
separation increases with increasing sliding velocity. In
contrast, others have argued that bedrock erosion rate
depends primarily on basal water discharge [Alley, 1999;
Alley et al., 1999], which determines the extent of basal
water pressure variability. In this case, the modeling strategy
is fundamentally different: water discharge is estimated to
make model predictions with no attention paid to ice
discharge or sliding velocity [Alley et al., 1999].
[4] Simple parameterizations for large-scale models of
glacial erosion are grounded on knowledge of erosional
processes. Subglacial erosion of bedrock by water, although
important locally, is thought to be volumetrically subordi-
nate to abrasion and quarrying [e.g., Drewry, 1986]. Abra-
sion is relatively well understood: the wear law used in
abrasion models [Boulton, 1974; Hallet, 1979; Drewry,
1986] has long been established in materials science
[Archad, 1953] and subsequently tested in geophysical
applications [Scholz, 1987]. There is also strong justifica-
tion for assuming abrasion rate to increase with sliding
velocity, which influences both the flux of abrasive particles
JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 111, F03006, doi:10.1029/2005JF000439, 2006
1Department of Geological and Atmospheric Sciences, Iowa State
University, Ames, Iowa, USA.
2Wisconsin Geological and Natural History Survey, Madison, Wiscon-
sin, USA.
3Norwegian Water Resources and Energy Directorate, Oslo, Norway.
Copyright 2006 by the American Geophysical Union.
0148-0227/06/2005JF000439
F03006 1 of 13
across the bed [Boulton, 1974; Hallet, 1979] and the force
with which particles are pressed against stoss surfaces by
sliding ice [Hallet, 1979; Iverson, 1990]. Most authors,
however, consider quarrying to be more important than
abrasion [Jahns, 1943; Boulton et al., 1979; Drewry,
1986; Iverson, 2002], and this claim is supported by
measurements [e.g., Loso et al., 2004; Riihimaki et al.,
2005] and modeling [Hildes et al., 2004].
[5] Quarrying is thought to be rate limited by crack
growth and not by entrainment of fractured bedrock [e.g.,
Hallet, 1996]. Static deviatoric stresses in rock beneath
glaciers are too small to fracture flawless bedrock but are
sufficiently large to cause subcritical growth of preexisting
cracks: slow, stable crack growth due mainly to stress-
corrosion reactions that cause weakening of atomic bonds
at crack tips [Atkinson, 1984]. In this regime, a mode I
(extensional) crack will grow if the tensile stress near its tip
exceeds the stress-corrosion limit. Linear elasticity theory
provides a method for estimating the near-tip stress field by
relating it to the remote applied stress through the stress
intensity factor. For example, for a two-dimensional, inter-
nal crack that is penny shaped and perpendicular to a far
field tension T, the near-tip tension s and stress intensity
factor KI (subscript I refers to mode I cracks) are given by
[Lawn and Wilshaw, 1975]
s ¼ KIﬃﬃﬃﬃﬃﬃﬃﬃ
2p r
p ; ð1Þ
KI ¼ Y T
ﬃﬃﬃﬃﬃﬃ
p a
p
; ð2Þ
where r is the distance from the crack tip, Y is a
dimensionless parameter that depends on both specimen
and crack geometries, and a is half the length of the crack.
The rate of subcritical crack growth, v, is a highly nonlinear
function of the stress intensity factor [Atkinson, 1984]. An
empirical equation used commonly to describe v is
Charles’s [1958] law:
v ¼ vo exp H
RT
 
KmI ; ð3Þ
where H is the activation enthalpy, R is the gas constant, T is
the temperature, and vo and m are material constants
determined from experiments. The value of m can be as
high as 50 for rocks [e.g., Atkinson, 1984]. The stress
enhancement at crack tips (given by KI) in excess of the
stress-corrosion limit may enable slow crack growth under
relatively small stress differences in the bed.
[6] Unlike abrasion rate, which clearly depends on sliding
speed, the dominant glaciological variable that affects
quarrying rate is not clear. Quantitative analyses of quarry-
ing [Iverson, 1991; Hallet, 1996] emphasize the role of ice-
bed separation in promoting crack growth in the bed. As
cavities grow down glacier from steps or bumps on the bed,
areas of ice-bed contact diminish, increasing normal stresses
on those areas and thereby promoting crack growth in the
bed. Cavity size increases with sliding velocity and depends
inversely on effective pressure, the difference between the
ice overburden pressure and cavity water pressure.
[7] Quarrying may be enhanced by fluctuations in basal
water pressure [Iverson, 1991]. Water pressure in basal
cavities varies as a function of surface water input to the
bed (see review by Fountain and Walder [1998]). Con-
ditions for crack growth in the bed should be optimized
by water pressure decreases in lee-side cavities. During
and potentially after reductions in water pressure, devia-
toric stresses in the bed can exceed those with a steady
state cavity, because water pressure can decrease at a rate
faster than the rate of cavity closure, temporarily resulting
in large cavities under low water pressure, the optimum
situation for large stress differences in the bed. Thus rates
of quarrying may depend on the time derivative of water
pressure, such that the frequency and amplitude of water
pressure fluctuations strongly influence quarrying rate.
[8] We have attempted to test this hypothesis in an
experiment beneath Engabreen, an outlet glacier of the
Svartisen Ice Cap in northern Norway. Access to the bed
there beneath 213 m of sliding, temperate ice is provided by
tunnels through the rock bed. An instrumented panel con-
taining a 12 cm high granite rock step was installed beneath
the glacier using the same system for accessing the bed as in
earlier experiments [Cohen et al., 2000, 2005; Iverson et al.,
2003]. Water was pumped to the bed, increasing the water
pressure and inducing a cavity in the lee of the step. We
monitored crack growth activity and location by recording
high-frequency elastic waves (acoustic emissions) emitted
by propagating cracks. These measurements demonstrate
that a preexisting crack in the step grew rapidly in response
to water pressure decreases until a rock fragment was
eventually quarried.
2. Field Setting
[9] Housed inside a rock tunnel beneath Engabreen, the
Svartisen Subglacial Laboratory provides access to the
glacier bed through a 5 m high vertical shaft. This shaft
opens onto the bed through a 0.60 m square hole beneath
213 m of ice. To prevent ice from entering the shaft, a
flat steel plate, supported underneath by a scaffold, seals
the hole. The scaffold consists of a table on top of
removable legs that extend to the floor of the tunnel.
Winching cables allow lowering of the table and the steel
plate, which can then be loaded with a panel containing
instruments. When the panel is winched upward into
position, its upper surface is in direct contact with
basal ice sliding at 0.12 m d1 [Cohen et al., 2000]
(Figure 1).
[10] Gneissic bedrock with meter to decameter-scale
undulations underlies the glacier. Tunnels melted along
the bed in early spring during past field seasons [Cohen et
al., 2000; Iverson et al., 2003] indicate that ice is typically
in direct contact with rock with no intervening till and that
cavities are not usually present on lee surfaces of bedrock
highs, probably because water is in limited supply then.
Thus to study the effect of water pressure variability on
quarrying, water must be pumped to the glacier bed to
manipulate water pressure and form basal cavities. Subgla-
cial experiments cannot be conducted safely later, during
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the melt season, owing to sporadic flooding of the tunnel
system.
3. Apparatus
[11] The apparatus for this experiment had two parts: a
panel containing the rock step and transducers and an
acoustic emission data acquisition system located in the
underlying tunnel.
3.1. Instrumented Panel
[12] A panel (Figures 2 and 3), 58 cm square and 20 cm
high, constructed from aluminum plates, contained at its
center a granite step, of which 12 cm protruded above the
surrounding panel into the basal ice. The step’s shape and
dimensions were chosen on the basis of constraints imposed
by the size of the panel. The step, 37 cm long and 25 cm
wide, was oriented within the panel (Figure 2a) so that the
lip of the step was perpendicular to the ice flow direction
known from striations on a flat rock tablet installed at the
top of the vertical shaft during an earlier experiment [Cohen
et al., 2005]. The up-glacier face of the step was inclined at
an angle of 20 from the flat upper surface of the panel and
met the down-glacier face at a right angle (Figure 2b). The
step, sawed from Chelmsford granite (Fletcher Co. of North
Chelmsford, Mass.), was cut such that the orientations of
the rift and grain planes [see Peng and Johnson, 1972] were
parallel to the down-glacier and up-glacier faces of the step,
respectively. The rift plane is the plane of easiest splitting.
Chelmsford granite was selected because it is easily avail-
able and has a small fracture toughness relative to other
granites, so it fractures more readily. Marble or sandstone,
although weaker than granite and thus likely easier to
quarry, tends to have greater anisotropy [see Atkinson,
1984, Table 2], which complicates interpretation of acoustic
emissions.
[13] To help ensure quarrying and provide a well-defined
locus for crack growth at a known location, a crack, 2 mm
wide and 31 mm deep, was cut 31 mm up-glacier from the
lip of the step and normal to the stoss surface (Figure 2b).
The granite step was epoxied inside a steel carriage made
with a 19.0 mm thick bottom plate. The bottom plate rested
on another 19.0 mm thick steel plate with lubricant between
them. The lubricant, a mixture of 80% Vaseline and 20%
stearic acid [Labuz and Bridell, 1993], had a low friction
coefficient [Cohen et al., 2000] that minimized horizontal
friction between the carriage and the underlying steel plate.
Minimizing friction was essential for the correct operation
of an underlying 1 MN annular load cell (Geokon, model
4900X-225000-8.843), 22.46 cm in diameter, that recorded
the vertical ice load on the step (Figures 2a and 2b). Screws
with their tips lubricated to minimize vertical friction
allowed centering of the carriage inside the aluminum frame
of the panel. The gap between the carriage and the frame
was less than 1 mm. During the experiment, the gap filled
with fine sediments that helped prevent escape of water
from the bed through the panel. The gap between the panel
and the shaft opening was sealed with a strip of rubber
gasket at the perimeter of the base of the panel. Once the
panel was in position at the top of the shaft, the gasket was
compressed between the table beneath the panel and the
concrete near the top of the vertical shaft (Figure 2b).
[14] Two load cells (Geokon, model 4900X-10-0), one
upstream of the step and one downstream (Figure 2a),
recorded the vertical stress exerted by the ice away from
the step. Each load cell was supported below by an
aluminum block screwed into the sides of the panel. Disks,
50 mm in diameter and flush with the upper surface of the
panel, pressed on top of the load cells and isolated the
sensors from the ice. Each load cell recorded a force normal
to the bed over a 16 cm2 footprint. Two water pressure
transducers (Geokon, model 4500SH-500), enclosed in
sealed aluminum cylinders attached to the bottom of the
panel’s cover plate, measured the water pressure at the
glacier bed through 5 mm diameter ports. Porous ceramic
tips (50 kPa air entry pressure) screened the ports at their
tops. The ports were filled with water before the experiment
to expel air bubbles. A 10 MPa, 6 L min1, high-pressure
pump (Ka¨rcher, model 5.20M) was connected through a
hose to an orifice just downstream of the step to manipulate
the basal water pressure (Figure 2a).
[15] Attempts were made to measure sliding speed and
cavity size with variable success. As in earlier experiments
[e.g., Cohen et al., 2005], we attempted to record sliding
speed with a plastic ball (Figure 3) attached to a stainless steel
cable that passed through a sealed hole in the panel’s cover
plate. When this device works properly, the ball is entrained
in basal ice and the cable is withdrawn from the panel during
glacier slip at a rate recorded by an extensometer (Unim-
Figure 1. Cross section of tunnel and vertical shaft
showing panel, supporting table, and scaffold.
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easure, model HX-PA-60) in the tunnel. In addition, cavity
height near the edge of the step was measured 12 cm
downstream from the step’s lip with a point gauge
(Figure 2a). This gauge consisted of a steel rod that could
be slid through the panel’s upper surface until it was in contact
with the cavity ceiling. This rod was sealed with an O-ring
and could be operated from beneath the panel.
3.2. Acoustic Emission Monitoring System
[16] Crack propagation was monitored using an acoustic
emission (AE) data acquisition system that permits contin-
uous measurement of crack activity and location. Acoustic
emissions are high-frequency, short-lived, elastic waves
generated by rapid release of stored elastic strain energy
from a localized source [Lockner, 1993]. In crystalline
rocks, dislocations, grain boundary movements, twinning,
and growth of fractures through or between mineral grains
cause acoustic emissions [e.g., Lavrov and Shkuratnik,
2005]. The AE waveform is transformed through wave
propagation, sensor response, and signal acquisition, so
the observed signal bears little resemblance to the original
waveform. Detection of signals above a threshold voltage,
counting these emissions, and locating their sources are the
simplest processing steps for characterizing AE activity
[Lockner, 1993]. More complicated signal processing, such
as moment tensor analysis, has been used to determine
crack growth modes and event location in laboratory and in
situ settings [e.g., Shah and Labuz, 1995; Chang and Lee,
2004]. In our experiments we focused on signal detection,
emission counts, and event locations.
[17] Eight piezoelectric transducers (Physical Acoustic
Corporation, model R151-AST), 21 mm in diameter, with
integral 40 dB gain preamplifiers to remove low-frequency
noise, were coupled to the surface of the granite step with
silicone vacuum grease (PZT 1 through 8, Figure 2). Screws
pressed lightly on padded metal disks in contact with the
back of transducers to hold them firmly to the rock surface.
These broadband transducers had highest sensitivities in the
Figure 2. (a) Top view showing inside and (b) cross-section AA0 of panel. Some components are shown
that are outside the AA0 plane. See main text for description of AE sensor locations.
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frequency range between 70 and 200 kHz with a resonant
frequency of 150 kHz. Three transducers (PZT 1–3) were
positioned to form a triangle at the bottom of the granite
block. Another transducer (PZT 8) was centered on the
down-glacier side of the step below the panel’s upper
surface. Four more transducers (PZT 4–7), two on each
side of the rock step, were positioned so that one on each
side was above the top surface of the panel (PZT 4 and 5).
Transducers above the panel’s upper surface were protected
from the ice by steel covers (Figure 3). This configuration
optimized locating AE events.
[18] An acoustic emission data acquisition system
(Samos, Physical Acoustic Corporation) consisting of a
desktop computer with an 8 channel, 16 bit, 1 MHz A/D
converter was installed in the tunnel system in a sealed
enclosure kept at a constant temperature of 15C by a small
electric heater. Cables running from the AE sensors to the
data acquisition system were 10 m long. Owing to internal
preamplifiers in the AE sensors, loss of signal over the
length of the cable was negligible. The system was triggered
by the arrival of an AE signal exceeding a fixed threshold
voltage set at 45 dB (178 mV). AE activity was monitored at
each transducer by tracking the number of threshold cross-
ings (hits) and the time of arrival of the first hit at each
transducer. Other AE characteristics were also collected, but
in most cases only the number of hits and first arrival times
were used for determining AE frequency and event location.
Absolute time resolution was 0.25 ms.
4. Procedures
4.1. Location of AE Events
[19] In theory, the location of an AE event in three
dimensions can be obtained with only four transducers if
the difference in arrival time of the AE wave is precisely
known between transducers and the wave velocity is
known, constant, and isotropic. In practice, additional trans-
ducers are useful to reduce errors. In the present study we
used all eight transducers to determine the location of an AE
event, which was computed with data acquisition software
provided by Physical Acoustic Corporation. The method
minimizes the function F ,
F ¼
XNt
i¼1;i6¼f
DTobsi  DTcalci
 
; ð4Þ
DTcalci ¼
kxi  xf k
s
; ð5Þ
where Nt is the number of transducers (the summation
excludes the first hit transducer, f), DTi
obs is the observed
difference in arrival time between transducer i and the first
hit transducer, DTi
calc is the calculated difference in arrival
time for the same two transducers, xi and xf are the three-
dimensional coordinates of the ith and f transducers, and s is
the wave speed. The minimization is performed by
searching across the three-dimensional space using the
simplex method [Nelder and Mead, 1965].
[20] The wave speed, s, was measured in the rock step
prior to the field experiment. Using one AE sensor as a
pulse generator, the time for the wave to travel through
the rock step and reach other AE sensors was measured
and the wave speed determined. The average wave speed
was 4 ± 1 km s1. A more precise value could not be
obtained because of finite transducer contact area and
wave speed anisotropy due to rock heterogeneity. Given
Figure 3. Panel on table at the bottom of the vertical shaft. Sphere at bottom left corner of panel was the
anchor for measuring sliding velocity.
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the 0.25 ms time resolution of the AE system, the spatial
resolution was 1 mm.
[21] The event location method was tested by breaking
pencil leads at known positions on the surface of the rock
step (lead pencil break tests are also known as Hsu-Nielsen
sources [Breckenridge et al., 1990]). In general, the three-
dimensional coordinates of an event could be determined to
within only about 20 mm, owing to finite transducer contact
area and small distances between sensors. For lead pencil
break tests conducted near expected AE sources in the field
experiments (i.e., near the tip of the crack), the vertical
coordinate of an AE event could be determined to within
10 mm.
[22] Another test of the location method was provided by
loading progressively a rectangular sample of Chelmsford
granite (76  76  152 mm) in a servo-controlled hydraulic
press (Satec System Inc., model MII400RD) while moni-
toring AE activity. The specimen was loaded parallel to its
long axis (perpendicular to the hardway plane [Peng and
Johnson, 1972]) until failure occurred. The ends in contact
with the press were lubricated with a mixture of stearic acid
and Vaseline [Labuz and Bridell, 1993] to reduce friction at
the interfaces and thus obtain a more uniform state of stress.
A 3-mm wide, 19-mm deep crack parallel to the rift plane
was cut at the top of the specimen across its entire width to
reduce the compressive strength of the rock and to serve as a
locus for crack propagation. Eight AE transducers, two on
each of the four rectangular faces, were placed at heights 25
and 121mm, respectively, from the bottom of the specimen to
record AE activity as the specimen was loaded. The loading
rate was 2.2 kNmin1 until a load of 133 kNwas reached; the
loading rate was then decreased to 1.78 kN min1 until
failure occurred.
[23] Soon after the beginning of the test (1800 s), AE
activity increased: uneven loading of the top surface of the
block (which was not cut with machine precision) presum-
ably caused microcracking in the upper 40 mm of the block
resulting in a burst of high-strength AE events (Figure 4).
Thereafter, AE activity remained low with only a few events
of low strength concentrated in the upper 50 mm of the
block. Starting at 12,000 s, AE activity increased in several
steps, progressively at first and then more rapidly before a
plateau. This was then followed by two large peaks of
activity, with the latter leading to the shattering of the
specimen. These stages of activity probably coincided with
periods of crack initiation, crack coalescence, and crack
propagation largely parallel to the most compressive stress
[e.g., Brace, 1964; Bieniawski, 1967; Eberhardt et al., 1999].
[24] During periods of elevated AE activity, events be-
came more energetic (higher signal strength). More impor-
tantly, AE source locations spread down the vertical axis of
the block (Figure 4c) eventually occurring over the entire
specimen before failure (22,000 s). Analysis of the rock
specimen indicated that failure occurred along several
vertical planes parallel to the weak rift plane. One of these
planes initiated at the base of the preexisting crack. Al-
though AE events could not be correlated to a particular
crack, these tests showed that spatial migration of events
caused by crack propagation could be detected and used to
calculate crack growth rates.
4.2. Field Experiment
[25] To install the panel, a small cavity was made in the
ice above the vertical shaft to allow the protruding rock step
to fit at the top of the scaffold (Figure 1). Once the panel
was in place, load cells for measuring vertical stresses and
Figure 4. Laboratory results showing (a) applied axial stress, (b) AE frequency, and (c) locations of AE
events as a function of time. Events in (c) are shaded according to the strength of the voltage signal
calculated as the integral of the voltage over the duration of the AE event.
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water pressure sensors were connected to a Campbell
CR10X data logger located in the tunnel. Data were
collected every 15 s to 1 min. AE sensors recorded
continuously. After normal stresses reached steady values,
pump tests were initiated. Each test consisted of pumping
water (at about 2C) to the lee of the rock step to open a
cavity. Monitoring of the height of the cavity and of normal
stresses was used to determine when pumping was stopped.
Water pressure was then allowed to fall and the cavity to
close until steady state conditions prevailed before starting a
new pump test. At the end of the pumping experiments, the
panel was lowered and the rock step was examined.
5. Results
[26] The panel was installed at the top of the vertical shaft
on 27 March 2004. Figure 5 shows the mean vertical stress
on the step averaged over its full area (stoss and lee surface),
the stress on the bed upstream averaged over a small load
cell platen, and the average water pressure during the
experiment, which included three pump tests (PT1 through
PT3). The signal of the downstream load cell is not shown
because of calibration problems. Its signal mimicked the
water pressure record during the pump tests but was offset
by about 600–1000 kPa. In addition, the cable linking the
ball to the extensometer was severed early in the experi-
ment, so a record of sliding speed was not obtained. After
several days of transient adjustments as ice closed on the
rock step (28 March to 30 March), values of stresses
became steady (Figure 5). Water pressure remained close
to zero because a seal had not yet been achieved between
the basal hydraulic system and the tunnel. Downward stress
on the flat portion of the panel upstream of the step
indicated values around 1950 kPa while the mean vertical
stress on the rock step was smaller (1650 kPa).
[27] Pumping of water under high pressure during the
first pump test (PT1, Figure 6a) caused water to leak into
the tunnel through the gap between the panel and the shaft.
Water pressure, measured in the lee of the step, was erratic
and never reached a value higher than 2000 kPa except for a
few tens of seconds. The point gauge indicated that a cavity
grew in response to the pumping. About 1 hour into the
pump test (1145), downward stress upstream of the rock
step decreased abruptly to zero, and the mean vertical
downward stress on the step began to decrease. The pump
was then turned off (1200). The rate of decrease in mean
stress on the step immediately began to decline. A minimum
value of about half the ambient value before pumping was
attained 1 hour later, and then the mean stress on the step
began slowly increasing over 12 hours back toward its
ambient value. The record of the upstream load cell indi-
cated no stress for about 3.5 hours after the pump was
turned off (between 1200 and 1530), but stress increased
rapidly thereafter. Before the pump test, AE frequency was
small (100–200 hits per minute) but high during pumping
(>2500 hits per minute). After the pump was turned off
(1200), AE frequency remained steady at 300–400 hits per
minute. During reloading of the step, AE frequency in-
creased by a factor of 3–4, peaking at 1630 when both the
mean stress on the step and vertical stress upstream of the
step were increasing. As the loading rate on the step and on
the load cell upstream decreased, AE activity diminished
gradually to values observed before the pump test. The
system was then allowed to equilibrate for 48 hours before
the second pump test.
[28] During the second pump test (PT2, Figure 6b), water
did not leak into the shaft. Upon turning on the pump
(PT2a), basal water pressure rose in <30 seconds to the
maximum pump pressure (10 MPa), causing the pump to
automatically shut off. Water pressure then decayed in two
discrete diffusive phases. The pump was then turned on
again (PT2b), and as in PT2a, water pressure immediately
peaked, and the pump shut off with a two-phase decay in
water pressure. In contrast, during the third phase of
pumping (PT2c), the pump did not shut off, and water
was pumped for about 1 hour with only a slight decrease in
water pressure. Water pressure decreased only slightly more
rapidly after the pump was turned off (1426). Although
Figure 5. Time series of mean vertical stress on the step, the local stress on the bed upstream, and
average water pressure. PT1, PT2, and PT3 indicate the timing of the pump tests.
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stresses on the step and upstream of it underwent brief
transient variations immediately during and after pumping,
these variations were small relative to those of PT1. Most
notable of these small variations was a peak in stress on the
panel upstream of the step that followed the water pressure
pulse by 4 minutes in PT2a and 1 min 30 s in PT2b. No ice-
bed separation could be detected with the point gauge until
35 min into PT2c. As in PT1, AE frequency peaked
markedly after pumping was stopped in PT2a and PT2b,
although the time lag between the end of pumping and the
peak AE frequency was about one quarter (60 minutes)
the time lag in PT1. No such peak in AE frequency occurred
after pumping in PT2c.
[29] At 1645 on 3 April the AE data acquisition system
quit working (Figure 6b) because of an electrical breakdown
in the tunnel. The system was still not working during PT3,
so that test is not considered further here.
[30] Time series of AE activity and effective pressure on
the step (mean vertical stress on the step minus water
pressure) for PT1, PT2a, and PT2b are shown in
Figures 7a–7c, with corresponding plots of AE activity as
a function of the time derivative of effective pressure
(Figures 7d–7f). AE activity during pumping was neglected
because panel vibrations were both visible and audible as
water was forcibly injected to the glacier sole. Data from
PT2c are not shown because there was no peak in AE
activity after pumping.
[31] Figure 8 shows the locations of AE events projected
onto the plane parallel to the ice flow direction. During PT1
(31 March, day 91, Figure 8a) most events were scattered in
a zone centered around the tip of the preexisting crack but
also near the base of the step. Fewer AE events were
detected between the two pump tests (1–3 April, days
92–94, Figure 8b), whereas during PT2a,b (3 April, day
94, Figure 8c) many events were clustered farther down,
closer to the base of the step’s lee surface and none were
apparent higher up. Few AE events were associated with
PT2c (not shown in Figure 8).
[32] At the end of the tests on 4 April the panel was
lowered, revealing a quarried surface that extended from
the tip of the initial crack to the base of the lee surface
(Figure 9). A rate of crack growth can be estimated for the
period spanning PT1 and PT2 from the length of the crack
(0.16 m) measured after the panel was lowered: 1.4  107
m s1. This value is within the range measured for other
granitic rocks in laboratory tests [Atkinson, 1984]. Linear
regressions of the vertical position of events that generated
signal strength >5 mV s yield rough estimates of rates of
crack growth during periods of enhanced AE activity (after
PT1, PT2a, and PT2b) and during the quiescent period
Figure 6. Cavity height, vertical stresses, average water pressure, and AE frequency during (a) pump
test 1 (PT1), and (b) pump test 2 (PT2). Duration of pumping is indicated by horizontal, two-headed
arrows for PT1 and PT2c. Pumping tests PT2a and PT2b lasted less than 1 min. AE activity is high
during pumping because of panel vibrations.
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between PT1 and PT2a: 8  107 m s1 and 108 m s1,
respectively. These numbers, however, are uncertain be-
cause of the scattering of the vertical position of events with
time.
6. Discussion
6.1. Stress and Water Pressure Records
[33] Prior to the pumping experiments but after ice had
closed on the panel, the mean stress on the step was
significantly lower (1650 kPa) than the downward stress
measured upstream of the panel (1950 kPa). This differ-
ence may be due to vertical friction between centering
screws (see Figure 2a) and the steel carriage containing
the rock step. Despite uneven bed topography near the step,
downward stress upstream of the panel was commensurate
with the known ice thickness of 213 m (1916 kPa assuming
an ice density of 917 kg m3).
[34] The records of stress and water pressure reveal
changes in stress distribution and ice-bed separation asso-
ciated with the pumping experiments. The largest changes
were associated with PT1 (Figure 6a). Pumping of water to
the lee of the step caused a cavity to grow, presumably due
primarily to melting of ice. Water escaped through and
around the panel and into the shaft. The abrupt reduction in
stress on the bed upstream from the step after about
45 minutes of pumping indicated that ice had separated
from the bed there. The reduction in downward stress on the
step that began at about that time likely reflected loss of
contact between some of the step’s stoss surface and the ice,
such that the force on the step fell slowly as the step was
progressively exposed by melting. The mean stress on the
step eventually decreased to about 50% of its ambient value,
indicating that considerable but not total separation of ice
from the step occurred. Figure 10a illustrates the likely
shape of the cavity at the end of pumping. One hour after
Figure 7. Effective stress and AE frequency as a function of time for (a) PT1, (b) PT2a, and (c) PT2b;
corresponding plots of AE frequency as a function of the time derivative of the effective pressure for
(d) PT1, (e) PT2a, and (f) PT2b. AE frequency and effective pressure were smoothed with a Laplacian
algorithm to reduce high-frequency variations. In Figures 7d–7f, t is time since start of pump test.
Dashed lines indicate linear best fits. R is the coefficient of linear regression.
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pumping ended, ice began to close progressively on the
step, as indicated by the increasing mean stress on it,
followed by the abrupt reconnection of the ice with the flat
part of the panel upstream about 2.5 hours later.
[35] Results of PT2a and PT2b were quite different
because gaps around the panel had become sealed with
sediment, so water could not easily drain through the panel
into the shaft. As a result, high water pressure was attained
rapidly, pumping could be sustained only briefly, and water
pressure decayed more slowly after pumping than in PT1
(Figure 6b). Owing to the short pumping duration, ice-bed
separation was less than in PT1, with no major reductions in
stress on the step or the panel upstream that would indicate
ice-bed separation. Also, no ice-bed separation could be
detected with the point gauge (Figure 6b), restricting
Figure 8. Location of AE events in the plane parallel to
ice flow during (a) PT1, (b) between PT1 and PT2, and
(c) PT2a,b. Each square indicates an event captured by all
eight sensors. Shading indicates timing of event. Outlines of
granite step, panel, preexisting crack, and fracture made
during the experiment are also shown.
Figure 9. Step at end of experiment with quarried lee
surface.
Figure 10. Schematic representations of cavity shape at
various stages during PT1. (a) End of pumping, (b) after
closure of stoss-side cavity, and (c) during later stage of lee-
side cavity closure. Arrows indicate stress that ice or water
exerts normal to the step surface.
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possible ice-bed separation to a narrow zone in the lee of the
step (Figure 11a). As water pressure fell after pumping,
stress on the step and upstream of the step changed but
minimally, also consistent with minimal ice-bed separation.
The peak in stress upstream of the step that occurred after
the water pressure pulses likely reflected the time for the
pulse to diffuse through the melt film to the load cell
upstream of the step. The two-phase decay in water pressure
(Figure 6b) may reflect opening of new hydraulic pathways,
such as cracks in the ice or connection with a subglacial
drainage system.
[36] Results of PT2c differed from PT2a and PT2b
because although the panel remained sealed, a hydraulic
pathway along the bed or through the ice enabled sustained
pumping with associated high water pressure for more than
1 hour. Point gauge measurements indicated that because of
sustained pumping a larger cavity formed in the lee of the
step than in PT2a or PT2b, but there was no indication from
stresses on the step or panel upstream that there was ice-bed
separation elsewhere (Figure 6b). Despite ice-bed separation
large enough to be detected with the point gauge, there was
little change in stresses on the step or on the panel upstream
when pumping was stopped. Perhaps this lack of stress
redistribution reflected the slow rate of water pressure
decline, which may have allowed creep of ice and resultant
cavity closure to occur at rates commensurate with rate of
water pressure decline.
6.2. Effects of Stress and Water Pressure on AE
Activity
[37] AE activity increased significantly when stresses
on the step and on the panel upstream increased (PT1,
Figure 6a) or when water pressure in the lee-side cavity
dropped rapidly (PT2a and PT2b, Figure 6b). As argued by
Iverson [1991], reductions in water pressure should cause
growth of preexisting cracks by increasing ice pressure
against a step’s stoss side. The resultant redistribution of
stresses on the step’s surface increases deviatoric stresses in
the rock causing cracks to grow roughly parallel to the most
compressive principal stress. Our results agree generally
with this argument. After pumping ended in PT1, ice was
separated from most of the panel’s upper surface including a
significant portion of the step (Figure 10a) and water
pressure was atmospheric (Figure 6a). As ice closed on
the step (Figure 10b), reloading first occurred on the step’s
stoss side because the smaller stoss-side cavity closed faster
than its larger lee-side counterpart and also because sliding
of ice (12 cm day1 [Cohen et al., 2005]) was faster than
the rate of ice closure (5 cm day1 for a 10 cm cylindrical
cavity, on the basis of earlier measurements beneath
Engabreen [Kohler, 1993]). This uneven reloading in-
creased deviatoric stresses in the rock resulting in crack
growth as indicated by increased AE activity. With contin-
ued lee-side ice closure, some ice likely made contact with
the step’s lee side (Figure 10c). The stress distribution on
the step’s surface became more uniform, and deviatoric
stresses in the rock were reduced resulting in a decrease in
AE activity.
[38] In contrast to PT1, the mean stress on the step did not
vary significantly during PT2a and PT2b (Figure 6b). Water
pressure, however, underwent rapid reductions after pump-
ing ceased. During pumping water under high pressure
exerted a normal force on the step’s lee side, despite only
minimal ice separation (Figure 11a). Because the water
pressure was near the mean stress exerted by ice on the
step’s stoss surface, deviatoric stresses in the rock were
minimal. When pumping ceased, water pressure decreased
rapidly at a rate faster than ice could creep into the cavity.
The normal stress on the step’s lee side exerted by water
was suddenly reduced (Figure 11b), causing an increase in
deviatoric stresses in the rock with resultant increased AE
activity (Figure 6b). This interpretation requires that there
was minimal hydraulic communication between water in the
leeward cavity and water in the crack; otherwise falling
water pressure in both the cavity and crack would have
caused no change in deviatoric stress at the crack tip. As in
PT1, further ice closure on the step’s lee side reduced
deviatoric stresses in the rock (Figure 11c) causing AE
activity to decrease (Figure 6b).
[39] During PT2c (Figure 6b), neither the water pressure
nor the mean stress on the step changed rapidly. The rate of
cavity closure was likely commensurate with the rate of
water pressure decrease, so high deviatoric stresses were not
induced in the rock. As a result AE activity did not increase
after pumping was stopped. An alternative explanation is
that the step was already fully quarried when PT2c was
conducted, so there was no large preexisting crack that
concentrated stresses at its tip.
[40] Changes in deviatoric stresses in the rock step need
not have been large to cause the preexisting crack to grow
and AE activity to increase. The highly nonlinear power law
relation between crack velocity and stress intensity factor
(equation (3)) indicates that minor redistribution of normal
stresses caused by water pressure reduction and ice closure
can have a large effect on crack velocity.
Figure 11. Schematic representations of cavity shape at
various stages during PT2a or PT2b. Cavity size was likely
larger in PT2b than in PT2a. (a) End of pumping, (b) during
initial cavity closure, and (c) during later stage of cavity
closure. Arrows indicate normal load of ice or water on step.
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[41] The position of the crack tip could not be determined
precisely from the source locations of AE events (Figure 8)
because of their scatter. The migrating center of the locus of
AE events indicated, however, that the preexisting crack
grew during the experiment along a path that was near the
expected orientation of the maximum principal stress (nor-
mal to the stoss surface). Few acoustic emissions were
recorded between the two pump tests (Figure 8b), perhaps
because deviatoric stresses were minimal then and did not
exceed the threshold for crack growth or acoustic emissions
did not meet the requirement of detection by all eight
sensors.
6.3. Effects of Rate of Change of Effective Pressure on
AE Activity
[42] Plots of AE activity as a function of the rate of
change of effective pressure (Figures 7d–7f) indicate a
rough, near-linear correlation after PT1 and PT2a (R2 =
0.602 and R2 = 0.434, respectively) but a poor correlation
after PT2b (R2 = 0.0213). After PT1 and PT2a, peaks in AE
frequency occurred during rapid increases in effective
pressure (Figures 7a and 7b). In contrast, after PT2b the
AE frequency peak occurred later, after the effective pres-
sure increase had slowed (Figure 7c), which resulted in the
poor correlation. This difference in timing may reflect
differences in timescales of cavity closure and effective
pressure change. For the illustrative end-member case of no
cavity closure, deviatoric stresses in the step and resultant
AE activity would increase with the magnitude of the
effective pressure, not with its rate of increase. However,
if the leeward cavity closes sufficiently rapidly relative to
the rate of increase in effective pressure, ice can progres-
sively impinge on and hence support the step’s lee surface,
thereby reducing deviatoric stresses in the step while
effective pressure is still increasing. This effect therefore,
which can synchronize rapidly increasing effective pressure
with the peak in AE frequency, could be responsible for the
apparent correlation between the rate of effective pressure
increase and AE activity after PT1 and PT2a. The poor
correlation after PT2b may reflect a larger cavity in this case
than after PT2a and a resultant longer period required for ice
to close on the step’s lee surface. A larger cavity following
PT2b is expected given the short time that elapsed between
it and PT2a. If these interpretations are correct, then
correlations between crack growth and effective pressure
change are dependent on the many factors that control
cavity size and closure rates, so such correlations are
expected to be highly variable.
6.4. Effects of Sliding Speed
[43] Although our technique for measuring sliding speed
failed, there is little reason to believe the sliding speed was
sufficiently variable over the 7-day period to have affected
the observed temporal variability in crack growth. As in
past pumping experiments beneath Engabreen [Iverson et
al., 2003], associated water pressure fluctuations affected
only a small area of the bed and therefore should not have
caused significant sliding speed variations. Natural varia-
tions in sliding velocity were also unlikely; prior measure-
ments beneath Engabreen indicated that in early spring daily
changes in sliding speed were small (<10%) [Cohen et al.,
2005].
[44] Our measurements do bear, however, on possible
reasons why sliding speed may be a good control variable
for estimating long-term quarrying rates. High basal water
pressure is commonly directly correlated to sliding speed
[Hooke, 2005], and cavity size also increases with sliding
speed [e.g., Kamb, 1987]. High basal water pressure opti-
mizes the potential for large reductions in water pressure
and associated increases in deviatoric stress in the bed.
Large cavities require long periods to close, thereby in-
creasing periods after water pressure reductions when
deviatoric stress in the bed is high. Moreover, normal stress
increases on stoss surfaces during water pressure reductions
are expected to increase in magnitude with the extent of ice-
bed separation [e.g., Iverson, 1991; Hallet, 1996]. These
factors leave bedrock bumps and steps beneath glaciers that
slide rapidly especially vulnerable to transient basal water
pressure and crack growth.
7. Conclusions
[45] To our knowledge, these are the first measurements
of crack growth in subglacial rock. They show that a
preexisting crack in a granite step grew in response to
induced water pressure fluctuations as ice slid past the step.
With repeated water pressure fluctuations and resultant
changes in ice-bed separation, the crack extended until the
step’s lee surface was quarried. Results indicate that periods
of increasing effective stress, due to either increases in stress
on the step’s stoss surface or decreasing water pressure on
its lee surface, promoted crack growth. Rates of crack
growth should also increase significantly during natural
fluctuations in water pressure. Long-term quarrying rate
may thus be ultimately controlled by the frequency and
amplitude of water pressure decreases in lee-side cavities.
The magnitude and duration of stress changes on the bed
that cause crack growth will increase with cavity size and
hence sliding velocity. Future measurements beneath
Engabreen will focus on measuring crack growth in a
similar step during natural fluctuations in sliding velocity
during late spring and summer.
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