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Abstract
We consider commutation relations and invertibility relations of vertex operators for the quan-
tum affine superalgebra Uq(ŝl(M |N)) by using bosonization. We show that vertex operators give
a representation of the graded Zamolodchikov-Faddeev algebra by direct computation. Invertibility
relations of type-II vertex operators for N > M are very similar to those of type-I for M > N .
1 Introduction
Vertex operators and corner transfer matrices are a useful tool in solvable lattice models [1, 2, 3]. They
can be very effective way of calculating correlation functions. In the thermodynamic limit, a half transfer
matrix becomes a type-I vertex operator ΦµVλ (z) of the quantum affine algebra Uq(g). A type-I vertex
operator is, by definition, an intertwiner of the Uq(g)-representations, Φ
µV
λ (z) : V (λ) → V (µ) ⊗ Vz,
where V (λ) and V (µ) are highest weight representations and Vz denotes the evaluation representation
[4]. In this paper we consider commutation relations and invertibility relations of the vertex operators for
Uq(ŝl(M |N)) (M 6= N,M,N ≥ 1) by using bosonization [5]. We show that the vertex operators give a
representation of the graded Zamolodchikov-Faddeev algebra by direct computation. Our commutation
relations of the vertex operators give a higher-rank generalization of those for Uq(ŝl(M |1)) [6, 7]. A type-
II vertex operator is an intertwiner, ΨV µλ (z) : V (λ)→ Vz ⊗V (µ). We note that the invertibility relations
of the type-II vertex operators for N > M are very similar to those of the type-I for M > N . Our direct
computation can be applied to bosonization of vertex operators and a L-operator for the elliptic algebra
Uq,p(ŝl(M |N)) [8, 9, 10]. Moreover, quantum W -algebra Wq,p(sl(M |N)) will arise as fusion of vertex
operators for the elliptic algebra [11].
The text is organized as follows. In Section 2 we recall bosonization of the quantum affine superalgebra
Uq(ŝl(M |N)) and the vertex operators. In Section 3 we introduce the R-matrix and describe the main
theorems. In Section 4 we give a direct proof of the main theorems. In Section 5 we discuss related
topics. In Appendix A we summarize normal ordering rules of bosonic operators.
1
2 Preliminaries
In this section we recall bosonization of the quantum affine superalgebra Uq(ŝl(M |N)) and the vertex
operators [5]. We also give a bosonization of the grading operator d.
2.1 Quantum affine superalgebra Uq(ŝl(M |N)
In this Section we recall the definition of the quantum affine superalgebra Uq(ŝl(M |N)) for M,N =
1, 2, 3, · · ·. Throughout this paper, we assume q ∈ C to be 0 < |q| < 1. For any integer n, define
[n]q =
qn−q−n
q−q−1 . We set the signatures νi (i = 0, 1, 2, · · · ,M +N) as follows.
νi =
 +1 (1 ≤ i ≤M)−1 (i = 0, M + 1 ≤ i ≤M +N) . (2.1)
The Cartan matrix (Ai,j)0≤i,j≤M+N−1 of the affine Lie superalgebra ŝl(M |N) is given by
Ai,j = (νi + νi+1)δi,j − νiδi,j+1 − νi+1δi+1,j , (2.2)
where suffix of Ai,j , δi,j should be understood as mod.M + N , i.e. δi,j = δi+M+N,j = δi,j+M+N . The
diagonal part is (Ai,i)0≤i≤M+N−1 = (0,
M−1︷ ︸︸ ︷
2, 2, · · · , 2, 0,
N−1︷ ︸︸ ︷
−2,−2, · · · ,−2). Let us introduce orthonormal basis
{ε′i|i = 1, 2, · · · ,M + N} with the bilinear form (ε′i|ε′j) = νiδi,j . Define εi = ε′i − νiM−N
∑M+N
j=1 ε
′
j . The
classical simple roots are defined by α¯i = νiε
′
i − νi+1ε′i+1 and the classical weights are Λ¯i =
∑i
j=1 ε
′
j for
i = 1, 2, · · · ,M + N − 1. Introduce the affine weight Λ0 and the null root δ having (Λ0|ε′i) = (δ|ε′i) = 0
for i = 1, 2, · · · ,M +N and (Λ0|Λ0) = (δ|δ) = 0, (Λ0|δ) = 1. The other affine weights and the affine roots
are given by Λi = Λ¯i + Λ0 and αi = α¯i for i = 1, 2, · · · ,M +N − 1 and α0 = δ −
∑M+N−1
i=1 αi.
Definition 2.1 [12] The quantum affine superalgebra Uq(ŝl(M |N)) is the associative algebra over C
with the Chevalley generators {ei, fi, hi, d|i = 0, 1, 2, · · · ,M + N − 1}. The Z2-grading of the Chevalley
generators is given by [e0] = [f0] = [eM ] = [fM ] = 1 and zero otherwise. The defining relations of the
Chevalley generators are given as follows.
[hi, hj ] = 0, [hi, d] = 0, [d, ei] = δi,0ei, [d, fi] = −δi,0fi, (2.3)
[hi, ej ] = Ai,jej , [hi, fj ] = −Ai,jfj, [ei, fj] = δi,j q
hi − q−hi
q − q−1 , (2.4)
[ej , [ej, ei]q−1 ]q = 0, [fj , [fj , fi]q−1 ]q = 0 for |Ai,j | = 1, i 6= 0,M, (2.5)
[ei, ej ] = 0, [fi, fj ] = 0 for |Ai,j | = 0, (2.6)
[eM , [eM+1, [eM , eM−1]q−1 ]q] = 0, [fM , [fM+1, [fM , fM−1]q−1 ]q] = 0, (2.7)
[e0, [e1, [e0, eM+N−1]q]q−1 ] = 0, [f0, [f1, [f0, fM+N−1]q]q−1 ] = 0, (2.8)
where we use the notation
[X,Y ]a = XY − (−1)[X][Y ]aY X, (2.9)
for homogeneous elements X,Y ∈ Uq(ŝl(M |N)). For simplicity we write [X,Y ] = [X,Y ]1.
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If M = 1 or N = 1, we have extra fifth order Serre relations. As for the explicit forms of the extra
Serre relations, we refer the reader to [12, 13]. Uq(ŝl(M |N)) is a Z2-graded quasi-triangular Hopf algebra
endowed with the following coproduct ∆, counit ǫ and antipode S :
∆(hi) = hi ⊗ 1 + 1⊗ hi, ∆(d) = d⊗ 1 + 1⊗ d, (2.10)
∆(ei) = ei ⊗ qhi + 1⊗ ei, ∆(fi) = fi ⊗ 1 + q−hi ⊗ fi, (2.11)
ǫ(ei) = ǫ(fi) = ǫ(hi) = ǫ(d) = 0, (2.12)
S(hi) = −hi, S(ei) = −q−hiei, S(fi) = −fiqhi , S(d) = −d, (2.13)
where i = 0, 1, 2, · · · ,M+N−1. The multiplication rule for the tensor product is Z2-graded and is defined
for homogeneous elements X1, X2, Y1, Y2 ∈ Uq(ŝl(M |N)) by (X1 ⊗ Y1)(X2 ⊗ Y2) = (−1)[Y1][X2](X1X2 ⊗
Y1Y2), which extends to inhomogeneous elements through linearity. The coproduct is an algebra auto-
morphism ∆(XY ) = ∆(X)∆(Y ) and the antipode S is a graded algebra anti-automorphism S(XY ) =
(−1)[X][Y ]S(Y )S(X).
Definition 2.2 [12] The quantum affine superalgebra Uq(ŝl(M |N)) is isomorphic to the associative
algebra over C with the Drinfeld generators X±,im , H
i
m (i = 1, 2, · · · ,M + N − 1,m ∈ Z), c and d. The
Z2-grading of the Drinfeld generators is given by [X
±,M
m ] = 1 for m ∈ Z and zero otherwise. The defining
relations of the Drinfeld generators are given as follows.
c : central element, (2.14)
[Hi0, H
j
m] = [d,H
i
0] = 0, [d,H
j
m] = mH
j
m, (2.15)
[Him, H
j
n] =
[Ai,jm]q[cm]q
m
δm+n,0, (2.16)
[Him, X
±,j(z)] = ± [Ai,jm]q
m
q∓
c
2 |m|zmX±,j(z), [Hi0, X
±,j(z)] = ±Ai,jX±,j(z), (2.17)
qdX±i(z)q−d = q−1X±,i(q−1z), (2.18)
(z1 − q±Ai,jz2)X±,i(z1)X±,j(z2) = (q±Aj,iz1 − z2)X±,j(z2)X±,i(z1), for |Ai,j | 6= 0, (2.19)
[X±,i(z1), X±,j(z2)] = 0, for |Ai,j | = 0, (2.20)
[X+,i(z1), X
−,j(z2)] =
δi,j
(q − q−1)z1z2
(
δ(qcz2/z1)Ψ
i
+(q
c
2 z2)− δ(q−cz2/z1)Ψi−(q−
c
2 z2)
)
, (2.21)
[X±,i(z1), [X±,i(z2), X±,j(z)]q−1 ]q + (z1 ↔ z2) = 0, for |Ai,j | = 1, i 6=M, (2.22)
[X±,M(z1), [X±,M+1(w1), [X±,M (z2), X±,M−1(w2)]q−1 ]q] + (z1 ↔ z2) = 0, (2.23)
where we set δ(z) =
∑
m∈Z z
m. Here we use the generating functions
X±,j(z) =
∑
m∈Z
X±,jm z
−m−1, Ψi±(q
± c2 z) = q±H
i
0 exp
(
±(q − q−1)
∑
m>0
Hi±mz
∓m
)
. (2.24)
The Chevalley generators are obtained by
hi = H
i
0 (i = 1, 2, · · · ,M +N − 1), (2.25)
ei = X
+,i
0 , fi = X
−,i
0 (i = 1, 2, · · · ,M +N − 1), (2.26)
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h0 = c− (H10 +H20 + · · ·+HM+N−10 ), (2.27)
e0 = (−1)N [X−,M+N−10 , · · · , [X−,M+10 , [X−,M0 , · · · , [X−,20 , X−,10 ]q−1 · · ·]q−1 ]q · · ·]q, (2.28)
f0 = q
H10+H
2
0+···+HM+N−10
× [· · · [[· · · [X+,1−1 , X+,20 ]q, · · · , X+,M0 ]q, X+,M+10 ]q−1 , · · · , X+,M+N−10 ]q−1 . (2.29)
2.2 Bosonization of quantum affine superalgebra Uq(ŝl(M |N))
In this Section we recall bosonization of Uq(ŝl(M |N)) (M 6= N,M,N ≥ 1) at level c = 1. Let us
introduce bosonic oscillators {ain, bjn, cjn, Qia, Qjb, Qjc|n ∈ Z, i = 1, 2, · · · ,M, j = 1, 2, · · · , N} satisfying the
commutation relations
[aim, a
j
n] = δi,jδm+n,0
[m]2q
m
, [ai0, Q
j
a] = δi,j , (2.30)
[bim, b
j
n] = −δi,jδm+n,0
[m]2q
m
, [bi0, Q
j
b] = −δi,j , (2.31)
[cim, c
j
n] = δi,jδm+n,0
[m]2q
m
, [ci0, Q
j
c] = δi,j . (2.32)
The remaining commutators vanish. For calculation we need the following normal ordering symbol : :
: aima
i
n :=
 aimain (m < 0)ainaim (m > 0) , : ai0Qia :=: Qiaai0 := Qiaai0. (2.33)
In the same way the normal ordering symbol of bim, Q
i
b, c
i
m, Q
i
c is defined. Let us define the operators
him, Q
i
h (i = 1, 2, · · · ,M +N − 1,m ∈ Z) by
him =

aimq
−|m|/2 − ai+1m q|m|/2 (1 ≤ i ≤M − 1),
aMm q
−|m|/2 + b1mq
−|m|/2 (i =M)
−bi−Mm q|m|/2 + bi+1−Mm q−|m|/2 (M + 1 ≤ i ≤M +N − 1)
, (2.34)
Qih =

Qia −Qi+1a (1 ≤ i ≤M − 1)
QMa +Q
1
b (i =M)
−Qi−Mb +Qi−M+1b (M + 1 ≤ i ≤M +N − 1)
. (2.35)
We define the notation
hi(z;α) = −
∑
m 6=0
him
[m]q
q−α|m|z−m +Qih + h
i
0logz, (2.36)
for him, Q
i
h and α ∈ R. In this paper we adopt this notation for other bosonic operators, for example, the
boson field ci(z;α) should be defined in the same way. We define the q-differential operator defined by
α∂zf(z) =
f(qαz)− f(q−αz)
(q − q−1)z . (2.37)
Theorem 2.3 [5] The Drinfeld generators Him, X
±,i
m of Uq(ŝl(M |N)) at level c = 1 are realized by free
boson fields as follows.
c = 1, Him = h
i
m (1 ≤ i ≤M +N − 1,m ∈ Z), (2.38)
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X+i(z) =: eh
i(z; 12 )e
√−1πai0 : (1 ≤ i ≤M − 1), (2.39)
X+,M(z) =: eh
M(z; 12 )+c
1(z;0)
M−1∏
j=1
e−
√−1πaj0 :, (2.40)
X+,M+j(z) =: eh
M+j(z; 12 )
(
1∂ze
−cj(z;0)
)
ec
j+1(z;0) : (1 ≤ j ≤ N − 1), (2.41)
X−i(z) = − : e−hi(z;− 12 )e−
√−1πai0 : (1 ≤ i ≤M − 1), (2.42)
X−,M(z) =: e−h
M(z;− 12 )
(
1∂ze
−c1(z;0)
)M−1∏
j=1
e
√−1πaj0 :, (2.43)
X−,M+j(z) = − : e−hM+j(z;− 12 )+cj(z;0)
(
1∂ze
−cj+1(z;0)
)
: (1 ≤ j ≤ N − 1). (2.44)
We define
h∗im =
M+N−1∑
j=1
[αi,jm]q[βi,jm]q
[(M −N)m]q[m]q h
j
m, (2.45)
h∗i0 =
M+N−1∑
j=1
αi,jβi,j
M −N h
j
0, Q
∗i
h =
M+N−1∑
j=1
αi,jβi,j
M −NQ
j
h. (2.46)
Here αi,j , βi,j are defined by
αi,j =
 Min(i, j) (Min(i, j) ≤M)2M −Min(i, j) (Min(i, j) > M) , βi,j =
 M −N −Max(i, j) (Max(i, j) ≤M)−M −N +Max(i, j) (Max(i, j) > M) .(2.47)
They satisfy
[h∗im, h
j
n] = δi,jδm+N,0
[m]2q
m
, [h∗i, Qjh] = δi,j ,
M+N−1∑
i=1
: hi−mh
∗i
m :=
M+N−1∑
i=1
: h∗i−mh
i
m :. (2.48)
Proposition 2.4 The grading operator d of Uq(ŝl(M |N)) at level-one is realized as follows.
d = −1
2
∑
m 6=0
m2
[m]2q
(
M+N−1∑
i=1
: hi−mh
∗i
m : +
N∑
i=1
: ci−mc
i
m :
)
− 1
2
(
M+N−1∑
i=1
hi0h
∗i
0 +
N∑
i=1
ci0(c
i
0 + 1)
)
. (2.49)
Upon the specialization N = 1 our bosonization of d reproduces those in [7]. It satisfies
qde±Q
j
ce−d = e±Q
j
cq∓c
j
0q−
1
2 (1±1), qde±Q
i
hq−d = e±Q
i
hq∓h
i
0 ×

q−1 (1 ≤ i ≤M − 1)
1 (i =M)
q (M + 1 ≤ i ≤M +N − 1)
.(2.50)
2.3 Highest weight representation
We introduce the irreducible highest weight representation V (λ) with level one highest weight λ [13]. We
define the Fock representation. The vacuum vector |0〉 is characterized by
aim|0〉 = bjm|0〉 = cjm|0〉 = 0, (2.51)
for m > 0 and i = 1, 2, · · · ,M, j = 1, 2, · · · , N . For λia, λjb, λjc ∈ C we set
|λ1a · · ·λMa , λ1b · · ·λNb , λ1c · · ·λNc 〉 = e
∑
M
i=1
λiaQ
i
a+
∑
N
j=1
λj
b
Qj
b
+
∑
N
j=1
λjcQ
j
c |0〉. (2.52)
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The Fock representation Fλ1a···λMa ,λ1b···λNb ,λ1c ···λNc is generated by operators a
i
−m, b
j
−m, c
j
−m (m > 0) over the
vector |λ1a · · ·λMa , λ1b · · ·λNb , λ1c · · ·λNc 〉. We give the highest weight representation V (λ) with the highest
weight λ =
∑M+N−1
j=0 λjΛj, where Λj are the fundamental weights and
∑M+N−1
j=0 λj = 1. Solving the
conditions
hi|λ1a · · ·λMa , λ1b · · ·λNb , λ1c · · ·λNc 〉 = λi|λ1a · · ·λMa , λ1b · · ·λNb , λ1c · · ·λNc 〉, (2.53)
ei|λ1a · · ·λMa , λ1b · · ·λNb , λ1c · · ·λNc 〉 = 0, (2.54)
for i = 0, 1, · · · ,M +N−1, we have the following two class of solutions. We conjecture the identifications
upon the highest weight vector : |λ〉 = |λ1a · · ·λMa , λ1b · · ·λNb , λ1c · · ·λNc 〉.
(1) |Λi〉 (i = 1, 2, · · · ,M +N − 1) : For 1 ≤ i ≤M , β ∈ C we identify
|Λi〉 =
i︷ ︸︸ ︷
β + 1, · · · , β + 1,
M+N−i︷ ︸︸ ︷
β, · · · , β,
N︷ ︸︸ ︷
0, · · · , 0〉. (2.55)
For M + 1 ≤ i ≤M +N − 1, β ∈ C we identify
|Λi〉 = |
i︷ ︸︸ ︷
β + 1, · · · , β + 1,
M+N−i︷ ︸︸ ︷
β, · · · , β,
i−M︷ ︸︸ ︷
0, · · · , 0,
M+N−i︷ ︸︸ ︷
−1, · · · ,−1〉. (2.56)
(2) |(1− α)Λ0 + αΛM 〉 : For α, β ∈ C, we identify
|(1 − α)Λ0 + αΛM 〉 = |
M︷ ︸︸ ︷
β, · · · , β,
N︷ ︸︸ ︷
β − α, · · · , β − α,
N︷ ︸︸ ︷
−α, · · · ,−α〉. (2.57)
We introduce the space Fλ on which the bosonized action of Uq(ŝl(M |N)) is closed. For i = 1, 2, · · · ,M ,
j = 1, 2, · · · , N and α, β ∈ C, we set the spaces as follows.
FΛi =
⊕
i1,···,iM+N−1∈Z
F
(
i︷ ︸︸ ︷
β + 1, · · · , β + 1,
M+N−i︷ ︸︸ ︷
β, · · · , β,
N︷ ︸︸ ︷
0, · · · , 0)◦(i1,i2,···,iM+N−1)
, (2.58)
FΛM+j =
⊕
i1,···,iM+N−1∈Z
F
(
M+j︷ ︸︸ ︷
β + 1, · · · , β + 1,
N−j︷ ︸︸ ︷
β, · · · , β,
j︷ ︸︸ ︷
0, · · · , 0,
N−j︷ ︸︸ ︷
−1, · · · ,−1)◦(i1,i2,···,iM+N−1)
, (2.59)
F(1−α)Λ0+αΛM =
⊕
i1,···,iM+N−1∈Z
F
(
M︷ ︸︸ ︷
β, · · · , β,
N︷ ︸︸ ︷
β − α, · · · , β − α,
N︷ ︸︸ ︷
−α, · · · ,−α)◦(i1,i2,···,iM+N−1)
.(2.60)
Here we use the following abbreviation.
(λ1a, · · · , λMa , λ1b , · · · , λNb , λ1c , · · · , λNc ) ◦ (i1, i2, · · · , iM+N−1)
= (
M︷ ︸︸ ︷
λ1a, · · · , λMa ,
N︷ ︸︸ ︷
λ1b , · · · , λNb ,
N︷ ︸︸ ︷
λ1c , · · · , λNc )
+ (
M︷ ︸︸ ︷
i1, i2 − i1, · · · , iM − iM−1,
N︷ ︸︸ ︷
iM − iM+1, · · · , iM+N−2 − iM+N−1, iM+N−1,
N︷ ︸︸ ︷
iM − iM+1, · · · , iM+N−2 − iM+N−1, iM+N−1). (2.61)
However, these representations are not irreducible in general. In order to obtain irreducible representation,
we introduce ξ-η system. We define the operators ξjm and η
j
m (j = 1, 2, · · · , N ;m ∈ Z) by
ξj(z) =
∑
m∈Z
ξjmz
−m =: e−c
j(z) :, ηj(z) =
∑
m∈Z
ηjmz
−m−1 =: ec
j(z) : . (2.62)
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The Fourier components ξjm =
∮
dz
2π
√−1z
m−1ξj(z) and ηjm =
∮
dz
2π
√−1z
mηj(z) are well-defined on the
spaces FΛi ,F(1−α)Λ0+αΛM . We focus our attention on the operators ηj0, ξj0 satisfying
Im(ηj0) = Ker(η
j
0), Im(ξ
j
0) = Ker(ξ
j
0), η
j
0ξ
j
0 + ξ
j
0η
j
0 = 1. (2.63)
We have a direct sum decomposition :
Fλ = ηj0ξj0Fλ ⊕ ξj0ηj0Fλ, (2.64)
for λ = Λi, (1 − α)Λ0 + αΛM . We define the projection operators η0 and ξ0 by
η0 =
N∏
j=1
ηj0, ξ0 =
N∏
j=1
ξj0. (2.65)
They satisfy [d, η0] = [d, ξ0] = 0. We conjecture the following identifications.
V (Λi) = Coker(η0) = ξ0η0FΛi (i = 1, 2, · · · ,M +N − 1), (2.66)
V ((1− α)Λ0 + αΛM ) =
 Coker(η0) = ξ0η0F(1−α)Λ0+αΛM (α = 0, 1, 2, · · ·)Ker(η0) = η0ξ0F(1−α)Λ0+αΛM (α = −1,−2, · · ·) . (2.67)
Here V (λ) is the irreducible highest weight representation. Since the operators η0 and ξ0 commute with
Uq(ŝl(M |N)) up to sign ±, we can regard Ker(η0) and Coker(η0) as a Uq(ŝl(M |N))-representation.
2.4 Bosonization of vertex operators
In this Section we recall bosonization of vertex operators for Uq(ŝl(M |N)) [5]. Let us set the vector spaces
V1 = ⊕Mj=1Cvj and V0 = ⊕Nj=1CvM+j . We set V = V1 ⊕ V0. The Z2-grading of the basis {vj}1≤j≤M+N
of V is chosen to be [vj ] =
νj+1
2 (j = 1, 2, · · · ,M +N). Let Ei,j be (M +N) × (M +N) matrix whose
(i, j)-element is unity and zero elsewhere. The (M + N)-dimensional level-zero representation Vz of
Uq(ŝl(M |N)) is given by
ei = Ei,i+1, fi = νiEi+1,i, hi = νiEi,i − νi+1Ei+1,i+1, (2.68)
e0 = −zEM+N,1, f0 = z−1E1,M+N , h0 = −E1,1 − EM+N,M+N , (2.69)
for i = 1, 2, · · · ,M + N − 1. Let V ∗z be the dual space of V with dual basis {v∗1 , v∗2 , · · · , v∗M+N} such
that (vi|v∗j ) = δi,j . The Z2-grading of the basis {v∗j }1≤j≤M+N of V is given by [vj ] = νj+12 (j =
1, 2, · · · ,M+N). The representation structure is given by (xv|w) = (v|(−1)|x||v|S(x)w) for v ∈ V ∗z , w ∈ Vz
and we call the representation as V ∗Sz . The representation is :
ei = −νiνi+1q−νiEi+1,i, fi = −νiqνiEi,i+1, hi = −νiEi,i + νi+1Ei+1,i+1, (2.70)
e0 = qzE1,M+N , f0 = q
−1z−1EM+N,1, h0 = E1,1 + EM+N,M+N . (2.71)
Now we study the level-one vertex operators of Uq(ŝl(M |N)). Let V (λ) be the highest weight Uq(ŝl(M |N))-
representation with the highest weight λ. The vertex operators ΦµVλ (z), Φ
µV ∗
λ (z), Ψ
V µ
λ (z), Ψ
V ∗µ
λ (z) are
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defined as the following intertwiners of Uq(ŝl(M |N))-representations if they exist :
ΦµVλ (z) : V (λ)→ V (µ)⊗ Vz , ΦµV
∗
λ (z) : V (λ)→ V (µ)⊗ V ∗Sz , (2.72)
ΨV µλ (z) : V (λ)→ Vz ⊗ V (µ), ΨV
∗µ
λ (z) : V (λ)→ V ∗Sz ⊗ V (µ), (2.73)
ΦµVλ (z) · x = ∆(x) · ΦµVλ (z), ΦµV
∗
λ (z) · x = ∆(x) · ΦµV
∗
λ (z), (2.74)
ΨV µλ (z) · x = ∆(x) ·ΨV µλ (z), ΨV
∗µ
λ (z) · x = ∆(x) ·ΨV
∗µ
λ (z). (2.75)
ΦµVλ (z), Φ
µV ∗
λ (z) are called the type-I vertex operator and Ψ
V µ
λ (z), Ψ
V ∗µ
λ (z) are called the type-II vertex
operator. We expand the vertex operators as
ΦµVλ (z) =
M+N∑
j=1
ΦµVλ,j (z)⊗ vj , ΦµV
∗
λ (z) =
M+N∑
j=1
ΦµV
∗
λ,j (z)⊗ v∗j , (2.76)
ΨV µλ (z) =
M+N∑
j=1
vj ⊗ΨV µλ,j (z), ΨV
∗µ
λ (z) =
M+N∑
j=1
v∗j ⊗ΨV
∗µ
λ,j (z). (2.77)
The intertwiners are even, which implies [ΦµVλ,j (z)] = [Ψ
V µ
λ,j (z)] = [Φ
µV ∗
λ,j (z)] = [Φ
V ∗µ
λ,j (z)] =
νj+1
2 .
We define the bosonized operators Φj(z),Φ
∗
j (z),Ψj(z),Ψ
∗
j(z) (j = 1, 2, · · · ,M +N) iteratively by
ΦM+N (z) = (q
M−N+1z)
M−N−1
2(M−N) : e−h
∗
M+N−1(q
M−N+1z;− 12 ) :
× : ecN (qM−N+1z;0) :
M∏
k=1
eπ
√−1 1−k
M−N a
k
0 , (2.78)
νjΦj(z) = [Φj+1(z), fj ]qνj+1 (1 ≤ j ≤M +N − 1), (2.79)
Φ∗1(z) = (qz)
M−N−1
2(M−N) : eh
∗
1(qz;− 12 ) :
M∏
k=1
eπ
√−1 k−1
M−N a
k
0 , (2.80)
−νjqνjΦ∗j+1(z) = [Φ∗j (z), fj]qνj (1 ≤ j ≤M +N − 1), (2.81)
Ψ1(z) = (qz)
M−N−1
2(M−N) : e−h
∗
1(qz;
1
2 ) :
M∏
k=1
eπ
√−1 1−k
M−N a
k
0 , (2.82)
Ψj+1(z) = [Ψj(z), ej]qνj (1 ≤ j ≤M +N − 1), (2.83)
Ψ∗M+N (z) = (q
−M+N+1z)
M−N−1
2(M−N) : eh
∗
M+N−1(q
−M+N+1z; 12 )
×
(
1∂ze
−cN(q−M+N+1z;0)
)
:
M∏
k=1
eπ
√−1 k−1
M−N a
k
0 , (2.84)
−νjνj+1q−νjΨ∗j (z) = [Ψ∗j+1(z), ej]qνj+1 (1 ≤ j ≤M +N − 1). (2.85)
We note that our bosonization of the vertex operators is different from those in [5] by a scalar factor
z
M−N−1
2(M−N) , which is needed for the intertwining relation for the grading operator d:
qdΦj(z)q
−d = Φj(z/q), qdΦ∗j (z)q
−d = Φ∗j (z/q), (2.86)
qdΨj(z)q
−d = Ψj(z/q), qdΨ∗j (z)q
−d = Ψ∗j (z/q), (2.87)
qdξ0q
−d = ξ0, qdη0q−d = η0. (2.88)
This scalar factor z
M−N−1
2(M−N) is important for the invertibility relations of the vertex operators (3.39), (3.40),
(3.41), (3.42), (3.44), (3.45), (3.46), (3.47).
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Theorem 2.5 [5] Bosonization of the vertex operators is given as follows.
ΦµVλ,j (z) = η0ξ0Φj(z)η0ξ0, Φ
µV ∗
λ,j (z) = η0ξ0Φ
∗
j (z)η0ξ0, (2.89)
ΨV µλ,j (z) = η0ξ0Ψj(z)η0ξ0, Ψ
V ∗µ
λ,j (z) = η0ξ0Ψ
∗
j (z)η0ξ0. (2.90)
3 Commutation relations of vertex operators
In this Section we give commutation relations and invertibility relations of the vertex operators.
3.1 R-matrix
In this Section we introduce the R-matrix. We use the abbreviation
(z; p)∞ =
∞∏
m=0
(1− pmz). (3.1)
A linear operator S ∈ End(V ) is represented in the form of a (M + N) × (M + N) matrix : Svj =∑M+N
i=1 viSi,j . The Z2-grading of (M + N) × (M + N) matrix (Si,j)1≤i,j≤M+N is defined by [S] =
[vi] + [vj ] (mod.2) if RHS of the equation does not depend on i and j such that Si,j 6= 0. In what follows
we use the abbreviation [i] = [vi] =
νi+1
2 . All (M + N) × (M + N) matrix S = (Si,j)1≤i,j≤M+N are
divided into blocks : S =
 A B
C D
, where A,B,C,D are M ×M , M ×N , N ×M , N ×N matrices,
respectively. We set supertranspose ”st” by
Sst =
 A B
C D
st =
 At Ct
−Bt Dt
 , (3.2)
where At, Bt, Ct, Dt represent ordinary transpose of matrices. We consider the tensor product V ⊗ V ⊗
· · ·⊗V of n space and define action of the operator S1⊗S2⊗· · ·⊗Sn where Sj ∈ End(V ) have Z2-grading.
We define
S1 ⊗ S2 ⊗ · · · ⊗ Sn · vj1 ⊗ vj2 ⊗ · · · ⊗ vjn = eπ
√−1
∑
n
k=1
[Sk]
∑
k−1
l=1
[jl]S1vj1 ⊗ S2vj2 ⊗ · · · ⊗ Snvjn . (3.3)
We set
a(z) =
(z − q2)
(1− q2z) , b(z) =
(1− z)q
(1− q2z) , c(z) =
(1− q2)
(1− q2z) . (3.4)
Definition 3.1 Let R¯V V (z) ∈ End(V ⊗ V ) be the R-matrix of Uq(ŝl(M |N)),
R¯V V (z)vj1 ⊗ vj2 =
M+N∑
k1,k2=1
vk1 ⊗ vk2R¯V V (z)j1,j2k1,k2 , (3.5)
where we set
R¯V V (z)
j,j
j,j =
 −1 (1 ≤ j ≤M)a(z) (M + 1 ≤ j ≤M +N) , (3.6)
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R¯V V (z)
i,j
i,j = −b(z) (1 ≤ i 6= j ≤M +N), (3.7)
R¯V V (z)
j,i
i,j =
 (−1)[i][j]c(z) (1 ≤ i < j ≤M +N)(−1)[i][j]zc(z) (1 ≤ j < i ≤M +N), (3.8)
R¯V V (z)
i,j
i,j = 0 otherwise. (3.9)
We define the R-matrices R
(I)
V V (z) and R
(II)
V V (z) by
R
(I)
V V (z) =
1
κ
(I)
V V (z)
R¯V V (z), R
(II)
V V (z) =
1
κ
(II)
V V (z)
R¯V V (z), (3.10)
where
κ
(I)
V V (z) =

−z1− 1M−N (q
2/z; q2(M−N))∞(q2(M−N)z; q2(M−N))∞
(q2z; q2(M−N))∞(q2(M−N)/z; q2(M−N))∞
(M > N)
z1−
1
M−N
(q2(N−M)/z; q2(N−M))∞(q2(N−M)+2z; q2(N−M))∞
(q2(N−M)z; q2(N−M))∞(q2(N−M)+2/z; q2(N−M))∞
(N > M)
, (3.11)
κ
(II)
V V (z) =

−z 1M−N (q
2(M−N)z; q2(M−N))∞(q2(M−N)−2/z; q2(M−N))∞
(q2(M−N)/z; q2(M−N))∞(q2(M−N)−2z; q2(M−N))∞
(M > N)
z−1+
1
M−N
(q−2z; q2(N−M))∞(q2(N−M)/z; q2(N−M))∞
(q−2/z; q2(N−M))∞(q2(N−M)z; q2(N−M))∞
(N > M)
. (3.12)
Theses R-matrices satisfy the graded Yang-Baxter equation on V ⊗ V ⊗ V .
(R
(i)
V V )12(z1/z2)(R
(i)
V V )13(z1/z3)(R
(i)
V V )23(z2/z3)
= (R
(i)
V V )23(z2/z3)(R
(i)
V V )13(z1/z3)(R
(i)
V V )12(z1/z2) (i = I, II). (3.13)
They satisfy (1) the initial condition R
(i)
V V (1) = P (i = I, II) where P is the graded permutation operator
: P j1,j2k1,k2 = (−1)[k1][k2]δj1,k2δj2,k1 ; (2) the unitary condition (R
(i)
V V )1,2(z)(R
(i)
V V )2,1(1/z) = 1 (i = I, II),
where (R
(i)
V V )2,1(z) = P (R
(i)
V V )1,2(z)P ; (3) the crossing unitarity(
R
(i)
V V (z)
−1
)st1 (
(M ⊗ 1)−1R(i)V V (zq2(N−M))(M ⊗ 1)
)st1
= 1 (i = I, II), (3.14)
where we set
M = diag(q2ρ1 , q2ρ2 , q2ρ3 , · · · , q2ρM+N ) (3.15)
= diag(
M︷ ︸︸ ︷
qM−N−1, qM−N−3, · · · , q−M−N+1,
N︷ ︸︸ ︷
q−M−N+1, q−M−N+3, · · · , qN−M−1).
The various supertranspositions of the R-matrix are given by(
R¯V V (z)
st1
)k,l
i,j
= R¯V V (z)
i,l
k,j(−1)[i]([i]+[k]),
(
R¯V V (z)
st2
)k,l
i,j
= R¯V V (z)
k,j
i,l (−1)[j]([l]+[j]), (3.16)(
R¯V V (z)
st12
)k,l
i,j
= R¯V V (z)
i,j
k,l(−1)([i]+[j])([i]+[j]+[k]+[l]) = R¯V V (z)i,jk,l. (3.17)
Definition 3.2 Let R¯V V ∗(z), R¯V ∗V (z) and R¯V ∗V ∗(z) be the R-matrices defined by
R¯V ∗V (z) = (R¯V V (z)
−1)st1 , (3.18)
R¯V V ∗(z) =
(
(M ⊗ 1)−1R¯V V (q2(N−M)/z)(M ⊗ 1)
)st1
, (3.19)
R¯V ∗V ∗(z) = (R¯V V (z))
st12 . (3.20)
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We define the R-matrix R
(i)
V ∗V (z), R
(i)
V V ∗(z) and R
(i)
V ∗V ∗(z) (i = I, II) by
R
(i)
V ∗V (z) =
1
κ
(i)
V ∗V (z)
R¯V ∗V (z), R
(i)
V V ∗(z) =
1
κ
(i)
V V ∗(z)
R¯V V ∗(z), R
(i)
V ∗V ∗(z) =
1
κ
(i)
V ∗V ∗(z)
R¯V ∗V ∗(z). (3.21)
For M > N we set
κ
(I)
V ∗V ∗(z) = −κ(I)V V (z), κ(I)V ∗V (z) = κ(I)V ∗V ∗(1/z), κ(I)V V ∗(z) = κ(I)V ∗V ∗(q2(N−M)/z), (3.22)
κ
(II)
V ∗V ∗(z) = κ
(II)
V V (z), κ
(II)
V ∗V (z) = κ
(II)
V ∗V ∗(1/z), κ
(II)
V V ∗(z) = κ
(II)
V ∗V ∗(q
2(N−M)/z). (3.23)
For N > M we set
κ
(I)
V ∗V ∗(z) = −z−1κ(I)V V (z), κ(I)V ∗V (z) = κ(I)V ∗V ∗(1/z), κ(I)V V ∗(z) = κ(I)V ∗V ∗(q2(N−M)/z), (3.24)
κ
(II)
V ∗V ∗(z) = κ
(II)
V V (z), κ
(II)
V ∗V (z) = κ
(II)
V ∗V ∗(1/z), κ
(II)
V V ∗(z) = κ
(II)
V ∗V ∗(q
2(N−M)/z). (3.25)
The R-matrices are written explicitly as follows.
R¯V ∗V (z) = −
M∑
j=1
Ej,j ⊗ Ej,j + a(1/z)
M+N∑
j=M+1
Ej,j ⊗ Ej,j − b(1/z)
∑
1≤i6=j≤M+N
Ei,i ⊗ Ej,j
+ c(1/z)
∑
1≤i<j≤M+N
(−1)[i]Ei,j ⊗ Ei,j + 1
z
c(1/z)
∑
1≤i<j≤M+N
(−1)[j]Ej,i ⊗ Ej,i, (3.26)
R¯V V ∗(z) = −
M∑
j=1
Ej,j ⊗ Ej,j + a(1/q2(M−N)z)
M+N∑
j=M+1
Ej,j ⊗ Ej,j
− b(1/q2(M−N)z)
∑
1≤i6=j≤M+N
Ei,i ⊗ Ej,j + c(1/q2(M−N)z)
∑
1≤i<j≤M+N
(−1)[i]q2(ρj−ρi)Ej,i ⊗ Ej,i
+
1
q2(M−N)z
c(1/q2(M−N)z)
∑
1≤i<j≤M+N
(−1)[j]q2(ρi−ρj)Ei,j ⊗ Ei,j . (3.27)
We have R¯V ∗V ∗(z)
j1,j2
k1,k2
= R¯V V (z)
k1,k2
j1,j2
. The unitary relation R¯V V ∗(z)R¯V ∗V (1/z) = 1 holds.
3.2 The graded Zamolodchikov-Faddeev algebra
The followings are the main theorems.
Theorem 3.3 The vertex operators for Uq(ŝl(M |N)) give a representation of the Zamolodchikov-Faddeev
algebra. The type-I vertex operators satisfy
Φj2(z2)Φj1(z1) =
M+N∑
k1,k2=1
R
(I)
V V (z1/z2)
k1,k2
j1,j2
Φk1(z1)Φk2 (z2)(−1)[k1][k2], (3.28)
Φj2(z2)Φ
∗
j1(z1) =
M+N∑
k1,k2=1
R
(I)
V ∗V (z1/z2)
k1,k2
j1,j2
Φ∗k1(z1)Φk2(z2)(−1)[k1][k2], (3.29)
Φ∗j2(z2)Φ
∗
j1(z1) =
M+N∑
ν1,ν2=1
R
(I)
V ∗V ∗(z1/z2)
k1,k2
j1,j2
Φ∗k1(z1)Φ
∗
k2(z2)(−1)[k1][k2]. (3.30)
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The type-II vertex operators satisfy
Ψj1(z1)Ψj2(z2) =
M+N∑
k1,k2=1
R
(II)
V V (z1/z2)
k1,k2
j1,j2
Ψk2(z2)Ψk1(z1)(−1)[k1][k2], (3.31)
Ψj1(z1)Ψ
∗
j2(z2) =
M+N∑
k1,k2=1
R
(II)
V V ∗(z1/z2)
k1,k2
j1,j2
Ψ∗k2(z2)Ψk1(z1)(−1)[k1][k2], (3.32)
Ψ∗j1(z1)Ψ
∗
j2(z2) =
M+N∑
ν1,ν2=1
R
(II)
V ∗V ∗(z1/z2)
k1,k2
j1,j2
Ψ∗k2(z2)Ψ
∗
k1(z1)(−1)[k1][k2]. (3.33)
The vertex operators satisfy
Ψj1(z1)Φj2(z2) = χ(z1/z2)Φj2(z2)Ψj1(z1)(−1)[j1][j2], (3.34)
Ψ∗j1(z1)Φ
∗
j2(z2) = χ(z1/z2)Φ
∗
j2(z2)Ψ
∗
j1(z1)(−1)[j1][j2], (3.35)
Ψj1(z1)Φ
∗
j2(z2) = χ(z2/z1)Φ
∗
j2(z2)Ψj1(z1)(−1)[j1][j2], (3.36)
Ψ∗j1(z1)Φj2(z2) = χ(q
2(N−M)z2/z1)Φj2(z2)Ψ
∗
j1(z1)(−1)[j1][j2]. (3.37)
where we set
χ(qM−Nz) =

z−
1
M−N
(qM−N−1z; q2(M−N))∞(qM−N+1/z; q2(M−N))∞
(qM−N−1/z; q2(M−N))∞(qM−N+1z; q2(M−N))∞
(M > N)
z−
1
M−N
(qN−M+1z; q2(N−M))∞(qN−M−1/z; q2(N−M))∞
(qN−M+1/z; q2(N−M))∞(qN−M−1z; q2(N−M))∞
(N > M)
. (3.38)
Theorem 3.4 For M > N the type-I vertex operators satisfy the invertibility relations as follows.
Φj1(z)Φ
∗
j2(z) = (−1)[j1]g−1δj1,j2 (j1 ≥ j2), (3.39)
M+N∑
j=1
(−1)[j]Φ∗j (z)Φj(z) = g−1, (3.40)
Φ∗j1(q
2(M−N)z)Φj2(z) = (−1)M+Ng−1q2ρj1 δj1,j2 (j1 ≤ j2), (3.41)
M+N∑
j=1
q−2ρjΦj(z)Φ∗j (q
2(M−N)z) = (−1)M+Ng−1, (3.42)
where we set
g = e
−pi
√
−1
M−N −
pi
√
−1M(M−1)
2(M−N)2 q
1
2 (M−N)− 12 (q
2; q2(M−N))∞
(q2(M−N); q2(M−N))∞
. (3.43)
For N > M the type-II vertex operators satisfy the invertibility relations as follows.
Ψ∗j1(z)Ψj2(z) = −(−1)[j1](g∗)−1δj1,j2 (j1 ≥ j2), (3.44)
M+N∑
j=1
(−1)[j]Ψj(z)Ψ∗j (z) = −(g∗)−1, (3.45)
Ψj1(q
2(N−M)z)Ψ∗j2(z) = −(−1)M+N (g∗)−1q2ρj1 δj1,j2 (j1 ≤ j2), (3.46)
M+N∑
j=1
q−2ρjΨ∗j (z)Ψj(q
2(N−M)z) = −(−1)M+N (g∗)−1, (3.47)
where we set
g∗ = e−
pi
√
−1
M−N −
pi
√
−1M(M−1)
2(M−N)2 q
3
2 (N−M)− 12 (q
−2; q2(N−M))∞
(q2(N−M); q2(N−M))∞
. (3.48)
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The invertibility relations of the type-II vertex operators for N > M are very similar to those of the
type-I for M > N . The vertex operators also satisfy the following commutation relations :
Φ∗j2(z2)Φj1(z1) =
M+N∑
k1,k2=1
R
(I)
V V ∗(z1/z2)
k1,k2
j1,j2
Φk1(z1)Φ
∗
k2(z2)(−1)[k1][k2], (3.49)
Ψ∗j1(z1)Ψj2(z2) =
M+N∑
k1,k2=1
R
(II)
V ∗V (z1/z2)
k1,k2
j1,j2
Ψk2(z2)Ψ
∗
k1(z1)(−1)[k1][k2], (3.50)
which are consequences of the unitary relation R
(i)
V V ∗(z)R
(i)
V ∗V (1/z) = id.
4 Proof of Theorem 3.3 and 3.4
In this Section we show Theorem 3.3 and 3.4. Our study is based on direct computation technique of
bosonization developed in [14]. Consider an integral of the form∮
dwj
2π
√−1
∮
dw′j
2π
√−1X
±,j(wj)X±,j(w′j)F (wj , w
′
j), (4.1)
where the integration contours for wj and w
′
j are the same. Because of the commutation relations of
X±,j(wj), this integral is equal to∮
dwj
2π
√−1
∮
dw′j
2π
√−1X
±,j(wj)X±,j(w′j)H
±,(M|N)
j (w
′
j , wj)F (w
′
j , wj), (4.2)
where we set
H
±,(M|N)
j (w
′
j , wj) =

−wj − q
±2w′j
w′j − q±2wj
(1 ≤ j ≤M − 1)
−1 (j =M)
−w
′
j − q±2wj
wj − q±2w′j
(M + 1 ≤ j ≤M +N − 1)
. (4.3)
We define ”weakly equality” as follows. We say they are equal in weak sense if
F (wj , w
′
j) +H
±,(M|N)
j (w
′
j , wj)F (w
′
j , wj) = G(wj , w
′
j) +H
±,(M|N)
j (w
′
j , wj)G(w
′
j , wj). (4.4)
We write
G(wj , w
′
j) ∼ F (wj , w′j) (4.5)
with respect to (wj , w
′
j), showing the weak equality.
4.1 Integral representations of vertex operators
In this Section we give integral representations of the vertex operators. We assume M,N ≥ 1 (M 6= N).
Using normal ordering rules in Appendix A we have the following commutation relations. For M = 1
and N ≥ 1 we have
Φ∗1(q
−1z)X−,1(w) =
(w − qz)
(z − qw)X
−,1(w)Φ∗1(q
−1z), (4.6)
Ψ1(q
−1z)X+,1(w) =
(z − qw)
(w − qz)X
+,1(w)Ψ1(q
−1z). (4.7)
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For M ≥ 2 and N ≥ 1 we have
Φ∗1(q
−1z)X−,1(w) = − (w − qz)
(z − qw)X
−,1(w)Φ∗1(q
−1z), (4.8)
Ψ1(q
−1z)X+,1(w) = − (z − qw)
(w − qz)X
+,1(w)Ψ1(q
−1z), (4.9)
Φ∗1(z)X
−,M(w) = −X−,M (w)Φ∗1(z) (ε = ±), (4.10)
Ψ1(z)X
+,M(w) = −X+,M (w)Ψ1(z). (4.11)
For M ≥ 1 and N ≥ 1 we have
ΦM+N (q
−M+N−1z)X−,M+N−1(w) = − (z − qw)
(w − qz)X
−,M+N−1(w)ΦM+N (q−M+N−1z), (4.12)
Ψ∗M+N (q
M−N−1z)X+,M+N−1(w) = − (w − qz)
(z − qw)X
+,M+N−1(w)Ψ∗M+N (q
M−N−1z). (4.13)
Using the recursion relations (2.79), (2.81), (2.83), (2.85) and these commutation relations, we have
integral representations of the vertex operators as follows. The type-I vertex operator Φ∗µ(z) is realized
by
Φ∗µ(q
−1w0) = c∗µ
µ−1∏
j=1
∮
dwj
2π
√−1
1
µ−2∏
j=0
(1− qwj/wj+1)
× Φ∗1(q−1w0)X−,1(w1)X−,2(w2) · · ·X−,µ−1(wµ−1) (1 ≤ µ ≤M), (4.14)
Φ∗µ(q
−1w0) = c∗µ
µ−1∏
j=1
∮
dwj
2π
√−1
1
M−1∏
j=0
(1− qwj/wj+1)
µ−2∏
j=M
(q − wj/wj+1)
× Φ∗1(q−1w0)X−,1(w1)X−,2(w2) · · ·X−,µ−1(wµ−1) (M + 1 ≤ µ ≤M +N), (4.15)
where we set
c∗µ =
 (q − q−1)µ−1 (1 ≤ µ ≤M)(q − q−1)µ−1qµ−M−1 (M + 1 ≤ µ ≤M +N) . (4.16)
The type-I vertex operator Φµ(z) is realized by
Φµ(q
−M+N−1wM+N ) = cµ
M+N−1∏
j=µ
∮
dwj
2π
√−1
1
M−1∏
j=µ
(q − wj+1/wj)
M+N−1∏
j=M
(1 − qwj+1/wj)
× X−,µ(wµ) · · ·X−,M (wM ) · · ·X−,M+N−1(wM+N−1)ΦM+N (q−M+N−1wM+N ),
(1 ≤ µ ≤M − 1). (4.17)
Φµ(q
−M+N−1wM+N ) = cµ
M+N−1∏
j=µ
∮
dwj
2π
√−1
1
M+N−1∏
j=µ
(1− qwj+1/wj)
× X−,µ(wµ) · · ·X−,M+N−1(wM+N−1)ΦM+N (q−M+N−1wM+N ),
(M ≤ µ ≤M +N), (4.18)
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where we set
cµ =
 (−1)M+N−µ−1qM−µ(q − q−1)M+N−µ (1 ≤ µ ≤M)(−1)M+N−µ(q − q−1)M+N−µ (M + 1 ≤ µ ≤M +N) . (4.19)
The type-II vertex operator Ψµ(z) is realized by
Ψµ(q
−1w0) = dµ
µ−1∏
j=1
∮
dwj
2π
√−1
1
µ−2∏
j=0
(1− qwj+1/wj)
× Ψ1(q−1w0)X+,1(w1)X+,2(w2) · · ·X+,µ−1(wµ−1) (1 ≤ µ ≤M), (4.20)
Ψµ(q
−1w0) = dµ
µ−1∏
j=1
∮
dwj
2π
√−1
1
M−1∏
j=0
(1− qwj+1/wj)
µ−2∏
j=M
(q − wj+1/wj)
× Ψ1(q−1w0)X+,1(w1)X+,2(w2) · · ·X+,M(wM ) · · ·X+,µ−1(wµ−1)
(M + 1 ≤ µ ≤M +N), (4.21)
where we set
dµ =
 (−1)µ−1qµ−1(q − q−1)µ−1 (1 ≤ µ ≤M)(−1)MqM (q − q−1)µ−1 (M + 1 ≤ µ ≤M +N) . (4.22)
The type-II vertex operator Ψ∗µ(z) is realized by
Ψ∗µ(q
M−N−1wM+N ) = d∗µ
M+N−1∏
j=µ
∮
dwj
2π
√−1
1
M−1∏
j=µ
(q − wj/wj+1)
M+N−1∏
j=M
(1 − qwj/wj+1)
× X+,µ(wµ) · · ·X+,M+N−1(wM+N−1)Ψ∗M+N (qM−N−1wM+N )
(1 ≤ µ ≤M), (4.23)
Ψ∗µ(q
M−N−1wM+N ) = d∗µ
M+N−1∏
j=µ
∮
dwj
2π
√−1
1
M+N−1∏
j=µ
(1− qwj/wj+1)
× X+,µ(wµ) · · ·X+,M+N−1(wM+N−1)Ψ∗M+N (qM−N−1wM+N )
(M + 1 ≤ µ ≤M +N), (4.24)
where we set
d∗µ =
 (−1)N−1q−N+2+2(M−µ)(q − q−1)M+N−µ (1 ≤ µ ≤M)(−1)M+N−µq−M−N+µ(q − q−1)M+N−µ (M + 1 ≤ µ ≤M +N) . (4.25)
We define
D(w1, w
′
1;w2, w
′
2) = (1− qw1/w2)(1 − qw1/w′2)(1− qw′1/w2)(1 − qw′1/w′2),
D¯(w1, w
′
1;w2, w
′
2) = (1− w1/qw2)(1 − w1/qw′2)(1− w′1/qw2)(1 − w′1/qw′2), (4.26)
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which satisfy
D(w1, w
′
1;w2, w
′
2) = D(w
′
1, w1;w2, w
′
2) = D(w1, w
′
1;w
′
2, w2) = D(w
′
1, w1;w
′
2, w2), (4.27)
D¯(w1, w
′
1;w2, w
′
2) = D¯(w
′
1, w1;w2, w
′
2) = D¯(w1, w
′
1;w
′
2, w2) = D¯(w
′
1, w1;w
′
2, w2). (4.28)
4.2 Proof of (3.29) in Theorem 3.3
In this Section we show the commutation relation (3.29) in Theorem 3.3. The commutation relation
(3.32) is shown in the same way. We are to prove
Φµ(z2)Φ
∗
ν(z1) = −
b(z2/z1)
κV ∗V (z1/z2)
Φ∗ν(z1)Φµ(z2) (1 ≤ µ 6= ν ≤M +N), (4.29)
Φµ(z2)Φ
∗
µ(z1) =
(−1)[µ]
κV ∗V (z1/z2)
(
z2
z1
c(z2/z1)
µ−1∑
ν=1
Φ∗ν(z1)Φν(z2)(−1)[ν]
+ Φµ(z1)Φ
∗
µ(z2)(−1)[µ] + c(z2/z1)
M+N∑
ν=µ+1
Φ∗ν(z1)Φν(z2)(−1)[ν]
)
(1 ≤ µ ≤M), (4.30)
Φµ(z2)Φ
∗
µ(z1) =
(−1)[µ]
κV ∗V (z1/z2)
(
z2
z1
c(z2/z1)
µ−1∑
ν=1
Φ∗ν(z1)Φν(z2)(−1)[ν]
+ a(z2/z1)Φµ(z1)Φ
∗
µ(z2)(−1)[µ] + c(z2/z1)
M+N∑
ν=µ+1
Φ∗ν(z1)Φν(z2)(−1)[ν]
)
(M + 1 ≤ µ ≤M +N). (4.31)
First we show the commutation relation (4.29). We use the integral representations of the vertex
operators Φµ(z), Φ
∗
µ(z). We set z1 = q
−1w0, z2 = q−M+N−1wM+N . Using the normal ordering rules in
Appendix A we have
ΦM+N (z2)Φ
∗
1(z1) = −
b(z2/z1)
κ
(I)
V ∗V (z1/z2)
Φ∗1(z1)ΦM+N (z2). (4.32)
For 1 ≤ ν < µ ≤M+N the relation (4.29) is a direct consequence of (4.32), because of the commutativity
X−,µ(w1)X−,ν(w2) = X−,ν(w2)X−,µ(w1) for |µ− ν| ≥ 2. For 1 ≤ µ < ν ≤ M +N we show that (4.29)
is reduced to Proposition 4.3. For 1 ≤ µ ≤M and M + 1 ≤ ν ≤M +N , we rearrange the operator part
of Φµ(z2)Φ
∗
ν(z1) and Φ
∗
ν(z1)Φµ(z2) as
Φ∗1(z1)X
−,1(w1) · · ·X−,µ−1(wµ−1)
× X−,µ(wµ)X−,µ(w′µ)X−,µ+1(wµ+1)X−,µ+1(w′µ+1) · · ·X−,ν−1(wν−1)X−,ν−1(w′ν−1)
× X−ν(wν) · · ·X−,M+N−1(wM+N−1)ΦM+N (z2) 1
wνwM+N
∏ν−1
j=µ+1 wjw
′
j
× 1
µ−2∏
j=0
(1− qwj/wj+1)(1 − qwµ−1/wµ)(1 − qwµ−1/w′µ)
M−1∏
j=µ
D(wj , w
′
j ;wj+1, w
′
j+1)
× 1
ν−2∏
j=M
D¯(wj , w
′
j ;wj+1, w
′
j+1)(1 − wν−1/qwν)(1− w′ν−1/qwν)
M+N−1∏
j=ν
(1− wj/qwj+1)
. (4.33)
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Comparing the coefficient part in integral we know that the commutation relation (4.29) is reduced to
(4.45) in Proposition 4.3. For 1 ≤ µ < ν ≤ M we rearrange the operator part of Φµ(z2)Φ∗ν(z1) and
Φ∗ν(z1)Φµ(z2) as
Φ∗1(z1)X
−,1(w1) · · ·X−,µ−1(wµ−1)
× X−,µ(wµ)X−,µ(w′µ)X−µ+1(wµ+1)X−,µ+1(w′µ+1) · · ·X−,ν−1(wν−1)X−,ν−1(w′ν−1)
× X−ν(wν) · · ·X−,M(wM ) · · ·X−,M+N−1(wM+N−1)ΦM+N (z2) 1
wνwM+N
∏ν−1
j=µ+1 wjw
′
j
× 1
µ−2∏
j=0
(1 − qwj/wj+1)(1 − qwµ−1/wµ)(1 − qwµ−1/w′µ)
ν−2∏
j=µ
D(wj , w
′
j ;wj+1, w
′
j+1)
× 1
(1− qwν−1/wν)(1 − qw′ν−1/wν)
M−1∏
j=ν
(1− qwj/wj+1)
M+N−1∏
j=M
(1− wj/qwj+1)
. (4.34)
Comparing the coefficient part in integral we know that the commutation relation (4.29) is reduced to
(4.46) in Proposition 4.3. For M + 1 ≤ µ < ν ≤M +N we rearrange the operator part as
Φ∗1(z1)X
−,1(w1) · · ·X−,M (wM ) · · ·X−,µ−1(wµ−1)
× X−,µ(wµ)X−,µ(w′µ)X−,µ+1(wµ+1)X−,µ+1(w′µ+1) · · ·X−,ν−1(wν−1)X−,ν−1(w′ν−1)
× X−ν(wν) · · ·X−,M+N−1(wM+N−1)ΦM+N (z2) 1
wνwM+N
∏ν−1
j=µ+1 wjw
′
j
× 1
M−1∏
j=0
(1 − qwj/wj+1)
µ−2∏
j=M
(1− wj/qwj+1)(1 − wµ−1/qwµ)(1 − wµ−1/qw′µ)
× 1
ν−2∏
j=µ
D¯(wj , w
′
j ;wj+1, w
′
j+1)(1− wν−1/qwν)(1 − w′ν−1/qwν)
M+N−1∏
j=ν
(1− wj/qwj+1)
. (4.35)
Comparing the coefficient part in integral we know that the commutation relation (4.29) is reduced to
(4.47) in Proposition 4.3.
To show Proposition 4.3 we prepare Proposition 4.1 and Proposition 4.2.
Proposition 4.1 For 1 ≤ µ ≤M and M + 1 ≤ ν ≤M +N the weak equality
M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
ν−2∏
j=M
(wj − qw′j+1)(qw′j − wj+1) ∼ 0, (4.36)
holds with respect to (wµ, w
′
µ), (wµ+1, w
′
µ+1), · · · , (wν−1, w′ν−1).
Proof of Proposition 4.1. We show (4.36) by induction of ν. First we show the case ν =M + 1.
M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
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∼
M−2∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)(w′M−1 − q2wM−1)(wM − w′M )
∼ 1
2M−µ
M−1∏
j=µ
(w′j − q2wj)
M∏
j=µ+1
(wj − w′j) ∼ 0. (4.37)
For ν ≥M + 2 we have
M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
ν−2∏
j=M
(wj − qw′j+1)(qw′j − wj+1)
∼
M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
ν−3∏
j=M
(wj − qw′j+1)(qw′j − wj+1)c(wν−2, w′ν−2) ∼ 0, (4.38)
where
c(wν−2, w′ν−2) =
(w′ν−1 − wν−1)
(w′ν−1 − q2wν−1)
{
(q + q3)(wν−2w′ν−2 + wν−1w
′
ν−1)− q2(w′ν−1 + wν−1)(wν−2 + w′ν−2)
}
is a symmetric function with (wν−2, w′ν−2). We use the assumption of induction for ν. Q.E.D.
Proposition 4.2 The weak equalities
(w′µ − q2wµ)PL ∼ 0, (w′µ − q2wµ)PLwM−1 ∼ SL, (w′µ − q2wµ)PLw′M−1 ∼ −SL, (4.39)
PL(w
′
M−1 − q2wM−1) ∼ 0, wµPL(w′M−1 − q2wM−1) ∼ SL, w′µPL(w′M−1 − q2wM−1) ∼ −SL (4.40)
hold with respect to (wµ, w
′
µ), (wµ+1, w
′
µ+1), · · · , (wM−1, w′M−1). The weak equalities
PR(wν−1 − q2w′ν−1) ∼ 0, wM+1PR(wν−1 − q2w′ν−1) ∼ −SR, w′M+1PR(wν−1 − q2w′ν−1) ∼ SR, (4.41)
(wM+1 − q2w′M+1)PR ∼ 0, (wM+1 − q2w′M+1)PRwν−1 ∼ −SR, (wM+1 − q2w′M+1)PRw′ν−1 ∼ SR(4.42)
hold with respect to (wM+1, w
′
M+1), (wM+2, w
′
M+2), · · · , (wν−1, w′ν−1). For 1 ≤ µ ≤M − 1, M + 2 ≤ ν ≤
M +N we set
PL =
M−2∏
j=µ
(qwj − w′j+1)(w′j − qwj+1), PR =
ν−2∏
j=M+1
(wj − qw′j+1)(qw′j − wj+1), (4.43)
SL =
1
2M−µ
M−1∏
j=µ
(w′j − q2wj)(wj − w′j), SR =
1
2ν−M−1
ν−1∏
j=M+1
(wj − q2w′j)(w′j − wj). (4.44)
Proposition 4.2 is shown by direct computation in the same way as Proposition 4.1.
Proposition 4.3 We assume M,N ≥ 1. For 1 ≤ µ ≤M , M + 1 ≤ ν ≤M +N the weak equality
(qwµ − wµ−1)

M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
ν−2∏
j=M
(wj − qw′j+1)(qw′j − wj+1)
 (wν − qw′ν−1)
∼ (−1)(w′µ − qwµ−1)

M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
ν−2∏
j=M
(wj − qw′j+1)(qw′j − wj+1)
 (qwν − wν−1)
(4.45)
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holds with respect to (wµ, w
′
µ), (wµ+1, w
′
µ+1), · · · , (wν−1, w′ν−1). For 1 ≤ µ < ν ≤M the weak equality
(qwµ − wµ−1)

ν−2∏
j=µ
(qwj+1 − w′j)(w′j+1 − qwj)
 (qwν − w′ν−1)
∼ (w′µ − qwµ−1)

ν−2∏
j=µ
(qwj+1 − w′j)(w′j+1 − qwj)
 (wν − qwν−1) (4.46)
holds with respect to (wµ, w
′
µ), (wµ+1, w
′
µ+1), · · · , (wν−1, w′ν−1). For M + 1 ≤ µ < ν ≤ M +N the weak
equality
(wµ − qwµ−1)

ν−2∏
j=µ
(wj − qw′j+1)(qw′j − qwj+1)
 (wν − qw′ν−1)
∼ (qw′µ − wµ−1)

ν−2∏
j=µ
(wj − qw′j+1)(qw′j − wj+1)
 (qwν − wν−1) (4.47)
holds with respect to (wµ, w
′
µ), (wµ+1, w
′
µ+1), · · · , (wν−1, w′ν−1).
Proof of Proposition 4.3. For 1 ≤ µ < ν ≤M we consider LHS −RHS of (4.46). We want to show
LHS −RHS = {(q2wµ − w′µ)(wν − qwν−1) + (w′ν−1 − q2wν−1)(wµ−1 − qwµ)}
×

ν−2∏
j=µ
(w′j − qwj−1)(qwj − w′j−1)
 ∼ 0. (4.48)
The first term is deformed as follows.
(q2wµ − w′µ)

ν−2∏
j=µ
(qwj+1 − w′j)(w′j+1 − qwj)
 (wν − qwν−1)
∼ 1
2
(q2wµ − w′µ)(w′µ − wµ)(q2wµ+1 − w′µ+1)

ν−2∏
j=µ+1
(qwj+1 − w′j)(w′j+1 − qwj)
 (wν − qwν−1)
∼ q
2ν−µ
ν−1∏
j=µ
(q2wj − w′j)(w′j − wj). (4.49)
The second term is deformed as follows.
(wµ−1 − qwµ)

ν−2∏
j=µ
(qwj+1 − w′j)(w′j+1 − qwj)
 (w′ν−1 − q2wν−1)
∼ 1
2
(wµ−1 − qwµ)

ν−3∏
j=µ
(qwj+1 − w′j)(w′j+1 − qwj)
 (q2wν−1 − w′ν−1)(w′ν−1 − wν−1)
∼ − q
2ν−µ
ν−1∏
j=µ
(q2wj − w′j)(w′j − wj). (4.50)
Hence we have LHS −RHS ∼ 0. We have shown (4.46). The relation (4.47) is shown in the same way.
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Next we show the relation (4.45) for 1 ≤ µ ≤M < ν ≤M +N . We start from LHS−RHS of (4.45).
We want to show
LHS −RHS = {(q2 − 1)wµ−1wν + qwµ−1(wν−1 + w′ν−1) + qwν(wµ + w′µ)− (w′µwν−1 + q2wµw′ν−1)}
×

M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
ν−2∏
j=M
(wj − qw′j+1)(qw′j − wj+1)
 ∼ 0. (4.51)
Using Proposition 4.1 the weak equality (4.51) is reduced to the following.
(w′µ − q2wµ)

M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
ν−2∏
j=M
(wj − qw′j+1)(qw′j − wj+1)
wν−1
∼ −q2wµ

M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
ν−2∏
j=M
(wj − qw′j+1)(qw′j − wj+1)
 (wν−1 + w′ν−1). (4.52)
For ν =M + 1 and 1 ≤ µ ≤M , LHS of (4.52) is deformed as follows.
(w′µ − q2wµ)

M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
wM
∼ 1
2
(w′µ − q2wµ)(wµ − w′µ)

M−1∏
j=µ+1
(qwj − w′j+1)(w′j − qwj+1)
wM
∼ q
2
2M−µ

M−1∏
j=µ
(w′j − q2wj)(wj − w′j)
 (wM + w′M )(wM − w′M ). (4.53)
For ν =M + 1 and 1 ≤ µ ≤M , RHS of (4.52) is deformed as follows.
−q2wµ

M−1∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
 (wM + w′M )
∼ −q
2
2
wµ

M−2∏
j=µ
(qwj − w′j+1)(w′j − qwj+1)
 (wM + w′M )(wM − w′M )
∼ q
2
2M−µ

M−1∏
j=µ
(w′j − q2wj)(wj − w′j)
 (wM + w′M )(wM − w′M ). (4.54)
Hence we have shown (4.52) for 1 ≤ µ ≤ M and ν = M + 1. The weak equality (4.52) for µ = M and
M + 1 ≤ ν ≤M +N is shown in the same way.
Next we show (4.52) for 1 ≤ µ ≤M − 1 and M + 2 ≤ ν ≤M +N . Using the following equality
(qwM−1 − w′M )(w′M−1 − qwM )× (wM − qw′M+1)(qw′M − wM+1)− (wM ↔ w′M )
= (w′M−1 − q2wM−1)(wM − w′M ){qwM+1w′M+1 + qwMw′M − (wM + w′M )q2w′M+1}
+ (wM+1 − q2w′M+1)(wM − w′M ){−qwM−1w′M−1 − qwMw′M + (wM + w′M )q2wM−1}, (4.55)
LHS of (4.52) is deformed as follows.
q
2
Aµ,ν − q
2
Bµ,ν − q
2
2
Cµ,ν +
q2
2
Dµ,ν , (4.56)
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where we set
Aµ,ν = (w
′
µ − q2wµ)PL(w′M−1 − q2wM−1)(wM − w′M )(wM+1w′M+1 + wMw′M )PRwν−1, (4.57)
Bµ,ν = (w
′
µ − q2wµ)PL(w′M+1 − q2wM+1)(wM − w′M )(wM−1w′M−1 + wMw′M )PRwν−1, (4.58)
Cµ,ν = (w
′
µ − q2wµ)PL(w′M−1 − q2wM−1)(wM + w′M )(wM − w′M )w′M+1PRwν−1, (4.59)
Dµ,ν = (w
′
µ − q2wµ)PL(w′M+1 − q2wM+1)(wM + w′M )(wM − w′M )wM+1PRwν−1. (4.60)
RHS of (4.52) is deformed as follows.
q
2
A′µ,ν −
q
2
B′µ,ν −
q2
2
C′µ,ν +
q2
2
D′µ,ν , (4.61)
where we set
A′µ,ν = −q2wµPL(w′M−1 − q2wM−1)(wM − w′M )(wM+1w′M+1 + wMw′M )PR(wν−1 + w′ν−1), (4.62)
B′µ,ν = −q2wµPL(w′M+1 − q2wM+1)(wM − w′M )(wM−1w′M−1 + wMw′M )PR(wν−1 + w′ν−1), (4.63)
C′µ,ν = −q2wµPL(w′M−1 − q2wM−1)(wM + w′M )(wM − w′M )w′M+1PR(wν−1 + w′ν−1), (4.64)
D′µ,ν = −q2wµPL(w′M+1 − q2wM+1)(wM + w′M )(wM − w′M )wM+1PR(wν−1 + w′ν−1). (4.65)
Using Proposition 4.2 we have
Aµ,ν ∼ −(1 + q2)SL(wM − w′M )(wM − w′M )(wM+1w′M+1 + wMw′M )PRwν−1, (4.66)
A′µ,ν ∼ −q2SL(wM − w′M )(wM+1w′M+1 + wMw′M )PR(wν−1 + w′ν−1), (4.67)
Bµ,ν ∼ 0, B′µ,ν ∼ 0, (4.68)
Cµ,ν ∼ −(1 + q2)SL(wM + w′M )(wM − w′M )w′M+1PRwν−1, (4.69)
C′µ,ν ∼ −q2SL(wM + w′M )(wM − w′M )w′M+1PR(wν−1 + w′ν−1), (4.70)
Dµ,ν ∼ SL(wM + w′M )(wM − w′M )SR, D′µ,ν ∼ 0. (4.71)
Hence we have
Aµ,ν −A′µ,ν ∼ SL(wM − w′M )(wM+1w′M+1 + wMw′M )PR(q2w′ν−1 − wν−1) ∼ 0, (4.72)
Bµ,ν −B′µ,ν ∼ 0, (4.73)
Cµ,ν − C′µ,ν ∼ SL(wM + w′M )(wM − w′M )SR, (4.74)
Dµ,ν −D′µ,ν ∼ SL(wM + w′M )(wM − w′M )SR. (4.75)
Hence we have shown the weak equality (4.52) for 1 ≤ µ ≤M − 1 and M + 2 ≤ ν ≤M +N . Q.E.D.
Now we have shown the commutation relation (4.29).
Next we show the commutation relations (4.30) and (4.31). By rearranging the operator part, LHS−
RHS = 0 of (4.30) and (4.31) are deformed as follows.
M+N∏
j=1
∮
dwj
2π
√−1Φ
∗
1(q
−1w0)X−,1(w1) · · ·X−,M+N−1(wM+M−1)ΦM+N (q−M+N−1wM+N )
× Fµ(w0, w1, w2, · · · , wM+N )
M−1∏
j=0
(q − wj+1/wj)
M+N−1∏
j=M
(1 − qwj+1/wj)
= 0. (4.76)
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Here we set
Fµ(w0, w1, · · · , wM+N )
= cµc
∗
µ(−1)µ−1
{
b(q−M+NwM+N/w0)(wµ−1 − qwµ)− (qwµ−1 − wµ)
}
− q
−M+NwM+N
w0
c(q−M+NwM+N/w0)
µ−1∑
ν=1
cνc
∗
ν(−1)ν−1(qwν−1 − wν)
− c(q−M+NwM+N/w0)
{
M∑
ν=µ+1
cνc
∗
ν(−1)ν−1(qwν−1 − wν) +
M+N∑
ν=M+1
cνc
∗
ν(−1)ν(wν−1 − qwν)
}
(1 ≤ µ ≤M), (4.77)
and
Fµ(w0, w1, · · · , wM+N )
= (−1)µcµc∗µ
{
b(q−M+NwM+N/w0)(qwµ−1 − wµ) + a(q−M+NwM+N/w0)(wµ−1 − qwµ)
}
+
q−M+NwM+N
w0
c(q−M+NwM+N/w0)
×
{
M∑
ν=1
cνc
∗
ν(−1)ν−1(qwν−1 − wν)−
µ−1∑
ν=M+1
cνc
∗
ν(−1)ν−1(wν−1 − qwν)
}
− c(q−M+NwM+N/w0)
M+N∑
ν=µ+1
cνc
∗
ν(−1)ν−1(wν−1 − qwν) (M + 1 ≤ µ ≤M +N). (4.78)
LHS −RHS = 0 is reduced to the following equality :
Fµ(w0, w1, w2, · · · , wM+N ) = 0, (4.79)
which can be shown by straightforward computation. Here we do not have to study weak equality. Now
we have shown the commutation relations (4.30) and (4.31). The commutation relation of the type-II
vertex operator (3.32) is shown in the same way. The commutation relations (3.49), (3.50) are obtained
from (3.29), (3.32), because of the unitarity relation R
(i)
V V ∗(z)R
(i)
V ∗V (1/z) = 1.
4.3 Proof of (3.30) in Theorem 3.3
In this Section we show the commutation relation (3.30) in Theorem 3.3. The commutation relations
(3.28), (3.31), (3.33) are shown in the same way. We also consider the commutation relations between
the type-I and the type-II vertex operators (3.34), (3.35), (3.36), (3.37).
We are to prove
Φ∗µ(z2)Φ
∗
µ(z1) =
1
κ
(I)
V ∗V ∗(z1/z2)
Φ∗µ(z1)Φ
∗
µ(z2) (1 ≤ µ ≤M), (4.80)
Φ∗µ(z2)Φ
∗
µ(z1) =
a(z1/z2)
κ
(I)
V ∗V ∗(z1/z2)
Φ∗µ(z1)Φ
∗
µ(z2) (M + 1 ≤ µ ≤M +N), (4.81)
Φ∗µ(z2)Φ
∗
ν(z1) =
1
κ
(I)
V ∗V ∗(z1/z2)
(
−b(z1/z2)Φ∗ν(z1)Φ∗µ(z2)(−1)[µ][ν] + c(z1/z2)Φ∗µ(z1)Φ∗ν(z2)
)
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(1 ≤ µ < ν ≤M +N), (4.82)
Φ∗µ(z2)Φ
∗
ν(z1) =
1
κ
(I)
V ∗V ∗(z1/z2)
(
−b(z1/z2)Φ∗ν(z1)Φ∗µ(z2)(−1)[µ][ν] +
z1
z2
c(z1/z2)Φ
∗
µ(z1)Φ
∗
ν(z2)
)
(1 ≤ ν < µ ≤M +N). (4.83)
First we show the commutation relations (4.80) and (4.81). We use the integral representation of the
vertex operator Φ∗µ(z). Using the normal ordering rules in Appendix A we have
Φ∗1(z2)Φ
∗
1(z1) =
1
κV ∗V ∗(z1/z2)
Φ∗1(z1)Φ
∗
1(z2). (4.84)
We show that (4.80) and (4.81) are reduced to Proposition 4.5. We set z1 = q
−1w0, z2 = q−1w′0. For
2 ≤ µ ≤M we rearrange the operator part of Φ∗µ(z2)Φ∗µ(z1) and Φ∗µ(z1)Φ∗µ(z2) as
Φ∗1(q
−1w0)Φ∗1(q
−1w′0)X
−,1(w1)X−,1(w′1)X
−,2(w2)X−,2(w′2) · · ·X−,µ−1(qwµ−1)X−,µ−1(qw′µ−1)
× 1
µ−2∏
j=0
D(wj , w
′
j ;wj+1, w
′
j+1)
× 1∏µ−1
j=1 wjw
′
j
. (4.85)
Comparing the coefficient part in integral (4.80) is reduced to (4.93) in Proposition 4.5. For M + 1 ≤
µ ≤M +N we rearrange the operator part of Φ∗µ(z2)Φ∗µ(z1) and Φ∗µ(z1)Φ∗µ(z2) as
Φ∗1(q
−1w0)Φ∗1(q
−1w′0)X
−,1(w1)X−,1(w′1)X
−,2(w2)X−,2(w′2) · · ·X−,µ−1(wµ−1)X−,µ−1(w′µ−1)
× 1
M−1∏
j=0
D(wj , w
′
j ;wj+1, w
′
j+1)
µ−2∏
j=M
D(wj , w
′
j ;wj+1, w
′
j+1)
× 1∏µ−1
j=1 wjw
′
j
. (4.86)
Comparing the coefficient part in integral (4.81) is reduced to (4.94) in Proposition 4.5.
To show Proposition 4.5 we prepare Proposition 4.4.
Proposition 4.4 For M ≥ 2 the weak equality
D(M|0)µ (w
′
0, w0, w1, w
′
1, · · · , wµ−1, w′µ−1) ∼ D(M|0)µ (w′0, w0, w1, w′1, · · · , wµ−1, w′µ−1) (2 ≤ µ ≤M) (4.87)
holds with respect to (w1, w
′
1), (w2, w
′
2), · · · , (wµ−1, w′µ−1). For N ≥ 2 the weak equality
D(0|N)µ (w
′
0, w0, w1, w
′
1, · · · , wµ−1, w′µ−1) ∼ D(0|N)µ (w′0, w0, w1, w′1, · · · , wµ−1, w′µ−1) (2 ≤ µ ≤ N) (4.88)
holds with respect to (w1, w
′
1), (w2, w
′
2), · · · , (wµ−1, w′µ−1). Here we set
D(M|0)µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1) =
µ−2∏
j=0
(w′j − qwj+1)(w′j+1 − qwj) (2 ≤ µ ≤M), (4.89)
D(0|N)µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1) =
µ−2∏
j=0
(qw′j − wj+1)(qw′j+1 − wj) (2 ≤ µ ≤ N). (4.90)
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Proof of Proposition 4.4. We show Proposition 4.4 by induction forM and µ. We show (4.87) forM ≥ 2
and N = 0. By direct computation we have
D
(M|0)
2 (w
′
0, w0, w1, w
′
1)
∼ 1
2
{
(w0 − qw1)(w′1 − qw′0)−
(w′1 − q2w1)
(w1 − q2w′1)
(w0 − qw′1)(w1 − qw′0)
}
∼ D(M|0)2 (w0, w′0, w1, w′1). (4.91)
If we assume (4.87) for M ≥ 2 and 2 ≤ µ ≤M , then we have
D
(M+1|0)
µ+1 (w
′
0, w0, w1, w
′
1, · · · , wµ, w′µ)
∼ 1
2
{
(w0 − qw1)(w′1 − qw′0)−
(w′1 − q2w1)
(w1 − q2w′1)
(w0 − qw′1)(w1 − qw′0)
}
× D(M|0)µ (w1, w′1, · · · , wµ, w′µ) ∼ D(M+1|0)µ+1 (w0, w′0, w1, w′1, · · · , wµ, w′µ). (4.92)
Now we have shown (4.87) by induction. The weakly equality (4.88) for N ≥ 2 and M = 0 is shown in
the same way. Q.E.D.
Proposition 4.5 We assume M,N ≥ 1. For 2 ≤ µ ≤M the weak equality
D(M|N)µ (w
′
0, w0, w1, w
′
1, · · · , wµ−1, w′µ−1) ∼ D(M|N)µ (w′0, w0, w1, w′1, · · · , wµ−1, w′µ−1) (4.93)
holds with respect to (w1, w
′
1), (w2, w
′
2), · · · , (wµ−1, w′µ−1). For M + 1 ≤ µ ≤M +N the weak equality
D(M|N)µ (w
′
0, w0, w1, w
′
1, · · · , wµ−1, w′µ−1) ∼
(q2w′0 − w0)
(w′0 − q2w0)
D(M|N)µ (w
′
0, w0, w1, w
′
1, · · · , wµ−1, w′µ−1) (4.94)
holds with respect to (w1, w
′
1), (w2, w
′
2), · · · , (wµ−1, w′µ−1). Here we set
D(M|N)µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1) =
µ−2∏
j=0
(w′j − qwj+1)(w′j+1 − qwj) (2 ≤ µ ≤M + 1), (4.95)
D(M|N)µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1) =
M−1∏
j=0
(w′j − qwj+1)(w′j+1 − qwj)
µ−2∏
j=M
(qw′j − wj+1)(qw′j+1 − wj)
(M + 2 ≤ µ ≤M +N). (4.96)
Proof of Proposition 4.5. We show Proposition 4.5 by induction of M and µ. First we show (4.94) for
M = 1 and N ≥ 2. Our starting point is (4.88) for N ≥ 2 and M = 0 in Proposition 4.4. For µ ≥ 2 we
have
D(1|N)µ (w
′
0, w0, w1, w
′
1, · · · , wµ−1, w′µ−1)
∼ 1
2
{(w0 − qw1)(w′1 − qw′0)− (w0 − qw′1)(w1 − qw′0)}
× D(0|N)µ−1 (w1, w′1, · · · , wµ, w′µ) ∼
(q2w′0 − w0)
(w′0 − q2w0)
D(1|N)µ (w0, w
′
0, w1, w
′
1, · · · , wµ, w′µ). (4.97)
Then we have shown (4.94) for N ≥ 2 and M = 1.
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The equality (4.93) for M ≥ 2 and N = 1 is shown in the same way. By direct computation we have
D
(1|1)
2 (w
′
0, w0, w1, w
′
1) ∼
(q2w′0 − w0)
(w′0 − q2w0)
D
(1|1)
2 (w0, w
′
0, w1, w
′
1). (4.98)
If we assume (4.93) for M ≥ 2 and N = 1 and 2 ≤ µ ≤M we have
D
(M+1|1)
µ+1 (w
′
0, w0, w1, w
′
1, · · · , wµ, w′µ)
∼ 1
2
{
(w0 − qw1)(w′1 − qw′0)−
(w′1 − q2w1)
(w1 − q2w′1)
(w0 − qw′1)(w1 − qw′0)
}
D(M|1)µ (w1, w
′
1, · · · , wµ, w′µ)
∼ D(M+1|1)µ+1 (w0, w′0, w1, w′1, · · · , wµ, w′µ), (4.99)
and
D
(M+1|1)
M+2 (w
′
0, w0, w1, w
′
1, · · · , wM+1, w′M+1)
∼ 1
2
{(w0 − qw1)(w′1 − qw′0)− (w0 − qw′1)(w1 − qw′0)}D(M|1)M+1 (w1, w′1, · · · , wM+1, w′M+1)
∼ (q
2w′0 − w0)
(w′0 − q2w0)
D
(M+1|1)
M+2 (w0, w
′
0, w1, w
′
1, · · · , wM+1, w′M+1). (4.100)
We have shown (4.93) for M ≥ 2 and N = 1 by induction.
Next we show (4.93) and (4.94) for M,N ≥ 2. By direct computation we have
D
(M|N)
2 (w
′
0, w0, w1, w
′
1) ∼ D(M|N)2 (w0, w′0, w1, w′1). (4.101)
If we assume (4.93) for M,N ≥ 2 and 2 ≤ µ ≤M , we have
D
(M+1|N)
µ+1 (w
′
0, w0, w1, w
′
1, · · · , wµ−1, w′µ−1)
∼ 1
2
{
(w0 − qw1)(w′1 − qw′0)−
(w1 − q2w′1)
(w′1 − q2w1)
(w0 − qw′1)(w1 − qw′0)
}
× D(M|N)µ (w1, w′1, · · · , wµ, w′µ) ∼ D(M+1|N)µ+1 (w0, w′0, w1, w′1, · · · , wµ, w′µ). (4.102)
If we assume (4.94) for M,N ≥ 2 and M + 1 ≤ µ ≤M +N , then we have
D
(M+1|N)
µ+1 (w
′
0, w0, w1, w
′
1, · · · , wµ−1, w′µ−1)
∼ 1
2
{(w0 − qw1)(w′1 − qw′0)− (w0 − qw′1)(w1 − qw′0)}
× D(M|N)µ (w1, w′1, · · · , wµ, w′µ) ∼
(q2w′0 − w0)
(w′0 − q2w0)
D
(M+1|N)
µ+1 (w0, w
′
0, w1, w
′
1, · · · , wµ, w′µ). (4.103)
Now we have shown (4.93) and (4.94) by induction for M,N ≥ 2. Q.E.D.
Now we have shown the commutation relations (4.80) and (4.81).
Next we show (4.82). (4.83) is shown in the same way. We use an integral representation of the vertex
operator Φ∗µ(z). We set z2 = q
−1w0 and z1 = q−1w′0. It is enough to show (4.82) for ν = µ+ 1, because
of the commutativity X−,µ(w1)X−,ν(w2) = X−,ν(w2)X−,µ(w1) for |µ−ν| ≥ 2. Now we show that (4.82)
for ν = µ + 1 is reduced to Proposition 4.7. For 1 ≤ µ ≤ M we rearrange the operator part of product
of the vertex operators Φ∗µ(z2)Φ
∗
µ+1(z1), Φ
∗
µ+1(z1)Φ
∗
µ(z2), Φ
∗
µ+1(z1)Φ
∗
µ(z2) as
Φ∗1(q
−1w0)Φ∗1(q
−1w′0)X
−,1(w1)X−,1(w′1)X
−,2(w2)X−,2(w′2) · · ·X−,µ−1(wµ−1)X−,µ−1(w′µ−1)X−,µ(wµ′ )
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× 1
µ−2∏
j=0
D(wj , w
′
j ;wj+1, w
′
j+1)(1− qwµ−1/w′µ)(1− qw′µ−1/w′µ)
× 1
w′µ
∏µ−1
j=1 wjw
′
j
. (4.104)
Comparing the coefficient part in integral we know that the commutation relation (4.82) is reduced to
(4.121) for 1 ≤ µ ≤ M in Proposition 4.7. For M + 1 ≤ µ ≤ M +N − 1 we rearrange the operator part
as
Φ∗1(q
−1w0)Φ∗1(q
−1w′0)X
−,1(w1)X−,1(w′1)X
−,2(w2)X−,2(w′2) · · ·X−,µ−1(wµ−1)X−,µ−1(w′µ−1)X−,µ(wµ′ )
× 1
M−1∏
j=0
D(wj , w
′
j ;wj+1, w
′
j+1)
µ−2∏
j=M
D¯(wj , w
′
j ;wj+1, w
′
j+1)(1− wµ−1/qw′µ)(1− w′µ−1/qw′µ)
× 1
w′µ
∏µ−1
j=1 wjw
′
j
.
(4.105)
Comparing the coefficient part in integral we know that the commutation relation (4.82) is reduced to
(4.121) for M + 1 ≤ µ ≤M +N − 1 in Proposition 4.7.
To show Proposition 4.7 we prepare Proposition 4.6. We define
b¯(z) =
q(1− z)
(q2 − z) = b(1/z), c¯(z) =
(q2 − 1)
(q2 − z) =
1
z
c(1/z). (4.106)
Proposition 4.6 We assume N ≥ 2. For 1 ≤ µ ≤ N − 1 the weak equality
(A(0|N)µ +B
(0|N)
µ + C
(0|N)
µ )(w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ) ∼ 0 (4.107)
holds with respect to (w1, w
′
1), (w2, w
′
2), · · · , (wµ−1, w′µ−1). Here we set
A
(0|N)
1 (w0, w
′
0;w
′
1) = (qw
′
1 − w0), (4.108)
B
(0|N)
1 (w0, w
′
0;w
′
1) = b¯(w
′
0/w0)(w
′
1 − qw0), (4.109)
C
(0|N)
1 (w0, w
′
0;w
′
1) = c¯(w
′
0/w0)(qw
′
1 − w′0). (4.110)
For 2 ≤ µ ≤ N − 1 we set
A(0|N)µ (w0, w
′
0, · · · , wµ−1, w′µ−1;w′µ) =
µ−2∏
j=0
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1), (4.111)
B(0|N)µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ)
= −b¯(w′0/w0)(w1 − qw0)(qw′1 − w′0)
µ−2∏
j=1
(wj+1 − qw′j)(qw′j+1 − wj)(w′µ − qw′µ−1), (4.112)
C(0|N)µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ)
= −c¯(w′0/w0)(w1 − qw0)(qw′1 − w′0)
µ−2∏
j=1
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1). (4.113)
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Proof of Proposition 4.6. For µ = 1, 2 the weak equality (4.107) is shown by direct computation. We
show (4.107) by induction of µ. Using B
(0|N)
µ−1 ∼ −A(0|N)µ−1 − C(0|N)µ−1 we have
B(0|N)µ (w0, w
′
0, w1, w
′
1, w2, w
′
2, · · · , wµ−1, w′µ−1;w′µ)
∼ (A(0|N)′µ + C(0|N)
′
µ )(w0, w
′
0, w1, w
′
1, w2, w
′
2, · · · , wµ−1, w′µ−1;w′µ), (4.114)
where we set
A(0|N)
′
µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ)
= − b¯(w
′
0/w0)
b¯(w1/w′1)
∏
j=0,1
(wj+1 − qwj)(qw′j+1 − w′j)
µ−2∏
j=2
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1),(4.115)
C(0|N)
′
µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ)
=
b¯(w′0/w0)c¯(w1/w
′
1)
b¯(w1/w′1)
(w1 − qw0)(qw′j − w′0)
µ−2∏
j=1
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1). (4.116)
Noting that
H
−,(0|N)
1 (w
′
1,w1)
b(w′
1
/w1)
= 1
b(w1/w′1)
, we exchange w1 and w
′
1 in A
(0|N)′
µ . Let A
(0|N)′′
µ be the term we
thus obtain. Using the equality
1
b¯(w1/w′1)
(
b¯(w1/w
′
1)(w1 − qw′0)(qw′1 − w0)− b¯(w′0/w0)(w′1 − qw0)(qw1 − w′0)
)
= (1− q2)(w0w1 − w′0w′1)
(w1 − qw0)(qw′1 − w′0)
(w′1 − w1)(q2w0 − w′0)
, (4.117)
we have
(A(0|N)µ +A
(0|N)′′
µ )(w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ) (4.118)
= (1− q2)(w0w1 − w′0w′1)
(w1 − qw0)(qw′1 − w′0)
(w′1 − w1)(q2w0 − w′0)
µ−2∏
j=1
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1).
Using the equality
1
b¯(w1/w′1)
(b¯(w′0/w0)c¯(w1/w
′
1)− b¯(w1/w′1)c¯(w′0/w0)) = −
(1− q2)(w1w0 − w′1w′0)
(w′1 − w1)(q2w0 − w′0)
, (4.119)
we have
(C(0|N)µ + C
(0|N)′
µ )(w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ) (4.120)
= −(1− q2)(w0w1 − w′0w′1)
(w1 − qw0)(qw′1 − w′0)
(w′1 − w1)(q2w0 − w′0)
µ−2∏
j=1
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1).
Hence we have A
(0|N)
µ +B
(0|N)
µ + C
(0|N)
µ ∼ (A(0|N)µ +A(0|N)
′′
µ ) + (C
(0|N)
µ + C
(0|N)′
µ ) ∼ 0. Q.E.D.
Proposition 4.7 We assume M,N ≥ 1. For 1 ≤ µ ≤M +N − 1 the weak equality
(A(M|N)µ +B
(M|N)
µ + C
(M|N)
µ )(w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ) ∼ 0 (4.121)
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holds with respect to (w1, w
′
1), (w2, w
′
2), · · · , (wµ−1, w′µ−1). Here we set
A
(M|N)
1 (w0, w
′
0;w
′
1) = (w
′
1 − qw0), (4.122)
B
(M|N)
1 (w0, w
′
0;w
′
1) = −b(w′0/w0)(qw′1 − w0), (4.123)
C
(M|N)
1 (w0, w
′
0;w
′
1) = −c(w′0/w0)(w′1 − qw′0). (4.124)
For 2 ≤ µ ≤M we set
A(M|N)µ (w0, w
′
0, · · · , wµ−1, w′µ−1;w′µ) =
µ−2∏
j=0
(qwj+1 − w′j)(w′j+1 − qwj)(w′µ − qwµ−1), (4.125)
B(M|N)µ (w0, w
′
0, · · · , wµ−1, w′µ−1;w′µ)
= −b(w′0/w0)(qw1 − w0)(w′1 − qw′0)
µ−2∏
j=1
(qwj+1 − w′j)(w′j+1 − qwj)(qw′µ − w′µ−1), (4.126)
C(M|N)µ (w0, w
′
0, · · · , wµ−1, w′µ−1;w′µ)
= −c(w′0/w0)(qw1 − w0)(w′1 − qw′0)
µ−2∏
j=1
(qwj+1 − w′j)(w′j+1 − qwj)(w′µ − qwµ−1). (4.127)
For M + 1 ≤ µ ≤M +N − 1 we set
A(M|N)µ (w0, w
′
0, · · · , wµ−1, w′µ−1;w′µ) =
M−1∏
j=0
(qwj+1 − w′j)(w′j+1 − qwj)
×
µ−2∏
j=M
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1), (4.128)
B(M|N)µ (w0, w
′
0, · · · , wµ−1, w′µ−1;w′µ) = b(w′0/w0)(qw1 − w0)(w′1 − qw′0)
×
M−1∏
j=1
(qwj+1 − w′j)(w′j+1 − qwj)
µ−2∏
j=M
(wj+1 − qw′j)(qw′j+1 − wj)(w′µ − qw′µ−1), (4.129)
C(M|N)µ (w0, w
′
0, · · · , wµ−1, w′µ−1;w′µ) = −c(w′0/w0)(qw1 − w0)(w′1 − qw′0)
×
µ−2∏
j=1
(qwj+1 − w′j)(w′j+1 − qwj)
µ−2∏
j=M
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1). (4.130)
Proof of Proposition 4.7. For µ = 1 the equality (4.121) is shown by direct computation. For 2 ≤ µ ≤M
the weak equality (4.121) is shown in the same way as Proposition 4.6. We focus our attention on (4.121)
for M + 1 ≤ µ ≤ M + N − 1. First we study (4.121) for M = 1 and N ≥ 2. Our starting point is the
weak equality (4.107) for M = 0 and N ≥ 2 in Proposition 4.6. Using B(0|N)µ−1 ∼ −A(0|N)µ−1 − B(0|N)µ−1 we
have
B(1|N)µ (w0, w
′
0, w1, w
′
1, w2, w
′
2, · · · , wµ−1, w′µ−1;w′µ)
∼ (A(1|N)′µ + C(1|N)
′
µ )(w0, w
′
0, w1, w
′
1, w2, w
′
2, · · · , wµ−1, w′µ−1;w′µ), (4.131)
where we set
A(1|N)
′
µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ) (4.132)
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=
b(w′0/w0)
b¯(w1/w′1)
(qw1 − w0)(w′1 − qw′0)(w2 − qw1)(qw′2 − w′1)
µ−2∏
j=2
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1),
C(1|N)
′
µ (w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ)
= −b(w
′
0/w0)c¯(w1/w
′
1)
b¯(w1/w′1)
(qw1 − w0)(w′1 − qw′0)
µ−2∏
j=1
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1). (4.133)
Noting that H
−,(1|N)
1 (w1, w
′
1) = −1, we exchange w1 and w′1 in A(1|N)
′
µ . Let A
(1|N)′′
µ be the term that we
obtain. Using the equality (4.117) we have
(A(1|N)µ +A
(1|N)′′
µ )(w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ) (4.134)
= (1− q2)(w′1w′0 − w1w0)
(w′1 − qw′0)(qw1 − w0)
(w1 − w′1)(q2w′0 − w0)
µ−2∏
j=1
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1).
Using the equality
1
b¯(w1/w′1)
(b(w′0/w0)c¯(w1/w
′
1) + c(w
′
0/w0)b¯(w1/w
′
1)) =
(1− q2)(w0w1 − w′0w′1)
(w1 − w′1)(w0 − q2w′0)
, (4.135)
we have
(C(1|N)µ + C
(1|N)′
µ )(w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ) (4.136)
= −(1− q2)(w′1w′0 − w1w0)
(w′1 − qw′0)(qw1 − w0)
(w1 − w′1)(q2w′0 − w0)
µ−2∏
j=1
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1).
Hence we have A
(1|N)
µ +B
(1|N)
µ + C
(1|N)
µ ∼ (A(1|N)µ +A(1|N)
′′
µ ) + (C
(1|N)
µ + C
(1|N)′
µ ) ∼ 0.
Next we show (4.121) for M,N ≥ 2 and M + 1 ≤ µ ≤ M + N − 1. Using the weak equality
B
(M−1|N)
µ−1 ∼ −A(M−1|N)µ−1 − C(M−1|N)µ−1 we have
B(M|N)µ (w0, w
′
0, w1, w
′
1, w2, w
′
2, · · · , wµ−1, w′µ−1;w′µ)
∼ (A(M|N)′µ + C(M|N)
′
µ )(w0, w
′
0, w1, w
′
1, · · · , wµ−1, w′µ−1;w′µ), (4.137)
where we set
A(M|N)
′
µ (w0, w
′
0, · · · , wµ−1, w′µ−1, w′µ) = −
b(w′0/w0)
b(w1/w′1)
1∏
j=0
(qwj+1 − wj)(w′j+1 − qw′j) (4.138)
×
M−1∏
j=2
(qwj+1 − w′j)(w′j+1 − qwj)
µ−2∏
j=M
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1),
C(M|N)
′
µ (w0, w
′
0, · · · , wµ−1, w′µ−1, w′µ) =
b(w′0/w0)c(w1/w
′
1)
b(w1/w′1)
(qw1 − w0)(w′1 − qw′0) (4.139)
×
M−1∏
j=1
(qwj+1 − w′j)(w′j+1 − qwj)
µ−2∏
j=M
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1).
Noting that
H
−,(M|N)
1 (w
′
1,w1)
b(w1/w′1)
= 1b(w′1/w1)
, we exchange w1 and w
′
1 in A
(M|N)′
µ . Let A
(M|N)′′
µ be the term
that we obtain. Using the equality (4.117) we have
(A(M|N)µ +A
(M|N)′′
µ )(w0, w
′
0, w1, w
′
1, w2, w
′
2, · · · , wµ−1, w′µ−1;w′µ)
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= (1− q2)(w′1w′0 − w1w0)
(w′1 − qw′0)(qw1 − w0)
(w1 − w′1)(q2w′0 − w0)
×
M−1∏
j=1
(qwj+1 − w′j)(w′j+1 − qwj)
µ−2∏
j=M
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1). (4.140)
Using the equality
1
b(w1/w′1)
(b(w′0/w0)c(w1/w
′
1)− c(w′0/w0)b(w1/w′1)) =
(1− q2)(w0w1 − w′0w′1)
(w′1 − w1)(w0 − q2w′0)
, (4.141)
we have
(C(M|N)µ + C
(M|N)′
µ )(w0, w
′
0, w1, w
′
1, w2, w
′
2, · · · , wµ−1, w′µ−1;w′µ)
= −(1− q2)(w′1w′0 − w1w0)
(w′1 − qw′0)(qw1 − w0)
(w1 − w′1)(q2w′0 − w0)
×
M−1∏
j=1
(qwj+1 − w′j)(w′j+1 − qwj)
µ−2∏
j=M
(wj+1 − qw′j)(qw′j+1 − wj)(qw′µ − wµ−1). (4.142)
Hence we have A
(M|N)
µ +B
(M|N)
µ + C
(M|N)
µ ∼ (A(M|N)µ +A(M|N)
′′
µ ) + (C
(M|N)
µ + C
(M|N)′
µ ) ∼ 0. Q.E.D.
Now we have shown the commutation relations (4.82).
Next we study remaining of Theorem 3.3. We consider the commutation relations (3.34), (3.35),
(3.36), (3.37) in Theorem 3.3. Using the normal ordering rules in Appendix A we have
Ψ1(z1)ΦM+N (z2) = χ(z1/z2)ΦM+N (z1)Ψ1(z2), (4.143)
Ψ∗M+N (z1)Φ
∗
1(z2) = χ(z1/z2)Φ
∗
1(z1)Ψ
∗
M+N (z2), (4.144)
Ψ1(z1)Φ
∗
1(z2) = −χ(z2/z1)Φ∗1(z1)Ψ1(z2), (4.145)
Ψ∗M+N (z1)ΦM+N (z2) = χ(q
2(M−N)z2/z1)ΦM+N (z1)Ψ∗M+N (z2), (4.146)
where we set χ(z) in (3.38). Using the bosonization we have
Φ∗1(z)X
+,M(w) = −X+,M (w)Φ∗1(z), (4.147)
Φ∗1(z)X
+,j(w) = X+,j(w)Φ∗1(z) (j 6=M), (4.148)
Ψ1(z)X
−,M(w) = −X−,M(w)Ψ1(z), (4.149)
Ψ1(z)X
−,j(w) = X−,j(w)Ψ1(z) (j 6=M), (4.150)
ΦM+N (z)X
+,j(w) = X+,j(w)ΦM+N (z) (1 ≤ j ≤M +N − 1), (4.151)
Ψ∗M+N (z)X
−,j(w) = X−,j(w)Ψ∗M+N (z) (1 ≤ j ≤M +N − 1). (4.152)
Using the integral representations of the vertex operators and the defining relations of the Drinfeld
realization (2.20), (2.21), we obtain the commutation relations (3.34), (3.35), (3.36), (3.37).
4.4 Proof of Theorem 3.4
In this Section we show Theorem 3.4. We prepare Proposition 4.8 to show Theorem 3.4.
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Proposition 4.8 Let f(w0, w1, · · · , wM+N ) be a holomorphic function. We have
lim
wM+N→qN−Mw0
M+N−1∏
j=1
∫
C
dwj
2π
√−1
(wM+N − qN−Mw0)f(w0, w1, w2, · · · , wM+N )
M−1∏
j=0
(wj+1 − q−1wj)
M+N−1∏
j=M
(wj+1 − qwj)
= f(w0, q
−1w0, · · · , q−M+1w0, q−Mw0, q−M+1w0, · · · , q−M+N−1w0, q−M+Nw0). (4.153)
Here the integration contour C is specified as follows :
|w0| < |qw1| < |q2w2| < · · · < |qMwM | < |qM−1wM+1| < · · · < |qM−N+1wM+N−1| < |qM−NwM+N |.
Here the integration variable wj (1 ≤ j ≤ M − 1) encircles the pole q−1wj−1 but not pole qwj+1, the
integration variable wM encircles the pole q
−1wM−1 but not pole q−1wM+1, and the integration variable
wj (M + 1 ≤ j ≤M +N − 1) encircles the pole qwj−1 but not pole q−1wj+1.
Let us set the bosonic operators Ψ∗M+N,ε(z), X
±,M+j
ε (z) (ε = ±) by
Ψ∗M+N (z) =
1
(q − q−1)z (Ψ
∗
M+N,+(z)−Ψ∗M+N,−(z)), (4.154)
X±,M+j(z) =
±1
(q − q−1)z (X
±,M+j
+ (z)−X±,M+j− (z)) (1 ≤ j ≤ N − 1), (4.155)
X−,M (z) =
1
(q − q−1)z (X
−,M
+ (z)−X−,M− (z)). (4.156)
First we show the invertibility relation (3.41) and (3.42). (3.39) and (3.40) are shown in the same
way. We use integral representations of the vertex operators. In what follows we assume M > N . We
set z1 = q
−1w0, z2 = q−M+N−1wM+N . It is easy to show Φ∗µ(q
2(M−N)z)Φν(z) = 0 for µ < ν. We focus
our attention on the case µ = ν. Using the normal ordering rules in Appendix A we have
lim
wM+N→qN−Mw0
Φ∗µ(q
−1w0)Φµ(q−M+N−1wM+N )
= lim
wM+N→qN−Mw0
M+N−1∏
j=1
∫
C
dwj
2π
√−1
(wM+N − qN−Mw0)Fµ(w0, w1, · · · , wM+N )
M−1∏
j=0
(wj+1 − q−1wj)
M+N−1∏
j=M
(wj+1 − qwj)
. (4.157)
We note that the factor (wM+N − qN−Mw0) comes from the factor (q2(M−N)z2/z1; q2(M−N))∞ in the
normal ordering rule (A.7) in Appendix A. Here the integration contour C is specified as follows :
|w0| < |qw1| < |q2w2| < · · · < |qMwM | < |qM−1wM+1| < · · · < |qM−N+1wM+N−1| < |qM−NwM+N |.
For 1 ≤ µ ≤M we set
Fµ(w0, w1, · · · , wM+N )
=
wµ−1
w0
cµc
∗
µw
−M−N−1
M−N
0 e
pi
√
−1
M−N +
pi
√
−1M(M−1)
2(M−N)2 (−1)µ+1q−N+1−µ
(q − q−1)N
M−1∏
j=0
j 6=µ−1
(q − wj+1/wj)
(q3(M−N)wM+N/w0; q2(M−N))∞
(qM−N+2wM+N/w0; q2(M−N))∞
× : Φ∗1(q−1w0)X−,1(w1) · · ·X−,M+N−1+ (wM+N−1)ΦM+N (q−M+N−1wM+N ) : . (4.158)
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For M + 1 ≤ µ ≤M +N we set
Fµ(w0, w1, · · · , wM+N )
=
wµ
w0
cµc
∗
µw
−M−N−1
M−N
0 e
pi
√
−1
M−N +
pi
√
−1M(M−1)
2(M−N)2 (−1)µq−N (q − wµ−1/wµ)
(q − q−1)N
M−1∏
j=0
(q − wj+1/wj)
(q3(M−N)wM+N/w0; q2(M−N))∞
(qM−N+2wM+N/w0; q2(M−N))∞
× : Φ∗1(q−1w0)X−,1(w1) · · ·X−,M+N−1+ (wM+N−1)ΦM+N (q−M+N−1wM+N ) : . (4.159)
Taking into account of Proposition 4.8 and
: Φ∗1(q
−1z)X−,1(q−1z)X−,2(q−2z) · · ·X−,M−1(q−M+1z)X−,M+ (q−Mz)
× X−,M+1+ (q−M+1z)X−,M+2+ (q−M+2z) · · ·X−,M+N−1+ (q−M+N−1z)ΦM+N (q−2(M−N)−1z) :
= q−
1
2 (M−N−1)z
M−N−1
M−N id, (4.160)
we have the following in the limit wM+N → qN−Mw0.
Φ∗µ(q
−1w0)Φµ(q−M+N−1wM+N )→ Fµ(w0, q−1w0, q−2w0, · · · , q−M+Nw0) = (−1)M+Nq2ρµg−1. (4.161)
Now we have shown the invertibility relation (3.41). Using (3.41) and (3.49) we have (3.42). The
invertibility relations (3.39) and (3.40) are shown in the same way. The following relation is useful in a
proof of (3.39).
: Φ∗1(q
−1z)X−,1(qz)X−,2(q2z) · · ·X−,M−1(qM−1z)X−,M− (qMz)
× X−,M+1− (qM−1z)X−,M+2− (qM−2z) · · ·X−,M+N−1− (qM−N+1z)ΦM+N (q−1z) :
= q
1
2 (M−N−1)z
M−N−1
M−N id. (4.162)
Next we show the invertibility relation (3.44) and (3.45). (3.46) and (3.47) are shown in the same
way. We use integral representation of the vertex operators. In what follows we assume N > M . We set
z1 = q
−1w0, z2 = qM−N−1wM+N . It is easy to show Ψ∗µ(z)Ψν(z) = 0 for µ < ν. We focus our attention
on the case µ = ν. Using the normal ordering rules in Appendix A we have
lim
wM+N→qN−Mw0
Ψ∗µ(q
−1w0)Ψµ(qM−N−1wM+N )
= lim
wM+N→qN−Mw0
M+N−1∏
j=1
∫
C
dwj
2π
√−1
(wM+N − qN−Mw0)Gµ(w0, w1, · · · , wM+N )
M−1∏
j=0
(wj+1 − q−1wj)
M+N−1∏
j=M
(wj+1 − qwj)
. (4.163)
We note that the factor (wM+N − qN−Mw0) comes from the factor (z2/z1; q2(N−M))∞ in the normal
ordering rule (A.20) in Appendix A. Here the integration contour C is specified as follows :
|w0| < |qw1| < |q2w2| < · · · < |qMwM | < |qM−1wM+1| < · · · < |qM−N+1wM+N−1| < |qM−NwM+N |.
For 1 ≤ µ ≤M we set
Gµ(w0, w1, · · · , wM+N )
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=
dµd
∗
µw
1−M+N
M−N
M+N e
pi
√
−1
M−N +
pi
√
−1M(M−1)
2(M−N)2 (−1)N+µq−M+µ
(q − q−1)N
µ−2∏
j=0
(q − wj+1/wj)
M−1∏
j=µ
(wj/wj+1 − q−1)
(q3(N−M)w0/wM+N ; q2(N−M))∞
(qN−M−2w0/wM+N ; q2(N−M))∞
× : Ψ1(q−1w0)X+,1(w1) · · ·X+,M+N−1− (wM+N−1)Ψ∗M+N,−(qM−N−1wM+N ) : . (4.164)
For M + 1 ≤ µ ≤M +N we set
Gµ(w0, w1, · · · , wM+N )
=
dµd
∗
µw
1−M+N
M−N
M+N e
pi
√
−1
M−N +
pi
√
−1M(M−1)
2(M−N)2 (−1)N+µ+1
(q − q−1)N
M−1∏
j=0
(q − wj+1/wj)
wM
wµ−1
(q − wµ−1/wµ) (q
3(N−M)w0/wM+N ; q2(N−M))∞
(qN−M−2w0/wM+N ; q2(N−M))∞
× : Ψ1(q−1w0)X+,1(w1) · · ·X+,M+N−1− (wM+N−1)Ψ∗M+N,−(qM−N−1wM+N ) : . (4.165)
Taking into account of Proposition 4.8 and
: Ψ1(q
−1z)X+,1(q−1z)X+,2(q−2z) · · ·X+,M−1(q−M+1z)X+,M(q−Mz)
× X+,M+1− (q−M+1z)X+,−M+2− (q−M+2z) · · ·X+,M+N−1− (q−M+N−1z)Ψ∗M+N,−(q−1z) :
= q−
1
2 (M−N−1)z
M−N−1
M−N id, (4.166)
we have the following in the limit wM+N → qN−Mw0.
Ψ∗µ(q
M−N−1wM+N )Ψµ(q−1w0)→ Gµ(w0, q−1w0, q−2w0, · · · , q−M+Nw0) = (−1)[µ]+1(g∗)−1. (4.167)
Now we have shown the invertibility relation (3.44). Using (3.44) and (3.50) we have (3.45). The
invertibility relations (3.46) and (3.47) are shown in the same way. The following relation is useful in a
proof of (3.46).
: Ψ1(q
−1z)X+,1(qz)X+,2(q2z) · · ·X+,M−1(qM−1z)X+,M(qMz)
× X+,M+1+ (qM−1z)X+,M+2+ (qM−2z) · · ·X+,M+N−1+ (qM−N−1z)Ψ∗M+N,+(q2(M−N)−1z) :
= q
1
2 (M−N−1)z
M−N−1
M−N id. (4.168)
5 Concluding remarks
In this paper we consider commutation relations and invertibility relations of the vertex operators for
Uq(ŝl(M |N)) by using bosonization. We show that the vertex operators give a representation of the
graded Zamolodchikov-Faddeev algebra by direct computation. We find that the invertibility relations
of the type-II vertex operators for N > M are very similar to those of the type-I for M > N . Our
direct computation can be applied to bosonization of vertex operators and a L-operator for the elliptic
algebra Uq,p(ŝl(M |N)) [8]. Moreover, quantum W -algebra Wq,p(sl(M |N)) will arise as fusion of the
vertex operators for the elliptic algebra. In the case g = ŝlN , A
(2)
2 , bosonization of vertex operators and a
L-operator for the elliptic algebra Uq,p(g) have been constructed by similar computation as those reported
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in this paper [9, 10, 14, 15, 16, 17]. The quantum W -algebras associated with g = ŝlN , A
(2)
2 have been
constructed by fusion of the vertex operators for the elliptic algebras [11, 16, 18].
If we focus our attention on ”roundabout” proof of commutation relations, our situation becomes very
simple. We have a ”roundabout” proof based on bosonization. For instance, from the uniqueness of the
vertex operator V (λ) → V (µ) ⊗ Vz1 ⊗ Vz2 , LHS and RHS of the commutation relation (3.28) coincide
up to a scalar factor. Using the normal ordering rules (A.9) and (A.13), we can determine the scalar
factor κ
(I)
V V (z). Then we obtain the commutation relation (3.28). To show the commutation relations in
Theorem 3.3, we need only normal ordering rules in Appendix A. For the quantum affine algebra Uq(g)
where g = A
(1)
n , B
(1)
n , D
(1)
n , A
(2)
n , D
(2)
n , D
(3)
4 , ŝl(N |N) [21, 22, 23, 24, 25, 26], we have already obtained
level-one bosonizations of the vertex operators. Hence we know a ”roundabout” proof of commutation
relations based on bosonization. Moreover, by solving quantum-KZ equation we obtained the commu-
tation relations of the vertex operators for Uq(g) where g = A
(1)
n , B
(1)
n , D
(1)
n , A
(2)
n [2, 19, 20]. However
”roundabout” proofs are simpler than ”direct” proof, they cannot be applied to bosonization for the
elliptic algebras. Our direct computation reported in this paper can be applied to bosonization of vertex
operators for the elliptic algebra Uq,p(ŝl(M |N)) and construction of quantumW -algebraWq,p(sl(M |N)).
We would like to report on this issue in future publications.
Acknowledgements. The author would like to thank Professor Michio Jimbo for discussion. This
work is supported by the Grant-in-Aid for Scientific Research C(26400105) from Japan Society for the
Promotion of Science.
A Normal ordering rules
In this Appendix we summarize normal ordering rules. First we give useful formulae for calculation of
normal ordering rules.
Q1h∗ = Q
1
a −
1
M −N
M∑
i=1
Qia −
1
M −N
N∑
j=1
Qjb, (A.1)
QM+N−1h∗ = −
1
M −N
M∑
i=1
Qia −
1
M −N
N∑
j=1
Qjb −QNb , (A.2)
[h∗1m , h
∗1
n ] =
[(M −N − 1)m]q[m]2q
[(M −N)m]qm δm+n,0, (A.3)
[h∗M+N−1m , h
∗M+N−1
n ] = −
[(M −N + 1)m]q[m]2q
[(M −N)m]qm δm+n,0, (A.4)
[h∗1m , h
∗M+N−1
n ] = −
[m]3q
[(M −N)m]qmδm+n,0. (A.5)
• For M > N we have
Φ∗1(z1)Φ
∗
1(z2) = : Φ
∗
1(z1)Φ
∗
1(z2) :
× (qz1)1− 1M−N e−
pi
√
−1M(M−1)
2(M−N)2
(q2z2/z1; q
2(M−N))∞
(q2(M−N)z2/z1; q2(M−N))∞
, (A.6)
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Φ∗1(z1)ΦM+N (z2) = : Φ
∗
1(z1)ΦM+N (z2) :
× (qz1) 1M−N e
pi
√
−1M(M−1)
2(M−N)2
(q2(M−N)z2/z1; q2(M−N))∞
(q2(M−N)+2z2/z1; q2(M−N))∞
, (A.7)
ΦM+N (z1)Φ
∗
1(z2) = : ΦM+N (z1)Φ
∗
1(z2) :
× (qM−N+1z1) 1M−N e
pi
√
−1M(M−1)
2(M−N)2
(z2/z1; q
2(M−N))∞
(q2z2/z1; q2(M−N))∞
, (A.8)
ΦM+N (z1)ΦM+N (z2) = : ΦM+N (z1)ΦM+N (z2) : (A.9)
× (qM−N+1z1)−
1
M−N e
−pi
√
−1M(M−1)
2(M−N)2
(q2(M−N)+2z2/z1; q2(M−N))∞
(q2(M−N)z2/z1; q2(M−N))∞
.
• For N > M we have
Φ∗1(z1)Φ
∗
1(z2) = : Φ
∗
1(z1)Φ
∗
1(z2) :
× (qz1)1− 1M−N e−
pi
√
−1M(M−1)
2(M−N)2
(z2/z1; q
2(N−M))∞
(q2+2(N−M)z2/z1; q2(N−M))∞
, (A.10)
Φ∗1(z1)ΦM+N (z2) = : Φ
∗
1(z1)ΦM+N (z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (qz1) 1M−N e
pi
√
−1M(M−1)
2(M−N)2
(q2z2/z1; q
2(N−M))∞
(z2/z1; q2(N−M))∞
, (A.11)
ΦM+N (z1)Φ
∗
1(z2) = : ΦM+N (z1)Φ
∗
1(z2) :
× (qM−N+1z1)
1
M−N e
pi
√
−1M(M−1)
2(M−N)2
(q2(N−M)+2z2/z1; q2(N−M))∞
(q2(N−M)z2/z1; q2(N−M))∞
, (A.12)
ΦM+N (z1)ΦM+N (z2) = : ΦM+N (z1)ΦM+N (z2) : (q
M−N+1z1)−
1
M−N e
−pi
√
−1M(M−1)
2(M−N)2
× (1− z2/z1) (q
2(N−M)z2/z1; q2(N−M))∞
(q2z2/z1; q2(N−M))∞
. (A.13)
• For M > N and ε, ε1, ε2 = ± we have
Ψ1(z1)Ψ1(z2) = : Ψ1(z1)Ψ1(z2) :
× (qz1)1− 1M−N e−
pi
√
−1M(M−1)
2(M−N)2
(z2/z1; q
2(M−N))∞
(q2(M−N)−2z2/z1; q2(M−N))∞
, (A.14)
Ψ1(z1)Ψ
∗
M+N,ε(z2) = : Ψ1(z1)Ψ
∗
M+N,ε(z2) :
× (qz1) 1M−N e
pi
√
−1M(M−1)
2(M−N)2
(q−2z2/z1; q2(M−N))∞
(z2/z1; q2(M−N))∞
, (A.15)
Ψ∗M+N,ε(z1)Ψ1(z2) = : Ψ
∗
M+N,ε(z1)Ψ1(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (q−M+N+1z1) 1M−N (q
2(M−N)−2z2/z1; q2(M−N))∞
(q2(M−N)z2/z1; q2(M−N))∞
, (A.16)
Ψ∗M+N,ε1(z1)Ψ
∗
M+N,ε2(z2) = : Ψ
∗
M+N,ε1(z1)Ψ
∗
M+N,ε2(z2) :
× (q−M+N+1z1)−1− 1M−N q−M+N+1(qε1z1 − qε2z2) (A.17)
× e−
pi
√
−1M(M−1)
2(M−N)2
(q2(M−N)z2/z1; q2(M−N))∞
(q−2z2/z1; q2(M−N))∞
.
• For N > M and ε, ε1, ε2 = ± we have
Ψ1(z1)Ψ1(z2) = : Ψ1(z1)Ψ1(z2) :
× (qz1)1− 1M−N e−
pi
√
−1M(M−1)
2(M−N)2
(q−2z2/z1; q2(N−M))∞
(q2(N−M)z2/z1; q2(N−M))∞
, (A.18)
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Ψ1(z1)Ψ
∗
M+N,ε(z2) = : Ψ1(z1)Ψ
∗
M+N,ε(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (qz1) 1M−N (q
2(N−M)z2/z1; q2(N−M))∞
(q2(N−M)−2z2/z1; q2(N−M))∞
, (A.19)
Ψ∗M+N,ε(z1)Ψ1(z2) = : Ψ
∗
M+N,ε(z1)Ψ1(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (q−M+N+1z1) 1M−N (z2/z1; q
2(N−M))∞
(q−2z2/z1; q2(N−M))∞
, (A.20)
Ψ∗M+N,ε1(z1)Ψ
∗
M+N,ε2(z2) = : Ψ
∗
M+N,ε1(z1)Ψ
∗
M+N,ε2(z2) :
× (q−M+N+1z1)−1− 1M−N q−M+N+1(qε1z1 − qε2z2)
× e−
pi
√
−1M(M−1)
2(M−N)2
(q2(N−M)−2z2/z1; q2(N−M))∞
(z2/z1; q2(N−M))∞
. (A.21)
• For M > N and ε = ± we have
Ψ1(z1)ΦM+N (z2) = : Ψ1(z1)ΦM+N (z2) : e
−pi
√
−1M(M−1)
2(M−N)2
× (qz1)− 1M−N (q
2(M−N)+1z2/z1; q2(M−N))∞
(q2(M−N)−1z2/z1; q2(M−N))∞
, (A.22)
ΦM+N (z1)Ψ1(z2) = : ΦM+N (z1)Ψ1(z2) : e
−pi
√
−1M(M−1)
2(M−N)2
× (qM−N+1z1)− 1M−N (qz2/z1; q
2(M−N))∞
(q−1z2/z1; q2(M−N))∞
, (A.23)
Ψ∗M+N,ε(z1)Φ
∗
1(z2) = : Ψ
∗
M+N,ε(z1)Φ
∗
1(z2) : e
−pi
√
−1M(M−1)
2(M−N)2
× (q−M+N+1z1)− 1M−N (q
2(M−N)+1z2/z1; q2(M−N))∞
(q2(M−N)−1z2/z1; q2(M−N))∞
, (A.24)
Φ∗1(z1)Ψ
∗
M+N,ε(z2) = : Φ
∗
1(z1)Ψ
∗
M+N,ε(z2) : e
−pi
√
−1M(M−1)
2(M−N)2
× (qz1)− 1M−N (qz2/z1; q
2(M−N))∞
(q−1z2/z1; q2(M−N))∞
, (A.25)
Ψ1(z1)Φ
∗
1(z2) = : Ψ1(z1)Φ
∗
1(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (qz1)−1+ 1M−N (q
2(M−N)−1z2/z1; q2(M−N))∞
(qz2/z1; q2(M−N))∞
, (A.26)
Φ∗1(z1)Ψ1(z2) = : Φ
∗
1(z1)Ψ1(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (qz1)−1+ 1M−N (q
2(M−N)−1z2/z1; q2(M−N))∞
(qz2/z1; q2(M−N))∞
, (A.27)
Ψ∗M+N,ε(z1)ΦM+N (z2) = : Ψ
∗
M+N,ε(z1)ΦM+N (z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (q−M+N+1z1)1+ 1M−N (q−M+N+1+εz1 − qM−N+1z2)−1
× (q
2(M−N)−1z2/z1; q2(M−N))∞
(q4(M−N)+1z2/z1; q2(M−N))∞
, (A.28)
ΦM+N (z1)Ψ
∗
M+N,ε(z2) = : ΦM+N (z1)Ψ
∗
M+N,ε(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (qM−N+1z1)1+ 1M−N (qM−N+1z1 − qN−M+1+εz2)−1
× (q
2(N−M)−1z2/z1; q2(M−N))∞
(qz2/z1; q2(M−N))∞
. (A.29)
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• For N > M and ε = ± we have
Ψ1(z1)ΦM+N (z2) = : Ψ1(z1)ΦM+N (z2) : e
−pi
√
−1M(M−1)
2(M−N)2
× (qz1)− 1M−N (q
−1z2/z1; q2(N−M))∞
(qz2/z1; q2(N−M))∞
, (A.30)
ΦM+N (z1)Ψ1(z2) = : ΦM+N (z1)Ψ1(z2) : e
−pi
√
−1M(M−1)
2(M−N)2
× (qM−N+1z1)− 1M−N (q
2(N−M)−1z2/z1; q2(N−M))∞
(q2(N−M)+1z2/z1; q2(N−M))∞
, (A.31)
Ψ∗M+N,ε(z1)Φ
∗
1(z2) = : Ψ
∗
M+N,ε(z1)Φ
∗
1(z2) : e
−pi
√
−1M(M−1)
2(M−N)2
× (q−M+N+1z1)− 1M−N (q
−1z2/z1; q2(N−M))∞
(qz2/z1; q2(N−M))∞
, (A.32)
Φ∗1(z1)Ψ
∗
M+N,ε(z2) = : Φ
∗
1(z1)Ψ
∗
M+N,ε(z2) : e
−pi
√
−1M(M−1)
2(M−N)2
× (qz1)− 1M−N (q
2(N−M)−1z2/z1; q2(N−M))∞
(q2(N−M)+1z2/z1; q2(N−M))∞
, (A.33)
Ψ1(z1)Φ
∗
1(z2) = : Ψ1(z1)Φ
∗
1(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (qz1)−1+ 1M−N (q
2(N−M)+1z2/z1; q2(N−M))∞
(q−1z2/z1; q2(N−M))∞
, (A.34)
Φ∗1(z1)Ψ1(z2) = : Φ
∗
1(z1)Ψ1(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (qz1)−1+ 1M−N (q
2(N−M)+1z2/z1; q2(N−M))∞
(q−1z2/z1; q2(N−M))∞
, (A.35)
Ψ∗M+N,ε(z1)ΦM+N (z2) = : Ψ
∗
M+N,ε(z1)ΦM+N (z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (q−M+N+1z1)1+ 1M−N (q−M+N+1+εz1 − qM−N+1z2)−1
× (q
2(M−N)+1z2/z1; q2(N−M))∞
(q−1z2/z1; q2(N−M))∞
, (A.36)
ΦM+N (z1)Ψ
∗
M+N,ε(z2) = : ΦM+N (z1)Ψ
∗
M+N,ε(z2) : e
pi
√
−1M(M−1)
2(M−N)2
× (qM−N+1z1)1+ 1M−N (qM−N+1z1 − qN−M+1+εz2)−1
× (q
2(N−M)+1z2/z1; q2(N−M))∞
(q4(N−M)−1z2/z1; q2(N−M))∞
. (A.37)
• For M 6= N we have
Φ∗1(z2)Φ
∗
1(z1) =
1
κ
(I)
V ∗V ∗(z1/z2)
Φ∗1(z1)Φ
∗
1(z2), (A.38)
Φ∗1(z2)ΦM+N (z1) = −
b(q2(N−M)z2/z1)
κ
(I)
V V ∗(z1/z2)
ΦM+N (z1)Φ
∗
1(z2), (A.39)
ΦM+N (z2)Φ
∗
1(z1) = −
b(z2/z1)
κ
(I)
V ∗V (z1/z2)
Φ∗1(z1)ΦM+N (z2), (A.40)
ΦM+N (z2)ΦM+N (z1) =
a(z1/z2)
κ
(I)
V V (z1/z2)
ΦM+N (z1)ΦM+N (z2), (A.41)
Ψ1(z1)Ψ1(z2) =
1
κ
(II)
V V (z1/z2)
Ψ1(z2)Ψ1(z1), (A.42)
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Ψ1(z1)Ψ
∗
M+N (z2) = −
b(q2(N−M)z2/z1)
κ
(II)
V V ∗(z1/z2)
Ψ∗M+N (z2)Ψ1(z1), (A.43)
Ψ∗M+N (z1)Φ1(z2) = −
b(z2/z1)
κ
(II)
V ∗V (z1/z2)
Ψ1(z2)Ψ
∗
M+N (z1), (A.44)
Ψ∗M+N (z1)Ψ
∗
M+N (z2) =
a(z1/z2)
κ
(II)
V ∗V ∗(z1/z2)
Ψ∗M+N (z2)Ψ
∗
M+N (z1), (A.45)
where a(z), b(z) are given in (3.4).
• For 1 ≤ i ≤M − 1, 1 ≤ j ≤ N − 1 and ε1, ε2 = ± we have
X±,i(z1)X±,i(z2) = : X±,i(z1)X±,i(z2) : (−1)(z1 − z2)(z1 − q∓2z2), (A.46)
X+,M (z1)X
+,M (z2) = : X
+,M (z1)X
+,M (z2) : (z1 − z2), (A.47)
X−,Mε1 (z1)X
−,M
ε2 (z2) = : X
−,M
ε1 (z1)X
−,M
ε2 (z2) : (q
ε1z1 − qε2z2), (A.48)
X±,M+jε1 (z1)X
±,M+j
ε2 (z2) = : X
±,M+j
ε1 (z1)X
±,M+j
ε2 (z2) :
(qε1z1 − qε2z2)
(z1 − q∓2z2) . (A.49)
• For 1 ≤ i ≤M − 2, 1 ≤ j ≤ N − 2 and ε, ε1, ε2 = ± we have
X±,i(z1)X±,i+1(z2) =: X±,i(z1)X±,i+1(z2) :
1
(z1 − q∓1z2) , (A.50)
X±,i+1(z1)X±,i(z2) =: X±,i+1(z1)X±,i(z2) :
−1
(z1 − q∓1z2) , (A.51)
X+,M−1(z1)X+,M (z2) =: X+,M−1(z1)X+,M (z2) :
1
(z1 − q−1z2) , (A.52)
X+,M(z1)X
+,M−1(z2) =: X+,M(z1)X+,M−1(z2) :
−1
(z1 − q−1z2) , (A.53)
X−,M−1(z1)X−,Mε (z2) =: X
−,M−1(z1)X−,Mε (z2) :
1
(z1 − qz2) , (A.54)
X−,Mε (z1)X
−,M−1(z2) =: X−,Mε (z1)X
−,M−1(z2) :
−1
(z1 − qz2) , (A.55)
X+,M(z1)X
+,M+1
ε (z2) =: X
+,M(z1)X
+,M+1
ε (z2) :
(z1 − q−1z2)
(z1 − qεz2) , (A.56)
X+,M+1ε (z1)X
+,M (z2) =: X
+,M+1
ε (z1)X
+,M (z2) :
(z1 − q−1z2)
(qεz1 − z2) , (A.57)
X−,Mε1 (z1)X
−,M+1
ε2 (z2) =: X
−,M
ε1 (z1)X
−,M+1
ε2 (z2) :
(z1 − qz2)
(qε1z1 − z2) , (A.58)
X−,M+1ε1 (z1)X
−,M
ε2 (z2) =: X
−,M+1
ε1 (z1)X
−,M
ε2 (z2) :
(z1 − qz2)
(z1 − qε2z2) , (A.59)
X+,M+jε1 (z1)X
+,M+j+1
ε2 (z2) =: X
+,M+j
ε1 (z1)X
+,M+j+1
ε2 (z2) :
(z1 − q−1z2)
(z1 − qε2z2) , (A.60)
X+,M+j+1ε1 (z1)X
+,M+j
ε2 (z2) =: X
+,M+j+1
ε1 (z1)X
+,M+j
ε2 (z2) :
(z1 − q−1z2)
(qε1z1 − z2) , (A.61)
X−,M+jε1 (z1)X
−,M+j+1
ε2 (z2) =: X
−,M+j
ε1 (z1)X
−,M+j+1
ε2 (z2) :
(z1 − qz2)
(qε1z1 − z2) , (A.62)
X−,M+j+1ε1 (z1)X
−,M+j
ε2 (z2) =: X
−,M+j+1
ε1 (z1)X
−,M+j
ε2 (z2) :
(z1 − qz2)
(z1 − qε2z2) . (A.63)
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• For M = 1 and ε = ± we have
Φ∗1(q
−1z)X−,1ε (w) =: Φ
∗
1(q
−1z)X−,1ε (w) :
1
(z − qw) , (A.64)
X−,1ε (w)Φ
∗
1(q
−1z) =: X−,1ε (w)Φ
∗
1(q
−1z) :
1
(w − qz) , (A.65)
Ψ1(q
−1z)X+,1(w) =: Ψ1(q−1z)X+,1(w) :
1
(z − q−1w) , (A.66)
X+,1(w)Ψ1(q
−1z) =: X+,1(w)Ψ1(q−1z) :
1
(w − q−1z) . (A.67)
• For M ≥ 2 and ε = ± we have
Φ∗1(q
−1z)X−,1(w) =: Φ∗1(q
−1z)X−,1(w) : e
pi
√
−1
M−N
1
(z − qw) , (A.68)
X−,1(w)Φ∗1(q
−1z) =: X−,1(w)Φ∗1(q
−1z) : e
pi
√
−1
M−N
−1
(w − qz) , (A.69)
Φ∗1(q
−1z)X−,Mε (w) =: Φ
∗
1(q
−1z)X−,Mε (w) : e
pi
√
−1(1−M)
M−N , (A.70)
X−,Mε (w)Φ
∗
1(q
−1z) =: X−,Mε (w)Φ
∗
1(q
−1z) : (−1)e
pi
√
−1(1−M)
M−N , (A.71)
Ψ1(q
−1z)X+,1(w) =: Ψ1(q−1z)X+,1(w) : e
pi
√
−1
M−N
1
(z − q−1w) , (A.72)
X+,1(w)Ψ1(q
−1z) =: X+,1(w)Ψ1(q−1z) : e
pi
√
−1
M−N
−1
(w − q−1z) , (A.73)
Ψ1(q
−1z)X+,M(w) =: Ψ1(q−1z)X+,M(w) : e
pi
√
−1(1−M)
M−N , (A.74)
X+,M(w)Ψ1(q
−1z) =: X+,M (w)Ψ1(q−1z) : (−1)e
pi
√
−1(1−M)
M−N . (A.75)
• For N = 1 and ε = ± we have
ΦM+1(q
−Mz)X−,Mǫ (w) =: ΦM+1(q
−Mz)X−,Mǫ (w) : (−1)
(z − qw)
(z − qǫw) , (A.76)
X−,Mǫ (w)ΦM+1(q
−Mz) =: X−,Mǫ (w)ΦM+1(q
−Mz) :
(w − qz)
(qǫw − z) , (A.77)
Ψ∗M+1,ε(q
M−2z)X+,M(w) =: Ψ∗M+1,ε(q
M−2z)X+,M(w) : (−1)(z − q
−1w)
(qǫz − w) , (A.78)
X+,M (w)Ψ∗M+1,ε(q
M−2z) =: X+,M(w)Ψ∗M+1,ε(q
M−2z) :
(w − q−1z)
(w − qεz) . (A.79)
• For N ≥ 2 and ε, ε1, ε2 = ± we have
ΦM+N (q
−M+N−1z)X−,M+N−1ε (w) = : ΦM+N (q
−M+N−1z)X−,M+N−1ε (w) :
× (−1) (z − qw)
(z − qεw) , (A.80)
X−,M+N−1ε (w)ΦM+N (q
−M+N−1z) = : X−,M+N−1ε (w)ΦM+N (q
−M+N−1z) :
× (w − qz)
(qεw − z) , (A.81)
ΦM+N (z)X
−,M
ε (w) = : ΦM+N (z)X
−,M
ε (w) : e
pi
√
−1(M−1)
M−N , (A.82)
X−,Mε (w)ΦM+N (z) = : X
−,M
ε (w)ΦM+N (z) : e
pi
√
−1(M−1)
M−N , (A.83)
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Ψ∗M+N,ε1(q
M−N−1z)X+,M+N−1ε2 (w) = : Ψ
∗
M+N,ε1(q
M−N−1z)X+,M+N−1ε2 (w) :
× (z − q
−1w)
(qε1z − w) , (A.84)
X+,M+N−1ε1 (w)Ψ
∗
M+N,ε2 (q
M−N−1z) = : X+,M+N−1ε1 (w)Ψ
∗
M+N,ε2(q
M−N−1z) :
× (−1)(w − q
−1z)
(w − qε1z) , (A.85)
Ψ∗M+N,ε(z)X
+,M (w) = : Ψ∗M+N,ε(z)X
+,M (w) : e
pi
√
−1(M−1)
M−N , (A.86)
X+,M (w)Ψ∗M+N,ε(z) = : X
+,M(w)Ψ∗M+N,ε(z) : e
pi
√
−1(M−1)
M−N . (A.87)
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