This paper presents the results of a non-adiabatic analysis for axisymmetric non-radial pulsations including the effect of a dipole magnetic field. Convection is assumed to be suppressed in the stellar envelope, and the diffusion approximation is used to radiative transport. As in a previous adiabatic analysis, the eigenfunctions are expanded in a series of spherical harmonics. The analysis is applied to a 1.9-M , main-sequence model (log T eff = 3.913). The presence of a magnetic field always stabilizes low-order acoustic modes. All the low-order modes of the model that are excited by the κ-mechanism in the He II ionization zone in the absence of a magnetic field are found to be stabilized if the polar strength of the dipole magnetic field is larger than about 1 kG. For high-order p modes, on the other hand, distorted dipole and quadrupole modes excited by the κ-mechanism in the H ionization zone remain overstable, even in the presence of a strong magnetic field. It is found, however, that all the distorted radial high-order modes are stabilized by the effect of the magnetic field. Thus, our non-adiabatic analysis suggests that distorted dipole modes and distorted quadrupole modes are most likely excited in rapidly oscillating Ap stars. The latitudinal amplitude dependence is found to be in reasonable agreement with the observationally determined one for HR 3831. Finally, the expected amplitude of magnetic perturbations at the surface is found to be very small.
identified the excitation mechanism for roAp pulsations as the κ-mechanism in the H ionization zone, but did not obtain an overstable mode below the acoustic cutoff frequency. Gautschy et al. (1998) assumed the existence of a temperature inversion, which increases the cut-off frequency, above the photosphere and obtained some overstable high-order p modes with periods comparable to those of roAp stars. On the other hand, Balmforth et al. (2001) have found that high-order p modes become overstable if convection is suppressed. Convection is thought to be suppressed in magnetic polar regions of Ap stars because of the nearly vertical magnetic field there. Based on the same assumption, Cunha (2002) examined stability of high-order pulsations at various loci on the Hertzsprung-Russell (HR) diagram to obtain a theoretical instability strip of roAp stars. In all the above pulsational stability analyses, however, the effect of magnetic field on the pulsation properties is disregarded.
A strong magnetic field distorts the angular and radial dependence of the pulsation amplitude (eigenfunction), and shifts the pulsation frequency. In addition to this, the pulsation generates magnetic slow waves, which have very short wavelengths in the deep stellar interior and are thought to be dissipated (Roberts & Soward 1983) ; i.e. the slow waves carry away pulsation energy. The pulsation of a magnetic star therefore damps out even in the adiabatic approximation. Campbell & Papaloizou (1986) on non-radial pulsations to find it significant. It is important to find out whether the κ-mechanism excitation can overcome the slowwave damping in the presence of a strong magnetic field. This is a motivation for the present study.
Since the work of Campbell & Papaloizou (1986) , magnetic effects on adiabatic non-radial pulsations of stars have been studied by Dziembowski & Goode (1996) , Bigot et al. (2000) , Cunha & Gough (2000) and SG04. Using a variational principle with an asymptotic theory, Cunha & Gough (2000) have found that the frequency shift and the damping rate change cyclically with respect to the pulsation frequency and the strength of the magnetic field. Later, SG04 confirmed this property by using a method in which eigenfunctions are expanded in a series of spherical harmonics. [Lee (2005) applied a similar method to r-mode oscillations of a magnetized rotating star.] In this paper we discuss the results of a non-adiabatic analysis for p-mode pulsations in the presence of a magnetic field. The expansion method employed in the adiabatic analysis of SG04 has been extended to incorporate non-adiabatic effects. The governing equations for non-adiabatic linear pulsations in the presence of a magnetic field are given in Section 2, and the method of computation is discussed in Section 3. In Section 4 we describe the structure of the unperturbed model, and in Section 5 we discuss the stability property of the model in the absence of a magnetic field. The results of the non-adiabatic analysis in the presence of a magnetic field are presented in Section 6. We discuss the latitudinal dependence of pulsation amplitude and the expected amplitude of magnetic field variation in Section 7. Appendix A describes pertinent formulae that are used in the numerical computations.
GOV E R N I N G E Q UAT I O N S
To simplify our analysis, we disregard stellar rotation and the Eulerian perturbation of the gravitational potential (Cowling's approximation). We take into account the effect of the magnetic field by using the ideal magnetohydrodynamics (MHD) approximation. Furthermore, we assume that the unperturbed magnetic field B 0 is a dipole field expressed as
where r is the distance from the stellar centre, θ is the co-latitude with respect to the magnetic axis, and e r and e θ are unit vectors in the radial and θ directions, respectively. The stellar radius is denoted as R, and B p represents the strength of the magnetic field at the magnetic poles on the stellar surface. The temporal dependence of the perturbed quantities is expressed as exp(iσ t). Then, the linearized perturbation equations for nonadiabatic non-radial pulsations are
iσρT
Here, the Eulerian and Lagrangian perturbations are represented by a prime and δ, respectively, s is the entropy per unit mass, is the nuclear energy generation rate per unit mass, F is radiative flux, L r is the local luminosity, κ is the opacity per unit mass, T is temperature, a is the radiation constant, c is the speed of light, C p is the specific heat per unit mass at constant pressure, A and α T are defined as
and the other symbols are the same as those used in SG04. In equation (6), we have neglected the perturbation of convective flux and used the diffusion approximation to radiative transport.
M E T H O D O F C O M P U TAT I O N
The method of computation is the same as that used in the adiabatic analysis of SG04 except that additional variables for the entropy and the luminosity perturbations are included. Because in the presence of a magnetic field the angular dependence of the non-radial pulsation mode cannot be represented by a single spherical harmonic, we expand it into a sum of terms proportional to spherical harmonics
where f represents a perturbed scalar quantity, and Y 0 represents spherical harmonics with m = 0. We consider only axisymmetric modes in this paper.
In the numerical computations, the following variables are employed
where ω is the angular frequency of pulsation normalized as
and L rad is the local radiative luminosity. Among these variables, y 5 and y 6 (which correspond to y ad3 and y ad4 , respectively, in the adiabatic analysis of SG04) are related to the perturbation of magnetic field, y 5 is proportional to the horizontal displacement caused by the presence of a magnetic field, and y 6 is proportional to the horizontal perturbation of the magnetic field. The strength of the magnetic field enters the equations via the quantity
where H p denotes the pressure scaleheight. The governing equations are separated into two independent infinite systems of coupled differential equations. One involves y 1 , y 2 , y 3 , y 4 , y 5 , and y +1 6 with = 2 j − 1 (odd modes) for j = 1, 2, . . . . The other system consists of the same variables but with = 2 j − 2 (even modes) for j = 1, 2, . . . . A truncation is necessary in the actual computations. To perform a numerical analysis in a reasonable CPU time, the maximum number of components for each variable is 12.
H. Saio
We identify a pulsation mode by m and n, where m indicates the latitudinal degree of the main component whose kinetic energy is largest among the included components; n is the number of radial nodes in the real part of the radial displacement of the main component (y = m 1 ). A numerical solution is accepted if the kinetic energy in the twelfth component is less than half of the kinetic energy of the main component.
The variables y 5 and y 6 , which represent perturbations of the magnetic field, show short-wavelength spatial oscillations in deep layers of stellar interior (see Fig. 8 ), where the Alfvén speed is much smaller than the sound speed. They are magnetic slow waves whose phase speed is close to the Alfvén speed in the deep interior. As the slow waves propagate inward, the radial wavelength decreases rapidly so that they are expected to dissipate before being reflected at the centre (Roberts & Soward 1983) ; i.e. the slow waves carry away pulsation energy. Therefore, we impose running wave conditions for these variables at the bottom of a superficial layer (at r = r b ), while other variables are solved from the stellar surface to the centre. We have chosen r b in the same way as in the adiabatic analysis in SG04; i.e. r b = max[0.95R, r (η = 1 × 10 −5 )], except for low-order modes (see Section 6.1).
Differential equations and boundary conditions for y i with i = 1, 2, . . . 6 are given in Appendix A.
U N P E RT U R B E D M O D E L
The non-adiabatic pulsation analysis has been applied to a 1.9-M , main-sequence model, of which parameters are listed in Table 1 . The unperturbed model was obtained from an evolutionary sequence with 1.9 M , started with an initial homogeneous chemical composition of (X , Z ) = (0.7, 0.02). OPAL95 opacities (Iglesias & Rogers 1996) and the T -τ relation given in Shibahashi & Saio (1985) above the photosphere are used. Because the unperturbed magnetic field is dipole, which is force-free everywhere except at the origin, it is assumed that the magnetic field does not affect the unperturbed structure except suppressing envelope convection. The envelope convection is suppressed by setting the mixing length to zero. As argued in Balmforth et al. (2001) , the suppression of convection is expected in polar regions of the magnetic axis of a magnetic star, and enhances the effect of the κ-mechanism in the H ionization zone. The location of our model on the HR diagram is similar to the model of Balmforth et al. (2001) , but the chemical composition in the envelope of our model is assumed to be homogeneous. Fig. 1 shows runs of some physical quantities as a function of the pressure, where N 2 is the square of the Brunt-Väisälä frequency normalized by GM/R 3 , κ T and κ ρ are the logarithmic derivatives of opacity defined as
c s is the sound velocity, and v A (B p ) is the Alfvén velocity along the magnetic axis defined as
The photosphere of this model is located at log p ≈ 3.97. The critical acoustic frequency is ≈ 2.05 mHz. Two convectively unstable zones, where N 2 < 0, correspond to the H (and He I) ionization zone and to the He II ionization zone. A strong density inversion exists in the H ionization zone. The opacity derivative with respect to temperature, κ T , increases outward in the H and He II ionization zones, where the κ-mechanism works to drive pulsations (see, for example, Unno et al. 1989, chapter 5) . The κ-mechanism driving works best for pulsations whose periods are comparable to the thermal time-scale of the driving zone (Cox 1974) . The He II ionization zone drives the δ Scuti type pulsations (low-order p modes), and the H ionization zone drives the roAp type pulsations (high-order p modes). Around the density inversion, the Alfvén speed exceeds the sound speed if B p 0.5 kG, which indicates that the excitation of pulsations of roAp stars occurs in layers where the magnetic energy exceeds the internal energy of the gas.
P U L S AT I O NA L S TA B I L I T Y I N T H E A B S E N C E O F A M AG N E T I C F I E L D
In this section we discuss the stability of pulsations of our 1.9-M , model in the absence of a magnetic field (i.e. B p = 0). Fig. 2 shows damping rates (the imaginary part of the eigenfrequency) of various (0 3) modes with respect to the pulsation frequency. The damping rate varies with the pulsation frequency but hardly depends on the latitudinal degree . There are two groups of overstable modes: low-order and high-order modes. The low-order overstable modes correspond to the δ Scuti type pulsations excited by the κ-mechanism in the He II ionization zone. The high-order overstable modes correspond to oscillations of roAp stars excited by the κ-mechanism in the H ionization zone. The frequency range of the overstable high-order modes extends beyond the critical acoustic frequency, which is indicated by a vertical dashed line in Fig. 2 . To obtain a rough idea how far the overstable frequency range extends, the non-adiabatic analysis was extended above the critical frequency using a reflective boundary condition. This seems to be allowed because Balmforth et al. (2001) showed that growth/damping rates obtained with a reflective boundary condition did not differ significantly from those obtained with a running-wave boundary condition. (In the following sections, however, we discuss only subcritical modes for the magnetic effect.) The dash-dotted line in Fig. 2 shows damping rates of pulsations of a stellar model of the same mass but including convection. The convection is included by using a local mixing-length theory with a mixing length of 1.5H p . The convection-pulsation coupling is, however, disregarded. In this model, convection carries no more than ∼50 per cent energy in the H ionization zone and ∼0.1 per cent in the He II ionization zone. The location of the model on the HR diagram hardly differs from that of the model without convection. Including convection in the unperturbed model reduces considerably the frequency range of overstable low-order modes, and makes all the high-order modes stable. The stability property agrees with that of the 'equatorial model' of Balmforth et al. (2001) .
The above results were obtained with the outer boundary conditions imposed at τ = 1 × 10 −3 , where τ is the optical depth. The solid curve in Fig. 2 , on the other hand, shows the results obtained when the outer boundary is shifted to the layer at τ = 2 × 10 −4 for the model without convection. Although the stability properties of loworder modes are hardly affected by the shift of the outer boundary, the stability of high-order modes are modified considerably. When the outer boundary is imposed at τ = 2 × 10 −4 high-order modes are excited more strongly and the frequency range of overstable modes shifts downward. Such dependence of the mode stability on the location of the outer boundary arises probably from the diffusion approximation used to radiative transport. The qualitative property of the mode stability is insensitive to the shift of the outer boundary. We expect the location of the outer boundary to be even less important if an optically thin treatment of radiative transport were used. In order to avoid possible serious artefacts from the diffusion approximation, we exclude very optically thin layers in the analysis including magnetic effects (i.e. the outer boundary conditions are imposed at τ = 1 × 10 −3 ). We consider that our results for the stability of high-order p modes are valid qualitatively. To obtain quantitatively accurate damping rates, we need to treat the perturbation of radiative flux more accurately using a method similar to that developed by Christensen-Dalsgaard & Frandsen (1983) , and we need to use a T -τ relation that is more appropriate for roAp stars. Using a diffusion approximation for the radiative flux, we show below that all the low-order overstable modes are stabilized in the presence of a magnetic field stronger than ∼1 kG, while high-order modes remain overstable even in the presence of a strong magnetic field.
N O N -A D I A BAT I C P U L S AT I O N S I N T H E P R E S E N C E O F A M AG N E T I C F I E L D
This section presents the results of the non-adiabatic pulsation analyses including the effect of a dipole magnetic field. Because magnetic and non-adiabatic effects on pulsations depend considerably on the pulsation frequency, results for low-order, intermediate-order and high-order p modes are discussed separately.
Low-order p modes
The pulsation frequency (the real part of the eigenfrequency) of a low-order p mode is hardly affected by the presence of a magnetic field of a few kG or by the non-adiabaticity. However, the presence of a magnetic field affects their stability. Fig. 3 shows variations of damping rates with respect to the strength of the magnetic field for low-order m = 1 p modes, which have negative damping rates (i.e. positive growth rates) in the absence of a magnetic field. For these low-order modes, the running wave condition for magnetic perturbations is imposed at r b = max[0.90R, r (η = 5 × 10 −7 )], which is deeper than for higher-frequency modes. This figure shows that damping rates of low-order p modes increase roughly monotonically with an increasing magnetic field strength. (Wiggles seen in this figure are caused by the limitations of the numerical accuracy of our method.) The damping rates of m = 0, 2, 3 modes increase similarly as B p increases. Thus, all the low-order p modes excited by the κ-mechanism in the He II ionization zone in the absence of a magnetic field are stabilized in the presence of a magnetic field of B p 1 kG. The stabilization is caused by the generation of magnetic slow waves which propagate inward and carry away pulsation energy (Roberts & Soward 1983; SG04) .
Based on their adiabatic analysis, SG04 inferred that all the loworder p modes of a 1.7-M , model would be stabilized if the star has a magnetic field of B p 3 kG. To check the validity of the conjecture, our non-adiabatic analysis has been applied to low-order modes of model 2 in SG04. It is found that all the low-order modes having frequencies larger than the fundamental-mode frequency are stabilized when B p 2.5 kG. The result supports the conjecture of SG04. Although the radial fundamental mode is overstable in this model in the absence of a magnetic field, the accuracy of our analysis is not good enough to judge its stability in the presence of a magnetic field; very small damping rates of the order of 10 −9 s −1 are involved. Because the effective temperature of the 1.7-M , model (log T eff = 3.861) is lower than that of the 1.9-M , model (Table 1), the κ-mechanism driving in the He II ionization zone in the former model is stronger than the latter. This accounts for the fact that a higher B p is necessary to stabilize low-order p modes of the 1.7-M , model. Thus, we may conclude that the δ Scuti type pulsations in Ap stars located in the instability strip are damped if the magnetic field strength is larger than a few kG, although we have to keep in mind that our non-adiabatic analysis is not accurate enough to judge the stability of the radial fundamental mode. The absence of δ Scuti type pulsation in Ap stars is often attributed to a reduction of helium abundance in the He II ionization zone due to gravitational settling (Gautschy et al. 1998; Kurtz 2000) . However, our result indicates that the effect of the magnetic field is also important for the stabilization of the δ Scuti type pulsations in Ap stars.
Intermediate-order p modes
Figs 4 and 5 show adiabatic (open symbols) and non-adiabatic (filled symbols) pulsation frequencies (top panels) and damping rates (bottom panels) as a function of B p for intermediate-order p modes. In the presence of a magnetic field, eigenfrequencies and eigenfunctions are complex even in the adiabatic approximation because of the generation of magnetic slow waves (Roberts & Soward 1983) . The damping rate becomes large when the pulsation frequency changes rapidly as a function of B p ; this property is discussed in detail in Cunha & Gough (2000) and SG04. A mode sequence breaks around a peak of the damping rate, because the expansion of eigenfunctions into a series of spherical harmonics does not converge there (i.e. the kinetic energy of pulsation is distributed broadly among the -components).
The intermediate-order p modes are not excited in the absence of a magnetic field by the κ-mechanism, either in the He II ionization zone or in the H ionization zone (Fig. 2) . The non-adiabatic damping rates tend to be larger than those of the adiabatic analysis; in other words, radiative damping and slow-wave damping work additively in most cases. Although the damping rates are insensitive to the latitudinal degree in the absence of a magnetic field (Fig. 2) , they depend on m in the presence of a magnetic field. Fig. 4 shows that for odd modes the damping rate for the m = 1 mode is larger than that of the m = 3 mode, while Fig. 5 shows that for even modes, the damping rate of the m = 2 mode tends to be larger than that of the m = 0 mode. There is a dip in the non-adiabatic damping rate around B p ≈ 0.1 kG. This is caused by a strong interaction between the magnetic field and pulsation at the density inversion. The interaction is strong around this particular strength of magnetic field because at B p ≈ 0.1 kG the sound velocity is comparable to the Alfvén speed at the density-inversion zone (Fig. 1) .
The non-adiabatic pulsation frequency of an intermediate-order p mode differs only slightly from the adiabatic one; the adiabatic values exceed the non-adiabatic values at most values of B p .
High-order p modes
Figs 6 and 7 show pulsation frequencies and damping rates as a function of B p for high-order p modes. Filled and open symbols denote non-adiabatic and adiabatic quantities, respectively. The damping rates go cyclically through minima as the magnetic field strength increases. This can be accounted for by cyclic reduction of slowwave damping due to trapping of slow waves at optimal values of B p , as discussed in SG04. Mode sequences break in some ranges of B p , where the expansion of the eigenfunction does not converge due to a very strong acoustic-magnetic interaction. Compared to Figs 4 and 5 for intermediate-order modes, Figs 6 and 7 are more complex. Two peaks appear in the adiabatic damping rates at B p ≈ 1 kG and ≈4 kG and another one is around ∼10 kG, in contrast to the intermediate-order modes for which only one peak appears at B p ≈ 2 kG. This is accounted for by the similarity property of the adiabatic solutions (Roberts & Soward 1983; Campbell & Papaloizou 1986) , which means that the magnetic effect is represented by a function of ν B α p with α being a number of order one [α = (n p + 1) −1 for a polytrope of index n p ]. The magnetic frequency shifts and damping rates of the adiabatic modes of the fifteenth-order m = 1 mode are roughly fitted to those of the 28th-order m = 1 mode if they are plotted as a function of ν B α p with α ≈ 0.5. This value of α is somewhat smaller than 0.7 obtained for the 1.7-M , models in SG04. The difference represents the difference between the structure with convection (models in SG04) and that without convection.
The non-adiabatic pulsation frequencies of high-order modes tend to be smaller than the corresponding adiabatic ones at a fixed B p . The difference can be as large as 10-20 µHz, which is comparable to the magnetic frequency shifts. Also, the amount of non-adiabatic frequency shift (and frequency jumps at peaks in σ i ) caused by the magnetic field tends to be smaller than the adiabatic one. The exception is the m = 0 case, for which non-adiabatic pulsation frequencies are very close to the adiabatic ones.
The non-adiabatic frequencies and damping rates show steep dips at B p ∼ 0.1 kG in Figs 6 and 7. These are caused by the density inversion for the same reason as in the intermediate-order modes (Figs 4 and 5) .
The modulation curve of the adiabatic damping rate for the m = 1 mode as a function of B p (Fig. 6) can be fitted roughly with the non-adiabatic one by a parallel shift downward and slightly toward lower B p . A similar relation can be observed between the adiabatic and non-adiabatic damping rates for the m = 2 mode (Fig. 7) . This indicates that a non-adiabatic effect on eigenfunctions modifies the optimal values of B p for trapping slow waves in the superficial layers.
The m = 1 and m = 2 modes in these figures are overstable (i.e. σ i < 0) over a broad range in B p around which damping rates are minimum. The excitation comes from the κ-mechanism in the H ionization zone as discussed in Section 5. In a range of B p where the magnetic damping is very small, the growth rate (−σ i ) is larger than in the absence of a magnetic field; this means that magnetic deformations of eigenfunctions sometimes enhance the κ-mechanism driving. On the other hand, the m = 3 mode is excited only at B p ≈ 0 kG or ≈ 9.5 kG; the m = 0 mode is excited only when B p ≈ 0 kG, although the adiabatic damping rates of these modes tend to be smaller than those of the m = 1 and m = 2 modes. adiabatic functions y ad3 and y ad4 , respectively), we see that the nonadiabatic effect does not change the qualitative character of these functions.
In deeper layers where c s v A , y 5 and y 6 oscillate spatially very rapidly. The rapid oscillations are caused by magnetic slow waves. The generation of the magnetic slow waves works as an energy sink for the pulsation. However, the pulsation mode shown in Fig. 8 is overstable at B p = 5 kG (i.e. the κ-mechanism driving overcompensates the slow-wave damping in this case).
In contrast to the eigenfunction obtained by Gautschy et al. (1998) , Fig. 8 shows no node in y 1 above the photosphere. The difference arises from the facts that the present analysis does not include the optically very thin layer where the node exists in eigenfunctions of Gautschy et al. (1998) , and that the pulsation frequencies considered here are less than the critical acoustic frequency throughout the atmosphere (i.e. the eigenfunctions have evanescent character there). To have a node in the atmosphere, magneto-acoustic waves responsible for the pulsation should be propagative in some layers of the atmosphere. If a temperature inversion exists in the atmosphere, the critical acoustic frequency decreases outward in the outermost part of the atmosphere (Gautschy et al. 1998) . Hence, the pulsations whose energy is confined below the photosphere can be propagative and develop a node in the outermost layer of the atmosphere. In fact, there are some observational indications for the existence of a node (e.g. Baldry et al. 1999; Mkrtichian, Hatzes & Kanaan 2003) and systematic variations of the pulsation phase (e.g. Kochukhov & Ryabchikova 2001; Kurtz, Elkin & Mathys 2003) in the optically thin superficial layers of roAp stars. Those observational results and those expected in the future should not only help us understand the properties of the magneto-acoustic pulsations, but also be useful to infer the structure of the outermost layers of roAp stars. Fig. 9 shows non-adiabatic frequencies versus magnetic field strength, B p , for several high-order modes of various m up to close to the critical acoustic frequency. In this figure, filled symbols denote overstable modes and open symbols denote damped modes. The frequency range extends from the 25th-order to the 30th-order m = 1 (from the 25th-order to the 29th-order for m = 2) modes. The 25th-order and 26th-order m = 1 and 2 modes are stable (damped modes) in the absence of a magnetic field, but they become overstable in the range of B p where magnetic damping is minimum (5.6 B p 6.8 kG). The range of B p over which m = 1 and 2 modes are overstable widens as the mode order increases, and the highest-order modes shown in Fig. 9 are overstable through the range of 0 kG B p 10 kG.
Although the stability of an m = 1 mode in the presence of a magnetic field is similar to the stability of an m = 2 mode having a similar frequency, m = 0 and 3 modes behave differently. Only the two highest-order m = 3 modes become overstable in some ranges of B p , and no m = 0 mode becomes overstable in the presence of a magnetic field with B p > 0.3 kG. This strong dependence of the stability on the value of m is related to the latitudinal distribution of the pulsation amplitude; if the amplitude is concentrated toward the magnetic axis, the mode is more likely to be overstable.
The pulsation frequency of an m = 0 mode varies considerably as B p increases (Fig. 9) . It shifts across the frequency spacing between two adjacent mode orders and hence disturbs the regular even-odd frequency spacing law. Fortunately, however, these m = 0 modes are never excited. Fig. 9 shows that the regular frequency spacing is preserved for overstable m = 1 and m = 2 modes even in the presence of a strong magnetic field. Spacings ν(n, m = 2) − ν(n, m = 1) (≈27 µHz) and ν(n + 1, m = 1) − ν(n, m = 2) (≈40 µHz) are hardly modified by the presence of a magnetic field; the effect is less than about 2 µHz in most cases. We note that a small spacing of ∼14 µHz is possible if a high-order m = 3 mode is excited. Fig. 10 shows the latitudinal variations of the moduli of radial and horizontal displacements and radiative flux perturbations for the ( m , n) = (1, 28) mode at B p = 5 kG where the mode is overstable. The amplitudes of radial displacements and radiative flux perturbations are confined to high latitudes. Near the magnetic axis, they decrease steeply toward the axis. In the presence of a magnetic field, nonnegligible horizontal displacement arises even in such a high-order p mode (Roberts & Soward 1983; SG04) .
D I S C U S S I O N

Latitudinal amplitude variation
Entropy perturbation interacts with pulsation motion through the equation of mass conservation (equation 3) and enhances the interaction between pulsation and magnetic field. The interaction with the magnetic field makes the latitudinal dependence of amplitude deviate from that of P m (cosθ), partitioning pulsation energy into components other than the main ( = m ) one. Therefore, the latitudinal dependence of a non-adiabatic eigenfunction tends to be more complex compared with the adiabatic one. For an odd mode such as that shown in Fig. 10 , however, photometric amplitude modulation with respect to the rotation phase as observed in roAp stars (e.g. Kurtz 1990 ) predominantly arises from the = 1 component, as discussed in SG04. Therefore, the photometric amplitude modulation caused by a complex latitudinal dependence of amplitude hardly differs from that produced by a purely dipole mode. Fig. 11 shows the same information as Fig. 10 but for an even mode of ( m , n) = (2, 28). The mode is also overstable at B p = 5 kG. The amplitudes of displacement and flux perturbation of this mode are also strongly confined to the polar regions, and are very small at low latitudes (|cos θ| 0.5). The photometric amplitude modulation (with respect to the rotation phase) of an even mode is sensitive to the latitudinal dependence of amplitude. An amplitude distribution confined to the polar regions, such as seen in Fig. 11 , makes the photometric amplitude modulation much smaller than that expected from an axisymmetric pure quadrupole mode, because little cancellation occurs over the stellar disc (see SG04).
As an example of a relatively low-order mode, Fig. 12 shows the latitudinal dependences of the amplitudes of displacements (at τ = 10 −3 ) for the mode ( m , n) = (1, 20) at B p = 2.8 and 10 kG. The frequency of the mode is ≈1.39 mHz. This mode never becomes overstable, but the damping rate attains a minimum at B p = 2.8 and ∼10 kG. The non-adiabatic effect is relatively small in lowerorder modes and hence the latitudinal dependence of the radial and horizontal displacements do not deviate much from the adiabatic ones, but the degree of the concentration toward the magnetic axis tends to be slightly weaker for the non-adiabatic eigenfunction. We note that for this mode the horizontal displacement (at B p = 2.8 kG in particular) is nearly equal to or larger than the radial displacement at mid-latitudes.
Also shown in Fig. 12 (by a dotted line) is the latitudinal dependence of the velocity amplitude of the roAp star HR 3831 (ν ≈ 1.43 mHz) obtained by Kochukhov (2004) . The observed latitudinal amplitude variation agrees reasonably well with the theoretical ones for radial displacements, although the latter are somewhat more concentrated toward the magnetic axis. The horizontal displacement (thinner lines) for the B p = 2.8 kG case would contribute considerably to the velocity variation at mid-latitudes. We should note, however, that the observational amplitude dependence obtained by Kochukhov (2004) is based on observations of the Nd III λ6145 line, the formation layer of which is far above the layer of τ = 10 −3 , the outer boundary of the present pulsation analysis (Ryabchikova et al. 2002) . To make a more consistent comparison, we have to impose the outer boundary condition far above the present choice. To do so, we have to go beyond the presently used diffusion approximation to transport radiation.
Pulsational variations in the magnetic field
Recently, some observational results were published on pulsational variations in the magnetic field of roAp stars. However, these are contradictory to each other. Leone & Kurtz (2003) claimed to find that the magnetic field of the roAp star γ Equ varies by as much as 240 G with a period similar to the photometric period. On the other hand, Hubrig et al. (2004) measured the magnetic field variation over the pulsation cycle in six roAp stars including γ Equ, but obtained no clear detection. Furthermore, Kochukhov et al. (2004) obtained a null result for pulsational variation in the magnetic field of γ Equ.
We estimate here the theoretically expected amplitudes of pulsational variations in a magnetic field. As an example, we use the eigenfunctions of the ( m , n) = (1, 28) mode at B p = 5.0 kG (ν = 1.9 mHz) shown in Fig. 8 . For the = 1 component, which dominates this mode, we have |B |/B p ≈ 10 −1 y 1 and |δL|/L ≈ 2 × 10 2 y 1 at the outer boundary, where, needless to say, eigenfunctions shown in Fig. 8 are normalized as y 1 = ξ r /R = 1. If the photometric amplitude is, say, 10 mmag (which corresponds to |δL|/L ≈ 10 −2 ), the expected surface amplitude of the magnetic field is |B |/B p ∼ 10 −5 . Another way to obtain the magnetic amplitude is to use a value of |y 1 | consistent with observed radial velocity variations of roAp stars. Recently, Balona (2002) obtained a large pulsational radialvelocity variation of v rad ∼ 2 km s −1 from Nd III lines of HR 3831. Using the radius of this star R ≈ 1.9 R (Balona 2002), we estimate
−4 . This leads to |B |/B p ∼ 2 × 10 −5 , which is comparable to the above value obtained from a photometric amplitude. The expected amplitude does not vary much for different values of B p or for different modes; it is always very small. It is consistent with the theoretical result of Roberts & Soward (1983) , who showed that B = 0 at the outer boundary in a plane-parallel approximation.
Our theoretical estimate supports the observational result of Kochukhov et al. (2004) who concluded the magnetic amplitude to be less than 1 per cent of the field strength. However, our estimates differ from those of Hubrig et al. (2004) , who predicted magnetic field variations at the level of 1-14 per cent, far larger than our estimates of ∼10 −3 per cent. The reason for the difference comes from the fact that in estimating the magnetic perturbation they disregarded the effect of the horizontal component of displacement. Our eigenfunctions for axisymmetric modes indicate, on the other hand, that the horizontal component is of the order of 10-20 per cent of the vertical displacement even for high-order modes in the presence of a strong magnetic field (see, for example, Fig. 10 ). As indicated by Roberts & Soward (1983) , non-negligible horizontal displacement at the outer boundary is necessary to satisfy the magnetic outer boundary condition of being a source-free potential field. This means that the horizontal displacement has to be taken into account to estimate the amplitude of the magnetic field variation.
C O N C L U S I O N S
A non-adiabatic analysis of magnetically coupled p-mode pulsations of a 1.9-M , main-sequence model was performed, where convection in the envelope was assumed to be suppressed by the presence of a strong magnetic field, and the diffusion approximation was used to radiative transport. It was found that the low-order p modes, which are excited by the κ-mechanism in the He II ionization zone in the absence of a magnetic field, are stabilized by the effect of magnetic slow-wave leakage if B p is larger than ∼1 kG. Because for a cooler model a stronger magnetic field is necessary, we may say that low-order modes are stabilized in the presence of a magnetic field stronger than a few kG. This suggests that the coupling with a magnetic field plays an important role in suppressing δ Scuti type pulsations in magnetic Ap stars located in the instability strip.
For high-order modes, on the other hand, coupling between pulsation and magnetic field sometimes enhances the driving effect of the κ-mechanism in the H ionization zone; the lowest frequency of the overstable modes is slightly decreased in the presence of a magnetic field. Around the lowest frequency of the overstable modes, pulsations are overstable only in some ranges of B p at which the magnetic slow-wave damping is very weak. The range of overstability in B p increases as the frequency increases to come closer to the optimal one for the κ-mechanism excitation in the H ionization zone.
The pulsational stability depends significantly on the degree m of the main spherical-harmonic component of the eigenfunction in the presence of a magnetic field. We have found that all the m = 0 modes are stabilized by the effect of a magnetic field. The m = 3 modes tend to be stabilized or less strongly excited compared with the distorted dipole ( m = 1) modes within the same period range. The results suggest that distorted dipole modes and distorted quadrupole ( m = 2) modes are the most likely excited modes in roAp stars. Although the latitudinal dependence of amplitude is modified significantly by the presence of a magnetic field, large frequency spacings among overstable modes hardly differ from those in the absence of a magnetic field. This means that pulsational frequencies of roAp stars remain useful for asteroseismological inferences even in the presence of a strong magnetic field.
We have found that the theoretical latitudinal amplitude dependence agrees reasonably well with that observed for HR 3831 obtained by Kochukhov (2004) . This indicates that our theory is on the right track, although some improvement is necessary to calculate the variation of radiation in the optically thin layers.
Finally, we found the amplitude of pulsational magnetic variations at the surface to be very small.
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The definitions of the matrices, Λ, H, M, Q, W and S are the same as those given in SG04. The mechanical and magnetic outer boundary conditions are the same as those given in SG04. For the thermal outer boundary condition, we use a simple black body condition, which leads to
The inner boundary conditions for the mechanical and thermal variables are imposed at the centre. The mechanical condition is the same as given in SG04. We use the thermal condition that d(δL rad /L rad )/d ln r → 0 at the centre, which leads to
On the other hand, inner boundary conditions for the magnetic variables are imposed at the bottom of a thin outer zone in the same way as described in SG04. For even modes, 1 = 0, and hence the matrices Q −1 and M −1 are singular. To avoid the difficulty, the vector Y 5 is replaced by Y 5 which is defined as is not necessary.) A detailed discussion on this matter is given in SG04. This paper has been typeset from a T E X/L A T E X file prepared by the author.
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