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Surface growth by using nanocluster deposition has attracted a lot of attention in recent years due
to possibilities to affect electronic properties of the resulting thin films. Industry is interested in
this method because with cluster deposition it is possible to manufacture thin films much faster
than by using single atom deposition. In some cases, nanocluster deposition is the only method by
which thin films have been able to be deposited successfully.
I have studied Si20 cluster deposition on the Si(0 0 1) surface. I used molecular dynamics
simulations to simulate epitaxial silicon growth at temperatures 300 K, 500 K, 700 K, 1000 K,
1300 K and 1600 K. I used two potential models to do this, the Tersoff and the Stillinger-Weber
potentials. This work focuses on the differences in the results of these potential models at various
temperatures. All the atoms in the cluster had 1 eV of energy.
I observed that the growth is stronger with the Stillinger-Weber potential almost at every
temperature. At 300 K no epitaxial growth was seen and at 1600 K the substrate melted. I
observed almost complete epitaxial growth with the Stillinger-Weber potential, whereas with the
Tersoff potential there was an amorphous layer on top of the crystalline region. The epitaxial
growth didn’t originate from the diffusion as much as from the rearrangement of atoms at the
amorphous-crystalline interface.
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Chapter 1
Introduction
1.1 Nanoscience
Nanoscience is the study of phenomena that occur in the systems of nanometer di-
mensions. It has been under rapid development for the past 20 years due to the
commercial potential and scientiﬁc curiosity. Some of nanosystems' unique qualities
comes solely from their tiny size. Nanoscience is a combination of physics, chem-
istry, engineering, and biology. Nanoscience is the smallest relevant length scale
in regular chemistry, material science, and biology. The hydrogen atom is about
one-tenth of a nanometer, so the nanoscale is the smallest scale that we can think
of for building nanoscale objects such as nanomachines. For example if we would
build a cube containing 1000 hydrogen atoms, it would only take about 1 nm x 1
nm x 1 nm of space. [1]
Historically, nanoscience is an under-studied ﬁeld because of the experimental diﬃ-
culty to study particles at the nanoscale. The developments in modern electronics
have dramatically increased the precision of analytical equipment and because of
this, scientists have been able to study samples more deeply. Scanning transmission
electron microscopy (STEM) and scanning tunnelling microscopy (STM) are good
examples of this. With above-mentioned devices one can study [2] and manipulate
[3] samples on the atomic scale. The diﬃculty of experimental work has led to exten-
sive use of computer modelling: it is now seen as an important companion to most
ﬁelds of nanoscience research. Experimental method has been coming downwards
from bulk conﬁgurations, this is the so-called "top-down" method. Computational
method has been the opposite, working upwards from atomic calculations, this is
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known as the "bottom-up" method.
Nanoscience has a vast number of applications and potential applications, which
makes it an exciting ﬁeld to study for both commercial and industrial point of view.
Most notable of these applications are the electronic applications, where the public
demand has pushed technology to the edge of classical physics. This has led up
to the point where quantum regime must be studied e.g. by quantum algorithms
[4]. Another area that has had a great impact on our lives is the nanoparticles high
surface area compared to their volume. This has allowed nanoparticles to serve as
an eﬃcient catalyst [5]. Furthermore this gives nanoparticles chemical properties
that don't occur in the bulk phase [6]. There are also numerous applications in the
ﬁeld of medicine, for example the site-speciﬁc delivery of drugs and identiﬁcation of
diﬀering organic compounds [7].
1.2 Nanoclusters
Groups of atoms where there are from a few to millions of atoms or molecules are
called na-noclusters. The distinction between clusters and bulk materials is usually
identiﬁed by the ability to count the atoms in the cluster. Clusters often display
diverse physical and chemical properties due to their size and composition. Clusters
can consist of identical atoms or molecules, or there can be a number of diﬀerent
atoms or molecules. It is important to have knowledge of the geometrical, electronic,
and compositional inﬂuences for understanding the peculiar behaviour of the clus-
ters. [8]
Nanoparticles have a very large surface area compared with their volume, and be-
cause of this nanoparticles behave very diﬀerently compared to macroscopic amount
of the same substance.
1.2.1 Geometric size eﬀects
Experimental studies and theoretical work has shown that clusters can appear in
both crystalline structures and in non-trivial non-crystalline structures. Overall,
the clusters size N prefers to minimize total potential energy at lower temperatures.
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The binding energy Eb of a cluster of size N can be written as [9]
Eb = aN + bN
2
3 + cN
1
3 + d (1.1)
where the ﬁrst term comes from volume distribution, the others are surface contri-
butions from facets (bN
2
3 ), edges (cN
1
3 ), and vertices (d). Occurring structures are
very much dependent on the size of N . The stability of the structure depends on
the relationship between the exposed surface area and the surface energy of exposed
faces against the internal strain. This strain is caused by atomic rearrangement with
respect to the bulk crystal lattice.
Geometrical shape can aﬀect greatly to the structure of a cluster. "Magic num-
ber" is a term that is used to refer values of N where the cluster has the shape of
some regular polyhedron.
1.2.2 Electronic size eﬀects
Knight et al. [10] noted the electronic closure of shells within a cluster. It was noted
that closed atomic shells of delocalized valence electrons led to increased stability in
speciﬁc cases: N = 8, 20, 40, 58, 92. These numbers are also called "magic number"
sizes within this model.
Very basic electronic feature is the ability to conduct in the bulk phase. This con-
ductivity comes from continuous electron bands that allow the ﬂow of electrons
across the material. These energy levels become discrete when the number of atoms
is reduced from the bulk phase into the regime of small clusters. The metallic
clusters turn into insulators because of this. This is known as the size-induced
metal-insulator transition [11].
Surface plasmons are resonances that occurs in the interfaces in medium to large
nanoparticles and in bulk metals. The collective oscillation of delocalized electrons
create these resonances. For nanoparticles whose longest dimension is signiﬁcantly
smaller than the wavelength of the light, these oscillations became coupled with pho-
tons. This is called a localised surface plasmon resonance (LSPR) [12]. Adsorption
dominates the spectral ﬁeld for nanoparticles, where scattering is more distinctive in
larger particles. Electric ﬁelds near the surface of the particle are greatly enhanced,
but this enhancement decays rapidly with distance from the surface. LSPRs are
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used to greatly enhance the signals in several spectroscopic techniques. Improve-
ments for photovoltaic cells have been made by depositing metal nanoparticles on
their surface [13].
1.2.3 Compositional eﬀects
Material properties can be enhanced and modiﬁed by introducing diﬀerent elements
to metallic systems. The desire to create materials with controllable properties and
structureswith the ﬂexibility that comes with alloy compounds on the nanoscale
has created a lot of interest in bimetallic alloy nanoclusters, or "nanoalloys" [14].
Large portion of their chemical properties comes from their surface structure, com-
positions, and segregation.
From a theoretical point of view, the presence of diﬀerent kinds of atoms allow
a much larger variety of possible atomic conﬁgurations. This is because a posi-
tion can now be ﬁlled with one of many diﬀerent atoms. This leads to diﬀerent
kinds of geometric isomers and isomers, which are based on permutations of unlike
atoms.
1.3 Surface growth using nanoclusters
Surface growth by using nanocluster deposition has attracted a lot of attention in
recent years due to possibilities to aﬀect electronic properties of the resulting thin
ﬁlms. Two types of deposition method are attractive: the destructive deposition
of clusters and the soft-landing of a cluster. [15] In destructive deposition method
the impact energy is transferred to the fragmentation of cluster atoms. This energy
becomes kinetic energy and so allowing high atomic mobility on the surface even at
low temperatures. This is a promising method in creating high quality thin ﬁlms at
low temperatures. [16] In soft-landing method, the cluster is not destroyed when it
hits the substrate. This is also interesting and promising method because the clus-
ters exhibit quantum properties that are sensitive to their size and bonding state.
These interesting qualities can be controlled. [17] The borderline between these two
methods is about 0.1 to 1 eV/atom of kinetic energy. [18] Industry is interested in
both of these methods because with cluster deposition it is possible to manufacture
thin ﬁlms much faster than with using single atom deposition.
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Alternatively, one can use accelerated clusters to deposit on a buﬀer layer which
is later evaporated. The buﬀer layer dissipates the kinetic energy. This method is
similar to the soft-landing method, but its advantage is the controllability of the
mass of the clusters before deposition. Disadvantage is that it is very diﬃcult to
grow ﬁlms with high deposition rate. Lastly, deposition of clusters from a Scanning
Tunneling Microscopy (STM) tip is also been shown to be possible. [19]
1.4 This work
In this work I have simulated epitaxial crystal growth of silicon by deposition of
clusters at diﬀerent temperatures. Simulation is carried out with one deposition
energy and with two potentials, the deposition energy being 1 eV and the potentials
Tersoﬀ [20] and Stillinger-Weber [21] potentials. These simulations are made using
the molecular dynamics method.
The goal of this study is to show how much the choice of the potential model aﬀects
the results and at what temperature the epitaxial growth occurs. I also examine
what is the temperature for the most eﬃcient epitaxial growth. I compare my results
to similar studies and ﬁgure out why these diﬀerences occur.
I investigate the phase transformations in Chapter 2. First, I discuss about nu-
cleation, both heterogeneous and homogeneous nucleation. Second, I go through
crystal growth and ﬁnally kinetics of solid-state transformations. I explain the crys-
tallization process needed for epitaxial growth.
In Chapter 3, I explain the methods used in this study. First, I go through ba-
sics of molecular dynamics simulations. Periodic boundaries, cut-oﬀ radius and
algorithms are discussed. I explain in the second and third sections the temperature
and pressure controls. For simulating an NVT ensemble, a thermostat must be used.
A barostat needs to be used if simulating the isothermal-isobaric (NPT) ensemble.
I have used for these situations the thermostat and barostat that both are provided
by Berendsen [22]. The fourth section contains the interaction potentials used in
this study. The theoretical background is presented for both potentials. This Chap-
ter also includes the information how I analysed the results and discussion about
cluster stability. The cluster I used for this work is also introduced. The analysis of
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the results is done by examining the Zhu structural order parameter [23].
I explain the simulations in more detail in Chapter 4. First, I talk about the lat-
tice parameter. The lattice parameter depends on the temperature, so I clarify the
temperature dependency. Second, I give an overview of the simulations. Third, I
describe the detailed steps of these simulations.
The results for my simulations are presented in Chapter 5. First, I present my
results for diﬀerent potentials individually. I give overview explanations for these
results. Second, I compare the results at diﬀerent temperatures to identify the dif-
ferences between these potentials. I explain the results with more accuracy.
Finally, in Chapter 6 I discuss the results of this study. I also gather the results
of similar studies and compare them to mine. In this chapter, I also present the
conclusions that I made during this work.
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Chapter 2
Crystallization
Crystallization is a process where a material goes through a phase transformation
from solution, melt, or amorphous phase to a solid ordered one. Crystallization can
be divided into two main stages: nucleation and crystal growth. Both of these stages
are discussed in this chapter.
2.1 Nucleation
There are two types of nucleation: heterogeneous and homogeneous nucleation.
These types can be distinguished by knowing where the nucleation events occur.
For the homogeneous type, the nuclei of the new phase forms uniform phase with
the parent phase. For the heterogeneous type, the nuclei is formed to the structural
inhomogeneities in the phase, such as the edges of the container, impurities, dislo-
cations, and so on. Foreign particles in the bulk media, cracks and scratches on the
walls of the crystallizers often catalyse nucleation in the heterogeneous nucleation.
In homogeneous nucleation, if the cluster reaches the size of the critical radius r∗,
the growth will continue and the free energy decreases [24]. On the other hand, if the
cluster size doesn't reach the critical radius, the cluster will shrink and redissolve.
The critical nucleus radius r∗ can be calculated as follows
r∗ = − 2γ
∆Gv
(2.1)
7
where γ is the surface free energy and ∆Gv is the diﬀerence between the solid and
the liquid phases, or the volume free energy. The activation free energy for the
formation of stable homogeneous nuclei ∆G∗hom is
∆G∗hom =
16piγ3
3(∆Gv)2
(2.2)
The volume free energy, ∆Gv, is the main ingredient in solidiﬁcation transform and
it is a function of temperature. ∆Gv can be expressed as
∆Gv =
∆Hf (Tm − T )
Tm
(2.3)
where ∆Hf is the latent heat of fusion, and Tm is the equilibrium solidiﬁcation
temperature. Because the volume free energy is related to temperature in such a
way, this means that both the critical radius r∗ and the activation free energy ∆G∗
decrease as the temperature T decreases. Lowering temperature to below the equi-
librium solidiﬁcation temperature Tm, nucleation occurs more eagerly.
With heterogeneous nucleation, the critical radius is the same as with homogeneous
nucleation, but the activation free energy has also the term describing the shape of
the nucleus, S(θ). For the case of a liquid drop on a ﬂat solid surface, S(θ) can be
written as S(θ) = 0.25(2 + cos θ)(1 − cos θ)2, where θ is the contact angle between
a liquid and a solid surface. θ will have a numerous value from zero to unity. The
activation energy can be written as
∆G∗ =
(16piγ3SL
3∆G2v
)
S(θ) (2.4)
In Figure 2.1 are compared both types of nucleation for their diﬀerence in the mag-
nitudes of ∆G∗het and ∆G
∗
hom.
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Figure 2.1: Comparison of the homogeneous and heterogeneous nucleation. Here
are shown the critical radius and the critical free energies. [24]
2.2 Crystal growth
The basic processes in cluster deposition models are: deposition, diﬀusion, and evap-
oration of the clusters. Their interaction on the surface is also a factor. The surface
imperfections and defects can also work as a trap for the atoms.
Deposition can be quantiﬁed by the ﬂux F . The ﬂux is the number of clusters
deposited on the surface per unit area and unit time. The ﬂux is usually uniform in
time, as it is in this work, but alternating the ﬂux can aﬀect greatly the growth of
the crystalline section [25].
Diﬀusion of the clusters which have reached the substrate is another important
aspect of crystal growth. One can quantify the diﬀusion by using the usual diﬀusion
coeﬃcient D or the diﬀusion time τ . The diﬀusion time is the time in which a cluster
has moved by one diameter. These quantities are connected by D = d2/(4τ), where
d is the diameter of the cluster. The presence of defects such as steps, vacancies,
or impurities, can aﬀect signiﬁcantly the diﬀusion of the particles and therefore the
growth of the crystal [18]. Real surfaces always have these kinds of defects.
Re-evaporation of the clusters from the substrate can also be a factor in growth.
This may happen at a constant rate.
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Lastly, the interactions of the clusters are discussed. At low temperatures the clus-
ters simply remain stationary upon impact. At higher temperatures, clusters merge
to the surface and build up the epitaxial layer. This coalescence should always
happen according to thermodynamics, but without specifying the kinetics. Kinetics
play a major role in this growth, because many clusters are deposited to the surface.
The shape of the clusters need not to be perfectly spherical to achieve coalescence.
Their interactions with the surface can lead to various structures and growth rates
regardless of the shape [18].
Thus there are many processes to consider and many times the combination of
the processes need to be identiﬁed. A total comprehension of all these processes is
still lacking.
2.3 Kinetics of solid-state transformations
The kinetics of a transformation is important to material scientist and engineers,
because many transformations involve only solid phases. This is especially impor-
tant in the heat treatment of the materials.
For the case where temperature is maintained constant, the most common behaviour
for solid-state reaction is an S-shaped curve. In this curve, data are plotted as the
fraction of transformed material versus the logarithm of time. Figure 2.2 represents
the curve in question. Nucleation and growth stages are also pictured in the ﬁgure.
For solid-state transformations that display kinetic behaviour described in Figure
2.2, the fraction of transformation y can be expressed as
y = 1− exp(−ktn) (2.5)
where k and n are time-independent constants for the reaction and t is time. The
equation above is often called the Avrami equation.
In most cases the rate of a solid-state transformation can be described by
r = Ae−Q/RTf(α) (2.6)
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where A is temperature-independent constant, Q is the activation energy for the
reaction, R is the gas constant, T is absolute temperature, and f(α) is the reaction
model [26].
Figure 2.2: Typical solid-state transformation in which temperature is maintained
constant. Fraction of transformation versus logarithm of time. [24]
Temperature will aﬀect greatly the kinetics and thus the rate of a transformation.
In Figure 2.3 is described the recrystallization of pure copper as a function of time
at several constant temperatures. The rate of transformation is faster the higher
the temperature.
Figure 2.3: Recrystallization of pure copper at constant temperature as a function
of time [24].
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Chapter 3
Methods
3.1 Molecular dynamics
Alder and Wainwright [27] introduced the Molecular Dynamics simulation method
in 1957. It is a technique for computing the equilibrium and transport properties of
many-body systems in which the nuclear motion of the constituent particles obeys
the laws of classical mechanics. This approximation works great for a wide range
of materials. Quantum eﬀects should only be concerned if the translational or rota-
tional motion of light atoms or molecules, or vibrational motion with a frequency v
such that hv < kBT is considered. [28]
Molecular Dynamics is a computer simulation method for atoms and molecules,
whose trajectories are determined by numerically solving the Newton's equations
of motion. For the systems which obey the ergodic hypothesis, one can state that
the time averages of the system equal the microcanonical ensembles averages. This
means that one MD simulation can be used to describe the macroscopic thermody-
namic properties of the system.
Periodic boundary conditions of the simulation box allow to model very large sys-
tems. Atoms on the edge of the simulation box interact with atoms on the other side
of the box. Although this enables modelling very large system, it also introduces a
level of periodicity that would not be there in nature. This needs to be taken into
account when choosing the size of the simulation box and model of the interaction
potential.
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Molecular dynamics simulations involve a large number of pair calculations; nor-
mally N2 calculations for each time step in a system that has N atoms. To reduce
the work simulation has to go trough, in most cases it is possible to introduce a cut-
oﬀ radius rc for the potential energy function V (r). This means that one can say
that V (rij) = 0 if rij > rc. Many particle-particle potentials are of short range order
and the potential energy between two particles decreases rapidly with the distance
of separation.
The essence of molecular dynamics simulations can be described by these two equa-
tions:
mir¨i = fi (3.1)
fi = −∇V (ri) (3.2)
The diﬀerential equation 3.1 is unsuitable for solving situations were there are N
atoms on a computer. Computer is not very good at solving these trial-and-error
type equations, so those must be changed into an algebraic equation. The Equation
3.1 can be expressed using Taylor series expansion:
x(t+ ∆t) = x(t) +
dx(t)
dt
∆t+
1
2!
d2x(t)
dt2
∆t2 +
1
3!
d3x(t)
dt3
∆t3 + ... (3.3)
Another Taylor series is needed for approximating the second-order diﬀerential term
in the Equation 3.1:
x(t−∆t) = x(t)− dx(t)
dt
∆t+
1
2!
d2x(t)
dt2
∆t2 − 1
3!
d3x(t)
dt3
∆t3 + ... (3.4)
If the ﬁrst-order diﬀerential term is eliminated from the Equations 3.3 and 3.4, the
second-order term can be expressed as
d2x(t)
dt2
=
x(t+ ∆t)− 2x(t) + x(t−∆t)
∆t2
+O(∆t2) (3.5)
Terms higher than ∆t2 are neglected. The Equation 3.5, without the O(∆t2) term,
is called the "central diﬀerential approximation". With the notation ri = (xi, yi, zi)
13
for the molecular position, vi = (vxi, vyi, vzi) for the molecular velocity and ai =
(axi, ayi, azi) for the acceleration of particle i. The equation can be written as
ri(t+ ∆t) = 2ri(t)− ri(t−∆t) + ∆t2ai(t) (3.6)
This is the so-called Verlet algorithm [29] and it is the most widely used integration
algorithm for equations of motion. The velocity term can be approximated by using
the central diﬀerential approximation as
vi(t) =
ri(t+ ∆t)− ri(t−∆t)
2∆t
(3.7)
The Verlet algorithm has been modiﬁed to improve accuracy and to calculate posi-
tions and velocities simultaneously. These modiﬁcation include "leapfrog" [30] and
"velocity Verlet" [31] forms.
In this work, the Gear 5 [32] algorithm was used. It is a predictor-corrector al-
gorithm and it is utilized in the MD code PARCAS [33]. PARCAS was used for all
simulations in this work. A predictor-corrector algorithm consist of three steps
1. Predictor: The position and time derivatives are predicted at time t + ∆t by
means of the Taylor expansion.
2. Force evaluation: Predicted positions are used to calculate the force from
Equation 3.2.
3. Corrector: Positions and their derivatives are corrected. This is done by
comparing the results for the accelerations calculated from force evaluation
and predicted accelerations.
For the Gear 5 predictor-corrector method the equations that predict positions and
their time derivatives are written as
rp(t+ ∆t) = r(t) + v(t)∆t+
1
2
a(t)∆t2 +
1
6
b(t)∆t3 +
1
24
c(t)∆t4
vp(t+ ∆t) = v(t) + a(t)∆t+
1
2
b(t)∆t2 +
1
6
c(t)∆t3
ap(t+ ∆t) = a(t) + b(t)∆t+
1
2
c(t)∆t2
bp(t+ ∆t) = b(t) + c(t)∆t
(3.8)
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The superscript p indicates the predicted value. r, v and a are position, velocity
and acceleration. b and c are the third and the fourth time derivatives of r. The
equations above do not give accurate trajectories because the equations of motion
have not been introduced. The corrected accelerations, ac(t + ∆t), are calculated
from the force equations for new positions rp at time t + ∆t. The size of error is
estimated by comparing these corrected accelerations to the predicted values.
∆a(t+ ∆t) = ac(t+ ∆t)− ap(t+ ∆t) (3.9)
Using this error, the equations are corrected.
rc(t+ ∆t) = rp(t+ ∆t) + c0∆a(t+ ∆t)
vc(t+ ∆t) = vp(t+ ∆t) + c1∆a(t+ ∆t)
ac(t+ ∆t) = ap(t+ ∆t) + c2∆a(t+ ∆t)
bc(t+ ∆t) = bp(t+ ∆t) + c3∆a(t+ ∆t)
cc(t+ ∆t) = cp(t+ ∆t) + c4∆a(t+ ∆t)
(3.10)
The superscript c indicates corrected values. Parameter c0, c1, c2, c3, and c4 are
suggested by Gear [32]. These parameters are presented in Table 3.1.
Table 3.1: Parameters for Gear 5 algorithm.
c0 c1 c2 c3 c4
19/120 3/4 1 1/2 1/12
Gear algorithms have very small energy ﬂuctuations, but they are not reversible.
This is why there is always an energy drift.
Basic algorithm of molecular dynamics is described in Figure 3.1.
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Set the initial conditions ri(t0),vi(t0)
Get new forces Fi(ri)
Solve the equations of motion
numerically over timestep ∆t:
ri(tn) → ri(tn+1) and vi(tn) → vi(tn+1)
Set tn+1 = tn + ∆t
Get desired physical quantities
t > tmax Calculate results and ﬁnish
Figure 3.1: Basic algorithm of the MD simulations. [34]
3.2 Berendsen temperature control
The temperature in MD-systems is related to the kinetic energy via particles mo-
menta
N∑
i=1
|pi|2
2mi
=
kbT
2
Ndf (3.11)
where Ndf is the total number of decrees of freedom.
The standard MD simulations are performed in the microcanonical (NVE) ensemble.
NVT simulations using a thermostat must be done when studying the behaviour of
the system at a speciﬁc temperature. Other reasons to use thermostats are to avoid
steady energy drifts caused by the accumulation of numerical errors during the sim-
ulation and to dissipate energy brought into the system by deposition or irradiation.
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Berendsen thermostat [22] is trying to correct the deviations of the actual tem-
perature T from the prescribed one T0 by modifying velocities with the factor λ
in order to make the system dynamics correspond to the temperature T0. One ad-
vantage in this thermostat is its capability to allow temperature ﬂuctuations, and
not just set it to a constant value. The Berendsen thermostat minimizes the local
disturbances of a stochastic thermostat while keeping the global eﬀects unchanged.
Velocities are scaled at each time step
dT
dt
=
T0 − T
τT
(3.12)
where τ is the coupling parameter determining how tightly the bath and the system
are coupled together.
miv˙i = Fi +
mi
2τT
(
T0
T
− 1)vi (3.13)
Velocity scaling factor of the Berendsen thermostat is given by (ﬁrst order)
λ = 1 +
∆t
2τT
(
T0
T
− 1) (3.14)
λ =
[
1 +
∆t
τT
(T0
T
− 1
)] 12
(3.15)
Here, T0 is the set-point temperature, ∆t is the integration time step and τT is a con-
stant called the "rise time" of the thermostat. This constant describes the strength
of the coupling of the system to a hypothetical heat bath. This coupling strength is
correlated to the time scale on which the desired temperature is reached.
3.3 Pressure control
Similarly to keeping simulations at certain temperature, it might be desirable to let
the volume V of the simulation box ﬂuctuate by keeping pressure constant. This can
be done by maintaining the shape of the simulation box or by changing it. In this
work, the shape of the simulation box will not change. For this kind of situation,
17
the isothermal-isobaric (NPT) ensemble is required. In this study the Berendsen
barostat [22] is used.
An extra term that eﬀects a pressure change is added to the equations of motion,
similar to the temperature coupling
dP
dt
=
P0 − P
τP
(3.16)
where τP is the time constant for coupling and P0 is the set-point pressure. The
pressure P is
P =
2
3V
(Ek − Ξ) (3.17)
where Ξ is the internal virial for pair-additive potentials. It is given by
Ξ = −1
2
∑
i<j
rij · Fij (3.18)
Fij is the force on particle i due to particle j and rij = ri − rj. By changing
the virial through scaling of inter-particle distances, one can accomplish a pressure
change. A simple coordinate scaling, related to the volume scaling, minimizes local
disturbances. Thus an extra term is added to the equation x˙ = v.
x˙ = v + αx (3.19)
The volume changes as
V˙ = 3αV (3.20)
The change in pressure is related to the isothermal compressibility β as follows
dP
dt
= − 1
βV
dV
dt
= −3α
β
(3.21)
By using the equation above and equation 3.17, α can be expressed as
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α = −β(P0 − P )
3τP
(3.22)
So the modiﬁed equation of motion takes the form of
x˙ = v − β(P0 − P )
3τP
x (3.23)
This represents a proportional scaling of coordinates and length of the side of the
box l per time step from x to µx and from l to µl. The scaling factor µ is then
written as
µ = 1− β∆t
3τP
(P0 − P ) (3.24)
µ =
[
1− ∆t
τP
(P0 − P )
] 1
3
(3.25)
This is very similar to the Berendsen velocity scaling factor λ.
3.4 Potentials
A pair potential is the simplest example of a two body case. The Lennard-Jones
potential [35] is this kind of potential. It is often used to describe noble gases. The
function is simply
V (rij) = 4
[(
σ
rij
)12
−
(
σ
rij
)6]
(3.26)
where rij is the distance between two atoms i and j. σ is the shortest distance
at which the potential is zero and  is the depth of the potential well. Figure 3.2
illustrates the plot of the Lennard-Jones potential.
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Figure 3.2: The plot of the Lennard-Jones potential. [36]
However, the Lennard-Jones potential is not good for modelling more complex crys-
tal structures such as diamond structure, which is common in semiconductors, be-
cause of the directional character of covalent bonds.
There are many potentials for Si, but the two most commonly used ones are the
Tersoﬀ [20] and the Stillinger-Weber [21] potentials. All potentials give very accu-
rate results for some properties, but none describes well everything. None of the
potentials can be seen to be superior to others. Hence it is important to choose
correct potential for diﬀerent situations. In this work, I have used both the Tersoﬀ
and the Stillinger-Weber potentials to see if there is a diﬀerence in the results.
The diﬀerence between the Tersoﬀ and the Stillinger-Weber potentials is that the
Stillinger-Weber potential is ﬁtted only to the tetrahedral conﬁguration, so it is not
as accurate for non-tetrahedral bonding types. The Tersoﬀ potential is ﬁtted, in
addition to the diamond structure, over-and-under-coordinated conﬁgurations, and
because of this it is expected to give fairly accurate results of collision cascades.
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3.4.1 The Tersoﬀ potential
The essential idea behind the Tersoﬀ potential [20] is that in real systems, the
strength of each bond depends on the local environment. This means that an atom
with many neighbours forms weaker bonds than an atom with few neighbours. The
total potential energy of the system has the form
V =
1
2
∑
i 6=j
Vij (3.27)
Vij = fC(rij)[fR(rij) + bijfA(rij)] (3.28)
where rij is the distance between the atoms i and j. fA and fR are the attractive
and repulsive pair potential respectively, and fC is a smooth cutoﬀ function. fA,
fR, and fC can be expressed as follows
fR(r) = Ae
−λ1r (3.29)
fA(r) = −Be−λ2r (3.30)
fC(r) =

1 rij ≤ Rij
1
2
+ 1
2
cos[pi(rij −Rij)/(Sij −Rij)] Rij < rij ≤ Sij
0 rij > Sij
(3.31)
The parameters R and S are not systematically optimized, but they are chosen so
as to include several high-symmetry bulk structures of silicon. The function fC
decreases from 1 to 0. This potential brings the bij term to equation. bij is the
environment factor, and it can accentuate or diminish the attractive force relative
to the repulsive force.
bij =
1
(1 + βnςnij)
1
2n
(3.32)
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ςij =
∑
k 6=i,j
fC(rik)g(θijk)e
λ33(rij−rik)3 (3.33)
The function g(θijk) depends on the angle θijk. This is the angle between bonds
formed by pairs of atoms (i, j) and (i, k). The function g(θijk) can be written
as
g(θijk) = 1 +
c2
d2
− c
2
d2 + (h− cos θijk)2 (3.34)
The parameters used in the simulation are presented in Table 3.2.
Table 3.2: Parameters for Si [20]
.
A(eV ) 1830.8
B(eV ) 471.17
λ(Å−1) 2.4799
µ(Å−1) 1.7322
β 1.1× 10−6
n 0.78734
c 1.0039× 105
d 16.217
h -0.59825
R(Å) 2.7
S(Å) 3.0
3.4.2 The Stillinger-Weber potential
The Stillinger-Weber potential [21] is one of the ﬁrst attempts to model a semicon-
ductor with a classical model. This potential gives a fairly realistic description of
crystalline silicon. It is based on a two-body term and a three-body term
V =
∑
i<j
V2(rij) +
∑
i<j<k
V3(ri, rj, rk) (3.35)
The two-body models the bonds
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V2(rij) = f2(rij/σ) (3.36)
f2(r) =
A(Br−p − r−q)e(r−a)
−1
r < a
0 r ≥ a
(3.37)
where a is the cutoﬀ radius. Parameters A, B, p, q and a are all positive. Angles
are modelled by the three-body term.
V3(ri, rj, rk) = f3(ri/σ, rj/σ, rk/σ) (3.38)
f3(ri, rj, rk) = h(rij, rik, θjik) + h(rji, rjk, θijk) + h(rki, rkj, θikj) (3.39)
The function h is given by
h(rij, rik, θjik) =
λeγ(rij−a)
−1+γ(rik−a)−1 × (cos(θijk) + 13)2 rij < a
0 otherwise
(3.40)
where rij is the distance between a pair of atoms, rij = |ri − rj|. θijk is the angle
between rj and rk subtended at vertex i. Parameters λ and γ are also both positive.
All the parameters are chosen for the case of most stable diamond structure, and
they are presented in Table 3.3.
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Table 3.3: Parameters used in the Stillinger-Weber potential for silicon
A 7.049556277
B 0.602224558
σ (Å) 2.0951
 (eV ) 2.16722
p 4
q 0
a 1.80
λ 21.0
γ 1.20
3.5 Temperatures
Temperature is a major factor in the epitaxial growth. Part of this study is to see
how much it aﬀects the results. This work investigates at what temperature the
epitaxial growth begins and ﬁnds out if there is an upper limit where the epitaxial
growth doesn't happen any more.
I used multiple temperatures to ﬁnd out how temperature aﬀects epitaxial growth.
I simulated crystal growth at 300 K, 500 K, 700 K, 1000 K, 1300 K and 1600 K.
The melting point of silicon is 1687 K. The Stillinger-Weber potential gives quite
accurate temperature for melting, it's 1691±20 K [37]. On the other hand, the
Tersoﬀ potential doesn't give quite as accurate melting point temperature. It gives
about 3000 K [38].
3.6 Analysis of the results
The Zhu structural order parameter Pst [23] was used to calculate the fraction of
amorphous atoms. This structural parameter was calculated for every atom i.
Pst(i) =
1
pu(i)
(∑
j
(θi(j)− θpi (j))2
)1/2
(3.41)
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pu(i) =
(∑
j
(θui (j)− θpi (j))2
)1/2
(3.42)
where θi(j) is a list of the angles between the bonds of atom i and its neighbours
j. The number of neighbours is deﬁned by the ideal crystal structure. Silicon has
the crystal structure of diamond, so the number of neighbours is 4. θpi (j) are angles
in a perfect lattice and θui (j) = jpi/[(n
2
nb− nnb)/2] the uniform angular distribution.
Figure 3.3 describes the values used to identify crystalline and amorphous atoms.
Figure 3.3: Distribution of structure parameter Pst of two situations. First curve
on the left is an undamaged crystalline cell at 600 K and the right one is the liquid
state at 6000 K. [39]
I used the nonlinear conjugate gradient method to relax the atom cell into the
nearest energy minimum to get rid of temperature ﬂuctuations in the results. This
made it much easier to analyse and compare the results. The conjugate gradient
method used the Polak-Ribiere approach from "Numerical recipes" [40].
3.7 Si20
I used the cluster size N=20. First, I created perfect silicon crystal at the wanted
temperature and from that crystal I took spherical crystal containing 20 atoms. I
25
also rotated every cluster randomly. I gave every atom of the cluster 1.0 eV of energy.
I used the following rotation matrix to rotate the cluster
R =
a11 a12 a13a21 a22 a23
a31 a32 a33
 (3.43)
where
a11 = cos(γ)cos(β)cos(α)− sin(γ)sin(α)
a12 = cos(γ)cos(β)sin(α) + sin(γ)cos(α)
a13 = −cos(γ)sin(β)
a21 = −sin(γ)cos(β)cos(α)− cos(γ)sin(α)
a22 = −sin(γ)cos(β)sin(α) + cos(γ)cos(α)
a23 = sin(γ)sin(β)
a31 = sin(β)cos(α)
a32 = sin(β)sin(α)
a33 = cos(β)
(3.44)
and where
α = 2piu1
β = arccos(1− 2u2)
γ = 2piu3
(3.45)
ui is a uniform random number between 0 and 1.
Although studies seems to indicate that small clusters do not correspond to frag-
ments of the bulk [41], I have used such clusters in this study. The study [41] shows
that n ≥ 19 clusters near-spherical cage is the most stable structure, but the most
stable cluster arrangement is still under debate.
Both Rata et al. [42] and Zhu et al. [43] state that the structure pictured in Figure
3.4 is the lowest-energy isomer. The cluster in question is composed of three parts:
a magic-number cluster Si6, in the middle there is a hexagonal-chair unit and also a
low-energy isomer of Si8 (see isomer 8f in [44]). Rata et al. used density-functional-
based tight-binding (DFTP) [45] method to determine the structure and Zhu used
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ab initio molecular orbit calculations. Ho et al. [41] got a little bit diﬀerent structure
for lowest-energy silicon cluster with 20 atoms. This structure is pictured in Figure
3.5.
These cluster structures might not be the lowest-energy structures. There are many
conﬁgurations that are very close to these energy values and there might be even
lower ones.
Figure 3.4: The lowest-energy iso-
mer for Si20 accordingly to Rata
et al. and Zhu et al. [43].
Figure 3.5: The lowest-energy iso-
mer for Si20 accordingly to Ho et
al. [41].
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Chapter 4
Simulations
4.1 Lattice parameter
The crystal structure is the combination of a basis of atoms and lattice. Vectors a,
b and c deﬁne this crystal structure. The lattice parameter is the length of a unit
cell in a crystal lattice. Lattices in three dimension usually have three lattice param-
eters, commonly named a, b and c. Hence the lattice parameters are magnitudes of
vectors mentioned above. However, in cases of cubic crystalline systems, all of the
lattice parameters are equal and referred to as a. The atoms in crystalline silicon
are arranged in a cubic diamond lattice structure. Unit cell of a diamond structure
is shown in Figure 4.1. Figure 4.2 also demonstrates the structure of silicon. [46]
The lattice parameter is also important in epitaxial growth. When growing for
example thin ﬁlms, it is important that the materials has compatible lattice param-
eters. If the lattice parameters diﬀer greatly, strains are introduced into the ﬁlms
and this prevents making thick ﬁlms without a lot of defects.
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Figure 4.1: The unit cell of the diamond
structure. Here a refers to the lattice pa-
rameter. [47]
Figure 4.2: Diamond structure. [48]
The lattice parameter a depends on the temperature. The temperature dependency
of the lattice parameter of silicon was measured by Okada and Tokumaru (1984) [49]
between 300 K and 1500 K. Okada and Tokumaru proposed the following formula
for calculating the lattice parameter at various temperatures
α(T ) = (3.725{1−exp[−5.88×10−3(T −124)]}+5.548×10−4T )×10−6(K−1) (4.1)
α(T ) is the linear thermal expansion coeﬃcient and T is the absolute temperature
expressed in Kelvin. The accuracy of this description is about 2× 10−7K−1. Using
the above equation, the lattice parameter can be calculated as
a(T ) = a0
[∫ T
273.2
α(T )dT + 1
]
(nm) (4.2)
with a0 = 0.5430741 nm.
In my simulations I created 6×6×4 crystalline cell and let it relax at the wanted tem-
perature. The value for the lattice parameter was obtained by solving the following
equation
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a =
l
√
2
6
(4.3)
where l is the length of x side. The term
√
2 comes from the orientation of the
simulation box. In Table 4.1 are the lattice parameter values for every temperature
used in this work. The values are plotted in Figure 4.3.
Table 4.1: The comparison of experimental results for the lattice parameter to the
simulated ones.
T (K) aTER(Å) aSW (Å) aexp(Å)
300 5.438695389 5.410415413 5.43109768
500 5.444574224 5.414766199 5.43453943
700 5.457398842 5.421333358 5.43868612
1000 5.467255150 5.426338579 5.44542692
1300 5.474741382 5.430397270 5.45251871
1600 5.484843298 5.425751108 5.45989539
Figure 4.3: Comparison of the lattice parameters. The green data points are calcu-
lated from Equations 4.1 and 4.2.
30
4.2 Simulation details
In this work, I ﬁrst created 6×6×4 perfect silicon crystal with a (0 0 1) surface and
ran the simulation at wanted temperature to ﬁgure out the lattice parameter. The
lattice parameter is temperature dependent, so this had to be the ﬁrst thing to ﬁgure
out when changing temperature. Periodic boundary conditions were placed in the
x-, y- and z-directions. I simulated these situations for 20 ps. For this situation, the
Berendsen temperature and pressure control was used because together these give
fairly realistic ﬂuctuation in temperature T and pressure P . With the new lattice
parameter, a new perfect crystal was created.
The 6 × 6 × 4 silicon crystal contains 756 atoms. The bottom atoms of the box
were ﬁxed. Periodic boundary conditions were placed in the x- and the y-directions.
Atoms on the edges of the box were subjected to the Berendsen temperature control
to model the dissipation of energy into the bulk.
To create the cluster, I took a sphere ﬁlled with 20 atoms from the center of this
perfect crystalline silicon. The temperature of the cluster was always the same as
the temperature of the substrate. The cluster was randomly rotated before every
simulation run.
The starting point for the cluster was randomly chosen. The surface was then
moved in the x- and y-directions to ensure that the cluster would collide to the cen-
ter of the surface. This was done to make sure that the surface would be uniformly
covered. I also wanted to keep the clusters away from the borders. The evolution
of the cascade was simulated for 150 ps after which another cluster was deposited.
Time needed for the cluster to hit the surface is only 0.5 ps, but I wanted to include
every thermally invoked atom rearrangements. Every atom of the cluster had 1 eV
of energy.
Clusters were deposited from 10 Å above the surface. After the impact, I relaxed
the whole structure to the local potential minimum and examined the structure
in order to ﬁnd out if there was epitaxial growth or only amorphous layers. The
relaxation was performed with the conjugate gradient method. If the Zhu struc-
tural order parameter Pst was 0.2 or below, the atom was counted as a part of the
crystalline phase. I also wanted to see whether the two diﬀerent potential energy
models give diﬀering results. Total of 50 clusters were deposited to the surface at
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every temperature, so the atom count in the end was 1756.
4.3 Overview of the growth simulation
In Figure 4.4 the initial situation is shown and in Figure 4.5 the situation where
ﬁrst cluster has been shot to the surface. The following ﬁgures have been done by
using Ovito [50]. The bonds are also drawn by Ovito using a ﬁxed cutoﬀ, so there
might be some errors, especially in the bonds of the cluster.
Figure 4.5 shows that at 300 K the cluster does not spread to the surface. It
more or lesskeeps its form.
Figure 4.4: Initial situation of the
simulation.
Figure 4.5: Situation after the
ﬁrst cluster has been shot to the
surface. Time 150 ps.
Figures 4.6 and 4.7 show the stages after 25 clusters and after every cluster have
been deposited. Figures 4.6 and 4.7 illustrate that there is no epitaxial growth at
300 K, only amorphous section on top of the substrate. A more detailed analysis is
presented in Chapter 5.
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Figure 4.6: The situation after 25
clusters have been deposited.
Figure 4.7: The ﬁnal situation af-
ter 50 clusters have been shot to
the surface.
The temperature in the situations above is 300 K. These situations are created with
the Tersoﬀ potential.
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Chapter 5
Results
The results with the Tersoﬀ potential are plotted in Figure 5.1 and in Figure 5.3 are
the results with the Stillinger-Weber potential. Figures 5.1 and 5.3 show the amount
of atoms in the epitaxial phase as function to the cluster impacts. The atoms whose
Zhu structural order parameter is 0.2 or below are counted as crystallized atoms.
There is no noticeable epitaxial growth at 300 K700 K. Clear epitaxial growth
is seen at 1000 K and above. It seems that at 1000 K the growth is stopping and at
1600 K the growth has stopped after 30 clusters. Because the cluster doesn't have
enough energy to damage the substrate, the epitaxial growth begins right after the
ﬁrst cluster impact.
Figure 5.1: Results with the Tersoﬀ potential.
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Figure 5.2 shows the situation after all clusters have been shot to the surface after a
time of 7.5 ns (50 × 150 ps). These results are also done with Tersoﬀ potential. Blue
atoms are found to be in the epitaxial phase, green, yellow and red are amorphous
atoms. Atoms in the bottom should also be in epitaxial phase, but my analysing
method doesn't count surface atoms to be in epitaxial phase. Figure 5.2 illustrates
well how there is no epitaxial growth at the temperatures 300 K, 500 K and 700 K,
and in fact there is growth at the temperatures 1000 K, 1300 K and 1600 K.
Figure 5.2: Situation after the deposition of 50 clusters for the Tersoﬀ potential.
Blue atoms are found to be in the epitaxial phase. a) 300 K, b) 500 K, c) 700 K, d)
1000 K, e) 1300 K and f) 1600 K.
The results with the Stillinger-Weber potential are quite diﬀerent from the results
with the Tersoﬀ potential. 300 K is the only temperature at which epitaxial growth
is not happening. In contrast to the Tersoﬀ potential, the epitaxial growth is re-
markable at temperatures 500 K and 700 K. There are no signs of slowing down
at 700 K, 1000 K or 1300 K. At 1600 K the whole substrate melted. The melting
point with the Stillinger-Weber potential is 1691±20 K, so the local heating must
have melted the whole box, because this happens after the second cluster impact
and there is not enough time to recover from that. Local heating also melts the
upper part of the substrate at 1300 K, but there is enough time before next cluster
impact so the substrate can recrystallize.
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Figure 5.3: Results with the Stillinger-Weber potential.
Figure 5.4 shows the situation with the Stillinger-Weber potential after 50 cluster
impacts and an elapsed time of 7.5 ns. Again, the blue atoms are found to be in the
epitaxial phase, green, yellow and red are amorphous atoms. As before, the bottom
atoms should be in the epitaxial phase. Figure 5.4 clearly shows that there has been
serious growth at the temperatures 500 K, 700 K, 1000 K and 1300 K. Also the
growth at 700 K and 1000 K has been quite dominant and there is only a very small
layer of amorphous silicon. At 1600 K the crystalline structure of the substrate is
totally destroyed and the substrate melted. This melting happened right after the
second cluster impact.
Figure 5.4: Situation after the deposition of 50 clusters for the Stillinger-Weber
potential. Blue atoms are found to be in the epitaxial phase. a) 300 K, b) 500 K,
c) 700 K, d) 1000 K, e) 1300 K and f) 1600 K.
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5.1 Comparison of the potentials
Figure 5.5 compares the results of both potentials at 300 K. There is no actual
diﬀerence at this temperature i.e. no epitaxial growth. With the Stillinger-Weber
potential there is very small growth period for the ﬁrst 10 clusters, but the amount
of atoms that have grown is only about 35 atoms. After that there is no epitaxial
growth.
Figure 5.5: Comparison of the results at 300 K.
Figure 5.6 compares the results at 500 K. At this temperature the diﬀerence is
huge. With the Stillinger-Weber potential the epitaxial growth is fast whilst with
the Tersoﬀ potential there is no growth at all. The growth with the Stillinger-Weber
is stopping after about 40 clusters. This might be a result from too high deposition
rate or the amorphous layer is getting thicker thus eliminating the growth.
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Figure 5.6: Comparison of the results at 500 K.
Figure 5.7 shows the results at 700 K and it's quite similar to Figure 5.6, but at 700
K the growth doesn't seem to be stopping any time soon. This indicates that the
process will continue. Again, there is no epitaxial growth at this temperature with
the Tersoﬀ potential.
Figure 5.7: Comparison of the results at 700 K.
At 1000 K both potentials give epitaxial growth. The growth with the Stillinger-
Weber potential is stronger than with the Tersoﬀ potential. With the Tersoﬀ po-
tential, the growth also seem to be stopping after about 40 cluster impacts. There
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is nothing similar happening with the Stillinger-Weber potential. The stopping of
growth might be because of a combination of too high deposition rate and satu-
ration. The diﬀerence in the end results is about 400 atoms. The comparison is
pictured in Figure 5.8.
Figure 5.8: Comparison of the results at 1000 K.
At 1300 K, the growth is fairly strong with both potentials, but slightly stronger with
the Stillinger-Weber one. See Figure 5.9. Figure 5.9 doesn't show any signs that
either of the growth would be stopping or slowing down. However, closer observation
of the time scale with the Stillinger-Weber potential shows that the deposition rate
might be slightly too high in the situations where numerous amount of atoms has
already impacted. Figure 5.10 demonstrates the time development of the growth
at 1300 K with the Stillinger-Weber. The substrate will be damaged by the cluster
impact, but in 150 ps the crystallization is achieved again, only barely. The amount
of atoms in the epitaxial phase at the end could be higher, if the deposition rate
would have been slightly lower. If the deposition rate would be higher, the substrate
would not have time to heal from the impact, and the amorphous layer would start
to grow. This happens only with the Stillinger-Weber potential. This temporary
destruction of the crystalline structure is most likely due to the local heating.
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Figure 5.9: Comparison of the results at 1300 K.
Figure 5.10: Time development at 1300 K with Stilliger-Weber potential. Time
elapsed: a) 0 ps, b) 8 ps, c) 30 ps, d) 75 ps, e) 110 ps and f) 150 ps. Last cluster
impact is pictured.
At 1600 K with Stillinger-Weber potential the same thing happens as at 1300 K, but
this time the substrate will get totally destroyed. This might happen because of too
small simulation box and too high deposition rate. With the Tersoﬀ potential, the
growth starts very strong but it doesn't last very long and after 50 clusters or 1000
atoms, the number of atoms in the epitaxial phase is only about 150 more than in
the beginning.
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Chapter 6
Discussion and conclusions
I observed in this study that with the Tersoﬀ potential the amorphous layer is formed
at every simulated temperature. The epitaxial growth is also slower compared to
the Stillinger-Weber potential. With the Stillinger-Weber potential the epitaxial
growth is much faster at every temperature and there is no signiﬁcant amorphous
layer above the epitaxial phase. Also 1600 K is a too high temperature for the
Stillinger-Weber as the substrate melts.
The results show that the optimal growth temperature is 700 K for the Stillinger-
Weber potential and 1300 K for the Tersoﬀ potential. At these temperatures, the
epitaxial growth is the most stable and there are no signs of stopping. So the dif-
ference from the choice of potential is quite substantial.
When we compare the results shown in this study to similar studies, we can see
there is a lot of similarities. I observed almost complete epitaxial growth at 700 K,
1000 K and 1300 K with the Stillinger-Weber potential. This is very similar what
Kwon et al. [51] observed at 930 K with 1.05 eV. Kwon et al. noticed complete
epitaxial growth at 930 K with 2.1 eV. With the Tersoﬀ potential, I observed amor-
phous layer above the substrate at every temperature. The amorphous-crystalline
interface rises up as the atoms rearrange to the crystalline section. This correspond
to the studies by Gilmer et al. [52] and Tarus et al. [39] at 1000 K. Lu et al. [53]
also observed amorphous growth at 300 K.
There is a lot of variety in the choice of the potential model. Kwon et al. used
the Biswas-Haman potential. Gilmer et al.on the other handused the Stillinger-
Weber potential. Tarus et al. used the Tersoﬀ potential.
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It's very clear that the choice of potential model is very signiﬁcant. It is hard to
say which potential gives more accurate results. The Tersoﬀ potential was originally
developed for ﬁtting experimental values for cohesive energies, lattice constants and
elastic constants. The Stillinger-Weber potential was designed to model only the
diamond structure. This could explain the results where the epitaxial growth was
so strong compared to the Tersoﬀ potential. With the Stillinger-Weber potential
the structure might have gravitated towards diamond structure. Although Nurmi-
nen et al. [54] state that the Stillinger-Weber potential would be very suitable for
simulating Si(0 0 1) surfaces, even better than the Tersoﬀ potential.
Substrate temperature is a major factor in epitaxial growth, but it's not the only
factor. Local heating caused by cluster impact also contributes to the growth. My
results imply that the crystal growth doesn't originate from diﬀusion of the surface
atoms but from the rearrangement of the atoms in the interface of the amorphous-
crystalline region. The time scale I used is too short for diﬀusion to have major role
in the crystallization.
Gilmer et al. and Kwon et al. used amorphous clusters in their studies, whereas
Tarus et al. used ground state clusters. Compared to Tarus et al., the growth rate
is quite similar with 1 eV at 1000 K. Although Tarus et al. and I used diﬀerent kind
of clusters, the same behaviour is seen with more stable clusters with atom size 20.
Hence it seems that the structure of the cluster doesn't have to be perfectly shaped
or in the ground state. The fact that my clusters are fragments of the bulk doesn't
seem to aﬀect the results, at least not much. My results are also in agreement with
others in that the cluster doesn't need to fragment in order to achieve epitaxial
growth.
Size of the cluster and the energy of the atoms are also important factors. Kwon
et al. used Si33. Gilmer et al. used various sizes but mentioned results using Si50
in more detail. Tarus et al. used the same cluster size as I, Si20. Higher energy
atoms penetrate the surface more and this leads to higher surface diﬀusion. Tarus
et al. stated that the fastest growth was achieved with 5 eV. Lower energy atoms
on the other handcan displace surface atoms without damaging the bulk structure.
Both Gilmer et al. and Kwon et al. used quite small simulation boxes, which might
lead to diﬀerent results. The pressure wave from cluster impact can bounce back
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from the ﬁxed atoms at the bottom of the simulation box. This can lead to heating
of the box. Crystalline direction is also a factor. Kwon et al. used Si(1 1 1). Gilmer
et al. didn't specify the direction they used. Tarus et al. used the Si(0 0 1) direction,
as did I. More studies need to be carried out to see if crystalline direction aﬀects
the epitaxial growth.
In summary, I observed that temperature and the chosen potential model aﬀect
greatly to the results of the cluster deposition simulation. However, these are not
the only factors in the growth. My results agree with Tarus et al. in the sense that
the epitaxial growth doesn't originate from the diﬀusion as much as from the rear-
rangement of atoms at the amorphous-crystalline interface. Although, real surfaces
always have defects which can aﬀect signiﬁcantly the diﬀusion and therefore the
growth. Empirical studies are needed to conﬁrm these results and to ﬁnd out which
potential model describe the situation better. Further studies are needed to exam-
ine what eﬀect crystalline direction or the shape of the clusters has to the epitaxial
growth.
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