The breaking of a delayed ring neural network contributes to stability: The rule and exceptions.
We prove that in our mathematical model the breaking of a delayed ring neural network extends the stability region in the parameters space, if the number of the neurons is sufficiently large. If the number of neurons is small, then a "paradoxical" region exists in the parameters space, wherein the ring neural configuration is stable, while the linear one is unstable. We study the conditions under which the paradoxical region is nonempty. We discuss how our mathematical modeling reflects neurosurgical operations with the severing of particular connections in the brain.