Phylogenetics and population genetics are central disciplines in evolutionary biology. Both are based on comparative data, today usually DNA sequences. These have become so plentiful that alignment-free sequence comparison is of growing importance in the race between scientists and sequencing machines. In phylogenetics, efficient distance computation is the major contribution of alignment-free methods. A distance measure should reflect the number of substitutions per site, which underlies classical alignment-based phylogeny reconstruction. Alignment-free distance measures are either based on word counts or on match lengths, and I apply examples of both approaches to simulated and real data to assess their accuracy and efficiency. While phylogeny reconstruction is based on the number of substitutions, in population genetics, the distribution of mutations along a sequence is also considered. This distribution can be explored by match lengths, thus opening the prospect of alignment-free population genomics.
INTRODUCTION
Evolutionary biologists think about descent on two levels: phylogeny is concerned with the evolution of species and higher taxonomic orders, and population genetics with groups below the species level. Darwin's The Origin of Species contains a single figure: a phylogeny. This reminds us that phylogenies are the central metaphor of evolutionary biology and attempts to construct them are as old as the field itself. Phylogenies are constructed by comparing homologous characters that vary. The most useful of these are selectively neutral, as their variation closely reflects the passage of time, rather than the action of evolutionary forces. In 1965, Zuckerkandl and Pauling were among the first to note that the residues of nucleotide and protein sequences record an organism's evolutionary history [1] . To decipher this history is the aim of modern phylogeny reconstruction, a large field with wide application throughout biology [2] . Population genetics has an equally distinguished history, but instead of reconstructing descent, its central metaphor is a random tree known as the coalescent, which is used to simulate evolution [3] . More work has been done on alignment-free phylogeny than on alignment-free population genetics. Hence this review is centered on phylogeny followed by a coda on population genetics.
Alignment-free sequence comparison was last reviewed comprehensively 10 years ago [4] . In addition, 10 methods were extensively compared 6 years ago yielding a set of reference implementations in Python at http://acb.qfab.org/acb/decafþpy/ [5] . A review of four methods was published 4 years ago [6] . Recently, 12 methods for alignment-free phylogenetic reconstruction were posted under a unifying interface at http://www.herbbol.org:8000/agp [7] . I concentrate on DNA-based methods because their often superior efficiency makes them most relevant to the current interest in analyzing next-generation sequencing data. These methods are traditionally model-free in the sense that the distances they yield cannot be interpreted in terms of mutations, the most widely used quantity for reconstructing phylogenies. However, I also survey two exceptions to this rule, one of which allows not only alignmentfree but also assembly-free phylogeny reconstruction [8] . In contrast to phylogeny, population genetics considers not only the number of mutations but also the distribution of the distances between them. This is equivalent to the distribution of match lengths.
This review is organized as follows. I first remind the reader of classical phylogeny reconstruction (Section 2: Phylogeny). Then I describe seven alignment-free methods of distance computation that have been used in phylogeny reconstruction (Section 3: Distance Computation). The methods are classified in Figure 2 , and their names and references are listed in Table 1 . In addition, the Web site http://guanine.evolbio.mpg.de/aliFreeReview/ lists links to implementations of all software used in this review. In Section 4 (Applications), I apply the methods to simulated and empirical sequence data. I use three empirical data sets: seven primate mitochondrial genomes, 30 Escherichia coli/Shigella genomes and 12 Drosophila genomes. The accompanying Web site also contains links to these. In Section 5 (Population Genetics), finally, I discuss the prospect of applying alignment-free methods in population genetics. Figure 1A shows an alignment of four 100 bp sequences. The underlying phylogeny can be discovered in two different ways: (i) search for the tree that best explains the data, or (ii) compute the pairwise distances between the sequences ( Figure 1B ) and construct a tree from them ( Figure 1C ). The tree search methods are further divided according to their search criterion: maximum parsimony or maximum likelihood. The maximum parsimony criterion aims for the tree that implies the smallest number of mutations ( Figure 1D) . Similarly, the maximum likelihood method aims to discover the tree that best explains the data, given some explicit mutation model ( Figure 1E ). For a comprehensive description of alignment-based phylogeny reconstruction, see [2] .
PHYLOGENY
Without an alignment, it is difficult to score trees. Apart from one exception, alignment-free phylogeny reconstruction is therefore based on distances. For the exception, the sequence data are recursively partitioned according to the distribution of k-mers without first computing a distance matrix. However, the partition method does not outperform lesscomplicated distance-based methods [5] and hence I concentrate on those.
Distances are clustered using an algorithm such as neighbor joining [17] . Alternatively, distances can be clustered using an algorithm that minimizes the difference between tree and data [18] . Interestingly, pairwise distances are often used to construct multiple sequence alignments. For example, the multiple sequence aligner clustalw first computes all pairwise distances between the input sequences. This is done either based on alignments or on a much faster alignment-free method. Apart from clustalw, MUSCLE [19] and MAFFT [20] can use k-mer distances for guide tree computation. The tree constructed from these pairwise distances then guides the order in which the sequences are fitted into the growing multiple sequence alignment [21] .
DISTANCE COMPUTATION
There are two classes of alignment-free methods for distance computation: gene-based and residue-based. The gene-based metrics include the number of shared genes in prokaryote genomes [22] and the number of topological changes necessary to convert one sequence of genes into another [23] . However, these methods include a step for identifying homologous genes, usually by alignment. It is therefore a Substitutions from repeats, K r kr [14] slight overstatement to call them alignment-free. Hence I concentrate on methods that take unannotated DNA sequences as input. These are either based on the counts of words of some fixed length, or on the lengths of exact matches between pairs of sequences ( Figure 2 ). When counting words, we can specify them exactly or inexactly. An inexact word contains a 'do not care' character denoted by 0, with 1 denoting match. If a word is defined as, say, 101, then ATA matches AAA and ATA, but not TAA [8] .
Methods based on match lengths are subdivided according to the definition of the matching substring. The two most popular are common substrings and Lempel-Ziv factors ( Figure 2 ).
Word counts
Perhaps the oldest word-based method was published in 1986 [24] . It quantifies the difference of overlapping dimer or trimer frequencies between sets of sequences. Counting words of a particular length-also known as k-mers-takes time OðknÞ OðnÞ, where n is the number of nucleotides analyzed. In practice, word counting is easy and fast.
Hence a large number of k-mer distances have been defined [5, 7, 25] . A simple example is
where q i is the frequency of the i-th of 4 k possible substrings of length k in Q and s i is the frequency of the i-th substring of length k in S. A typical value for k is five [9] . Unfortunately, k-mer distances often lack power when applied to closely related sequences [5] . For example, Figure 3A shows the phylogeny of seven primates computed from their full mitochondrial genome sequences. The alignment was computed using clustalw in 248 s on an i5 CPU running at 2.50 GHz. The d kmer tree in Figure 3B was 10 4 times faster to compute (0.02 s), but only resolves the split between chimps and all other primates. Notice also that the branch lengths of the d kmer tree differ by more than three orders of magnitude from the clustalw tree.
A more refined version of word counting is the feature frequency profile [10] . A feature is a word of some length, say 24. The collection of all features is the feature profile of a sequence. Such profiles are similar for similar sequences. This is quantified using the Jensen-Shannon divergence [26] . The resulting distance, d ffp , has been used to construct the phylogeny of mammals from their mtDNA sequences [26] , the phylogeny of 884 prokaryotes from their proteomes [27] and the phylogeny of 38 E. coli/ Shigella strains from their complete genomes [10] . For our seven example primates, d ffp recovers the expected topology in 0.86 s ( Figure 3C) .
A similar philosophy underlies the composition vector method [11] . Words of some length, say five, are counted and their frequencies divided by the frequencies expected by chance alone. Given two such normalized word frequency vectors from two genomes, their distance is defined as
where CðS, QÞ ¼
A S1 CGCAATGTGTCACTCGGCACTGGGTGGGATTTGGGGCAAGCTTGGAGACT , distance tree (C), maximum parsimony tree (D) and maximum likelihood tree (E). The trees all have the same topology and very similar branch lengths. All trees were calculated and midpoint-rooted using PHYLIP [15] and drawn using njplot [16] .
This has been applied, for example, to the computation of the tree of life from small subunit rRNA sequences [11] and the phylogeny of 82 fungi from their complete genomes [28] . The computation of d cv is implemented in the Web-based CVtree software [29] . Its application to our primate data yields the correct tree ( Figure 3D ).
The word count methods detailed so far are designed to recover the topology of a phylogeny rather than its branch lengths. Branch lengths are traditionally expressed as substitutions per site, which is difficult to estimate without alignment. However, the recently published method Co-phylog achieves just that [8] . It starts by counting words of a certain length, say seven, that do not have a match in the genome that differs at the middle position. This is repeated for a second genome. Among the intersection between the two sets of words, the proportion Table 1 . Primate phylogenies based on seven fully sequenced mitochondrial genomes. Distances were either computed from sequences aligned with (A) clustalw [19] , or (B) using the k-mer distance d kmer [9] , (C) feature frequency profile, d ffp [10] , (D) composition vector, d cv [11] , (E) co-phylog, d co [8] , (F) grammar-based distance, d gram [12] , (G) average common substring, d acs [13] and (H) substitutions from repeats, d kr [14] . The numbers in (A) are bootstrap values. C. Chimp: common chimp; P. Chimp: pigmy chimp.
of words that differ at the middle position is the distance measure, d co . Consider for example the word 101 and say that you have recovered fATA, ATG, CTC, CCCg from some sequence. Then CTC and CCC cancel each other, leaving fATA, ATGg. If fATA, AGGg were obtained from a different genome, the intersection of the matching parts is fA A, A Gg, of which one out of two differ at the middle position, i.e. d co ¼ 1=2. In real data, this approach gives a good approximation of the number of mismatches per site. As a result, d co yields in 0.27 s the tree with the most realistic branch lengths so far ( Figure 3E ). On the down side, it groups orangutan with baboon. Co-phylog is the only method in this review that is also designed to compute distances between unassembled reads.
Match lengths
Closely related sequences contain longer exact matches than divergent sequences. This insight is used in a class of related distance measures. Like k-mer distances, they can be computed in linear time. However, linear-time algorithms for finding matches of arbitrary length are based on an index of the input sequences known as a suffix tree, which is more demanding to compute than word counts. Figure 4 shows the suffix tree of a short example string. Its defining feature is that each suffix S½i::jSj is represented as the concatenated path label from the root to leaf i. Notice the $ at the end of the example sequence S ¼ TATACCAATCCT$. This 'sentinel character' differs from all other characters in the string. Its addition ensures that even a suffix that is the prefix of another suffix is represented by a leaf in the suffix tree. For example, the last character in S apart from the sentinel, S½12 ¼ T, is a prefix of the suffix starting at position 9, S½9::12 ¼ TCCT. All repeated prefixes of individual suffixes are collapsed into single paths, which makes a suffix tree ideal for searching. To look up CC, for example, walk from the root until CC has been traversed. Then look up the leaves below the last match to find that CC starts at positions 5 and 10. This search took time proportional to the length of CC, independent of the length of S. Readers unfamiliar with suffix trees might suspect that searching independent of input size is too good to be true. But think of a book index, where searching takes time proportional to the length of the word being looked up, regardless of the length of the book. A suffix tree is a generalized index, in which any substring in the text can be looked up. Its construction in linear time was first proposed in 1973 [30] and is one of the seminal achievements of computer science [31] , even though it does not feature in many of the standard texts on algorithms [32] .
There are numerous applications of suffix trees in bioinformatics, most notably perhaps in the genome aligner MUMmer [33] . Among the distances surveyed in this review (Figure 2 ), d gram is based on suffix trees. However, the memory requirement of suffix trees exceeds that of the underlying string by at least one order of magnitude. Fortunately, suffix trees can be approximated as an array of alphabetically ordered suffixes. Table 2 shows the suffix array of our example string; it consists of the column 'SA', which contains the starting positions of the sorted suffixes. For example, the suffix starting at position 10 in the input string, CCT$, comes eighth after alphabetical sorting.
To compute this suffix array, one could traverse the suffix tree in Figure 4 and note the leaf labels. This works because in our example suffix tree, the outgoing edges are alphabetically ordered. The implication is that suffix arrays can be computed in O(n). However, an intermediate suffix tree would cancel the space saving that makes suffix arrays attractive in the first place.
When first proposed in 1993, direct construction of suffix arrays was expected to run in O(n) time [34] . This expectation was met for random sequences, with the worst-case run time being Oðn logðnÞÞ. In practice, suffix array construction took 3-10 times longer than suffix tree construction [34] . Since then there has been great interest in devising algorithms for suffix array construction that run as fast as suffix tree construction [35] . This recently culminated in the publication of a linear-time suffix array construction algorithm together with its highly efficient implementation [36] .
To simulate suffix tree operations with a suffix array, the suffix array is usually enhanced by an array of longest common prefix (LCP) lengths. Table 2 shows the LCP array corresponding to our example sequence. The suffix with Rank½8, CCT$, shares the prefix CC with the suffix at the preceding Rank½7, CCAATCCT$. Hence the LCP of this pair of suffices is CC and its length is 2. LCP arrays can be constructed from the corresponding suffix array in O(n) time using a fast algorithm [37] . I already noted that traversal of our example suffix tree yields the suffix array in Table 2 . However, the reason for constructing this Table in the first place is that its traversal simulates the traversal of the corresponding suffix tree [37] .
To get an intuition for how the suffix tree can be recovered from its enhanced suffix array, draw the root and a leaf labeled with the first entry in the suffix array, SA½1 ¼ 13 ( Figure 5A ). Label the edge connecting the root and the leaf with the first suffix, $. After this initialization step, repeat the following for each remaining Rank½i: draw an edge off the edge just drawn such that LengthðLCP½iÞ is the length of the edge label from the root to the new branch point. Attach a leaf to the new edge and label it SA½i. Label the path from the root to the new leaf with Suffix½i ( Figure 5B and C) . After 12 repetitions, the desired suffix tree is recovered ( Figure 5D) . A formalized version of this can be found, for example, in [38] . The programs used to compute d acs and d kr are based on enhanced suffix arrays (Figure 2) .
Computations based on suffix trees have come a long way in recent years. This means that all distances based on substring lengths can in theory be computed in O(n) time. The enhanced suffix array is only one of several space-efficient data structures for carrying out suffix tree operations. The FM index is currently the most space-efficient among these [39, 40] . It underlies the programs bowtie [41] and bwa [42] , which can efficiently map short sequencing reads to mammalian genomes on hardware with only 4 GB of RAM.
Grammar-based distance, d gram A grammar is a set of rules for decomposing a string into its constituents. For example, the rule might be to look for repeated substrings to compress the input string, as in this naïve example:
There is a close relationship between compression and distance estimation: similar sequences are more compressible than divergent sequences. The compression scheme most often applied in distance estimation is based on the Lempel-Ziv factorization, which also underlies such programs as gzip for compressing files: look for the longest match S½i::j that starts somewhere in S½1::i À 1. If such a match exists, the desired factor is S½i::j þ 1 and the search continues at S½j þ 2. If there is no such match, the factor is S½i and the search continues at S½i þ 1. The concatenation of all factors regenerates the input string. For example, TATACCAATCCT ! T, A, TAC, CA, ATC, CT In this case, S is decomposed into six substrings, which we express as cðSÞ ¼ 6. Consider now a second sequence, Q, which is identical to S. Concatenate S and Q and compute their decomposition. It contains only one extra element, all of Q; that is, cðSQÞ ¼ 7. However, if Q differs from S, cðSQÞ grows. This leads to a number of related decomposition-or grammar-based distance measures [43] , the most recent of which is [12] 
The longest common prefix of suffixi is computed by comparing it with the prefix of suffix i^1; if there is no common prefix, LCP is empty. See text for further details.
The d gram tree in Figure 3F has the correct topology. Its underlying distances were computed in 0.15 s.
Average common substring, d acs Instead of decomposing SQ, we can look up the longest match in S starting at every position in Q. In contrast to the Lempel-Ziv factors, longest matches are overlapping. Call LðQ, SÞ the average of these match lengths and define [13] From match lengths to mutation distances, d kr A run of matching nucleotides between a query and a subject sequence is interrupted by a mutation. This could be a point mutation, an indel or a rearrangement. In other words, we can interpret the common substring length that is used to compute d acs as one shorter than the distances to the next mutation.
As the longest common substrings extended by one turn into the SHortest Unique subSTRING, they have been called shustrings [44] . Their lengths are converted to the number of mutations, m, by realizing that the probability that a shustring of length X is longer than some threshold t is
where l is the length of the subject sequence. m can be estimated from equation (1) if query and subject are so similar that all matches are due to homology. However, the probability of random matches grows with increasing divergence. Assuming that all nucleotides have equal frequencies, random matches are corrected for using [14] PrfX tg
Finally, m is corrected for multiple substitutions to yield an alignment-free version of the classical JukesCantor distance [14, 45] : Figure 5: Na| º ve suffix tree construction based on the enhanced suffix array in Table 2 .
substitutions that also underlie the clustalw reference tree. Accordingly, the branch lengths of the reference tree are more similar to the branch lengths of the d kr tree than to those of the d acs tree. The seven distances we have surveyed give a paradoxical result on our primate test data: the two distances that best approximate mutation distances, d co and d kr , give false topologies. On the other hand, some of the distances that do not approximate substitution rates, including d ffp , d cv and d gram , give the correct topology. This probably means that d co and d kr are more sensitive to imperfections in the data, such as differences in the sequence lengths, than other measures. I therefore investigate the relationship between substitutions and the various divergence measures in the next section.
APPLICATIONS
Except for d cv , for which I could not find a standalone implementation, I now apply the distance measures classified in Figure 2 . I begin with simulated data and then discuss applications to large empirical data sets.
Simulated data
The differences in absolute and relative branch lengths in the primate trees ( Figure 3 ) suggest two things: (i) our distance measures differ in their relationship to the number of mutations, and (ii) this relationship changes as a function of divergence. To clarify these two points I carried out simulations of evolution by mutation alone: pairs of equally long sequences are subjected to between 10 À5 and 0.8 substitutions per site and the divergence is estimated (Figure 6 ).
The worst measure appears to be d kmer : it is < 10 À6 if there are less than 0.01 substitutions per site and saturates for > 0:2 substitutions per site. d acs , d ffp and d gram are all off by approximately an order of magnitude and saturate for high substitution rates. In contrast, d co and d kr give the best fit between simulated and estimated distances. As noted previously [45] , d kr is limited to substitution rates < 0:5. When using the substitution rate of 0:8 d co gave no distances for the 100-kb sequences simulated, but it did work with longer sequences, e.g. 1 MB. These simulations demonstrate that d co and d kr recover the correct substitution rate from data simulated under the model that also underlies the derivation of these distances.
Before applying distance measures to large data sets, it is important to look at run times. The implementations I use may or may not be the best possible. The run times summarized in Figure 7 should therefore be read as a rough guide to current implementations rather than a statement on how quickly the various distances could in principle be computed. Apart from d cv , I also left out d acs , because its algorithm is essentially the same as that used to compute d kr . d kmer can be computed fastest by a large margin. However, this is followed by the two alignment-free estimates of substitution rates, d co and d kr . d ffp and d gram are both slower. In the following I therefore concentrate on d kr and d co as the fastest and most accurate distance measures.
Empirical data
The distances underlying the primate trees in Figure 3 were computed from 115 kb of mitochondrial sequence. All alignment-free computations took less than 1 s. I also applied d co and d kr to the set of 30 E. coli investigated by Yi and Jin [8] . These comprise 147 MB, that is, a thousand times more than the primate data set. Plotted are means from 1000 iterations. Pairs of 100 -kb sequences were simulated using the program simK, which is available from the accompanying Web site guanine.evolbio.mpg.de/aliFreeReview. implementation of d co faster, it also gives the more accurate-although still not perfect-tree [8] . d kr has also originally been applied to the sequences of 12 complete Drosophila genomes comprising 2.03 GB. Its implementation took 3.25 h using 72 GB RAM to compute a tree that agreed with the reference tree [45] . However, the d co computation used only 47 min and 2.4 GB RAM to yield the tree shown in Figure 8B . It has the same topology as the reference tree ( Figure 8A ) and its relative branch lengths are also similar. The most notable exception is the invisibly short branch that separates the melanogaster clade including Drosophila willistoni from the virilis clade in Figure 8B . Moreover, the absolute branches are approximately five times longer on the reference tree than on the d co tree.
We conclude that when it comes to choosing an alignment-free distance measure, d co is a strong candidate, especially when analyzing large genomes where the time and/or memory consumption of other methods is often prohibitive. The fact that d co can also be used to compute distances between unassembled reads is an additional advantage. However, recall that in Figure 3E , d co did not return the correct primate phylogeny, so the jury is still out on which method is best.
I now turn to population genetics, where not only the number of mutations but also the distances between them is an important diagnostic of the evolutionary process.
POPULATION GENETICS
Population genetics is concerned with discovering the forces of evolution acting at the level of interbreeding groups of organisms. These forces are foremost mutation, recombination and selection. Their action is influenced by a wide variety of factors, including population structure and size, both of which may vary over time. For example, a sudden change in environmental conditions might precipitate a rapid reduction in population size. The [46] . (B) Tree computed from d co and midpoint-rooted using PHYLIP [15] and drawn using njplot [16] . opposite of such a population bottle neck occurs when a population expands steadily into a new habitat.
The current 1000 genome projects lead to a huge amount of population genetic data. Most of these data are mapped to reference sequences and hence aligned. However, once de novo assembly of these data becomes feasible, alignment-free investigations of the resulting large assemblies might be a viable filtering step, before using alignment to investigate interesting portions of the data.
In the following I outline potential applications of alignment-free methods in population genetics. My aim is to pique the readers' interest, as, to date, little alignment-free population genetics has been done. I discuss the three fundamental population genetic quantities: mutation, recombination and selection.
Mutation
Our aim is to compute the number of mismatches per site between a pair of homologous sequences, p, without alignment. d co could be a good tool for this even before assembly. Alternatively, we note that p is the probability of mutation per nucleotide, hence 1=p is the expected distance to the next mutation. To a first approximation, the expected distance to the next mutation is the expected shustring length used to calculate d kr :
where X i is the length of the shustring starting at Q½i. The approximation holds if we assume that shustring lengths always correspond to homologous matches, which is a good heuristic for closely related sequences such as those sampled from within populations. Hence we can estimate p by replacing the expected shustring length by its average:
In contrast to d kr , p m does not correct for nonhomologous matches and can thus be calculated very quickly. This makes it suitable for rapid sliding window analyses. On the other hand, it can only be applied to closely related sequences sampled from within populations rather than to the more divergent sequences sampled between species [47, 48] . In contrast to phylogeny reconstruction, which usually deals with individuals sampled from separate species, population genetics is concerned with individuals sampled from interbreeding groups. This begs the question how recombination affects mutations.
Recombination
Recombination is the exchange of genetic material between chromosomes. In diploid sexual organisms, it can be observed under the light microscope as crossing over during gamete formation by meiosis. This process is modeled as the exchange of maternal and paternal genetic material at a random point along a pair of homologous chromosomes (Figure 9) .
In a population with recombination, two things can happen as we trace lines of descent backwards in time: two lines may coalesce, thereby reducing the number of lineages by one, or there is a recombination event, which may increase the number of lineages by one. The lines of descent for a sample of homologous sequences are called 'coalescent' and for more details on coalescent theory, the reader may consult [3] . Figure 10 shows the topology of the coalescent for four sequences with recombination [49] . Each pairwise comparison involving sequence #3 diagnoses two segments with different mutation rates due to the two coalescence times along sequence #3. Figure 11 shows a simulation of this varying time to the most recent common ancestor and the resulting clustering of mutations. Such clustering corresponds to a change in the variance of the match length. This could be used to test for recombination [50] .
Given that p m is sensitive to recombination, it might actually be used to estimate the rate of recombination. However, it turns out that two values of p m correspond to a given rate of recombination if we allow recombination to exceed mutation [47] , as is often observed in nature [51, p. 89 ]. More promising is to test the null hypothesis of no recombination by comparing the observed variance of shustring lengths with that expected in the absence of recombination [50] .
Selection
A favorable variant of a gene can rise in frequency in the population, and such a beneficial allele may ultimately get fixed in the population. In the process, X Figure 9 : Reciprocal recombination between two homologous chromosomes at the crossing over point X.
neutral variants linked to the favorable allele are eliminated from the population. In other words, the neutral variants go to fixation by hitching a ride with the favorable allele. This hitchhiking model of selection was first proposed by Maynard Smith 40 years ago [52] . Today it is a central tool in population genetics [53] . The rise of a favorable allele is also called a selective sweep, as linked neutral variants are swept out of the population in the process.
A selective sweep leads to an increase in the length of the homozygous tract surrounding the favorable allele. This would be observable as an increase in the local match length. However, we have already seen that recombination can also lead to an increase in match length. To distinguish these two potential causes of match length variation, should be a rewarding topic for future research in alignment-free population genetics.
In phylogeny reconstruction, the d co distance is currently the state of the art. In population genetics, alignment-free work is just beginning. However, as recombination and selection affect the distribution of mutations along sequences, match-length methods should be suited for work in this field. This will be facilitated by the fact that suffix trees and their abstraction suffix arrays are rapidly becoming as ubiquitous as dynamical programming matrices were in classical bioinformatics.
Key Points
Phylogenetics is sped up by alignment-free distance computation. Alignment-free distances are computed from word counts or match lengths. Phylogenies are based on the number of mutations; in population genetics, the spatial distribution of mutations also matters. Word counts are best for computing the number of mutations. Match lengths are best for computing the distribution of mutations. 
