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ON THE WIDOM FACTORS FOR Lp EXTREMAL
POLYNOMIALS
GO¨KALP ALPAN AND MAXIM ZINCHENKO
Abstract. We continue our study of the Widom factors for Lp(µ) extremal
polynomials initiated in [4]. In this work we characterize sets for which the
lower bounds obtained in [4] are saturated, establish continuity of the Widom
factors with respect to the measure µ, and show that despite the lower bound
[W2,n(µK)]
2 ≥ 2S(µK) for the equilibrium measure µK on a compact set K ⊂ R
the general lower bound [Wp,n(µ)]
p ≥ S(µ) is optimal even for measures dµ =
wdµK with polynomial weights w on K ⊂ R. We also study pull-back measures
under polynomial pre-images introduced in [16, 23] and obtain invariance of the
Widom factors for such measures. Lastly, we study in detail the Widom factors for
orthogonal polynomials with respect to the equilibrium measure on a circular arc
and, in particular, find their limit, infimum, and supremum and show that they
are strictly monotone increasing with the degree and strictly monotone decreasing
with the length of the arc.
1. Introduction
Let K be a compact subset of C which contains infinitely many points and µ be a
finite (positive) Borel measure such that supp(µ) = K. For 0 < p ≤ ∞ and n ∈ N,
a monic polynomial Tn is called an Lp(µ) extremal polynomial if
‖Tn‖Lp(µ) = inf
Pn∈Πn
‖Pn‖Lp(µ) (1.1)
where Πn is the set of all monic polynomials of degree n, ‖Pn‖L∞(µ) = ‖Pn‖K :=
supz∈K |Pn(z)| and ‖Pn‖Lp(µ) =
(∫ |Pn(z)|pdµ(z))1/p, for 0 < p <∞. We set
tp,n(µ) := inf
Pn∈Πn
‖Pn‖Lp(µ). (1.2)
We remark that n-th Lp(µ) extremal polynomial is unique if p ∈ (1,∞] and not
necessarily unique if p ∈ (0, 1]. For p = 2 the extremal polynomials are orthogonal
polynomials and for p =∞ they are called Chebyshev polynomials.
We need several concepts from potential theory to discuss Widom factors and
refer the reader to [25,27] for potential theoretic preliminaries. Let Cap(K) denote
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the logarithmic capacity. If Cap(K) > 0 then we denote the equilibrium measure of
K by µK . In this case, gK denotes the Green function, that is,
gK(z) = − log Cap(K) +
∫
log |z − ζ | dµK(ζ), z ∈ C. (1.3)
The outer domain ΩK is the unbounded component of C\K. Throughout, regularity
of a set or a point means regularity with respect to the Dirichlet problem in ΩK .
When K is non-polar, Widom factors are defined by
Wp,n(µ) := tp,n(µ)/Cap(K)
n. (1.4)
For p = ∞, we use the notation W∞,n(K) because in this case this quantity does
not depend on the measure. For a fuller treatment of the results on Widom factors
we refer the reader to [1–6, 8–14, 17, 28, 31–35, 37].
Let dµ = w dµK + dµs be the Lebesgue decomposition of µ with respect to µK .
We introduce the exponential relative entropy of µ (relative to µK) by
S(µ) = SK(w) := exp
[∫
logw(z) dµK(z)
]
. (1.5)
It was recently proved that (first in [2] for p = 2 then for 0 < p <∞ in [4])[
Wp,n(µ)
]p ≥ S(µ), n ∈ N, 0 < p <∞. (1.6)
Although (1.6) is stated in [4] for unit measures, it is clear that
[
Wp,n(µ)
]p
/S(µ)
remains unchanged after normalizing the measure so (1.6) is valid for finite measures.
It was also shown in [4] that for any 0 < p <∞ and n ∈ N,
inf
µ
[
Wp,n(µ)
]p
/S(µ) = 1, (1.7)
where the infimum is taken over probability measures on [−2, 2].
Nonetheless, the improved lower bound[
W2,n(µ)
]2 ≥ 2S(µ), n ∈ N, (1.8)
holds in the following cases (see Sections 3-5 in [4]): µ is the equilibrium measure
of a non-polar compact subset of R, µ is in the isospectral torus of a finite gap set,
and µ is given by the Jacobi weight for a certain range of parameters.
A natural question that arises is what features of the weight w are responsible
for the doubling of the lower bound for [W2,n(wµK)]
2. We prove that when K is
a non-polar compact subset of R, (1.7) holds if the infimum is taken over all finite
measures of the form µ = wµK where w is a polynomial weight positive on K. In
particular, this shows that analyticity of the weight is not one of the features which
leads to the improved lower bound (1.8).
In the case of Chebyshev polynomials (i.e., p = ∞) the analogous lower bounds
for the Widom factors of a non-polar compact set K are well known. When K ⊂ C
(see [25, Theorem 5.5.4]),
W∞,n(K) ≥ 1, n ∈ N, (1.9)
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and when K ⊂ R (see [28]),
W∞,n(K) ≥ 2, n ∈ N. (1.10)
In Theorem 1.2 and Theorem 1.1 in [12], for a fixed n, complete characterizations
of the sets K for which equality is attained in (1.9) and (1.10), respectively, were
given.
Note that for the equilibrium measure µK of a non-polar set K we have S(µK) = 1
by (1.5) and hence [
Wp,n(µK)
]p ≥ 1, n ∈ N, 0 < p <∞, (1.11)
for non-polar compact K ⊂ C by (1.6) and[
W2,n(µK)
]2 ≥ 2, n ∈ N, (1.12)
for non-polar compact K ⊂ R by (1.8).
For a fixed n, we describe the sets K for which equality is attained in (1.11) and
(1.12), respectively, provided that the set is regular. It turns out that [W2,n(µK)]
2
and W∞,n(K) realize their respective theoretical lower bounds simultaneously.
Similarities between the asymptotics and bounds for [W2,n(µK)]
2 and W∞,n(K)
go well beyond this. See [2, Corollary 1.5] for a recent result on boundedness from
above. When K is a C2+ smooth Jordan curve, W∞,n(K) → 1 (Section 8, [37]). It
follows from (1.11) and the fact that W2,n(µK) ≤ W∞,n(K) (since the Lp-norm with
respect to a probability measure is non-decreasing in p) we also have W2,n(µK)→ 1
in this case.
When K is a circular arc we evaluate limn→∞[W2,n(µK)]2 in (5.3). Comparing
with the asymptotics of the Chebyshev polynomials on the circular arc K [14, Corol-
lary 2.6] then shows that limn→∞[W2,n(µK)]2 = limn→∞W∞,n(K).
Considering the above results, we raise the question on whether [W2,n(µK)]
2 and
W∞,n(K) have the same limit when K is a smooth (say C2+) Jordan arc. Note that
a limit exists for [W2,n(µK)]
2 by [37, Theorem 12.3.] but it is unclear whether there
should be a limit for W∞,n(K).
Given a finite Borel measure µ0 with compact support in C, using a polynomial
transformation it is possible to construct a new measure µ on the polynomial pre-
image of supp(µ0) such that the extremal polynomials for µ and µ0 have many
properties in common, see [16], [23]. We show invariance of relative entropy and
Widom factors under a polynomial transformation. The novelty in our approach is
to consider Lebesgue decomposition with respect to the equilibrium measure. We
discuss Widom factors for reflectionless measures (see Section 3 for the definition).
We also derive Lp(µ) extremal polynomials for 1 ≤ p < ∞ on the pre-image of the
polynomial T (z) = zN when supp(µ0) ⊂ ∂D.
The plan of the paper is as follows. In Section 2, we show the convergence
Wp,n(µj) → Wp,n(µ) as j → ∞ if Cap(supp(µj)) → Cap(supp(µ)) and µj → µ in
the weak star sense. Then we prove (1.7) for polynomial weights. In Section 3,
we derive several formulas for the extremal polynomials on polynomial pre-images.
In Section 4, we investigate precisely when the equality holds in (1.11) and (1.12).
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In Section 5, we give explicit formulas for infn[W2,n(µK)]
2, supn[W2,n(µK)]
2 and
limn→∞[W2,n(µK)]2 when K is a circular arc and show that the Widom factors
W2,n(µK) are strictly increasing with respect to n. In addition, for each n fixed, we
establish strict monotonicity of W2,n(µK) and αn(µK) (n-th Verblunsky coefficient)
with respect to the length of circular arc.
2. Widom factors
In this section we prove continuity of the Widom factors Wp,n(µ) with respect
to the measure µ and as an application strengthen (1.7) by showing that the lower
bound (1.6) is sharp even for measures dµ = wdµK on an arbitrary non-polar set
K ⊂ R with analytic, in fact, polynomial weight w.
Theorem 2.1. Let µ, µj, j ∈ N, be finite Borel measures supported on a common
bounded subset of C and such that µj → µ in the weak star sense. Then for any
p ∈ (0,∞) and n ∈ N,
lim
j→∞
tp,n(µj) = tp,n(µ). (2.1)
In addition, if Cap(supp(µj))→ Cap(supp(µ)), in particular, if supp(µ) = supp(µj)
for all j, then
lim
j→∞
Wp,n(µj) =Wp,n(µ). (2.2)
Proof. Let D ⊂ C be a closed disc that supports all the measures. Then the weak
star convergence µj → µ means
∫
fdµj →
∫
fdµ for any continuous function f on
D. By a compactness argument we also have
∫
fdµj →
∫
fdµ uniformly in f on
any compact set in the space of continuous functions on D. Since the subspace of
polynomials of degree at most n is finite dimensional, any closed bounded set in this
subspace is compact and any continuous image of such a set is also compact. Thus,
the set S = {|Q|p : Q ∈ Πn, ‖Q‖D ≤M} is compact and hence∫
fdµj →
∫
fdµ uniformly in f ∈ S. (2.3)
Now let T, Tj ∈ Πn be extremal polynomials in Lp(µ) and Lp(µj) respectively,
that is, tp,n(µ) = ‖T‖Lp(µ) and tp,n(µj) = ‖Tj‖Lp(µj). Since the zeros of each Tj lie on
D, the coefficients of Tj ’s are uniformly bounded in j and hence there is a number
M such that ‖Tj‖D ≤ M for all j. Thus, by the uniform convergence (2.3), we have∫ |Tj|pdµj → ∫ |T |pdµ and hence (2.1) holds. Finally, (2.2) follows from (2.1) and
(1.4). 
Theorem 2.2. For any non-polar compact set K ⊂ R and any p ∈ (0,∞), n ∈ N,
inf
µ
[
Wp,n(µ)
]p
/S(µ) = 1, (2.4)
where the infimum is taken over measures µ with polynomial densities with respect
to the equilibrium measure µK, that is, dµ(z) = w(z)dµK(z) with a polynomial w(z)
positive on K.
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Proof. By shifting K we may assume that 0 ∈ K and that it is a regular point,
that is, gK(z) → 0 as z → 0. Consider dµε(z) = wε(z)dµK(z) with the weight
wε(z) = (z
2 + ε2)−np/2. Then, using xn as a trial polynomial, we obtain
[
tp,n(µε)
]p ≤ ∫ |xn|pwε(x)dµK(x) =
∫ ∣∣∣∣ x2x2 + ε2
∣∣∣∣
np/2
dµK ≤ 1. (2.5)
Using (1.3) and the fact that 0 ∈ K is a regular point, we also get
S(µε) = exp
(
−np
2
∫
log
(|z + iε||z − iε|)dµK(z)
)
= exp
(
−np
2
(
gK(iε) + gK(−iε)
))
Cap(K)−np → Cap(K)−np (2.6)
as ε→ 0. Thus,
lim sup
ε→0
[
Wp,n(µε)
]p
/S(µε) ≤ 1. (2.7)
Next, for a fixed ε ∈ (0, 1) we approximate wε by polynomials wj in the uniform
norm on K. Since wε ≥ c > 0 on K we may assume wj > 0 on K for each j and∥∥∥1− wj
wε
∥∥∥
K
≤ 1
c
‖wε − wj‖K → 0 as j →∞. (2.8)
Let dµj = wjdµK , then µj → µε in the weak star sense and hence, by Theorem 2.1,
lim
j→∞
Wp,n(µj) = Wp,n(µε) (2.9)
and, by the uniform convergence (2.8),
S(µj)/S(µε) = exp
[∫
log
wj(x)
wε(x)
dµK
]
→ 1 as j →∞. (2.10)
Thus,
lim
j→∞
[
Wp,n(µj)
]p
/S(µj) =
[
Wp,n(µε)
]p
/S(µε). (2.11)
The theorem now follows from (1.6), (2.7) and (2.11). 
3. Inverse polynomial images
Throughout this section let T (z) = τzN + . . . , τ 6= 0, be a polynomial of degree
N ≥ 1 and µ0 be a finite Borel measure with compact support K0 in C. We will
consider the polynomial pre-image set
K := T −1(K0) (3.1)
and a measure µ on K defined via a certain pull-back procedure from µ0. For this,
let {T −1j }Nj=1 be a complete set of inverse branches of T and R(z) = τzN−1+ . . . be
a polynomial of degree N − 1 with the same leading coefficient as T and such that
0 < R(z)/T ′(z) <∞, z ∈ K, (3.2)
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after possibly canceling the common zeros of R and T ′. For example, R = T ′/N
satisfies these conditions. Then (see (1.9) in [23]) there exists a finite positive Borel
measure µ with supp(µ) = K such that∫
f(z) dµ(z) =
N∑
j=1
∫
f(T −1j (z))
R(T −1j (z))
T ′(T −1j (z))
dµ0(z), f ∈ C(K). (3.3)
In fact, given T , R, and µ0 (3.3) uniquely determines µ and we define the linear
map UT ,R(µ0) := µ. The identity (3.3) extends to all f ∈ L1(µ). If R satisfies the
above assumptions for a set K0 then it automatically satisfies them for any subsets
K1 ⊂ K0 since T −1(K1) ⊂ T −1(K0). Thus, in fact, the transformation UT ,R is
well defined for all measures supported on K0. When R = T ′/N we will use the
simplified notation UT := UT ,R. By Lemma 4 in [23], the transformation UT maps
the equilibrium measure on K0 into the equilibrium measure on K,
UT (µK0) = µK . (3.4)
Lemma 3.1. Under the above assumptions on T and R we have for all z ∈ K0,
N∑
j=1
R(T −1j (z))
T ′(T −1j (z))
= 1. (3.5)
Hence, the transformation µ = UT ,R(µ0) preserves the total mass of µ0, that is,
µ(K) = µ0(K0).
Proof. Fix z ∈ K0 and consider the partial fraction decomposition
R(y)
T (y)− z =
N∑
j=1
A(T −1j (z))
y − T −1j (z)
, y ∈ C\K, (3.6)
where A = R/T ′ which by assumption has no poles on K. Then letting y →∞ and
comparing the 1/y terms yields (3.5). Taking f ≡ 1 in (3.3) and using (3.5) implies
µ(K) = µ0(K0). 
Theorem 3.2. Let dµ0 = w dµK0 + dµ0,s be the Lebesgue decomposition of µ0 with
respect to µK0, that is, w is the Radon–Nikodym derivative of µ0 with respect to µK0
and µ0,s is the singular part of µ0 with respect to µK0. Then:
(i) µ = UT ,R(µ0) has the following Lebesgue decomposition with respect to µK,
dµ =
NR
T ′ w ◦ T dµK + dµs (3.7)
where µs is the singular part of µ with respect to µK . In addition, UT ,R maps
absolutely continuous, singular continuous, pure point parts of µ0 to absolutely
continuous, singular continuous, pure point parts of µ respectively. In particu-
lar,
UT (µ0) = w ◦ T dµK + dµs. (3.8)
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(ii) If µ = UT ,R(µ0) then S(µ) = SK(NR/T ′)S(µ0). In particular, if µ = UT (µ0)
then S(µ) = S(µ0).
Proof. (i) First, we assume that µ0,s = 0, that is, dµ0 = wdµK0.
Since UT (µK0) = µK , for any g ∈ C(K),∫
g(z)
R(z)
T ′(z)w(T (z)) dµK(z) =
∫
1
N
N∑
j=1
(
g(T −1j (z))
R(T −1j (z))
T ′(T −1j (z))
)
w(z) dµK0(z).
(3.9)
is satisfied in view of (3.3) and (3.4). This implies that for the measure dν(z) =
NR(z)
T ′(z) w(T (z)) dµK(z) and g ∈ L1(ν),∫
g(z) dν(z) =
∫ N∑
j=1
(
g(T −1j (z))
R(T −1j (z))
T ′(T −1j (z))
)
w(z) dµK0(z). (3.10)
Thus, dµ(z) = NR(z)T ′(z) w(T )dµK(z).
Now, we assume that µ0,s 6= 0. Clearly UT ,R(dµ0) = UT ,R(wdµK0) + UT ,R(dµs,0).
Let ν1 := UT ,R(dµs,0) and dν1 = hdµK + dν1,s. Let A be a Borel subset of K0 such
that µK0(A) = 1 and µs,0(A) = 0. Then ν1(T −1(A)) = 0. This implies that h = 0
µK-a.e since
0 =
∫
1T −1(A) dν1 ≥
∫
1T −1(A) h dµK =
∫
1
N
N∑
j=1
h(T −1j (z)) dµK0(z) =
∫
h dµK .
(3.11)
Hence, this proves (3.7). In particular (3.7) implies that UT ,R maps absolutely con-
tinuous and singular parts of µ0 to absolutely continuous and singular parts of µ
respectively. It follows from (3.3) that UT ,R maps singular continuous and pure
point parts of µ0 to singular continuous, and pure point parts of µ respectively.
(ii) Let ε > 0. Since log(w(T ) + ε) ∈ L1(µK), it follows from (3.3), (3.4) that∫
log(w(T (z)) + ε) dµK(z) =
∫
log(w(z) + ε) dµK0(z). (3.12)
Letting ε ↓ 0 and using a simple argument involving the monotone convergence
theorem we get ∫
log(w(T (z))) dµK(z) =
∫
log(w(z)) dµK0(z). (3.13)
Thus by (3.7) and (3.13) we get S(µ) = SK(NR/T ′)S(µ0). In particular, when
µ = UT (µ0) we have S(µ) = S(µ0). 
In the following we will assume thatK0 and hence alsoK = T −1(K0) have positive
capacity. The next result shows that the Widom factors are invariant under the
transformation UT ,R.
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Theorem 3.3. Let T (z) = τzN + . . . be a degree N ≥ 1 polynomial, p ∈ [1,∞),
µ0 be a finite Borel measure, and {Tn}∞n=1 be monic extremal polynomials in Lp(µ0)
with deg(Tn) = n. Then
SnN(z) = τ
−n Tn(T (z)), n ∈ N, (3.14)
are monic extremal polynomials in Lp(µ) for µ = UT ,R(µ0) and the corresponding
Widom factors satisfy
Wp,nN(µ) =Wp,n(µ0), n ∈ N. (3.15)
Proof. The identity (3.14) follows from [23, Theorem 3]. Then, by (3.3) and (3.5),
‖SnN‖pLp(µ) = |τ |−np
∫
|Tn(T (z))|p dµ(z)
= |τ |−np
N∑
j=1
∫ R(T −1j (z))
T ′(T −1j (z))
|Tn(z)|p dµ0(z)
= |τ |−np
∫
|Tn(z)|p dµ0(z) = |τ |−np ‖Tn‖pLp(µ0). (3.16)
Let K0 = supp(µ0), then K = T −1(K0) = supp(µ) and, by [25, Theorem5.2.5], we
have Cap(K)N = Cap(K0)/|τ |. Therefore,
Wp,nN(µ) =
‖SnN‖Lp(µ)
Cap(K)nN
=
‖Tn‖Lp(µ0)/|τ |n
(Cap(K0)/|τ |)n = Wp,n(µ0). (3.17)

Next, we apply the above theorem to reflectionless measures on finite gap sets. A
set K ⊂ R is called finite gap if K = ⋃ℓ+1k=1[ak, bk] with a1 < b1 < a2 < · · · < bℓ+1.
The class of reflectionless measures on K consists of absolutely continuous measures
µ of the form
dµ(x) =
1K(x)
π|(x− a1)(x− bℓ)|1/2
ℓ∏
k=1
|x− dk|
|(x− bk)(x− ak+1)|1/2 dx =
ℓ∏
k=1
∣∣∣∣x− dkx− ck
∣∣∣∣ dµK(x),
(3.18)
where dk ∈ [bk, ak+1], k = 1, . . . , ℓ, are arbitrary points in gaps and {ck}ℓk=1 are the
critical points of the Green function gK on R\K. The equilibrium measure µK is
a representative of this class corresponding to the choice dk = ck, k = 1, . . . , ℓ. If
K ⊂ R is a polynomial pre-image K = T −1([−1, 1]) then the critical points {ck}ℓk=1
are the zeros of T ′ outside of K.
The following result provides a partial resolution to the open problems 1 and 2 in
[4], namely it establishes strengthened versions of the conjectured inequalities for a
subsequence of Widom factors.
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Corollary 3.4. Let K ⊂ R be a polynomial pre-image K = T −1([−1, 1]) for some
polynomial T of degree N . Then for each reflectionless measure µ on K and, in
particular, the equilibrium measure of K,
[
Wp,nN(µ)
]p
=
2p√
π
Γ(p+1
2
)
Γ(p
2
+ 1)
, n ∈ N, p ≥ 1. (3.19)
Proof. First suppose that µ is a reflectionless measure (3.18) with dk ∈ (bk, ak+1) for
all k = 1, . . . , ℓ and define the polynomial
R(x) = 1
N
T ′(x)
ℓ∏
k=1
x− dk
x− ck . (3.20)
Then (3.2) holds and R satisfies the assumptions stated at the beginning of this
section. Let µ0 be the equilibrium measure ofK0 = [−1, 1], that is, dµ0(x) = 1K0 dxπ√1−x2 .
Then, by (3.7), we have µ = UT ,R(µ0).
By (6.1) in [4], [Wp,n(µ0)]
p =RHS of (3.19) for all n ∈ N. Then (3.19) for the
reflectionless measure µ = UT ,R(µ0) follows from (3.15).
Finally, to get (3.19) for a general reflectionless measure µ (i.e., with some dk’s at
the gap edges) we approximate µ by the special reflectionless measures considered
above (i.e., with all dk’s lying inside the gaps) and apply Theorem 2.1. 
In the next result we show that in the special case of µ0 supported on the unit
circle, T (z) = zN , and µ = UT (µ0) the entire sequence of extremal polynomials in
Lp(µ) and the corresponding Widom factors can be obtained.
As a preliminary we recall a characterization for extremal polynomials. Let µ be
a finite Borel measure with compact support in C and p ∈ [1,∞). Then (see e.g.,
p. 51 in [7]) a monic polynomial Sn of degree n is an extremal polynomial for Lp(µ)
if and only if ∫
zk|Sn(z)|p−2 Sn(z) dµ(z) = 0, k = 0, 1, . . . , n− 1. (3.21)
Theorem 3.5. Let T (z) = zN with N ≥ 2, p ∈ [1,∞), µ0 be a finite Borel measure
supported on the unit circle, and {Tn}∞n=0 be monic extremal polynomials in Lp(µ0)
with deg(Tn) = n. Then
Sℓ+nN(z) = z
ℓ Tn(z
N ), ℓ ∈ {0, . . . , N − 1}, n ∈ N0, (3.22)
are monic extremal polynomials in Lp(µ) for µ = UT (µ0) and the corresponding
Widom factors satisfy
Wp,ℓ+nN(µ) = Cap(K)
−ℓWp,n(µ0), ℓ ∈ {0, . . . , N − 1}, n ∈ N0. (3.23)
Proof. It suffices to verify (3.21) for the polynomials in (3.22). The case S0 ≡ 1 is
trivial. Assume ℓ+ nN ≥ 1, fix k ∈ {0, . . . , ℓ+ nN − 1}, and let ℓ˜ ∈ {0, . . . , N − 1}
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and n˜ ∈ N0 be such that k = ℓ˜+ n˜N . Since µ0 is supported on ∂D so is µ by (3.1).
Then, by (3.22) and (3.3), we have∫
zk |Sℓ+nN(z)|p−2 Sℓ+nN(z) dµ(z) =
∫
zk−ℓ |Tn(zN )|p−2 Tn(zN ) dµ(z)
=
∫
zℓ˜−ℓ
(
zN
)n˜ |Tn(zN )|p−2 Tn(zN ) dµ(z)
=
∫
1
N
N∑
j=1
(T −1j (z))ℓ˜−ℓ zn˜ |Tn(z)|p−2 Tn(z) dµ0(z). (3.24)
For each fixed z ∈ ∂D, the N pre-images T −1j (z) are some equispaced points on the
unit circle, say eiθe2πij/N , j = 1, . . . , N . Then if ℓ˜ 6= ℓ, we have 0 < |ℓ˜− ℓ| ≤ N − 1
hence e2πi(ℓ˜−ℓ)/N 6= 1 and we obtain
N∑
j=1
(T −1j (z))ℓ˜−ℓ = eiθ(ℓ˜−ℓ)
N∑
j=1
(
e2πi(ℓ˜−ℓ)/N
)j
= 0. (3.25)
Thus, if ℓ˜ 6= ℓ, the RHS of (3.24) is zero. If ℓ˜ = ℓ the RHS of (3.24) becomes∫
zn˜ |Tn(z)|p−2 Tn(z) dµ0(z) (3.26)
and since k = ℓ˜ + n˜N ≤ ℓ + nN − 1 we have n˜ ≤ n − 1. Then the expression in
(3.26) is zero by (3.21) since by assumption Tn is an extremal polynomial in Lp(µ0).
Thus, the RHS of (3.24) is zero in either case and hence Sℓ+nN(z) satisfies (3.21)
for all k ∈ {0, . . . , ℓ+ nN − 1} and so is an extremal polynomial in Lp(µ).
The identity (3.23) for ℓ = 0 is a special case of (3.15) and for ℓ > 0 it follows
from ‖Sℓ+nN‖Lp(µ) = ‖SnN‖Lp(µ) which is a consequence of (3.22). 
4. Extremal sets
In this section we investigate for which sets the lower bounds (1.11) and (1.12)
become saturated.
For a compact set K ⊂ C, the boundary ∂ΩK is called the outer boundary
of K and will be denoted by O∂(K). It is known [25, Theorem 3.7.6] that the
equilibrium measure µK for a set K is supported on the outer boundary of K, that
is, supp(µK) ⊂ O∂(K). In the next lemma we show that for regular sets K the
support of the equilibrium measure µK is equal to the outer boundary of K.
Lemma 4.1. If K ⊂ C is a compact regular set then supp(µK) = O∂(K).
Proof. By the regularity assumption the Green function gK = 0 on ∂ΩK . Suppose
by contradiction that there exists z0 ∈ ∂ΩK\supp(µK). Then gK(z0) = 0. Since
gK ≥ 0 and gK is harmonic on C\supp(µK) it follows from the minimum principle
for harmonic functions that gK is identically zero on the component of C\supp(µK)
containing z0 and, in particular, on ΩK , which is a contradiction. Thus, supp(µK) =
∂ΩK = O∂(K). 
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Now we can characterize the sets K for which the lower bound Wp,n(µK) ≥ 1 is
saturated in terms of the outer boundary of K.
Theorem 4.2. Let K ⊂ C be a compact regular set and µK be the equilibrium
measure on K. Then Wp,n(µK) = 1 for some p ∈ (0,∞) and n ∈ N if and only if
O∂(K) = Q−1n (∂D) for some polynomial Qn of degree n. In addition, in this case
Wp,kn(µK) = 1 for all p ∈ (0,∞) and k ∈ N.
Proof. Suppose the outer boundary ofK is a polynomial pre-image of the unit circle,
that is, O∂(K) = {z ∈ C : |Qn(z)| = 1} for some polynomial Qn(z) = czn + . . . ,
c 6= 0. In this case, Cap(K)n = Cap(O∂(K))n = 1/|c|. Now consider a trial monic
polynomial Pn = c
−1Qn. Since µK is supported on O∂(K) and |Qn| = 1 on O∂(K)
we have
‖P kn‖Lp(µK) = |c|−k‖Qkn‖Lp(µK) = |c|−k = Cap(K)nk. (4.1)
Thus, Wp,kn(µK) ≤ 1 hence, by (1.11), Wp,kn(µK) = 1 for all p ∈ (0,∞) and k ∈ N.
Conversely, suppose Wp,n(µK) = 1 for some p ∈ (0,∞) and n ∈ N. Let Pn be a
monic extremal polynomial of degree n in Lp(µK), that is, ‖Pn‖Lp(µK) = Cap(K)n.
By Jensen’s inequality and Frostman’s theorem, we have
‖Pn‖pLp(µK) = exp
[
log
(∫
|Pn|p dµK
)]
≥ exp
[∫
log |Pn|p dµK
]
≥ Cap(K)np,
(4.2)
hence the condition ‖Pn‖Lp(µK) = Cap(K)n implies equality in Jensen’s inequality,
log
∫
|Pn(z)|pdµK(z) =
∫
log |Pn(z)|pdµK(z) (4.3)
which holds if and only if |Pn(z)| is constant µK-a.e. By Lemma 4.1, supp(µK) =
O∂(K) and hence |Pn(z)| = Cap(K)n for all z ∈ O∂(K). Thus, by the maximum
principle,
‖Pn‖K = Cap(K)n, (4.4)
and hence, by [12, Theorem 1.2], there exists a polynomial Qn of degree n such that
O∂(K) = Q−1n (∂D). 
Theorem 4.2 combined with [12, Theorem 1.2] implies the following result:
Corollary 4.3. Let K be a regular compact subset of C, n ∈ N, and p ∈ (0,∞).
Then W∞,n(K) = 1 if and only if Wp,n(µK) = 1. If equalities hold then n-th monic
extremal polynomial in Lp(µK) is the n-th monic Chebyshev polynomial on K.
Next, we characterize the sets K ⊂ R for which the lower bound W2,n(µK) ≥
√
2
is saturated.
Theorem 4.4. Let K ⊂ R be a regular compact set. Then W2,n(µK) =
√
2 if and
only if K = Q−1n
(
[−1, 1]) for some polynomial Qn of degree n.
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Proof. If K = Q−1n
(
[−1, 1]) ⊂ R, then W2,n(µK) = √2 by Corollary 3.4.
Next, suppose K ⊂ R is a regular compact set such that W2,n(µK) =
√
2. Let
x : D → C\K be the universal covering map of C\K normalized by x(0) = ∞ and
limz→0 zx(z) > 0. Then x is a meromorphic function of bounded characteristic (see
Theorem 1, Section 5.1, Chapter 7 in [22]) and it has non-tangential boundary values
a.e. on ∂D (see Theorem 2, Section 5.4, Chapter 7 in [22] or [36, Theorem V.9]) and
x(eiθ) ∈ K a.e. (see Section 5.5, Chapter 7 in [22]), hence x↾∂D ∈ L∞(dθ). This
implies (see Section 2.4 in [15]) that∫
fdµK =
∫
f(x(eiθ))
dθ
2π
, f ∈ L1(µK). (4.5)
Let Γ be the Fuchsian group of Mobius transformations (see Section 9.5 in [30])
on D so that x(z) = x(w) if and only if there is a γ ∈ Γ with z = γ(w). Define the
Blaschke product B by
B(z) =
∏
γ∈Γ
|γ(0)|
γ(0)
γ(z), z ∈ D. (4.6)
It is known (see e.g. [20, Theorem 16.11] or [24]) that B(z) is an analytic function
with |B(eiθ)| = 1 a.e. on ∂D, simple zeros at x−1(∞), and
|B(z)| = e−gK(x(z)). (4.7)
Then, in particular, we have (cf. (9.7.35) and (9.7.37) in [30])
lim
z→0
x(z)B(z) = Cap(K). (4.8)
Let Pn be the n-th monic orthogonal polynomial for µK . Since K ⊂ R, the
polynomial Pn is real. The function B(z)
nPn(x(z)) has only removable singularities
and therefore it can be identified with a bounded analytic function on D such that
limz→0B(z)nPn(x(z)) = Cap(K)n. Since Pn(x(eiθ)) ∈ R for a.e. θ we have, as in
the proof of [4, Theorem 3.1],
2C(K)n =
∫ 2π
0
Pn(x(e
iθ))
(
B(eiθ)n +B(eiθ)n
) dθ
2π
. (4.9)
Then, by Cauchy–Schwarz inequality,
2C(K)n ≤
[∫ 2π
0
Pn(x(e
iθ))2
dθ
2π
] 1
2
[∫ 2π
0
(
B(eiθ)n +B(eiθ)n
)2 dθ
2π
] 1
2
(4.10)
= ‖Pn‖L2(µK)
[∫ 2π
0
2 + 2Re
(
B(eiθ)2n
) dθ
2π
] 1
2
(4.11)
= ‖Pn‖L2(µK)
[
2 + 2Re
(
B(0)2n
)] 1
2
=
√
2 ‖Pn‖L2(µK ), (4.12)
hence ‖Pn‖L2(µK ) ≥
√
2Cap(K)n. Since, by assumption, ‖Pn‖2 =
√
2Cap(K)n we
have equality in the Cauchy–Schwarz inequality (4.10) which occurs only when the
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two functions are proportional hence for some constant c and a.e. θ,
|Pn(x(eiθ))|2 = c
(
B(eiθ)n +B(eiθ)n
)2
= c
(
B(eiθ)n +B(eiθ)−n
)2
. (4.13)
Let F (z) := Pn(x(z))/
(
B(z)n + B(z)−n
)
= Pn(x(z))B(z)
n/(B(z)2n + 1) and note
that the only singularities of F on D are removable. Since Pn(x(e
iθ)) ∈ R for a.e. θ
it follows from (4.13) that F (eiθ)2 = c for a.e. θ and hence F 2 is identically constant
on D. By (4.8), limz→0 F (z) = Cap(K)n hence F ≡ Cap(K)n and so
Pn(x(z)) = Cap(K)
n
(
B(z)n +B(z)−n
)
, z ∈ D. (4.14)
Hence, we have, by (4.7), (4.14) that
|Pn(z)| ≤ Cap(K)n
(
e−ngK(z) + engK(z)
)
, z ∈ C\K. (4.15)
Since K is regular (4.15) implies ‖Pn‖K ≤ 2Cap(K)n which combined with (1.10)
yields
‖Pn‖K = 2Cap(K)n. (4.16)
Then, by [12, Theorem 1.1] or [32, Theorem 1], there exists a polynomial Qn of
degree n such that K = Q−1n
(
[−1, 1]). 
Theorem 4.4 and [12, Theorem 1.1] lead to the following corollary:
Corollary 4.5. Let K ⊂ R be a regular compact set and n ∈ N. Then W∞,n(K) = 2
if and only if [W2,n(µK)]
2 = 2. If equalities hold then the n-th monic extremal
polynomials in L∞(K) and L2(µK) are the same.
5. Widom factors for the equilibrium measure on a circular arc
Let µ be a unit Borel measure such that supp(µ) ⊂ ∂D and supp(µ) contains
infinitely many points. Then for each n ∈ N0, the n-th Verblunsky coefficient αn
(or αn(µ)) is defined by (see [29, Eq. (1.5.20)]) αn = −Φn+1(0) where Φn+1 is the
monic orthogonal polynomial for µ of degree n+ 1.
In this section we consider orthogonal polynomials on the circular arc
Kγ =
{
eiθ : θ ∈ [π − γ, π + γ]}, 0 < γ < π. (5.1)
In the case of the uniform measure dµγ = 1Kγ(e
iθ) dθ
2γ
on Kγ, the orthogonal poly-
nomials have been investigated in [19] in connection with the Gru¨nbaum–Delsarte–
Janssen–Vries problem. One of the main results of [19], stated in terms of the Widom
factors, asserts that the sequence {W2,n(µγ)}∞n=1 is strictly monotone increasing. In
addition, it is shown in [19] that the Verblunsky coefficients are negative and their
absolute values are decreasing with γ. Below we extend these results to the equilib-
rium measure on Kγ .
Recall that (e.g., [29, Eq. (9.7.13)] or [21, Section 3]) the equilibrium measure µKγ
is given by dµKγ(e
iθ) = 1Kγ(e
iθ)w(θ) dθ
2π
where
w(θ) =
sin(θ/2)√
cos2((π − γ)/2)− cos2(θ/2) =
sin(θ/2)√
sin2(γ/2)− cos2(θ/2)
. (5.2)
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Theorem 5.1. Let 0 < γ < π and 0 < γ1 < γ2 < π.
(i) The sequence
{
W2,n(µKγ )
}∞
n=1
is strictly monotone increasing with n,
lim
n→∞
[
W2,n(µKγ)
]2
= 1 + cos(γ/2), (5.3)
and
inf
n∈N
[
W2,n(µKγ)
]2
= 1 + cos2(γ/2), sup
n∈N
[
W2,n(µKγ)
]2
= 1 + cos(γ/2). (5.4)
(ii) The Verblunsky coefficients αn(µKγ) are negative and their absolute values are
strictly monotone decreasing with γ,
|αn(µKγ1 )| > |αn(µKγ2 )|, n ∈ N0. (5.5)
(iii) The Widom factors W2,n(µKγ) are strictly monotone decreasing with γ,
W2,n(µKγ1 ) > W2,n(µKγ2 ), n ∈ N. (5.6)
Proof. (i) It is a result of Widom [37, Theorem 12.3 and 6.2] that the sequence
W2,n(µKγ) has a limit and
lim
n→∞
[
W2,n(µKγ)
]2
= 2πR(∞)Cap(Kγ), (5.7)
where R(z) is the unique non-vanishing analytic function on C\Kγ with R(∞) > 0
and boundary values satisfying |R(eiθ)| = 1
2π
w(θ) on Kγ . Consider the function
F (z) =
z − 1√
(z + 1)2 − 4 sin2(γ/2)z
(5.8)
with the branch of the square root chosen such that F (∞) = 1. Then
∣∣F (eiθ)∣∣ =
∣∣∣∣∣ e
iθ/2 − e−iθ/2√
(eiθ/2 + e−iθ/2)2 − 4 sin2(γ/2)
∣∣∣∣∣ = w(θ) (5.9)
and F is analytic on C\Kγ with a single simple zero at z = 1. To remove this zero,
consider the function
B(z) =
cos(γ/2)
sin(γ/2)


√(
z + 1
z − 1
)2
+
(
sin(γ/2)
cos(γ/2)
)2
− z + 1
z − 1

 (5.10)
with the branch of the square root chosen such that B has a zero at z = 1. Then
B(z) has no other zeros, is analytic on C\Kγ, satisfies |B| = 1 on Kγ , and
B(∞) = 1− cos(γ/2)
sin(γ/2)
=
sin(γ/2)
1 + cos(γ/2)
. (5.11)
It follows that R(z) = 1
2π
F (z)/B(z) and hence
R(∞) = 1
2π
1 + cos(γ/2)
sin(γ/2)
. (5.12)
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In addition, by [25, Table 5.1],
Cap(Kγ) = sin(γ/2). (5.13)
Thus, (5.3) follows from (5.7), (5.12), and (5.13).
Next, we show that the sequence {W2,n(µKγ)}∞n=1 is strictly monotone increasing.
We start by expressing the Widom factors in terms of the Verblunsky coefficients
{αk}∞k=0 of the measure of orthogonality µKγ ,
W2,n(µKγ) = Cap(Kγ)
−n
n−1∏
j=0
√
1− |αj|2. (5.14)
Since, by (5.7), W2,n+1(µKγ)/W2,n(µKγ)→ 1 it follows from (5.14) and (5.13) that
lim
n→∞
|αn| = cos(γ/2). (5.15)
In addition, by (5.14), W2,n+1(µKγ) > W2,n(µKγ) is equivalent to
|αn| < cos(γ/2). (5.16)
To show this inequality we will use the Szego˝ mapping and the inverse Geronimus
relations [29, Section 13.1]. Let µ = Sz(µKγ ), that is, dµ(x) = f(x)dx, where f(x)
satisfies w(θ) = π
√
4− x2f(x) with x = 2 cos θ. Using cos2(θ/2) = 1
4
(2 + x) and
sin2(θ/2) = 1
4
(2− x) we get from (5.2) that
w(θ) =
√
2− x√−2 cos(γ)− x =
√
4− x2√
(−2 cos(γ)− x)(2 + x) . (5.17)
Setting c := −2 cos(γ) and Lγ := [−2, c] then yields
dµ(x) =
1
π
1Lγ (x)√
(c− x)(2 + x) dx (5.18)
hence µ = µLγ , the equilibrium measure of the interval Lγ . The monic orthogonal
polynomials Pn in L2(µLγ) are just the classical Chebyshev polynomials of the first
kind, Tn
(
1
2
(z + z−1)
)
= 1
2
(zn + z−n), appropriately shifted and rescaled,
Pn(x) = 2a
n Tn
(
x− b
2a
)
, n ∈ N, (5.19)
where a = (c+ 2)/4 = sin2(γ/2) and b = (c− 2)/2. For convenience of notation we
set P0(x) := 2 which is compatible with (5.19) for n = 0 since T0(x) ≡ 1. Then, by
the inverse Geronimus relations [29, Theorem 13.1.10],
α2k = −uk − vk
uk + vk
, α2k+1 = 1− 12(uk+1 + vk+1), k ∈ N0, (5.20)
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where
uk =
Pk+1(2)
Pk(2)
= a
Tk+1((6− c)/(2 + c))
Tk((6− c)/(2 + c)) > 0, (5.21)
vk = −Pk+1(−2)
Pk(−2) = −a
Tk+1(−1)
Tk(−1) = a > 0, k ∈ N0. (5.22)
Note that particular choice of P0 affects only u0 and v0 but does not affect the value
of α0 in (5.20). Introduce a new variable
s :=
6− c
2 + c
=
2
sin2(γ/2)
− 1. (5.23)
Since s > 1 we obtain from
Tk(s) =
1
2
[(
s +
√
s2 − 1 )k + (s−√s2 − 1 )k] (5.24)
that the uk’s strictly increase as k increases and u0 = 2−a. Then since 0 < a < 1 it
follows from (5.20) that both subsequences α2k and α2k+1 are negative and strictly
decreasing. This strict monotonicity combined with the limit (5.15) then yields
(5.16) and hence the Widom factors W2,n(µKγ) are strictly monotone increasing.
Finally, since u0 = 2 − a and v0 = a we have α0 = a − 1 = − cos2(γ/2) hence
1−|α0|2 = sin2(γ/2)(1+cos2(γ/2)) and so [W2,1(µKγ)]2 = 1+cos2(γ/2). Combined
with the monotonicity and the limit of [W2,n(µKγ)]
2 this yields (5.4).
(ii) Note that s increases as γ decreases. Hence it is enough to show that |αn|
strictly increases as s increases. Since αn is negative we have to show that −αn
strictly increases as s increases. We consider the cases of n even and odd separately.
First, let n = 2k for some k ∈ N0. Then by (5.20), (5.21) and (5.22), we have
−αn =
(
Tk+1(s)
Tk(s)
− 1
)/(Tk+1(s)
Tk(s)
+ 1
)
. (5.25)
By [26, Eq. (1.104)] we have(
Tk+1(s)
Tk(s)
)′
> 0 for s > 1. (5.26)
Since Tk+1(1)/Tk(1) = 1 it follows from (5.26) and (5.25) that −αn strictly increases
as s increases.
Next, let n = 2k + 1 for some k ∈ N0. We introduce a new variable Θ by
s = cosh(Θ). (5.27)
Here Θ ∈ (0,∞) for s ∈ (1,∞) and s increases as Θ increases. Thus, it suffices
to show that −αn strictly increases as Θ increases. Since (see [18, Section 1.4])
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Tn(s) = cosh (nΘ), (5.20), (5.21) and (5.22) yield
−αn = 1
1 + s
(
1 +
Tk+2(s)
Tk+1(s)
)
− 1 = 1
1 + cosh(Θ)
(
1 +
cosh((k + 2)Θ)
cosh((k + 1)Θ)
)
− 1
=
cosh((k + 2)Θ)− cosh(Θ) cosh((k + 1)Θ)
(1 + cosh(Θ)) cosh((k + 1)Θ)
=
sinh (Θ)
1 + cosh(Θ)
sinh ((k + 1)Θ)
cosh((k + 1)Θ)
= tanh (Θ/2) tanh((k + 1)Θ). (5.28)
The derivative of the expression in (5.28) is
sech2(Θ/2) tanh((k + 1)Θ)
2
+ (k + 1) tanh(Θ/2)sech2((k + 1)Θ) > 0 (5.29)
hence, by (5.28) and (5.29), −αn strictly increases as Θ increases.
(iii) Let 0 < γ1 < γ2 < π and denote by Φk and Pk the k-th monic orthogonal
polynomials for µKγ and µLγ , respectively. By (1.4), the required inequality (5.6) is
equivalent to
[W2,n(µKγ2 )]
2
[W2,n(µKγ1 )]
2
=
‖Φn‖2L2(µKγ2 )Cap(Kγ2)
−2n
‖Φn‖2L2(µKγ1 )Cap(Kγ1)
−2n < 1. (5.30)
We will verify this inequality for n even and odd separately. As a preliminary note
that by Theorem 4.4,
‖Pk‖2L2(µLγ ) = 2Cap(Lγ)2k = 2[sin(γ/2)]4k. (5.31)
First, assume that n = 2k for some k ∈ N. By [29, Eq. (13.1.15)] we have
‖Pk‖2L2(µLγ ) = 2(1− α2k−1)−1‖Φ2k‖2L2(µKγ ). (5.32)
Combining (5.32) with (5.31) and (5.13) for γ = γ1 and γ = γ2 shows that (5.30) is
equivalent to
1− α2k−1(µKγ2 )
1− α2k−1(µKγ1 )
< 1. (5.33)
The inequality (5.33) holds true by part (ii) and the fact that the αj ’s are negative.
Next, let n = 2k + 1 for some k ∈ N0. By [29, Eq. (13.1.21)] we have
‖Pk+1‖2L2(µLγ ) = 2(1 + α2k+1)‖Φ2k+1‖2L2(µKγ ). (5.34)
Combining (5.34) with (5.31) and (5.13) for γ = γ1 and γ = γ2 shows that (5.30) is
equivalent to (
sin2(γ2/2)
1 + α2k+1(µKγ2 )
)/( sin2 (γ1/2)
1 + α2k+1(µKγ1 )
)
< 1. (5.35)
To prove (5.35) it suffices to show that
sin2 (γ/2)
1 + α2k+1(µKγ)
(5.36)
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strictly decreases as γ increases. This is equivalent to showing that
1 + α2k+1(µKγ)
sin2 (γ/2)
(5.37)
is strictly decreasing when s, defined in (5.23), is increasing. Note that
sin2 (γ/2) = a = 2/(1 + s). (5.38)
It follows from (5.20), (5.21), (5.22) that
1 + α2k+1(µKγ) =
Tk+1(s) + 2sTk+1(s)− Tk+2(s)
(1 + s)Tk+1(s)
. (5.39)
Combining (5.39) and (5.38) we get
1 + α2k+1(µKγ)
sin2 (γ/2)
=
1
2
+
2sTk+1(s)− Tk+2(s)
2Tk+1(s)
. (5.40)
The three-term recurrence relation 2sTk+1(s)− Tk+2(s) = Tk(s) then implies
1 + α2k+1(µKγ)
sin2 (γ/2)
=
1
2
+
Tk(s)
2Tk+1(s)
. (5.41)
It follows from (5.41) and (5.26) that the expression in (5.37) strictly decreases as s
increases. This completes the proof. 
References
[1] G. Alpan, Orthogonal Polynomials Associated with Equilibrium Measures on R, Potential
Anal. 46 (2017), 393–401.
[2] G. Alpan, Szego˝’s condition on compact subsets of C, J. Approx. Theory. 245 (2019), 130–136.
[3] G. Alpan and A. Goncharov, Widom factors for the Hilbert norm, Banach Center Publ. 107
(2015), 11–18.
[4] G. Alpan and M. Zinchenko, Sharp lower bounds for the Widom factors on the real line, J.
Math. Anal. Appl. 484 (2020), 123729.
[5] V. V. Andrievskii, On Chebyshev polynomials in the complex plane, Acta Math. Hungar. 152
(2017), 505–524.
[6] V. Andrievskii and F. Nazarov, On the Totik–Widom Property for a Quasidisk, Constr. Ap-
prox. 50 (2019), no. 3, 497–505.
[7] P. Borwein and T. Erdelyi, Polynomials and Polynomial Inequalities, Graduate Texts in Math.
161, Springer Verlag, NY, 1995.
[8] J. S. Christiansen, Szego˝’s theorem on Parreau-Widom sets, Adv. Math. 229, (2012), 1180–
1204.
[9] J. S. Christiansen, B. Simon, P. Yuditskii, and M. Zinchenko, Asymptotics of Chebyshev Poly-
nomials, II. DCT subsets of R, Duke Math. J. 168 (2019), 325–349.
[10] J. S. Christiansen, B. Simon, and M. Zinchenko, Finite gap Jacobi matrices, II. The Szego˝
class, Constr. Approx. 33 (2011), 365–403.
[11] J. S. Christiansen, B. Simon, and M. Zinchenko, Asymptotics of Chebyshev Polynomials, I.
Subsets of R, Invent. Math. 208 (2017), 217–245.
[12] J. S. Christiansen, B. Simon, and M. Zinchenko, Asymptotics of Chebyshev Polynomials, III.
Sets Saturating Szego˝, Schiefermayr, and Totik–Widom Bounds, in Analysis as a Tool in
Mathematical Physics – in Memory of Boris Pavlov, ed. P. Kurasov, A. Laptev, S. Naboko
and B. Simon, Oper. Theory Adv. Appl. 276 Birkha¨user, Basel, 2020, pp. 231–246.
ON THE WIDOM FACTORS FOR Lp EXTREMAL POLYNOMIALS 19
[13] J. S. Christiansen, B. Simon, and M. Zinchenko, Asymptotics of Chebyshev Polynomials, IV.
Comments on the Complex Case, to appear in J. Anal. Math.
[14] B. Eichinger, Szego˝–Widom asymptotics of Chebyshev polynomials on circular arcs, J. Approx.
Theory 217 (2017), 15–25.
[15] S. D. Fisher, Function theory on planar domains, John Wiley & Sons Inc., New York, (1983).
[16] J. Geronimo and W. Van Assche, Orthogonal polynomials on several intervals via a polynomial
mapping, Trans. Am. Math. Soc. 308, (1988), 559–581.
[17] A. Goncharov and B. Hatinog˘lu, Widom factors, Potential Anal. 42 (2015), 671–680.
[18] J. Mason and D. C. Handscomb, Chebyshev Polynomials, Chapman and Hall/CRC, 2002.
[19] A. Magnus, Freud equations for Legendre polynomials on a circular arc and solution of the
Gru¨nbaum–Delsarte–Janssen–Vries problem, J. Approx. Theory 139 (2006), no. 1–2, 75–90.
[20] D. Marshall, Complex Analysis, Cambridge University Press, 2019.
[21] B. Nagy and V. Totik, Bernstein’s inequality for algebraic polynomials on circular arcs, Constr.
Approx., 37 (2013), 223–232.
[22] R. Nevanlinna, Analytic Functions, Springer-Verlag (1970).
[23] F. Peherstorfer and R. Steinbauer, Orthogonal and Lq-exremal polynomials on inverse images
of polynomial mappings, J. Comput. Appl. Math. 127, (2001), 297–315.
[24] Ch. Pommerenke, On the Green’s function of Fuchsian groups, Ann. Acad. Sci. Fenn. Ser. A
I Math. 2 (1976), 409–427.
[25] T. Ransford, Potential Theory in the Complex Plane, Cambridge University Press, 1995.
[26] T. J. Rivlin, The Chebyshev Polynomials. From Approximation Theory to Algebra and Number
Theory, 2nd ed., Pure Appl. Math. (N.Y.), Wiley, New York 1990.
[27] E. Saff and V. Totik, Logarithmic Potentials with External Fields, Grundlehren der Mathe-
matischen Wissenschaften 316, Springer–Verlag, Berlin, 1997.
[28] K. Schiefermayr, A lower bound for the minimum deviation of the Chebyshev polynomial on
a compact real set, East J. Approx. 14 (2008), 223–233.
[29] B. Simon, Orthogonal Polynomials on the Unit Circle, Part 1: Classical Theory, Part 2: Spec-
tral Theory, AMS Colloquium Publication Series, Vol. 54, Providence, RI, 2005.
[30] B. Simon, Szego˝’s Theorem and Its Descendants: Spectral Theory for L2 Perturbations of
Orthogonal Polynomials, Princeton University Press, Princeton, 2011.
[31] V. Totik, Chebyshev constants and the inheritance problem, J. Approx. Theory 160 (2009),
187–201.
[32] V. Totik, The norm of minimal polynomials on several intervals, J. Approx. Theory 163
(2011), 738–746.
[33] V. Totik, Chebyshev polynomials on compact sets, Potential Anal. 40 (2014), 511–524.
[34] V. Totik and T. Varga, Chebyshev and fast decreasing polynomials, Proc. Lond. Math. Soc.
(3) 110 (2015), no. 5, 1057–1098.
[35] V. Totik and P. Yuditskii, On a conjecture of Widom, J. Approx. Theory 190 (2015), 50–61.
[36] M. Tsuji, Potential theory in modern function theory, Chelsea Publishing Co., New York
(1975), Reprinting of the 1959 original.
[37] H. Widom, Extremal polynomials associated with a system of curves in the complex plane,
Adv. in Math. 3 (1969), 127–232.
Department of Mathematics, Rice University, Houston, TX 77005, USA
E-mail address : alpan@rice.edu
Department of Mathematics and Statistics, University of New Mexico, 311 Ter-
race Street NE, MSC01 1115, Albuquerque, NM 87106, USA
E-mail address : maxim@math.unm.edu
