INTRODUCTION
In our present technological society, there is a major need to build machines that would execute intelligent tasks operating in uncertain environments with minimum interaction with a human operator. The impact of this work is in the en_ineerin_ design of intelligent robots, since it provides analytic techniques for universal production (blueprints) of such machines. The purpose of the paper is to derive analytically a Boltsmann machine suitable for optimal connection of nodes in a neural net (Fahlman, Hinton, Sejnowski, 1985) . Then this machine will serve to search for the optimal design of the Organisation level of an Intelligent Machine. In order to accomplish this, some mathematical theory of the intelligent machines will be first outlined. Then some definitions of the variables associated with the principle, like machine intelligence, machine knowledge, and precision will be made (Sarldis, Valavanis 1988). Then a procedure to establish the Boltsmann machine on an analytic basis will be presented and illustrated by an example in designing the organisation level of an Intelligent They are composed of three basic leveh of controls even though each level may contain more than one layer of tree-structured functions ( Figure 1 ): 1. The organisation level.
2. The coordination level.
The execution level.
The Organisation Level is intended to perform such operations as planning and high level decision making from lon_ term memory?-It may require high level information processing such as the knowledge based systems encountered in Artificial Intelligence.
These require large quantities of knowledge processing but require little or no precision.
The functions
involved in the upper levels of an intelligent machine are imitating functions of human behavior and may be treated as elements of knowledge-based svsten,,.
Actually, the activities of planning, decision making, learning, data storage and retrieval, task coordination, etc. may be thought of as knowledge handling and management. Therefore, the flow of knowledge in an intelligent machine may be considered as the key variable of such a system.
in an intelligent machine's organisation level represents respectively: 1. Data Handling and Management.
Planning
and Decision performed by the central processing units.
Sensing and Data
Acquisition obtained through peripheral devices. 4. Formal Languages which define the software.
Subjective probabi]istic models or fussy sets are assigned to the individual functions. Thus, their may be evaluated for every task executed. This provides an analytical measure of the total activity. Artificial Intelligence methods also applicable for the processing of knowledge and knowledge rates of the organisation level of an intelligent machine have been developed by Meystel (1985) and his colleagues.
The Coordination
Level is an intermediate structure serving as an interface between the organisation and execution level.
It is involved with coordination, decision making and learning on a short term memory, e.g., a buffer.
It may utilize [inuuiJtic decision schemat_ with learning capabilities defined in Saridis and Graham (1984), and assign subjective probabilities for each action. The respective entropies may be obtained directly from these subjective probabilities.
The Execution
Level executes the appropriate control functions.
Its performance measure can also be expressed as an entropy, thus unifying the functions of an "intelligent machine'.
Optimal control theory ut/lises a non-negative functional of the states of a system in the states space, and a specific control from the set of all admissible controls,to define the performance measure for some initial conditions (z(t), t), representing a generalised energy function. Minimisation of the energy functional yields the desired control law for the system.
For an appropriate density function p(z, u(z, t), t) satisfying Jaynee' Maximum entropy principle (1957), it was shown by Saridis (1988) that the entropy H(u) for a particular control action u(z, t) is equivalent to the expected energy or cost functional of the system. Therefore, minimisation of the entropy H(u) yields the optimal control law of the systems.
This statement
establishes equivalent measures between information theoretic and optimal control problems and unifies both information and feedback control theories with a common measure of performance.
Entropy satisfies the additive property, and any system composed of a combination of such subsystems can be optin_ed by minimising its total entropy. Information theoretic methods based on entropy may apply (Conant 1976).
Since all levels of a hierarchical
intelligent control can be measured by entropies and their rates, then the optimal operation of an "intelligent machine m can be obtained through the solution of mathematical programming problems. The various aspects of the theory of hierarchically intelligent controls may be summarised as follows:
The theory of intellleent machines may be voetulsted as the mathematical nroblem of findin_ the right sequence of decisions and controls for a system structured accordine to the vrinciple of incre_in_ vrecision with decre_in_ intelligence !constraint! such that it minimizes its toted entrov_ The above analytic formulation of the "intelligent machine problem I as a hierarchically intelligent control problem is based on the use of entropy as a measure of performance at all the levels of the hierarchy. It has many advantages because of the tree-like structure of the decision making process, and brings together functions that belong to a variety of disciplines.
$. KNOWLEDGE FLOW AND THE PRINCIPLE OF IPDI
The concept of entropy used in this paper may be generalized if one introduces theory of evidence for the cases that Intelligent Machines are endowed with judgment, a very human property. The Boltsmann architecture may be interpreted as the machine that searches for the optimal interconnection of several nodes (neurons) representing different primitive events in order to produce a string defining an optimal task. Such a device may prove extremely useful for the design of the Organisation Level of an Intemgent Machine (Saridis,Valavanis19SS)(Figure2).
We associate the state of each node with a binary random variable x_ = (0, 1), with a priori probabilities p(x_ = 1) = p_ , p(_ = 0) = I -p_, where 1 represents the firing of neuron i, and 0 indicates neuron i idle. The state vector of the network, X --(zl, z2,...,  x_,...,  zn) is an ordered set of O's and l's describing the state of the machine in terms of firing/idle nodes, for an n node machine. The neurons of the machine can be visible, or hidden (ttinton, Sejnowksi 1986). It is possible to extract the string of primitive events representing the optimal task by examining the state vector of the visible nodes in the network in steady state response to a given input.
The standard formulation of the Boltsmann machine uses Energy as a cost function which is minimized to find the optimal state of the machine. However, in (1) we defined knowledge as a form of Energy. This is not the function to be minim_ed in the Intelligent Machine. Instead, we will be minim_ing the Energy of Flow of Knowledge (F), which is the amount of knowledge which must flow through the machine in order to accomplmh a particular task. This is found by:
where T is the total time of knowledge flow. By minimising F, the Intelligent Machine reduces the amount of Energy required to make a decision.
ENTROPY AS A ]_IEASUILE OF UNCERTAINTY
Entropy is used as a measure of uncertainty in the intelligent machine.
The entropy manifests itself in the interaction and interconnection of nodes in the network. We can define energy of flow of knowledge into node i by:
.1 and the probability the machine is in a state where Energy = F_ by: -_,+½ _ _,,;ffij,',
where:
wi a-is the interconnection weight between nodes i and j u_. ----0 a_ is a probability normalising factor which insures .5 _< P(F_) < 1 Unlike the Boltsmann machine, this formulation does not remove o_ when x_ = 0. Instead, the machine operates from a base entropy level which it tries to reduce. By bounding P(F_) by 0.5, we find that the entropy of being in a state where Energy = F_ increases as F_ increases.
In other words, as the Energy increases, the uncertainty increases as well. The Entropy of Knowledge Flow in the machine can be formulated as:
Therefore: Level of an intelligent machine. By examining the active visible neurons in the minimum entropy state of the network, one can determine the sequence of primitive events which produce a string defining an optimal task for an intelligent machine. The techniques presented here allow escape from local entropy minima, which lead to incorrect task decisions, by randomly selecting states while searching for the global entropy minimum.
A Genetic Algorithm Search Technique
A technique which minimises a system cost funciton is the Genetic Algorithm (Holland 1975 For the modified GA, the "immigration rate" is analogous to thermal energy in Simulated Annealing. The modified algorithm described in detail below converges in probability to the minimum cost.
Standard Genetic Algorithm
In general, earth point in the space is represented by a binary string and has an associated cost dictated Pk(i.e.,P_(i..n)  = Pk(i..n)  and P_(i..n)  = Pj(i..n) ). This is called "crossover" or "mating." In an attempt to prevent population convergence on a local minima ('premature convergence'}, a "mutation" operator is added to the system. With a new generation of the population, each bit of every member has a small probability of inverting. The inversion adds diversity to the population and promotes search in previously unexplored regions of the space in an attempt to find the global cost minimum.
Particular aspects of this algorithm make it a powerful search tool. The "crossover" mechanlam forces search on an n-dimensional hypercube by discovering and promoting particular substrings {called %uilding blocks'} which perform well. These "building blocks" combine to discover the topology of the search space, which may not be known initially.
Since When particular members of the population are performing poorly, they become passive until the active subpopulation converges. If this convergence is premature, the passive members are activated, bringing diversity and new structure to the search.
Modified Genetic Algorithm
Unfortunately, many of the heuristically driven GA searches perform well for a small set of functions, and prematurely converge for functions outside that set. However, it can be shown that under certain conditions, the GA will converge in probability to the global minimum of the cost function. The conditions are as follows:
1. Instead of (or in addition to) the "mutation" operator, an "immigration" operator is used. Introduce a randomly generated member P/to P_ every M populations for some integer M > 0. 2. If PkeP and VPieP, Pk >_ P_ then PkeP _.
Step 1 inbeds ESRS into the GA, where ESRS is algorithm B as described by (Luenberger 1984) and stated above.
Step 2 insures (?(z) = (I/: Z(ll) _< Z(z)} where C is the GA algorithm. Therefore, CB, the modified GA, converges in probability to the cost minimum.
As one can see, these conditions do not bind the algorithm severely. The "immigration" rate (immigrations/population), l/M, is related to the "mutation" rate (mutations/bit) as follows:
1/M = (mutations/bit) * (members/population)
In fact, the "immigration" of new members may be probabilistic, with probability 1/M.
Simulated Annealing
One random search technique commonly used to find the global minimum cost in a Boltzmann Machine 
The modified Genetic
Algorithm was performed as presented in Section 6.1. The population was set at 20 members. Each member was 15 bits long, so the number of bits in each population was 300. The "immigration rate" was set to 0.5 which corresponds to a mutation rate of 0.025.
Simulated
Annealing was performed using the acceptance criteria in (17). The system was cooled in 
CONCLUSIONS
A mathematical theory for intelligent machines was proposed and traced back to its origins. The methodology was developed to formulate the "intelligent machine s, of which an intelligent robot system is a typical example, as a mathematical programming problem as using the aggregated entropy of the system as its performance measure. 
