Abstract. For a smooth quasi-projective variety X with a reductive group action and semi-invariant regular function W : X → A 1 , we describe a semi-orthogonal decomposition of the derived factorization categories associated to the sum W + F : X × A m → A 1 of W and a certain semi-invariant regular function W : X × A m → A 1 . Our situation does not require that W + F is Thom-Sebastiani sum. As an application, we prove that the homotopy category of maximally graded matrix factorizations of an invertible polynomial f of chain type has a full exceptional collection E, and we also show that the length of E is the Milnor number of the Berglund-Hübsch transpose f of f . We also give a semi-orthogonal decomposition that is a generalization of a special version of Kuznetsov-Perry's semi-orthogonal decomposition of a certain equivariant category associated to the derived category of a cyclic cover of a variety.
1. Introduction
Background and Motivation. We call data (X, χ, W )
G a gauged Landau-Ginzburg (=LG) model if G is an algebraic group acting on a scheme X and W : X → A 1 is a semi-invariant regular function, called superpotential (or potential for short), with respect to a character χ : G → G m of G. To a gauged LG model (X, χ, W ) G , following Positselski, we associate a triangulated category denoted by Dcoh G (X, χ, W ) (or by Dcoh(X, W ) if G is trivial), and we call it the (absolute) derived factorization category of (X, χ, W )
G . The category Dcoh G (X, χ, W ) is also studied in [Orl3] , and it is equivalent to triangulated categories discussed in [PV1, Seg] (see [LS] ). Derived factorization categories are simultaneous generalizations of the bounded derived categories of coherent sheaves on schemes and the homotopy categories of (equivariant/graded) matrix factorizations of polynomials. In the study of derived factorization categories, it is interesting to describe derived factorization categories of sums of potentials. A special but important type of sum of two potentials is Thom-Sebastiani sum that is defined as follows: Definition 1.1. The Thoms-Sebastiani sum of two gauged LG models (X 1 , χ 1 , W 1 ) G1 and (X 2 , χ 2 , W 2 ) G2 is defined to be the gauged LG model
where G 1 × Gm G 2 := {(g 1 , g 2 ) ∈ G 1 × G 2 | χ 1 (g 1 ) = χ 2 (g 2 )}, (χ 1 × Gm χ 2 )(g 1 , g 2 ) := χ 1 (g 1 ) = χ 2 (g 2 ), and W 1 ⊞ W 2 := p f ∈ S := k[x 1 , . . . , x m ] be a homogeneous polynomial of degree nd for some positive integers n > 0 and d > 0, and denote by µ µ µ n ⊂ G m the subgroup generated by a primitive n-th root of unity ζ ∈ G m . Consider group actions from µ µ µ n and G m on Spec S[t] ∼ = A m x × A 1 t defined by ζ · (x, t) := (x, ζt) and a · (x, t) := (ax 1 , . . . , ax m , a d t) respectively, where x = (x 1 , . . . , x m ) is a coordinate of A m x and a ∈ G m . If we assume the numerical condition nd ≤ m, by Orlov's result in [Orl2] , the homotopy categories HMF Gm S (f ) and HMF Gm S [t] (f ⊞ t n ) of G mequivariant matrix factorizations of f and f ⊞ t n are respectively equivalent to certain admissible subcategories, called Kuznetsov components, of the bounded derived categories D b (coh X f ) and D b (coh X f ⊞t n ) of coherent sheaves on the hypersurfaces X f ⊂ P m−1 and X f ⊞t n ⊂ P(1, . . . , 1, d) defined by f and f ⊞ t n . Thus, if nd ≤ m, Kuznetsov-Perry's result in [KP] implies that we have fully faithful functors Ψ i : HMF
(0 ≤ i ≤ n − 2) and the following semi-orthogonal decomposition Furthermore, dg-enhancements of derived factorization categories of the Thom-Sebastiani sums of more general gauged LG models are studied in [PV2, BFK1] . However, there have been few studies of derived factorization categories of sum of potentials that is not ThomSebastiani type. In this paper, we study derived factorization categories of sums of certain potentials that are not necessarily Thom-Sebastiani type. As an application, we partially resolve a conjecture that is expected by the Landau-Ginzburg mirror symmetry conjecture. More precisely, we show that the homotopy category HMF G f S (f ) of maximally graded matrix factorizations of an invertible polynomial f ∈ S = k[x 1 , . . . , x n ] of chain type admits a full exceptional collection, and the length of the collection is equal to the Milnor number of the Berglund-Hübsch transpose f of f . Our result also includes a generalization of the semi-orthogonal decomposition (1.A) to the case that f is a quasi-homogeneous and that the numerical condition corresponding to nd ≤ m is not assumed.
1.2. Main Theorem. We work over an algebraically closed field k of characteristic zero. Denote by ζ ∈ G m a primitive n-th root of unity, and define a cyclic group µ µ µ n = ζ to be the subgroup of G m generated by ζ. Let G be a reductive affine algebraic group and let ι : µ µ µ n ֒→ G an injective morphism of algebraic groups such that its image ι(µ µ µ n ) ⊆ G is a normal subgroup. Denote by π : G → G/µ µ µ n the natural projection. Let X be a smooth quasi-projective variety with an action from G/µ µ µ n such that X has a G/µ µ µ n -invariant affine open covering. Let ψ : G → G m be a character of G such that the composition ψ • ι : µ µ µ n → G m is the natural inclusion. Since ψ n • ι : µ µ µ n → G m is trivial, there exists a character ψ n : G/µ µ µ n → G m such that ψ n • π = ψ n . For a character φ : G/µ µ µ n → G m , we define characters χ : G/µ µ µ n → G m and χ : G → G m by χ := φψ n and χ := χ • π respectively. and consider the trivial G/µ µ µ n -action on P(d). Then O(1) can be considered as an object in coh G/µ µ µn P(d) with the trivial weight. Let L ∈ coh G/µ µ µn Z F be the pull-back of O(1) ∈ coh G/µ µ µn P(d) by the morphism Z F → P(d) defined as the composition of the inclusion Z F ֒→ X × P(d) and the projection X × P(d) → P(d). By abuse of notation, we use the same notation W for the pull-backs of W : X → A 1 by the natural projections X × A m t → X and X × P(d) → X. Then we have the following: Theorem 1.2. Fix ℓ ∈ Z, and set µ := m i=1 d i . Assume that the restriction W | ZF of W : X × P(d) → A 1 to the substack Z F is flat.
(1) If n < µ, there are fully faithful functors Φ ℓ : Dcoh G (X × A m t , χ, W + F ) ֒→ Dcoh G/µ µ µn (Z F , χ, W | ZF ), Ψ ℓ : Dcoh G/µ µ µn (X, χ, W ) ֒→ Dcoh G/µ µ µn (Z F , χ, W | ZF ) and there is a semi-orthogonal decomposition Dcoh G/µ µ µn (Z F , χ, W | ZF ) = Im(Ψ ℓ (n − µ + 1)), . . . , Im(Ψ ℓ ), Im(Φ ℓ ) ,
(2) If n = µ, we have an equivalence
(3) If n > µ, there are fully faithful functors We prove Theorem 1.2 by combining the theory of variations of GIT stabilities [Seg, HL, BFK3] and a global version of Knörrer periodicity [Hir2] .
Application to invertible polynomials of chain type and mirror symmetry.
Recall that a non-constant polynomial f ∈ S := k[x 1 , . . . , x n ] is said to be quasi-homogeneous if there are positive integers d 1 , . . . , d n such that f is homogeneous in the graded ring S with deg(x i ) = d i . For a polynomial f ∈ S, the Milnor number of f , denoted by µ(f ), is the dimension of the Jacobian ring Jac(f ) := S/ ∂f /∂x 1 , . . . , ∂f /∂x n as a k-vector space. Definition 1.3. A quasi-homogeneous polynomial f ∈ S is said to be invertible if the following conditions are satisfied:
(1) There is a n × n-matrix E = (E i,j ) whose entries {E i,j } are non-negative integers such that (i) E is invertible over Q, and that (ii) f is of the form
for some non-zero coefficients a i ∈ k. (2) The Berglund-Hübsch transpose f of f , which is defined by
By rescaling, we may assume that all coefficients of an invertible polynomial are equal to 1. According to [KS] , after suitable changes of variables, an invertible polynomial is the Thom-Sebastiani sums of several invertible polynomials of the following two types:
We temporarily say that an invertible polynomial f is indecomposable if it can not be decomposed into the Thom-Sebastiani sum of two invertible polynomials, or equivalently it is of chain type or of loop type. When n = 1, an indecomposable invertible polynomial is of the form x Conjecture 1.4. Let f ∈ S be an invertible polynomial. Then the category HMF G f S (f ) has a full exceptional collection of length µ( f ).
The existence of full exceptional collections on the homotopy categories of equivariant matrix factorizations was first proved for indecomposable invertible polynomials of Fermat type by A. Takahashi [Tak1] , where he proved the full exceptional collection is strong. In [KST1] and [KST2] , Kajiura-Saito-Takahashi proved the existence of full strong exceptional collections on the homotopy categories of G m -equivariant matrix factorizations of certain kinds of invertible polynomials in three variables. In an unpublished work by Yoko Hirano and A. Takahashi, they proved that the conjecture is true when n ≤ 3, and that there exists a full strong exceptional collection on HMF G f S (f ) if n ≤ 3 and f is an invertible polynomial of chain type.
By a recent progress of the derived Morita theory for factorizations by [BFK1] , Conjecture 1.4 reduces to the case of indecomposable invertible polynomials, i.e. of chain type and of loop type (see Corollary 4.2). However, the existence of a full exceptional collection of any higher dimensional indecomposable invertible polynomial has not been known. As an application of Theorem 1.2, we prove Conjecture 1.4 for invertible polynomials of chain type by proving the following semi-orthogonal decomposition: Let a = (a 1 , . . . , a d ) be a vector with a i ∈ Z ≥1 . For each 1 ≤ k ≤ d we define the associated invertible polynomial
and we denote G k := G f k . Then we have the following. Theorem 1.5. Assume that d > 2. There are fully faithful functors
, and we have a semi-orthogonal decomposition
This result shows that there is an inductive structure on HMF
The homological LG mirror symmetry conjecture suggests that there should be corresponding semi-orthogonal decompositions on the Fukaya-Seidel categories of invertible polynomials of chain type. Using Theorem 1.5, we prove the following. Corollary 1.6. The conjecture 1.4 is true for invertible polynomials of chain type.
Unfortunately, we do not know whether our exceptional collections are strong or not, but we expect that there exists a full strong exceptional collections on the categories and that our method can be applied to showing the strongness.
1.4. Organization of the paper. This paper is organized as follows: In Section 2, we provide the basic definitions and properties of equivariant coherent sheaves and derived factorization categories. In Section 3, we prove the main result and discuss application to the generalization of the semi-orthogonal decomposition (1.A). In Section 4, we give the proof of the existence of full exceptional collections. In the first appendix, we provide a brief summary of equivariant categories. In the second appendix, we describe Orlov's semiorthogonal decompositions for invertible polynomials.
1.5. Notation and convention.
• Unless stated otherwise, all categories and stacks are over an algebraically closed field k of characteristic zero.
• For a functor F : A → B, we denote by Im(F ) the essential image of F .
• For an integer n ∈ Z, χ n : G m → G m denotes the character of G m defined by χ n (a) := a n for a ∈ G m .
• For a character χ : G → G m of an algebraic group G, we denote by O(χ) the Gequivariant invertible sheaf on X associated to χ. For a G-equivariant quasi-coherent sheaf F on X, we set F (χ) := F ⊗ O(χ).
• For a dg-category A, we denote by [A] its homotopy category. 2. Preliminaries 2.1. Equivariant coherent sheaves. We recall the basics of equivariant sheaves. Let G be an algebraic group acting on a scheme X. A quasi-coherent G-equivariant sheaf on X is a pair (F, θ) of a quasi-coherent sheaf F and an isomorphism θ :
where m : G × G → G is the multiplication and s : G × G → G × G is the switch of two factors. Note that if (F, θ) is a quasi-coherent G-equivariant sheaf, for any g ∈ G the equivariant structure θ defines an isomorphism
We call (F, θ) coherent (resp. locally free, injective) if the sheaf F is coherent (resp. locally free, injective).
We denote by Qcoh G X (resp. coh G X) the category of quasi-coherent (resp. coherent) Gequivariant sheaves on X whose morphisms are G-invariant morphisms. Here, a G-invariant morphism ϕ : (F 1 , θ 1 ) → (F 2 , θ 2 ) of equivariant sheaves is a morphism of sheaves ϕ :
Definition 2.1. Let G, H be algebraic groups and f : H → G a morphism of algebraic groups. Let X be a G-variety, Y an H-variety and ϕ : Y → X an f -equivariant morphism, i.e. ϕ(h · y) = f (h) · ϕ(y) for any h ∈ H and y ∈ Y . Then we define the pull-back functor
If H = G and f = id G , we denote the pull-back by ϕ * and define the push-forward
If H is a closed subgroup of G and f is the inclusion, the pull-back id * f : Qcoh G X → Qcoh H X is called the restriction functor, and is denoted by Res G H . We write Res G : Qcoh G X → Qcoh X for the restriction functor Res G {1} . Definition 2.2. Let G be an algebraic group acting on a variety X. Assume that a restricted action H × X → X of a closed normal subgroup H ⊆ G is trivial.
(1) We define a functor (−)
as follows: For (F, θ) ∈ coh G X, we define a subsheaf F H ⊂ F by the following local sections on any open subspace U ⊆ X;
Then since θ :
) is a G-equivariant sheaf that naturally descends to a G/Hequivariant sheaf.
(2) For a character χ : H → G m and (F, θ) ∈ coh G X, we define a subsheaf F χ ⊆ F by the following local sections on any open subspace U ⊆ X;
Then since θ preserves F χ , we have a G-equivariant sheaf (F χ , θ| π * Fχ ) ∈ coh G X. We call (F, θ) is of weight χ if F = F χ , and we define a subcategory (coh G X) χ ⊂ coh G X consisting of equivariant sheaves of weights χ. Then we have a functor
For later use, we provide a few fundamental lemmas. For lack of a suitable reference, we give brief proofs of the lemmas although it might be obvious to experts. Lemma 2.3. Let G be an affine algebraic group acting on varieties X and Y , and H ⊆ G a finite normal subgroup. Let π : X → Y be a G-equivariant morphism. If H-action on Y is trivial and π is a principal H-bundle, we have an equivalence
Proof. Since π is a finite morphism, the direct image π * : Qcoh G X → Qcoh G Y preserves coherent sheaves. We define a functor Lemma 2.4. Let G be an affine algebraic group acting on X and H ⊆ G an abelian closed normal subgroup of G such that H acts trivially on X. We denote by p : G → G/H the natural projection, and we write H for the set of characters of H.
(1) The functor id * p : coh G/H X → coh G X is fully faithful, and it induces an equivalence id *
is a character of G, the tensor product with O(η) gives an equivalence; 
where the second isomorphism follows from [BFK1, Lemma 2.23] . Since the composition of the above isomorphisms is equal to the adjunction morphism η F , id * p is fully faithful. The latter claim is obvious by construction.
(2) Since H is abelian and acts trivially on X, we have a decomposition coh
Lemma 2.5. Let G be an affine algebraic group acting on a variety X. For a character
−1 h 1 h 2 ) and denote by ϕ the morphism id G × χ : G → G × G m . Then the morphism e : X → X × G m defined by e(x) := (x, 1) is ϕ-equivariant, and the pull-back
Proof. Let p : X × G m → X and π : G × G m → G be the natural projections. Then p is π-equivariant, and the composition e * ϕ • p * π : coh G X → coh G X is the identity functor. Hence e * ϕ is essentially surjective. Since the set of morphisms in coh G×Gm (X × G m ) and coh G X are the G-invariant subspaces of the set of morphisms in coh Gm (X × G m ) and coh X respectively, the fully-faithfulness of e * ϕ reduces to the case that G is trivial, which follows from [Tho, Lemma 1.3 ] (see also [BFK1, Lemma 2.13] G with X a scheme, G an algebraic group acting on X, χ :
for any g ∈ G and any x ∈ X. If G is trivial, we denote the gauged LG model by (X, W ), and call it Landau-Ginzburg model or LG model.
For a gauged LG model, we consider its factorizations that can be considered as "twisted complexes".
G is a sequence
where, for each i = 0, 1, F i is a G-equivariant quasi-coherent sheaf on X and ϕ
Equivariant quasi-coherent sheaves F 0 and F 1 in the above sequence are called components of the quasicoherent factorization F . If the components F i of F are coherent (resp. locally free coherent, injective) sheaves, then F is called a coherent factorization (resp. a matrix factorization, an injective factorization). We will often call these sequences just factorizations of (X, χ, W ) G .
Definition 2.8. For a gauged LG model (X, χ, W ) G , we define the abelian category
whose objects are quasi-coherent factorizations of (X, χ, W ) G , and whose set of morphisms are defined as follows: For two objects E, F ∈ Qcoh G (X, χ, W ), we define Hom(E, F ) to be the set of pairs (f 1 , f 0 ) of f i ∈ Hom Qcoh G X (E i , F i ) such that the following diagram commutes;
We define full subcategories
of Qcoh G (X, χ, W ) whose objects are matrix factorizations and coherent factorizations respectively. By construction, theses subcategories are exact categories.
Since factorizations can be considered as 'twisted complexes', we can consider the homotopy category of factorizations.
The homotopy category of factorizations of (X, χ, W ) G , denoted by
) and the set of morphisms are defined as the set of homotopy equivalence classes;
Similarly, we can define the homotopy category Kcoh G (X, χ, W ) (resp. KMF(X, χ, W )) of coherent factorizations (resp. matrix factorizations) of (X, χ, W ) G .
Next we define the totalization of a bounded complex of factorizations, which is an analogy of the total complex of a double complex.
and define t l : T l → T l+1 to be the homomorphism given by
where n is n modulo 2, and ⌈m⌉ is the minimum integer which is greater than or equal to a real number m. We define the totalization Tot(
In what follows, we will recall that the homotopy category KQcoh G (X, χ, W ) has a structure of triangulated category, and Kcoh G (X, χ, W ) and KMF G (X, χ, W ) are full triangulated subcategories of KQcoh G (X, χ, W ).
Definition 2.11. We define an automorphism T on KQcoh G (X, χ, W ), which is called shift functor, as follows. For an object F ∈ Kcoh G (X, χ, W ), we define an object T (F ) as
and for a morphism
Definition 2.12. Let f : E → F be a morphism in Qcoh G (X, χ, W ). We define its mapping cone Cone(f ) to be the totalization of the complex
with F in degree zero.
A distinguished triangle is a sequence in KQcoh G (X, χ, W ) which is isomorphic to a sequence of the form E
, where i and p are natural injection and projection respectively.
The following is well known.
Proposition 2.13. The homotopy category KQcoh G (X, χ, W ) is a triangulated category with respect to the above shift functor and the above distinguished triangles. The full subcategories Kcoh G (X, χ, W ) and KMF G (X, χ, W ) are full triangulated subcategories.
Following Positselski ([Pos1] , [EP] ), we define derived factorization categories.
Definition 2.14. Denote by Acoh G (X, χ, W ) the smallest thick subcategory of Kcoh G (X, χ, W ) containing all totalizations of short exact sequences in coh G (X, χ, W ). We define the (absolute) derived factorization category of (X, χ, W ) G as the Verdier quotient
Similarly, we consider the thick subcategory AMF G (X, χ, W ) containing all totalizations of short exact sequences in the exact category MF G (Xχ, W ), and define the (absolute) derived matrix factorization category by
We define a larger category D co Qcoh G (X, χ, W ) as follows: Denote by A co Qcoh G (X, χ, W ) the smallest thick subcategory of KQcoh G (X, χ, W ) that is closed under taking small direct sums and contain all totalizations of short exact sequences in Qcoh
Factorizations in Acoh G (X, χ, W ) or AMF G (X, χ, W ) are said to be acyclic, and factorizations in A co Qcoh G (X, χ, W ) are said to be coacyclic. Two quasi-coherent factorizations E and F are said to be quasi-isomorphic if E and
The following propositions are standard. 
is fully faithful, and the the thick closure Dcoh G (X, χ, W ) of the essential image of the functor is the subcategory of compact objects.
Proposition 2.16 ([BFK1, Proposition 3.14]). If X is a smooth quasi-projective variety, the natural functor
is an equivalence.
Proposition 2.17 (cf. [BD + 1, Lemma 2.24]). Assume that X = Spec R is an affine scheme and G is reductive. For P ∈ KMF G (X, χ, W ) and A ∈ Acoh G (X, χ, W ), we have
In particular, the Verdier localizing functor
Proof. Since G is reductive, the restriction functor Res G : Kcoh G (X, χ, W ) → Kcoh(X, W ) is faithful. Hence the problem reduces to the case when G is trivial, and it follows from [BD + 1, Lemma 2.24].
Definition 2.18. Let S := k[x 1 , . . . , x n ], and suppose that a reductive affine algebraic group G acts on Spec S. Let f ∈ S be a polynomial that is semi-invariant with respect to some character χ : G → G m . The homotopy category of G-equivariant matrix factorizations of f , denoted by HMF
Remark 2.19. By Propositions 2.16 and 2.17, the category HMF G S (f ) is naturally equivalent to the derived factorization category of the gauged LG model (Spec S, χ, f ) G ;
Note that, if G = G m acts on Spec S so that all weights of x i are positive, then the semiinvariant polynomial f is nothing but a quasi-homogeneous polynomial, and the category HMF G S (f ) is the homotopy category of the Z-graded matrix factorizations of f . The following result follows from Lemma 2.4.
Lemma 2.20. Notation is same as in Lemma 2.4. Let χ : G/H → G m be a character, and define a character χ :
1 be a χ-semi-invariant regular function. Then W is also χ-semi-invariant with respect to the induced G/H-action on X. For η ∈ H, we denote by coh G (X, χ, W ) η the subcategory of coh G (X, χ, W ) consisting of factorizations whose components lie in (coh G X) η .
(1) The functor id *
is fully faithful, and it induces an equivalence
Corollary 2.21. Assume that G m acts trivially on X. Let n > 0 be a positive integer, and denote by χ n : G m → G m the character defined by χ n (a) := a n . Then we have an orthogonal decomposition;
Proof. Since the kernel of the surjection χ n : G m → G m is equal to the subgroup µ µ µ n ⊂ G m , we have the following short exact sequence:
Then, by Lemma 2.20, we obtain a decomposition coh Gm (X, χ n , 0) ∼ = n i=1 coh Gm/µ µ µn (X, χ 1 , 0), and this induces the following direct sum decomposition of the derived factorization category
Hence the result follows from [Hir2, Proposition 2.14].
2.3. Functors of derived factorization categories. In this subsection, we recall fundamental functors between factorization categories. Let X and Y be Noetherian schemes, and G an algebraic group acting on X and Y . Let χ : G → G m be a character of G.
Direct image and inverse image. Let
1 is a χ-semi-invariant regular function, there are gauged LG models (X, χ, f * W ) and (Y, χ, W ). Then the direct image f * : Qcoh G X → Qcoh G Y and the inverse image f * : Qcoh G Y → Qcoh G X of G-equivariant sheaves naturally define the direct image and the inverse image between factorizations;
The inverse image f * preserves coherent factorizations, and, if f is proper, the direct image f * also preserves coherent factorizations. Since these functors preserves homotopy equivalences of morphisms, we have induced functors of the homotopy categories of factorizations;
, and so f * induces a functor
For general f , by [Hir2, Lemma 2.12] we can define the right derived functor of f * ;
If f is proper, the functor Rf * preserves coherent factorizations.
On the other hand, if f is flat, f * preserves coacyclic factorizations, and hence f * naturally induces a functor
If Y is a smooth variety, by [BFK1, Proposition 3.14] we can define the left derived functor
of f * without the assumption of flatness of f , and this functor Lf * preserves coherent factorizations. See e.g. [LS, BFK1, Hir1] for more details.
2.3.2. Tensor product. Let W 1 : X → A 1 and W 2 : X → A 1 be χ-semi-invariant functions. We define the tensor products
where n is n modulo 2,
Since this bi-functor preserves the homotopy equivalences of morphisms, we have the induced functor
preserves acyclic factorizations, and thus it induces the functor
If X is a smooth variety, by Proposition 2.16 we can define the left derived functor
of tensor products.
Supports of factorizations.
We recall the supports of factorizations, and we provide a lemma that we need for a slight generalization of global Knörrer periodicity in the next subsection. In this subsection, we only consider the case that G is trivial. Let X be a smooth variety, and W : X → A 1 a regular function on X. For a point p ∈ X in the scheme X, we set X p := Spec O X,p . Since the functor (−) p : coh X → coh X p defined by taking the stalk at p is exact, it induces a functor between derived factorization categories;
where W p : X p → A 1 is the stalk of W at p. Obviously this functor preserves matrix factorizations;
By Proposition 2.16, we have an equivalence Φ : DMF(X, W ) ∼ − → Dcoh(X, W ), and Φ commutes with the functor (−) p . Hence we have
and thus Supp(F ) is a closed subset of X by [Hir3, Proposition 2.20 . (2)]. We say that a thick subcategory T ⊂ Dcoh(X, W ) is closed under tensor action from DMF(X, 0) if for any E ∈ DMF(X, 0) and any F ∈ T we have E ⊗ F ∈ T . The following lemma will be necessary in the proof of Theorem 2.24.(3).
Assume that W is a non-zero-divisor, and denote by X 0 ⊂ X the zero scheme of W .
(1) The support Supp(F ) of F is contained in the singular locus
is a thick subcategory closed under tensor action from DMF(X, 0), then there exists a specialization-closed subset Z ⊆ X such that
2.5. Knörrer periodicity. In this subsection, we prove a slight generalization of the Knörrer periodicity by [Isi, Shi, Hir2] , that will be necessary in the proof of Corollary 4.6. Let X be a smooth quasi-projective variety over k, and let G be a reductive affine algebraic group acting on X. Let E be a G-equivariant locally free sheaf on X of finite rank, and
∨ )) over X with a G-action induced by the equivariant structure of E(χ). Let q : V(E(χ)) → X and p : V(E(χ))| Z → Z s be natural projections, and let i : V(E(χ))| Zs ֒→ V(E(χ)) and j : Z s ֒→ X be the closed immersions. Now we have the following cartesian square:
Theorem 2.24 (cf. [Isi, Shi, Hir2] ). Assume that one of the following conditions holds:
There is a reductive algebraic group H such that G = H × G m and 1 × G m ⊂ G acts trivially on X. Moreover, W = 0 and χ : H × G m → G m is the projection. (3) W | Zs = 0, Z s is smooth, and Dcoh G (Z s , χ, W | Zs ) is idempotent complete. Then we have an equivalence
(2) This is [Isi, Shi] for trivial H, and the result for general H is [Hir2, Proposition 4.8] .
(3) To ease notation we denote Z := Z s , V := V(E(χ)) and Q := Q s : V → A 1 . We prove the result by the following three steps.
Step 1: In the first step, we consider the case when G = 0, and we prove the functor
between larger categories is an equivalence. By [Hir2, Lemma 4.5] , this functor is fully faithful, and has a right adjoint
by [EP, Theorem 3.8] . Hence it suffices to show that p * i ! is also fully faithful. For this, we show that, for any F ∈ D co Qcoh(V, q * W + Q s ), the adjunction morphism
is an isomorphism, or equivalently, the cone C(σ F ) is the zero object. By [EP, Proposition 1.10] , the set of objects in the subcategory Dcoh(V, q 
Thus, it is enough to show the following claim:
First, we claim that T is closed under tensor action from DMF(V, 0). Since X is quasiprojective, X has an ample line bundle L X . If we denote L := q * L X , L is an ample line bundle on V since q is quasi-affine. Then the category DMF(V, 0) is generated by objects of the form L n := (0 → L n → 0) for n ∈ Z. Hence it suffices to show that T is closed under tensor product with L n . For any E ∈ T , there is an object E ′ ∈ T and F ∈ Dcoh(Z,
. Hence E ⊗ L n ∈ T . Since T is a thick subcategory that is closed under tensor action from DMF(V, 0), by Lemma 2.23.(3), there is a specialization-closed subset Y ⊂ Sing(V 0 ) of the singular locus of the zero scheme
In order to prove the claim, we only need to show that Y = Sing(V 0 ) by Lemma 2.23.(1). Since Z is smooth, Sing(V 0 ) = Z, where Z is considered as a closed subscheme of V via the zero section Z ֒→ V| Z . For a point x ∈ Z, we denote by the same notation x the points in V| Z and V that correspond to x via the zero section. Then we can show that the localized functor 
by flat base changes and the localized functor (i x ) * • (p x ) * is fully faithful, we have Supp(i * p
Step 2: In the second step, we show that the functor
is an equivalence. The restriction functors Res G between equivariant quasi-coherent sheaves induces the following functors 
and the comparison functors. Proposition A.9 implies that the induced functor (i * p * ) T is an equivalence by Step 1, and hence the functor i * p
Step 3: In the final step, we finish the proof. By Step 2, we have already shown that the functor i * p
Step 2 and Proposition 2.15, the equivalence i * p
of compact objects, where (−) denotes the thick closure of (−). But since
is essentially surjective. This finishes the proof.
2.6. DG-enhancements and derived Morita theory. We recall the derived Morita theory for factorizations by [BFK1] . For this, we recall dg-enhancements of derived factorization categories.
Definition 2.25. Let (X, χ, W ) G be a gauged LG model. We define the dg-category
to be the category of quasi-coherent factorizations of (X, χ, W ) G whose Hom-complexes are defined as follows: For any E, F ∈ Qcoh G (X, χ, W ), we define the complex Hom(E, F )
• of morphisms from E to F as the following graded vector space
where
We denote by Inj G (X, χ, W ) (resp. MF G (X, χ, W )) the full dg-subcategory of Qcoh G (X, χ, W ) consisting of injective factorizations (resp. matrix factorizations). We also consider the full dg-subcategory inj G (X, χ, W ) ⊂ Inj G (X, χ, W ) consisting of injective factorizations that are quasi-isomorphic to coherent factorizations. Note that, by construction, the homotopy category [MF G (X, χ, W )] of the dg-category MF G (X, χ, W ) is equal to KMF G (X, χ, W ). Hence, if X is an affine scheme and G is reductive, then we have the following equivalence by Lemma 2.17;
The following standard result provides dg-enhancements of general gauged LG models. 
In what follows, we recall the derived Morita theory. We freely use the terminology and notation from [Toë] . Recall that the natural inclusion functor Ho(dg-cat tr ) → Ho(dg-cat)
has a left adjoint functor (−) pe : Ho(dg-cat) → Ho(dg-cat tr ) that sends a dg-category T to its triangulated hull T pe . For two objects T , S ∈ Ho(dg-cat), the Morita product T ⊛ S ∈ Ho(dg-cat tr ) of T and S is defined by
The following is a special case of the derived Morita theory in [BFK1] .
Theorem 2.27 ([BFK1, Corollary 5.18]).
Let X 1 and X 2 be smooth varieties, and G 1 and G 2 affine algebraic groups. For each i = 1, 2, assume that G i acts on X i , and let W i : X i → A 1 be a ϕ i -semi-invariant regular functions, where ϕ i : G i → G m is a character. Assume the following conditions:
(i) The singular locus Sing(Z W1 × Z W2 ) of the product of the zero schemes Z Wi of W i is contained in Sing(Z W1⊞W2 ). (ii) The category Dcoh G1× Gm G2 (X 1 × X 2 , ϕ 1 × Gm ϕ 2 , W 1 ⊞ W 2 ) is idempotent complete. Then we have the following quasi-equivalence
Here the affine algebraic group G 1 × Gm G 2 and its character ϕ 1 × Gm ϕ 2 are defined as in Definition 1.1.
Main result
Denote by ζ ∈ k a primitive n-th root of unity, and define a cyclic group µ µ µ n = ζ to be the subgroup of G m generated by ζ. Let G be a reductive affine algebraic group and ι : µ µ µ n ֒→ G an injective morphism of algebraic groups such that its image ι(µ µ µ n ) ⊂ G is a normal subgroup. Denote by π : G → G/µ µ µ n the natural projection. Let X be a smooth quasi-projective variety with an action from G/µ µ µ n such that X has a G/µ µ µ n -invariant affine open covering. Let ψ : G → G m be a character of G such that the composition ψ • ι : µ µ µ n → G m is the natural inclusion. Since ψ n • ι : µ µ µ n → G m is trivial, there exists a character ψ n : G/µ µ µ n → G m such that ψ n • π = ψ n . For a character φ : G/µ µ µ n → G m , we define characters χ : G/µ µ µ n → G m and χ : G → G m by χ := φψ n and χ := χ • π respectively. 
Let W : X → A 1 be a χ-semi-invariant regular function and F : X × A m t → A 1 a non-constant regular function of the form
m , and each f I k ∈ Γ(X, O(φ)) G/µ µ µn is a φ-semi-invariant regular function on X. Then F is a χ-semi-invariant regular function on X × A (1) If n < µ, there are fully faithful functors
and there is a semi-orthogonal decomposition
(3) If n > µ, there are fully faithful functors
3.1. Proof of Theorem 3.1. We will prove Theorem 3.1 by modifying the arguments in [BD + 2, Section 3] and [Hir2, Section 5] rather than by generalizing it. Set
Then the regular function
the one-parameter subgroup defined by λ(a) := (a, 1). We denote by Z λ ⊂ Q the fixed locus with respect to the λ-action. Then we have
If we define Q ± to be the complement of S ± in Q, then we have
are elementary HKKN stratifications, and the pair of these stratifications defines an elementary wall crossing in the sense of [BFK3] . Denote by t(K ± ) the λ ±1 -weight of the G m -action on the fiber Spec(Sym(ω S±/Q )) x of the geometric vector bundle associated to the λ ±1 -equivariant relative canonical bundle ω S±/Q at a point x in the fixed locus Z λ = Z λ −1 . Since Z λ is connected, the numbers t(K ± ) does not depend on the choice of x (see [BFK3, Lemma 2.1.18]). Then, if we set µ := m i=1 d i , we have t(K + ) = −n and t(K − ) = −µ.
Let λ ⊂ G m × (G/µ µ µ n ) be the image of λ : G m → G m × (G/µ µ µ n ), and denote by C(λ) the centralizer of λ ⊂ G m × (G/µ µ µ n ). Then we have C(λ) = G m × (G/µ µ µ n ). Furthermore, we define G λ := C(λ)/ λ , and let
be the open immersions and the closed immersions respectively, and denote by π ± : S ± → X the natural projections. Then π + is a trivial vector bundle of rank m, and π − is a trivial vector bundle of rank 1. Identifying X with the fixed locus
Then by Lemma 2.4 the projection p : G m × (G/µ µ µ n ) → G/µ µ µ n induces a fully faithful functor id * p : coh G/µ µ µn X ֒→ coh Gm×(G/µ µ µn) X since G m -action on X is trivial, and we have the following decomposition
We define Dcoh Gm×(G/µ µ µn) (X, 1 × G, W ) k ⊂ Dcoh Gm×G (X, 1 × G, W ) to be the subcategory consisting of factorizations F whose components F i lie in (coh Gm×G X) (θ| Gm ) k . Note that the subcategory Dcoh Gm×(G/µ µ µn) (X, 1 × G, W ) k is the subcategory of factorizations with λ-weights k (or equivalently, with (−λ)-weights −k) in the sense of [BFK3, Definition 3.4.3] . Then the above decomposition (3.B) gives rise to a decomposition of the derived factorization category
Denote by
We also denote by
the natural inclusion.
Definition 3.2. We define functors 
Next, we consider windows of Dcoh Gm×(G/µ µ µn) (Q, 1 × χ, W Q ). For an interval I ⊂ Z, let
be the I-grade-windows with respect to λ ± in the sense of [BFK3, Definition 3.1.2]. For each integer ℓ ∈ Z, we set I ± ℓ := [ℓ + t(K ± ) + 1, ℓ] ⊂ Z, and we define subcategories
Then, by [BFK3, Corollary 3.2.2, Proposition 3.3.2], the pull-backs
, we have the following:
In this case, we define a fully faithful functor
as the composition i *
•
Furthermore, by [BFK3, Lemma 3.4 .6], we have the following.
is equal to the one of the composition (−)
is equal to the one of the composition (
Then, by [BFK3, Theorem 3.5 .3], the above fully faithful functors give rise to the following semi-orthogonal decompositions. (1) If n > µ, there is a semi-orthogonal decomposition
(2) If n = d, we have an equivalence
(3) If n < µ, there is a semi-orthogonal decomposition
Now it is enough to show the following two lemmas:
Lemma 3.5. Notation is same as above.
(1) We have an equivalence
1 is flat, then we have an equivalence
Denote by Q + this new G m × G-variety. Furthermore, we consider an unramified cyclic cover
-action on Q + lifts to an action from G m × G on Q + , and the subgroup 1 × µ µ µ n ⊂ G m × G acts trivially on Q + . Then Q + is a G m × G-variety, and p + is a G m × G-equivariant morphism that is a principal µ µ µ n -bundle, where µ µ µ n -action on Q + is given by
since ψ • ι : µ µ µ n → G m is the natural inclusion. Therefore we have the following equivalences
where the first equivalence follows from Lemma 2.3 and the second one follows from Lemma 2.5.
(2) We define
u , and so Y has the induced G m × (G/µ µ µ n )-action. Let χ n : G m → G m be the character defined by χ n (a) := a n , and set
If we denote by Y F ⊂ Y the zero scheme of F , then the quotient stack
is the closed substack of X × P(d). Therefore, we have the following equivalences
where the first equivalence follows from Theorem 2.24.
(1).
Lemma 3.6. Let Φ ± be the equivalences in the above lemma. We have the following functor isomorphisms: 
The latter functor isomorphism is also checked by an easy direct calculation.
3.2. One-dimensional reduction of factorizations. In this subsection, we refine the semi-orthogonal decompositions in Theorem 3.1 in the case when m = d 1 = µ = 1. We keep the notation above, and let s ∈ Γ(X, O(φ)) G/µ µ µn be a non-zero φ-semi-invariant regular function on X. Denote by Z s ⊂ X the zero scheme of s. Then if s is non-constant and m = d 1 = 1, X × P(d) is isomorphic to X and the algebraic stack Z F is isomorphic to Z s . Hence by Proposition 3.4, Lemma 3.5. (2) and Lemma 3.8 below, we obtain a semiorthogonal decomposition that compares derived factorization categories associated to the potentials W :
Corollary 3.7. There is a fully faithful functor
Furthermore, we have the following semi-orthogonal decomposition:
(1) If s = 1 and n > 1, we have a semi-orthogonal decomposition
(2) If s is non-constant and W | Zs : Z s → A 1 is flat, there is a fully faithful functor
and we have a semi-orthogonal decomposition
Here
Lemma 3.8. If s = 1, the category Dcoh Gm×(G/µ µ µn) (Q − , 1 × χ, W Q ) in the proof of Theorem 3.1 is the zero category.
Proof. Since G m × (G/µ µ µ n ) is reductive, by [Hir2, Lemma 2.33 ] the restriction functor
is faithful. Hence it is enough to show that Dcoh(Q − , W Q ) = 0. Since W Q is flat, Dcoh(Q − , W Q ) is equivalent to the singularity category D sg (Q 0 ) of the zero scheme Q 0 of W Q : Q − → A 1 (see Subsection 3.3 below for the definition of singularity categories). But Q 0 is smooth, since the LG model (Q − , W Q ) is the Thom-Sebastiani sum of (X, W ) and
n u) and the zero scheme of the latter potential t n u :
Remark 3.9. By [Tak1] , there are quasi-fully faithful dg-functors
Moreover [BFK1, Corollary 5.18 ] implies the following semi-orthogonal decomposition
where inj denotes the dg-subcategory of Inj consisting of compact objects. Hence by [BFK1, Corollary 5.18] and [BFK2, Lemma 2.49] there are quasi-fully faithful functors
for −n + 2 ≤ i ≤ 0 and the semi-orthogonal decompostion
Hence Corollary 3.7.
(1) follows from the derived Morita theory if Dcoh G (X × A 1 t , χ, W + t n ) and Dcoh G/µ µ µn (X, χ, W ) are idempotent complete.
3.3. Kuznetsov-Perry's semi-orthogonal decomposition revisited. As a special case of Corollary 3.7, we obtain Kuznetsov-Perry type semi-orthogonal decompositions (cf. [KP] ) for ramified cyclic covers of weighted projective spaces. In this subsection, we prove the following theorem.
Let N > 0, n > 1 and c > 0 be positive integers. Let W ∈ S := k[x 1 , . . . , x N ] be a quasi-homogeneous polynomial of degree nc with respect to deg(x i ) = a i ∈ Z >0 , and denote by µ µ µ n ⊂ G m the subgroup generated by a primitive n-th root of unity ζ ∈ G m . Consider a µ µ µ n -action and a G m -action on Spec
Then we have the following.
Theorem 3.10. There are fully faithful functors
for −n + 2 ≤ i ≤ 0 and a semi-orthogonal decomposition
(1), we have the following semi-orthogonal decomposition.
Corollary 3.11. Assume that n > 1. There is a fully faithful functor
and we have the following semi-orthogonal decomposition:
We refine Corollary 3.11 in terms of equivariant categories. For equivariant categories, see [Ela2] or Appendix A. We prove the following proposition.
Proposition 3.12. Let X be a smooth variety, and suppose that a reductive affine algebraic G and a finite group H act on X. Let W : X → A 1 be a non-constant semi-invariant regular function with respect to some character χ :
is idempotent complete. Then we have an equivalence
Before giving the proof of Proposition 3.12, we prove Lemma 3.13 and Proposition 3.14. In Lemma 3.13, we see the compatibility between equivariant categories and Verdier quotients.
Lemma 3.13. Let T be a triangulated category with a dg-enhancement, and let S a thick subcategory of T . Let G be a finite group acting on T . Assume that S is stable under G-action, i.e. for every g ∈ G the autoequivalences σ g : T ∼ − → T defining the G-action preserves the subcategory S. Then we have a fully faithful functor
Moreover, if T G /S G is idempotent complete, the above functor is an equivalence.
3.4.
Case of Thom-Sebastiani sum. In this subsection, we consider special cases of Theorem 3.1 where the sum W + F is of Thom-Sebastiani type. We use the notation in Subsection 3.1. Set X := A N x , G := G m × µ µ µ n , and define characters φ : G m → G m and ψ : G → G m by φ(g) := 1 and ψ(g, ζ) := gζ for g ∈ G m . Then χ = ψ n = χ n . Fix (a 1 , . . . , a N (x 1 , . . . , x N , t 1 , . . . , t m ) := (x 1 , . . . , x N , ζt 1 , . . . , ζt m ) . (1) If n < µ, there are fully faithful functors
for µ − n + 1 ≤ i ≤ 0 and there is a semi-orthogonal decomposition
Using Morita product, we have the decomposition of the category Dcoh Gm (A N x ×V F , χ n , W ) in Theorem 3.15. 
Remark 3.16. Note that we have (A
The decomposition in Remark 3.16 gives an application to derived categories of products of Calabi-Yau hypersurfaces.
Remark 3.17. Thus, if N = n, we have
where the first equivalence is by Remark 3.16 and the second equivalence follows from Orlov's LG/CY correspondence (see [BFK1, Theorem 6 .13] for dg-version of it). In particular, if n = µ = N , i.e. both of V F and V W are Calabi-Yau, we have an equivalence
The situation in this subsection appeared in previous works [BFK1] , [Lim] . 
Invertible polynomials of chain type with the maximal grading
In this section, we prove that Conjecture 1.4 holds for invertible polynomials of chain type. Before we do this, we explain why Conjecture 1.4 can be reduced to the case of indecomposable invertible polynomials.
For an invertible polynomial f ∈ S n = k[x 1 , . . . , x n ], we denotes
and hence MF
The following is a consequence of Theorem 2.27:
. . , y m ] be invertible polynomials. The we have an quasi-equivalence
Proof. By Lemma B.3, HMF
S n+m (f ⊞ g) is idempotent complete. Hence the result follows from Theorem 2.27, since the hypersurface defined by the Thom-Sebastiani sum f ⊞ g has an isolated singularity only at the origin. S n+m (f ⊞ g) has a full exceptional collection of length µ( f )µ( g). Thus the result follows from an equation f ⊞ g = f ⊞ g and a natural isomorphism Jac( f ⊞ g) ∼ = Jac( f )⊗ k Jac( g) as k-vector spaces.
4.1. Application to matrix factorizations of polynomials. In this short subsection, we record an application of the main result to the homotopy categories of equivariant matrix factorizations of polynomials. More precisely, we consider Corollary 3.7 in the case when X is an affine space. We keep the notation above. Let S := k[x 1 , . . . , x d ], and assume that
, the zero scheme Z s is isomorphic to Spec S and f | Zs = f 0 . Note that, since X is affine, the assumption of the existence of a G/µ µ µ n -invariant open affine cover is satisfied. Therefore, by Corollary 3.7, we obtain the following: 
4.2. Invertible polynomials of chain type and full exceptional collections. In this subsection, we prove Theorem 1.6 by induction on the number of variables using a semiorthogonal decomposition by Corollary 4.3. Fix a positive integer d > 0. Let a 1 . . . , a d ∈ Z >0 be positive integers, and assume that a 1 > 1. For each 1 ≤ k ≤ d, we define a vector a k := (a 1 , . . . , a k ) and a polynomial
Since a 1 > 1, f a k is a quasi-homogeneous polynomial satisfying the condition (1) in Definition 1.3. Furthermore, if a k > 1, f a k is an invertible polynomial of chain type, and its BH transpose f a k is equal to f a k , where a k := (a k , a k−1 , . . . , a 1 ). We denote by G a k the maximal symmetry group of f a k ;
induces a surjective morphism π :
of algebraic groups, and we have Ker(
Hence there is an exact sequence
We denote by χ : G a d−1 → G m the character defined by χ := φψ a d , and we set χ := χ • π. Then since 
Proof. By Corollary 4.3, there are fully faithful functors Ψ : HMF
and Φ : HMF
Hence it suffices to show that, for each 1 ≤ i ≤ a d−1 , there is a fully faithful functor Φ i : HMF
, and that we have an orthogonal decomposition
Then the zero scheme 
where χ :
1 and η 0 (λ) := 1 respectively. Thus by Remark 2.19 there is a fully faithful functor Υ 1 : HMF
. Since the composition of the characters φ :
by Lemma 2.20 we have the following orthogonal decomposition
where Υ i := (−)⊗O(φ i−1 ) •Υ 1 . Therefore, if we define a functor Φ i : HMF 
Proof. First, we prove the former statement by induction on d.
Case when d = 1: In this case, since G a 1 ∼ = G m and f a 1 = x a1 1 , the category HMF G a 1 S1 (f a 1 ) is the homotopy category of Z-graded matrix factorizations. Hence, by [Tak1] , HMF G a 1 S1 (f a 1 ) has a full (strong) exceptional collection of length a 1 − 1 = ν(a 1 ).
Case when d = 2: For an integer l ∈ Z, we denote by χ l :
is trivial, and the restriction of x 
, and we have a semi-orthogonal decomposition HMF
is generated by one exceptional object, HMF G a 2 S2 (f a 2 ) has an exceptional collection of length (a 2 − 1)ν(a 1 ) + a 1 = a 2 a 1 − a 2 + 1 = ν(a 2 ).
Case when d > 2: By Corollary 4.4 and the induction hypothesis, HMF
Finally, we show the latter statement. If f a d is an invertible polynomial, then f a d = f (a d ,...,a1) is a quasi-homogeneous polynomial with an isolated singularity only at the origin. Hence the Milnor number µ( f a d ) is equal to
, where q i is the (rational) weight of x i such that the degree of f a d with respect to {q i } is equal to 1.
). Hence by the above similar equation for ν(−) and the induction on d, we see that µ(
Atsushi Takahashi pointed out that the semi-orthogonal decompositions in Corollary 4.4 and the proof of Corollary 4.6 may be related to the result of Gabrielov [Gab] via mirror symmetry:
Remark 4.7. From semi-orthogonal decompositions in Corollary 4.4 and the proof of Corollary 4.6, we have a recursion ν(a 
For a full subcategory B ⊆ C, we define the full subcategory C
T . By definition, there exist an object B ∈ B and an isomorphism ϕ : C ∼ − → B. If we set θ B := T (ϕ)θ C ϕ −1 , then the pair (B, θ B ) is an object of C B T and ϕ gives an isomorphism from (C, θ C ) to (B, θ B ) in C B T . For a comonad which is given by an adjoint pair (P * ⊣ P * ), we have a canonical functor, called comparison functor, from the domain of P * to the category of comodules over the comonad.
Definition A.6. Notation is same as in Example A.2. For an adjoint pair P = (P * ⊣ P * ), we define a functor
as follows: For any C ∈ C we define Γ P (C) := (P * (C), P * (η P (C))), and for any morphism f in C we define Γ P (f ) := P * (f ). This functor is called the comparison functor of P .
The following proposition gives sufficient conditions for a comparison functor to be fully faithful or an equivalence.
Proposition A.7 ([Ela1, Theorem 3.9, Corollary 3.11]). Notation is same as above.
(1) If for any C ∈ C, the morphism η P (C) : C → P * P * (C) is a split mono, i.e. there is a morphism ζ C : P * P * (C) → C such that ζ • η P (C) = id C , then the comparison functor Γ P : C → D T(P ) is fully faithful.
(2) If C is idempotent complete and the functor morphism η P : id C → P * P * is a split mono, i.e. there exists a functor morphism ζ : P * P * → id C such that ζ • η = id, then Γ P : C → D T(P ) is an equivalence.
Next we recall linearizable functors which induce natural functors between categories of comodules following [Hir1] . Let A (resp. B) be a category and T A = (T A , ε A , δ A ) (resp. T B = (T B , ε B , δ B )) a command on A (resp. B). For a G-action on C, the equivariant category C G of C is defined as follows: An object of C G is a pair (F, (θ g ) g∈G ) of an object F ∈ C and (θ g ) g∈G is a family of isomorphisms
such that the diagram
commutes for all g, h ∈ G. A morphism f : (F 1 , (θ 1 g )) → (F 2 , (θ 2 g )) in C G is defined as a morphism f : F 1 → F 2 in C such that f is compatible with θ i .
Remark A.11. If a category C has a (right) G-action, then for any two objects (F 1 , (θ 1 g )) and (F 2 , (θ 2 g )), the the equivariant structures (θ 1 g ) and (θ 2 g ) defines a natural (right) G-action on the set Hom C (F 1 , F 2 ) as follows: For any ϕ ∈ Hom C (F 1 , F 2 ) and g ∈ G, the morphism ϕ · g ∈ Hom C (F 1 , F 2 ) is defined as the following composition of morphisms; By definition, the set of morphisms in the equivariant category C G is equal to the G-invariant subspace of the set of morphisms in C; Hom C G ((F 1 , (θ 1 g )), (F 2 , (θ 2 g ))) = Hom C (F 1 , F 2 ) G .
Definition A.12. Define a functor p * : C G → C to be the forgetful functor, and define a functor
Then by [Ela2, Lemma 3.8] we have the adjunctions
Recall that T(p * , p * ) denotes the comonad induced by the adjunction p * ⊣ p * . is an equivalence.
Note that any G-action on C naturally extends to the G-action on its idempotent completion C (see [Ela2, Proposition 3.13 
]).
Lemma A.14. Let C be an additive category with an action of a finite group G. Then there is an additive equivalence C G ∼ = ( C ) G .
In particular, if C is idempotent complete, so is C G . Furthermore, if G is abelian, C G is idempotent complete if and only if C is idempotent complete.
Before we prove this, we recall basic properties of idempotent completion. An additive functor F : A → B between additive categories induces an additive functor F : A → B defined by F (A, e) := (F (A), F (e)). If F 1 , F 2 : A → B are additive functors and ϕ : F 1 → F 2 is a functor morphism, then ϕ induces a functor morphism ϕ : F 1 → F 2 defined by ϕ(A, e) := F 2 (e) • ϕ(A) • F 1 (e).
Since ϕ(A) • F 1 (e) = F 2 (e) • ϕ(A), we have ϕ(A, e) = F 2 (e) • ϕ(A) = ϕ(A) • F 1 (e). This implies that the equality ϕ 2 • ϕ 1 = ϕ 2 • ϕ 1 of functor morphisms, and for any additive functor F : A → B, we have id F = id F since the identity morphism of an object (A, e) ∈ A is the idempotent e : A → A. Therefore, we see that if P * : A → B and P * : B → A are an adjoint pair, the induced functors P * : A → B and P * : B → A are also an adjoint pair.
Proof of Lemma A.14. The latter statement follows from the former one by [Ela2, Theorem 4.2] . Let p * : C G → C, p * : C → C G and q * : ( C) G → C, q * : C → ( C) G be the adjoint pairs defined in Definition A.12. Then the adjoint pair (p * ⊣ p * ) induces the adjoint pair ( p * ⊣ p * ). Then we obtain two comonads T(q * , q * ) and T( p * , p * ) on C, and these comonads are tautologically isomorphic to each other. Hence by Proposition A.13 there is a sequence of equivalences ( C) G ∼ = C T(q * ,q * ) ∼ = C T( p * , p * ) .
Thus we only need to show the comparison functor
is an equivalence. For this, we use Proposition A.7.(2). Since C G is idempotent complete, it suffices to verify that the functor morphism η : id → p * p * is a split mono. By the proof of [Ela2, Proposition 3.11.(1) ], the functor morphism η : id → p * p * splits, and so there exists a functor morphism γ : p * p * → id such that γ • η = id. It is easy to see that the induced functor morphism γ : p * p * → id is a retraction of η.
Let T be a triagulated category with an action of a finite group G, where the autoequivalences σ g : T ∼ − → T of the action are supposed to be exact equivalences. Then the equivariant category T G has natural shift functors and a class of distinguished triangles induced by the triangulated structure of T . The following result guarantees that, if T has a dg-enhancement, T G is a triangulated category with respect to the natural shift functors and distinguished triangles. 
