A test structure for the measurement and characterization of layout-induced transistor variation by Chang, Albert Hsu Ting
A Test Structure for the Measurement and
Characterization of Layout-Induced Transistor
Variation
by
Albert Hsu Ting Chang
Bachelor of Science, Electrical Engineering and Computer Science,
University of California, Berkeley (2007)
Submitted to the
Department of Electrical Engineering and Computer Science
in partial fulfillment of the requirements for the degree of
Master of Science in Electrical Engineering and Computer Science
at the
MASSACHUSETTS INSTITUTE OF TECHNOLOGY
June 2009
c© Massachusetts Institute of Technology 2009. All rights reserved.
Author . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Department of Electrical Engineering and Computer Science
May 22, 2009
Certified by. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Duane S. Boning
Professor of Electrical Engineering and Computer Science
Thesis Supervisor
Accepted by . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Terry P. Orlando
Chairman, Department Committee on Graduate Theses
2
A Test Structure for the Measurement and Characterization
of Layout-Induced Transistor Variation
by
Albert Hsu Ting Chang
Submitted to the Department of Electrical Engineering and Computer Science
on May 22, 2009, in partial fulfillment of the
requirements for the degree of
Master of Science in Electrical Engineering and Computer Science
Abstract
Transistor scaling has enabled us to design circuits with higher performance, lower
cost, and higher density; billions of transistors can now be integrated onto a single
die. However, this trend also magnifies the significance of device variability.
In this thesis, we focus on the study of layout-induced systematic variation. Specif-
ically, we investigate how pattern densities can affect transistor behavior. Two pat-
tern densities are chosen in our design: polysilicon density and shallow-trench iso-
lation (STI) density. A test structure is designed to study the systematic spatial
dependency between transistors in order to determine the impact of different varia-
tion sources on transistor characteristics and understand the radius of influence that
defines the neighborhood of shapes which play a part in determining the transistor
characteristics. A more accurate transistor model based on surrounding layout details
can be built using these results.
The test structure is divided into six blocks, each having a different polysilicon
density or STI density. A rapid change of pattern density between blocks is designed
to emulate a step response for future modeling. The two pattern densities are chosen
to reflect the introduction of new process technologies, such as strain engineering and
rapid thermal annealing. The test structure is designed to have more than 260K
devices under test (DUT). In addition to the changes in pattern density, the impact
of transistor sizing, number of polysilicon fingers, finger spacing, and active area are
also explored and studied in this thesis.
Two different test circuits are designed to perform the measurement. The first test
circuit is designed to work with off-chip wafer probe testing equipment; the second
test circuit is designed to have on-chip current measurement capabilities using a high
dynamic range analog-to-digital convertor (ADC). The ADC has a dynamic range of
over four orders of magnitude to measure currents from 50nA to 1mA. The test chip
also implements a hierarchical design with a minimum amount of peripheral circuitry,
so that most of the chip area is dedicated for the transistors under test.
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Chapter 1
Introduction
In 1965, Gordon Moore noted that the number of transistors on a chip doubled every
18 to 24 months [10]; this observation, known as Moore’s Law, has been the driving
force in the semiconductor industry for the past few decades. In each technology
generation, we are able to scale the minimum transistor dimension by a factor of 0.7
from the previous generation. Due to technology scaling, we are able to integrate two
times more functions onto a chip without significantly increasing the cost of manufac-
turing. This trend significantly increases the rate of improvement in the electronics
industry. For example, in 1946, the first general-purpose electronic computer called
ENIAC1 was invented; it took up 680 square feet of area, weighted 30 short tons,2
and consumed more than 150kW of power to merely perform simple addition and
subtraction operations. Nowadays, we can design a digital signal processing (DSP)
microprocessor that is less than 2mm2 in area and consumes less than 4µW in power
to perform much more sophisticated and complex operations [88]. Scaling enables us
to design more powerful electronics that consume orders of magnitude less power. In
addition, scaling also enables us to integrate orders of magnitude more functionality.
The ability to consistently scale to smaller dimensions is one of the key factors
in the success of the MOS transistors. Conventional scaling involves shrinking the
gate oxide thickness, junction depth, gate pitch and source/drain extension. This is
1ENIAC stands for “Electronic Numerical Integrator And Computer.”
2Short ton is a unit of weight equal to 2,000 pounds.
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usually done by developing new lithography tools, masks, etch processes, photoresist
materials and other process technology improvements [1]. As we continue to scale
down to ever-smaller feature sizes, the development of new process technologies be-
comes more difficult. Roughly around the 180nm technology generation, feature sizes
begin to approach the fundamental dimensions, such as atomic dimensions and light
wavelengths. Process technology has difficulty keeping up with the pace of feature
scaling, and many challenges need to be overcome before we can scale further into
future generations. One of the most critical challenges is variation [5, 31].
Variation occurs when two nominally identical devices behave differently after fab-
rication. Designs can deviate significantly from simulations because of the presence
of variation. For example, a 30% variation in operating frequency and a 5-10x varia-
tion in leakage power can occur in digital integrated circuits if variation problems are
not appropriately handled and resolved [31]. Without careful analysis of the effects
of variation, parametric variation can even result in non-functioning circuits in the
worst case. The author in [35] shows that functional failure caused by performance
variability can also occur in the design of high speed radio-frequency (RF) building
blocks, if optimization techniques are not implemented during the design stage of the
circuit. Since the behavior of the fabricated design can be so different in terms of
power, performance or even functionality, variation is a big obstacle for engineers to
overcome.
The remainder of this chapter is organized as follows. Section 1.1 presents a
historical overview of process variation. Section 1.2 discusses different aspects of
variation analysis. A discussion on the sources of variation, followed by the impact
of these variation sources on transistor variability is presented in Section 1.3 and
Section 1.4, respectively. These analyses will lead us to realize that understanding
how layout impacts transistor characteristics is crucial for successful circuit design,
as discussed in Section 1.5. Finally, we will outline the remainder of this thesis in
Section 1.6.
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1.1 Historical Overview of Process Variation
Though process variation is sometimes treated as a new challenge associated with
technology scaling, the problem of variation has been studied for over 40 years. In
1961, Shockley analyzed the random fluctuation in junction breakdown [36]. In 1974,
Schemmert and Zimmer presented a set of process parameters that can be tuned in or-
der to minimize the threshold voltage sensitivity of a transistor, addressing systematic
variation in transistor threshold voltage [37]. The first issue of the IEEE Transactions
on Semiconductor Manufacturing appeared in 1988, aiming to encourage innovations
in advanced process control, process yield analysis and optimization, and manufac-
turability. Process variation has always been a critical problem in semiconductor
fabrication.
With the continued shrinking in the critical dimension of transistors, however,
variation problems are increasing in significance. Finding ways to effectively control
and reduce the problem of variation will remain a major challenge in the future.
1.2 Aspects of Variation
To understand variation, it is necessary to understand the taxonomies which are used
to describe variability mechanisms from different perspectives. Variation can be dis-
cussed from the perspective of spatial scales, causes, behaviors, extraction techniques
or proposed mitigating methods. Confusion may arise due to these different perspec-
tives and taxonomies, used to explain variation. This section attempts to clarify some
of these confusions.
Process 
Variation
Spatial Scales
Manufacturing 
Flow
Figure 1-1: Different aspects of variation.
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As shown in Figure 1-1, the first categorical decomposition of variation is based
on its spatial perspective. In other words, we attempt to describe how variation
sources manifest themselves on different spatial scales. The total variation can be
separated into (1) lot-to-lot, (2) wafer-to-wafer, (3) die-to-die, and (4) within-die
variation. Lot-to-lot, wafer-to-wafer, and die-to-die variation capture the differences
in manufacturing conditions, such as temperature, pressure, or other controllable
factors, between lots, wafers and dies, respectively. Process engineers worry about
the variation problem from the top of the hierarchy, at the lot and wafer level. To
mitigate lot-to-lot and wafer-to-wafer variability, they need to ensure better control
and uniformity during the manufacturing process. A different temperature profile
between wafers during the thermal annealing process, for example, could impact the
diffusion of dopant atoms. This can introduce significant transistor threshold voltage
variation between wafers [5].
On the other hand, circuit designers are more concerned with the die-to-die (inter-
die) and within-die (intra-die) variation, since they either do not have access to the
wafer-to-wafer or the lot-to-lot information, or they simply lump all sources of chip-
to-chip variation together when dealing with process corners. Die-to-die variation
occurs when the same transistor fabricated on different dies have different electrical
properties. These are variations between identically designed structures on different
dies. Inter-die variation can cause substantial shifts in performance between dies.
For example, due to temperature non-uniformity on the wafer, transistors at different
locations of the wafer can have different threshold voltages. Since the leakage power is
exponentially dependent on the threshold voltage, 2-3% shift in the threshold voltage
can result in dies having leakage power that differ by 5-10x.
Within-die (intra-die) variation occurs when nominally identical transistors on
the same die have different electrical properties after fabrication. Intra-die variation
can introduce significant offset and matching problems between transistors. While
matching has long been a problem in analog circuit design, recently, digital circuit
designers have also begun to worry about intra-die variation as scaling approaches
atomic scales. In a 0.18µm CMOS process, for example, within-die variation in gate
20
critical dimension (CD) can affect the circuit performance by more than 25% [66].
In the worst case, variation can even result in non-functioning designs, significantly
decreasing the yield of the circuit.
As noted in Figure 1-1, another way to categorize variation is based on the flow of
semiconductor manufacturing process [9]. The entire semiconductor process can be
divided into two general components: front-end and back-end. Front-end components
usually refer to the processes that involve in fabricating transistors. Processes such
as photolithography, ion implantation, polysilicon gate deposition and oxidation fall
into this category. Back-end components usually refer to the processes that involve
creating interconnects, and passive components, such as resistors and capacitors.
Processes such as chemical mechanical polishing (CMP), copper electroplating and
etching of metal wires fall into this category. Both front-end and back-end processing
steps can introduce significant variations. Historically, front-end variation (or device
variation) has contributed to about 90% of the total amount of performance variation
in good designs [20]. Even though the front-end variation plays a major role in
performance variation, back-end variation can be a key factor in areas such as on-
chip clock distribution. The clock skew resulting from back-end variation can limit
the maximum clock frequency [21, 22]. As we continue to scale, the back-end variation
will continue to increase in its significance.
In order to improve manufacturing yield, it is necessary to form a systematic
approach to mitigate the effects of variation. Therefore, it also makes sense to discuss
variation in the context of its mitigation flow. Figure 1-2 below summarizes the flow:
Cause → Behavior → Extraction → Solution. In the following sections, each step in
the flow will be discussed in detail in the context of variation, to familiarize readers
with that particular aspect of variation.
1.2.1 Cause: Intrinsic vs. Extrinsic
In terms of variation causes, we can categorize the sources of variation into two
groups: intrinsic variation sources and extrinsic variation sources. Intrinsic variation
sources are those which result from the atomic-level differences between transistors
21
Cause
Extrinsic Intrinsic
Behavior
Systematic Random
Solution
DFM
Statistical 
Design
Extraction
Characterization Model
Figure 1-2: Studies of variation: Cause → Behavior → Extraction → Solution.
or structures, even when the layout geometry and the operating environment are the
same. Instead of using classical physics, scaling to the atomic level will require us to
explain device behaviors using the principles of quantum physics. Classical physics
can no longer capture, for example, the probabilistic distribution of atoms inside the
transistors. At this scale, because the dimension of the transistors is within one or
two orders of magnitude of the lattice distance of silicon atoms, the precise location
of each silicon atom becomes important and influences the overall characteristic of
the transistor.
These stochastic variations between devices appear in threshold voltage, line-edge
roughness (LER), film thickness, and energy level quantization. Transistor threshold
voltage is directly related to both the dopant profiles and the number of dopants in
the channel. Since the location of the dopants in the crystal silicon and the number of
dopants in the channel are both governed by random processes, the threshold voltage
will vary. Energy level quantization is also caused by intrinsic random variation.
Randomness in the energy level will introduce electrical noise. The introduction of
additional noise and the uncertainty in the noise level will make circuit design more
difficult. For example, in the design of an analog-to-digital converter, precise noise
level information is necessary to determine the resolution of the ADC. This also
applies to most analog or radio-frequency designs where information about noise is
essential. The final impact of stochastic variation on devices is in line-edge roughness.
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The variation in the line-edge is quite noticeable when the device length scales below
100nm [13]. The typical edge roughness of a polysilicon gate is around 5nm, but the
values could be much worse depending on how the polysilicon gate is formed. At
the 180nm technology node, a variation of 5nm means a variation of less than 2%;
however, in the 32nm technology regime, a variation of 5nm means a variation of
more than 15%.
Extrinsic variation sources are those that result from an unintentional shift in man-
ufacturing conditions. Unlike the problems associated with the fundamental atomistic
scaling, these kinds of variation can usually be controlled by improving the manu-
facturing process. The traditional extrinsic variation sources are an unintentional
shift in temperature, pressure, photoresist development, etching and other control-
lable conditions in the fab. Extrinsic variation sources are the main contributors
to lot-to-lot, wafer-to-wafer and die-to-die variation, whereas within-die variation is
made up of both intrinsic and extrinsic variation sources. In general, more variation
occurs die-to-die than wafer-to-wafer within one lot. Historically, scaling has made
process control much more difficult. While both the transistor critical dimension and
the interconnect pitch are getting smaller, parts of the process technology have not
been able to keep up with the pace of scaling. For example, the current lithogra-
phy solutions, based on the 193nm light wavelength, have been the main lithography
technology in use for more than a couple generations of scaling, due to the lack of
affordable alternatives for new lithographic processes.
1.2.2 Behavior: Systematic vs. Random
Behaviors are the responses to the variation sources indicated in the previous sec-
tion. There are two types of behavior: systematic behavior and random behavior.
By definition, systematic variation describes the behavior of variation that can be
decomposed in a methodical and organized manner, which can then be formulated by
functional forms. Therefore, systematic variation is also called deterministic varia-
tion. Adequate modeling incorporating the systematic variation of the design can be
used to predict design behavior. Designers can take advantage of this predictability to
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design circuits accordingly and avoid designing for the worst-case. For example, tem-
perature non-uniformity during the rapid thermal annealing (RTA) process is closely
related to the non-uniformity of the polysilicon pattern density in the layout. We can
either use a predictive model to estimate how much variation will be expected from
the layout, or reduce the systematic variation by inserting dummy polysilicon to main-
tain a uniform pattern density across the die. Both solutions rely on the knowledge
that RTA variation is systematic, rather than designing for the worst-case.
Another class of behavior falls into the category of random variation. Random
variation is variation for which the designers do not have enough information to quan-
titatively or functionally relate to its origin of variation, and therefore are forced to
design for the worse case. This means a large design margin must be incorporated
to compensate for the worst case scenario. Designing for the worst case can waste
resources that can potentially be used for performance improvement or energy reduc-
tion. Every effort should be made to understand this kind of variation better in order
to minimize the design cost associated with accommodating it.
A variation that is referred to as systematic relies solely on the fact that designers
can trace the origin of the variation back to a specific design parameter. In other
words, nothing prevents a random variation source from becoming a systematic vari-
ation source if researchers can find a way to relate the variation source to a specific
design parameter. Moreover, the same variation can be treated as either a systematic
variation or a random variation, depending on who is defining it. From a circuit de-
signer’s point of view, a wafer-level temperature gradient induced variability is treated
as random variation because, most of the time, circuit designers have neither wafer-
level information nor do they have controls over the temperature gradient during
processing steps. On the other hand, process engineers have full control and access
to the wafer-level temperature information; thus, temperature induced variability at
the wafer-level is treated as systematic variation by process engineers.
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1.2.3 Extraction: Characterization vs. Modeling
Extraction of variation sources is the most essential step needed before designing miti-
gation techniques. In past technologies, a simple scribe line3 which included a handful
of transistors with different dimensions was sufficient to build an accurate model for
circuit simulation. As transistor dimension and the gate pitch shrink due to scaling,
interactions between the surrounding layout environment and the transistor charac-
teristics are becoming significant. A simple scribe-line method is no longer sufficient
to accurately capture the transistor characteristics in the more advanced technologies.
To understand this point further, let us consider two transistors with the same di-
mensions being placed in different scribe lines: one scribe-line is surrounded with high
shallow trench isolation (STI) pattern density and the other scribe-line is surrounded
with low STI pattern density. The two transistors will experience different amount of
stress from its surrounding area and thus will have different transistor characteristics.
As a result, gathering the test results from any one of these transistors will not be
sufficient for transistor or circuit modeling, of in-product circuits. Instead of model-
ing, designers are forced to “characterize” the performance of each particular circuit,
since the usefulness of scribe-line information to other circuit designs is limited.
To develop a model, it is important to have a set of design of experiments to explore
the effect of single or multiple parameters on the transistor characteristics that we
would like to model. A simple design of experiments (DOE) may have elements where
only one variable is varied at a time throughout the entire experiment, such that we
can develop a model for the behavior of the design in response to that variable. Using
our previous example, we can model the response to the changes in surrounding STI
pattern density, but we cannot derive a complete transistor model which incorporates
other layout-related variations. In order to build a more accurate and complete model,
the DOE needs to include elements where multiple factors are simultaneously varied
to see the interactions between different parameters. Again, without a proper DOE,
the resulting measurements will only be the characterization of one particular circuit,
3An empty area between dies that can be used for the insertion of simple test structures and
transistors for process monitoring.
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and the information gathered will have limited usefulness for other circuits we might
design later.
1.2.4 Solution: DFM vs. Statistical Design
Lastly, we will discuss different design approaches to mitigate variation. The first
approach is called design for manufacturability (DFM). This design strategy takes
advantages of the parts of design that are modelable (or in other words, systematic).
For example, it is well-known that the transistor orientation impacts the fabricated
channel length of the transistors. If matching is important, in a design, such as in the
case of analog circuits, under a DFM strategy, designers will not use transistors with
different orientations. The ultimate goal for engineers is to be able to approach all of
the problems using DFM solutions. This requires the understanding and investigation
of variation sources and ultimately the incorporation of these findings into modeling.
For the type of variation for which the source is either unknown or is truly random,
we can use a second design approach called statistical design. This design approach
follows the principle of better-than-the-worst-case-design. In the past, designing for
the worst-case was common. For example, in a digital integrated circuit, in order to
achieve a high yield, designers are forced to put large margins into their designs to
ensure that the slowest logic path can still operate under the frequency constraint.
However, it becomes exponentially more expensive to accommodate the slower tail of
the distribution. According to the experiment in [14], to ensure that the slowest 5%
of logic paths can still operate under the desired frequency, an extra 25% of leakage
power is consumed. In other words, the amount of additional power spent to en-
sure the functionality of the slower logic paths has serious diminishing returns. The
key concept of statistical design is not to lose too much performance accommodat-
ing a small percentage of circuits, but rather to make engineering tradeoffs between
performance and statistical yield.
Post-fabrication testing is necessary if a statistical design approach is used during
the design process. The main purpose is to find the dies that fall within the lower
percentage of the statistical distribution curve, and either eliminate them or put them
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into a lower performance bin. A second option is to use adaptive circuit techniques.
Many common digital techniques, such as adaptive body biasing (ABB) and adaptive
voltage scaling (AVS), have been developed to compensate for die-to-die or within-
die variability. For example, dies with high standby leakage power can be improved
by adaptively increasing the threshold voltage of the devices through the control of
the voltage between the source and the body terminals of the transistor. In these
cases, the tradeoff is between design complexity and area, and the resulting yield and
performance.
1.3 Sources of Variation
In Section 1.2, we focused our discussion on different aspects of variation. It is equally
important to understand the underlying physics that causes these variations and their
ultimate impact on the transistor parameters. Therefore, this section will begin with
an overview of the semiconductor manufacturing process, pinpoint the steps that
cause significant variation, and review key details of those steps.
The semiconductor manufacturing process has grown ever so complicated. From
generation to generation, new processing steps are continuously being added to the
existing process; sometimes, even a complete revision of an older generation’s process
is required to accommodate the aggressive scaling of the critical dimensions in the
modern era. Typically, more than one hundred individual steps are involved in the
entire manufacturing procedure. Each fab is also slightly different from the others in
terms of the equipments and processing steps involved during fabrication. Our goal
is not to detail the specific aspects unique to the individual fab, but to highlight some
of the most common steps in modern semiconductor manufacturing.
A typical fabrication process begins with the creation of the wafer. Polycrystalline
silicon is melted in order to grow silicon crystals. The resulting silicon crystals are
then sliced into individual wafers. In order to remove any scratches or impurities,
one side or both sides of the wafer are polished to a mirror-like surface. The chips
are built onto and into the wafer surface in the later steps. With the polished wafer,
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the next step is to grow (or deposit) a silicon dioxide (SiO2) layer onto the wafer.
SiO2 can either be grown onto the wafer by exposing the wafer to oxygen at very
high temperatures, or it can be created by combining with oxygen in a process called
chemical vapor deposition (CVD).
Photolithography, or lithography for short, is a process used to selectively remove
and pattern different layers on the silicon surface. The wafer is first coated with a
light-sensitive chemical called photoresist. A geometric pattern on the photomask
is transferred through light exposure onto the photoresist layer on the wafer. This
is similar to the way film is exposed to light to form a photographic image. After
the pattern is formed on the resist by the lithography process, the resist patterns
are washed away (or remain, depending on the type of resist). The material exposed
below the resist, for example SiO2, is then etched away to form the desired pattern
on the wafer. In a complex integrated circuit design, this process can be repeated
more than twenty times in order to build up subsequent layers of various materials
to form multiple layers of the circuit. For instance, polysilicon gate formation results
from one of the lithography steps.
Subsequently, ion implantation and thermal annealing processes are used to place
dopant atoms in the silicon substrate. In ion implantation, impurity ions are created
and accelerated with high energies (ranging from keV to MeV) into the silicon lattice.
These high energy ions break the original lattice structure of the silicon crystal;
moreover, the ion itself will not necessarily reside at the lattice sites. Therefore,
a follow-up annealing process is needed to repair the damage from ion implantation
and also to activate the dopant atoms. Some common annealing processes are furnace
annealing, rapid thermal annealing (RTA) and laser annealing. Other critical steps
involved in the creation of transistors are the shallow trench isolation (STI) process,
lightly doped drain implant process, sidewall spacer formation, contact formation,
and local interconnect/via formation.
Variation occurs in all of the manufacturing steps described above. However, a
number of these processing steps can be highlighted as major sources of variations:
(1) photolithography, (2) ion implantation and thermal annealing, (3) etch, (4) STI
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and sidewall spacer stress, and (5) chemical-mechanical polishing (CMP). Depending
on the features being fabricated, each processing step affects transistors differently.
Photolithography, etch and CMP variation would affect the physical fabricated di-
mensions of transistors, while ion implantation, thermal annealing and lattice stress
would influence the internal molecular composition of the material making up the
transistors. In the section below, we will identify the processing steps which most
induce variations and also point out the transistor parameters that are most affected
by them.
1.3.1 Photolithography
The photolithography process is used to project the design pattern from photomasks
onto the actual wafer. In an ideal situation, it is best to use a light wavelength
that is equal or shorter than the critical dimension (CD) in that technology. Due
to the delayed introduction of lithography processes based on the 157nm wavelength
of light, many of the recent technology generations have been forced to extend the
older lithography based on 193nm light. As we continue to scale below 100nm, the
lithography process cannot keep up with the aggressiveness of scaling, and a significant
challenge has been that newer technologies continue to base their lithography process
on wavelengths that are much longer than the CD.
Because of the longer wavelength used in the lithography process, image and shape
distortion are inevitable. Shape distortion can be attributed to the low-pass filter
behavior of the lithography process while trying to print smaller features than the
light wavelengths. The low-pass filter characteristics can result in inaccuracy while
resolving the high frequency components, such as corners or sharp turns, on the wafer.
This inaccuracy translates into several major types of distortions: linewidth variation
(proximity effect), line-end shortening and corner rounding. Due to the strong layout
dependence, these kinds of variation are highly systematic.
The proximity effect refers to the strong dependence of the printed critical dimen-
sion on the surrounding layout. The closer the surrounding layout is, the more impact
it is going to have on the printed dimension of the transistors around it. As we scale
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from one generation to another, the minimum allowable pitch is getting smaller as
shown in Figure 1-3. Therefore, more interaction between neighboring transistors is
expected. That is one reason why scaling has increased the problem of variation. Line
shortening refers to the reduction in line length while printing a rectangular structure.
This is due to both the diffraction of light and photoresist diffusion. Corner rounding
refers to the smoothing of a rectangular corner into a rounded corner, mainly due to
the low-pass filter characteristics of the lithography process.
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Figure 1-3: Minimum DRAM pitch size [1].
Another related phenomenon of the lithography process is line-edge roughness
(LER). All of the previously discussed variations induced by the lithography process
have been systematic. Though the amount of variation cannot be exactly predicted,
we can still obtain consistent but approximate results, which can provide information
about offsets in one direction or the other. Using corning rounding as an example,
although the exact amount of rounding may not be obvious, we still expect round-
ing to make the printed dimension smaller than the original drawing and physical
or empirical model based corrections can be calculated. LER, on the other hand,
is considered to be random variation. In the past, since the critical dimension of
transistor was orders of magnitude larger than the magnitude of the roughness, LER
received little attention. However, as the devices have scaled to lengths below 50nm,
the magnitude of the roughness does not scale with the device.
As a result, LER becomes a larger fraction of the gate length. As shown in
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line edge.  The resulting periodic roughness can be directly 
measured by a secondary, or “satellite”, diffraction axis where 
the intensities are directly related to LER and LWR amplitude. 
Results of these measurements can be used to assess the 
potential of the “Debye-Waller” method to measure LER in 
line/space patterned areas using CD-SAXS. 7 
EXPERIMENTAL 
A reticle with line/space patterns of programmed LWR 
was designed and fabricated for exposure using EUV 
lithography. The designed features include line/space arrays in 
patterned areas over an area greater than 100 m  100 m. 
Linewidth and line edge roughness samples with programmed 
roughness were created by adding “tabs,” similar to optical 
assist features common in photoresist image design, with a 
pre-determined distance between centers along the line edge 
(i.e., the roughness wavelength). The distance of the tab edge 
from the nominal line edge is hereby referred to as the tab 
amplitude and ranges from 9 nm to 30 nm with a nominal 
roughness wavelength of 100 nm. Nitride 60 nm thick was 
patterned with m m line/space gratings using 
EUV photolithography (	= 13.6 nm). For this study, we have 
selected a LWR structure with a designed 35 nm linewidth, 
250 nm pitch, and 15 nm programmed roughness amplitude to 
be printed on a 300 mm wafer. The wafer was exposed by 
EUV with an 11 x 11 focus exposure matrix (FEM). The 
resulting nitride lines, which represent a hardmask that would 
result from an EUV lithography process, were consistent in 
demonstrating a well defined trapezoidal profile and uniform 
profile height (i.e., did not exhibit height loss). 
Thirty-six line measurements were performed per grating 
using CD-SEM in the Advanced Technology Development 
Facility (ATDF). In Fig. 2 (top), a representative CD-SEM 
image shows the periodic linewidth roughness in top-down 
view. This was achieved with an automated recipe that stepped 
a 3 x 3 matrix of regular (20 m) intervals over the grating in 
both the x and y directions, performing non-unique pattern 
recognition at each of the nine positions and placing a 2 m 
long measurement image over four random lines at each 
position. CD and LWR values were calculated by the tool for 
all four lines in the image. Each image consisted of 512 line 
scans, allowing LWR to be calculated by the International 
SEMATECH Manufacturing Initiative (ISMI) best known 
method, which has been defined elsewhere.8 This measurement 
scheme was also compatible with the new SEMI standard for 
LER measurement.11 With this 36-line sampling plan, the error 
in estimating the mean CD and LWR by CD-SEM , is 
 (0.1 to 
0.2) nm. 
Synchrotron-based CD-SAXS: Measurements were 
performed at the 5-ID-D beamline, operated by DND-CAT, at 
the Advanced Photon Source, part of Argonne National 
Laboratory, as described elsewhere.4 As illustrated 
schematically in Fig. 1, CD-SAXS records the diffracted 
intensity from an array of patterns in transmission through a 
silicon substrate. An X-ray energy of E = 17 keV was selected 
using a monochromator, corresponding to a wavelength of 	 = 
(0.0729 ± 0.0001) nm.12 A focusing mirror and beam defining 
slits produced an approximately square beam of 100 m x 
100 m at the sample surface. The sample was oriented with 
the silicon substrate facing the incoming beam to reduce the 
possibility of beam damage, where the transmission through a 
500 m thick silicon wafer is  45%. Diffracted intensity was 
recorded on a 2- dimenionsal charge coupled device (CCD) 
detector with square pixels of side length (78.75 ± 0.05) m. 
The sample-detector distance was set to be (739.0 ± 0.1) cm. 
The direct beam was blocked by a circular beamstop to prevent 
detector damage. Fig. 2 (middle) shows a representative CD-
SAXS diffraction from synchrotron based CD-SAXS setup.
 
 
 
 
Fig. 2.  a.) A top down CD-SEM image displays the 
magnitude and periodicity of the programmed 
roughness in the photoresist line/space pattern (top).  A 
two-dimensional detector image of a sample with 
programmed periodic linewidth roughness from b.) a 
synchrotron based CD-SAXS (middle) and c.) 
laboratory scale CD-SAXS (bottom). The scattering 
vectors along the diffraction axis (qx) and normal to the 
diffraction axis (qy) are shown.  In addition to the main 
diffraction axis at qy = 0 nm-1, a series of satellite 
diffraction peaks are found at qy = +/- 2/	, where 	 is 
the wavelength of the tab spacing.   
Laboratory-scale CD-SAXS: Measurements were 
performed at the National Institute of Standards and 
Technology. The instrument was operated with the 
molybdenum (Mo-k) radiation. The beam was collimated by 
qx 
qy 
0
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Figure 1-4: A top down CD-SEM image displays the magnitude of the roughness [2].
Figure 1-4, the line no longer resembles a clean straight line anymore, but looks
significantly rough. The typical edge roughness remains on the order of 5nm, almost
independent of the type of lithography used in either production or research [23]. The
scaling of the lithographic features has made process control ever more difficult. The
lithography process and line-edge roughness are major contributors to the critical
dimension variation. They each contribute to systematic and random variation in the
CD, respectively.
1.3.2 Etch
Similar to the photolithography process, the etching process has non-uniformities
which also contribute to the linewidth variation. Etching induced variation mani-
fests itself as a difference between the photoresist and the actual polysilicon dimen-
sion. Although both etching and photolithography result in CD variation, the two
effects are caused by different physical reasons. Nevertheless, the amount of varia-
tions contributed by etch and photolithography are comparable and additive. We can
classify etch induced variation into three categories: aspect-ratio-dependent etching,
microloading and macroloading.
Aspect-ratio-dependent etch refers to the dependence of etch-induced variation
on the feature size of the surrounding layout [24]. A common phenomenon seen in
plasma etching is that smaller features usually etch at a slower rate compared to larger
features. The exact etching process is complicated, but qualitatively, the feature size
dependence of etching can be attributed to the changes in transport properties of
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ions, etchants and sidewall inhibitors based on different feature sizes.
Microloading and macroloading are driven by the other physical mechanisms. The
changes in the layout features can increase or decrease the density of the reactants.
On a small scale, transistors designed to have the same dimension can be etched
very differently, depending on the surrounding layout features due to microloading.
Significant variation can be observed, especially when there is an abrupt change in
local pattern density. On a large scale, the etching variation is determined by the
average loading across the entire die or even the entire wafer instead of the local
surrounding features. A wafer containing different types of design layout, such as
SRAM, logic, and analog circuits, can experience significant etching variation due to
macroloading.
The majority of the etch-related variation is systematic since it is highly layout-
dependent. Etching and photolithography together are the two major contributors
to both systematic and random critical dimension variation in transistor fabrication.
1.3.3 Ion Implantation and Thermal Annealing
As described previously, ion implantation and thermal annealing are ways to introduce
dopant ions into the semiconductor material. This results in randomness, both in
number and placement of dopant atoms in the channel, illustrated by a Poisson
distribution as shown in Figure 1-5. Due to the scaling in transistor dimensions, the
total number of dopant atoms required to be in the channel to achieve a certain level
of doping concentration decreases from generation to generation. As a result, in the
most advanced technology nodes of 45nm or even 32nm, the number of dopant atoms
required is in the tens or low hundreds. Therefore, the variation in the number of
dopants around a certain mean value increases significantly. As shown in Figure 1-
5, a dopant profile in a 50nm n-mosfet is simulated by a Monte Carlo procedure.
The source and drain are highly doped areas, while the dopants in the channel and
body are very scarce. However, these few dopants underneath the channel are much
more important than the dopants in the source/drain region, since their number and
position determine the threshold voltage of the transistor. Due to Poisson statistics,
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the uncertainty in the number of dopants in small transistors can be 5-10% of the total
number of dopants. Since ion implantation and thermal annealing are the process
steps which affect the number and the distribution of dopant atoms the most, we
collectively call this problem random dopant fluctuation (RDF).
 
 
 
  
Figure 1-5: Randomly placed dopants in a 50-nm channel [3].
A few solutions have been proposed to alleviate the problem of RDF. In general,
the dopant atoms closest to the surface of the channel will have the most impact on
threshold voltage. The author in [27] is able to show that using a retrograde doping
profile would significantly decrease the variation in threshold voltage. Retrograde
doping is a way to dope the channel such that the high substrate doping is buried
somewhat beneath the surface, leaving a lightly doped region close to the surface.
Because there are not many dopants close to the surface, the amount of variation can
be reduced significantly. In [32], the authors discuss the possibility of having fully
depleted silicon on insulator4 (SOI) without any dopants underneath the body. The
threshold voltage for the fully depleted SOI is controlled by the gate-metal workfunc-
tions. This can potentially alleviate the problem of dopant variations, but most of
the potential transistor structures are not as scalable as the traditional bulk-CMOS
technology. It is very difficult to replace CMOS using these new transistor struc-
tures, and understanding of dopant or other variations in scaled CMOS as well as in
potential alternatives will continue to be important.
4Silicon on insulator technology (SOI) refers to the use of a layered silicon-insulator-silicon sub-
strate in place of conventional silicon substrates in semiconductor manufacturing, especially micro-
electronics, to reduce parasitic device capacitance and thereby improving performance.
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1.3.4 Lattice Stress
A more recent variation mechanism is caused by lattice stress. Up until about the
90nm node, the intrinsic device performance has steadily increased by about 17% per
year, following an inverse gate-length (1/L) dependence. The steady increase in the
intrinsic performance is enabled by the continuous increase in the intrinsic carrier
velocity due to the scaling of gate-length [77]. However, from the 90nm technology
generation onward, this intrinsic carrier property has stayed roughly constant, even
with scaling. Additional innovations besides scaling are needed to further improve the
intrinsic transistor performance, such as the use of strained silicon. Because mobility
is a strong function of stress, by applying a physical stress on silicon lattice, we can
increase the carrier mobility. This increase can lead to a higher saturation current and
a higher switching speed for circuits. A tensile stress is desired for NMOS transistors
to increase the mobility of electrons, and a compressive stress is desired for PMOS
transistors to increase the mobility of holes. An increase in mobility of up to 60% has
been reported by applying stress [78].
However, stress can also be introduced to the silicon lattice unintentionally. The
mismatch in thermal expansion of different materials is one mechanism that can
create unintentional stress. The use of shallow trench isolation (STI) is one example.
During the oxidation step in the formation of STI, because of volume expansion,
the neighboring transistors experience compressive stress. Compressive stress has a
negative impact on the performance of NMOS transistors since it greatly decreases
the electron mobility.
The strain-induced variability is also highly systematic since it depends on the
layout of the transistor and its surrounding geometry. The size of the active area and
the distance from the gate to the STI edge are especially important when dealing
with stress. As the gate moves farther away from the STI edge, it will experience less
compressive stress from the expansion of the dielectric material. Larger transistors
also tend to be less sensitive to external stress. As the distance between transistors
continues to decease, the channel gets closer to the STI edge; therefore, a significant
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increase in unintentional stress on the channel is expected in future technologies.
Design models which account for this systematic variation are needed to better predict
transistor behavior.
The lattice stress can also influence transistors in other ways. Sheu and Zan-
genberg both investigated the stress effects on dopant diffusion in scaled MOSFETs
[52, 53]. A model is provided by Zangenberg that relates stress to dopant diffusion.
Liu explores the effect of STI strain on the thickness variation of silicon gate oxide
[28]. One conclusion is that severe variation in the oxide thickness appears near the
STI boundaries. This near-edge oxide region has a very weak dependence on the total
oxidation time, compared to the oxide region near the center of the polysilicon gate.
1.3.5 Chemical-Mechanical Polishing
All of the variation sources described so far are part of the front-end process, which
refers to the steps that create the actual transistors. Chemical-mechanical polishing
(CMP) is used repeatedly in the back-end process, which refers to the steps that
form the wiring and interconnect of the circuit. The goal of copper CMP is to
completely remove the overburden copper or excess metal that is outside the trench
area, leaving a flat surface that is coplanar with the surrounding dielectric. Polishing
is an important step for modern IC fabrication processes. This planarity allows the
entire metallization sequence to stack up multiple metal layers and eventually build
up to the complete fabrication which can consist of more than ten metal layers.
be patterned may be out of focus due to surface height fluctuations (nanotopogra-
phy) [22]. This results in subsequent lithographic variations as described in Sec-
tion 1.1.1. However, CMP is not a variation-free process itself: it is a significant
source of systematic variation resulting from both process conditions, including vari-
ations in down force, rotational speed, pad conditioning, and temperature as well as
designed feature sizes and pattern dependencies [23]. The primary effects of CMP
variation are shown in Figure 1-5, where copper lines can be “dished” and inter-layer
dielectrics eroded, causing variation in copper line thicknesses.
Dishing Erosion
Figure 1-5: Dishing of copper and erosion of inter-layer dielectrics in CMP
Mitigation strategies for variation resulting from the CMP process module began
with improved process control by using feedback from the process itself to guide when
the polishing should end [24]. More recently, mitigation strategies have focused on
improved modeling and design modification: since variations arising from the CMP
process tend to be limited to pattern dependencies and features sizes, appropriate
modeling of the process and product design can reveal areas of particular susceptibility
to the types of variation depicted in Figure 1-5. With this information, automated
mitigation strategies have been devised to enforce or adjust pattern densities (e.g. by
using Design Rule Constraints or automated “dummy fill” insertion) to dramatically
reduce a design’s susceptibility to CMP-caused variation [25].
Other Variation Sources
The four process modules described above contribute significantly to overall process
variation, but variation is by no means limited to these four modules. Other process
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Figure 1-6: Pattern-dependent CMP variation due to dishing and erosion.
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Unfortunately, the polishing procedure is not ideal as shown in Figure 1-6; it suffers
from a significant amount of variation. Two kinds of variation are most common in
the CMP process: dishing of copper and erosion of dielectric. Dishing refers the
overpolishing of the features within the trench relative to the surface of the dielectric
layer. Erosion refers to the removal of surrounding dielectric when it should not
be removed. In general, larger features suffer more dishing than smaller features,
but conversely, smaller features suffers more erosion compared to the larger features.
For medium-sized-features, both dishing and erosion contribute to some degree of
polishing variation. CMP-induced variability is highly systematic, since it relates
directly to the feature size and layout pattern densities being polished.
1.4 Impact on Transistor Variability
In the previous section, we overviewed the major sources of variation in the IC fab-
rication process. It is equally important to understand the impact on transistor
parameter variability from these variation sources. The total amount of variation,
including mean shifts around µtotal and variances contributing to the total variance
σ2total, in each of the transistor parameters can be decomposed into lot-to-lot (L2L),
wafer-to-wafer (W2W ), die-to-die (D2D), within-die (WID) and random (R) sources
of variation.
µtotal = µL2L + µW2W + µD2D + µWD + µR (1.1)
σ2total = σ
2
L2L + σ
2
W2W + σ
2
D2D + σ
2
WD + σ
2
R (1.2)
This spatial decomposition has been discussed previously in Section 1.2. The total
amount of mean-shift due to variation is the sum of the shifted means due to each of
the individual variation components as depicted in Equation 1.1. Similarly, the total
amount of variance due to variation is the sum of the variance of the individual vari-
ation components as depicted in Equation 1.2. The first four variation components,
lot-to-lot, wafer-to-wafer, die-to-die, and within-die variation, are treated as system-
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atic components in this equation, while the last component describes the random
stochastic process. Each circuit parameter has a different proportion of variance con-
tributed from each the components in the above equations, depending on the physics
behind the fabrication steps. In the following sections, we associate the variation in
transistor parameters with one or more of the previously discussed processing steps.
The equations below highlight some of the most important benchmarks in deter-
mining transistor performance. In these equations, W is the transistor width, L is
the transistor gate length, µ is the mobility, VT is the threshold voltage, and l
′ is the
DIBL (drain-induced barrier lowering) factor. Equation 1.3 describes the saturation
current which can be used to evaluate the drive strength of transistors. Equation 1.4
describes the leakage current, which can be used to evaluate the leakage power con-
sumption during the idle stages. Equation 1.5 is the delay equation used in the ITRS
roadmap to characterize transistor switching speed. Here, we can clearly see how
each transistor parameter affects these key metrics. This will help us to relate the
variation in transistor parameters directly to these performance metrics.
Isat =
1
2
· W
L
· µCox · (Vgs − VT )α · (1 + λVds) (1.3)
Ileak = I0 · e
−VT
kT/q · e
−Vdsexp(−L/l′)
kT/q (1.4)
τ =
Cload · Vsupply
1
2
· W
L
· µCox · (Vgs − VT )2
(1.5)
1.4.1 Transistor Dimension
The transistor dimension refers specifically to gate channel length and width. These
are the two parameters that directly influence the transistor performance as shown
in Equation 1.3. To increase the switching speed of circuits, it is often necessary
to increase the on-current of the transistors. There are two options to increase the
on-current: one is to increase the width, and the other is to decrease the length.
However, increasing the width is, in general, not as effective as decreasing the length,
since increasing the width will also increase the load capacitance. The switching speed
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will not benefit by the same amount as the increase in width. On the other hand,
decreasing the length, or the critical dimension, will not only increase the on-current
of the transistor but also decrease the load capacitance. As a result, decreasing the
channel length is a more effective way to improve the switching speed of transistors.
To design high performance circuits, the minimum channel length and larger-than-
minimum channel widths are often chosen for transistor sizing. The width dimension
is generally much larger than the length; therefore, variation in channel width has a
negligible impact on the key performance parameters. A number of processing steps
and modules can contribute to the overall variation in gate length. These factors
include the wafer, mask, exposure system, etching process, spacer definition, source
and drain implantation, and the environment during the manufacturing process. Of
these factors, the primary variability sources for channel length are the steps within
the photolithography process (systematic), plasma etch process (systematic), and
line-edge roughness (random), as described previously in Section 1.3.
Saturation current has a linear dependence on channel length while the leakage
current has an exponential dependence on channel length, as shown in Equation 1.4.
The exponential dependence arises from a phenomenon called drain induced barrier
lowering (DIBL), in which the threshold voltage of the transistor decreases with higher
drain-to-source voltages. According to Equation 1.4, DIBL has a small impact when
the transistor length, L, is large relative to the DIBL factor. As we continue to scale,
however, the channel length becomes comparable to the DIBL factor. Therefore, a few
percent variation in channel length can be greatly amplified in terms of its impact on
leakage current variation. This translates directly into more power consumption. In
this era where consumer products emphasize the importance of low-power operation,
an order of magnitude increase in power consumption is unacceptable. Profit losses
due to small production yield can occur as a result of channel length variation, and
thus finding means to mitigate channel length variation is urgent.
38
1.4.2 Threshold Voltage
Threshold voltage is one of the most critical transistor parameters in CMOS tech-
nology. The strong nonlinearity at the threshold voltage allows transistors to behave
like switches, turning on and off to perform logic operations. Because of this key
feature, CMOS technology has been the dominant technology for many years. As
shown in Equation 1.3-1.5, threshold voltage plays a major role in every important
performance parameter. Not only does it determine the on-current of a transistor,
but it also has an exponential effect on the leakage current. Threshold voltage varia-
tion, therefore, has always received a considerable amount of attention in the circuit
design community.
2φB = 2
kT
q
ln
Na
ni
(1.6)
VT = Vfb + 2φB +
√
qNa2εs
Cox
(
√
2φB + Vsb −
√
2φB) (1.7)
Threshold voltage is also one of the most difficult transistor parameters to control,
due to a number of reasons. First, from Equation 1.7, we can see that the doping
concentration, Na, the flat-band voltage, Vfb, the oxide thickness, Cox, and the band
bending in the body, 2φB, are all part of the threshold voltage equation. We can
therefore infer that many processing steps contribute to the variability in threshold
voltage. Second, the variation behavior of threshold voltage is mostly random5 due
to random dopant fluctuation (RDF) in the ion implantation and thermal annealing
steps. As a result, it is very difficult to develop mitigation techniques to control or
reduce the variation in threshold voltage.
In 1989, Pelgrom investigated the matching properties of threshold voltage [17].
From his analysis, he concluded that the total mismatch P is normally distributed
with zero mean as shown in Figure 1-7. The variance of the threshold voltage can be
described by Equation 1.8.
5The systematic part of the variation is mostly due to DIBL; we consider that as part of the
channel length variation.
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σ2Vth =
A2Vth
W · L + S
2
Vth
D2 (1.8)
This model is also called the Pelgrom model,6 in which the variance of the thresh-
old voltage is assumed to be inversely proportional to the transistor area, and pro-
portional to the separation distance between two devices.
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Fig. 8. Intra-die correlation versus distance and die-to-die pattern correlation.
Fig. 9.   distribution and normal probability plot for a single die.
of the on-chip ADC, we were unable to measure currents signif-
icantly larger than 600 nA, making it impossible to determine
an absolute for each reference device. Nevertheless, we are
still able to compute correlations in the spatial variation patterns
between arbitrary pairs of die. Once again, we choose a single
device size to analyze and compute the correlation coefficient,
, between pairs of die using (10), where and
are the of identical devices located at on
die and die , respectively, and , , , are the means
and standard deviations of of all devices of the given size
on dies and , respectively. Fig. 8(b) shows the correlation co-
efficient as a function of all pairwise combinations.
All data points fall within the significance bounds indicating
no significant variation pattern similarity between pairs of dies.
Larger device sizes show the same results:
(10)
The previous two subsections have shown that variation is
both random and spatially uncorrelated, implying that knowing
the variation between two devices gives no further information
about two similarly spaced devices on the same chip or even the
same two devices on a different chip. This has powerful impli-
cations for both circuit designers and the modeling community.
IV. DESIGN AND MODELING IMPLICATIONS
In order to determine the importance of the lack of correlation
in variation, we must determine the sensitivity of a given cir-
cuit or design to variation. For example, it is well known that
subthreshold circuit designs are highly susceptible to varia-
tion, while channel length variation has minor impact in com-
parison. In general, computing circuit sensitivity to individual
process parameters is not easily done analytically. However, we
can consider a simple inverter where the power-supply to the in-
verter is scaled from subthreshold to well above to illustrate
the differing circuit sensitivities.
A. Circuit Modeling
For a simple inverter operating above-threshold, the propa-
gation delay for a falling transition can be modeled as in (11).
However, when the inverter is operating subthreshold, (11) is
modified to (12):
(11)
(12)
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Figure 1-7: Normal distribution of threshold voltage [4].
The threshold voltage of a device largely depends on the dopant profiles, which can
be specifi d by the total numb r of dopants and the location of each dopant. Frank
reported a full 3D simulation of the MOSFET under the influence of random discrete
doping [19]. The simulator is based on the drift-diffusion odel. For each latt ce
site, the probability of a dopant atom presents at that location is calculated. The
resulting dopant profiles under the channel, source, drain and gate of a MOSFET are
th n used to calculate the threshold voltage. Based on numerical simulation, Asenov
is able to create an empirical model that captures the standard deviation of threshold
voltage [18]:
σ2Vth = 3.19× 10−8
ToxN
0.4
A√
W · L (1.9)
Threshold voltage variation greatly limits the ability to design accurate analog
6The variant of the Pelgrom model which describes the standard deviation of saturation current
can be found in [71].
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circuits, which generally require good matching. Circuits, such as amplifiers or com-
parators, can suffer from significant amounts of offset voltage. In digital circuits,
threshold voltage variation is important in two respects. The first is in the design of
digital memories. Variation can reduce the read and write margins of the memory
circuits and result in non-functioning cells. The second relates to the significant im-
pact of leakage current variations. A number of mitigation techniques have been used
to compensate die-to-die variation due to threshold voltage. For example, Tschanz
in [89] used body bias as a knob to adjust the threshold voltage to reduce variation
in die frequency by a factor of seven. Techniques such as this can greatly minimize
the die-to-die variation due to threshold voltage and significantly improve the yield
of the circuit.
1.4.3 Mobility
Mobility is a proportionality constant that relates the drift velocity of electrons or
holes to the electric field applied across a material. The relationship can be written
as:
|v| = µ · E (1.10)
µ =
qτm
m
(1.11)
where |v| is the drift velocity, µ is the mobility of electrons or holes, and E is the
electric field applied across the material. The absolute value of drift velocity is used
because the drift velocity of electrons and holes are in opposite directions. Equa-
tion 1.11 shows the relationship between carrier mobility and material properties,
such as the mean free time between collisions, τm, and the effective mass, m. One
way to improve carrier mobility is to increase the mean free time between collisions.
However, an easier and more common way is to reduce the effective mass of the
carriers by applying strain.
ITRS projects that the mobility enhancement factor due to strain will be ap-
proximately 1.8 for every technology generation up until the year 2022 [1]. This
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requirement is due to an inability to improve carrier velocity further by merely scal-
ing channel length. Therefore, in order to improve transistor performance, strain is
necessary.
However, mobility improvement does not translate directly into an improvement
in saturation current. The same report also shows that a saturation current mul-
tiplication factor of only 1.08 can be achieved by an 80% improvement in mobility.
This raises two questions. First, why does an improvement in mobility not translate
directly into an improvement in saturation current, as predicted by Equation 1.3?
Second, if the change in mobility does not affect the saturation much, why is there a
concern about mobility variation due to unintentional strain?
A change in mobility does not translate directly into an improvement in satura-
tion current mainly due to a phenomenon called velocity saturation. Although drift
velocity follows Equation 1.10, in a small device, once the electric field reaches be-
yond a certain limit, the electron and hole velocities will saturate at around 107 cm/s
no matter how large the applied electric field is. In other words, the linear relation-
ship between the electric field and the mobility will only hold in the triode region of
transistor operation. While increasing the mobility will help to reach the saturation
velocity faster, it will not contribute directly to the saturation current improvement.
Despite this, changes in mobility still play an important role in determining tran-
sistor performance. Transistor performance is determined by switching speed, which
describes how fast a node can be charged from ground to the supply voltage and
discharged back to ground. During the charging or discharging cycle, the transistor
operates in the saturation regime for only a very small portion of the cycle, while for
the majority of the cycle, the transistor operates in the linear region. Na in [79] shows
that the discrepancy between a simulated model and the actual hardware measure-
ment in logic delay can be resolved by defining a new parameter called Ieff , which
takes into account the currents from different regions of operation. For this reason,
the variation in mobility is still very important in determining transistor performance.
As described previously in Section 1.3.4, systematic unintentional strain can be
introduced to the silicon lattice and create mismatches between transistors. The
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nature of this systematic variation is highly dependent both on the size of active
region and the distance to the edge of STI. Wils in [51] designed a dedicated set
of test structures to study the drain current mismatching caused by STI stress. In
Chapter 2, we will describe how our test structure design can also be used to study
the effects of stress.
1.4.4 Gate Dielectric Film
The gate dielectric film separates the polysilicon gate channel from the silicon sub-
strate. The thickness of this film impacts multiple transistor parameters of impor-
tance: gate oxide capacitance, gate tunneling current, mobility and threshold voltage.
We will focus our discussion on gate oxide capacitance and gate tunneling current here
because threshold voltage and mobility have already been discussed.
The film thickness scales down by approximately 30% every technology generation.
This scaling is necessary in order to increase the controllability of the gate and thus
minimize the short channel effect7 of the scaled transistor. At the 65nm node, the
oxide thickness approaches 10-12A˚, and the ITRS projects that the oxide thickness
will even scale down to 9A˚ in the future [1]. The silicon dioxide film is formed by a
thermal oxidation process. Historically, this process had been well-controlled and the
variation in the film thickness has not been a concern. As the thickness approaches
atomic scales, however, the oxide thickness becomes so thin that the atomic-level
probabilistic behavior starts to become significant. A thickness of 10A˚ corresponds
to only about five atomic layers of SiO2. A change in thickness of just one atomic
layer would correspond to a 20% variation in the oxide thickness. The control of this
variation becomes very difficult because we are limited by the fundamental properties.
The effective gate capacitance is proportional to the oxide thickness. Any variation
in gate capacitance directly translates to variation in transistor saturation current. In
addition, the gate leakage current is exponentially dependent on the oxide thickness
[29, 30]. Therefore, a variation in oxide thickness will have a large impact on the
7As the channel length shrinks, the drain terminal begins to fight with the gate terminal for the
control of the channel. This phenomenon is called the short channel effect.
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variation in gate leakage current. The gate leakage current can become comparable
to or even greater than the channel leakage current once we scale to the 65nm node
and beyond, without switching to a new gate oxide material. In general, NMOS
transistors suffer significantly more gate leakage than PMOS transistors. This is
because the effective mass of electrons is much less than the effective mass of holes,
thus making the probability of tunneling much higher.
One solution to mitigate the variability problem of gate leakage due to dielectric
film thickness variation is to use a thicker oxide film. It is beneficial to use a thicker
dielectric film for two reasons. First, since the gate leakage current is exponentially
dependent on the dielectric film thickness, using a thicker oxide film will greatly
reduce its magnitude. Second, even though the amount of variation (∼1-2 atomic
layers) will stay roughly constant, it will be a much smaller quantity in terms of
the percentage of total larger thickness. However, we cannot simply increase the
thickness of dielectric film while still using SiO2 as a dielectric material, since we
want to maintain electrostatic integrity (EI).8 As a result, industry has switched to
using high-k dielectric materials such as HfO2 to replace SiO2.
1.5 Rise of the Layout Dependence
The previous sections have focused on understanding the sources of variation and
their impact on transistor parameters, and ultimately, the transistor performance. We
want to reinforce the key message that scaling has increased the amount of variability
and raised many challenges for us to overcome. In the 1990s, the definition of a
transistor was very simple. The critical dimension was defined by the overlap region
between the polysilicon gate and the dielectric layer. This information was sufficient
to determine complete transistor characteristics, since all the necessary information
is contained in the local layout geometry of the design. Nowadays, process control
8The electrostatic integrity of a device reflects its resistance to parasitic two-dimensional (2-D)
effects such as short channel effect and drain-induced barrier lowering (DIBL) [32].
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and process independence9 between transistors have been difficult to achieve due
to scaling. Throughout the entire manufacturing process, different processing steps
can introduce different amounts of variability. Processes such as photolithography,
etch, chemical-mechanical polishing, ion implantation, thermal annealing, and strain
engineering contribute most to the variation. The industry has explored varieties of
processing, design and layout techniques to help mitigate the impact of variation.
In the case of photolithography, the industry has migrated to subwavelength
lithography, using state-of-the-art resolution enhancement techniques (RET) such
as optical proximity correction (OPC) and phase-shift masking (PSM) to improve
the resolution of final fabricated printout. Even with these enhanced techniques,
the gaps between the drawn and the final fabricated layout are still getting wider
as technology scales. In the case of etch, tight design rules on the layout pattern
of polysilicon, metals, and active area are in place at the design stage to avoid re-
gions that can potentially cause failures during fabrication. In addition, post-layout
dummy fill tools are used to reduce systematic variation [16]. In the case of thermal
annealing, recent research has shown that non-uniformity in the polysilicon layer can
translate into a non-uniformity in temperature profile during the annealing process
[5]. This non-uniformity can significantly influence dopant diffusion and dopant acti-
vation process. A polysilicon dummy fill technique can be used in this case to improve
the temperature profile, as shown in Figure 1-8.
As we continue to scale, more local layout features (or short-range features) and
long-range layout patterns need to be incorporated into transistor modeling. The
radius of influence that defines the neighborhood of shapes which play a part in de-
termining the characteristics of a MOSFET also needs to be extracted. So far, there
have been no reports on the magnitude of this parameter and also no indication of
whether the radius of influence will increase or decrease with critical dimension scal-
ing. Assuming that the radius of influence stays constant with scaling, the enclosed
features within the area defined by the radius of influence will still increase just be-
9Process independence refers to a situation in which the local transistor layout geometry is not
affected by its neighboring layout geometry.
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Figure 1-8: Polysilicon dummy fill optimization to improve temperature uniformity
[5].
cause of scaling. This implies that approximately every 18 months, the number of
surrounding features that must be taken into account when modeling a transistor
doubles. Currently, the tools used to perform a parasitic extraction of a layout are
quite slow. If we need to take into account more layout details in the future, the
extraction of a simple design can take considerably more time compared to previous
generation with a quadratic increase. The post-layout extraction simulation including
these layout details can take even longer than the extraction time, making the entire
design flow very time-consuming.
Finally, designers have to be aware of variation issues when designing not just
analog circuits but all types of circuits. The traditional concerns in analog circuits,
such as matching and offsets, are further aggravated with scaling. Problems such as
frequency fluctuation and leakage power variation also limit digital circuit designs.
Now, because of the radius of influence, different functional blocks on one die may in-
teract with each other during the manufacturing process. Because different functional
blocks (for example, logic vs. memory vs. ADC) tend to look very different in terms
of layout, it can be difficult to enforce layout uniformity among them. Simulation of
individual circuit blocks may no longer be enough to capture its behavior properly. A
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complex simulation that takes into account all the long-range and short-range layout
effects may be needed for accurate circuit simulation.
The trends highlight the increasing need to understand the layout-induced vari-
ation at the individual transistor level. This variability is closely related to many
process steps, as discussed in the previous sections. The radius of influence is one of
the parameters that needs to be extracted and studied to aid future modeling. This
parameter and others will be the main focus of this thesis.
1.6 Thesis Organization
A robust circuit design relies greatly on a thorough understanding and characteriza-
tion of process and layout pattern variations. In this chapter, we present a historical
perspective on the studies of transistor variability. Although there is a tendency in
the literature to view variation as a new challenge associated with CMOS technology,
process variation has always been a vital concern throughout the history of semicon-
ductor process engineering. The problem of process variation does, however, become
more significant as technology scales. We describe process variation from various as-
pects according to cause, behavior, extraction techniques and mitigation solution. A
brief overview of the semiconductor manufacturing procedure identifies the processing
steps that contribute significantly more variation. We illustrate the impacts of these
variation sources on the physical transistor parameters and how these parameters
ultimately influence the transistor performance. Finally, from all the analysis and
discussion above, we point out the rise of layout context dependence in transistor
performance and also the importance of understanding and extracting the parame-
ters related to the layout context. Layout related parameters, such as the radius of
influence, can help us tremendously when it comes to transistor modeling.
As a result of the previous analysis, we will focus on the study of layout-induced
systematic variation in this thesis. More specifically, we want to investigate how
layout context can affect semiconductor processing steps, such as rapid thermal an-
nealing (RTA), etching, and STI induced unintentional strain. Even though we mainly
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concentrate our study on systematic variation, our analysis will not be limited to just
systematic variation. Studies on random variation sources will also be done. In Chap-
ter 2, we discuss a test structure that is designed to have different pattern density
over different regions of the die in order to assist us with the study of layout induced
variability. Different layout strategies including the micro-layout and macro-layout
techniques will be discussed in detail. A step response emulated by a rapid change
in pattern density is also designed in the layout for future modeling.
In Chapter 3, we will discuss our test circuit design. The test circuit is designed
to perform the measurement on the test structure described in the previous chap-
ter. We will first discuss a new accessing scheme that enables us to measure the
complete I-V characteristics of individual transistors. This accessing scheme uses the
minimum number of peripheral transistors (helpers) around the devices under test
(DUT) compared to other designs found in the literature so far. It also enables us
to maximize the ratio of DUTs to peripheral transistors for maximum usage of the
die area. In order to perform the measurement, two different measurement schemes
are designed. The first measurement scheme is direct probing, in which the fabri-
cated dies are not required to be packaged. The measurement needs to be done on
a voltage/current probing station, which is commonly accessible in most fabs. The
second measurement scheme is on-chip voltage/current measurement. The fabricated
dies are required to be packaged in this case. A printed circuit board and a pro-
grammed field-programmable gate array (FPGA) are required in order to assist the
current measurement on-chip. We will also discuss a design of high dynamic range
current measurement ADCs which can measure the current from 50nA to 1mA. A
number of layout techniques to improve matching in sensitive analog circuits will also
be mentioned and discussed. At last, we compare the two proposed measurement
schemes and point out the pros and cons, particularly related to measurement speed
and number of DUTs that can be tested in each approach.
Chapter 4 concludes this thesis with the evaluation of the overall contribution.
This chapter will end with suggested future work, such as the test circuit design for
on-chip parasitic capacitance measurement.
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Chapter 2
Design of Test Structure
In the previous chapter, we described different aspects of variation, different sources
of variation, and the impacts of these variation sources on transistor parameters. We
then pointed out the trend that transistor performance will rely much more heavily on
its layout context in the future compared to past CMOS technologies. In order to ar-
rive at a quantitative understanding of these variation mechanisms and further model
these in simulation tools, a careful design of an extraction technique is necessary.
Designing a test structure to perform measurement has always been the most
common technique to help control, characterize, and model the behavior of tran-
sistors. Depending on the purpose of the test structure, it can either be simple or
complex. For example, test structures designed for process monitoring purposes are
usually simple. These kinds of test structures consist of simple dimensional changes
between transistors and are usually placed in the scribe line on the wafer. Simple
measurements are performed to determine parameters such as saturation current and
resistivities of wires and vias to detect shifts in process conditions. Another kind
of test structure can be used to perform a full I-V characterization for transistors in
order to build a transistor model. It consists of a much richer collection of devices un-
der test using different transistor dimensions, different surrounding layout geometries,
different layout orientations, etc., to capture systematic variability effects.
This chapter is organized as follows. In Section 2.1, we motivate the importance of
designing an effective test structure and discuss a few of the existing test structures
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from the literature. We will analyze problems related to these test structures and
ways to improve upon them. Then, we will shift our focus to the transistor parame-
ters which we want to study and the reasons behind choosing these parameters. In
Section 2.2, we present a comprehensive analysis on the layout strategy, which is di-
vided into two parts: macro-layout strategy in Section 2.3 and micro-layout strategy
in Section 2.4. Finally, we will summarize this chapter in Section 2.5.
2.1 Motivation
Designing an effective test structure is not a simple task. Failure to design an ap-
propriate test structure can mislead us to conclude the existence of certain variation
phenomena which may not exist or attribute a particular behavior to the wrong vari-
ation source. Difficulties usually arise from the fact that a large number of semicon-
ductor processing steps influence the magnitude and specific behavior of variability
mechanisms. Test structures need to be designed in such a way that it is still possible
to distinguish between different variation sources.
The major figures of merit associated with test structure designs are applicability,
genuineness, cost, count, and specificity.
1. Applicability is the most important figure of merit in test structure design.
We want to make sure the information we obtain from a test structure can
be applicable to other circuits which may be designed in the future. If the
result obtained from a test structure consists only of the characterization of one
particular test structure, this information cannot be used for general modeling
as discussed in Section 1.2.3.
2. Design genuineness emphasizes the importance of careful test structure layout
and design. Unintentional offsets in the test structure due to careless layout
errors can occur. Researchers can mistakenly treat that as a real source of
systematic variation when it is in fact only an offset created by the test structure
itself.
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3. The cost of the test structure consists of two parts: area and time. Area refers
to the number of DUTs per unit area. Time refers to the amount of time needed
to finish measurement on the test structure. In general, we want to lower the
overall cost while still being able to efficiently gather enough information for
design modeling.
4. The count refers to the amount of data we can collect from the test structure.
Since we are doing statistical analysis on systematic and random variation, it
is necessary to have an adequate number of samples so that the results will be
statistically significant.
5. Some test structures provide a clear indication of variation sources such as the
measurement of contact resistances [54], while many other test structures only
provide a lumped parameter that contains several factors, as in the measurement
of ring oscillator frequency [86]. Depending on the amount of detail we need
to extract and the purpose of the experiment, different test structures can be
designed to accommodate different degrees of specificity.
2.1.1 The Parameters
As mentioned in Section 1.5, the performance of a transistor increasingly depends on
its layout context. As technology continues to scale, it is essential to comprehend
and model the interaction between design and manufacturing steps on an individual
transistor level (specificity). In this thesis, we will focus on the study of systematic
process variation, especially layout-induced systematic variation. However, one key
step is to determine which parameters are important. We can choose from different
layout patterns and geometries; each layout practice is geared toward understanding
one or more specific variation mechanisms. This thesis focuses on studying variation
mechanisms associated with shallow trench isolation (STI), and etching and annealing
processes. Detailed explanation of our choices of these specific variation mechanisms
is presented in the following section.
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STI: Carrier Velocity and Mobility
Variation associated with STI mainly refers to the variation caused by the strain in-
duced by STI regions of neighboring transistors. This strain can change the internal
crystalline structure of the silicon, and thereby either increase or decrease the effec-
tive mass of the carriers depending on the direction of the strain. The changes in
the effective mass will ultimately affect both the mobility and velocity of the carriers
inside the silicon. As discussed in Section 1.3.4, strain plays a key role in improving
transistor performance. However, as technology scales, the distance between neigh-
boring layout features becomes smaller; therefore, unintentional strain is unavoidable
and will affect transistor performance.
In order to understand the impact of unintentional stress on transistor perfor-
mance, it is first necessary to understand carrier velocity and mobility. Carrier ve-
locity refers to the virtual source velocity; it is the velocity of carriers located in the
MOSFET channel at the top of the barrier near the source (virtual source), denoted
as vxo in Figure 2-1. It has been the main driving force for improved transistor per-
formance [82]. Surprisingly, however, no analysis on the variation of carrier velocity
has been reported. Most reports are focused on other transistor parameters, such as
threshold voltage [7, 56], saturation and leakage current [44, 51], and channel length
[66] variation. Virtual source velocity had been extracted and studied before [80].
However, this report does not study the effect of variation; rather, the extracted
parameters are averaged. Relatively little work has been done on the extraction
of virtual source velocity and its variation analysis. Studying the more traditional
transistor parameters does have an advantage in the sense that most of these param-
eters can easily fit into models such as BSIM [57]. However, virtual source velocity
is a key parameter to examine because it directly reflects the trend in performance
improvement from generation to generation.
Strained silicon technology is necessary since scaling itself can no longer improve
the virtual source velocity. This is illustrated in Figure 2-1 and 2-2. Here, vθ is the
unidirectional thermal velocity (or ballistic velocity), B is the ballistic efficiency, r is
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the reflection coefficient, and l is the scattering length.
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Figure 2-1: Virtual source velocity vs. thermal velocity. After [6].
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Figure 2-2: Ballistic efficiency. After [6].
In the past, virtual source velocity has increased due to increases in ballistic
efficiency, B. As transistor channel length decreases, the reflection coefficient, r, de-
creases and carrier transport becomes more efficient. However, the ballistic efficiency
saturates at around 60% for state-of-the-art silicon MOSFETs due to columbic scat-
tering that results from the increased doping levels necessary to maintain electrostatic
integrity. Therefore, in order to keep up with Moore’s Law, it is necessary to increase
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virtual source velocity by other means.
For gate lengths below 130nm, the saturation in ballistic efficiency has forced
designers to look for different ways to increase the virtual source velocity. Looking
at the equation presented in Figure 2-2, another way to improve the virtual source
velocity is to improve the ballistic velocity itself. Ballistic velocity is a fundamental
property of a material. Innovations in strain engineering, for example, can change
the effective mass of carriers in a material and alter the ballistic velocity [85, 78].
Therefore, even though we cannot improve the ballistic efficiency further, we can still
increase the virtual source velocity by increasing the ballistic velocity.
In addition to virtual source velocity, mobility is another critical transistor pa-
rameter which must be understood. Researchers in the modeling community have
started to incorporate mobility variation into the widely used predictive technology
model [73, 74]; the authors also emphasize the importance of understanding mobil-
ity variation. The ballistic velocity is inversely proportional to the square root of
both effective mass and the density of states mass [81]. While mobility is inversely
proportional to the effective mass of the carriers, we can expect a power law relation-
ship between the ballistic velocity and the mobility. The mobility information can
therefore be inferred based on the extracted virtual source velocity.
Looking at these new sets of parameters is vital for the understanding of perfor-
mance improvement in future scaling. Variation in them directly correlates with the
variation in performance. If our study shows that the increase in variability of these
parameters is too high from one generation to another, we must assess whether or not
it is worth moving to a new technology node, since performance and yield benefits
may be degraded a lost altogether.
Etching and Thermal Annealing
Section 1.3.2 highlight the impacts of etch on transistor dimension variability. The
variation mainly originates from the difference in surrounding feature geometries,
feature patterns, and feature sizes.
Many studies have been done to investigate the variation in semiconductor man-
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ufacturing due to etch. The dependence of the etch rate on layout patterns, for
example, was even studied in 1992 [25]. The advent of advanced rapid thermal an-
nealing (RTA) process has continued the need for such work. As technology advances,
a faster annealing process is needed in order to form a shallower drain/source region to
reduce the short-channel effect and maintain the same electrostatic integrity [68, 60].
This so-called “spike” RTA processing can be used to heat up the region of interest to
the desired temperature in a very short period of time compared to more traditional
annealing processes, such as flash-lamp anneal [62, 63]. However, since the length
scale over which thermal equilibrium can be reached for a given time is in the mil-
limeter range, the specific thermal profile created by device layout patterns may affect
all transistors within that range. An investigation of the impact of RTA on process
variation showed that device variation is highly correlated with layout pattern density
[67].
Due to the use of this new annealing process, we believe it is necessary to design
a new test structure that can be used to simultaneously study the dependences of
etch and thermal anneal on transistor performance. Because both phenomena are a
strong function of layout context, it will be helpful to study the interaction between
the two. In this thesis, we want to examine two aspects of each of these variation
sources: the range of influence and the magnitude of influence. One source can have
longer range of influence but be smaller in magnitude, while the other source can
have shorter range of influence but be larger in magnitude. To uncover these possible
trends, we see the need to design an experiment.
2.1.2 The Need for a New Test Structure
The previous section illustrated the need to study the systematic variation induced
by the STI as well as the etching and thermal annealing processing steps. Some test
structures have been presented in the literature, but none of them is sufficient for
studying systematic variation. Some of these approaches will be highlighted here.
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Previous Test Structure for Etching & Thermal Annealing
In [67], a test structure is built to study the intra-die variation of the delay for a
CMOS inverter in a 65nm technology, driven by millimeter-scale variations of RTA.
A set of identical circuits is placed at different locations on the die and each set has a
distinct pattern density. Different inverter delays are observed at each location on the
die with only minor changes in pattern density. The authors attribute the observed
systematic variation as resulting from the strong correlation between pattern density
and local dopant activation using RTA. However, the interactions between the RTA
and etch are not discussed and the methodology used is not suitable for a large number
of devices.
Previous Test Structure for STI Strain
There are also many test structures designed to understand STI strain. In [40], the
authors experiment with different transistor layouts to quantify the variations induced
by stress. The amount of stress is controlled by the shape of the diffusion area and
the density of the adjacent layout. Noticeable transistor performance changes are
observed due to the changes in local layout shape and local layout density. Possible
solutions to reduce the stress-induced performance variations, such as adjusting the
shape of the transistor layouts, are also proposed in the paper.
The authors in [41, 42] utilize STI-induced stress to exploit possible ways to opti-
mize transistor performance. They begin by building a model of the stress induced by
different STI widths, which is then incorporated into the transistor mobilities in the
BSIM model. TCAD process simulations are used for the generation and confirma-
tion of the stress models. This optimization methodology is built into the standard
cell generation flow implementing dummy diffusion placement [43]. The resulting op-
timization flow can increase the performance by 7% to 11% without any area penalty.
In these cases, the authors in [40] and [41, 42] only consider the influence of short-
range layout shapes and features on transistors. The experiment and analysis for
long-range effects need to be performed in order to build a more complete model.
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A New Test Structure
The previously discussed test structure designs for both etching and thermal annealing
and for STI strain are not sufficient for our purpose stated in Section 2.1.1. Our test
structure attempts to correct these limitations and incorporate a number of new
features, which are as follows:
1. Clarity : Many papers used the term “pattern density” but do not define it. We
want to distinguish the difference between polysilicon pattern density and STI
pattern density in our design of experiments to better separate the influences
of each on device performance.
2. Statistical Significance: The test structure design needs to have more devices
under test in order to increase the statistical significance of the result.
3. Full-Range Length Scale: In order to fully characterize the variation, it is nec-
essary to understand both the short-range and the long-range layout pattern
dependence. Some papers focus only on the influence of short-range layout fea-
tures [38] while others focus only on long-range layout features [67]. Our test
structure finds multiple ranges of influence and determines the magnitude of
influence for each range.
4. Individual Devices : Our test structure will be designed to understand transistor
characteristics on an individual transistor basis, rather than measuring a lumped
parameter, such as the oscillator frequency.
2.2 Layout Strategy
Innovations in test structure design are needed to fulfill all of the targeted features
listed in the previous section. In this section, we will discuss the test structure design
procedure. The discussion will be divided into two parts: macro-layout strategies
and micro-layout strategies. Comprehensive analysis on the choice of our final test
structure layout is presented in the section below.
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Before discussing the details of the actual layout strategy, it is important to un-
derstand the reasons for dividing the overall layout strategy into macro-layout and
micro-layout strategies. The variation mechanisms caused by macro-layout and micro-
layout are fundamentally different. At the macro-layout scale, the systematic device
variation is determined by the overall surrounding layout features scaled by some
appropriate weighting function. For example, two identical transistors can have very
different device performance characteristics due to differences in the surrounding lay-
out features. On the other hand, at the micro-layout scale, transistors having different
device layout parameters while having the same neighboring layout are studied. It is
necessary to distinguish these fundamentally different variation sources for modeling
in the future. Keeping different sources as separated as possible can simplify modeling
significantly.
2.3 Macro-Layout
Macro-layout strategy refers to a layout strategy on a large spatial scale. This strategy
mainly concerns itself with average layout pattern and layout features over a large
range of the die; it does not include the studies of individual transistor dimensions or
layouts. One of the main focuses that belongs to macro-layout strategy in this thesis is
the design of pattern density and the relative location of each pattern density region.
2.3.1 Effective Pattern Density and Filter Weighting Func-
tions
We should recall from Section 2.1.2 that our goal is to build a test structure to
examine the systematic variation induced by “STI strain” and “RTA and etching”
on an individual transistor basis. For each transistor, in the macro sense, we want
to be able to relate the performance with its effective pattern density. Depending
on the type of systematic variation we want to investigate, the definition of effective
pattern density can change accordingly. For example, in the RTA and etching case,
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the definition of pattern density is the polysilicon pattern density.
Whether polysilicon or STI pattern density is considered, we need a formal way to
calculate the effective pattern density. One of the most common ways to perform this
calculation is to use a filter weighting function. One example of a weighting function
is shown in Figure 2-3. The weighting function inherits two critical parameters, the
range of influence and the magnitude of influence. In this particular example, the
filter has a Gaussian shape, which implies that the surrounding layout features which
are closer to the transistor are more highly weighted when calculating the effective
pattern density than the layout features which are farther away. This distance depen-
dence decays fast because of the nature of the Gaussian shape. The range of influence
is determined by the standard deviation of the Gaussian filter; the magnitude of influ-
ence is determined by the magnitude of the Gaussian filter. In [26], Ouma presented
some other possible filter weighting functions, such as square, cylindrical, and ellip-
tic functions for the characterization of oxide chemical-mechanical polishing. In this
case, it was found that the elliptical and Gaussian shapes have the best performance.
Lshort Lwide
fetch fanneal
Figure 2-3: Sample filter weighting function: Gaussian-shape filter.
ρetch = fetch ⊗ flayout (2.1)
ρanneal = fanneal ⊗ flayout (2.2)
∆Idsat = (a0 + b0 · ρetch + c0 · ρ2etch) + (a1 + b1 · ρanneal + c1 · ρ2anneal) (2.3)
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The goals of our macro-layout strategy are twofold: to identify the kind of fil-
ter weighting function which works best, and to find the range and the magnitude of
influence for that particular filter weighting function. Figure 2-3 shows two Gaussian-
shape filters. Equation 2.1-2.3 are the potential results we are looking for at the end
of the experiment. flayout is the layout pattern density, ρetch is the effective pattern
density of etch, ρanneal is the effective pattern density of anneal, and ∆Idsat is change
in saturation current. Two Gaussian-shape filters with different filter characteristic
length and different weighting magnitude are found. The etching-related filter char-
acteristic length is shorter than the one invoked by annealing in this hypothetical
case. The resulting pattern density is the convolution between the filters and the
actual layout. A hypothetical quadratic current fitting equation is also provided in
Equation 2.3.1
2.3.2 A Pattern Density Step Layout
In order to obtain the results we are looking for, we need to build a test structure
that can accentuate the effect we want to see. The best input test structure to fully
characterize a linear system is an impulse, as shown on the left side of Figure 2-
4. An ideal impulse contains equal amount of frequency content over the entire
spectrum; therefore, it is easy to see how the system responds to individual frequency
components. However, it is impossible to implement a real impulse input in the
layout as the width of the impulse cannot be designed to be infinitely small, and
the maximum magnitude is limited as well (to 100%). As a result, in our layout, we
use a pattern density step input, as shown on the right side of Figure 2-4, instead.
Under some assumptions, the impulse response can be derived from the semi-one-
dimensional step response, since the derivative of the ideal step response gives the
impulse response. In order to obtain enough information to build a precise model, a
high sampling rate along the step input and step response is also needed.
1The quadratic equation here is just an example; the final fitting equation does not have to be
quadratic.
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Low Low
Impulse Step
Figure 2-4: Step input vs. impulse input.
2.3.3 Assumptions and Challenges
After deciding to use a step input, the size of step region, the number of step regions
and the height of the step input must be determined. To properly do this, a number
of assumptions must be made to narrow down the potential possibilities for the test
structure design.
The first assumption we need to make is shown in Figure 2-5. Point A and point
B are both located in the center of a square layout region. The percentage represents
either STI or polysilicon pattern density within that region. We can see that point
A is in the region that has a 50% pattern density throughout, while point B is in
the middle of an area that also has a 50% pattern density when computed using
any symmetric filter weighting function. In our test structure design, we will not
differentiate between the two cases, and thus assume the transistors in both locations
behave the same.
50%
40%80%
40%
50%
30%
vs.
Point A
Point B
Figure 2-5: Design assumption I: point A and point B has the same effective pattern
density.
The second assumption is that there are at most two dominant filter weighting
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functions, one with a long characteristic length and the other one with a short char-
acteristic length, as shown in Figure 2-3. We are not precluding the possibility of
having more than two filter weighting functions, but rather the test structure cannot
accommodate more than two filters that have very different characteristic lengths.
Moreover, the test structure also cannot extract weighting functions whose charac-
teristic lengths are much longer than the projected value. The assumption that there
are just two filter lengths is based on literature studies. Altering polysilicon density,
for example, will influence two processing steps: etching and thermal annealing pro-
cesses. One has a long characteristic length and the other has a short characteristic
length.
With these assumptions in mind, Figure 2-6 illustrates a key challenge in this
test structure design. As an example, three square layout regions are shown. Each
large region also contains a smaller square region of three different sizes. The outer
red square represents the global (or long-range) pattern density and the inner green
square represents the local (or short-range) pattern density.
HighHighHigh
Local
Global Global
Local Local
Global
LowLowLow
Figure 2-6: Test structure design challenge: sizing of the inner green square.
Correctly choosing the size of the local pattern density region is a significant chal-
lenge. Using the previous assumptions, each device has two independent variables,
long-range pattern density and short-range pattern density, which affect the transistor
performance. In addition to the step response requirement, a good design of exper-
iments2 also needs to cover the design space indicated in Figure 2-7. For the same
device type, we require all combinations of high and low short-range and long-range
2Design of experiments, or experimental design, is a structured, organized method for information
gathering to determine the relationship between factors affecting a process.
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pattern density. In Figure 2-6, if the local density region in green is much smaller
than the short-range filter’s characteristic length, then the real effective local density
will include too much global density, resulting in no low local pattern density in the
design of experiments. On the other hand, if the local density region in green is much
larger than the short-range filter’s characteristic length, then the real effective global
density will include too much local density resulting in no high global pattern density
in the design of experiments. It is important to find the balance between the two;
however, it is difficult since we do not know the characteristic lengths of the filters in
advance.
center
high
high
y: short-range
x: long-range
low
low
Figure 2-7: Good practice of design of experiments (DOE).
2.3.4 Test Structure Layout Proposals
Test Structure Proposal I
The first test structure proposal is shown in Figure 2-8. Due to the simplicity in this
layout, it is fairly easy to extract the characteristic lengths of the filter. The design
and layout of the test structure is also easy due to its regularity. The problem with
this test structure layout is that the short-range and the long-range pattern density
always increase in the same direction; therefore, there are no devices with low long-
range pattern density and high short-range pattern density or vice versa. The second
problem with this test structure design is that it is very area expensive. Each square
needs to be at least as long as the longer characteristic length.
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90% 10% 80%
20%70%10%
50%30%90%
Figure 2-8: Test structure layout proposal I.
Test Structure Proposal II
The second proposal, shown in Figure 2-9, has the same local density in the row
direction and the same global density in the column direction. One advantage of
this structure is that it has a rich combination of long-range and short-range pattern
densities. The problem associated with this test structure is area overhead because
of the large number of local pattern density regions used and a minimum distance
required between of the two local pattern density regions. Moreover, it is difficult to
design and lay out this test structure. It may not be necessary to have such a large
number of regions to create a good design of experiments.
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Figure 2-9: Test structure layout proposal II.
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Test Structure Proposal III
The third proposal is shown on the left of Figure 2-10. As mentioned previously, it
is difficult to design the size of the pattern density region because we do not know
the characteristic length of the filter. This structure is designed to overcome that
difficulty. Since we do not know the characteristic length, we continuously decrease
the size of each region, counting on the fact that at least one of the regions will
have the correct size. Even though all the regions are getting smaller, they are also
getting closer to one another. However, we want the regions to get smaller, but also
farther away from one another so nearby regions do not influence the calculation of
long-range or short-range effective pattern density. Therefore, what we really need is
shown on the right side of Figure 2-10.
Local
High
The blocks are 
getting smaller, 
but also closer.
Low
High
Low
High
low
high
50%
Global
Local
Far Enough
What we need
Figure 2-10: Test structure layout proposal III.
2.3.5 Our Final Test Structure, on the Macro-Scale
The major problems of all the previously proposed test structures are the amount of
area required and the incapability of covering the entire design space for a good design
of experiments. Our final proposal intends to resolve this problem. We begin with
two simple regions as shown on the upper left corner of Figure 2-11. We then generate
a plot of global pattern density versus local pattern density, for a large number of
spatial points within the layout, as shown at right in Figure 2-11. We see that we are
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able to cover most of the design space except for the lower right corner: high local
pattern density and low global pattern density. In order to cover this design space,
we add an additional block with a smaller high pattern density region inside a larger
region with low pattern density.
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Figure 2-11: Proposed solution.
The final test structure layout is shown in Figure 2-12. The entire die is divided
into six different regions: three for examining systematic variation due to polysilicon
pattern density, and three for examining systematic variation due to STI pattern
density. Step inputs are built into this test structure at specific locations around the
die indicated by the blue arrows. Additional blocks in the middle row with small
high pattern density regions inside a larger square are added for both polysilicon and
for STI test parts to cover the remaining portion of the design space, as described
earlier. Each region has the size of 1mm x 1mm. The larger square inside each region
has the size of 400µm x 400µm, while the smaller square inside each region has the
size of 100µm x 100µm. These sizes are our guesses on the characteristic lengths of
the filters. We assume that 1mm is larger than the longer characteristic length and
the shorter characteristic length is between 100µm and 400µm. This guess is based
on our literature research.
In the ideal case, we would like to make the “high” pattern density as high as
possible (probably close to 90 to 100%) and the “low” pattern density as low as
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Figure 2-12: Final test structure on the macro-scale.
possible (probably close to 0 to 5%). Unfortunately, due to design rules and layout
constraints, it is difficult to create regions having these densities. Therefore, in the
“high” region, we are able to obtain about 60% pattern density, and in the “low”
region, we are able to obtain about 10%.
2.4 Micro-Layout
Micro-layout strategy refers to layout dimensions and features of individual transis-
tors. We explore the following design variables: transistor width, transistor length,
active area size, number of polysilicon fingers, and finger spacing as shown in Figure 2-
13. Different micro layout practices are used to accentuate one or more particular
transistor variation sources.
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Figure 2-13: Micro-layout strategy.
2.4.1 Compromise Between Macro- and Micro-Layout
If each of the five layout parameters has two possible values, we will have a total of
(25 = ) 32 different combinations of unique transistor layout types. However, we do
not intend to have this many types of transistor layout. Because our main purpose
is to study the systematic effect of polysilicon and STI on transistor performance, it
is important to have an entire spatial map so we can measure the performance on
the same types of transistors at different locations of the die. Each location on the
die is unique in terms of its long-range and short-range effective pattern density. As
a result, in the ideal case, we would like to build a test structure that has only one
micro-layout design type in order to accentuate the effect due to just the difference
in macro-layout.
However, it is still important to see how the individual transistor layout change can
affect transistor variability characteristics. One benefit of using different transistor
dimensions is that it can also isolate different kinds of variation sources. For example,
using a large transistor will help to diminish the effect of line-edge roughness on
transistor performance.
In order to obtain benefits of both macro- and micro-layout design strategies, this
design has a few variations of micro-layout design on top of the macro-layout design
discussed in the previous section. A total of 10 different types of transistor layout
are used in the test structure design, but there is not an equal number of each type.
More minimum-sized transistors are used than the large transistors, to build a more
complete spatial map for the transistors which are most often used in a real circuit
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design.
Table 2.1 describes the 10 different transistor types used for micro-layout strat-
egy. Each type has a different combination of the six layout parameters previously
described. In this table, OD represents the distance between the polysilicon gate and
the edge of the active area and PO represents the distance between two polysilicon
fingers. Because all 10 combinations apply to both NMOS transistors and PMOS
transistors, we have a total of 20 different device types. The reason for choosing each
of these design variables as well as its value will be discussed in the next section.
DUT Width (nm) Length (nm) OD (nm) # Fingers PO (µm)
1 200 60 195 1 N/A
2 400 60 195 1 N/A
3 200 60 500 1 N/A
4 200 180 195 1 N/A
5 200 180 195 2 220
6 200 180 195 3 220
7 1000 60 195 1 N/A
8 200 1000 195 1 N/A
9 1000 1000 295 1 N/A
10 200 180 195 2 500
Table 2.1: DUT design types.
2.4.2 Dimensional Differences
Different transistor sizes can be used to see how dimensional changes can influence the
variability characteristics of a transistor. DUT1 is a reference transistor. DUT2 has a
larger width; DUT4 has a larger length. A couple of other transistors are also used as
monitoring transistors. For example, DUT7 has a very large width to accentuate the
variation due to length; DUT8 has a very large length to accentuate the variation due
to width; and DUT9 has both very large width and very large length to accentuate
the variation effects due to other sources other than dimensional changes. DUT9
also can help to ensure that the variation sources of the smaller transistor are not
purely due to photolithography variation because of the atomic dimensions needed to
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be fabricated.3 Therefore, we also refer to these larger size transistors as monitoring
transistors since they are used to monitor a certain manufacturing process.
2.4.3 Number of Polysilicon Fingers
Different number of polysilicon fingers for some device types are used to study how the
change in the number of polysilicon fingers can influence the variability characteristics
of transistors. Transistors with the same effective total channel length but with
different numbers of fingers can be used to examine a couple of variation effects.
For instance, separating a transistor’s polysilicon shape into multiple fingers can
accentuate variation due to gate length variation.
Other effects such as stress can also be studied by changing the number of polysil-
icon fingers. Transistors with three separate polysilicon fingers may experience ad-
ditional amounts of stress, introduced by the STI region outside the active area as
compared to the transistor with only one longer polysilicon finger. This is because a
polysilicon region closer to the edge of the active region generally experiences more
stress as compared to one closer to the center of the active region. Transistors with
three polysilicon fingers will have more finger areas that are near the edge than those
with one polysilicon finger. Thus, even with the same effective total length, transistors
with three polysilicon fingers may experience more stress.
For this case, DUT4 is the reference transistor with one polysilicon finger of 180nm.
DUT5 has two 90nm polysilicon fingers for a total effective channel length of 180nm
and DUT6 has three 60nm polysilicon fingers for a total effective channel length of
180nm.
2.4.4 Spacing between Fingers and Length of Active Region
Here, we examine two more parameters related to spacing: the spacing between
polysilicon fingers and the spacing between a polysilicon finger and the active area
edge (or the length of active region). The spacing between polysilicon fingers can be
3Described in more detail in Section 1.3.1.
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used to study variation effects due to photolithography proximity [55]. The spacing
between a polysilicon finger and the active area edge can be used to study the effect
of stress induced by the STI region near the edge of the active region.
For the case of finger spacing, DUT5 is the reference transistor and for the case
of active area length, DUT1 is the reference transistor. DUT10 increases the spacing
between polysilicon fingers from 195nm in DUT5 to 500nm, and DUT3 increases the
active region length from 195nm in DUT1 to 500nm.
2.4.5 DUT Layout Pattern and Number
As mentioned in Section 2.4.1, we do not have the same number of each DUT type
listed in Table 2.1. We want to have more of the more commonly used transistors
and fewer of the less commonly used transistors. In addition, some of the transistors
are used as monitoring transistors. These monitoring transistors are not the main
targets for modeling; as a result, they are not replicated many times.
Table 2.2 shows the layout pattern we use for this test structure. The number
corresponds to the type of DUT described previously. From this pattern, we can see
that there are many replicates of DUT1 and DUT2 compared to other DUT types.
Because DUT7, DUT8, and DUT9 are used for monitoring purposes, they are not
replicated much. This three-row block is repeated both horizontally and vertically to
build the entire test structure.
Row DUT Pattern
1 1 1 3 2 1 4 2 2
2 7 5 6 8 10 5 6 9
3 1 1 3 2 1 4 2 2
Table 2.2: DUT layout pattern.
2.4.6 Using Micro-Layout to Achieve Macro-Layout
As described in Section 2.3, on a macro scale, our test structure is divided into six
different regions to examine the systematic variation effect of both polysilicon and
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STI pattern density. In order to create the pattern densities we need at the macro
level, we need to start with designing a “test structure building block” on the micro
level. The test structure building block is shown in Figure 2-14.
Each unit building block is 6µm wide and 8µm long. It consists of one NMOS
transistor at the bottom and one PMOS transistor at the top. The empty area is to
provide flexibility to change the pattern density to the desired pattern density in that
region according to the specification of the macro design. Two examples are shown
on the right side of the figure. The top example shows a low STI pattern density, and
the bottom example shows a high polysilicon pattern density. For instance, in order
to build a region of high polysilicon pattern density, all the unit building blocks in
that region, regardless of the size of the DUTs, have to be laid out with the same
high polysilicon pattern density.
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Figure 2-14: Test structure building block.
Since we have four different pattern density regions, high polysilicon density, low
polysilicon density, high STI density and low STI density, and ten different kinds of
DUTs, we will have a total of 40 different unit building blocks which will be used to
build the entire test structure.
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2.5 Summary
This chapter began with a motivation to study a set of transistor parameters which
are becoming more important as transistor scaling continues, including virtual source
velocity and mobility. We explained that it is necessary to observe these critical
parameters because they are not only directly related to the steps of the new semi-
conductor manufacturing procedures, but they also directly capture the performance
improvements from one technology generation to the next. We then presented a brief
overview of the current test structure design in the literature and discussed why they
are not sufficient.
A comprehensive analysis of our test structure design was presented. We began
by explaining the fundamental differences between macro- and micro- test structure
design. In the macro-layout discussion, we provided a definition of effective pattern
density and discussed the essential layout features, such as a step input, which can
accentuate the proper characteristics and help us extract this parameter more easily.
Many test structures were proposed; we considered the pros and cons of each, and
then we arrived at the final macro test structure design, which consists of six different
pattern density layout regions and consumes a total area of 3mm x 2mm.
Since we are studying pattern density effect on the systematic variation of transis-
tor, macro-layout is more important than micro-layout. However, we also discussed
the benefits of experimenting with micro-layout strategy and the importance of not
having too many variations of micro-layout. We explained the choices for each DUT
type, and finally, we discussed how we can use micro-layout building blocks to achieve
the pattern density we desire at the macro-level.
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Chapter 3
Design of Test Circuits
Designing test circuits to study semiconductor device characteristics is becoming more
important as transistors scale further. A growing number of possible mechanisms
in the semiconductor manufacturing process contribute to the overall variability of
transistor characteristics. Therefore, it becomes more difficult to predict the transistor
behavior, particularly transistor variation effects, from one generation to another
using basic scaling principles alone: it is almost necessary to design test circuits to
extract the different variation sources that we are looking to model. In Chapter 2,
we presented a test structure that we can use to study systematic variation due to
pattern density changes in polysilicon and STI. In this chapter, we focus on building
a test circuit that enables us to measure transistor current from the subthreshold
region to the saturation region.
We will begin our discussion in Section 3.1 by motivating the need for a new test
circuit to perform efficient measurements on the test structure designed in the previ-
ous chapter. Section 3.2 will then discuss a hierarchical transistor accessing scheme
that can be used for both on-chip and off-chip current measurement schemes. An
analysis of leakage mitigation techniques to ensure the accuracy of the current mea-
surement is also provided. We will then explore different analog-to-digital converter
(ADC) architectures in Section 3.3 and justify our final choice of the integrating ADC
architecture in Section 3.4. A brief overview of the traditional integrating ADC ar-
chitecture is presented to motivate the need for redesign in order to achieve high
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dynamic range as well as offset and charge injection immunity. The design of the op-
erational amplifier, comparator, current-steering DAC and switches, will be analyzed
in Section 3.5. Section 3.6 overviews the algorithms for on-chip current measurement.
An alternative off-chip direct probing approach, which is compared with the on-
chip ADC approach, is discussed in Section 3.7. The analysis of the pros and cons
of the on-chip and off-chip measurement approaches are provided in Section 3.7.2.
Finally, Section 3.8 summarizes this chapter.
3.1 Motivation
Our goal is to collect large amounts of information in order to increase the statistical
significance of the data we obtain. The characterization also has to be done on an
individual transistor basis. Therefore, we need to design a test circuit architecture
that is able to measure every DUT on the test structure independently. The measure-
ment must be done in a reasonable of amount time and with high enough accuracy
for future modeling. In other words, we need a test circuit that is accurate, efficient
and able to measure each transistor independently.
We divide the test circuit design into two parts. The first part is the architecture of
arrangement. As described in Section 2.4.6, a unit building block consists of an NMOS
DUT and a PMOS DUT. The entire test structure is built by tiling these unit building
blocks together. The arrangement is not a trivial task. First, the placement of each
DUT has to be dense enough to obtain the desired spatial resolution. Second, this
arrangement has to ensure measurement independence between DUTs. For instance,
when measuring transistor A, the leakage current coming from other transistors must
be minimized to ensure the accuracy of the measurement on transistor A. A good
architecture of arrangement can assure the independence between different transistor
measurements.
The second part is the architecture of measurement, where key concerns are the
accuracy and efficiency of the measurement. This discussion is partitioned into two
parts: on-chip current measurement and off-chip current measurement. In our ap-
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proach, we propose two different chip designs, one to enable early measurement of
variation using wafer probing but with decreased spatial sampling, and a second to
enable higher speed and more complete measurement of all DUTs using packaged
chips. In our case, we thus need both on-chip and off-chip current measurements.
Despite using different current measurement schemes, the two designs use the same
test structure and architecture of arrangement. Using two different measurement
schemes will also enable us to compare the outcome of the two and confirm that the
conclusions drawn from both schemes are the same. No studies, which perform this
comparison, have been found in the literature yet.
Due to parameters we want to extract and study, current measurements from
the subthreshold regime all the way to the saturation regime are required. Over
that range, the current can vary over four orders of magnitude, from 50nA to 1mA.
This is one of the main challenges for the on-chip current measurement design. As
a result, our discussion of the on-chip architecture of measurement will mainly focus
on the circuit and architecture strategy to overcome this challenge. This challenge,
on the other hand, is less of a problem for off-chip current measurement, since high
precision test equipment (though expensive) is readily available. For off-chip current
measurement, the main challenge is restriction on the number of probe pads available
to the designer. The number of available probe pads is usually much smaller than
the number of output pins on a packaged die.
In the section below, we will review a few test circuit designs in the literature to
see why these test circuits are not sufficient for our purpose, to motivate further why
we need to design a new test circuit.
3.1.1 Previous Test Circuit Design
Drego et al. design a dedicated test circuit to study threshold-voltage variation [7].
The current measurement is done in the subthreshold regime and at low values of Vds,
where the current is at least ten times more sensitive to VT variation than it is to L
variation. This allows the authors to separate the variation in VT from the variation
in L. A hierarchical access scheme, shown in Figure 3-1, divides the entire die into six
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sections, each having 90 rows and 127 columns, and allows access to the individual
transistor. An on-chip dual-slope ADC is used to perform the current measurement
of around 70K transistors. All the analog measurements are done on-chip and only
the digitized output comes off-chip.2.2.2 Test-Structure Architecture & Circuits
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Figure 2-2: Simplified VT variation architecture and circuits
Figure 2-2 is a simplified schematic showing the architecture and circuit blocks to
measure VT variation. A dual-slope, integrating Analog-to-Digital Converter (ADC)
is used to measure sub-threshold leakage currents due to its suitability to accurately
measure small currents despite long conversion times. The resolution of the ADC in
this design is configurable up to 13 bits, allowing a trade off between accuracy and
measurement time. By externally setting VDSref , the operational amplifier enforces a
virtual ground at the input nodes, ensuring that each device connected is biased at
the same VDS. Amplifier gain and mismatch errors will introduce error into the value
of VDS seen by the DUTs, but each DUT is affected in the same manner. Large input
devices and a high-gain (> 60dB) ensure that this error is small nevertheless.
To measure currents of many devices efficiently, we use a single ADC that is
multiplexed among all devices. Apart from the area efficiency achieved by using a
single ADC, this ensures that any non-idealities in the ADC are common to all DUTs
and therefore do not affect the results. We have chosen to use a hierarchical access
scheme analagous to a memory, with rows, columns and sections. Each bank contains
128 PMOS and 128 NMOS DUTs organized in columns, as shown in Figure 2-3, and
each section contains 90 rows of banks. Bank enable pass gates steer only the current
of the selected device to the measurement circuitry. The test-chip contains 540 banks
organized into 6 sections for a total of 540 banks x 128 columns = 69,120 DUTs of
52
Figure 3-1: Hierarchical access scheme in [7].
However, our test circuit design is not a specialized test circuit for only threshold
voltage extraction as in [7]. The range of current we need to measure is orders of
magnitude higher than in the previous work, and therefore we cannot use the same
architecture for our current measurement. Moreover, the hierarchical access scheme
requires at least two additional transistors per DUT. This implies that the peripheral
transistors will take up twice the area compared to the actual DUTs. Since we also
need to ensure that the pattern density within a region stays constant, the layout
of the peripheral transistors also needs to change according to the regions they are
in. This can significantly increase the design complexity. Lastly, the peripheral
transistors also introduce resistance and variation.
In [56], Agarwal et al. design a test structure for characterizing local device
mismatches. Memory-like column and row decoders are implemented to access the
desired DUT in the large array. Here, all the current measurements are performed
by off-chip equipment. An indirect sensing of the drain voltage is necessary in order
to measure the exact drain voltage applied on the DUTs, because there is no active
circuit block, such as an operational amplifier, to force the node voltage. A memory-
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like accessing scheme is adopted here, so fewer peripheral transistors are needed than
in the hierarchical access scheme before. This results in a much denser layout of the
DUTs. However, the test circuit proposed by Agarwal is designed mainly for off-chip
voltage sensing and current measurements.
3.1.2 New Test Circuit Design Features
None of the previously designed test circuits is adequate. Our test circuit design will
have the following features to overcome the limitations of other test circuit designs.
1. Common test structure between two measurement schemes: The archi-
tecture of arrangement we design for the test structure must be general enough
that both on-chip and off-chip current measurement schemes can use it. This
ensures an unbiased comparison between the conclusions drawn from each of
the two measurement schemes.
2. DUT independence: It is important for us to study individual transistor
characteristics. Each device under test has to be measured individually, inde-
pendent of the other off-devices. Leakage mitigation is essential here to ensure
that the off-current does not affect the measurement of the on-current.
3. High DUT numbers and density: In order to have statistically significant
results, a large number of devices under test is required. It is also necessary to
have a dense DUT layout which enables us to have a good spatial map of the
systematic variation.
4. Minimum peripheral transistors: As much area as possible should be ded-
icated to the DUTs rather than to the periphery circuitry. The peripheral
circuits may also introduce resistance and variation. Having fewer of them,
possibly by sharing them between the DUTs, can improve the accuracy of our
measurement.
5. Separation between the peripheral transistors and DUTs: Separation
between the peripheral transistors and DUTs can simplify the overall layout. If
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the layout of the peripheral transistors is far away from the layout of the DUT
regions, then the specific layout pattern or density of peripheral circuits will not
conflict with the pattern density of the DUTs.
6. High dynamic range on-chip measurement: The architecture for the on-
chip current measurement must support a dynamic range from 50nA to 1mA.
The area dedicated to the measurement circuits should also be minimized.
3.2 Hierarchical Accessing Scheme
In order to achieve the features described in the previous section, a new hierarchical
accessing scheme is presented in Figure 3-2. The accessing scheme is analogous to
that in memory design, where row and column enables select the DUT on which
to perform a measurement. Row and column decoders convert the binary selection
signals, and output row and column enable signals. For now, we assume there is only
one type of transistor, either NMOS or PMOS: details on how we select between them
will be provided in Section 3.2.4.
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Figure 3-2: Our hierarchical accessing scheme.
Each DUT array consists of 128 DUTs placed in parallel, as shown in Figure 3-3.
For NMOS transistors, the source of all the DUTs is connected to ground, and for
PMOS transistors, the source of all the DUTs is connected to the supply voltage.
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Two input-output (I/O) devices, acting as row-enabling switches, are placed across
each DUT array. The gate of a DUT in an array is connected to the gates of all DUTs
in other arrays which are in the same position as itself, but only within the same side
of the test structure. Each of these gate connections forms one column, with a total
of 256 columns. In additional to the 256 columns, we also have 512 rows, which allow
for a total of 131,072 DUTs. Though there are two sides, Side A and Side B as shown
in Figure 3-2, all of the DUT arrays are connected in parallel to one another in the
test structure.
DUT Array
IOIO
128
Connected to the gate directly below
Figure 3-3: DUT array in the hierarchical accessing scheme.
The row enable signal is a normal digital select signal, with possible values of
0 or 1. Although all the DUT arrays are connected in parallel, the two different
sides of the DUT array do not share the row enable signal. During each accessing
cycle, only one DUT array is enabled, and within that DUT array, only one DUT is
enabled. Therefore, we cannot share the decoders between Side A and Side B, since
two DUT arrays cannot be enabled at the same time. As shown in Figure 3-2, we
have two row decoders, one on each side of the test structure. On the other hand,
the column enable signal is connected to the gate of the DUTs; therefore, it is not a
digital decoder. Instead, it is an analog decoder that outputs the appropriate analog
gate voltage to the DUT of interest, depending on the kinds of measurement to be
performed. For the other off-state DUTs, either a negative voltage will be applied in
the case of NMOS, or an above supply voltage will be applied in the case of PMOS,
to minimize leakage.
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For each DUT measurement, we apply the desired gate voltage to that DUT
through the column enable signal, and apply the desired drain voltage indirectly
through Node A or indirectly through Node B, depending on whether we are sensing
or forcing.1 All the other DUT arrays are off and all the other DUTs within the same
array are off except the DUT to be measured. Then, we measure the current coming
out of Node A. Node B can either be used to sense the drain voltage or force the
drain voltage. In either case, there is no current coming out of Node B.
3.2.1 Forcing and Sensing Approaches
The design of the hierarchical accessing scheme is fairly flexible. To measure the
individual transistor characteristics, we can either use the “forcing” approach or the
“sensing” approach, as illustrated in Figure 3-4.
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VDS Input
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Sense the actual VDS
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Figure 3-4: Forcing and sensing approaches.
In the forcing approach, Node B is forced to the desired Vds by using an operational
amplifier in a feedback configuration. The accuracy of the voltage at Node B depends
on the bandwidth2 of the amplifier. In the sensing approach, we apply a Vds on Node
A first. Since there is going to be voltage drop across the I/O switch next to Node
A, we need to measure the voltage at Node B to determine the actual value of Vds.
1The difference between sensing and forcing will be discussed in Section 3.2.1.
2The bandwidth dependence will be justified in Section 3.5.3.
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This method is also called indirect voltage application since we do not know the
exact drain voltage without an extra sensing step. The current measurement for both
approaches is performed at Node A. Regardless of which method we use, there is no
current flowing in or out of Node B.
3.2.2 Correct Vds
Even though we know the voltage at Node B by either forcing it using an operational
amplifier or by sensing it directly, we still cannot be sure that the voltage on Node
B is the voltage that we are applying at the drain of the DUTs. Figure 3-5 explains
some potential problems, such as the voltage drops across the wires, voltage drops
across I/O switches, or the leakage current coming from the off transistors.
Case I
on/off on/off
Sense or force
Current in
on/off on/off
Sense or force
Current in
Case II
Ensure Correct VDS
Node A
Node B
Node A
Node B
Figure 3-5: Ensuring the correct Vds.
We divide the problem into two cases. In Case I, the DUT to be measured is
located at the right edge of the DUT array. This case is fairly simple. Since there is
no current flowing into or out of node B, all the current flow occurs to the left of the
DUT. As a result, there is no voltage drop between the drain of the DUT and Node
B.
In Case II, the DUT to be measured is located at the left edge of the DUT array.
In this case, current flow does occur on the right side of the DUT. Thus, there will
be a voltage drop between the DUT drain voltage and the voltage at node B. This
voltage drop is unavoidable using this configuration. However, we can minimize the
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magnitude of this voltage drop by using very wide interconnect to reduce the wire
resistance and by minimizing the total current coming from the other DUTs.
There are two ways to control the amount of leakage current coming from other
DUTs. The first is to apply a negative voltage at all of the gates that are in the
off states to reduce the leakage current. The leakage current should decrease expo-
nentially with a decrease in gate voltage. However, as the scaling of gate dielectric
material continues, the gate leakage current plays a much more important role in
the total amount of leakage current as compared to the channel leakage current.
Therefore, the previous statement is no longer true. The channel leakage current
exponentially decreases with the applied gate voltage, but the gate leakage current
increases with a decrease in gate voltage. As shown in Figure 3-6, as we reduce the
gate voltage, more than 80% of the total leakage current is contributed by the gate
leakage current when the gate voltage is below ground.
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Figure 3-6: Contribution from the gate leakage current.
However, since the gate leakage current and channel leakage current change in
different directions when Vgs < 0, there should be an optimal gate voltage that min-
imizes the overall leakage current from the DUT. Figure 3-7 shows that the optimal
voltage does exist. Therefore, we cannot continue to decrease the gate voltage in-
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definitely since the overall leakage will ultimately be dominated by the gate leakage
component.
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Figure 3-7: Optimal Vgs selection to minimize overall leakage.
The second way to reduce the leakage current is by reducing the number of DUTs
per DUT array. However, in this case, the total number of DUTs in an array is not
a limiting factor since the leakage current is only linearly dependent on the number
of DUTs, while on the other hand, it is exponentially dependent on the gate voltage.
The number of DUTs per DUT array is limited by the measurement accuracy, which
will be discussed in the Section 3.2.3.
3.2.3 Leakage Mitigation
The current measurement of every DUT in the test structure is done through Node
A on Figure 3-2. When measuring the current from one DUT, it is necessary to make
sure that the leakage current from all the other DUTs within the same DUT array,
and also from all the DUTs in other DUT arrays, is not significant compared to the
minimum current we want to measure.
To ensure that the leakage current from other DUTs within the same DUT array
does not influence the measurement accuracy, as described previously, we can find
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an optimal gate voltage to minimize the overall leakage current from the DUTs.
Additionally, we can also limit the number of DUTs within one array. 128 DUTs per
array is chosen as the best number because the total leakage current is less than 0.5%
of the minimum current, 50nA, that we want to measure, and it is a power of two, so
it simplifies the binary decoder design.
To minimize the leakage current coming from the DUTs in other DUT arrays,
we use two I/O devices as the row enable switches shown in Figure 3-3. By placing
two I/O devices across the DUT array, the leakage current is determined by the I/O
devices instead of the 128 DUTs inside that array. Therefore, the I/O switches can be
used to limit the amount of leakage current coming from the DUT arrays. Because I/O
devices are designed to work with higher supply voltages than nominal transistors,
they have a much thicker gate dielectric layer to prevent oxide breakdown. Because of
the thicker gate dielectric layer, the I/O devices also have much lower leakage current
compared to normal transistors. The leakage ratio between the nominal transistors
and the I/O devices for different values of Vds is shown in Figure 3-8. The overall
leakage mitigation can be improved by almost three orders of magnitude by using
I/O devices.
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Figure 3-8: Leakage ratio of nominal devices to I/O devices.
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The sizing of these I/O devices is also worth examining. Intuitively, in order to
minimize the leakage current, we want to size the I/O switches to be as small as
possible. The problem with sizing them so small is that the on-resistance of these
devices will increase and the voltage drops across these devices during the current
measurement will be too high. In the extreme case, the voltage drop can be so
high that it goes over the supply voltage. This can cause oxide breakdown of the
transistors in the measurement circuits. Finding the balance between leakage and
the on-resistance is essential here.
3.2.4 NMOS and PMOS Transistors
Due to fundamental differences between NMOS and PMOS transistors, we cannot
have a DUT array that contains both NMOS and PMOS devices. It has to either
be all NMOS or all PMOS transistors. The reason is as follows. When the gate of a
DUT in an array is connected to all the other gates in the same position of the other
DUT arrays on the same side of the test structure, if some of the NMOS and PMOS
gates are connected together, we can never turn them off simultaneously. This will
significantly deteriorate our measurement accuracy.
To solve this problem, a new design unit block is shown in Figure 3-9. Instead
of having just one DUT array, each block will have two DUT arrays: one for NMOS
and one for PMOS. NMOS gate connections are shared among different blocks, and
similarly, PMOS gate connections are shared among different blocks. We will not
run into problems of not being able to turn off an NMOS and PMOS transistor at
the same time because they are not wired together. With this design architecture,
we will have twice the number of DUTs compared to before, with exactly half being
NMOS DUTs and half being PMOS DUTs. Additional decoders are also required for
the PMOS arrays in the test structure.
In this section, we describe a hierarchical accessing scheme for our architecture of
arrangement. This accessing scheme allows us to measure all 131,072 NMOS transis-
tors and 131,072 PMOS transistor on an individual basis. The design of leakage mit-
igation techniques ensures high current measurement accuracy and good confidence
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Figure 3-9: Co-existence of NMOS and PMOS transistors.
level on the applied drain voltage. This test structure is also able to accommodate two
different measurement modes, forcing and sensing approach. The forcing approach
is usually used by on-chip current measurement and the sensing approach is used by
the direct probing measurement.
For every 128 DUTs, only two additional peripheral devices are needed. The
ratio of the number of DUTs to peripheral devices is much higher than in many of
the designs in the literature. The DUTs and peripheral devices also have very good
separation, since all of the peripheral devices (the I/O switches) are on either side of
the DUT array. This will simplify the pattern density layout practice significantly.
All of the devices under test are placed in close proximity to assure good spatial
resolution of our final extraction.
3.3 On-Chip Measurement Architecture
With the design of architecture of arrangement presented above, we will shift our
discussion to the architecture of measurement. In order to perform on-chip current
measurement, the main circuit building block that needs to be designed is the on-chip
current measurement ADC. In evaluating the ADC architecture for our purpose, it is
useful to understand the relevant figures of merit and requirements: (1) high dynamic
range, (2) good precision, (3) good linearity and low gain errors, (4) low offsets, and
(5) area-efficient. With these figures of merit in mind, we will briefly overview the
common ADC architectures and justify the use of an integrating ADC architecture.
Then, we will explain why the traditional integrating ADC architecture is unable to
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meet the necessary specifications.
3.3.1 The Choice of Integrating ADCs
There is a very rich variety of ADC architectures available in the literature. A chart
that summarizes a few common ADC architectures with respect to sampling frequency
and resolution is shown in Figure 3-10.
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The flash ADC is also known as the parallel ADC, because it resolves all the bits
at the same time. It is the fastest ADC architecture, but it is also area-inefficient
and energy-inefficient. The resolution of the flash ADC is relatively small, but it is
suitable for high-bandwidth applications. The pipelined ADC is the most popular
ADC architecture for medium to high sampling rates, from a few megasamples per
second to a few hundred megasamples per second. The resolution is in the range of
8-16 bits, which is much better than the resolution of the flash ADC. The traditional
pipelined ADC design requires one operational amplifier per stage (or per bit). For
high resolution, many operational amplifiers need to be designed, which can be very
area expensive.
Successive-approximation-register (SAR) ADCs are most commonly used for medium
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sampling frequencies with resolutions of 8-16 bits. The resolution is very similar to
that of the pipelined ADC. The operation of this ADC is based on charge transfer
and is therefore suitable for low-power applications such as portable devices. The
sigma-delta ADC, also called an oversampling ADC, has a high sampling rate so it
can perform noise shaping in the frequency domain. A very high resolution of 20 bits
can be achieved using such an ADC architecture.
The integrating ADCs provide very good accuracy with relatively low sampling
frequency. The architecture only requires a few simple building blocks. It provides
very high accuracy, low gain errors and excellent noise rejection. The only drawback
for this architecture is that it can only be used to sample slow-moving signals.
However, the integrating ADC is ideal for our purpose. Since we are performing
DC measurement on transistor currents, we do not need an ADC that has high
sampling frequency. The most important figures of merit for us are accuracy and area.
The integrating ADC provides one of the best output resolutions of all the previously
mentioned ADC architectures. In addition, it is also the most area efficient type of
ADC.
3.3.2 Need for a New Integrating ADC
We cannot use a traditional integrating ADC architecture such as the one described
in [59]. A few problems associated with this architecture need to be resolved before it
can perform current measurements on our test structure. A sample integrating ADC
architecture is presented in Figure 3-11.
In the figure, Vin is the input voltage that needs to be sampled, Vref is the reference
voltage, and C1 is the charging capacitor. The required circuit blocks include an
operational amplifier, a comparator, a counter, and control logic to output the control
signals. A simplified timing diagram for dual-slope integrating operation is shown in
Figure 3-12.
During phase I, the switch Φ1 is closed. The operational amplifier is connected in
a unity feedback configuration to reset Vx to the common mode voltage VCM . During
phase II, the switch Φ1 is opened and the capacitor is charged for a fixed amount of
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Figure 3-12: Timing diagram for traditional integration ADCs.
time. This time is equal to the time it takes for 2N clock cycles, where N represents
the number of bits of the ADC. Therefore, we have Tfix = 2
NTclk, where Tclk is the
period of the clock and Tfix is a fixed time that the capacitor is being charged for. At
the end of the phase II, the voltage change in Vx can be written as in Equation 3.1.
For larger input voltages, the increase in Vx will also be larger.
∆Vx = −
∫ Tfix
0
−Vin
R× C1 =
Vin
R× C1 × Tfix (3.1)
During phase III, the capacitor is discharged for a variable amount of time, Tvar,
which depends on Vin. The counter is reset and the switch Φ2 is connected to Vref .
Since the discharging current is always the same for any input voltage, for a larger
input voltage, the charge built up on the capacitor is larger and it takes a longer time
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to discharge, while for a smaller input voltage, the charge built up on the capacitor
is smaller and it takes a shorter time to discharge. The counter stops counting when
the inverter output switches from low to high. The final relationship between the
input voltage and the reference voltage is shown in Equation 3.2.
Vin =
Vref × Tvar
Tfix
(3.2)
Using this measurement scheme, we see that the output voltage calculation does
not depend on the absolute value of the passive components, R and C1. Instead, it
only depends on the reference voltage. Moreover, because of the dual-slope nature of
the integrating operation, the conversion step also does not depend on the linearity of
these passive components because the charging and discharging operations go through
the same path. Dual-slope operation will help to cancel out the first-order non-
linearity of the passive components.
Many of the other ADC architectures rely heavily on the matching and linearity
properties of the passive components. For instance, the SAR and pipelined ADC
rely on the matching between capacitors, and the flash ADC relies on the matching
between resistors. It is very difficult to fabricate on-chip passive components with
good matching and linearity. Therefore, these are great advantages of using the
dual-slope integrating ADC. However, there are some drawbacks associated with this
traditional architecture as it relates to our current measurement scheme.
Dynamic Range
One of the main goals of our test circuit is to be able to measure currents from 50nA
to 1mA. This is a 14-bit current dynamic range. With the traditional integrating
ADC architecture, in order to increase the bit resolution, according to Equation 3.5,
we must either decrease the clock period, increase the capacitor value, or increase
∆V . ∆V is usually limited by the maximum voltage allowed in the technology to
prevent oxide breakdown; it is difficult to increase this value. Therefore, the only
tunable parameters are the clock frequency and capacitor value.
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I ×∆T = C ×∆V (3.3)
I × Tclk × 2N = C ×∆V (3.4)
2N =
C ×∆V
Tclk × I (3.5)
As an example, let us consider a situation where ∆V = 1V , Tclk = 10ns (or
frequency = 100MHz ), I = 14mA, and N = 14 bits. This translates into a capacitor
value of 164nF. For an on-chip capacitor to be this large, an area of approximately
10mm by 10mm is needed, which is definitely not suitable for any practical design.
In addition, we do not want to increase the clock frequency because the current
measurement will be more sensitive to noise and clock jitter.
Both increasing the capacitor value and increasing the clock speed will make the
charging/discharging slope much slower with respect to the clock period. The amount
of voltage increment within one clock cycle will become smaller. If this increment
becomes smaller than the thermal noise of the circuit, the last few bits interpreted by
the ADC would be too noisy to use. Therefore, using this architecture, we are also
limited by the fundamental electronic noise.
Forcing Vds
Another change that needs to be made to the traditional current integrating ADC
architecture is shown in Figure 3-13. Instead of using input voltage sources and a
resistor, an input current and a reference current source are used in the test structure.
The positive terminal of the operational amplifier needs to be connected to the desired
Vds to force the drain voltage on the DUTs.
We can immediately see a problem after this replacement. During the reset stage,
the output of the operational amplifier is reset to different voltages depending on the
value of Vds being used for the DUT measurements. This implies that ∆V can be
larger or smaller between different measurements, which means that the resolution of
the ADC can change over times as shown in Equation 3.5. Instead, we want ∆V to
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Figure 3-13: New switching scheme for Vds.
be at its maximum and stay constant with time.
Offset and Charge Injection
The comparator in this design can have an internal offset voltage. The offset is the
result of mismatch between the positive and the negative terminals of the comparator
design and layout. Figure 3-14 shows the cases of both positive and negative compara-
tor offset. This offset can cause the comparator to switch earlier or later depending
on the sign of the offset. Both of these non-idealities will result in conversion errors.
+
-
+
-
VCM
ΔV
Comparator Offset +
Comparator Offset -
Figure 3-14: Comparator offset problem.
Another non-ideality comes in the form of charge injection from the switches.
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As shown in Figure 3-15, a switch is a transistor. When the switch turns on, it
stores charge on the gate overlap capacitance. When the switch turns off, the charge
on these capacitors is injected onto the adjacent nodes. If the switch is directly
connected to the input terminal of the comparator, it will directly affect the decision
of the comparator.
=
Cov1 Cov2
QCH = W L COX (VGS - Vt)
Figure 3-15: Switch charge injection.
There are two problems associated with the charge injection. First, the charge
stored on the capacitors is not always the same: it depends on the Vgs across the
switch transistor as shown in the equation in Figure 3-15. Since the source voltage
of the switch depends on the Vds applied to the DUT, this charge injection is signal
dependent. For smaller values of Vds applied to the DUT, there will be a larger
Vgs across the switch and more charge injection. This can introduce unwanted non-
linearity into the measurement result. Second, these switches are designed with I/O
devices, so much larger overlap capacitances and larger charge injection are expected.
Without careful offset mitigation techniques, the ADC resolution can be significantly
degraded.
3.4 Redesigned Integrating ADC
A high dynamic range, a constant ∆V , and minimum offset and charge injection are
the main challenges to be overcome in the traditional current integrating ADC design.
These challenges inspire us to perform two major architectural changes.
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3.4.1 High Accuracy vs. High Dynamic Range
The first architectural change is to overcome the lack of dynamic range in the tradi-
tional ADCs. Because the current we need to measure spans over 14 bits of dynamic
range, we must either increase the capacitor size or increase the operating frequency,
as analyzed in Section 3.3.2.
However, this calculation performed in Section 3.3.2 is for 14-bit accuracy, not
14-bit dynamic range. The real goal is a design that can provide a coarse absolute
resolution in the measurement of high current range and a fine absolute resolution
in the measurement of low current range. In other words, the relative resolution in
all ranges should remain the same. For example, when measuring a 1mA current,
we are indifferent to a change of 50nA because it is only 0.005% of the total current.
However, when measuring a 50nA current, a change of 50nA would represent a change
of 100% in the total current. The same 50nA has different implications for high and
for low current measurements. Our goal for the ADC is to make sure that the current
measurement is within 0.5% of the absolute current for all current ranges.
A current integrating ADC has very good resolution, but it is not ideal for mea-
suring current of large absolute quantity. Because the current measurement is done
by integrating the current onto a capacitor, to measure a large current value, we
are required to use an unreasonably large on-chip capacitor. However, because we
only need high dynamic range, we can split up the current measurement into two
stages: the first stage, which performs a coarse measurement on the large current,
and the second stage, which performs a fine measurement on small current. This is
achieved by having a current steering digital-to-analog converter (DAC), as shown in
Figure 3-16.
A 9-bit current steering DAC is added to perform measurement on large current
(coarse measurement), so the original current integrating ADC only needs to measure
currents that are smaller than the ILSB of the DAC (fine measurement). The least
significant bit of the DAC (ILSB) is 2µA, and the most significant bit of the DAC
(IMSB) is 512µA. As indicated in the Equations 3.6-3.8, the current steering DAC
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Figure 3-16: Current steering DAC to accommodate the dynamic range requirement.
needs to resolve currents from 2µA to 1024µA and the integrating ADC needs to
resolve currents below 2µA.
IDUT = IADC + IDAC (3.6)
2µA ≤ IDAC ≤ 1024µA (3.7)
IADC ≤ 2µA (3.8)
To perform a measurement on a DUT, the first step is to find the DAC supply
current. This current has to be the maximum current out of 512 different DAC current
values that is still smaller than the current that the DUT is drawing. Equation 3.9
explains this relationship. The DAC current we want to supply is IDAC,(j). Assuming
we have good matching between the bits of the DAC for us to achieve low differential
nonlinearity (DNL) error,3 the difference between the DAC current and the DUT
current should be less than one LSB of the DAC. This extra current is then measured
by the current integrating ADC.
3Differential nonlinearity(DNL) is defined as the variation in analog step sizes away from 1 LSB.
An ideal converter has its maximum differential nonlinearity of 0 for all digital values [59].
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IDAC,(j) ≤ IDUT ≤ IDAC,(j+1) (3.9)
IDUT − IDAC,(j) ≤ IISB = 2µA (3.10)
Using this current measurement algorithm, both the absolute values of each DAC
bit and the value of the reference current are needed to calculate the total current
value. As shown in the lower left corner of Figure 3-16, an additional switch is added
in order to measure the current at the beginning of the entire measurement. This
current characterization only needs to done once for each chip. This must be done
because there is no way to design an absolute value for any component on-chip. On-
chip components can be designed to have good matching, but not for their absolute
values.
3.4.2 Constant ∆V , Offset and Charge Injection Immunity
The second architectural change is designed to overcome the offset and charge in-
jection problem, and the problems associated with a varying initial voltage at the
charging node of the operational amplifier.
In order for the initial voltage at the charging node of the operation amplifier to
be the same for different Vds measurements, we add two additional switches in the
original current integrating ADC architecture, as shown in Figure 3-17. During the
reset phase, the left side of the capacitor is connected in a unity feedback loop with the
operational amplifier and pre-charged to Vds. However, the right side of the capacitor
4
is connected to a voltage, VLOW , that remains the same for all measurements. This
ensures that the initial charging voltage is always the same regardless of which Vds is
applied.
This architecture change can also help with the problems of offset and charge
injection. In Figure 3-17, red circles are placed to next to the components that can
4The right side of the capacitor is connected in an unity feedback loop with the left side of the
capacitor in the previous architecture during reset phase.
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Figure 3-17: Offset and charge injection immunity design.
introduce either offset or charge injection. As discussed previously, because they are
directly connected to the charging node of the operational amplifier, these effects
can degrade the accuracy of the ADC. In the new proposed architecture, however,
the output node of the operational amplifier is charged to a constant voltage, VLOW ,
which is purposely designed to be lower than the common mode voltage, VCM , as
depicted in Figure 3-18. The comparator will change signs twice during the charging
and discharging operation, once at the beginning when the voltage goes above VCM
and again at the end when the voltage goes below VCM . The counter will only count
during this period.
VLOW
VCM
ΔV↓ΔV↑
spare headroom
Figure 3-18: Constant ∆V for charing and discharging.
Using this new measurement scheme and architecture, we can resolve both the
comparator offset and charge injection problems. The problem with the comparator
offset voltage before is that it introduced offset between ∆V ↑ and ∆V ↓, but when we
calculated the current, we assumed that they were the same. With this modification,
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now the counter is only counting during the period of time when the comparator
switches signs, so ∆V ↑ and ∆V ↓ are always guaranteed to be the same regardless
of the presence of offset. The problem associated with charge injection can also
be resolved by leaving enough headroom between VCM and VLOW , as indicated in
Figure 3-18. As long as the charge injection is smaller than the amount of spare
headroom, the overall conversion is not affected by the extra charge.
3.4.3 Final Integrating ADC Architecture
Figure 3-19 below shows the final integrating ADC architecture. This design has high
dynamic range and correct Vds, and is immune towards offset and charge injection.
A new timing diagram explaining the operation of the new architecture is shown in
Figure 3-20.
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Figure 3-19: Final integrating ADC architecture.
During phase I, the two switches controlled by Φ1 are closed. The left side of
the capacitor plate is reset to Vds and the right side of the capacitor plate is reset to
VLOW . During phase II, the switches controlled by Φ1 are opened. Charge injection
may occur at node VX , but as long as it is smaller than the “spare headroom” we
put in the design, it will not affect the ADC accuracy. During phase III, the DUT
current begins to charge the capacitor. The counter will only start counting when
the comparator hits its threshold for the first time. The counter will count a fixed
amount of time, 2NTclk, before resetting itself. In phase IV, the reference current,
Iref , will discharge the capacitor. The amount of time it takes to discharge VX back
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to the comparator threshold determines the final value of the current.
φ1
φ2
φ3
VX
Phase I Phase III Phase IVPhase II
2n Tclk Tvar
VCM, comparator threshold
VLOW ∆Vcharge_injection
Begin Counting Stop Counting
VY
VZ
Figure 3-20: Timing diagram for the new integrating ADC architecture.
3.5 Circuit Components for the Redesigned Inte-
grating ADC
In the section, we discuss the key circuit blocks in the newly-designed integrating
ADC architecture. Each circuit component will be discussed in terms of its role in
the integrating ADC, the specifications necessary to ensure the accuracy of conversion,
and the design and layout challenges. The major circuit components we will focus on
are the 9-bit current steering DAC, the comparator and the operational amplifier.
3.5.1 Current-Steering DAC
The current steering digital-to-analog converter (DAC) is designed in the integrating
ADC to allow us to perform high dynamic range current measurement. Its main role is
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to resolve the upper bits of the conversion (performing the coarse measurement) before
the integrating ADC resolves the remaining lower bits (performing fine measurement).
The figures of merit associated with the current steering DAC in this design are output
impedance, matching, and leakage current.
Output Impedance
It is important for the DAC design to have high output impedance. As shown in
Figure 3-19, one terminal of the DAC is connected to the supply voltage and the other
terminal is connected to the left side of the capacitor plate. Between measurements,
different voltages can be present across the DAC, since different values of Vds are
needed to apply to the DUTs in the measurements. For the same input DAC code,
however, we want the output DAC current to remain the same regardless of the
voltage across it. In other words, the DAC should behave like an ideal current source.
However, in a real current source design, the linearity is greatly limited by the voltage
headroom and the finite output impedance of the transistor.
In order to improve the DAC performance, I/O devices are used for the design.
There are two benefits of using I/O devices. First, using I/O devices allows us to
have much higher voltage headroom since the supply voltage for I/O devices is 2.5V,
while for nominal transistors, it is only 1V in the 65nm technology node. Second, I/O
devices are usually slower (smaller bandwidth), but they have much higher output
impedance than the nominal transistors. Since the DAC current does not have to
change very often, this presents a good tradeoff between slower speed and higher
output impedance.
To improve the output impedance further, circuit techniques such as cascoding
and feedback are also applied to the DAC design. Figure 3-21 shows the design of the
unit DAC cell. Q2 is cascoded on top of Q1 to improve the output impedance of Q1
by the gain of Q2, (1 + gm2 · ro2). An additional feedback loop created by transistor
Q3 boosts the output impedance by another factor of (1 + gm3 · ro3), making the
total small-signal output impedance approximately ro1 · (1 + gm2 · ro2) · (1 + gm3 · ro3).
Simulation results of the output impedance for DAC1 (first bit of the DAC), DAC2
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(second bit of the DAC) and DAC4 are shown in Figure 3-22.
For the purposes of the test circuit, the output voltage on the x-axis in Figure 3-22
is the same as Vds with the addition of the voltage drops across the switch. For a
nominal transistor, we are interested in values of Vds between 0V and 1V. Assuming
the voltage drop across the switch does not exceed 200mV, the output voltage is in
the range of 0V to 1.2V. Within this range, the output current of DAC1, DAC2 and
DAC4 change by less than 5 × 10−3 %, demonstrating very high output impedance
of the DAC design.
VBIAS1
VBIAS2
VBIAS2
VBIAS1
VOUT VOUT
Unit Cell (LSB) 2 x Unit Cell
Q1
Q2
Q3
Q4
Vsupply(IO) Vsupply(IO)
Figure 3-21: Current steering DAC cells.
Matching
Matching is another important figure of merit for the current steering DAC design.
Poor matching in the DAC cell design is usually reflected in the differential nonlin-
earity (DNL) error. For an ideal converter, each analog step should be equal to 1
LSB. Due to mismatches between different bits of the converter, however, DNL can
be much more or less than 1 LSB. As shown in Equation 3.8, the integrating ADC
design is based on the assumption that the maximum current integrated onto the
capacitor is less than 1 LSB of the DAC. If the DNL is significantly more than 1
LSB, the current is too large for the integrating ADC to resolve, which could cause
significant problems in the design.
We use two approaches to improve the matching between DAC cells. The first
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Figure 3-22: High output impedance of the DAC cells.
approach is to use the same unit DAC cell throughout the design. Figure 3-21 shows
both DAC1 and DAC2, and instead of using transistors twice the width for DAC2,
we use two unit DAC1 cells in parallel. We follow the same principle for the subse-
quent bits. Even though this will increase the layout area by a small amount, the
improvement in matching is worth the tradeoff.
The second approach used to improve matching is by following good layout prac-
tice. One example of how much matching can be improved by good layout is shown
in Figure 3-23, which shows the simulation results of post-layout extraction of the
DAC. The plots on the left show the output current and the DNL of the original
layout; the plots on the right shows the output current and the DNL of the revised
layout. We can see that with poor DAC layout, the DNL can be as much as 9 LSB.
With good layout practice, most of the DNL is well below 0.5 LSB.
The two layouts that generate these plots in Figure 3-23 are also shown in Figure 3-
24. A comparison of the two layouts shows that in order to achieve good matching
between the DAC cells, significantly more layout area is needed. The grey area in
the figure represents the active area for I/O devices. The extra layout area comes
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from the requirement that the active area enclosing the transistor must be larger
than a certain minimum constraint to prevent STI stress from the edge. Moreover,
the layout of NMOS and PMOS must be far away from each another.
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Figure 3-23: DNL before and after layout optimization.
DAC Leakage Current
Another problem worth mentioning is leakage current. When the DAC is turned off,
we do not want any current leaking from the DAC to affect our measurement accuracy.
Our DAC design has very low leakage during the off-state for two reasons: first, the
I/O devices have much higher threshold voltage compared to nominal devices, and
thus, much lower leakage current when the I/O devices are turned off; and second,
cascading Q1 and Q2 introduces a stacking effect which reduces the leakage current
[61]. Together, this makes the leakage current from the DAC insignificant compared
to the current accuracy that the design needs.
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3.5.2 Comparator
The comparator compares voltage on the charging node of the operational amplifier
with the common mode voltage, VCM , to determine when charging or discharging
should occur. The output of the comparator acts as an enable signal to turn on or
to turn off the counter. The main figures of merit associated with comparator design
are offset, bandwidth and kickback noise. As described previously, our new proposed
architecture is immune to any offset in the comparator; thus, our analysis will focus
mainly on the latter two figures of merit.
Figure 3-25 shows the comparator architecture. It is comprised of two stages:
a preamplification followed by a track-and-latch stage. The rationale behind this
architecture is as follows. The preamplifier is used to amplify the difference between
the input voltages, Vin+ and Vin−. The gain factor of the preamplifier is typically
from 2 to 10. The track-and-latch stage then amplifies the output of the preamplifier
further during the track stage. In the latch stage, the positive feedback regenerates
this difference at the output of the latch from the analog signal to the full-scale digital
signal. The clock signal is used to reset the output of the latch to ground between
each decision cycle. This is to ensure that no memory is carried over from one decision
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cycle to another.5
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Figure 3-25: Comparator architecture.
Bandwidth
In a typical amplifier design, there is a tradeoff between gain and bandwidth. De-
pending on the configuration of the design, we can either have high speed or high
gain, but not both at the same time when using a single stage design. In the pream-
plifier stage, we have very low gain in order to achieve the high bandwidth (or high
speed) that we are looking for in our design. From the schematic of the preamplifier,
we can see that the low gain (and high bandwidth) is achieved by having the output
transistors M4a and M4b connected in a diode configuration. The gain is picked up
by the track-and-latch stage using positive feedback.
Kickback Noise
Using a preamplifier not only benefits the design in terms of bandwidth, but also
helps to minimize the effect of kickback noise. Kickback noise refers to the charge
transfer either into or out of the input nodes when the latch stage goes from the track
mode to latch mode. When the latch circuit regenerates the analog signal difference
into a full-scale digital signal, it introduces a large instantaneous current spike. This
5Also referred as hysteresis effect.
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current can couple back into the input nodes, Vx+ and Vx−, through the parasitic
capacitors Cgs and Cgd of the input transistors. This can cause large voltage glitches
on the driving circuitry and significantly limit the accuracy of the comparator.
The preamplifier helps to minimize the effect of kickback noise in two ways. First,
it serves as a buffer stage between the latch and the driving circuitry (in our case, the
operational amplifier). The kickback noise will mostly appear on the nodes Vx+ and
Vx−, but not the input terminals VIN+ and VIN−. Second, it provides low impedance
looking into nodes Vx+ and Vx−. Without the preamplifier, the latch input will
be directly connected to the output of the operational amplifier, which has very
high output impedance. In this design, however, the latch input is connected to the
output of the preamplifier, which has relatively low output impedance. This can
help minimize the voltage glitches induced by current coupling through the parasitic
capacitors.
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Figure 3-26: Kickback noise reduction with preamplifier.
Figure 3-26 shows the amount of kickback noise reduction. The top plot is the
voltage at the input of the latch, and the bottom plot is the voltage at the input
of the preamplifier, which is the overall input of the comparator, VIN . We can see
that the preamplifier does a very good job buffering out the noise coming from the
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second-stage latch coming into the driving circuitry.
3.5.3 Operational Amplifier
The operational amplifier (opamp) is used in the current integrating ADC for two
purposes. First, the opamp is put in a feedback configuration to ensure that through-
out the entire charging or discharging cycle, the Vds applied across the DUTs stays
the same. Second, the opamp supplies the necessary current at the output to charge
or discharge the capacitor.
The two-stage opamp architecture, shown in Figure 3-27, is designed for our inte-
grating ADC. The first stage is a telescopic cascode amplifier, and the second stage
is a common source amplifier. A nulling resistor and a compensation capacitor are
also used to ensure the stability of the opamp.
Vsupply
VIN+ VIN-M1a
M2a
M1b
M2b
M3a M3b
M4a M4b
M5
M6
CC
VBIAS
Mnull
Vout
Figure 3-27: Operational amplifier architecture.
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Minimize Dynamic ∆VIN
As described previously, one of the main objectives for the opamp design is to min-
imize ∆VIN , the difference between Vin+ and Vin− during the charging cycles. It is
a common misconception that in order to minimize this voltage difference, the only
necessary figure of merit is the gain of the opamp. Equation 3.12 illustrates this
misconception. A represents the DC gain of the opamp. According to this equation,
as long as the gain is large enough, ∆VIN should be minimized.
A× (Vin+ − Vin−) = Vin− (3.11)
∆VIN =
1
1 + A
× Vin+ = 1
1 + A
× Vds (3.12)
The confusion arises from the fact that here, we are minimizing dynamic ∆VIN ,
not the static ∆VIN . Static ∆VIN is the voltage difference between the positive and
negative terminals when the opamp is in DC steady state, but dynamic ∆VIN is
the voltage difference between the positive and negative terminals when the opamp is
still charging (or discharging) the output node. Intuitively, the dynamic ∆VIN should
have some time (or bandwidth) dependency. Before going into a formal derivation,
we can guess that the dynamic ∆VIN has the relationship described by Equation 3.13.
∆VIN ≈ dVout
dt
× delay (3.13)
Here, dVout
dt
is the charging rate at the output of the opamp, and delay is the
intrinsic delay of the opamp. The guess originates from the fact that the output of
the opamp is changing, but the input of the opamp cannot respond infinitely fast to
the change of output voltage. Thus, the voltage difference should be the product of
the charging rate and the intrinsic delay. This delay of reaction time at the input
should be proportional to the bandwidth of the opamp.
Figure 3-28 and Equation 3.15-3.18 explain this relationship formally. A two stage
operational amplifier design can be divided into a current gain stage and a voltage
110
gain stage as shown in Figure 3-28. Here, Cc represents the compensation capacitor,
Cfeedback represents the charging capacitor, gm represents the transconductance and
A represents the voltage gain.
gm A
CCIx
Icharge
+
-
Cfeedback
ΔV
ΔVVDS
Cfeedback
VDS
VOUT
VOUT
Figure 3-28: Minimizing dynamic ∆VIN .
dVout
dt
=
Icharge
Cfeedback
=
Ix
Cc
(3.14)
Ix =
Cc
Cfeedback
× Icharge (3.15)
Ix = gm ×∆VIN (3.16)
∆VIN =
Cc
Cfeedback
× Icharge
gm
=
Icharge
Cfeedback
× Cc
gm
(3.17)
∆VIN =
Icharge
Cfeedback
× 1
ωu
(3.18)
The above derivation confirms our initial guess. The dynamic ∆VIN is inversely
proportional to the unity bandwidth, ωu, of the two-stage amplifier, not the gain of
the amplifier. Since the unity gain bandwidth is equal to the product of the gain and
bandwidth, we cannot minimize ∆VIN by trading off between gain and bandwidth.
Unfortunately, the only way to improve the accuracy of ∆VIN is by increasing power
consumption.
Figure 3-29 shows that our design has a unity gain bandwidth of 270MHz. As a
result, using the opamp design, the maximum dynamic ∆VIN is only
Imax
Ccharge
× 1
ωu
=
2µA
250pF
× 1
2×pi×270MHz = 4.7µV . This is adequate because the minimum ∆VIN of interest
for the Vds sweep is 100µV.
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Figure 3-29: Bandwidth of the operational amplifier design.
3.6 Measurement Flow
IDUT Simulation to constrain
IDAC,j ≤ IDUT, simulation ≤ IDAC,j+1
Decrease j by 5 (j = j – 5)
ensuring IDUT, real ≥ IDAC,j
Is IDUT, real ≥ IDAC,j ? Is IDAC,j = IDAC,512 ?
Drop the case
Current is too large for our ADC
Increase j by 1 
(j = j+1)
Decrease j by 1 (j = j – 1)
getting the largest IDAC ≤ IDUT, real 
Current measurement done by
the Integrating ADC
Yes
No
Yes
No
Figure 3-30: Measurement flow.
Figure 3-30 summarizes the steps which are needed to perform on-chip current
measurement using this proposed architecture. These measurement steps need to be
repeated for every measurement point (or every pair of Vgs and Vds) of the DUTs.
This may seem quite time-consuming since these calibration steps are required for
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every measurement, but the tradeoff is expected when measuring current with such
high dynamic range. However, it is worth noting that if the current to be measured is
much smaller than the LSB of the DAC (for example, in the subthreshold regime of
operation), no sweeping is necessary. Here is a detailed description of the calibration
steps:
1. Step 1 : Before performing the hardware measurement, the DUT current is
bounded between IDAC,j and IDAC,j+1 by simulation using the foundry transistor
models. IDAC,j represents the j
th output of the current DAC and IDAC,j+1
represents the (j + 1)th output of the current DAC.
2. Step 2 : The real DUT current may be larger or smaller than the simulated
current due to variation. In order to ensure that IDAC,j is always smaller than
the current drawn from the real DUT, IDAC,real, we decrease the simulated j by
5.6
3. Step 3 : The goal of this step is to find the largest IDAC that is smaller than
IDAC,real. We first compare the magnitude of IDAC,j with the magnitude of
IDAC,real using the integrating ADC part of the circuit. If IDAC,real is larger
than IDAC,j, then we check if j = 512. If j is equal to 512, that means we hit
our measurement limit. The current is too large and we drop the case. If j is
less than 512, then we increase j by 1 and repeat this loop. On the other hand,
if IDAC,real is smaller than IDAC,j, then we move to the next step.
4. Step 4 : We find the largest current of DAC that is smaller than the current
drawn by the DUT by decreasing j by 1. With this, we can move on to measure
the current using the integrating ADC.
The counter in the ADC will provide us with the final digitized representation of
the current we are measuring. In additional to the packaged die, a field-programmable
gate array (FPGA), a printed circuit board (PCB), current sources, and voltage
65 is arbitrarily chosen in this case to ensure IDAC,j is always smaller than the current drawn
from the real DUT. We can always increase this number if it is not sufficient for this purpose.
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sources are also needed to assist the measurement procedure. The FPGA is pro-
grammed to provide the control signals necessary for the operation of the die. Signals
such as clocks, resets and enables are supplied by the FPGA. Current sources are
needed for the biasing circuitry and for the measurement of the DAC current. Volt-
age sources are needed for the power supply voltage. The PCB serves as the interface
between the packaged die and the other off-chip components listed above.
3.7 Other Method: Direct Probing
Instead of using on-chip circuitry to perform current measurements on the proposed
test structure, another approach is called direct probing. In this approach, the wafer
does not have to be diced or packaged into different dies; instead, the measurement
is done directly on the wafer. A probe card is usually built to interface between an
electrical test system and the semiconductor wafer. The purpose of the probe card
is to provide an electrical pathway between the test system and the circuits on the
wafer to permit electrical measurement.
Probe cards are inserted into a wafer prober, inside which the wafer will be posi-
tioned to ensure that precise contact is made between the probe pads on the wafer and
the probe tops or leads. The test voltage or current is then fed into the wafer through
these probes and the measurement is done by the testers. Off-chip test equipment can
usually be made with much higher precision than on-chip test circuitry. The main
reason is that on-chip circuits normally have tight area constraints. For example, off-
chip passive components can be made very precise while on-chip passive components
cannot, mainly due to area budgets.
To demonstrate how precise current measurements can be done off chip, let us
consider an off-chip current meter example, the Keithley 2400 sourcemeter. The
datasheet shows that for a current range of 1mA, the resolution is 50nA with 0.034%
measurement accuracy. This is for 14-bit accuracy, not for 14-bit dynamic range.
This is a very high measurement accuracy and is quite hard to achieve on-chip.
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3.7.1 Difference between the Two Approaches
For both the on-chip and direct probing approaches, we use the same test structure.
The major difference between the two approaches are listed as follows.
Sensing, not Forcing
In Section 3.2.1, we implemented an architectural technique to allow us to use two
different measurement approaches to measure the DUTs on the same test structure.
For on-chip current measurement, we use the “forcing” approach to guarantee the
correct Vds. The forcing is done by putting an operational amplifier in a feedback
configuration.
For direct probing, we use the “sensing” approach instead. Since we do not have
an opamp to guarantee the voltage at Node B as shown in Figure 3-5, we apply a
voltage on Node A first. We know that the voltage on Node B will not be the same
as the voltage on Node A due to voltage drops across the I/O switches. The only
way to know the voltage on Node B is through a direct measurement. That is why
this method is also called an “indirect” application of Vds, since we cannot directly
apply the Vds we want. The actual Vds depends on the amount of current drawn by
the DUT and the resistance of the I/O switches.
Probe Pad Limitation
The other difference between the two approaches is that in the direct probing ap-
proach, a set of probe pads needs to be designed and laid out with certain specifi-
cations. The dimension of each probe pad is in the range of 60µm x 60µm. These
probe pads are quite large and can take up significant chip area. Due to the sizes of
these probe pad, we are usually limited to having as few of them as possible.
Because of this limitation, some portion of the parallel design architecture im-
plemented for speed purposes has to be replaced with a pipelined architecture. For
example, in the previous architecture, all the binary selection signals of the decoders
indicated in Figure 3-2 are loaded in parallel. As a result, we would need a total of
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17 probe pads just for the 9-bit row decoder and 8-bit column decoder. To minimize
the number of pads, a pipelined or serialized architecture to load in one bit at a time
is proposed and designed. In terms of speed, this could be much slower compared
to the previous parallel implementation, but this is the tradeoff needed to dedicate
more area for the DUTs instead of the probe pads.
3.7.2 Direct Probing vs. On-Chip Current Measurement
This section discusses the advantage and disadvantage of direct probing versus on-chip
current measurement approaches. Seven different aspects that commonly concern test
circuit designers will be discussed and analyzed.
Time
Time can be discussed in two different aspects: design time and test time. Design
time is the amount of time required to design a test structure and a test circuit; test
time is the amount of time required to finish testing and extract the result.
In our proposed architecture, the direct probing and the on-chip current measure-
ment approach share the same test structure; therefore, the design time for the test
structure is the same for both approaches. However, the design for the test circuit is
much more complicated in the case of on-chip current measurement compared to the
case of direct probing. A complete on-chip current measurement system, including a
current integrating ADC, a current steering DAC, an operational amplifier and a com-
parator, must be designed and integrated. As a result, on-chip current measurement
can take much longer in design time.
In terms of testing time, the on-chip approach is much faster than direct probing.
For on-chip measurement, the speed is limited by the speed of the test circuit; while
for off-chip measurement, the speed is limited by response time of the tester. For
our on-chip design, the maximum clock frequency is 50MHz and it takes roughly
213 cycles on average to perform the charging and discharging. As a result, it takes
about 160µs to complete one measurement. For the direct probing approach, the
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tester has to first feed the row and column selecting signals to the test chip, all in
series. Then, a voltage is applied and the current coming from the DUT is measured.
Another voltage measurement is needed in order to obtain the correct Vds.
7 The entire
procedure takes a few milliseconds per measurement. The time is mainly due to the
slow settling caused by large off-chip capacitance associated with the probes and
wires. Therefore, the on-chip current measurement is about an order of magnitude
faster than the direct probing approach in testing time. If a full set of measurements
on all devices takes three days using the on-chip current measurement approach, it
will take one month using the direct probing approach.
When considering the total time, it is important to note that the design time is a
one-time consideration, but test time per DUT accumulates based on the number of
measurements we want to perform. In order to have statistically significant results,
enough data needs to be collected and analyzed. Test time usually has more weight
on the total time compared to design time. As a result, on-chip current measurement
has an advantage over direct probing in terms of time.
Cost and Resources
In terms of cost and resources, the direct probing approach requires a probe card
and a tester. Each probe card design costs around $5,000. A good tester used
in semiconductor foundries, such as in the Taiwan Semiconductor Manufacturing
Company (TSMC), costs a few $100,000.
For the on-chip current measurement case, the total cost of packaging, FPGA,
PCB, voltage source and current sources adds up to less than $10,000. The on-chip
current measurement scheme is more cost effective, particularly if one must invest in
new test equipment or resources.
Ease of Testing
In terms of ease of testing, direct probing requires an “indirect” application of Vds:
the approach has to apply a voltage first and then sense the actual voltage at the
7Section 3.7.1 describes why another voltage measurement is necessary.
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drain node, due to the unknown voltage drop across the I/O switch, as described in
Section 3.7.1. It is inconvenient to not be able to directly apply Vds. For example,
to extract the saturation current of a transistor, we want to apply Vgs = Vdd and
Vds = Vdd. However, since we cannot be sure that Vds is equal to Vdd due to this
voltage drop, a couple of iterations are needed to find the saturation current. In the
case of on-chip current measurement, we can directly force the drain voltage to be the
voltage we want through an opamp feedback configuration. In this sense, the on-chip
measurement is easier.
Due to the high dynamic range requirement, the on-chip current measurement
must go through the measurement flow described in Section 3.6 in order to find the
correct DAC current. In the case of direct probing, these steps are not necessary since
the current can be measured directly through the off-chip tester. However, all of the
steps described in the flow for on-chip current measurement can be fully automated
through a control algorithm, which can be implemented by a FPGA. Thus, in terms
of ease, both approaches are comparable.
On balance, it is easier to use on-chip current measurement because the drain
voltage can be directly applied to the DUTs.
Amount of Data
The amount of data we collect determines the statistical significance of the results.
Furthermore, the finer the spatial sampling (enabled by testing of more DUTs), the
better the ability to estimate spatial variation effects we have. The number of mea-
surements that can feasibly be gathered for each chip depends on the amount of time
required for each DUT measurement. Since the measurement speed for on-chip cur-
rent measurement is much faster than the measurement speed for direct probing, we
can collect much more data using the on-chip current measurement scheme. Thus,
the conclusion we derive using on-chip current measurement is expected to be more
statistically significant and have better spatial resolution.
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Scalability
In order to characterize systematic variation in semiconductor manufacturing, a test
circuit and a test structure are designed to characterize how transistor performance
changes with respect to a layout change. It would be useful if this test circuit and
test structure can be reused to study the same variation effect in a newer technology
without significant redesigns.
The direct probing approach is easily scalable from one technology to another
since there is no analog circuit involved in the design. On the other hand, the on-
chip current measurement scheme is based heavily on analog circuit design. Analog
characteristics, such as output resistance, biasing points, and transconductance, do
not scale linearly with the technology. A re-simulation or possibly re-design of key
circuit components may be needed to ensure the test circuit still works under the new
technology.
Therefore, in terms of scalability, it is easier to transfer the design using a direct
probing approach than an on-chip current measurement.
Variety of Test Matrix
The off-chip direct probing approach is often limited by parasitics of passive com-
ponents, such as the capacitances associated with the probes or the inductances as-
sociated with the bond wires. With these passive components, it is very difficult to
perform high frequency measurements off-chip. Thus, off-chip measurement is limited
to only DC or very low frequency. On the other hand, it is much easier to perform
high frequency measurement on-chip and the measurement results can be converted
to low frequency before coming off chip. Therefore, in terms of variety of test matrix,
on-chip measurement can be both high frequency and low frequency, while off-chip
measurement is limited to lower frequency.
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Accuracy
Which measurement scheme is more accurate? This is the one of the key questions
we want to answer using this thesis. No research has shown the comparison between
the two approaches. The designs presented in this thesis are well-suited for this
purpose, because we are using both approaches to measure the same test structure.
The measurement difference between the two approaches is easily comparable.
Table 3.1 below summarizes and compares the two measurement approaches.
Overall, we believe that on-chip current measurement is more advantageous com-
pared to direct probing and justifies the additional design effort required.
Aspect On-Chip Direct Probing
Time O
Cost and Resources O
Ease of Testing O
Amount of Data O
Scalability O
Variety of Test Matrix O
Accuracy ? ?
Winner O
Table 3.1: Comparison between on-chip current measurement and direct probing.
3.8 Summary
This chapter motivated the need for a new test circuit by pointing out the inadequacy
in previous test circuit designs from the literature for the systematic variation we
want to study. A list of new features including (1) a common test structure between
different measurement schemes, (2) DUT independence, (3) a high DUT number
and density, (4) minimum peripheral transistors, (5) separation of the peripheral
transistors from DUTs, and (6) high dynamic range on-chip current measurement,
were proposed as guidelines for our new test circuit design. The discussion was divided
into the architecture of arrangement and the architecture of measurement.
In the discussion of the architecture of arrangement, a new hierarchical accessing
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scheme was designed to allow us to access every individual transistor in the test
structure. The transistor characteristics can be measured and extracted independent
of other DUTs in the same test structure. Several architectural innovations, such
as the creation of a DUT array, the arrangement of the DUT array, the number
of transistors within the DUT array, the use of I/O devices as switches, and the
application of negative gate voltages, allow us to precisely know the drain voltage of
the DUTs and accurately measure the DUT current. The test structure design using
this architecture of arrangement can be used by both measurement approaches, on-
chip current measurement and off-chip direct probing. Being able to use the same test
structure makes it easier to compare the results obtained using different approaches
in the future. A highly dense layout with 131,072 NMOS transistors and 131,072
PMOS transistors are placed within the 2mm by 3mm test structure to ensure the
statistical significance of the measurement and the spatial resolution required for
future modeling.
The discussion of the architecture of measurement is divided into two parts: on-
chip current measurement approach and direct probing approach. For the on-chip
current measurement approach, the integrating ADC architecture is selected over all
the other ADC architectures based on its high accuracy, its low offset and gain error,
and its minimal chip area requirement. Although the integrating ADC can only be
used to measure slow moving signals, it is desired for our design because the current
measurement we are performing is at DC. In the new design, several architectural
changes are made to the traditional integrating ADC to achieve high dynamic range
current measurement, and immunity to comparator offset and switch charge injection.
Each key analog circuit component is discussed in terms of its purpose, and its design
and layout challenges in the integrating ADC.
In the current steering DAC design, the high output impedance is achieved by
cascading and a local feedback network. A low DNL is achieved by matching be-
tween unit DAC cell and layout optimization. The comparator is designed using a
preamplifier followed by a track-and-latch stage architecture. The low gain and low
output impedance design of the preamplifier allows us to have high bandwidth and
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low kicknoise in our design. Finally, in the operational amplifier design, we pointed
out the common misconception that ∆VIN depends only on the gain of the ampli-
fier. An analysis was presented to show that ∆VIN depends on the charging rate
and the unity gain bandwidth of the operational amplifier. A measurement flow was
also presented to summarize the steps we need in order to perform on-chip current
measurement using the above proposed architecture.
The second approach we discussed is the direct probing approach. Instead of
forcing the DUT voltage as in the case of on-chip current measurement, the drain
voltage has to be indirectly applied and sensed. A limit on the number of probe pads
is set to ensure the probe pads do not take up too much of the total die area. A
comparison, in terms of seven different aspects of the measurement scheme, between
the two approaches is also presented. Overall, the on-chip current measurement
scheme is suggested to have more advantages than the direct probing measurement
scheme.
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Chapter 4
Thesis Contributions and Future
Work
This thesis has demonstrated, from various aspects, the need for a new test structure
and a new test circuit design to study the systematic variation due to STI and polysil-
icon pattern density. Beginning with the analysis of a few key transistor parameters,
we were able to show that understanding variation in these parameters can determine
our ability to design functional circuits and more importantly, our ability to continue
the scaling trend in the future. A new test structure to accentuate the variation effect
due to STI and polysilicon pattern density, and a new test circuit to measure current
with the dynamic range over four orders of magnitude, are designed for this purpose.
This concluding chapter summarizes this thesis and evaluates its contributions. Even
though there are many advances in the design of the test structure and the test cir-
cuit, there is still much room for improvement. The last section provides suggestions
for future work.
4.1 Thesis Summary
As process technology continues to scale, variation becomes a more important chal-
lenge to overcome in the near future. The increases in variation can be attributed to
many sources. One example would be the decreasing distance between neighboring
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transistors: more interaction between the surrounding layout features and the tran-
sistor characteristics is expected. Nearby transistors can influence each other’s per-
formance. Another example leading to the increase of variability is the introduction
of new processing steps into the semiconductor manufacturing process. The intro-
duction of RTA and stress engineering, for instance, can cause more layout-induced
systematic variation. This kind of systematic variation is the focus of our thesis.
In Chapter 2, we motivated the need to analyze variation using a different set of
transistor parameters, such as mobility and virtual source velocity, that are rarely
viewed as subjects to study variation. These parameters can help designers to better
understand the physics behind the manufacturing steps, and they also help reflect
performance variation in terms of the scaling trend. STI and polysilicon pattern
density were chosen as the main design parameters to study systematic variation.
Strain engineering is necessary to improve the transistor performance further once
we scale below 65nm. STI can help introduce stress in strain engineering; however,
it can also introduce unintentional stress that induces systematic variation between
transistors. Mobility and virtual source velocity is highly correlated with the amount
of stress experienced by the transistor. Since we want to study mobility and virtual
source velocity to understand the scaling trend, STI pattern density was chosen as one
of the design parameters. The introduction of a new RTA process can help to create
very shallow junctions in order to maintain the electrostatic integrity of the scaled
transistors. However, the uniformity of temperature profile is strongly affected by
polysilicon layout. Non-uniform polysilicon layout can introduce systematic variation
due to RTA. Since we want to better understand the RTA process, polysilicon pattern
density is chosen as another parameter.
The key themes of this thesis are to study transistors on an individual basis,
clearly define the term “pattern density,” extract the long-range and short-range
characteristic length of the systematic variation, and collect enough data to have
statistically significant results. Many of the previous research in the literature failed
to achieve one or more of the above goals; therefore, their results have limited impact
and usefulness.
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A new test structure and new test circuit are designed for this research purpose.
Figure 4-1 below summarizes the flow of this thesis.
Variation 
Study
Test Structure
Micro-Layout Macro-Layout
Test Circuit
Architecture 
of 
Arrangement
Architecture 
of 
Measurement
On-Chip 
Current 
Measurement
Direct Probing
Figure 4-1: Thesis summary.
The test structure design is divided into macro- and micro-layout design. In
macro-layout design, the test structure is divided into six different regions, each region
with a unique STI or polysilicon pattern density. A careful design of experiments
analysis is done to ensure we have all combinations of short-range and long-range
pattern densities. A step input is also built into the test structure to accentuate
the variation effect due to pattern density changes. In micro-layout design, different
transistor dimensions, number of polysilicon fingers, spacing between fingers, and
length of the active region are explored for our variation studies. The DUT layout
pattern is designed such that we can obtain a good spatial resolution of the DUTs
that are most commonly used in a design.
The test circuit design is divided into the architecture of arrangement and the
architecture of measurement. In the architecture of arrangement design, a new hi-
erarchical accessing scheme was designed to allow individual transistor measurement
on the test structure with 131,072 NMOS transistors and 131,072 PMOS transistors.
This test structure design has the minimum ratio of peripheral transistors to DUTs
in the literature thus far. A number of architectural innovations, such as the cre-
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ation of the DUT array, the arrangement of the DUT array, the number of transistors
within the DUT array, the use of I/O devices as switches, and the optimization of
gate voltage application, are adopted to enable us to mitigate leakage current from
other unwanted DUTs. An accurate current measurement on every DUT can be done.
Moreover, this test structure design has a dual usage: it can be used for both the on-
chip current measurement and off-chip direct probing. This is an essential feature of
the test structure to allow us to have a fair comparison between the results obtained
from the two different measurement approaches.
For the on-chip current measurement approach, the integrating ADC architecture
is selected over the other ADC architectures because of the high accuracy, low offset
and gain errors, and small hardware requirement. A number of new architectural
changes, such as the addition of current steering DAC and switches, the alternation
of charging and discharging phases, and the changes of charging bias voltage, are
designed and implemented into the traditional current integrating ADC for our test
structure measurement. These changes allow us to have dynamic range of over four
orders of magnitude, and comparator offset and switch charge injection immunity.
A high output impedance, low leakage, and low DNL current steering DAC is
designed. The high impedance is necessary for the DAC design, to ensure that the
DAC output current only changes due to the change of the DAC input codes, but does
not change due to the change of the voltage applied across the DAC. Cascoding and
local feedback configuration is designed into the unit DAC cell to increase the output
impedance. Our simulation shows that the current change is less than 0.0035% in
the range of voltage that we are interested in. Low leakage current during the off-
state is achieved by using I/O devices and stacking effect. Low DNL and matching
is achieved by only using the multiples of the LSB DAC cell to design the upper bits,
and through layout optimization. We concluded that in order to have good matching,
significant amount of area is needed.
A two-stage comparator is designed with a preamplifier stage followed by a track-
and-latch stage. The low gain and low output impedance of the preamplifier design
allow the overall comparator to have high bandwidth and low kickback noise, respec-
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tively. A two-stage opamp is also designed with bandwidth of 270MHz. A ∆VIN of
less than 5µV can be achieved. We conclude that in order to improve the dynamic
∆VIN of the opamp during the charging cycle, we have to increase the unity band-
width, not just the gain. It is a common misconception to confuse between the static
∆VIN , which only depends on the DC gain, and the dynamic ∆VIN .
The direct probing approach is discussed and compared to the on-chip current
measurement approach. Using the common figures of merit in test circuit design,
we conclude that an on-chip current measurement scheme is more advantageous in
terms of time, cost and resources, ease of testing, the amount of data, and variety of
test matrix. On the other hand, the direct probing approach is more advantageous
in terms of scalability to newer technology. We cannot yet compare the accuracy
between the two and this is one of the main goals for the future work of this thesis.
The future goals of this project, following fabrication of our test chips, are to (1)
extract the characteristic length of both STI and polysilicon, (2) study the system-
atic variation effect on a couple of key transistor parameters, including mobility and
virtual source velocity, (3) compare the measurement results using on-chip current
measurement and direct probing, and (4) model this result into the existing transistor
models.
4.1.1 Thesis Contributions
Based on the summary above, the primary contributions of this thesis are:
• Propose a different set of transistor parameters, such as mobility and virtual
source velocity, as a target for variation studies. These sets of transistor pa-
rameters have better physical meaning and they also help to reflect the scaling
trend.
• Identify STI and polysilicon pattern density as the design parameters to study
systematic variation. STI pattern density is chosen due to the emerging of strain
engineering, and polysilicon pattern density is chosen due to the introduction
of rapid thermal annealing processes.
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• Design a test structure that includes macro- and micro-layout architecture. The
macro-layout architecture can help us identify the characteristic length of both
long-range and short-range influence; and the micro-layout architecture can help
us study how systematic variation reacts to local parameter changes.
• Design an architecture of arrangement to allow individual transistor access for
every DUT (131,072 NMOS and 131,072 PMOS) on the test structure. The
design has the minimum ratio of peripheral transistors to DUTs in the litera-
ture thus far. This design can also be measured using either on-chip current
measurement or direct probing.
• Design an on-chip current measurement circuit with dynamic range over four
orders of magnitude.
• Provide a complete analysis and comparison between the on-chip current mea-
surement and off-chip direct probing.
4.2 Future Work
In addition to measuring the transistors, and extracting the parameter variation and
the characteristic length of the layout upon successful chip fabrication, other future
work might help us improve the understanding of process variation further. In this
section, we provide some thoughts on potential future projects.
4.2.1 Characteristic Length
The characteristic length of the layout is used for the calculation of the effective
pattern density. One of the main challenges in designing the test structure is that we
do not know the number of physical effects at work and the corresponding number
of characteristic lengths that need to be estimated, and we do not know beforehand
the value of each characteristic length. As we may recall, each region has the size of
1mm by 1mm. Within each region, there could be a large square with the dimension
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of 400µm by 400µm or a small square with the dimension of 100µm by 100µm. As
described in Section 2.3.3, using this macro-layout, we are assuming there are two
characteristic lengths. The larger characteristic length is assumed to be within 1mm
and the smaller characteristic length is less than 400µm.
Even though these assumptions are made based on the previous literature studies,
it could be possible that the characteristic length is outside the range we expected.
No matter if this initial guess is a good estimate of the real characteristic length or
not, with the successful measurement of this test structure, this information can give
us a better estimate of this characteristic length in the future designs.
4.2.2 Parasitic Capacitance
In this thesis, we analyze the systematic variation due to STI and polysilicon pattern
density. All the measurements done here are DC measurement of current at differ-
ent biasing points. In order to characterize transistor performance, a delay metric
incorporating AC parameters, such as parasitic capacitance, is needed. An example
performance metric proposed by [75] is shown below:
τ =
(1− δ)VDD − VT + (C∗fVDD/CinvLG)
(3− δ)VDD/4− VT
LG
υ
(4.1)
where C∗f represents the equivalent gate fringing capacitance, with Miller effect taken
into account, and υ represents the effective velocity of the carriers. From this equation,
we can see that both velocity (DC) and fringing capacitance (AC) play a major role
in determining transistor performance. As technology continues to scale, the gate
to fringing capacitance becomes even more important in determining the transistor
performance, because its magnitude can exceed that of the intrinsic gate capacitance
below 90nm technology [76]. In order to give circuit designers an accurate assessment
of the variation in delay performance, a study of systematic variation in the parasitic
capacitance is needed.
Using a test structure similar to ours, it would be interesting to investigate how
STI and polysilicon pattern density affect the systematic variation of parasitic fringing
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capacitance. A hierarchical accessing scheme can be designed to extract the fringing
capacitance of each DUT individually on the test structure. The only difference is that
an AC measurement needs to be performed instead of the DC current measurement.
However, doing an AC measurement is quite difficult using the same hierarchical
accessing scheme, since there is no way to completely turn off a transistor AC-wise.
The AC measurement current can leak through any parasitic capacitance of the off-
DUTs.
A method called charge-based capacitive measurement (CBCM) can be used to
measure transistor capacitance using charge based operation instead of doing AC
measurements [91, 92]. The idea of CBCM can be extended in the design of a hier-
archical accessing scheme to study variation effect of the fringing capacitance.
4.2.3 Modeling
After successful measurement and extraction of the systematic variation due to STI
and polysilicon pattern density, a model needs to be built in order for this measure-
ment result to be useful for circuit designers. A commonly used predictive technology
model (PTM) built by [70] has started to include emerging physical effects, such as
process variations and correlations among model parameters, in their model to accu-
rately predict the characteristics of nanoscale CMOS technology. A potential project
would be to incorporate the modeling result we obtain using this test structure into
the widely used PTM.
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