An isoradial graph is a planar graph in which each face is inscribable into a circle of common radius. We study the 2-dimensional perfect matchings on a bipartite isoradial graph, obtained from the union of an isoradial graph and its interior dual graph. Using the isoradial graph to approximate a simplyconnected domain bounded by a simple closed curve, by letting the mesh size go to zero, we prove that in the scaling limit, the distribution of height is conformally invariant and converges to a Gaussian free field.
Introduction
One of the most important starting points for two-dimensional critical lattice models in statistical physics is the assumption that the continuous limit is universal and conformally invariant. It says that, in the limit when the lattice spacing goes to zero, macroscopic quantities of the model transform covariantly under conformal maps of the domain (conformal invariance) and are independent of the lattice (universality). Under the assumption of universality and conformal invariance, physicists have successfully predicted exact values of certain critical exponents. However, the conformal invariance and universality assumptions were beyond the mathematical justification until very recently ( [22, 17, 20, 3, 11] ) .
In this paper, we focus on the perfect matching on planar graphs. A perfect matching, or dimer covering of a finite graph is a set of edges covering all the vertices exactly once. The dimer model is the study of random dimer coverings of a graph. By assigning weights to edges, one can define a probability measure on random dimer coverings ( [12] ). The height function is a random function which assigns a unique number to each faces of the graph for each realization of random perfect matchings. If the underlying graph is a subgraph of the square grid Z 2 , Kenyon ( [13, 14] ) proved the conformal invariance of height distribution in the scaling limit under certain boundary conditions, given the uniform measure of random perfect matchings.
An isoradial graph is a planar graph in which each face is inscribable in a circle of common radius. It was introduced by Duffin ([7] ) in the late sixties, in an equivalent form of rhombic lattices, and reappeared recently in the work [19, 15, 2, 3, 1, 5, 9] . The isoradial graph might be the largest class of graphs where the complex analysis techniques have a "nice" discrete analog, and hence a natural setting for the universality assumption, which includes, and is more general than the class of regular graphs, see [2] for an exposition of the discrete complex analysis technique on isoradial graphs. Ising models on isoradial graphs have been studied extensively in [19, 1, 3] , and spectacular results were proved including conformal invariance and universality ( [3] ). For perfect matchings on isoradial graphs, Kenyon ([15] ) proved an explicit form for the K −1 operator of bipartite isoradial graphs on the whole plane. Following that, it is proved in [4] , that the height function of perfect matchings on the whole plane converges to a Gaussian free field, yet the conformal invariance and boundary conditions were not addressed in [4] since the paper deal with graphs on the whole plane.
In this paper, we use isoradial graphs to approximate an arbitrary simply connected domain in the plane bounded by a simple closed curve, and proved the following results
Theorem 1.
Let Ω be a simply connected bounded domain in the plane bounded by a simple closed curve. Assume ∂Ω has a straight portion L 0 . Let G δ be an isoradial graph embedded into the whole plane with common radius δ, and G Ω,δ be the largest subgraph of G δ consisting of faces, and completely inside Ω. Let G Ω,δ be the interior dual graph of G Ω,δ , and assume G Ω,δ is the interior dual graph of G Ω,δ . Assume ∂G Ω,δ has a straight part L 0,δ approximating L 0 . Let G D Ω,δ be the superposition of G Ω,δ and G Ω,δ with one boundary vertex of G Ω,δ , approximating a point on L 0 as δ → 0, removed. As the mesh size δ → 0, the distribution of the height function for random perfect matchings on G D Ω,δ , in the scaling limit, is conformally invariant and converges to a Gaussian free field.
In particular, we do not assume the graph to be periodic, and we do not assume the boundary to be smooth except for a straight portion. Since the bipartite isoradial graph is obtained by the superposition of an arbitrary isoradial graph and its interior dual graph, the boundary conditions are discrete analogues of the Dirichlet boundary conditions and the Neumann boundary conditions. We prove, in this paper, the convergence of the inverse weighted adjacency matrix (K −1 ) for both boundary conditions. Although similar boundary conditions have been addressed on the uniform square grid ( [13, 14] ), the major difference of this paper from previous work lies in the fact that we are working on isoradial graphs, and the analysis on isoradial graphs are more complicated ( [2] ). In particular, the discrete holomorphic functions on isoradial graphs are not Lipschitz in general. The K −1 is closely related to the local statistics of dimers ( [12] ), and moreover, the spin-spin correlation of the Ising model ( [10, 6] ).
Background

Isoradial graphs
In this subsection we review the definition of the isoradial graph as well as its basic properties. An isoradial graph is a graph which can be embedded into the plane such that each face is inscribable into a circle of common radius. The class of isoradial graphs includes the common regular graphs like the square grid, and hexagonal lattice, but is more general than that. See Figure 2 .1 for examples of isoradial graphs. An equivalent definition of the isoradial graph is the so-called rhombic tiling. Namely, we can always construct a planar graph G R from a planar graph G, such that each face of G R is of degree 4. The vertices of G R are either vertices of G, or faces of G. Two vertices v 1 , v 2 of G R are connected if and only if v 1 is a vertex of G surrounding the face v 2 , or vice versa. Hence to see if a graph G has an isoradial embedding, it suffices to see that if the constructed graph G R , in which each face is of degree 4, can be embedded onto the plane such that all edges have the same length, i.e., form a rhombic lattice.
In a planar graph G R with faces of degree 4, a train track is a path of faces (each face being adjacent along an edge to the previous face) which does not turn: on entering a face it exits across the opposite edge. It is proved in [16] that a planar graph G R with faces of degree 4 has a rhombic embedding if and only if no train track path crosses itself or is periodic; two distinct train tracks cross each other at most once.
In the above construction, each edge of G corresponds to a rhombus in G R . An rhombus half angle θ e is associated to each edge e of the isoradial graph; it is the angle in [0, ] formed by the edge and an edge of the corresponding rhombus of G R , see Figure 2 .1. In Figure 2 .1, the black edges are edges of the primal graph, the blue or red edges are edges of the dual graph, and dashed edges are edges of the rhombic lattice. From the picture it is quite clear that if the primal graph is isoradial, the dual graph is also isoradial.
A perfect matching, or a dimer configuration on an isoradial graph is a choice subset of edges such that each vertex is incident to exactly one edge.
Harmonic functions
The discrete Laplacian operator ∆ on isoradial graphs, maps a function H defined on V (G), to another function defined on V (G) as follows:
where θ vv is the rhombus half angle corresponding to the edge vv . We can also associate a random walk, or a Markov chain to an isoradial graph, such that the transition probability
is the probability that a random walk started at v visits v 1 at the first step.
A discrete harmonic function H on an isoradial graph G is a function defined on vertices of the graph H :
(1) can also be considered as a discrete analog of the mean value property. The mean value property (1) obviously implies the maximal principle for discrete harmonic functions, i.e., if G s is a subgraph of the isoradial graph G, and we define boundary vertices of G s to be vertices of G s that are incident to vertices outside G s , and interior vertices of G s to be vertices in G s that are incident only to vertices of G s . If H is harmonic at any interior vertex of G s , then the maximal or minimal value of H can only be achieved at boundary vertices of G s , if H is not constant on all vertices.
The harmonic extension also has a discrete analog. If f is a real-valued function defined on boundary vertices of G s , there exists a unique discrete harmonic function H on V (G s ) such that the values of H on boundary vertices of G s are the same as those of f . In fact, H can be written down explicitly as follows
for all u ∈ V (G s ), where ω(u; a; V (G s )) is the probability that a random walk started at v first hit the boundary ∂G s at a. ω(u; ·; V (G s )) is a harmonic function in u and a probability measure on ∂G s . If E ⊆ ∂G s , ω(u; E; V (G s )) is the exit probability through E of the random walk started at v.
Gaussian free field
The 2-dimensional Gaussian free field (GFF), or massless free field, is a natural 2-dimensional time analog of the Brownian motion.
Let Ω be a simply-connected bounded domain of the complex plane C. Let C ∞ 0 (Ω) be the space of smooth, real-valued functions that are supported on compact subsets of Ω. The GFF on Ω, can also be considered as a Gaussian random vector on the infinite-dimensional Hilbert space H 1 (Ω), where
2 norm of derivatives, or more precisely, the GFF can be considered as a Gaussian random vector on the completion of H 1 (Ω) with respect to a measurable norm ( [21] ).
Let
with Dirichlet boundary conditions (i.e., e i = 0 on ∂Ω). Let η i be the eigenvalue of e i . The GFF on Ω, F is a random distribution (continuous linear functional) on C 1 functions of Ω, such that, for any C 1 function φ,
where {α i } i≥1 are i.i.d. Gaussian random variables with mean 0 and variance 1.
Convergence of discrete holomorphic obzervables
In this section we introduce the discrete holomorphic observable for perfect matchings on isoradial graphs, namely, the so-called inverse Kasteleyan matrix entries, and prove its convergence in the scaling limit under special boundary conditions.
Discrete approximation
In this subsection we discuss the basic setting and assumptions for the discrete approximation, under which the convergence of discrete holomorphic observables will be proved. Let G δ be an isoradial graph on the whole plane, i.e., each face is inscribable in a circle of radius δ. Assume all the rhombus half-angles of G δ are bounded uniformly away from 0 and π 2 , i.e., assume there exists a constant c 0 > 0, such that for all edges e, the rhombus half angle θ e ∈ c 0 , π 2 − c 0 . Let Ω be a simply-connected bounded domain of the complex plane C bounded by a simple closed curve. Let G Ω,δ be an isoradial subgraph of G δ , consisting of faces, i.e., each face of G Ω,δ is inscribable in a circle of radius δ. Assume G Ω,δ is also simply-connected, i.e., the boundary of G Ω,δ , ∂G Ω,δ has only one connected component. Let G Ω,δ be the interior dual graph of G Ω,δ , and assume that G Ω,δ is the interior dual graph of G Ω,δ , as in Figure 2 .1, where the primal graph G Ω,δ is bounded by the outer boundary consisting of black edges, G Ω,δ , the interior dual graph of G Ω,δ , is the graph bounded by the outer boundary consisting of blue edges; and G Ω,δ , which has G Ω,δ as its interior dual graph, is the graph bounded by the outer boundary consisting of red edges.
Assume as δ → 0, G Ω,δ approximates Ω in the following sense:
I G Ω,δ is the largest subgraph of G δ , consisting of faces and satisfying G Ω,δ ⊂ Ω.
Given G Ω,δ , we construct another graph G 
Let f be a function defined on the set of vertices of G 
This is the same as the effect of discrete Laplacian operator on the whole-plane graph G δ . If b is a boundary vertex of G Ω,δ , then the above computation gives
This is the same as the effect of discrete laplacian operator on the whole-plane graph G δ , if we require that on all the vertices adjacent to b in G δ \ G Ω,δ , f has the same value as f (b). If we consider the boundary of the domain consisting of dual edges of the adjacent edges of b in G δ \ G Ω,δ , i.e., ∂G Ω,δ , this is the discrete analogue of 0 normal derivative along the boundary. Now assume b is an adjacent vertex of b δ,0 in G Ω,δ . After imposing the Neumann boundary conditions on vertices adjacent to b, but not inG Ω,δ , we have
This is the same as the effect of the discrete Laplacian on the whole-plane graph G δ , by requiring that f (b δ,0 ) = 0. Now assume b is a vertex of G Ω,δ , and h be a function defined on G Ω,δ . We have
Similar argument shows that the effect of D * D for h on each vertex of G Ω,δ will be the same as the discrete Laplacian of the whole plane graph G δ for h at the vertex of G δ , if we require the value of h on ∂G Ω,δ to be 0.
The following lemma states the relation between the inverse matrix ∂ −1 with the local statistics of the perfect matchings. It was first discovered for the hexagonal lattice in [12] , then generalized to the isoradial graph in [15] .
The probability of edges w 1 b 1 , ..., w k b k occurring in a configuration chosen with respect to Boltzmann measure µ is
Convergence with Dirichlet boundary conditions
From Lemma 2, we know that there are two types of D −1 entries, depending on whether the black vertex is a vertex of the primal graph or a vertex of the dual graph. In this subsection we deal with the convergence when the black vertex is a vertex of the dual graph. We start with a technical lemma proved in [2] , which says that uniformly bounded sequence of harmonic functions, has a uniformly convergent subsequence on compact subsets of the domain.
where M is a constant independent of δ. Then there exists a subsequence δ k → 0, and two functions h : Ω → R, f : Ω → C, such that
and
The next lemma, also proved in [2] , is a discrete analog of the Beurling-type estimate for the Brown motion in the continuous case. The proof is based on the approximation of the discrete Laplacian operator on isoradial graphs to the continuous Lapacian operator. It will be useful for us to identify the boundary value of harmonic functions.
Lemma 5. ([2])
There exists an absolute constant β > 0 such that for any simplyconnected discrete domain G Ω,δ , interior vertex u ∈ V (G Ω,δ ), and some part of the boundary E ⊆ ∂G Ω,δ ,
where ω δ is the harmonic measure for the rescaled graph G Ω,δ as in (2) .
Assume v 1 is a white vertex of G 
Since the graph G δ is periodic, G δ is invariant under translations along the horizontal and vertical directions with finite periods, and there are finitely different orbits for edges under translations. Any two edges in the same orbit have the same weight and the same rhombus half-angle. We can actually classify all the white vertices of G D Ω,δ , which correspond to edges of G δ by their orbits under the action of translations. We have the following lemma.
Lemma 6. Let z 1 be a point in the interior of Ω, and let z 2 ∈ Ω, z 2 = z 1 . Let v 1 be a white vertex of G D Ω,δ nearest to z 1 , which corresponds to an edge in G Ω,δ with a fixed rhombus half-angle θ v 1 , and let v 2 be a vertex of G Ω,δ nearest to z 2 , then
where g Ω (z 1 , z 2 ) is the Green's function of the region Ω, and the derivative is the directional derivative along the ξ 3 with respect to the first variable. Moreover, let D be the diagonal set of Ω × Ω, then the convergence is uniform for
Proof. Let D 0 be the corresponding matrix defined for the whole-plane graph G D δ , obtained by the superposition of G δ and G δ . Then
where G δ is the discrete Green's function on G δ , the dual graph of G δ on the whole plane. It is proved in [15] that
where γ Euler is the Euler's constant. Then
and the coefficient of δ in the error term is bounded uniformly for any (v 1 , v 2 ) in compact subsets of Ω × Ω \ D. Fix v 1 , and let
H(v) is a complex-valued function defined on vertices of G Ω,δ , whose discrete laplacian on all vertices of G Ω,δ vanishes. We consider H(v) and H(v), the real and imaginary part of H, separately. Both H(v) and H(v) are discrete harmonic on all vertices of G Ω,δ , and the values of H and H on the boundary ∂G Ω,δ are bounded, and the bound is uniform, when v 2 is on the boundary, and v 1 is in compact subsets of Ω. According to Lemma 5, H and H converge, in compact subsets of Ω, to continuous harmonic functions h 1 and h 2 .
We also need to show that the boundary value of −h 1 and −h 2 are the limit of (3). Namely, we need to show that
Note that the right side of (4) and (5) 
According to the weak-Beurling type estimate in Lemma 5, we have (4) follows from the continuity of the right side of (4), and (5) can be proved similarly.
This is 2 sin θ v 1 cos θ v 1 times the directional derivative of the continuous Green's function.
Near the straight boundary
Assume ∂Ω has a straight portion, denoted by L 0 . Assume ∂G Ω,δ has a straight portion approximating L 0 , denoted by L 0,δ . In this subsection we explore the behaviour of D −1 when one or both variables are near the straight boundary L 0,δ .
We can extend the isoradial graph G Ω,δ across the flat boundary L 0,δ , such that the isoradial faces are symmetric with respect to the axis L 0,δ . We can also extend the Green's function G Ω,δ (v 1 , v 2 ) across L 0,δ as follows. If v 2 and v * 2 are symmetric vertices with respect to L 0,δ , we define
Let z 1 be a point in Ω, and z 2 ∈ L 0 such that z 2 = z 1 . Using the extensions above, we have a discrete harmonic function G Ω,δ (z 1 , ·) in a neighborhood of z 2 , and they are uniformly bounded in the neighborhood of z 2 with a bound independent of δ. By Lemma 4, both the harmonic function and its directional derivatives converge uniformly in a neighborhood of z 2 .
Convergence with Neumann boundary conditions
In this subsection, we deal with the entries of D −1 where the black vertex is a vertex of the primal graph. It has a boundary condition which is a discrete analog of the Neumann boundary condition, given that the difference of observables along the normal direction of each boundary edge is 0. We will begin with a technical lemma in PDE which states that the derivatives of harmonic functions are bounded by themselves, and the bound could be uniform up to the boundary if the boundary has a smooth portion. 
where
Proof. See Theorem 6.19 in [8] .
In particular, Lemma 7 impiles that at the straight portion L 0 of Ω, the continuous harmonic function have bounded second-order derivatives.
The following lemma states the convergence of D −1 when the black vertex is a vertex of the primal graph.
Lemma 8.
Let Ω be a simply-connected, bounded domain bounded by a simple closed curve, and G Ω,δ be an isoradial graph with common radius δ, such that G Ω,δ is the largest subgraph of G δ (the isoradial graph on the whole plane), consisting of faces of G δ , lying completely inside Ω. Let z 1 be a point in the interior of Ω, and let z 2 ∈ Ω and z 2 = z 1 . Let v 1 be a white vertex of G D Ω,δ and v 2 be a vertex of G Ω,δ . Assume as δ → 0, (v 1 , v 2 ) approximates (z 1 , z 2 ) in the following sense I there exists C > 0, independent of δ, such that |v 2 − z 2 | < Cδ, and |v 1 − z 1 | < Cδ;
II as δ → 0, the direction and rhombus half-angle of edges in G Ω,δ corresponding to v 1 are fixed to be ξ 3 and
Then fix v 1 , there exists a subsequence such that the real and imaginary parts of b) ) converge uniformly on compact subsets of Ω×Ω to harmonic functions on b, as δ → 0. Let F (z 1 , z 2 ) be the limit of
, and let v 2 be a sequence of black vertices approximating z 2 which have incident edges in G Ω,δ with direction equal to a fixed vector α, then
) is the directional derivative of the second variable with respect to the α (resp. iα) direction, for
Proof. Recall that there are two types of black vertices B 0 and B 1 , where B 0 corresponds to vertices of the graph G Ω,δ , and B 1 corresponds to vertices of the dual graph G Ω,δ .
Fix a white vertex v 1 . Define f ∈ C B 0 , as a function on B 0 vertices and g ∈ C B 1 , as a function on B 1 vertices as follows
Let w be a vertex of G 
where ∂ 0 is the operator on the whole-plane bipartite isoradial graph G 
where θ w is the rhombus half-angle corresponding to the edge b x b y . Hence if w = v 1 , we have
Let b 0,δ be the removed vertex, recall that f (b 0,δ ) = 0. Let b be an arbitrary vertex of G Ω,δ . We use a path, consisting of n edges of G Ω,δ to connect b 0,δ and b, such that nδ is uniformly bounded for any δ, and there exists a fixed c 0 > 0 such that the path does not intersect the ball B(v 1 , c 0 ) for any δ. Assume the vertices in G Ω,δ visited by the path are
where θ k is the rhombus half-angle corresponding to the edge b k b k−1 , and
is the rhombus (where the vertices are in counter-clockwise order) corresponding to the edge b k−1 b k . Now the goal is to prove the convergence of
Let w k be the white vertex corresponding to the edge b k b k−1 , and α k is the unit vector pointing from w k to b k . As in the proof of Lemma 6, the error term in (8), divided by δ 2 , is uniformly bounded for any (v 1 , b) in compact subsets of Ω × Ω \ D. By Lemma 6, fix v 1 , there exists C > 0, such that of any b ∈ G Ω,δ , any v 1 in compact subset of Ω, satisfying |v 1 − b | > c 0 , we have
Substituting (9) into (7), we have
Here we use the fact that the uniform convergence is up to a neighborhood of z 0 ,
Here we use the fact that g Ω has continuous second order derivatives in a neighborhood of z 0 , z 0 = lim δ→0 b 0,δ , since z 0 is along the straight boundary. (10), (12) and (8),
We consider the real part and the imaginary part separately, namely, let
then t 1,δ and t 2,δ are uniformly bounded, real-valued, discrete harmonic functions on G Ω,δ . According to Lemma 4, by passing down to a subsequence if necessary, t 1,δ (resp. t 2,δ ) converges uniformly on any compact subset of Ω to a continuous harmonic function t 1 (resp. t 2 ). Moreover, by passing down to a subsequence if necessary, (resp.
) converges uniformly to 2 
Hence if we assume F = lim δ→0
, and α be the unit vector as specified in the statement of the lemma, we have
Similarly as in Sect. 23, the primal graph G Ω,δ can be extended across L 0,δ , by constructing a symmetric graph with respect to the axis L 0,δ . We also extend the Green's function G Ω,δ (v 1 , v 2 ) on the primal graph across the boundary by letting
2 ) if v 2 and v * 2 are symmetric with respect to L 0,δ . Let z 1 be a point in Ω, and z 2 ∈ L 0 such that z 2 = z 1 . Using the extensions above, we have a discrete harmonic function and G Ω,δ (z 1 , ·), in a neighborhood of z 2 , and they are uniformly bounded in the neighborhood of z 2 with a bound independent of δ. By Lemma 4, both the harmonic function and its directional derivatives converge uniformly in a neighborhood of z 2 .
Conformal Invariance
In this section, we prove an explicit expression for the scaling limit of the discrete holomorphic observable, by utilizing the conformal invariance of the Green's function.
Lemma 9. Let A, B be two continuous, differentiable, complex-valued functions in Ω. Assume for any z ∈ Ω, A(z) is perpendicular to B(z), and there exists two nonparallel directions α 1 (z), α 2 (z), such that
where β 1 = iα 1 , and β 2 = iα 2 , then A + B is (complex) analytic in Ω.
Proof. Let , and we use similar notation to denote the scalar version of all other directional derivatives. We first prove that
Assume
then by the chain rule, we have the following equations regarding to the scalar version of directional derivatives:
similarly we have
substituting (16), (17) to (14), (15) , and apply the relation between the scalar directional derivative and vector directional derivative, we have
, (13) can be proved using exactly the same technique.
Assume α 1 = e iψ , then using the chain rule, we have
and the chain rule gives similar expressions for
. Using the relation
, and
, we have the Cauchy-Riemann equation
then we conclude that A + B is (complex) analytic.
Lemma 10. Define
Then as δ → 0, F 0,δ + F 1,δ converges to a meromorphic function f (z 1 , z 2 ) in z 2 . For each fixed z 1 , the only pole of f (z 1 , ·) happens at z 2 = z 1 , with residue 1 4π
. Here z 1 corresponds to white vertices, and z 2 corresponds to black vertices. Moreover, the convergence is uniform on any compact subset of Ω × Ω \ D.
Proof. Let ∂ 0 be the operator for the whole plane graph G D δ , define
As in the proof of Lemma 6 and Lemma 8, explicit computations show that
Here ξ 1 is the unit vector pointing from a white vertex w to an incident vertex in G Ω,δ , and ξ 3 is the unit vector pointing from a white vertex w to an incident vertex in G Ω,δ , and ξ 3 = iξ 1 . Hence we have
Again, according to Lemma 6 and Lemma 8, lim δ→0 F 0,δ + F 1,δ − J 0,δ − J 1,δ is a complex-valued harmonic function in z 2 for each fixed z 1 . Let b be the black vertex in G Ω corresponding to z 2 , we can find two edges incident to b in G Ω , which are nonparallel and have directions α 1 , α 2 , respectively, such that (13) and (13) hold with A = lim δ→0 F 0,δ −J 0,δ , and B = lim δ→0 F 1,δ −J 1,δ , therefore lim δ→0 F 0,δ +F 1,δ −J 0,δ −J 1,δ is analytic in z 2 , and the lemma is proved.
Consider lim δ→0 (F 1,δ − J 1,δ ). According to Lemma 6,
And according to Lemma 8, we have
where α is the unit vector denoting the direction of an edge of G Ω,δ at z 2 . By Lemma 6, for each fixed (z 1 , z 2 ), lim δ→0 (F 0,δ − J 0,δ ) is perpendicular to lim δ→0 (F 1,δ − J 1,δ ), and since each vertex of G Ω,δ is incident to at least two non-parallel edges, there exist two non-parallel directions α 1 , α 2 , such that
where β 1 = iα 1 , and β 2 = iα 2 . We claim that for arbitrary directions α, β, satisfying β = iα, we have
For simplicity, let A = lim δ→0 (F 0,δ − J 0,δ ), and B = lim δ→0 (F 1,δ − J 1,δ ). Then according to the proof of Lemma 9, we have
Assume α = e iω α 1 , then by the chain rule, we have
Then (20) follows from (22), (23), (21), (18) . Recall that z 0 is the limit of the removed vertices b δ,0 , as δ → 0, and lim δ→0 F 0,δ (z 0 ) = 0. Hence for any smooth path connecting z 0 to z 2 in Ω, we have
where dζ is the differential along the tangent direction of the path from z 0 to z 2 , and
is the derivative with respect to the second variable along the normal direction of the path from z 0 to z 2 . In particular we have
and the integral is along the path from z 0 to z 2 in a compact subset of Ω \ {z 1 }.
Since the limit F 0,δ and F 1,δ also depend on the local direction of the edge corresponding to the white vertex, from now on, we write
where ξ is the direction of the dual edge at the white vertex corresponding to z 1 , and iξ is the direction of the primal edge at the white vertex corresponding to z 1 . Let H = {z : z > 0} be the upper half plane. Let φ : Ω → H be the conformal equivalence between Ω and H, which maps the marked point z 0 of ∂Ω to ∞. According to the conformal invariance of the Green's function, we have ·) is, locally, i times the harmonic conjugate of g Ω (z 1 , ·), with respect to the second variable. Namely,
Note that g * Ω (z 1 , z 2 ), as a function of z 2 , is not single-valued. In fact, g * Ω (z 1 , ·) increases by i when winding once counterclockwise around z 1 . Moreover,
Explicit computations show that
Hence we have
In particular, in the upper half plane H we have
Height function and Gaussian free field
In this section we define a height function for perfect matchings on isoradial graphs, and prove that the distribution of height functions converges to GFF in the scaling limit. The height function is a random, real-valued function defined on faces of the isoradial graph, such that for each perfect matching configuration, there is a unique value on each face.
For any e ∈ E(G D Ω,δ ), let P(e) be the probability that the edge e is included in a dimer configuration. Assume w is the white endpoint of e and b is the black endpoint of e. We define a base flow ω 0 on oriented edges of G D Ω,δ as follows:
where wb means that the edge is oriented from the white vertex to the black vertex, and similarly for bw. Under the assumption that G D Ω,δ admits a dimer configuration, the base flow ω 0 has divergence 1 (resp. −1) at each white (resp. black) vertex. Now, let M be a random perfect matching of G D Ω,δ . Then M defines a white-toblack unit flow ω M on the edges of G D Ω,δ . Namely, ω M has value 1 (resp. −1) on each edge occupied by a dimer, when the edge is oriented from its white (resp. black) vertex to its black (resp. white) vertex. Other edges have flow 0.
The height function h of a perfect matching M , is a real-valued function defined on the faces of G 
) be the set of all edges in E γ f 0 f such that the white (resp. black) endpoint is on the left of the path γ f 0 f . Then we define
where I(e) is the indicator of the event that e is present in the dimer configuration. Since ω M − ω 0 is a divergence-free flow, h is defined independent of the path connecting f 0 and f .
are distinct interior points of Ω, and {w j } k j=1 are distinct points on the flat boundary L 0 of ∂Ω.
Let h j,δ = h(g j,δ ) − h(f j,δ ) be the height difference between the faces g j,δ and f j,δ . Let h j,δ be the mean value of h j,δ , i.e., h j,δ = Eh j,δ .
For each δ sufficiently small, and for each j ∈ [1, k], let γ δ j,1 , ..., γ δ j,n j be pairwise disjoint paths (which are also disjoint for different j's) in G D Ω,δ , which start at f j,δ and end on the face g j,δ and consists of dual edges of G D Ω,δ . According to our specific definition of height function,
For notational simplicity, we renumber the paths γ II the edge has the white vertex on the left of the paths, and the black vertex is a vertex of G Ω,δ , denote the set of all such edges crossed by γ j as U j,2 .
III the edge has the black vertex on the left of the paths, and the black vertex is a vertex of G Ω,δ , denote the set of all such edges crossed by γ j as U j,3 .
IV the edge has the black vertex on the left of the paths, and the black vertex is a vertex of G Ω,δ , denote the set of all such edges crossed by γ j as U j,4 .
Then
where ξ is a function defined on {1, 2, 3, 4}, such that ξ(1) = ξ(2) = 0, and ξ(3) = ξ(4) = 1.
Proof. It is proved in [15] that
The lemma follows from (28) and an induction on n.
Recall that f 0 (w, b, iξ) = lim δ→0
, and ξ is the direction of the dual edge of G Ω,δ at w. Also recall that f 1 (w, b, ξ) = lim δ→0
, and ξ is the direction of the dual edge of G Ω,δ at w. Note that the convergence is uniform on any compact subset of Ω × Ω \ D.
A typical term in the expansion of (27) is (−1)
Let us first assume that σ is a K-cycle, reorder the indices so that (29) 
In particular, the expression in (30) applies for both b ∈ G Ω,δ and b ∈ G Ω,δ . Note that
α(w i,t i , b i,t i ). G H (φ(z σ(2j−1) ), φ(z σ(2j) )).
Moreover, if tow or more z i 's are equal, we have
where is the number of coincides, i.e. k − is the number of distinct z i 's. Then we have the following theorem: Theorem 15. The scaling limit of distribution of (unnormalized) height is conformally invariant and universal, and is the same as 1 √ π times a Gaussian free field.
Proof. It suffices to prove that for any ψ ∈ C ∞ 0 (Ω),
where the convergence is in distribution, f is a face in G D Ω,δ , and F is the GFF for the domain Ω, A(f ) is the area of the face f . We have .
where C is a constant. That is, the moments of left side of (32) converges to those of right side of (32). Hence the weak convergence (32) is true, and the theorem follows.
