Consider a parametric statistical model, P (dx|θ), and an improper prior distribution, ν(dθ), that together yield a (proper) formal posterior distribution, Q(dθ|x). The prior is called strongly admissible if the generalized Bayes estimator of every bounded function of θ is admissible under squared error loss. Eaton [5] used the Blyth-Stein Lemma to develop a sufficient condition, call it C, for strong admissibility of ν. Our main result says that, under mild regularity conditions, if ν satisfies C and g(θ) is a bounded, non-negative function, then the perturbed prior distribution g(θ)ν(dθ) also satisfies C and is therefore strongly admissible. Our proof has three basic components: (i) Eaton's [5] result that the condition C is equivalent to the local recurrence of the Markov chain whose transition function is R(dθ|η) = Q(dθ|x)P (dx|η); (ii) a new result for general state space Markov chains giving conditions under which local recurrence is equivalent to recurrence; and (iii) a new generalization of Hobert and Robert's [10] result that says Eaton's Markov chain is recurrent if and only if the chain with transition functionR(dx|y) = P (dx|θ)Q(dθ|y) is recurrent. One important application of our results involves the construction of strongly admissible prior distributions for estimation problems with restricted parameter spaces.
Introduction

The problem
Consider a statistical decision problem involving a parametric statistical model P (dx|θ) on a sample space X and a σ-finite improper prior distribution ν(dθ) on a parameter space Θ. Both X and Θ are assumed to be Polish spaces equipped with their Borel σ-algebras B(X ) and B(Θ). Since the prior is improper, the existence of a proper posterior distribution is not guaranteed. However, when the marginal measure M , defined as
is σ-finite, a formal posterior distribution Q(dθ|x) exists and is characterized by
This equality means that the two joint measures on X × Θ given by the left and right-hand sides agree.
For each x ∈ X , Q(·|x) is a probability measure and for each C ∈ B(Θ), Q(C|·) is a measurable function. See Eaton [4, 5] and the references therein for details regarding the existence and uniqueness of Q(dθ|x). Throughout this paper, M is assumed to be σ-finite.
The formal posterior distribution can be used to solve statistical decision problems by choosing actions to minimize posterior expected loss. In particular, the formal Bayes solution to the problem of estimating a bounded, real-valued function γ(θ) under squared error loss is the estimator
and the risk function of a generic estimator, say δ, is its mean squared error; i.e., R(δ, θ) = X δ(x) − γ(θ) 2 P (dx|θ) .
We will judge estimators using the notion of almost-admissibility, which is now defined. Let α be a non-trivial, σ-finite measure on (Θ, B(Θ)).
Definition 1. An estimator δ is almost-α-admissible if for any estimator δ ′ such that
the set θ ∈ Θ : R(δ ′ , θ) < R(δ, θ) has α-measure zero.
If the statistical model P (dx|θ) and the improper prior ν(dθ) combine to yield a formal posterior distribution that generates (almost) admissible estimators (via (2)) for a large class of functions of θ, then we might be willing to endorse ν as a good "all purpose" prior to use in conjunction with P (dx|θ).
This idea provides motivation for the following definition.
Definition 2. The improper prior ν(dθ) (or, equivalently, the corresponding formal posterior Q(dθ|x))
is called strongly admissible if, for every bounded, measurable function γ : Θ → R, the estimatorγ is almost-ν-admissible.
Eaton [5] used the Blyth-Stein Lemma to develop a sufficient condition for strong admissibility of ν and then went on to show that this sufficient condition is, in fact, equivalent to a recurrence property of an associated Markov chain defined in terms of P (dx|θ) and ν(dθ). Our results build on this theory, but this paper is not meant to be a review. For an expository look at this area, see Eaton [6, 8] . We begin with the sufficient condition for strong admissibility. First, define a (symmetric) measure on Θ × Θ as
Let L 2 (ν) be the set of ν-square integrable functions defined on Θ. For h ∈ L 2 (ν), define
It's not hard to show that ∆(h) < ∞ for all h ∈ L 2 (ν). A measurable set C ⊂ Θ is called ν-proper if 0 < ν(C) < ∞. For each ν-proper set C, define
Here is a sufficient condition for strong admissibility.
Theorem 1. (Eaton, 1992) The prior ν is strongly admissible if inf h∈V (C)
∆(h) = 0 for each ν-proper set C .
Theorem 1 provides a single condition involving P and ν that simultaneously implies the (almost) admissibility of a large class of formal Bayes estimators. (For an extension that can handle unbounded γ, see [7] .) Moreover, if (3) holds, then it follows that a large class of perturbations of ν also satisfy (3) and are therefore also strongly admissible. To be specific, consider a perturbation of ν given by
where g : Θ → [0, ∞). Assume that g is bounded away from 0 and away from ∞; i.e., assume that there exists an ε > 0 such that ε < g(θ) < 1/ε for all θ ∈ Θ. Under this assumption, ν g is a σ-finite, improper prior and the corresponding marginal M g (B) = Θ P (B|θ) g(θ) ν(dθ) is also σ-finite. Hence, the corresponding posterior Q g (dθ|x) exists and satisfies the following analogue of (1)
Let ∆ g denote the analogue of ∆ for the perturbed problem; i.e., for
where
. Note that C ⊂ Θ is ν-proper if and only if it is ν g -proper. Finally, the inequality ∆ g (h) ≤ ε −3 ∆(h), which is established in the Appendix, shows that the analogue of (3) (for the perturbed problem) is satisfied and we have the following result.
Corollary 1. (Eaton, 1992) Suppose that (3) holds so that ν is strongly admissible.
is bounded away from 0 and ∞, then the prior ν g (dθ) = g(θ) ν(dθ) is also strongly admissible.
Our proof that ∆ g (h) ≤ ε −3 ∆(h) breaks down when g is not bounded away from zero (and when g is unbounded). The question that motivated our research is "Does Corollary 1 hold true without the assumption that g is bounded away from 0?" We will show that (under mild regularity conditions) the answer to the question is "yes." This result has important implications for estimation problems with restricted parameter spaces. Indeed, if g is the indicator function of Θ * ⊂ Θ, then ν g (dθ) = I Θ * (θ)ν(dθ) and the use of this prior is effectively the same as restricting the parameter space to be Θ * from the start. Further details concerning this application are provided later in this section. It is important to recognize that, in the absence of the assumption that g is bounded away from 0, there is no guarantee that ν g is improper.
Eaton's Markov chain
Our arguments rely heavily on a result of Eaton [5] showing that the sufficient condition (3) is equivalent to a recurrence property of a Markov chain associated with the decision problem. A precise description of this equivalence involves a few basic concepts from the theory of general state space Markov chains.
Let Z be a Polish space with Borel σ-algebra B(Z). Suppose that K : B(Z) × Z → [0, 1] is a Markov transition function; i.e., for each z ∈ Z, K(·|z) is a probability measure and for each A ∈ B(Z), K(A|·) is a measurable function. The transition function K defines a Markov chain Φ = {Φ n } ∞ n=0 on the infinite product space Z ∞ such that, given Φ n = z, the probability distribution of Φ n+1 is K(·|z).
Let Pr z (·) denote the overall law governing Φ on Z ∞ assuming that Φ 0 = z.
Two different notions of the recurrence of a Markov chain are used in this article. The definition used by Meyn and Tweedie [15, Chapter 8] , which we refer to simply as "recurrence," applies only to Markov chains that satisfy certain irreducibility properties. In order to postpone a discussion of the technical matter of irreducibility, we defer a formal statement of this definition until Section 2. The Markov chains studied by Eaton [5] are not necessarily irreducible, so he used a different notion called "local recurrence" that does not require any irreducibility. Let σ A denote the first return to A; that is, σ A = min n ≥ 1 : Φ n ∈ A with the understanding that σ A = ∞ if Φ n ∈ A c for all n ≥ 1. Also, let α be a non-trivial, σ-finite measure on Z. Recall that a set A is α-proper if 0 < α(A) < ∞. The definition says that, for every α-proper set A, aside from a set of starting values in A that has α-measure 0, the chain returns to the set A with probability 1.
If π is a non-trivial, σ-finite measure on Z such that K(dw|z)π(dz) = K(dz|w)π(dw), then the Markov chain Φ is called π-symmetric (or reversible with respect to π). Suppose that Φ is π-symmetric and define a Dirichlet form associated with Φ as
Here is a characterization of local-π-recurrence for a π-symmetric Markov chain. 
To see the connection between the sufficient condition (3) and local recurrence, define
which is a Markov transition function on B(Θ)×Θ, and note that, by using (1), we can write S(dθ, dη) = R(dθ|η)ν(dη). Let W = {W n } ∞ n=0 denote the Markov chain corresponding to R. Since S is a symmetric measure, we have R(dθ|η)ν(dη) = R(dη|θ)ν(dθ); that is, W is a ν-symmetric chain. Therefore, to each decision problem; i.e., to each (P, ν) pair, there corresponds a Markov chain W . With Theorem 2 in mind, Theorem 1 can be reinterpreted as saying that a sufficient condition for the strong admissibility of ν is the local-ν-recurrence of W . Not only is this an interesting connection between admissibility and recurrence similar to those established by Brown [1] and Johnstone [12, 13] , it has practical implications as well. Indeed, while direct verification of (5) We now return to the original perturbed prior problem where it is assumed that g is bounded away from 0 and ∞. Mimicking what was done earlier, define
which is a Markov transition function on B(Θ) × Θ, and note that
n=0 denote the Markov chain corresponding to R g . Using Theorem 2, we can now state the key result underlying Corollary 1 in the language of Markov chains as follows. W is locally-ν-recurrent ⇒ ν(dθ) is strongly admissible ⇓ W g is locally-ν g -recurrent ⇒ g(θ) ν(dθ) is strongly admissible Figure 1 : Implications holding under the assumption that g is bounded away from 0 and ∞.
A closely related Markov chain on X
In the same way that R(dθ|η) defines the Markov chain W on the parameter space Θ, the functioñ
, on the sample space X . Moreover, it's easy to see that W is M -symmetric; that is,R(dy|x)M (dx) =R(dx|y)M (dy). So now each decision problem has associated with it two Markov chains: W on the parameter space, and W on the sample space. Despite the fact that W and W live on different spaces, they have similar stability properties due to the structural similarity of their transition functions and we will exploit this later.
There are two decision problems under consideration here: the original problem with model P (dx|θ) and prior ν(dθ) and the perturbed problem with model P (dx|θ) and prior g(θ)ν(dθ), where it is assumed that g is bounded away from 0 and ∞. There are a total of four Markov chains associated with these two problems and the only one that has not been introduced yet is W g , the Markov chain on X with Markov transition functionR
The key to the proof of Corollary 1 is the inequality ∆ g (h) ≤ ε −3 ∆(h). A quick glance at the Appendix reveals that this inequality is proved by establishing a simple relationship between S(dθ, dη) and S g (dθ, dη). The Dirichlet forms corresponding to W and W g involve the (symmetric) measures
, respectively. It turns out that the relationship betweenS andS g is actually even simpler than the one between S and S g . Indeed, (1) can be used to show thatS
and hence the two measures differ by just a single factor of g(θ). This fact is used in the Appendix to prove the following result.
In contrast to Theorem 3, it is not assumed in Theorem 4 that g is bounded away from 0. Thus, Theorem 4 is much more than just the analogue of Theorem 3 for the chains on the sample space.
On the other hand, to this point we have not mentioned any connections between the chains on the sample space W & W g and strong admissibility. Thus, something more is needed before we can take advantage of Theorem 4.
Remark 1. Theorem 4 fails without the assumption that g is bounded above (even if we add the assumption that g is bounded away from 0). Indeed, the results in [10] can be used to construct examples where W is locally-M -recurrent and g is unbounded (and bounded away from zero), but W g is not
Thus, an extension of our perturbation results to the case of unbounded g would require a more delicate analysis.
Exploiting a relationship between W and W
The final piece of the puzzle is a stability relationship between W and W that allows us to prove Corollary 1 using Theorem 4 instead of Theorem 3 and hence to dispense with the assumption that g is bounded away from 0. Hobert and Robert [10] established a stability relationship between W and W and one of the main results in this paper is a substantial generalization of their result. To describe this generalization, we need to introduce a notion of irreducibility for general state space Markov chains.
Consider again our generic Markov chain Φ with state space Z and suppose that α is a non-trivial, σ-finite measure on Z. The chain Φ is called α-irreducible if for every set A with α(A) > 0 and every z ∈ Z, there exists an n ≥ 1 (which may depend on z and A) such that Pr z Φ n ∈ A) > 0. Simply put, Φ is α-irreducible if every set with positive α-measure is accessible from every point in the state space.
Here is our result.
Theorem 5. Assume that either W is ν-irreducible or W is M -irreducible. Then the Markov chain W is recurrent if and only if the Markov chain W is recurrent.
Note that Theorem 5 involves (Meyn and Tweedie's definition of) recurrence. Thus, in order to use this result in conjunction with the previous results, which involve local recurrence, we need some results relating the two forms of recurrence. Indeed, we will show that, under certain irreducibility conditions, recurrence and local recurrence are equivalent. Hence, when the chains in question (W , W , W g and W g ) are all suitably irreducible and g is bounded, the set of implications in Figure 2 holds. Therefore, at the expense of adding some mild irreducibility conditions to Corollary 1, we can remove the assumption that g is bounded away from zero. Corollary 2 is a formal statement of our extension of Corollary 1. 
Then the prior ν g (dθ) = g(θ) ν(dθ) is strongly admissible.
There is an important subtle difference between Corollary 1 and Corollary 2. In order to apply either result, one must show that (3) holds, or equivalently, that W is locally-ν-recurrent. If Corollary 2 is applicable, that is, if the irreducibility conditions hold, then there are two different Markov chains, W and W , whose recurrence leads to the desired result. Thus, if W happens to be analytically intractable, one can operate on W instead. This idea has proved useful in practice. Indeed, experience has shown that, of the two chains, W is often more amenable to analysis [see; e.g. 9, 10, 11]. This fact may make it slightly less surprising that we are able to make a stronger statement about the relationship between W and W g (Theorem 4) than we can about that between W and W g (Theorem 3).
We now describe an application to estimation problems with restricted parameter spaces. Recall our original decision problem with parameter space Θ, sample space X and statistical model P (dx|θ). Call this "Problem A." Consider a slightly different problem where everything is the same except that the parameter space is now Θ * ∈ B(Θ), a proper subset of Θ. Call this "Problem B." Suppose that ν is an improper prior on Θ that satisfies (3) so ν is strongly admissible in Problem A. Let ν * denote the measure ν restricted to Θ * . Since ν is strongly admissible when the parameter space is Θ, it seems plausible that ν * might be strongly admissible for Problem B. (This does not seem to follow immediately from the definition of almost admissibility.) In Section 4, we show that, under mild irreducibility conditions, ν * is strongly admissible for Problem B. We illustrate this result using an example concerning independent and identically distributed random vectors from a translation family.
The rest of the paper is organized as follows. Section 2 contains a series of results for general state space Markov chains that culminates in conditions under which local recurrence is equivalent to recurrence. The results in Section 2 are used in Section 3 to prove Theorem 5 and Corollary 2. Finally, Section 4 describes the application of our results to estimation problems with restricted parameter spaces.
Reconciling two different notions of recurrence
In this section, we will establish general conditions under which recurrence and local recurrence are equivalent. After stating some definitions and results from [15] , we proceed to state and prove several new results that lead to the connection between recurrence and local recurrence.
Consider again our generic Markov chain Φ with state space Z and Markov transition function
Here is a formal definition of α-irreducibility. Recall that two measures, µ 1 and µ 2 , defined on the same measurable space are equivalent (written µ 1 ≡ µ 2 ) if they have the same sets of measure 0; that is, if While maximal irreducibility measures are not unique, it follows from MX3 that any two maximal irreducibility measures are equivalent. When we say "Φ is a ψ-irreducible Markov chain" we mean that Φ is α-irreducible for some α and that ψ is a maximal irreducibility measure for the chain. It is usually possible to analyze a ψ-irreducible chain without knowing ψ as long as the set B + (Z) := {A ∈ B(Z) : ψ(A) > 0} is known. In fact, some of our effort in this section is dedicated to establishing that, if Φ is α-symmetric and α-irreducible, then α ≡ ψ.
We now state Meyn and Tweedie's definition of recurrence as well as some results that will be required in the sequel. For A ∈ B(Z), let η A denote the number of times the chain visits the set A after time zero; i.e., η A := ∞ n=1 I A (Φ n ). Let E z (·) denote the expectation operator corresponding to Pr z (·).
Definition 5. [15, Chapter 8] Let Φ be a ψ-irreducible Markov chain. The chain Φ is recurrent if for each z ∈ Z and each
Remark 2. Despite the fact that the name "ψ-recurrent" is probably more consistent with the general terminology in this paper, we will stick to the more standard "recurrent" with its implicit reference to the measure ψ.
For a measurable set A, define the event
Theorem 6. [15, p.201 ] If the ψ-irreducible Markov chain Φ is recurrent, then there exists a set H ∈ B(Z) satisfying ψ(Z \ H) = 0 and for each z ∈ H and each A ∈ B + (Z),
The set H is called the maximal Harris set.
The next result is a useful characterization of recurrence.
Theorem 7. [15, p.187] The ψ-irreducible Markov chain Φ is recurrent if and only if there do not exist two sets
Define the n-step taboo probabilities as
This is simply the probability that the Markov chain started at the point z, ends up in the set B after n steps having avoided the set A along the way. Here is our first result concerning the general state space Markov chain Φ. 
Proof. Suppose that ψ(S) = 0. It follows from MX3 that the set
also has ψ-measure zero. Hence, the set A \ (D ∪ S) has positive ψ-measure and if z * ∈ A \ (D ∪ S), then A K n (B|z * ) = 0 for all n ∈ N and K n (S|z * ) = 0 for all n ∈ N. Now for any n ∈ N, the last-exit
Hence, K n (B|z * ) = 0 for all n ∈ N; that is, the set B is not accessible from the point z * . This contradicts the ψ-irreducibility of Φ since ψ(B) > 0. Proof. Of course, local-π-recurrence implies that π{z ∈ A : Pr z (σ A < ∞) < 1 = 0. Thus, it suffices to show that B = {z ∈ A : Pr z (σ A < ∞) < 1 also has π-measure zero. Assume to the contrary that π(B) > 0. Then there exists an ε > 0 such that the set
has positive π-measure. Lemma 1 then implies that the set
has positive π-measure. If z ∈ S, there exists an n = n(z) such that A K n(z) (B ε |z) > 0. Moreover, once the chain enters the set B ε , there is a probability of at least ε that the chain never returns to A.
Here is the main result of this section. Proof. Assume that Φ is recurrent and let A be a π-proper set. The equivalence of π and ψ implies that ψ(A) > 0 and from Theorem 6 it follows that
for all z ∈ H. From this we deduce that Pr z (σ A < ∞) = 1 for all z ∈ H. Therefore,
Thus, the set z ∈ A : Pr z (σ A < ∞) < 1 has ψ-measure zero and, since π and ψ are equivalent, it also has π-measure 0 and hence Φ is locally-π-recurrent.
Conversely, assume that Φ is locally-π-recurrent. Lemma 2 implies that for every π-proper set A,
Now suppose that Φ is not recurrent so that by Theorem 7 there exist sets C 1 and C 2 with ψ(C 1 ) > 0
The equivalence of π and ψ implies that π(C 1 ) > 0 and π(C 2 ) > 0. There are two possible cases: (i) π(C 1 ) < ∞ and (ii) π(C 1 ) = ∞. In case (i), C 1 is a π-proper set so (7) directly contradicts (6) . In case (ii), because π is σ-finite, there exists a set
which again contradicts (6). Thus, Φ must be recurrent.
Remark 3. An obvious implication of Theorem 8 is that for a ψ-irreducible Markov chain, recurrence and local-ψ-recurrence are equivalent.
We now develop a specialized version of Theorem 8 for symmetric Markov chains that will be used to analyze the chains described in the Introduction. Proof. Define D n = {z ∈ Z : K n (A|z) > 0} for n ∈ N and note that
Thus, it suffices to show that for each n ∈ N, π(D n ) = 0. We will accomplish this using an induction argument. First, invariance yields
Hence, π{z ∈ Z : K(A|z) > 0} = 0; i.e., π(D 1 ) = 0. Now assume that π(D n ) = 0. Then
Now, D n has π-measure 0, so it follows (from what we have already shown) that {z ∈ Z : K(D n |z) > 0} has π-measure 0. Hence, π(D n+1 ) = 0.
Lemma 4. Suppose that the measure π is invariant for the Markov chain Φ and that Φ is π-irreducible.
Then π is equivalent to the maximal irreducibility measure, ψ; that is, ψ ≡ π. Consequently, B + (Z) := {A ∈ B(Z) : ψ(A) > 0} = {A ∈ B(Z) : π(A) > 0}.
Proof. Because ψ is the maximal irreducibility measure, we know that ψ ≻ π. Thus, to show that ψ ≡ π, we need only establish that π ≻ ψ. If π(A) = 0, then we know from Lemma 3 that the set {z ∈ Z : K n (A|z) > 0 for some n ∈ N} has π-measure zero. Hence, there exists a z * ∈ Z such that K n (A|z * ) = 0 for all n ∈ N and since ψ is an irreducibility measure for Φ, it follows that ψ(A) = 0.
Suppose Φ is π-symmetric and that A ∈ B(Z). Then
i.e., π is an invariant measure for Φ. Combining Theorem 8, Lemma 4 and the relationship between symmetry and invariance yields the following result.
Corollary 3. Suppose the Markov chain Φ is π-symmetric and π-irreducible. Then recurrence and
local-π-recurrence are equivalent.
Relationships between W and W
Recall that we have a statistical model P (dx|θ) and a σ-finite, improper prior ν(dθ) such that the resulting marginal M (dx) = Θ P (dx|θ)ν(dθ) is also σ-finite. Thus, a formal posterior distribution Q(dθ|x) exists and is characterized by (1). We have defined two Markov chains: W is the ν-symmetric Markov chain on Θ whose Markov transition function is R(dθ|η) = X Q(dθ|x)P (dx|η) and W is the Msymmetric Markov chain on X whose Markov transition function isR(dy|x) = Θ P (dy|θ)Q(dθ|x).
In this section, we will prove Theorem 5 and Corollary 2. We start with a result concerning irreducibility.
Theorem 9. The ν-symmetric Markov chain W is ν-irreducible if and only if the M -symmetric Markov
Proof. Suppose that W is not ν-irreducible. Then there exists a set C with ν(C) > 0 and a point θ * ∈ Θ such that R n (C|θ * ) = 0 for all n ∈ N. We will demonstrate that W is not M -irreducible. Since
We will show that P D|θ * = 1 and hence there exists an x * ∈ X such thatR n (B ε |x * ) = 0 for all n ∈ N, which implies that W is not M -irreducible. For each n ∈ N, define
Hence, it suffices to show that P (D n |θ * ) = 0 for each n ∈ N. A straightforward induction argument
Hence, if for some n ∈ N, P (D n |θ * ) > 0, then
which contradicts the assumption regarding W . Hence, P (D n |θ * ) = 0 for all n ∈ N. The other direction is analogous and is left to the reader. The key to proving that W and W have the same stability is that they can be represented as the "marginal" Markov chains associated with a "joint" Markov chain on X × Θ. Indeed, consider the
defined on the measurable space X × Θ, B(X ) × B(Θ) . Let { W n , W n } ∞ n=0 denote the corresponding Markov chain. Due to the special structure of the transition function R * (that is, the fact that the righthand side of (8) is free of y), given W n , the future of the process; i.e.,
, is conditionally independent of W n . Analogously, given W n , the future of the process is conditionally independent of W n−1 . We shall denote the overall probability law governing this chain by Pr * (·). Using the Markov property and the other property described above, we have
Thus, the marginal sequence W = {W n } ∞ n=0 is itself a Markov chain on Θ with Markov transition function R(dθ|η) = X
Q(dθ|x) P (dx|η) .
A similar argument shows that W = { W n } ∞ n=1 is a Markov chain on X with Markov transition functioñ
We now prove Theorem 5, which is restated here for convenience.
Theorem 5. Assume that either W is ν-irreducible or W is M -irreducible. Then the Markov chain W is recurrent if and only if the Markov chain W is recurrent.
Proof. Theorem 9 implies that W is ν-irreducible and W is M -irreducible. Hence, Lemma 4 implies that ν and M are equivalent to the maximal irreducibility measures of W and W , respectively. Now assume that W is recurrent. Fix θ ∈ Θ and suppose C ∈ B(Θ) is such that ν(C) > 0. We need to show that
we have M {x ∈ X : Q(C|x) > 0} > 0. Therefore, there exists an ε > 0 such that M {x ∈ X : Q(C|x) > ε} > 0.
Set B ε = {x ∈ X : Q(C|x) > ε}. Let E * θ (·) denote the expectation operator corresponding to
where the last equality follows from the fact that W is recurrent and M (B ε ) > 0.
The other direction is similar, but there are some important differences so we provide the details. Now assume that W is recurrent. Fix x ∈ X and suppose B ∈ B(X ) is such that M (B) > 0. We need to show that ∞ n=1R n (B|x) = ∞. Since M (B) = Θ P (B|θ) ν(dθ) > 0, we have ν{θ ∈ Θ : P (B|θ) > 0} > 0. Therefore, there exists an ε > 0 such that ν{θ ∈ Θ : P (B|θ) > ε} > 0.
Set C ε = {θ ∈ Θ : P (B|θ) > ε}. Again, E * θ (·) denotes the expectation operator corresponding to Pr
Thus, it is enough to show that, for each θ ∈ Θ,
Now, for fixed θ ∈ Θ, we have
where the last equality follows from the fact that W is recurrent and ν(C ε ) > 0.
Remark 6. It is clear that, instead of R * (dθ, dx|η, y) = Q(dθ|x) P (dx|η), we could just as easily have used the Markov transition functioñ
as the basis of our joint chain. Moreover, the measure P (dx|θ) ν(dθ) is invariant for both R * andR * .
Theorem 5 is a substantial generalization of Hobert and Robert's [10] Theorem 1 which assumes that X and Θ are both subsets of R and that the collection of sets B ∈ B(X ) : P (B|θ) > 0 is the same for all θ ∈ Θ; that is, that the support of P (dx|θ) is the same for all θ ∈ Θ. We will see below that this second condition actually implies that W andW are irreducible. We now provide a proof of Corollary 2.
Proof of Corollary 2. According to Theorem 1, (3) implies the strong admissibility of ν. What we need to show is that (3) in conjunction with the boundedness of g and the irreducibility assumptions implies that ν g (dθ) is strongly admissible. We will accomplish this by following a string of implications shown in Figure 2 . First,
and W g is M g -irreducible. Now, by Theorem 2, (3) implies that W is locally-ν-recurrent and hence recurrent by Corollary 3. Theorem 5 then shows that W is recurrent and hence locally-M -recurrent by Corollary 3. Theorem 4 implies that W g is locally-M g -recurrent and hence recurrent by Corollary 3.
Another application of Theorem 5 shows that W g is recurrent and hence locally-ν g -recurrent by Corollary 3. Finally, Theorem 2 and Theorem 1 together show that ν g is strongly admissible.
Here is a simple example illustrating the application of Corollary 2.
Example 1. Let X 1 , . . . , X n be independent and identically distributed random variables from a distribution with density
where θ ∈ Θ = R + := (0, ∞). Take the prior distribution to be ν(dθ) = dθ/θ, where dθ denotes Lebesgue measure on Θ. It's easy to show that the marginal measure is
where dx denotes Lebesgue measure on X = R n + and x (n) := max{x 1 , . . . , x n }. The posterior is given by Q(dθ|x) = q(θ|x)dθ where
It follows that R(dθ|η) = r(θ|η)dθ where
Note that r(θ|η) > 0 for all θ, η ∈ R + . Now, if C is a set in R + such that ν(C) > 0, then C must have positive Lebesgue measure. Thus, for any η > 0, R(C|η) > 0 so the Markov chain W is ν-irreducible.
Because η −1 is a scale parameter in the density r(θ|η), the chain W = {W n } ∞ n=0 can be represented as
where U 1 , U 2 , . . . are independent and identically distributed with density
Taking logs in (9) yields a random walk with increment distribution equal to that of log U 1 and, since E log U 1 = 0, this random walk is recurrent [15, p.247] . It follows that W is also recurrent [10, Section 3] so the prior distribution ν(dθ) = dθ/θ is strongly admissible. (We note that strong admissibility of ν, or equivalently, local-ν-recurrence of W , can also be deduced from the results in Example 3.1 of [5] .) Since W is ν-irreducible and recurrent, Corollary 2 is applicable. For instance, suppose that g(θ) = I Θ * (θ) where Θ * = ∪ ∞ i=0 (2i, 2i + 1). Let r g (θ|η) denote the Markov transition function of W g . It's easy to see that r g (θ|η) > 0 for all θ ∈ Θ * and all η ∈ Θ and it follows (using arguments like those above) that W g is ν g -irreducible. Thus, by Corollary 2, ν g (dθ) = g(θ)ν(dθ) is strongly admissible.
This ends Example 1.
In most applications, the n-step transition function, R n , is intractable so irreducibility must be established through indirect methods. Notice, however, that in the preceding example, we were able to establish the ν-irreducibility of W quite straightforwardly because every set C with ν(C) > 0 is accessible from every point θ in a single step. We now describe a simple condition that ensures such behavior. Suppose the collection of sets B ∈ B(X ) : P (B|θ) > 0 is the same for all θ ∈ Θ and denote this collection by S. When this is the case, we say that the "SFP condition" holds, where SFP stands for "support free of parameter." The following result shows that the SFP condition implies (among other things) that R(C|θ) > 0 for all θ ∈ Θ whenever ν(C) > 0.
Lemma 5. Suppose the SFP condition holds and let
Hence, W is ν-irreducible and W is M -irreducible.
Proof. (1) This follows easily from the fact that
and it follows from (1) that P (A|θ) > 0 for all θ. Thus, for any θ ∈ Θ, we have Example 2. Let f : R p → [0, ∞) be a density with respect to Lebesgue measure and suppose that X 1 , . . . , X n are independent and identically distributed random vectors from f (x 1 − θ) where θ ∈ Θ ⊂ R p . In this case, X = R pn and with dx denoting Lebesgue measure on X , P (dx|θ) = p(x|θ)dx where x = (x 1 , . . . , x n ) and
Suppose that f > 0. Then it's easy to see that the collection of sets B ∈ B(X ) : P (B|θ) > 0 is the same for all θ ∈ Θ. Thus, Lemma 5 implies that for any σ-finite, improper prior ν(dθ), the resulting W and W will be ν-irreducible and M -irreducible, respectively. We return to this example later.
We now examine a more complicated example where there are sets C with ν(C) > 0 and R(C|θ) = 0.
Example 3. Let X = Θ = R and P (dx|θ) = p(x|θ)dx where
and dx denotes Lebesgue measure on X . If we take the prior distribution to be ν(dθ) = dθ, it's easy to show that the marginal is M (dx) = dx, which is clearly σ-finite. The posterior is given by Q(dθ|x) = q(θ|x)dθ where
Since η is a location parameter in the density r(θ|η), the Markov chain W can be expressed as a random walk
where Z 1 , Z 2 , . . . is an independent and identically distributed sequence of random variables with den-
Note that, if W 0 = w, then W 1 ∈ (w − 1, w + 1) with probability one, so there are many sets with positive Lebesgue measure that are not accessible from w in a single step. On the other hand, for any δ ∈ (0, 1), we have
This implies that the chain W can make arbitrarily small jumps in either direction. Hence, it should be intuitively clear that any set C with positive Lebesgue measure is accessible from any point θ ∈ R and hence that W is ν-irreducible. A formal proof of this irreducibility can be constructed using the ideas in Section 4.3.3 of [15] . This ends Example 3.
The next example shows that W is not always ν-irreducible.
Example 4. Let X = R \ {0}, Θ = R and P (dx|θ) = p(x|θ)dx where
and dx denotes Lebesgue measure on X . If we take the prior distribution to be Lebesgue measure on Θ; that is, ν(dθ) = dθ, then it's straightforward to show that the posterior distribution is given by Q(dθ|x) = q(θ|x)dθ where
The Markov transition function of W is R(dθ|η) = r(θ|η)dθ where r(θ|η) = X q(θ|x)p(x|η)dx. Now p(x|η) = 0 whenever x < 0 and η ≥ 0. Also, q(θ|x) = 0 whenever θ < 0 and x > 0. Consequently, if η ≥ 0 and θ < 0, we have
Thus, if η ≥ 0, we have
and a simple induction argument shows that R n (−∞, 0)|η = 0 for all η ≥ 0 and all n ∈ N. Thus, the set (−∞, 0), which has positive ν-measure, is not accessible from any η ≥ 0 and it follows that W is Note that in Example 4, there are sets B ⊂ X and C ⊂ Θ such that P (B|θ) = 0 for all θ ∈ C and P (B|θ) = 0 for all θ ∈ C. It is not hard to show that (under regularity conditions implying that the sets and their complements have positive measure), the existence of such sets implies that the chains are reducible. We believe that this existence is also necessary for reducibility, although we have been able to prove this only for the case where one or both of X and Θ have a countable number of elements. If our conjecture is correct, one could establish irreducibility simply by showing that sets B and C satisfying the conditions above do not exist.
Priors for estimation problems with restricted parameter spaces
Recall that "Problem A" is the one with parameter space Θ, sample space X and statistical model P (dx|θ), whereas "Problem B" is the same as Problem A except that the parameter space is Θ * ∈ B(Θ), a proper subset of Θ. We assume throughout this section that ν is a σ-finite improper prior on Θ that satisfies (3) so that W is locally-ν-recurrent (and ν is strongly admissible). Let ν * be the measure ν restricted to Θ * and assume ν * is improper. We now show that, under mild irreducibility conditions, ν * is strongly admissible for Problem B.
For the time being, we focus on Problem A and the perturbed prior ν g (dθ) = I Θ * (θ)ν(dθ) with associated marginal M g . Assume that Conditions 1 and 2 of Corollary 2 hold so that W g and W g are both recurrent. To connect Problem A with Problem B we need to examine the Dirichlet form corresponding to the M g -symmetric Markov chain W g . For an M g -proper set B, definẽ
The Dirichlet form associated with the Markov chain W g is defined for h ∈ L 2 (M g ) as
Now, since W g is recurrent (and hence locally-M g -recurrent), we have
Now, back to Problem B. Let W * and W * denote the Markov chains associated with Problem B;
that is, they are the analogues of W and W from Problem A. (There are actually three different decision problems and six different Markov chains under consideration here.) Note that 
Hence, B is M g -proper if and only if B is M * -proper and
, then an argument similar to that used in the proof of Corollary 2 shows that ν * is strongly admissible in Problem B. We now continue with the translation example introduced in the previous section.
Example 2 cont.
Recall that X 1 , . . . , X n are independent and identically distributed random vectors from f (x 1 − θ) where f is a density on R p and θ ∈ Θ * ⊂ R p is an unknown parameter to be estimated.
We assume that f > 0 so that the SFP condition holds. To preclude uninteresting cases, assume that Θ * has infinite Lebesgue measure and that R p \ Θ * has positive Lebesgue measure. We will use our results to show that (under regularity conditions), Lebesgue measure restricted to Θ * is strongly admissible when p ∈ {1, 2}.
Consider the unrestricted version of the problem where the parameter space is Θ = R p and take the prior distribution to be Lebesgue measure on R p ; i.e., ν(dθ) = dθ. Assume, for simplicity, that
is in (0, ∞) for all x. Then a version of the posterior distribution is given by
It follows that R(dθ|η) = r(θ|η)dθ where the density r(θ|η) is given by r(θ|η) = X p(x|θ)p(x|η) m(x) dx .
Eaton [8] shows that r(θ|η) is only a function of θ − η and that we can write r(θ|η) = r(θ − η|0) =: t(θ − η) where t is a symmetric density with respect to Lebesgue measure; i.e., t(u) = t(−u) for all u ∈ R p and R p t(u)du = 1. It follows that the Markov transition function is R(dθ|η) = t(θ − η)dθ, which implies that W can be expressed as a random walk
where U 1 , U 2 , . . . is an independent and identically distributed sequence of random vectors with density t(u). A sufficient condition for recurrence of W when p = 1 is R |u|t(u)du < ∞ [3, 15] . Eaton [5] shows that this condition holds if R |x|f (x)dx < ∞ .
Thus, if p = 1 and (13) holds, we can appeal to the arguments above (the SFP condition ensures that all of the irreducibility conditions are satisfied) to conclude that Lebesgue measure on Θ * ⊂ R is strongly admissible for the restricted parameter problem. Similar arguments show that if p = 2 and R 2 ||x|| 2 f (x)dx < ∞, then Lebesgue measure on Θ * ⊂ R 2 is strongly admissible for the restricted parameter problem. This argument cannot be extended beyond p = 2 because there are no recurrent random walks on R p (driven by increment distributions having densities with respect to Lebesgue measure on R p ) when p > 2. As Eaton [6] says, "The parallel with Stein estimation is obvious." This ends Example 2.
A Appendix: Relationships between Dirichlet forms
The following result was stated but not proved in Eaton [5, Remark 3.3] .
Proposition 1.
If there exists an ε > 0 such that ε < g(θ) < 1/ε for all θ ∈ Θ, then ∆ g (h) ≤ ε −3 ∆(h).
Proof. Defineĝ(x) = Θ g(θ)Q(dθ|x). Note thatĝ(x) ≥ ε and hence 1/ĝ(x) ≤ 1/ε. It is clear from (1) thatĝ(x) is the Radon-Nikodym derivative of M g with respect to M ; i.e., M g (dx) =ĝ(x)M (dx). It follows that the set x ∈ X :ĝ(x) = 0 has M g -measure 0. Now, following [8] , a version of Q g (dθ|x)
is given by
ifĝ(x) = 0 .
Recall that ∆ g (h) = Θ Θ h(θ) − h(η) 2 S g (dθ, dη) .
Now using (4) we have
Putting all of this together, we have
We now prove Theorem 4, which is restated here for convenience. Proof. Since g is nonnegative and bounded, there exists a K > 0 such that g(θ) < K for all θ ∈ Θ. Let ∆ denote the Dirichlet form associated with the Markov chain W ; that is, for h ∈ L 2 (M ), definẽ ∆(h) = 1 2 X X h(x) − h(y) 2R (dx|y) M (dy) .
Also, for each M -proper set B, definẽ
Since W is locally-M -recurrent, Theorem 2 implies that inf h∈Ṽ (B)∆ (h) = 0 for each M -proper set B .
Let∆ g andṼ g be the analogues of∆ andṼ for the perturbed problem. These quantities were defined at The result now follows from Theorem 3.2 of Eaton [8] .
