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ABSTRACT 
We describe Galerkin and minimal residual algorithms for the solution of Sylvester’s 
equation AX - XI3 = C. The algorithms use Krylov subspaces for which orthogonal 
bases are generated by the Arnoldi process. For certain choices of Krylov subspaces the 
computation of the solution splits into the solution of many independent subproblems. 
This makes the algorithms suitable for implementation on parallel computers. 
1. INTRODUCTION 
Many problems in applied mathematics can be formulated as a Sylvester 
equation 
AX - XB = C, (1.1) 
*E-mail: dyhu@ms . uky . edu. 
tResearcb supported by the Computational Sciences Center at the University of 
Kentucky. 
tE-mail: reichel@ncs. kent . edu. 
‘Research supported by the Center for Research on Parallel Computation at Rice 
University, a National Research Council fellowship, and NSF grant DMS-9002884. 
LINEAR ALGEBRA AND ITS APPLICATIONS 172: 283-313 (1992) 283 
0 Elsevier Science Publishing Co., Inc., 1992 
655 Avenue of the Americas, New York, NY 10010 0024-3795/92/$5.00 
284 D. Y. HU AND L. REICHEL 
where AEW”~~“~, BEW”~~“~, and CEW”~~“Z are given matrices, and XE 
&?“I xnp is the solution matrix sought. A nice survey of properties and applica- 
tions of Sylvester’s equation in control theory is presented by Datta and Datta 
[6]. Application to the solution of separable elliptic partial differential equa- 
tions has recently been discussed by Starke and Niethammer [22, 231. 
Let X(A) denote the spectrum of A, and x(B) the spectrum of B. A 
necessary and sufficient condition for (1.1) to have a unique solution is that 
x(A) fl r(B) = 021; see [lo, p. 2361. We assume that this condition is satisfied. 
For notational simplicity we also assume that n, = nz = n in (1.1). 
There are several algorithms available for the solution of (1.1). When 
the matrices A and B are dense, the Bartels-Stewart [3] and Golub-Nash- 
Van Loan algorithms [ll] are attractive. In the former scheme the Schur 
factorizations of both A and B are computed; the latter scheme computes the 
Schur factorization of B and brings A into upper Hessenberg form by a 
unitary similarity transformation. 
When the matrices A and B are large and sparse, iterative solution of (1.1) 
by the alternating-direction implicit (ADI) method may be attractive; see [4, 7, 
22, 25, 26, 271 and references there. The rate of convergence of the AD1 
method depends on the choice of certain iteration parameters. The determina- 
tion of a good set of parameters generally requires that sets S, and S, such 
that 
X(A) C S,, "(B) c S,, S, n s, = (21 (1.2) 
be explicitly known. The AD1 method is particularly attractive when 
the matrices A and B have a structure that enables rapid solution of 
linear systems of equations with matrices A - 61 and B - 61 for certain 
values of the parameter 6 E @. Banded matrices A and B with a small 
bandwidth provide an example. 
Recently, Saad [19] presented a Krylov-subspace Galerkin algorithm for the 
solution of Sylvester’s equation (1.1) of special form; the algorithm requires 
that B = -AT and C = ccT, where c E R”. Advantages of this algorithm over 
the AD1 method are that no knowledge about x( A) is necessary and no linear 
systems of equations with matrices of the form A - 61 or B - 61, 6 E @, have 
to be solved. 
Previously, Krylov-subspace Galerkin methods have been applied success- 
fully to the iterative solution of large linear systems of equations 
Gx = c, (1.3) 
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with C a sparse nonsymmetric nonsingular matrix; see [16]. In recent years, 
however, a closely related minimal-residual algorithm, the GMRES algorithm 
[ZO, 51, has often been preferred. 
It is the purpose of the present paper to describe and compare Krylov-sub- 
space Galerkin and minimal-residual algorithms for the solution of Sylvester’s 
equation (1.1). The algorithms use the Arnoldi process to generate orthonor- 
mal bases of certain Krylov subspaces and simultaneously reduce the order of 
the Sylvester equation. The smaller Sylvester equation obtained can be solved 
by a direct method. 
We remark that the Krylov-subspace algorithms of the present paper for 
the solution of (1.1) yield Ritz values of A and B either free or with only very 
little computational effort, depending on details of the implementation. The 
Ritz values can be used to determine approximations of the sets S, and S, in 
(1.2) of interest when determining iteration parameters for the AD1 method. It 
would appear possible to develop competitive hybrid iterative methods for 
Sylvester’s equation that combine one of the algorithms of the present paper 
with the AD1 method. Hybrid iterative methods for the solution of linear 
systems of equations with a general matrix (1.3) have already been developed; 
see, e.g., [8, 15, 241 and references there. 
Equation (1.1) can be written as a linear system of equations 
(l@A - BT@l)x = c, (i.4) 
where @ denotes the Kronecker product, and x E W”’ and c E R”* are vectors 
whose entries are the elements of the matrices X and C, respectively. More 
precisely, 
(1.5) 
and the same formula also relates the elements of C to those of c. Throughout 
this paper ej denotes the jth axis vector of suitable dimension. We use the 
form (1.4) of (1.1) in our presentation and analysis of the algorithms. Thus, we 
express Krylov-subspace methods for the solution of (1.1) as Galerkin or 
minimal-residual methods for linear systems of equations of the form (1.4). 
Our algorithms use the Kronecker-product structure of the matrix in (1.4), as 
well as the sparsity of the matrices A and B. Using the Kronecker-product 
structure reduces the computer storage and generally also the arithmetic work 
required, and makes it possible to solve larger problems than when this 
structure is ignored. 
In Section 2 we review the Arnoldi process and Krylov-subspace methods 
for the solution of general linear systems of equations (1.3), and introduce 
286 D. Y. HU AND L. REICHEL 
notation to be used throughout the paper. Section 3 describes a Galerkin 
method for the solution of (1.4), or equivalently (1.1). Our scheme is 
an extension of an algorithm presented by Saad [19]. A minimal-residual 
algorithm for the solution of Sylvester’s equation is presented in Section 4. 
Section 5 considers the choice of Krylov subspaces. Some choices lend 
themselves well to parallel computation. Section 6 discusses the rate of 
convergence of the algorithms introduced, and Section 7 contains some 
computed examples. In Section 8 we summarize our experience with the 
algorithms. 
2. KRYLOV-SUBSPACE METHODS FOR LINEAR SYSTEMS OF 
EQUATIONS 
We review two Krylov-subspace methods for the solution of general linear 
systems of equations (1.3): the full orthogonalization method, which is 
a Gale&in method introduced by Saad [16], and the CMRES method, which 
is a minimal-residual method introduced by Saad and Schultz [20]. Both 
methods use the Amoldi process to compute an orthonormal basis of 
certain Krylov subspaces 
K,+i(G,u) := span{u, Gu,. . . , GX}. 
ALGORITHM 2.1 phe Arnoldi process]. 
Input: GeRnX”, UEW”, m > 0; 
Output: orthonormal basis (uj}jm~i of K,+i(G, u); 
nr := u/ I]u (1 a; 
for k := 1,2,. . . , m do 
G := Auk; 
forj:= 1,2,...,kdo 
hjsk := iTuj; 
G:= ij - h. J, k”j; 
end j; 
hk+i,k = b112; 
uk+l := fi/hk+l,k; 
end k; 
In the algorithm and below, ]I ]I 2 denotes the Euclidean vector norm or 
the subordinate matrix norm. We will also use the Frobenius matrix norm, 
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denoted by 11 11 F. Algorithm 2.1 uses the modified Gram-Schmidt process to 
compute the orthonormal basis {uj)~~‘. Introduce the matrices 
and let H,,,EW”‘~” be the upper Hessenberg matrix, whose nontrivial ele- 
ments are given by the coefficients hj, k, 1 < j ,< min{ k + 1, m}, 1 6 k < m, 
determined by Algorithm 2.1. Also define the Hessenberg-like matrix & E 
R( m+l)xm, whose nontrivial entries are the coefficients hj,k, 1 < j < k + 1, 
1 < k Q m. Then 
H,,, = U,GU,,,, (24 
GU, = Um+,rim. (2.2) 
Let xa be a given initial approximate solution of (14, and introduce the 
residual vector ra := c - Gx,. We would like to determine a correction za of 
x0 that satisfies G(x, + za) = c, or equivalently, Gz, = rO. Both in the full 
orthogonalization and GMRES methods one requires za to lie in K&G, r-a). 
Algorithm 2.1 is used to determine a convenient representation of za as 
follows: apply Algorithm 2.1 to generate an orthononnal basis of K,(G, r,,). 
This defines the matrices U, and H, in (2.1), and we can write 
zo = %Yo (2.3) 
for some y, E Rm. For reasons explained below one generally uses Algorithm 
2.1 to compute an orthonormal basis of K,+,(G, ro), i.e., one determines the 
matrices U, + i and l?,,, in (2.2) also. 
In the full orthogonalization method [16], which is a Gelerkin method, we 
require y, to be such that the residual error 
ri:= r. - G&y, (24 
is orthogonal to K,(G, ro), i.e., 
qro - GU,y,) = 0. (2.5) 
In view of Equation (2.1) and the fact that the first column of U, is a scaling of 
co, Equation (2.5) can be written as 
%YO = IlroIl~el~ (2.6) 
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(2.6) for ya, determine za from (2.3), and compute the new 
approximate solution 
x1:= x() + 20 P-7) 
and the corresponding residual error 
ri := r-a - U,,,+,H,,,yo. P-8) 
Unless the matrix G is very sparse, the computation of ri can be carried out 
faster by (2.8) than by the definition 
l-1 .- +- c - Gx,. P-9) 
We note, however, that computational experiments by Karlsson 1141 show that 
the formula (2.8) can yield rr less accurately than (2.9). If ]]rl ]]a is not 
sufficiently small, then one lets x0 := x1 and x-a := x-r, and repeats the computa- 
tions. This scheme is known as the restarted full orthogonalization method 
[16]. In the restarted method, the residual vector rl should be evaluated 
periodically by (2.9) b ecause of the possible loss of accuracy when (2.8) is 
used. 
In the GMRES method [20] one seeks to determine a correction (2.3) that 
minimizes the norm of the residual error (2.4). We obtain from (2.2)-(2.4) 
that 
rl = r-a - Gza = r. - G&Y, = r. - U,+,%Y~ = U,+l(e~llroII - fimyo), 
and therefore, 
z,,mfg r ) llro - GzoII 2 = y~~mlle~Ilrol12 - ~LYoIIz. (2.10) 
m . 0 
The minimization problem on the right-hand side of (2.10) can be solved by 
QR factorization of the matrix fi,,,. The least-squares solution y. yields the 
correction z. by (2.3). An updated approximate solution x1 and the corre- 
sponding residual vector rl are obtained from (2.7) and (2.8) or (2.9). If ]]r, ]I 2 
is not sufficiently small, then one lets x0 := xi and r. := ri, and repeats the 
computations. This scheme is known as the GMRES(~) method [20]. 
Convergence properties of the full orthogonalization and GMRES methods 
are discussed in [5, 16, 201. Implementation issues are considered in [l, 2, 14, 
16, 18, 201. Available implementations require that a basis of K,(G, ro) or 
K,+i(G, ro), e.g., the matrix Um+i, be stored in computer memory. 
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3. A GALERKIN ALGORITHM FOR SYLVESTER’S EQUATION 
It is generally not attractive to use the Galerkin method outlined in Section 
2 for the solution of the linear systems (1.3). The reason is that the matrices in 
(1.3) in applications can be very large. It can therefore be difficult to store a 
basis of the Krylov subspace K,( I @ A - Br @ 1, ro) in fast computer memory 
for dimensions m that yield an acceptable rate of convergence. This section 
describes a Galerkin method for the solution of (1.3) that reduces the storage 
space required by using the structure of the matrix in (1.3). We achieve this 
by replacing the Krylov subspace K,( I @ A - BT @ I, rO) in the full orthogo- 
nalization method reviewed in Section 2 with a subspace of the form 
K,( BT, g) @ K,( A, t) for certain vectors f, g E W”. 
Let for the moment f and g be arbitrary but fixed vectors in R”, and use 
Algorithm 2.1 to generate orthonormal bases {vj};:’ and {wj}j”=‘;’ of 
K,+r( A, 9 and &,,+i(B? g), respectively. Strategies for selecting f and g are 
discussed in Section 5. Introduce the matrices Vj := [vl, va, . . . , vj] and Wj = 
[WI, w2, * . * , wj] for j E (m, m + 1). Algorithm 2.1 yields the entries of the 
upper Hessenberg matrices HA and HB and Hessenberg-like matrices fiA and 
I?n that satisfy 
HA = V,TAV,,,, H = WTBTW B m rn’ (3.1) 
AV, = V,&,, BTW, = W,,,+$&; (3.2) 
cf. (2.1)-(2.2). Th e columns of the matrix W,,, 69 V, form an orthonormal 
basis of K,( BT, g) @ K,( A, f). Th is can be seen by using the following 
identities for Kronecker products: (P @ Q)( R @ S) = PR @ QS and (P @ Q)T 
= PT @ QT, where P, Q, R, S are matrices such that the products PR and QS 
are defined. 
Let xOEW”* be an approximate solution of the linear system (1.4), and 
introduce the residual vector 
r,,:= c - (Z@A - BT@Z)xO. (3.3) 
We wish to determine a correction za E K,( BT, g) 8 K,( A, f, of x0 and obtain 
a new approximate solution xi := x0 + z. of (I.4), such that the associated 
residual vector 
rl:= c - (160A - BT@l)~l (3.4) 
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is orthogonal to K,( BT, g) C3 K,( A, f). The correction zc can be written as 
zo = (W, @ VJYO (3.5) 
for some vector y. E EJm2. Let 
Substituting (3.5) into 
1‘0 - := (W, @ V,)‘r,. 
rr = r. - (Z@A - BT@I)zO (3.6) 
and requiring (W, @ V,)Trl = 0 yields the linear system of equations 
(z~H*-HB@z)yo=~o, (3.7) 
where HA and HB are defined by (3.1). The system (3.7) is equivalent with a 
Sylvester equation, which we can solve by, e.g., the Bartels-Stewart algorithm 
[3]. We outline how this algorithm proceeds when applied to (3.7). First 
determine the Schur factorizations 
HA = QARAQ:’ HB = QBRBQ~ (3.8) 
where QA, Qa E @mxm are unitary and R,, R, E Gmxm are upper triangular. 
Here * denotes transposition and complex conjugation. Note that the diagonal 
entries of R, and R, are Ritz values of A and B, respectively. Let 
yb := ( QB @ QA)*YO~ (3.9) 
r’c := (Qa @ QA)*fc. (3.10) 
Then (3.7) is equivalent with 
(3.11) 
The m2 x m2 matrix in (3.11) is upper triangular and has a structure that 
makes it possible to determine yb by back substitution in only 0(m3) arith- 
metic floating-point operations (+, - , x , /), called flops. The Schur factor- 
izations (3.8) can be computed in 0(m3) flops by the QR algorithm. Having 
solved (3.11), we determine y, from y6 using (3.9). Thus, the system (3.7) can 
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be solved in O(m3) flops. This solution scheme for (3.7) is essentially the 
Bartels-Stewart algorithm [3]. The scheme described has been chosen for its 
simplicity. In actual computations it may be advantageous to use the real 
Schur form in (3.8), as is done in [3]. Furthermore, if Ritz values of A and B 
are not desired, then the Golub-Nash-Van Loan algorithm [ll], is also 
suitable for the solution of (3.7). 
Having computed yo, we determine z0 using (3.5). We now can compute 
.= Xl. x0 + z. and the corresponding residual vector r-i. The computation of t-r 
from its definition (3.4) can be expensive unless the matrices A and B are 
very sparse; 4n3 flops are required when A and B are dense. It is often 
cheaper to evaluate the expression 
r-i := r0 - 
( 
W, @ V,,, &)Yo + (w,+,& @ v,)YlJ~ (3.12) 
which is obtained by substituting (3.2) and (3.5) into (3.6). The evaluation can 
be organized so that the dominating term in the flop count is (2 m + l)n’, 
where we assume that n s m. If ]]r, ]] a is not sufficiently small, then we let 
x0 := xi and re := r-i, and apply the Galerkin method again with new vectors 
f,geW”. This is the restarted Galerkin algorithm. In the restarted algorithm 
the residual vector r-r should be evaluated periodically by (3.4) because of the 
possible loss of accuracy when (3.12) is used. 
We note that, similarly to the Galerkin algorithm for general linear systems 
(1.3) described in Section 2, the algorithm of the present section can suffer 
from breakdowns. These take place when the matrix in (3.11) is singular. 
When a breakdown occurs, one can either reduce m or restart the algorithm 
with new vectors f and g, e.g., random vectors. The same remedy applies 
when dim K,( A,f) C m or dim K,(BT, g) < m. From a numerical point 
of view, we have dim K,( A, f, < m when some subdiagonal element of 
HA is tiny, and similarly dim K ,,,( BT, g) < m if some subdiagonal of Hs is tiny. 
4. A MINIMAL-RESIDUAL ALGORITHM FOR SYLVESTER’S 
EQUATION 
The minimal-residual algorithm of the present section is closely related to 
the Galerkin algorithm of Section 3. Let f, ge R” be arbitrary but fixed 
vectors, and use Algorithms 2.1 to generate orthonormal bases of K,+,( A, f) 
and K,+L(BTp g). A s in Section 3, we obtain matrices VP Wj for j E {m, m + 1) 
and HA, HB that satisfy (3.2). 
Let x0 be an initial approximate solution of (1.4), and let the associated 
residual vector be given by (3.3). W e wish to determine a new approximate 
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solution x1 := x0 + zO with zO E K,( BT, g) @ K,( A, f) chosen so that the norm 
of the residual vector (3.4) associated with x1 is minimal. An algorithm for the 
case when 
roEKm+l(BT,g) @KK,+1(A9f) (4.1) 
can be derived as follows. Let 
Then 
T 
TO := (W,+l @ V,+I) ro. (4.2) 
r. = (WrL+1 @ V,,l)r”O. (4.3) 
The correction z. can be expressed by (3.5). Substitution of (3.2), (3.5) and 
(4.3) into (3.6) yields 
rl = (W,+I @J V,+I)[~O - ( L+I,~ @ r7A - E?, @ L+I,,)Yo] 7 (4.4) 
where k+l,, = [6j,dl<j<m+l, l$ksrn and 6j,k is the Kronecker h-function. 
Therefore, minimizing llrl )( 2 over all z. E K,( BT, g) @ K,( A, f) is equivalent 
with the task 
Recalling the Schur factorizations (3.8) of HA and If,, we define unitary 
(m + 1) x (m + 1) matrices with QA and QB as leading principal submatrices 
&:= ["A J Oe:= [QB J, 
and introduce the matrices 
ii, := @iiAQA, Ii, := @E?,Q,. 
Then the leading m x m principal submatrix of fi, is R,, and the (m + 1)st 
row of ii, is given by 
eL+,fiAej = e~+lfiAe,e~QAej, l<j<m. (4.6) 
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The leading m x m principal submatrix of R”e is R,, and the elements of row 
m + 1 of R, are given by a formula similar to (4.6). 
Let I$ := (0, @ &)%a, and let y6 be defined by (3.9). Then (4.5) is 
equivalent with 
min II’b - (L+1,,@~, - fi,@L+1,,)Ybll,. 
ybav2 
(4.7) 
The (m + 1)’ x m2 matrix in (4.7) has m2 rows in common with the upper 
triangular matrix R := I @ R, - R, C3 I. Let the remaining rows define the 
(Zm + 1) X 172’ matrix S. Thus, for an appropriate permutation matrix P, 
the overdetermined linear system of equations in (4.7) can be written as 
‘( L+l,m @PI?, - ii,@1 m+l,m)Yb = [ $jYb = PG. 
We determine the solution of this least-squares problem by first solving the 
normal equations for yz := Ryb, 
[I + (sR-~)~(SR-~)]~;, = [I+ (SRpl)T]h-~, (4.8) 
and then computing yb from y; . The linear system (4.8) can be solved by an 
application of the Sherman-Morrison-Woodbury formula [12, p. 511 in O(m4) 
flops. This operation count is based on the fact that a linear system of 
equations Ra = b with b E Wmz can be solved for a E Wmz in O(m3) flops; see 
the discussion following (3.11). 
Another approach to solving (4.8) can be based on the conjugate-gradient 
method. The matrix is a rank-em modification of the identity, and in exact 
arithmetic the solution of (4.8) is obtained with at most 2m iterations by the 
conjugate-gradient method. This approach also yields an operation count of at 
most 0(m4) flops for computing yb. Having determined y&, we compute ya, 
x0> x1, and rr as described in Section 3. 
Our description of the algorithm has been chosen for its simplicity. In 
actual computations it may be advantageous to use the real Schur form in 
(3.8). Our scheme for solving (4.5) is based on the Bartels-Stewart algorithm 
[3]. One also can develop a scheme for the solution of (4.5) based on a 
modification of the Golub-Nash-Van Loan [ll] algorithm, in which Gaussian 
elimination is replaced by elimination by application of a sequence of Givens 
rotations. Such an algorithm may be attractive if Ritz values of A and B are 
not desired. 
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If llr1112 is not sufficiently small, then we let x0 := x1 and ra := rl, and 
restart the algorithm. So far, we have assumed that (4.1) holds. The algorithm 
can be applied also when (4.1) is violated. We then still define ?a by (4.2), but 
now (4.3) is not valid, and the scheme of the present section becomes a 
minimal projected residual algorithm; we minimize the norm of the orthogonal 
projection of the residual vector onto K,, 1( BT, g) C3 K,, 1( A, t). 
5. CHOICE OF SUBSPACE 
We present algorithms for the scheme of Section 4 and consider the choice 
of subspace. Algorithm 5.1 is designed to require little storage space, while 
Algorithm 5.3 is suitable for implementation on a parallel computer. Through- 
out this section we assume that n + m * 1 and show the dominating term in 
the flop counts. Only minor modifications of the algorithms below are neces- 
sary when the scheme of Section 4 is replaced by the Galerkin method of 
Section 3. These modifications are discussed at the end of this section. 
ALGORITHM 5.1 [Restarted minimal projected residual algorithm for the solu- 
tion of (1.4)]. 
Input: initial approximate solution xc, tolerance E > 0, m > 0; 
Output: approximate solutions xc such that the associated residual vector 
satisfies ]lr, (( a < e; 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
r0 := c - (I @ A - Br @ I)x,; [4n3 flops if A and B are dense] 
if llrc]la Q E then exit; 
Choose f, g E I”, e.g., by using Algorithm 5.2 below. Apply Algorithm 
2.1 to compute orthonormal bases of K,+l( A,f) and K,+,(BT,g). We 
obtain matrices fi*, fin, V,,,, V,,,+l, W,,,, W,,,; [4m2n flops] 
r”, := (W,,, @ V,+i)rr,; [2mn2 flops] 
Determine Q_+ QA, fi, from fiA, and Qs, QB, ia from fis. Compute 
rb := (0, 60 QA)*Fo; [O(m3) flops] 
Solve the least-squares problem (4.7). Denote the solution by ~6; 
tQ(m4) flops1 
y. := (QB 63~ QA)~b; to(m3) flops1 
z. := (W, 69 V,)yo; [2mn2 flops] 
x0:= xc + 20; [fl2 flops] 
r. := r. - (W, 63 V,,, 64~~ + CWm+,fiB @ V,)Y~; t4mn2 flops1 
go to 2; 
The operation count for carrying out steps 3-10 once is roughly 8mn2 
flops. The operation count for step 2 is 2n2 flops, and it may be possible to 
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save arithmetic operations by not carrying out step 2 in every iteration. The 
computations of Algorithm 5.1 can be organized so that x0 and r,, are the only 
n2-vectors that have to be stored. Other quantities stored require at most O(n) 
locations. This yields a storage requirement of 2 n2 + O(n) locations. Algo- 
rithm 5.1 illustrates that the scheme of Section 4 can be implemented so that 
only little computer storage, in addition to the storage for the matrices A and 
B, is required. 
We have used quantities introduced in Sections 3-4 in the algorithm. 
However, it may be simpler to implement the algorithm if matrices are used 
instead of vectors. For instance, we may want to express step 8 as Z,, = 
V,Y,,W,’ for suitable matrices Z, and Yo, whose entries are the elements of za 
and y,,, respectively. The transformation from za to Z, is given by (1.5), and 
the transformation from ya to Y,, is defined by (6.2) below. 
Unless the matrices A and B are very sparse, the most expensive step of 
the algorithm is the evaluation of r-a for a given arbitrary vector x0 in step 1. 
This makes the choice x a := 0 for initial approximate solution attractive. The 
computation of rc according to step 10 might yield less accuracy than when 
the formula in step 1 is used. Therefore, the residual vector should be 
evaluated periodically according to step 1. 
We turn to the choice of vectors f and g in step 3. Ideally, we would like to 
choose f and g so that ra E K,( BT, g) C3 K,( A, f), because then Algorithm 5.1 
becomes a minimal-residual method. However, such vectors are difficult to 
determine. Instead, we may seek to determine vectors f, g E R’, so that 
I/r,, - g @ f ]I 2 is small, or equivalently, so that ]I R, - fgr]] F is small, where 
the entries of R, E Rnx” are the elements of r c E I n2 enumerated according to 
Let a, be the largest singular value of R,, and let ql and q,. be the associated 
left and right singular vectors of unit length. Then 
The solution of the minimization problem (5.2) requires in general too 
much arithmetic work to be attractive. An approximate solution can be 
computed as follows. Let f = [f,, f2, . . . , fnjT and g = [g,, g2, . . . , g,]r, and 
assume that f # Oand g + 0. Introduce the functional 
T(f,g) := II R, - fgTII”F. 
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aT 
%=6 V_i 
Rag 
0 f=- 
IgIl;’ 
aT R;f 
-=O Vj * g=- 
agj Ilf II ,” .
(5.3) 
(5.4 
Thus, given a vector g, we obtain from (5.3) a vector f that minimizes 
f -+ T(f, g). Conversely, given a vector f, we obtain from (5.4) a vector g that 
minimizes g + T(f, g). Algorithm 5.2 uses Equations (5.3)-(5.4) to determine 
vectors f and g that provide an approximate solution of (5.2). 
ALGORITHM 5.2 [Computation of approximate solution of (5.2)]. 
Input: R, E Wnxn; 
Output: Approximate solution f, g E Rn of (5.2); 
if IIRoII~ 2 lI%Il, then 
let f be a column of R, of largest norm, and determine g from (5.4) 
else 
let g be a row of R, of largest norm, and determine f from (5.3); 
Let f and g be determined by Algorithm 5.2. One can use Equation (5.3) 
to determine a new approximation f from g, and then use Equation (5.4) to 
determine a new vector g from f. This process can be repeated, and then 
yields the power method for computing right and left singular vectors of R, 
associated with the largest singular value. More sophisticated schemes, based 
on the Lanczos process, for computing these right and left singular vectors can 
also be used; see [9]. However, our numerical experience indicates that it is 
not worthwhile to improve on Algorithm 5.2 in order to determine the 
singular vectors more accurately, because the matrix-vector multiplications 
required are fairly expensive. 
The minimization problem (5.2) has a trivial solution when R, is of rank 
one. This situation arises when the Sylvester equation (1.1) has a right-hand- 
side matrix C = crc; of rank one, where cr, cz E W”, and the initial approxi- 
mate solution of (1.1) is chosen to be X0 = 0. From (5.2) we then obtain 
f:= Cl and g:= c2. Further, r. := g @ f satisfies (4.1) and Algorithm 5.1 
becomes a minimal-residual algorithm. Step 4 simplifies to F. := e,. Sylvester’s 
equation with a right-hand-side matrix of rank one arises in control theory in 
the study of single-output linear systems; see [6, 13, 211. Moreover, a solution 
of a Sylvester’s equation with a general right-hand-side matrix can be written 
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as the sum of solutions of Sylvester’s equations with a rank-one right-hand-side 
matrix. This decomposition can be used to develop parallel algorithms. It also 
is attractive for implementation on sequential computers when A or B are 
banded with small bandwidth. We consider the case when the bandwidth of B 
is small. 
Let R, have columns ry’. We use the decomposition 
R, = 2 rr)eT, 
j=l 
(5.5) 
and wish to solve the Sylvester equations 
AZ. - 2.B = rj’O)eT, 3 I 1,<j<n. (54 
The particular form of the right-hand sides in (5.6) allows us to save some 
arithmetic work when the matrix B has small bandwidth. Assume that B is 
(2k + I)-diagonal. Then application of Algorithm 2.1 to determine an 
orthonormal basis {w&j)>r2j of K,+l( BT, ej) yields the matrix WigI = 
[WY), wp, . . . , w,$$,] with at most 2 km + 1 nonzero rows. 
EXAMPLE 5.1. Let B be tridiagonal and m = 3. Then the matrix Wdj), 
whose columns make up an orthonormal basis of K4( BT, ej), has the form 
The symbol x denotes entries that may be nonvanishing. 
The structure of the matrices W$ll makes it possible to compute a 
matrix-vector product Wk-!!lz for any z E R” in about 2km2 flops. The 
following scheme is obtained by applying Algorithm 5.1 to the solution of the 
n Sylvester’s equations (5.6). The scheme implements the simplifications made 
possible by the special form of the right-hand-side matrices. Note that compu- 
tations in the j-loop (steps 6-14) can be carried out in parallel. 
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ALGORITHM 5.3 [Restarted minimal-residual algorithm for the solution of 
(1. l)]. The residual matrix is decomposed according to (5.5). I? is (2 k + l)- 
diagonal with k = O(1). 
Inpct: initial approximate solution xc, tolerance .e > 0, m > 0; 
Output: approximate solution x0 such that the associated residual vector 
satisfies ((r o 11 2 ,< E; 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
ro:= c - (I@A - Br@I)x,,; [2n3 flops if A is dense] 
Compute orthonormal bases of the Krylov subspaces K,+r( Br, ej), 1 < 
j < n, by Algorithm 2.1. This yields the matrices Wi), Wkll, and 
Ghj); [ 0( m3) flops for each j] 
Determine Qt), @I, and I?‘,j) from fit), I < j < n; [O(m3) flops for 
each j] 
if ]]r, ]] x 6 E then exit; 
Let R, E Kinxn be the residual matrix defined by the residual vector ra 
according to (5.1). Let rr) be the jth column of R,. 
forj:= 1,2,...,ndo 
Apply Algorithm 2.1 to compute an orthonormal basis of K,+,( A, rp)). 
This yields matrices I?,, V,,, and V,,,,,; [2m2n flops] 
F a:= er; 
Determine QA, QA, fi, from EA. Compute r,, := (0s 8 QA)?a; [0( m3) 
flOPSI 
Solve the least-squares problem (4.7). Denote the solution by yb; 
t O(m4) flops1 
y, := (Qlj” @ Q )y’ . [O(m3) flops1 
xc := xa + (W$ G’v ) _ m y,; [n’ + 4 km’n flops] 
ro:= r. + [(W$$,Hg) @ V,)y, - (Wi) @ V,+,fiJyo]; [n2 + 4km’n 
flops1 
end of j-loop; 
go to 4; 
Steps 12-13 dominate the computational work inside the j-loop, assuming 
that n Z+ m. The flop count for step 12 is obtained by using the structure 
of the matrices W$) and by multiplying by V,,, last. The n2-term in the 
count stems from the vector addition. The flop count for step 13 is obtained 
by first multiplying the matrices &j) and fi* with the vectors yo, by 
using the structure of the matrices W$), and by multiplying by V,,,,, last, 
so that only one addition of n2-vectors is required. This addition yields the 
n2-term in the flop count. The dominating terms in the flop count for carrying 
out the j-loop, i.e., steps 6-14 for 1 6 j < n, are 2n3 + 8km2n2. 
The flop count for steps 6-14 of Algorithm 5.3 is higher than for steps 
3-10 of Algorithm 5.1, but in general the residual error is reduced more by 
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carrying out the computations in steps 6-14 of Algorithm 5.3 once than 
by carrying out steps 3-10 of Algorithm 5.1 once. The dominating work in 
Algorithm 5.3 , 2n additions of n2-vectors, can be implemented efficiently on 
modem computers, and the structure of the algorithm is suitable for parallel 
computation. We therefore believe that Algorithm 5.3 is well suited for 
solving large Sylvester’s equations. Section 7 presents some computed exam- 
ples that illustrate the performance of the algorithm. The storage requiremeut 
of Algorithm 5.3 depends on implementation details and is larger for a parallel 
implementation than for a sequential one. 
For comparison we note that one iteration of the GMRES(~)Z) method 
requires about 2m2n2 flops and rnn2 storage locations. The storage required 
by the GMRES(VZ) method is much higher than for Algorithms 5.1 and 5.3, 
when the latter is implemented as described above. 
So far we have discussed how to implement the algorithm of Section 4. 
Only minor modifications are required if instead an implementation of the 
algorithm of Section 3 is desired. For instance, in Algorithm 5.1, step 5, 0, 
and & are not necessary. Moreover, fi, and ii, are replaced by R, and R,. 
Step 6 requires the solution of the triangular linear system of equations (3.11) 
instead of solving the least-squares problem (4.7). Similar modifications are 
required in Algorithm 5.3 if we wish to base the algorithm on the Galerkin 
scheme of Section 3. 
6. CONVERGENCE PROPERTIES 
We consider the convergence of the algorithms of Sections 3 and 4 in the 
special case when the residual vector satisfies 
r0 = g@f. (6.1) 
An upper bound for the residual error (4.4) is derived. This bound shows how 
the rate of convergence depends on y A) and x(B). Our results are most easily 
obtained by expressing the residual error (4.4) as a matrix. Thus, let 
the entries of rr define the residual matrix R, E Wnx”, and enumerate the 
matrix elements according to (5.1). Further, let the entries of f,_, define 
the matrix ii 0 ~~~~~ b Y 
eTiioek = e~+m(k-1j70, 1 <j,k<m, (6.2) 
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and let the entries of Y, E E?imx" be the elements of y, enumerated according 
to (6.2). Then (4.4) can be written 
Rl = v7n+1 ( & - E?,yo~ln+l,m + c+1,*yo~~)w~+1. (6.3) 
Denote the elements of fi* by h$,$) and of fis by $3. It follows from (6.1) 
that fro = J(f 11 aJlgJ(,e,ef. Equation (6.3) yields 
+(ml.m IlY~e,ll F)” + ( ~(,A!l,mlleTmYOIl F)‘. (6.4) 
The minimal residual method of Section 4 determines a matrix Ya that solves 
cf. (4.5). For future reference, we define the residual matrix 
&:= v,+,( &l- @4cJrn+1,, + c+lJnwzqw~+1. (6.6) 
Also introduce matrices Y,$@ E R3”x” for a! E R that solve 
HAY - Y&T = ~llfl1211gI12e~e~7 (6.7) 
and define the associated residual matrices 
We study the matrices RF) and thereby obtain an upper bound for II Z?, II F, 
since 
11 k II F c Tg II Rf) II F. (6.9) 
Note that the Gale&in algorithm of Section 3 determines the matrix Y,$‘) 
when (6.1) holds. 
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First we derive expressions for the last two terms in (6.4) when Ya = Y&“) 
in terms of characteristic polynomials for HA and HB. We assume that all 
subdiagonal elements hJP!,, k and hjf3!,, k are nonvanishing. For notational 
simplicity we introduce hifd:= h{yA:= 0. Equation (6.7) yields 
HAYda)e,,, - Y,jda)Hlem = 0, 
or equivalently, using that Hze,,, = h(,,)m_le,_l + h(,,),e,, we obtain 
( 4 ’ HA - h$f),,,I Y$“)e, = hc,B),_lYO(a)e m-l’ (6.10) 
Introduce the polynomial p,(t) := (hj,B,‘,,_l)-l(t - h$,f),,,). Then (6.10) can be 
written as 
Similarly, we obtain for k = m - 1, m - 2, . . . ,2 that 
pk( HA)Yd")ek = Y&‘Yk_1, 
where 
m(t) := (h%,) -’ t - hic?k - i=$+l h5cTi j=Q+l [ Pj( t)] -l . 1 (6.11) 
Finally, 
n(HA)Yd% = ~lIfl1211gl12~1. 
where pr is given by (6.11) with k = 1. Define the function 
Then 
%(H,)(h(,B!l,mYda)em) = ~IlfIl~llgll~e~. (6.13) 
We use aB to bound the norm of the residual matrix (6.8). The following 
lemma shows that aB is the characteristic polynomial of HB up to a scaling 
factor. 
(5x9) 
=%L 
,‘,y _ $ I-Ur’Wy_ 
0 
ul‘~-tu 
y- -** 
*I i -*I ..* 
wp x 
r+r’r+ry _ $ 47+ry_ 
rn’4y-.. . . . 1+4‘4y_ 44y - 1 
j 
() 1 
P%i g- I--ur’I-*y _ 1 
Y I 
z-“‘T-” 
y 
1 
= ($)“d(pu 
amq a~ $21-9) u! +mpoxd aq$ JaAo uo!lanpu! sasn mooed aq& 
yoold aq+ u! go JO sluat.uaIa aql JO (a) Jduxradns aq J!IIIO aM *J&J 
(H-9) 
ZOE 
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where the last product is defined to be unity when j = m. We now use the 
induction hypothesis, i.e., substitute (6.15) into (6.16). The sum of determi- 
nants so obtained can also be generated by expanding the determinant 
t - hl-,,l-1 -hl_,,l *** -h l-1, m 
-h 1,1-l t-b.1 y 
-h,-r,, 
0 ’ -h,,;_, t - hm>m 
along its first row. This shows the lemma. 
The next lemma expresses the denominator in (6.14) in terms of ‘kH,. 
LEMMA 6.2. 
n 
(6.17) 
Proof. We omit the superscript (B) of the elements of the matrix Ha. By 
(3.2) we have 
h k+l,kwk+l = BTWk - 5 hj,kwj’ l<k<m, (6.18) 
j=l 
where {wk}pzri is an orthonormal basis of K,+i( BT, g). In particular, for 
k=lweobtain 
h,,w, = ( BT - h,,,+,. (6.19) 
Let Hhk) denote the leading k x k principal submatrix of HB E RmXm, and 
introduce the characteristic polynomials 
$$$t)(t) := det(tl - H$L)), 1 < k < m. 
Then (6.19) can be written as hzlw, = ‘F&(BT)wl. We show (6.17) by 
induction. Assume that 
wk+l = %q(‘(B’)Wl (6.20) 
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holds for 2 Q k < m. We wish to show that (6.20) is valid for k = m also. 
Then (6.17) would follow because $$T) = ‘kH,. Substitution of (6.20) into 
(6.18) with k = m yields 
m-l 
h m+l,mWm+l = ( 
BT- h m,ml)Wm - C hj,mwj 
j=l 
m,m’) 
Thus, 
l~lh~+l,pm+~ = (B’ - ~m,mZ)~&-(BT)wl 
where 9@(BT) = 1. Now expanding the determinant that defines qHB along 
its last column yields 
qH,( t) = det( tZ - Hn) 
m-l 
= (t - hm,m)*Lr-l)(t) - JFl hj,m 
This shows the lemma. n 
We remark that the product (6.17) can be small; Saad [17, Theorem 5.11 
shows that 
Il%(BT)W1((2 = ;k tI dBT)wlltzT 
m 
p manic 
where TI, denotes the set of polynomials of degree at most m. Analogously 
with (6.13), (6.14), and (6.17) one can show that 
h(,B!lmeT,YP)*A( %  = llf II 2 llg II d7 (6.21) 
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where 
and 
;g; h$ff,-r = 11 Q( A)v& 
THEOREM 6.1. Let Y,$“) be a solution of (6.7), and let 
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(6.22) 
(6.23) 
Then 
( ~9.1,mllYda)e,l12)2 + (h!,2~,mIle;TmYda)ll~)2 = ~“rllfII~llg112”~ (6.25) 
Proof. The result follows from (6.13), (6.14), (6.17), and (6.21)-(6.23). n 
The expression (6.25) with CY = 1 bounds the norm of the residual matrix 
Rf) obtained by the Galerkin algorithm of Section 3. Let the (initial) residual 
matrix R, be given by (5.1), where r,, is defined by (6.1). Then 
II Ro II F = llf II 2 Ilg II 2 (6.26) 
and (6.25) yields 
II RI’) II “F 
II =y. 
(6.27) 
Thus, the Galerkin method converges rapidly if y is small. 
We note that the factors (I*&‘( HA)el (I 2” and (1 !P;‘r( Hl)er 11 i in (6.24) are 
small when the distance between the sets r(If,,,) and x(H,) is large. The factor 
1) 9r,& Br)w, (1 f is small if h( HB) is contained in a small disk, and 1) *,,A( A)v, )( i
is small if x(HA) is contained in a small disk. 
306 D. Y. HU AND L. REICHEL 
Theorem 6.1 yields an upper bound for the residual error fi, given by 
(6.5)-(6.6). By (6.4), (6.7), (6.9), (6.25), and (6.27) we obtain 
(6.28) 
The right-hand side of (6.28) is minimized for cw = (1 + y)- ‘. Substituting this 
value of (Y into (6.28) yields 
(6.29) 
The inequality (6.29) shows that the minimal residual algorithm yields 
rapid convergence when y is small. We remark that the results of the present 
section may be important for the development of preconditioners for Sylvester 
equations. 
7. COMPUTED EXAMPLES 
Let 8 := {(x, y) ER’ : 0 < x < 1, 0 < y < l}, and let an denote the 
boundary of Q. We solve the following boundary-value problem for a two- 
dimensional separable model convection-diffusion equation in order to illus- 
trate the numerical performance of the iterative schemes discussed in this 
paper: 
-Au + 2p,u, + 2pZuy - 2p,u = F in 51, 
(7.1) 
u=o on an. 
The parameters pr, p2, and p, are nonnegative in all computed exam- 
ples. The right-hand-side function F( x, y) is chosen so that u( x, y) := 
rely sin XX sin r y solves (7.1). We discretize the Laplacian iu (7.1) by the 
standard five-point stencil, and the first-order derivatives by centered finite 
differences. The mesh size in both the x- and y-directions is h = (n + 1))‘. 
Define the mesh points rj := hj and yj:= 1 - hj for 0 < j < n + 1. We seek 
to determine values of the solution ii( x, y) at interior mesh points 
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{(x9 ~k)lj:k=~. This yl Id ‘e s a linear system of algebraic equations that can be 
written as a Sylvester equation (l.l), in which 
r 2 - p,h2 -l+p,h ... 
2 - p,h2 ..+ 
0 . . . 
0 . . . 
0 0 
0 0 
, (7.2) 
2 - p,h2 -1 + p,h 
-1 - p,h 2 - p,h2 
1 2 - p3h2 -1 +p,h I. 
2 - p,h2 ..+ 0 
0 . . . 2 - p3h2 
0 . . . -1 - p,h 
and C = [cj,Jakzl is given by 
cj,k := F( xj, Yk). (7.4) 
Element (j, k) of the solution matrix r? of the Sylvester equation approximates 
c( rj, &). We introduce the sohrtion vector x” E W”‘, which contains the ele- 
ments of 2 enumerated according to (1.5). 
The matrix B is tridiagonal, and this makes it attractive to solve the 
Sylvester equation by the minimal-residual algorithm as implemented by 
Algorithm 5.3. We refer to this scheme briefly as the minimal-residual 
method. This method is compared with a Gale&n algorithm that is obtained 
by minor modifications of Algorithm 5.3. These modifications are outlined in 
the last paragraph of Section 4, and we refer to the scheme so obtained as the 
Gale&in method. We also show the performance of the GMRES(m) method. 
We plot the l@logarithm of the norm of the relative residual error 
1b-k 11 a / lb-,_, II a in Figures l-3. Figure 4 shows llxk - j; 11 OD. The initial approxi- 
mate solution vector xoe Rnp is in all computed examples chosen to be the 
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zero vector. The computations are carried out on a Sun Spare 1 + workstation 
using Matlab. 
EXAMPLE 7.1. Let p, := p, := p, := 0, n := 31, and m := 6. Then (7.1) 
simplifies to a boundary-value problem for the Poisson equation, and the 
related Sylvester equation has the properties B = -A and A = AT. Figure 1 
shows the performance of the minimal residual, Galerkin, and GMRES(m) 
methods. In this example the Galerkin method yields the fastest reduction of 
the norm of the residual vectors, and the GMRES method yields the slowest 
reduction. 
EXAMPLE 7.2. Let p, := 25, pz := 50, p3 := 50, n:= 31, and m := 2. 
Both matrices A and B are nonsymmetric. Figure 2 shows the convergence of 
the residual vector when iterating with the minimal residual, Galerkin, and 
GMRES methods. The minimal-residual method yields the fastest reduction of 
0 
-0.5 
-3 
-3.5 
0 2 4 2t 1 6 8 10 12 14 16 18 
number of iterations 
FIG. 1. p1 = pz = p3 = 0, n = 31, m = 6. Solid curve: minimal-residual method; 
dashed curve: Galerkin method; dash-dotted curve: GMRES method. 
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-3 - 
4- 
-5 - 
-6 - 
-7 - 
0 2 4 6 8 1o 12 14 16 18 *O 
number of iterations 
FIG. 2. p, = 25, p, = 50, p3 = 50, n = 31, m = 2. Solid curve: minimal-residual 
method; dashed curve: Galerkin method; dash-dotted curve: GMRES method. 
the norm of the residual vectors, and the GMRES method yields the slowest 
reduction. 
EXAMPLE 7.3. Let p, := 50, p, := 100, p, := 50, n:= 63, and m:= 4. 
The matrices are larger than in the previous examples. Figure 3 compares 
the reduction of the norm of the residual vectors. The Galerkin and minimal- 
residual methods yield roughly the same reductions, which are much larger 
than the reductions achieved by the GMRES method. Figure 4 compares the 
reduction of the error in the approximate solution, and shows the Galerkin 
method yields somewhat faster convergence than the minimal-residual method. 
The examples shown are typical for the behavior of the algorithms. They 
indicate that the minimal-residual and Galerkin methods can yield a substan- 
tially higher rate of convergence while requiring much less computer memory 
than the GMRES method. The former schemes split the computational task into 
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-2 - 
-3 - 
4- 
-5 - 
-6 - 
-1 - 
-8 - 
-9 - 
-10 
0 2 4 6 8 10 
number of iterations 
12 14 16 
FIG. 3. p1 = 50, pz = 100, p3 = 50, n = 63, m = 4. Solid curve: minimal-resid- 
ual method; dashed curve: Galerkin method; dash-dotted curve: GMRES method. 
subproblems that would appear to enable efficient parallel implementation. 
Which one of the minimal residual or Galerkin methods yields faster conver- 
gence varies from problem to problem and requires further study. 
8. CONCLUSION 
The paper describes iterative methods for the solution of Sylvester’s equa- 
tion. These methods reduce the given Sylvester equation to a 
Sylvester equation of smaller size by applying the Amoldi process. We present 
Gale&n and minimal-projected-residual methods. The latter scheme becomes 
a minimal-residual method when the right-hand-side matrix is of rank one. 
Convergence results and preliminary computed examples show the schemes to 
be promising. 
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IO” 
0 
--.___ - - _ _ _ _ _ _ - 
6 8 10 
number of iterations 
12 14 16 
FIG. 4. p1 = 50, pz = 100, p3 = 50, n = 63, m = 4. Solid curve: minimal-resid- 
ual method; dashed curve: Gaierkin method. 
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