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Résumé
Durant ma thèse, j’ai considéré deux systèmes différents utilisés dans la modélisation
mathématique et la simulation numérique des semi-conducteurs et des plasmas : le système
d’Euler-Poisson stationnaire et le système de dérive-diffusion quantique. Plus précisément,
j’ai obtenu des résultats d’existence de solutions et étudié des limites de paramètres pour
ces systèmes. J’ai également réalisé des simulations numériques du modèle d’Euler-Poisson
stationnaire.
Depuis ma thèse, mes recherches portent sur des questions aussi bien théoriques (re-
cherche d’inégalités d’entropie, existence de solutions, limites de paramètres) que numé-
riques (construction de conditions aux limites adaptées, dérivation, convergence et com-
portement asymptotique de schémas numériques). Les travaux plus théoriques concernent
l’équation des milieux poreux, le modèle de Navier-Stokes quantique et un modèle de corro-
sion qui a également fait l’objet d’une étude numérique. D’un point de vue plus numérique,
je me suis intéressée à la construction de conditions aux limites pour différents modèles et
de différentes manières, ainsi qu’à l’équation de Gross-Pitaevskii.
Dans ce manuscrit je présente plus en détail mes travaux concernant les modèles de
Navier-Stokes quantique et de corrosion, la construction de conditions aux limites numéri-
quement adaptées et l’équation de Gross-Pitaevskii.
En collaboration avec D. Bresch, M. Gisclon et A. Vasseur, je me suis intéressée à des
questions d’existence de solution, de limite semi-classique et de limite de faible viscosité
pour le modèle de Navier-Stokes quantique. Ces résultats utilisent différentes techniques
telles que l’ajout d’un terme de pression froide dans les équations, l’utilisation de solutions
re-normalisées en vitesse, des inégalités d’entropie relative...
Avec C. Chainais-Hillairet, j’ai montré l’existence de solutions pour le modèle de cor-
rosion DPCM stationnaire puis évolutif. Il s’agit d’un modèle de dérive-diffusion dont
l’originalité réside dans les conditions aux limites qui sont de type Robin-Fourier et in-
duisent un couplage fort. Avec P.L. Colin, nous avons ensuite montré la convergence et
étudié le comportement asymptotique d’un schéma numérique volumes finis bien adapté
au modèle.
Je me suis également intéressée à la construction de conditions aux limites adaptées à
un modèle fluide macroscopique lorsque celui-ci est vu comme la limite hydrodynamique
d’un modèle cinétique pour lequel les conditions aux limites sont connues. Par ailleurs,
j’ai aussi travaillé à la construction de conditions aux limites artificielles permettant de
réduire à un domaine borné un problème initialement posé en domaine non borné. Avec C.
Besse, J. Coatleven, S. Fliss et K. Ramdani, nous avons proposé une méthode permettant
de construire l’opérateur Dirichlet-to-Neumann (DtN) pour des milieux périodiques loca-
lement perturbés à symétrie hexagonale ; avec C. Besse et M. Ehrhardt, nous avons dérivé
les conditions aux limites adaptées à l’équation KdV complètement discrétisée.
Enfin, avec C. Besse et G. Dujardin, nous avons développé une classe d’intégrateurs
exponentiels d’ordre élevé pour l’équation de Gross-Pitaevksii (utilisée dans la modélisation
des condensats de Bose-Einstein). Nous avons également, pour le même problème, étudié
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Après avoir obtenu ma thèse en 2006 sous la co-direction de Yue-Jun Peng (Université
Blaise Pascal, Clermont-Ferrand) et Ansgar Jüngel (Technische Universität, Vienne, Au-
triche), j’ai été nommée maître de conférences en octobre 2007 à l’Université de Lille 1.
Depuis que je suis maître de conférences, j’ai eu l’occasion de participer à plusieurs projets
scientifiques et à deux encadrements de thèse. Ces participations ont été l’occasion pour
moi de développer des thématiques de recherches abordées pendant ma thèse mais égale-
ment de me tourner vers d’autres sujets de recherche. Le but de ce chapitre est de donner
un résumé de l’ensemble de mes travaux de recherche, dont certains seront développés dans
les chapitres suivants.
1.1 Mes travaux de thèse
Ma thèse a concerné deux systèmes différents utilisés pour la modélisation mathéma-
tique et la simulation numérique des semiconducteurs [112] et des plasmas [57] : le système
d’Euler-Poisson stationnaire et le système de dérive-diffusion quantique. Plus précisément,
j’ai obtenu des résultats d’existence de solutions et étudié des limites de paramètres pour
ces systèmes. J’ai également réalisé des simulations numériques du modèle d’Euler-Poisson
stationnaire.
1.1.1 Le système d’Euler-Poisson
Le système hydrodynamique d’Euler-Poisson consiste en deux équations non linéaires
données par la conservation de la masse et de la quantité de mouvement, appelées les
équations d’Euler, plus une équation de Poisson pour le potentiel électrostatique.
J’ai étudié le cas stationnaire pour un flot potentiel. Dans le système apparaissent trois
paramètres physiques (la masse d’électron, la longueur de Debye et le temps de relaxation)
qui sont petits comparés à la longueur caractéristique. Il était donc important d’étudier les
limites asymptotiques du système lorsqu’ils tendent indépendamment vers zéro. Le système
considéré est en général complété par des conditions aux limites de Dirichlet. L’existence
de solutions, pour de telles conditions aux limites, avait été démontrée sous une condition
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de petitesse des données [64]. Dans [116] Y.J. Peng avait démontré que cette condition de
petitesse des données pouvait être remplacée de manière équivalente par une condition de
petitesse sur la masse d’électron. Ces deux conditions de petitesse permettent de satisfaire
la condition d’éllipticité du système, qui est équivalente à la condition de flot subsonique
dans l’appareil.
Avec Y.J. Peng, dans le cas uni-dimensionnel, nous avons démontré l’existence et l’uni-
cité de solutions supersoniques [118]. De telles solutions correspondent ici à de grandes
densités de courant.
Pour un flot subsonique, nous avons étudié la limite de masse d’électron et du temps de
relaxation en utilisant une méthode de développements asymptotiques [117]. Pour chacune
des limites nous avons démontré l’existence et l’unicité des profils ainsi qu’une estimation
d’erreur pour un développement asymptotique d’ordre quelconque. Ces résultats nous ont
donné une approche nouvelle pour la convergence du système d’Euler-Poisson vers les
équations d’Euler incompressibles.
Toujours dans le cas subsonique, je me suis ensuite intéressée à la limite de quasi-
neutralité correspondant au cas où la longueur de Debye tend vers 0, et qui était plus
délicate. En effet, sans hypothèse de compatibilité, des couches limites peuvent apparaître
et compliquent l’étude rigoureuse de cette limite. Toujours en utilisant la méthode des
développements asymptotiques j’ai obtenu le résultat suivant : existence et unicité des
profils et estimation d’erreur pour un développement asymptotique d’ordre quelconque
dans le même espace que celui d’existence des solutions [133]. Ce résultat utilise tout de
même une condition de compatibilité aux ordres 0 et 1 du développement asymptotique. Il
donne cependant une approche nouvelle dans la démonstration de l’existence de solutions
pour le système (dans le cas où la condition de compatibilité générale n’est pas satisfaite)
et la limite de quasi-neutralité.
Enfin, dans un travail commun avec C. Chainais et Y.J. Peng, nous avons implémenté un
schéma numérique qui permet de calculer la solution du système [51]. Le cas test étudié est
celui de la diode balistique pour lequel nous avons calculé les courbes courant/tension. De
plus cette méthode nous permet de faire numériquement apparaître la condition nécessaire
de petitesse de la masse d’électron pour l’existence de solutions régulières. Avec la même
méthode nous pouvons également obtenir la solution numérique dans le cas stationnaire bi-
polaire pour un flot potentiel. Notre schéma est un schéma itératif utilisant soit la méthode
des volumes finis classiques (VF4) couplée à une formule de reconstruction d’un vecteur à
partir de ses flux donnée dans [70], soit une méthode de volumes finis mixtes présentée par
J. Droniou et R. Eymard dans [70] pour laquelle la reconstruction du vecteur à partir de
ses flux est intrinsèque au schéma.
1.1.2 Le modèle de dérive-diffusion quantique
De nos jours, la miniaturisation des semiconducteurs est de plus en plus importante.
Il est donc nécessaire d’étudier aussi des modèles qui permettent de prendre en compte
les phénomènes quantiques dus à la petitesse des appareils. Les modèles fluides quantiques
ont donc fait l’objet d’une grande attention dans les dernières décennies.
Le modèle de dérive-diffusion quantique est une extension simple du modèle de dérive-
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diffusion classique utilisé dans la théorie des semiconducteurs et des plasmas. Il est composé
d’une équation de convection-diffusion pour chacune des deux espèces, dans lesquelles un
terme quantique (le potentiel de Bohm) a été ajouté ; et d’une équation de Poisson pour
le potentiel électrostatique, dans laquelle intervient un profil de dopage. Ces équations
sont complétées par une condition initiale et des conditions aux limites de type Dirichlet-
Neumann. Dans la littérature il n’existait que des résultats dans le cas uni-polaire et pour
des conditions aux limites différentes [98] ou pour un champ électrique et une température
nuls [97].
Avec A. Jüngel, nous avons démontré pour le système bi-polaire l’existence de solutions
régulières dans le cas d’un profil de dopage général, ainsi que sa limite de quasi-neutralité,
pour un profil de dopage nul [100]. La preuve de ce résultat utilise des estimations a
priori uniformes pour les équations semi-discrétisées. Elles sont obtenues en utilisant des
fonctionnelles d’entropie et en faisant clairement apparaître les quantités uniformément
bornées. Le terme de dérive, dans lequel apparaît le potentiel électrostatique, est estimé en
utilisant une nouvelle borne pour l’énergie électrique. Comme le potentiel électrostatique
n’est pas une fonction test admissible, une fonction auxiliaire est construite avec beaucoup
de précautions.
Nous avons ensuite étudié la régularité des solutions pour l’équation limite ainsi obtenue
dans le cas de pressions nulles [99]. Dans ce cas, l’équation est celle bien connue de Derrida-
Lebowitz-Speer-Spohn (équation DLSS). Nous avons pu obtenir de nouvelles propriétés de
régularité des solutions de cette équation. Pour se faire, nous avons utilisé une ré-écriture de
l’équation, une semi-discrétisation en temps et une méthode de construction algorithmique
d’entropies présentée dans [96]. Cette méthode est fondée sur des intégrations par parties
systématiques formulées comme des problèmes de décision polynomiaux. Ces nouvelles
régularités ainsi obtenues, nous ont permis de démontrer la positivité des solutions de
cette équation au moins pour des temps assez longs.
1.2 Fonctionnelles de Lyapunov type gradient pour
l’équation des milieux poreux
Dans la continuité du dernier travail réalisé pendant ma thèse avec A. Jüngel, nous
avons répondu à la question : sous quelles conditions l’équation des milieux poreux, avec
convection et des conditions aux limites périodiques, possède-t-elle des fonctionnelles de
Lyapunov type gradient (entropie d’ordre 1) (voir [101]) ?
Nous avons en effet montré que les sommes pondérées d’entropies d’ordre 1 et 0 sont
des fonctionnelles de Lyapunov si le poids de l’entropie d’ordre 0 est assez grand suivant
la force de la convection. Ceci donne de nouvelles estimations a priori pour l’équation
des milieux poreux avec convection. La preuve est basée sur une extension de la méthode
de construction algorithmique d’entropie [96], méthode que nous avions utilisée pour la
régularité des solutions de l’équation DLSS.
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1.3 Analyse mathématique du modèle de Navier-
Stokes quantique
Dans les dernières décennies, les modèles fluides quantiques ont fait l’objet d’une grande
attention. Le modèle de Navier-Stokes quantique correspond au modèle classique de Navier-
Stokes avec une viscosité qui dépend de la densité, auquel est ajouté le même terme de
correction quantique que pour le modèle de dérive-diffusion quantique. Pour ce modèle peu
de résultats existent dans la littérature. A. Jüngel a démontré dans [95] un résultat d’exis-
tence de solutions en utilisant une définition de solutions faibles consistant à multiplier
l’équation des moments par le produit de la densité et d’une fonction test. Ce résultat qui
n’est valable que pour certaines valeurs de la constante de Planck et de la constante de
viscosité a été par la suite étendu par J. Dong [68] et F. Jiang [93] de sorte que le résultat
reste valable quelle que soit la valeur de ces paramètres. Cependant une hypothèse impor-
tante de la démonstration est que la pression, considérée comme étant ppnq “ nγ où n est
la densité, doit avoir un exposant γ strictement plus grand que la dimension, au moins
en dimension 3. Il s’agit là d’une hypothèse qui n’est pas physiquement acceptable. De
plus, pour ce système je m’intéressais à la limite semi-classique, qui conduit formellement
au modèle de Navier-Stokes classique. Or les estimations obtenues dans [95, 68, 93] ne
permettent pas de faire ce passage à la limite du fait de leur dépendance en la constante
de Planck.
Avec M. Giscon [87], je me suis donc intéressée à l’introduction dans le problème d’un
terme de pression froide, suivant en cela les idées développées par [38]. Cette méthode
nous a permis de montrer un résultat d’existence de solutions faibles globales en un sens
plus classique et sans l’hypothèse γ ą 3. Ceci nous a également permis d’obtenir des
estimations, suffisamment indépendantes de la constante de Planck pour pouvoir passer à
la limite semi-classique et obtenir la convergence vers le système de Navier-Stokes classique
avec une viscosité qui dépend de la densité.
En parallèle, A. Vasseur et Y.J. Yue [132], ont obtenu un résultat tout à fait similaire
pour l’existence de solutions mais en ajoutant dans leur cas des termes de traînée au
modèle de Navier-Sokes quantique. Ils ont ensuite utilisé ce résultat dans [131] afin d’obtenir
l’existence de solutions faibles globales pour les équations de Navier-Stokes classiques avec
une viscosité dépendant de la densité en passant à la limite à la fois sur la constante de
Planck et sur les coefficients de traînée. Notons que pour obtenir leur résultat ils avaient
besoin de passer en premier lieu à la limite sur la constante de Planck. Partant de ces
résultats, je me suis alors demandée, en collaboration avec A. Vasseur, si nous pourrions
adapter leur méthode afin de pouvoir passer à la limite sur les coefficients de traînée sans
passer au préalable à la limite sur la constante de Planck. En utilisant une méthode basée
sur la construction de solutions faibles renormalisées en la variable de vitesse (suivant en
cela les idées présentées dans [131]), nous avons pu obtenir un tel résultat [104]. Ceci permet
donc de démontrer un résultat d’existence de solutions faibles globales à la fois en un sens
classique et sans hypothèse sur γ mais également sans ajout de termes supplémentaires tels
que des termes de traînée ou de pression froide. De plus la construction étant uniforme par
rapport à la constante de Planck, nous obtenons également ainsi la limite semi-classique.
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Enfin, partant de cette construction de solutions faibles globales, en collaboration avec
D. Bresch et M. Gisclon, je me suis intéressée à la limite de faible viscosité. Formellement,
dans cette limite, le système obtenu est celui d’Euler quantique. Plus précisément, nous
avons utilisé la notion de solutions dissipatives introduite par P.L. Lions dans le cas incom-
pressible (voir [108]) et qui a ensuite été étendue au cas compressible (voir [79, 78, 16, 128]
pour le cas de viscosités constantes et [91, 42] pour des viscosités dépendant de la densité).
En particulier, nous avons démontré, grâce à des inégalités d’entropie relative, qu’une so-
lution faible de Navier-Stokes quantique, qui en est aussi une solution dissipative, converge
(à sous-suite près) vers une solution dissipative du modèle d’Euler quantique [41]. Ce ré-
sultat passe entre autre par l’extension de l’entropie relative introduite récemment dans
[42], pour les équations de Navier-Stokes compressibles, au cas plus général des modèles
de Navier-Stokes-Korteweg et Euler-Korteweg, modèles plus généraux incluant notamment
les modèles quantiques.
Tous ces résultats sont présentés plus en détail dans le chapitre 2.
1.4 Analyse mathématique et numérique d’un mo-
dèle de corrosion
Le modèle étudié dans cette partie est proche de celui étudié pendant ma thèse avec
Ansgar Jüngel. En effet les équations sont celles du modèle de dérive-diffusion classique.
Il s’agit d’un modèle qui a beaucoup été étudié dans le contexte des semiconducteurs et
des plasmas. Ici, il est considéré dans le cadre de l’étude de l’enfouissement des déchets
nucléaires. L’originalité réside alors dans les conditions aux limites qui sont utilisées. En
effet elles sont de type Robin et induisent un couplage fort. De plus il est à noter que, dans
les équations adimensionnées étudiées, un très petit paramètre se trouve devant le terme
de dérivée en temps de l’une des équations, paramètre qui est noté ε.
Une fois de plus j’ai commencé par m’intéresser à des questions d’existence de solutions
pour ce modèle. En particulier avec C. Chainais-Hillairet, nous avons démontré dans [49],
un résultat d’existence de solutions faibles globales pour le modèle stationnaire avec des
techniques analogues à celles utilisées pour les modèles de semiconducteurs. Nous nous
sommes ensuite intéressées au modèle évolutif. Pour celui-ci, nous avons considéré une
semi-discrétisation en temps permettant de découpler les équations. Par des arguments
classiques (théorème de Lax-Milgram, équivalence des normes, changement de variables de
Slotboom), nous avons alors démontré l’existence de solutions du problème semi-discret.
Des estimations a priori et des théorèmes classiques de compacité permettent ensuite de
passer à la limite et d’obtenir l’existence de solutions faibles globales pour le modèle évolutif
[50].
En collaboration avec C. Chainais-Hillairet et P.L. Colin, nous avons fait, par la suite,
une étude plus numérique de ce même modèle évolutif. En particulier nous nous sommes
intéressés à la convergence d’un schéma complètement discret associé au problème, déjà
présenté dans la littérature, mais dont la convergence n’avait pas encore été démontrée
[48]. Il s’agit d’un schéma Euler implicite en temps et volumes finis en espace où les flux
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de convection-diffusion sont approchés par des flux de Scharfetter-Gummel. Là encore, la
démonstration de ce résultat est basée sur des arguments classiques de compacité pour les-
quels il faut démontrer au préalable des estimations sur la solution approchée. Cependant,
du fait de la particularité des conditions aux limites, des théorèmes de convergence des
traces doivent également être utilisés.
Enfin, bien que le résultat précédent n’ait été démontré que pour ε ą 0, nous avons
fait une étude numérique du comportement asymptotique du schéma et observer qu’il pré-
serve l’asymptotique εÑ 0. Nous avons également considéré d’autres schémas numériques
possibles et étudier entre autre numériquement leur comportement asymptotique [60].
Je présente dans le chapitre 3 plus en détail le résultat d’existence de solutions ainsi
que l’étude du schéma Euler implicite en temps et volumes finis en espace pour le modèle
évolutif.
1.5 Construction de conditions aux limites appro-
priées
1.5.1 Modèle de charge et décharge de satellites
Un satellite évolue dans le plasma atmosphérique et interagit avec lui. Ces interactions
complexes, dues aux différentes propriétés des diélectriques à la surface du satellite, peuvent
induire l’apparition d’importantes différences de potentiel qui peuvent produire des arcs
électriques. Ces phénomènes sont à l’origine d’importants dommages irréversibles sur les
dispositifs internes ou les panneaux solaires du satellite. Par conséquent, la prévention de
l’apparition de charges excessives a motivé une recherche intense en ingénierie spatiale afin
d’obtenir des procédures efficaces de simulations numériques (voir [111, 58, 121]).
Le modèle initial est clairement basé sur les équations de Vlasov-Maxwell-Boltzmann
qui décrivent à la fois le mouvement des particules chargées et les variations des champs
électro-magnétiques. Le système non linéaire d’EDP est complété par des conditions aux
limites adéquates sur la surface du satellite et des conditions d’équilibre à l’infini. Le
phénomène de charge est précisément gouverné par les conditions aux limites à la surface
du satellite pour les champs électro-magnétiques et les densités. Leurs expressions, qui
comportent les propriétés des diélectriques à la surface, rendent le problème vraiment non
standard. De plus, tenir compte des caractéristiques du plasma environnant peut permettre
de réduire la complexité du modèle et il existe une hiérarchie de modèles possibles.
Avec C. Besse, S. Borghol, J.P. Dudon et T. Goudon, nous nous sommes intéressés au
cas des orbites basses terrestres (Low Earth Orbit, LEO) i.e. une altitude de 100 à 2000 km.
Comme le plasma y est dense avec un libre parcours moyen petit, l’utilisation de modèles
hydrodynamiques devient raisonnable, au moins pour une première approximation. Ceci
est intéressant d’un point de vue numérique puisque cela permet de réduire le nombre
d’inconnues. Le modèle alors obtenu correspond aux équations d’Euler complétées d’une
équation de Poisson pour le potentiel électrique.
Nous avons d’abord dérivé, analysé et effectué des simulations numériques pour un
modèle 1-d simplifié caricatural. Bien que très simple ce modèle était intéressant car il
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permettait de mettre en évidence les difficultés mathématiques et d’évaluer facilement
l’efficacité des schémas numériques [23].
Nous nous sommes ensuite intéressés à la dérivation de conditions aux limites adéquates
pour les quantités macroscopiques du modèle. C’est un problème délicat dû à deux grandes
difficultés : le système étant hyperbolique, on ne doit prescrire que les flux entrants, et,
l’état Maxwellien n’étant pas compatible avec la condition aux limites cinétique, une couche
limite peut apparaître.
Nous avons considéré en première étape une simplification du modèle [24]. Il s’agissait
des équations d’Euler évolutives sans prise en compte du champ électrique. En utilisant
notamment les idées développées par F. Coron, F. Golse et C. Sulem dans [61] et C. Bardos,
F. Golse et Y. Sone dans [15], et une linéarisation locale des équations, nous avons obtenu
des conditions aux limites de type Maxwell évolutives en temps pour les quantités macro-
scopiques du système d’Euler. Le nombre de conditions aux limites nécessaires dépendant
du nombre de caractéristiques entrantes et sortantes du problème, plusieurs cas doivent
être distingués suivant le signe des valeurs propres du système. Nous avons comparé les
résultats obtenus par la résolution du système d’Euler complété des conditions aux limites
que nous avons développées et ceux obtenus par la résolution de l’équation cinétique (qui
donne le système d’Euler en limite fluide) couplée à une condition de réflexion spéculaire,
ou de réflexion diffuse, avec ou sans terme source. Les résultats obtenus montrent que les
conditions aux limites ainsi dérivées permettent de reproduire grâce à un modèle macrosco-
pique les phénomènes observés au niveau cinétique. Ce travail sera présenté plus en détail
dans le chapitre 4.
De plus, dans le cadre d’un projet au CEMRACS 2010, nous avons ensuite appliqué ces
conditions aux limites, et plus particulièrement la théorie dont elles découlent, au système
d’Euler linéaire. Nous y avons également ajouté le couplage avec l’équation de Poisson et
ainsi ajouté le champ électrique dans le cas non linéaire [26].
1.5.2 Conditions aux limites artificielles
Lorsqu’un problème physique est défini sur un domaine non borné, nous devons, pour la
simulation numérique, réduire celui-ci à un domaine borné muni de conditions aux limites
adaptées. Une méthode usuelle est l’introduction de conditions aux limites artificielles per-
mettant de conserver les caractéristiques du problème. De telles conditions sont construites
de façon à approcher au mieux la solution exacte du problème restreinte au domaine de
calcul. Elles sont dites absorbantes si elles conduisent à un problème avec valeurs initiales
bien posé pour lequel une énergie est absorbée à la frontière. Si la solution approchée coin-
cide sur le domaine de calcul avec la solution exacte du problème posé sur le domaine tout
entier, elles sont dites transparentes.
En collaboration avec C. Besse, J. Coatleven, S. Fliss et K. Ramdani [27], j’ai pro-
posé, pour l’équation de Helmholtz, une méthode permettant de construire l’opérateur
Dirichlet-to-Neumann (DtN) pour des milieux périodiques localement perturbés à symé-
trie hexagonale. L’approche utilisée est adaptée de celle adoptée dans [82] dans le cas des
réseaux carrés, dont l’une des principales hypothèses concernait les périodes correspon-
dantes qui doivent être commensurables, hypothèse non satisfaite dans le cas de réseaux
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hexagonaux. Cette approche permet d’obtenir une factorisation de l’opérateur DtN faisant
intervenir deux opérateurs non locaux. Le premier est un opérateur de type DtN pour un
problème de demi-espace. Le second est un opérateur de type Dirichlet-to-Dirichlet (DtD)
lié aux propriétés de symétrie du problème. L’opérateur DtN de demi-espace est caractérisé
par une transformée de Floquet-Bloch, une famille de problèmes de bande et une famille
d’équations de Ricatti stationnaires. L’opérateur DtD, quant à lui, est la solution d’une
équation linéaire qui peut être reformulée comme un ensemble d’équations intégrales non
standard.
Avec C. Besse et M. Ehrhardt [31], je me suis ensuite intéressée à l’équation linéaire
de KdV en une dimension d’espace qui, bien que simple, a beaucoup d’applications. Pour
obtenir des conditions aux limites artificielles numériques, plusieurs choix sont possibles.
Une première possibilité consiste à dériver les conditions aux limites artificielles au niveau
continu puis à les discrétiser pour les utiliser dans un schéma numérique. L’autre possibilité,
que nous avons choisie, consiste à commencer par discrétiser en temps et en espace le
problème et à dériver seulement ensuite les conditions aux limites qui devront être utilisées
dans les simulations numériques. En particulier, nous avons construit les conditions aux
limites adaptées pour deux schémas numériques, les schémas de Crank-Nicolson à droite et
centré. Pour cela, nous avons commencé par étendre la construction faite au niveau continu
dans [137].
Ces deux résultats seront présentés plus en détail dans le chapitre 4.
1.6 Simulation numérique des condensats de Bose-
Einstein
La modélisation des condensats de Bose-Einstein fait intervenir une équation de Schrö-
dinger non linéaire, appelée dans ce contexte équation de Gross-Pitaevksii. Lorsqu’on sou-
haite modéliser des condensats en rotation, l’ajout d’un terme de moment angulaire vient
compliquer la situation aussi bien dans le cas dynamique que stationnaire.
Dans le problème dynamique, la présence du terme de rotation rend plus complexe
l’intégration temporelle. Avec C. Besse et G. Dujardin [30], nous avons développé une classe
d’intégrateurs exponentiels d’ordre élevé, en tirant partie d’un changement de variables
permettant de revenir aux coordonnées Lagrangiennes (i.e. dans le repère lié au condensat
en rotation).
De plus, l’équation de Gross-Pitaevskii est une équation qui a plusieurs invariants, tels
que la masse et l’énergie. Avec C. Besse, S. Descombes et G. Dujardin [28], je m’inté-
resse donc, dans un travail encore en cours, à des schémas numériques qui permettent eux
aussi de préserver une discrétisation de celles-ci. En particulier, nous considérons deux mé-
thodes : la méthode de relaxation proposée par C. Besse dans [21] pour une non linéarité
cubique et la méthode de Crank-Nicolson proposée dans [65]. Pour la première, nous dé-
montrons que c’est une méthode d’ordre 2, résultat qui n’avait jusqu’à présent été obtenu
que numériquement. Nous proposons également une généralisation, préservant également
les invariants, au cas de non linéarités quelconques. Pour la seconde, nous nous intéressons
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à sa composition par la méthode présentée par exemple dans [129], composition qui per-
met de monter en ordre tout en gardant les propriétés de préservation des invariants de la
méthode.
Ces résultats seront présentés plus en détail dans le chapitre 5.

Chapitre 2
Analyse mathématique du modèle de
Navier-Stokes quantique
Dans les dernières décennies, les modèles fluides quantiques ont fait l’objet d’une grande
attention due à la diversité de leurs applications possibles. En effet, de tels modèles peuvent
être utilisés pour décrire des superfluides [109], des semiconducteurs quantiques [80], des gaz
de Bose à faibles interactions [89] et les trajectoires quantiques en mécanique Bohmienne
[135]. Récemment des modèles fluides quantiques dissipatifs ont été obtenus. En particulier,
sous certaines hypothèses et en utilisant des développements de Chapman-Enskog dans
l’équation de Wigner, dans [43] les auteurs ont obtenu le modèle appelé modèle de Navier-
Stokes quantique. Celui-ci correspond en fait au modèle de Navier-Stokes classique auquel
un terme de correction quantique a été ajouté. Les principales difficultés d’un tel modèle
sont la structure fortement non linéaire du terme d’ordre trois de correction quantique et
la démonstration de la positivité de la densité de particule. Notons que formellement, la
limite semi-classique de ce modèle conduit aux equations de Navier-Stokes compressibles
classiques avec une viscosité dépendante de la densité, et, la limite de faible viscosité
conduit, quant à elle, au système d’Euler quantique.
2.1 Présentation du problème
Le modèle de Navier-Stokes quantique compressible considéré ici est le suivant, pour
x P Ω et t ą 0
Btn` divpnuq “ 0, (2.1a)








“ 2 ν divpnDpuqq, (2.1b)
n|t“0 “ n0, pnuq|t“0 “ n0 u0. (2.1c)
Les inconnues du modèle sont la densité de particules n et la vitesse des particules u.
Ici Ω “ Td correspond au tore de dimension d (avec 1 ď d ď 3), et le terme u b u
correspond à la matrice de composantes ui uj . La fonction ppnq “ nγ avec γ ą 1 est la
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fonction pression etDpuq représente la partie symétrique du gradient de vitesse, c’est-à-dire
Dpuq “ p∇u`t ∇uq{2. Finalement, les paramètres physiques sont la constante de Planck
ε ą 0 et la constante de viscosité ν ą 0.




n peut être interprétée comme un potentiel quan-
tique appelé le potentiel de Bohm et bien connu en mécanique quantique. Ce potentiel
de Bohm vient de la formulation dynamique fluide de l’équation de Schrödinger pour une
seule particule. La non localité des mécaniques quantiques est approchée par le fait que
l’équation d’état ne dépend pas seulement de la densité de particule mais aussi de ses
gradients. Ces équations ont été utilisées pour modéliser des champs d’émissions dans des
métaux et des tunnels dans des structures métal-isolant-métal et pour simuler des appareils
semiconducteurs très petits.
Notons que dans ce problème, les estimations a priori fournissent des contrôles sur
le gradient de certaines quantités, ce qui permet d’avoir de la compacité sur la densité
n et le moment nu. Cependant il n’est possible d’obtenir un contrôle de nu2 que dans
L8pR`, L1pΩqq. Celui-ci ne permet pas d’empêcher les phénomènes de concentration dans
la construction des solutions dans le terme nub u.
Dans [95], en suivant les idées introduites dans [39], et en utilisant une définition de
solution faible qui consiste à multiplier l’équation des moments (2.1b) par nφ avec φ une
fonction test, A. Jüngel a démontré l’existence globale de solution au problème lorsque
ε ą ν. Dans [68], J. Dong a étendu ce résultat au cas ε “ ν, et, dans [93], F. Jiang a
montré que le même résultat reste valable lorsque ν ą ε. Le premier problème d’une telle
formulation est qu’elle nécessite, dans la démonstration, l’hypothèse γ ą 3 pour d “ 3 qui
n’est pas une hypothèse physiquement acceptable. De plus, les estimations a priori sur la
solution dépendent de ε et ν et ne permettent pas de passer à la limite sur l’un ou l’autre
des paramètres.
Une autre méthode consiste à introduire des termes supplémentaires tels que des termes
de traînée ou une pression froide. Cette dernière est une fonction croissante appropriée vé-
rifiant limnÑ0 pcpnq “ `8. Après avoir été introduite dans [38], cette idée a été développée
dans [136] pour les équations classiques (ε “ 0) avec des réactions chimiques. En collabo-
ration avec M. Gisclon [87], en ajoutant un terme de pression froide à (2.1), nous avons
pu démontrer à la fois l’existence de solutions faibles globales (en un sens plus classique et
sans l’hypothèse γ ą 3 pour d “ 3) et la limite semi-classique (εÑ 0) du problème.
Dans [132], les auteurs ont utilisé l’ajout de termes de traînée pour obtenir un résultat
d’existence analogue, résultat qu’ils ont ensuite utilisé dans [131] pour obtenir l’existence
de solutions faibles globales pour les équations de Navier-Stokes compressibles dégénérées
en passant à la limite à la fois sur ε et sur les coefficients de traînée. Notons que pour
démontrer un tel résultat, ils ont besoin de passer à la limite ε Ñ 0 avant de passer à la
limite sur les coefficients de traînée.
En collaboration avec A. Vasseur [104], nous avons récemment pu démontrer un résultat
d’existence de solutions faibles globales pour (2.1) sans ajout de termes supplémentaires.
Nous avons pour cela utilisé une méthode basée sur la construction de solutions faibles
renormalisées en la variable de vitesse, suivant en cela les idées présentées dans [131].
Notons que la construction étant uniforme en ε, nous avons également pu obtenir ainsi la
limite semi-classique.
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Partant de cette construction de solutions faibles globales pour (2.1), nous avons dé-
montré, en collaboration avec D. Bresch et M. Gisclon, l’existence d’une solution dissipative
au modèle d’Euler quantique en passant à la limite ν tend vers 0 dans le modèle de Navier-
Stokes quantique. La notion de solutions dissipatives est un concept qui a été introduit
par P.L. Lions dans le cas incompressible (voir [108]) et qui a ensuite été étendu au cas
compressible (voir [79, 78, 16, 128] pour le cas de viscosités constantes et [91, 42] pour des
viscosités dépendant de la densité). Afin de définir ce qu’est une solution dissipative pour
(2.1) et pour le système limite d’Euler quantique, nous avons dans [41] étendu l’entropie
relative introduite récemment dans [42], pour les équations de Navier-Stokes compressibles,
au cas plus général des modèles de Navier-Stokes-Korteweg et Euler-Korteweg qui sont des
modèles incluant les modèles quantiques.
2.2 Existence de solution et limite semi-classique
Dans cette partie, je présente les résultats obtenus avec ajout d’un terme de pression
froide ([87]) et sans ajout d’un tel terme ([104]).
2.2.1 Existence de solutions et limite semi-classique avec
ajout d’un terme de pression froide.
Le modèle considéré ici est le modèle (2.1) auquel nous avons ajouté un terme de
pression froide, c’est-à-dire pour x P Ω et t ą 0 :
Btn` divpnuq “ 0, (2.2a)








“ 2 ν divpnDpuqq, (2.2b)
complété des mêmes conditions initiales et avec :
p1cpnq “
"
cn´4k´1 pour n ď 1, k ą 1
nγ´1, pour n ą 1, γ ą 1 ,
où c est une constante positive.








np0, xq “ n0pxq
(2.3)
est satisfaite au sens des distributions et si pour toute fonction test régulière à support
















































l’énergie du système (donnée par la somme des énergies cinétique, interne et quantique)















Dans [87], nous avons démontré le résultat d’existence suivant :
Théorème 2.1. Soient ν ą 0, ε ą 0, 1 ď d ď 3, T ą 0, γ ě 1. Soit pn0, u0q tel que n0 ě 0
et Eεpn0, u0q ă 8. Alors il existe une solution faible pn, uq du système (2.2), (2.1c) au sens
de la définition 2.1 telle que
n ě 0 dans T3,
?
n P L8p0, T ;H1pΩqq X L2p0, T ;H2pΩqq,
n P L8p0, T ;LγpΩqq, nγ P L5{3p0, T ;L5{3pΩqq,
?
nu P L8p0, T, L2pΩqq, n|∇u| P L2p0, T ;L2pΩqq,
?







P L2p0, T ;L2pΩqq.
Remarque 2.1. Bien que le résultat soit valable pour 1 ď d ď 3, dans la démonstration
nous nous sommes focalisées uniquement sur le cas d “ 3. En effet c’est le cas le plus
intéressant en terme de difficulté et l’hypothèse γ ą 3 que nous voulions supprimer n’était
nécessaire dans [95] que dans ce cas là.
La démonstration du théorème 2.1 est assez classique et utilise des estimations a priori
ainsi qu’une construction de solutions approchées via la méthode de Faedo-Galerkin. Enfin
en utilisant de nouveau les estimations a priori et le lemme d’Aubin-Simon [124], on montre
la stabilité des solutions ainsi construites.





Eεpn, uq dx` ν
ż
Ω
n|Dpuq|2 dx “ 0, (2.6)
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H2pnq|∇n|2 `H2c pnq|∇n|2 ` ε2n|∇2 log n|2 ` 2n |∇u|2
˘
dx “ 0.
Celles-ci nous permettent, entre autre, d’obtenir les estimations indépendantes de ε sui-
vantes :
‚ p et pc sont dans L5{3p0, T ;L5{3pΩqq,
‚ ∇u P Lpp0, T ;LqpΩqq, u P Lpp0, T ;Lq‹pΩqq avec : p “ 8k{p4k`1q, q “ 24k{p12k`1q
et q‹ “ 24k{p4k ` 1q,
‚ ∇p1{
?
nq P L2p0, T ;L2pΩqq.
De plus, on peut également montrer via les estimations précédentes et l’injection de Sobolev






pΩqq, avec p1, q1 ą 2.
On introduit ensuite la vitesse effective w “ u ` ν∇ logpnq et on ajoute un terme régula-
risant pour obtenir le système suivant : pour x P Ω et t ą 0 :
Btn` divpnwq “ ν∆n, , (2.8a)








“ ν∆pnwq ` δp∆w ´ wq, (2.8b)
n|t“0 “ n0, pnwq|t“0 “ n0w0, (2.8c)
avec w0 “ u0 ` ν∇ logpn0q et ε0 “ ε2 ´ ν2.
Reste à construire une suite de solutions approchées pour (2.8). Pour cela, nous avons
suivi les idées développées dans [95] et utilisé une méthode de Faedo-Galerkin. On définit
l’espace de dimension finiXN “ V ect te1, ¨ ¨ ¨ , eNu , N P N‹ où les ei sont les vecteurs d’une
base orthonormale de L2pΩq. En utilisant le théorème de point fixe de Banach et l’estima-
tion d’énergie, on peut démontrer l’existence d’une suite de solutions globales pnδN , w
δ
N q.
Grâce aux estimations a priori, à des estimations sur les dérivées et à l’utilisation du lemme
d’Aubin-Simon [124], nous obtenons les convergences fortes nécessaires aux passages à la
limite N tend vers l’infini puis δ tend vers 0 (à sous-suites près).
Remarque 2.2. L’estimation
?
nw dans Lp1p0, T ;Lq1pΩqq avec p1, q1 ą 2 permet d’obtenir





2p0, T ;L2pΩqq et ainsi de passer à la limite, par





Reste finalement à montrer la stabilité des solutions, c’est-à-dire, à montrer qu’une
suite de solutions faibles globales pnτ , uτ qτ , vérifiant uniformément les inégalités d’énergie
et d’entropie, converge (à une sous-suite près) vers une solution pn, uq satisfaisant elle aussi
les mêmes inégalités. En particulier, il faut pouvoir passer à la limite dans les termes :






Ceci est possible grâce au résultat suivant, obtenu une fois de plus via les estimations a
priori et le lemme d’Aubin-Simon [124].




n, fortement dans L2p0, T ;H1pΩqq,
ppnτ q Ñ ppnq, fortement dans L1p0, T ;L1pΩqq,









nu, fortement dans L2p0, T ;L2pΩqq.
Considérons maintenant une suite de solutions pnε, uεqε de (2.2) au sens de la définition
2.1. On peut montrer qu’à une sous-suite près, pnε, uεqε converge lorsque ε tend vers 0 vers
pn0, u0q solution de :
Btn
0 ` divpn0 u0q “ 0, (2.9a)
Btpn
0 u0q ` divpn0u0 b u0q `∇pppn0q ` pcpn0qq “ 2 ν divpn0Dpu0qq, (2.9b)
n0|t“0 “ n0, pn
0 u0q|t“0 “ n0 u0, (2.9c)
au sens de la définition :








n0p0, xq “ n0pxq
(2.10)
est satisfaite au sens des distributions et si pour toute fonction test régulière φ à support









pn0u0 ¨ Btφ` n















n0Dpu0q : ∇φdx dt. (2.11)
Plus précisément, le résultat obtenu est le suivant :
Théorème 2.2. Soient 1 ď d ď 3, T ą 0, 0 ă ε ă ν, γ ě 1. Soit pn0, u0q telle que
n0 ě 0 et Eεpn0, u0q ă 8. Alors pour pnε, uεq solution de (2.2) on a (à une sous-suite
















n0u0 fortement dans L2p0, T ;L2pΩqq,










et pn0, u0q solution de (2.9).
En utilisant les estimations a priori, nous pouvons montrer les mêmes convergences
que pour la stabilité. La seule différence est que cette fois p
?
nεqε converge fortement dans
L2p0, T ;L2pΩqq et non dans L2p0, T ;H1pΩqq. En effet, cette dernière est obtenue via une
estimation qui dépend mal de ε. Nous avons donc cette fois les convergences suivantes :




n, fortement dans L2p0, T ;L2pΩqq,
ppnεq Ñ ppnq, fortement dans L1p0, T ;L1pΩqq,
pcpn









nu, fortement dans L2p0, T ;L2pΩqq.
Cette proposition permet de passer à la limite dans les deuxième et troisième in-
tégrales à gauche et la dernière à droite de l’équation (2.4). En utilisant le fait que
?
n P L2p0, T ;L2pΩqq et ∇
?


















n : ∇φ ď Cε2,
avec C une constante indépendante de ε. Cette dernière nous permet d’obtenir leur conver-
gence vers 0 lorsque ε tend vers 0.
2.2.2 Existence de solutions et limite semi-classique sans
ajout d’un terme de pression froide.
Avec A. Vasseur, nous avons montré dans [104] l’existence de solution du système (2.1)
sans ajout de terme de pression froide (ou de traînée). Notons que ce résultat est également
valable si nous ajoutons au modèles des termes sources mais que, par souci de simplification
de la présentation, je les prendrai nuls ici.
Le système (2.1) est ré-écrit sous la forme :
Btn` divpnuq “ 0, (2.12a)







n|t“0 “ n0, pnuq|t“0 “ n0 u0, (2.12c)
où :
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Pour la partie visqueuse, Sν est la partie symétrique de Tν avec :
?





Dès que n est régulière et loin de zéro, la partie quantique de (2.13) est équivalente à
(2.14) et la fonction Tν est formellement
?
νn∇u. Cependant les estimations a priori ne
permettent pas de définir 1{
?
n et ∇u (sans ajout de termes supplémentaires). On définit














































et sa dissipation associée :






|∇nγ{2|2 ` ε2n|∇2 lnn|2 ` 2n|Apuq|2
˙
dx,
où Apuq est la partie anti-symétrique de ∇u. La fonction lnn n’est pas contrôlée par les











































et DEpSνq`DBDpn, uq dès que chaque terme peut-être défini et que Sν est la partie symé-
trique de Tν “
?
νn∇u. Plus précisément, il existe une constante universelle C‹ telle que















nuq ` EBDpn, uqq,
1
C˚




nu,Tνq ď C˚pDEpSνq `DBDpn, uqq.
Le but ici est de construire des solutions faibles du système (2.12) en utilisant les estima-
tions a priori fournies par les inégalités d’énergie et d’entropie BD. L’idée essentielle est
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d’introduire un notion un peu plus forte de solutions faibles que nous appelons les solutions
renormalisées. Elles sont définies de la façon suivante (voir la définition 2.4 pour plus de
précision). Pour toute fonction ϕ PW 2,8pRdq, il existe deux mesures Rϕ, Rϕ PMpR`ˆΩq
telles que l’équation suivante est vérifiée au sens des distributions :
Btpnϕpuqq ` divpnuϕpuqq ` ϕ






ε2Sεqq “ Rϕ, (2.16)
avec Sε qui vérifie (2.14), Sν la partie symétrique de Tν tel que pour tout i, j, k entre 1 et
d :
?








}Rϕ}MpR`ˆΩq ` }Rϕ}MpR`ˆΩq ď C}ϕ
2}L8 .
Notons qu’en prenant une suite de fonctions ϕn telle que ϕnpyq converge vers yi mais
}ϕ2}L8 converge vers 0, on retrouve formellement (2.12).
Le résultat principal est le suivant :































De plus, pour toute fonction ϕ PW 2,8pRdq,






Enfin, n P C0pR`;LppΩqq pour 1 ď p ă supp3, γq, et nu P C0pR`;L3{2pΩq ´
faibleq X C0pR`;L
2γ
γ`1 pΩq ´ faibleq.
2. Toute solution renormalisée de (2.12) est une solution faible de (2.12) avec la même
valeur initiale.
3. Considérons une suite εm ě 0, convergeant vers ε ě 0, νm ą 0 convergeant vers ν ą
0, p?n0,m,
?




n0,mu0,mq soit uniformément bornée,




nmumq de (2.12). Alors, il existe une




nuq une solution renormalisée




n0u0q et une constante de Planck ε, telle que
nm converge vers n dans C0pR`;LppΩqq pour 1 ď p ă supp3, γq, et nmum converge
vers nu dans C0pR`;L3{2pΩq ´ faibleq X C0pR`;L
2γ
γ`1 pΩq ´ faibleq. La fonction
Tν,m converge faiblement dans L2pR` ˆ Ωq vers Tν . De plus, pour toute fonction
ϕ P W 2,8pRdq, ?nmϕpumq converge fortement dans LplocpR
` ˆ Ωq vers
?
nϕpuq
pour 1 ď p ă 6.
La partie stabilité du théorème inclut le cas de la limite semi-classique ε2m tend vers 0.
On obtient donc le corollaire suivant :
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n0u0q tel que E0 soit bor-




nεuεq de (2.12) avec ε ą 0. Alors, il existe




nuq une solution renormalisée des
équations de Navier-Stokes ( (2.12) avec ε “ 0) avec la même valeur initiale telle que nε
converge vers n dans C0pR`;LppΩqq pour 1 ď p ă supp3, γq, et nεuε converge vers nu dans
C0pR`;L3{2pΩq´faibleqXC0pR`;L
2γ
γ`1 pΩq´faibleq. La fonction Tν,ε converge faiblement




` ˆ Ωq vers
?
nϕpuq pour 1 ď p ă 6.
Pour démontrer ces résultats, on introduit le problème :
nt ` divpnuq “ 0,




εnSεq “ ´r0u´ r1ρ|u|2u,
(2.18)
pour lequel l’existence de solution a été démontrée dans [132]. L’énergie et l’entropie BD












` p2ε2 ` 4ν2q|∇
?

















` |Tν |2 ` r0|u|2 ` r1n|u|4
¯
dx.
et on obtient ainsi les estimations a priori suivantes :
?
n P L8pR`;L2pΩqq, ∇
?
n P L8pR`;L2pΩqq, ∇nγ{2 P L2pR`;L2pΩqq
?
nu P L8pR`;L2pΩqq, Tν P L2pR`;L2pΩqq, ε∇2
?
n P L2pR`;L2pΩqq,




0 u P L
2pR`;L2pΩqq, r0 lnn P L8pR`;L1pΩqq.
(2.19)
On définit les notions de solutions faibles et solutions faibles renormalisées de (2.18)
comme suit.




nuq est une solution faible de (2.18), si elle vérifie les















εnSεq ¨∇ψ ` Fψ
˘
dx dt “ 0,
avec Sν la partie symétrique de Tν vérifiant (2.15), Sε vérifiant (2.14), et
F “ ´2nγ{2∇nγ{2 ´ r0u´ r1n|u|2u, (2.20)
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nuq est une solution faible renormalisée de (2.18), si
elle vérifie les estimations a priori (2.19), et si pour toute fonction ϕ PW 2,8pRdq, il existe
deux mesures Rϕ, Rϕ PMpR` ˆ Ωq, telles que
}Rϕ}MpR`ˆΩq ` }Rϕ}MpR`ˆΩq ď C}ϕ
2}L8pRq,




nuq, et si pour toute fonction ψ P






















dx dt “ xRϕ, ψy ,
avec Sν la partie symétrique de Tν vérifiant (2.17), Sε vérifiant (2.14), F donnée par (2.20),

















On peut démontrer le résultat suivant :





n0u0q tel que Er soit bornée. Alors, pour tout ε ě 0, r0 ě 0,

























De plus, pour toute fonction ϕ PW 2,8pRdq,






Enfin, n P C0pR`;LppΩqq pour 1 ď p ă supp3, γq, et nu P C0pR`;L3{2pΩq ´
faibleq X C0pR`;L
2γ
γ`1 pΩq ´ faibleq.
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2. Toute solution renormalisée de (2.18) est une solution faible de (2.18) avec la même
valeur initiale.
3. Si r0 ą 0, r1 ą 0, et ε ą 0, alors toute solution faible de (2.18) est aussi une
solution renormalisée de (2.18) avec la même valeur initiale.
4. Considérons des suites εm ě 0, r0,m ě 0, r1,m ě 0, νm ą 0, convergeant res-















nmumq de (2.18). Alors, il existe une sous-suite (encore notée avec l’in-









n0u0q, constante de Planck ε, et les coefficients de traînée r0, r1 telle que nm
converge vers n dans C0pR`;LplocpΩqq pour 1 ď p ă supp3, γq, et nmum converge
vers nu dans C0pR`;L3{2pΩq ´ faibleq X C0pR`;L
2γ
γ`1 pΩq ´ faibleq. La fonction
Tν,m converge faiblement dans L2pR` ˆ Ωq vers Tν . De plus, pour toute fonction
ϕ P W 2,8pRdq, ?nmϕpumq converge fortement dans LplocpR
` ˆ Ωq vers
?
nϕpuq
pour 1 ď p ă 10γ{3.
Il est important de voir que ce théorème et le résultat de [132] implique le théorème
2.3. En effet, [132] donne la construction de solutions faibles de (2.18) avec r0, r1 et ε
strictement positifs. La partie (3) du théorème 2.4 assure que celle-ci est aussi une solution
renormalisée. En considérant des suites r0,m, r1,m ě 0 convergeant vers 0, la partie (4) de
ce même théorème fournit à la limite une solution renormalisée de (2.12).
La partie (2) du théorème 2.4 est facile à obtenir. La partie (4) s’obtient de façon
classique en utilisant les estimations a priori et le lemme d’Aubin-Simon. La partie (1) est
une conséquence de [132] et des parties (3) et (4). Enfin, pour démontrer la partie (3), on
part de [132] qui donne l’existence d’une solution faible de (2.18). Cependant, les solutions
ainsi obtenues n’ont pas la régularité suffisante. Pour palier à ce problème, on introduit une
fonction cut-off. A l’aide de celle-ci et de u, on définit une nouvelle variable v. En utilisant
des estimations de commutateur à la Di Perna Lions, on obtient les équations satisfaites
par n et v. On peut alors passer à la limite sur le paramètre de cut-off et obtenir le résultat.
2.3 La limite de faible viscosité
Formellement, lorsque ν tend vers 0, le système (2.1) tend vers le système d’Euler
quantique :
Btn` divpnuq “ 0, (2.21a)









Pour ce système, l’existence globale de solutions faibles a été démontrée dans [5, 6] puis dans
[44] en supposant irrotationnelle la vitesse initiale, c’est-à-dire en supposant rotpn0u0q “ 0.
L’existence de solutions fortes locales a également été démontrée (voir [20]) et le caractère
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globalement bien posé a récemment été obtenu pour des données irrotationnelles petites
dans [10] en supposant une condition naturelle de stabilité sur la pression.
Les modèles de Navier-Stokes quantique et d’Euler quantique appartiennent à des
classes de modèles plus générales qui sont les systèmes de Navier-Stokes-Korteweg et
d’Euler-Korteweg. Le but ici est d’étendre à ces deux modèles de Korteweg une entropie
relative proposée dans [42] pour les équations de Navier-Stokes compressible avec viscosité
dépendante de la densité. Ceci nous permet de définir ce que nous appelons des solutions
dissipatives pour chacun des systèmes, suivant en cela le concept introduit par P. L. Lions
dans le cas incompressible [108] et ensuite étendu au cas compressible (voir [16, 79, 78, 128]
pour le cas de viscosités constantes et [42, 91] pour le cas de viscosités dépendant de la
densité). Ces résultats nous permettent alors de montrer que dans le cas quantique, une
solution faible de (2.1) (dont l’existence est démontrée au paragraphe précédent) qui est
également une solution dissipative converge vers une solution dissipative de (2.21) dans la
limite ν tend vers 0. Plus précisément, le théorème que nous montrons est le suivant :
Théorème 2.5. Soit n0 et u0 assez régulières. Soit pnν , uνq une solution faible entropique
du système de Navier-Stokes quantique (2.1). Soit pn, uq la limite faible de pnν , uνq lorsque
ν tend vers 0 dans le sens suivant :




nu faible ‹ dans L8p0, T ;L2pΩqq,
?
nν v̄ν á ε
?
nv faible ‹ dans L8p0, T ;L2pΩqq,
avec n v “ ∇n. Alors pn, uq est une solution dissipative du système d’Euler quantique (2.21)
au sens de la définition 2.5 avec Kpnq “ 1{n.
Ce théorème est directement obtenu en remarquant que toute solution faible entropique
est une solution dissipative pour le système de Navier-Stokes quantique et en passant à
la limite ν tend vers 0 dans l’inégalité d’entropie relative définissant la notion de solution
dissipative pour celui-ci afin de montrer qu’à la limite on obtient celle utilisée pour définir
la notion de solution dissipative pour le système d’Euler quantique. Il s’agit donc essen-
tiellement d’obtenir les inégalités d’entropie relative pour chacun des modèles et de donner
les définitions de ce qui est appelé solution dissipative pour chacun d’entre eux. Comme
dit précédemment nous établissons en fait ces inégalités sur les formulations augmentées
des généralisations Korteweg de ces systèmes.
Introduisons donc maintenant les deux systèmes de Korteweg considérés. Ils sont,
comme dans la partie précédente, complétés de la condition initiale suivante :
n|t“0 “ n0, pnuq|t“0 “ n0u0 pour x P Ω. (2.22)
Le système d’Euler-Korteweg est donné par :















où J “ Jpt, xq “ npt, xqupt, xq, K : p0,8q Ñ p0,8q est une fonction régulière telle que












n divpKpnq∇nq ` 1
2
pKpnq ´ nK 1pnqq|∇n|2
˙
IRd ´Kpnq∇nb∇n.












et montrer la généralisation de l’identité de Bohm :




λpnq “ 2pµ1pnqn´ µpnqq.
On définit alors la formulation augmentée de (2.23) suivante :
Btn` divpnuq “ 0, (2.25a)







Btpn vq ` divpn v b uq ` divpµpnq
t∇uq ` 1
2
∇pλpnq div uq “ 0, (2.25c)
que nous appelons dans la suite système d’Euler-Korteweg augmenté.
Remarque 2.3. Notons que la relation entre λ et µ est exactement la relation BD trouvée




ns avec s P R afin d’avoir µpnq “ nps`3q{2. La constante multiplicative
dans la définition de K n’affecte pas la généralité des résultats puisqu’il suffirait de modifier
la définition de ε.
En posant Kpnq “ 1{n (qui conduit à µpnq “ n, λpnq “ 0 et v “ ∇ log n), (2.25)
devient :
Btn` divpnuq “ 0, (2.26a)
Btpnuq ` divpnub uq `∇pppnqq “ ε2 divpn∇vq, (2.26b)
Btpn vq ` divpn v b uq ` divpn
t∇uq “ 0, (2.26c)
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qui correspond à la formulation augmentée de (2.21) et sera donc appelée Euler-quantique
augmenté.
Le système de Navier-Stokes-Korteweg, quant à lui, peut être écrit :
Btn` divpnuq “ 0, (2.27a)








avec v, µ et λ définis ci-dessus. En multipliant (2.27a) par µ1pnq et en en prenant le gradient,
nous avons l’équation suivante sur v :
Btpn vq ` divpn v b uq ` divpµpnq
t∇uq ` 1
2
∇pλpnq div uq “ 0. (2.28)
En définissant la vitesse effective w “ u` ν v et en utilisant les équations (2.27b) et (2.28)
nous obtenons la formulation augmentée :
Btn` divpnuq “ 0, (2.29a)




“ pε2 ´ ν2q rdivpµpnq∇vq ` 1
2
∇pλpnq div vqs, (2.29b)
Btpn vq ` divpn v b uq ` divpµpnq
t∇uq ` 1
2
∇pλpnqdiv uq “ 0. (2.29c)
Une fois de plus, en prenant Kpnq “ 1{n dans (2.29), on obtient la formulation augmentée
du système de Navier-Stokes quantique :
Btn` divpnuq “ 0, (2.30a)
Btpnwq ` divpnw b uq `∇pppnqq ´ ν divpn∇wq “ pε2 ´ ν2q divpn∇vq, (2.30b)
Btpn vq ` divpn v b uq ` divpn
t∇uq “ 0. (2.30c)
Notons que dans la limite ν tend vers 0, la variable vraiment intéressante est en fait v̄
définie par : v̄ “
?
ε2 ´ ν2 v sous l’hypothèse ε ą ν. Le système (2.29) devient alors :
Btn` div pnuq “ 0, (2.31a)


























que nous appellerons système de Navier-Stokes-Korteweg augmenté dans toute la suite
Rappelons que par [67] et [40], nous pouvons montrer les estimations d’énergie sui-
vantes.
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Proposition 2.3. Toute solution faible pn, u, vq de (2.25) vérifie :
EEuKpn, u, vqptq ď EEuKpn, u, vqp0q, (2.32)
avec :

























µpnqp|∇w|2 ` |∇v̄|2q ` λpnq
2
`

















Dans toute la suite, on notera Hpn|rq l’enthalpie modulée définie par :
Hpn|rq “ Hpnq ´Hprq ´H 1prqpn´ rq,
avec r une fonction régulière bornée de pt, xq sur R` ˆ Ω.
Nous définissons EEuKpρ, u, v|r, U, V q et ENSKpρ, v̄, w|r, V̄ ,W q les fonctionnelles d’en-
tropie relatives respectivement associées aux systèmes d’Euler-Korteweg augmenté (2.25)
et de Navier-Stokes-Korteweg augmenté (2.31) par :




















































































De telles énergies mesurent la distance entre une solution faible entropique pn, u, vq (res-
pectivement pn, v̄, wq) et n’importe quelle fonction test assez régulière pr, U, V q (resp.
pr, V̄ ,W q).
Soit U une fonction donnée assez régulière et r une solution forte de :
Btr ` divprUq “ 0. (2.36)
On introduit la fonction E données par :
r pBtU ` U ¨∇Uq `∇pprq ´ ε2 divpµprq t∇V q `
1
2
∇pλprq div V q “ E pr, Uq, (2.37)
En utilisant r V “ ∇pµprqq et l’équation (2.36) nous obtenons :
r pBtV ` U ¨∇V q ` divpµprq t∇Uq `
1
2
∇pλprq divUq “ 0. (2.38)
On définit alors la notion de solution dissipative pour le système d’Euler-Korteweg de la
façon suivante.
Définition 2.5. Soit µpnq “ nps`3q{2 (i.e. Kpnq “ ps`3q
2
4 n
s) avec γ ě s ` 2 et s ě ´1.
Soit n0 et u0 des fonctions assez régulières. Le couple pn, uq est une solution dissipative
du système d’Euler-Korteweg (2.23) complété de la condition initiale (2.22), si le triplet
pn, u, vq avec n v “ ∇pµpnqq vérifie :
EEuKptq ď EEuKp0q exppC tq ` bEuKptq ` C
ż t
0
bEuKpξq exppC pt´ ξqq dξ,








|E ¨ pU ´ uq|,
pour toute solution forte pr, U, V q de (2.36)-(2.38).
On introduit ensuite E ν donnée par :
r pBtU ` U ¨∇Uq `∇pprq ´ 2 ν divpµprqDpUqq ´ ν∇pλpρq divUq
`ε2
„
pdivpµprqt∇V q ` 1
2
∇pλprq div V q

“ E νpr, Uq. (2.39)
En utilisant
rV “ ∇µprq, V̄ “
a
ε2 ´ ν2 V, W “ U ` ν V,
et l’équation (2.36), nous avons :








divpµprq∇V̄ q ` 1
2
∇pλprq div V̄ q
˙
“ E νpr, Uq,
r
`











On définit alors la notion de solution dissipative pour le système de Navier-Stokes-Korteweg
de la façon suivante.
36 Ingrid Lacroix-Violet
Définition 2.6. Soit µpnq “ nps`3q{2, γ ě s`2 et s ě ´1. Soit n0 et u0 des fonctions assez
régulières. Le couple pn, uq est une solution dissipative de (2.27) complété de la condition
initiale (2.22) si le triplet pn, v̄, wq (avec n v “ ∇µpnq, v̄ “
?
ε2 ´ ν2 v, w “ u`ν v) vérifie
pour toute solution forte pr, Uq de (2.36), (2.39) (ou en d’autres termes pour tout triplet
pr, V̄ ,W q solution forte de (2.36), (2.40)-(2.41))




ν pt´ ξqq dξ ` bNSKptq,
avec













E ν ¨ pW ´ wq
ı
,
et C “ Cpr, U, V̄ ,W q une constante uniformément borné sur R` ˆ Ω.
On peut montrer que pour chacun des modèles toute solution faible est également une
solution dissipative. En effet on a les résultats suivants pour chacun des deux modèles.
Théorème 2.6. Supposons µpnq “ nps`3q{2 avec γ ě s ` 2 et s ě ´1. Soit pn, u, vq une
solution faible de (2.25) et pr, U, V q une solution forte de (2.36)-(2.38) avec E pr, Uq “ 0.
Alors :




où C “ Cpr, U, V q est une constante uniformément bornée sur R` ˆ Ω.
Théorème 2.7. Supposons µpnq “ nps`3q{2 avec γ ě s ` 2 et s ě ´1. Soit pn, v̄, wq une
solution faible du système (2.31) et pr, V̄ ,W q une solution forte de (2.36), (2.40)-(2.41)
avec E νpr, Uq “ 0. Alors




avec F ν donnée dans la définition 2.6.
Ces deux résultats donnent, par application du lemme de Gonwall les corollaires sui-
vants.
Corollaire 2.1. Sous les hypothèses du théorème 2.6, on a :
EEuKptq ď EEuKp0q exppC tq,
où C “ Cpr, U, V q est une constante uniformément bornée sur R` ˆ Ω.
Corollaire 2.2. Sous les hypothèses du théorème 2.7, on a :
ENSKptq ď ENSKp0q exppF ν tq,
où F ν est donnée dans la définition 2.6.
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Les principaux ingrédients des démonstrations des théorèmes 2.6 et 2.7 sont les inéga-
lités d’énergie (2.32) et (2.33), des intégrations par partie, l’inégalité de Young, l’inégalité
(4.1) de [78] concernant l’enthalpie modulée et surtout des lemmes techniques permettant
par exemple de relier une modulation de la pression et de sa dérivée, ou encore la diffé-
rence µ1pnq´µ1prq à l’enthalpie modulée. Enfin, pour le théorème 2.7, l’élément clé est une
généralisation à µpnq “ nps`3q{2 de la relation (5) établie dans [42] pour le cas µpnq “ n.
Cette relation, très importante, permet de contrôler des termes venant de la pression.

Chapitre 3
Analyse mathématique et numérique
d’un modèle de corrosion
A la demande de l’agence nationale pour la gestion des déchets radioactifs, l’ANDRA,
des recherches sont menées afin d’étudier la fiabilité de l’enfouissement des déchets nu-
cléaires. Le concept du stockage est le suivant : les déchets sont confinés dans une capsule
d’acier cylindrique puis déposés dans une couche d’argile à plusieurs centaines de mètres
de profondeur. Les déchets ainsi traités étant des déchets à haute activité et longue vie,
il est nécessaire de prendre en compte la dégradation des capsules d’acier utilisées pour le
confinement. Celle-ci est due à un processus de corrosion.
Dans ce contexte, le modèle DPCM (Diffusion Poisson Coupled Model) a été développé
par Bataillon et al [18]. Il permet de décrire les processus de corrosion à la surface de
la capsule d’acier. Il suppose que le métal est recouvert d’une couche dense d’oxyde en
contacte avec l’argile. Le modèle décrit l’évolution de cette couche d’oxyde. Bien que, dans
le cadre du stockage, les capsules soient cylindriques, la couche d’oxyde étant très mince
(par rapport à la taille de la surface exposée) et les hétérogénéités n’étant pas prises en
compte, le modèle DPCM est un modèle 1D.
Il est composé d’équations de dérive-diffusion pour le transport des charges (trois es-
pèces sont considérées : les électrons, les cations Fe3` et les lacunes d’oxygène), couplées à
une équation de Poisson pour le potentiel électrostatique. Les interactions (réactions élec-
trochimiques et chutes de potentiel) entre la couche d’oxyde et les autres couches (métal
et argile) sont décrites par les lois de Butler-Volmer. Le modèle inclut des équations de
déplacements des interfaces.
Des méthodes numériques pour ce modèle ont été élaborées et étudiées par Bataillon
et al dans [17]. Des expériences numériques avec des valeurs physiques des paramètres ont
montré la capacité du modèle à reproduire les comportements physiques attendus. Cepen-
dant, des questions théoriques (telles que l’existence de solution ou leur comportement en
temps long) et des questions numériques (telles que la convergence du schéma ou le fait
qu’il préserve l’asymptotique) n’avaient pas encore été étudiées.
Dans ce chapitre, nous considérons une version simplifiée du modèle DPCM, déjà in-
troduite dans [17]. Dans ce cas particulier, seules deux espèces sont prises en compte :
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les électrons et les cations Fe3`. Le déplacement des interfaces n’étant dû qu’aux lacunes
d’oxygène dans le modèle DPCM complet et celles-ci n’étant pas prises en compte dans le
modèle simplifié, ce dernier est posé sur un domaine fixe. De telles simplifications nous ont
permis de démontrer l’existence de solutions faibles globales et de voir comment traiter les
conditions aux limites pour l’analyse du schéma numérique introduit dans [17].
3.1 Présentation du problème
Les inconnues du modèle sont les densités d’électrons N et de cations Fe3` P et le
potentiel électrique Ψ. Les densités de courant sont respectivement notées JN et JP . Elles
contiennent un terme de convection et un terme de diffusion. Comme nous ne prenons
pas en compte les équations de mouvement des interfaces, le domaine décrivant la couche
d’oxyde est l’intervalle p0, 1q. Le modèle consiste en deux équations de dérive-diffusion pour
les densités couplées à l’équation de Poisson pour le potentiel électrique. Soit T ą 0, le
modèle s’écrit :
BtP ` BxJP “ 0, JP “ ´BxP ´ 3PBxΨ, dans p0, 1q ˆ p0, T q, (3.1a)
εBtN ` BxJN “ 0, JN “ ´BxN `NBxΨ, dans p0, 1q ˆ p0, T q, (3.1b)
´λ2B2xxΨ “ 3P ´N ` ρhl, dans p0, 1q ˆ p0, T q, (3.1c)
où λ est la longueur de Debye adimensionnée et ρhl une constante donnant la densité nette
de charge des espèces ioniques dans la matrice hôte. Le paramètre ε représente le quotient
des coefficients de mobilité des électrons et des cations et il est donc très petit devant 1.
Comme les équations (3.1a) et (3.1b) pour les densités de charge ont la même forme,
dans la suite nous utiliserons plutôt la forme plus synthétique suivante :
εuBtu` BxJu “ 0, Ju “ ´Bxu´ zuuBxΨ, dans p0, 1q ˆ p0, T q. (3.2)
Pour u “ P,N , on a respectivement zu “ 3,´1 et εu “ 1, ε.
Regardons maintenant de plus près les conditions aux limites. Des charges sont créées
et utilisées aux deux interfaces x “ 0 et x “ 1. Les réactions électrochimiques aux interfaces
sont décrites par les lois de Butler-Volmer. Elles conduisent à des conditions aux limites
de type Robin pour N et P qui, comme dans [17], ont exactement la même forme. Par
conséquent, pour u “ P,N , on a :
´Ju “ r
0
upu,Ψq sur tx “ 0u ˆ p0, T q, (3.3a)
Ju “ r
1
upu,Ψ, V q sur tx “ 1u ˆ p0, T q, (3.3b)
où V est un potentiel appliqué donné (ici nous ne considérons que le cas potentiostatique)
et r0u et r1u sont des fonctions linéaires et croissantes par rapport à u. Plus précisément, du
fait des réactions électrochimiques aux interfaces, nous avons pour u “ P,N :





r1ups, x, V q “ β
1
upV ´ xqs´ γ
1
upV ´ xq, (3.4b)
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où les fonctions pβiuqi“0,1, pγiuqi“0,1 sont données. Celles-ci dépendent de beaucoup de pa-
ramètres : les coefficients d’interface cinétique pmiu, kiuqi“0,1, les coefficients de transfert
paiu, b
i
uqi“0,1, l’occupation maximale pour les cations octaédriques dans le réseau hôte
Pmax et la densité d’électrons d’état dans le métal Nmax. Pour u “ P,N , les fonctions
pβiuqi“0,1, pγ
i

















Dans tout le chapitre nous supposerons que les coefficients cinétiques d’interface et les














u P r0, 1s, pour u “ P,N. (3.7)
On suppose également que ρhl ne dépend pas de x et que
3Pmax ´Nmax ` ρhl “ 0. (3.8)
En effet, dans les applications (voir [18]), le scaling du modèle conduit à ρhl “ ´5, Pmax “ 2
et Nmax “ 1, de sorte que la relation (3.8) est satisfaite.
Les conditions aux limites pour l’équation de Poisson prennent en compte le fait que le
métal comme la solution peuvent être chargés puisqu’ils sont respectivement des conduc-
teurs électronique et ionique. Une telle accumulation de charges induit un champ électrique
donné par la loi de Gauss. Ces accumulations dépendent de la différence de potentiel à
l’interface donnée par la loi usuelle d’Helmholtz qui relie la différence de potentiel à la
capacitance. Les paramètres ∆Ψpzc0 et ∆Ψ
pzc
1 sont les différences de potentiel correspon-
dant à la non accumulation de charges respectivement dans le métal et dans la solution.
Finalement, les conditions aux limites pour le potentiel électrique sont données par :
Ψ´ α0BxΨ “ ∆Ψ
pzc
0 , sur tx “ 0u ˆ p0, T q, (3.9a)
Ψ` α1BxΨ “ V ´∆Ψ
pzc
1 , sur tx “ 1u ˆ p0, T q, (3.9b)
où α0 et α1 sont des paramètres positifs sans dimension venant du scaling utilisé.
Le système est complété de conditions initiales données dans L8p0, 1q :
upx, 0q “ u0pxq, pour u “ P,N. (3.10)
De plus, nous supposons qu’elles vérifient :
0 ď u0 ď umax, p.p. sur p0, 1q, pour u “ P,N. (3.11)
Dans toute la suite du chapitre nous noterons pPq le modèle de corrosion donné par (3.1),
(3.4), (3.5), (3.9) et (3.10).
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3.2 Existence de solutions
En collaboration avec C. Chainais-Hilliairet, nous avons montré dans [50], l’existence
de solutions faibles bornées pour le modèle de corrosion pPq. Le résultat obtenu est le
suivant :
Théorème 3.1. Supposons que les conditions (3.6), (3.7), (3.8) et (3.11) soient vérifiées.











































Alors le problème pPq admet une solution faible pN,P,Ψq définie par :
‚ P, N P L8pr0, T s ˆ p0, 1qq X L2p0, T ;H1p0, 1qq pour tout T ą 0,
‚ Ψ P L2p0, T ;H1p0, 1qq pour tout T ą 0






















































p3P ´N ` ρhlqϕdxdt. (3.14)
De plus les densités N et P vérifient pour tout t P r0, T s et x P p0, 1q :
0 ď P pt, xq ď Pm, 0 ď Npt, xq ď Nm. (3.15)
La démonstration de ce résultat repose sur l’existence d’une solution pour le schéma
semi-discrétisé en temps associé au problème, puis à l’obtention d’estimations a priori
permettant de passer à la limite. Plus précisément, le schéma semi-discret en temps que
nous considérons est le suivant. Nous introduisons ptkq0ďkďK une subdivision de l’intervalle
en temps r0, T s pour T fixé. Le pas de temps est noté dans la suite ∆t (∆t “ T {K) et
nous avons tk “ k∆t pour tout 0 ď k ď K. En posant comme condition initiale :
P 0 “ P0, N
0 “ N0, (3.16)
pour tout 0 ď k ď K ´ 1, nous considérons le système :
´λ2BxxΨ














k, dans (0,1), (3.18)
avec : u “ P,N . Il est complété par les conditions aux bords :
Ψk ´ α0BxΨ
k “ ∆Ψpzc0 , en x “ 0, (3.19a)
Ψk ` α1BxΨ









kquk`1 ´ γ1upV ´Ψ
kq, en x “ 1, pour u “ P,N. (3.20b)
Pour ce système semi-discret, nous pouvons montrer le résultat suivant donnant l’existence
d’une unique solution.
Théorème 3.2. Sous les hypothèses du théorème 3.2, le schéma semi-discret (3.16)–(3.20)
admet une unique solution faible ppΨkq0ďkďK´1, pP k, Nkq0ďkďKq avec Ψk P H1p0, 1q pour
tout 0 ď k ď K ´ 1 et P k, Nk P H1p0, 1q pour tout 1 ď k ď K.
Pour démontrer ce théorème, nous commençons par remarquer que le sytème (3.17)-
(3.20) est découplé. En effet, connaissant uk (pour u “ N,P ), Ψk est définie comme
la solution du problème (3.17), (3.19) dont l’équation (3.17) est une équation elliptique
classique. De ce fait si le terme de droite est dans L2p0, 1q alors en utilisant une équivalence
de norme dans H1p0, 1q et, en appliquant le théorème de Lax-Milgram à la formulation
variationnelle associée, on peut facilement montrer l’existence d’une unique solution Ψk P
H1p0, 1q. L’injection de H1p0, 1q dans C0pr0, 1sq permet de donner un sens aux conditions
aux limites (3.20). Alors Ψk étant connu, uk`1 (pour u “ N,P ) est obtenu comme la
solution du système (3.18), (3.20) dont l’équation (3.18) est une équation de convection-
diffusion. En utilisant le changement de variable de Slotboom, on transforme celle-ci en
une équation elliptique classique pour laquelle on peut à nouveau montrer l’existence d’une
solution à la formulation variationnelle associée.
Grâce au problème semi-discret (3.16)-(3.20) et au théorème 3.2, nous pouvons définir
une solution approchée du modèle pPq constante par morceaux en temps. Elle est notée
pP∆t, N∆t,Ψ∆tq et est définie par :
P∆tpt, xq “ P
kpxq, N∆tpt, xq “ N
kpxq,@pt, xq P ptk´1, tks ˆ p0, 1q,@1 ď k ď K, (3.21a)
Ψ∆tpt, xq “ Ψ
k´1pxq,@pt, xq P ptk´1, tks ˆ p0, 1q, @1 ď k ď K. (3.21b)
Le but est ensuite de montrer que lorsque ∆t tend vers 0, la suite de solutions approchées
pP∆t, N∆t,Ψ∆tq∆t tend vers pP,N,Ψq vérifiant (3.13)-(3.14). Pour ce faire, nous commen-
çons par montrer des estimations a priori : des estimations L8 pour N∆t et P∆t, et, des
estimations L2p0, T,H1p0, 1qq pour Ψ∆t, N∆t et P∆t. En introduisant ensuite un opéra-
teur de décalage, nous montrons des estimations sur les translatées en temps. Enfin, en
utilisant des arguments de compacité à la Aubin-Simon (voir [124]), nous établissons les
convergences suivantes :
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Proposition 3.1. Supposons les hypothèses du théorème 3.2 vérifiées. Soit
pP∆t, N∆t,Ψ∆tq∆t une suite de solutions approchées donnée par le schéma semi-discret
(3.16)-(3.20) et (3.21). Alors, il existe
pP,Nq P L8pr0, T s ˆ p0, 1qq X L2p0, T,H1p0, 1qq et Ψ P L2p0, T,H1p0, 1qq,
tels que, à une sous-suite près, lorsque ∆tÑ 0 :
‚ Ψ∆t Ñ Ψ fortement dans L2p0, T ; Cpr0, 1sqq,
‚ u∆t Ñ u fortement dans L2p0, T ; Cpr0, 1sqq, pour u “ N,P ,
‚ Bxu∆t á Bxu faiblement dans L2p0, T ;L2p0, 1qq, pour u “ N,P ,
‚ BxΨ∆t á BxΨ faiblement dans L2p0, T ;L2p0, 1qq.
Des arguments classiques permettent d’obtenir que la limite pP,N,Ψq vérifie (3.13)-
(3.14). Les estimations (3.15) sont une conséquence directe du passage à la limite dans les
estimations a priori L8 obtenues pour N∆t et P∆t.
Remarque 3.1. Il est à noter que les hypothèses (3.12) sur les paramètres du modèle n’ont
pas de sens physique. En effet, elles relient les paramètres (aiu, biu,miu, kiu pour u “ N,P
et i “ 0, 1) venant de la cinétique des réactions chimiques avec les paramètres (αi,∆Ψ
pzc
i
pour i “ 0, 1) donnés par la physique du problème. Il est tout de même possible d’ajuster les
paramètres de sorte que ces conditions soient satisfaites mais elles ne le sont pas toujours
(voir par exemple les cas tests proposés dans [17]). Ces hypothèses sont mathématiquement
nécessaires dans la démonstration du théorème 3.2, puisqu’elles permettent d’assurer des
propriétés de négativité de certaines fonctions sur toute la droite réelle. Notons cependant
qu’elles pourraient être un peu relâchées puisque pour la démonstration seules des propriétés
de négativité en certains points, et non sur toute la droite réelle, sont requises.
3.3 Convergence d’un schéma volume fini
En collaboration avec C. Chainais-Hillairet et P.L. Colin nous avons utilisé les mêmes
idées que celles présentées dans la section précédente pour montrer la convergence d’un
schéma complètement discret [48]. Celui-ci correspond à une discrétisation Euler implicite
en temps et volumes finis en espace où les flux de convection-diffusion sont approchés
par des flux de Scharfetter-Gummel. De plus, bien que le résultat de convergence ne soit
obtenu que pour ε ą 0, nous montrons numériquement que le schéma présenté préserve
l’asymptotique dans la limite ε tend vers 0. Rappelons que ce paramètre intervient dans
l’équation sur N devant le terme de dérivée en temps.
Comme dans la section précédente, nous introduisons ptkq0ďkďK une subdivision de
l’intervalle en temps r0, T s pour T fixé. Le pas de temps est noté dans la suite ∆t (∆t “
T {K) et nous avons tk “ k∆t pour tout 0 ď k ď K. Nous introduisons également T une







où i P J1; IK et
0 “ x1{2 ă x3{2 ă ¨ ¨ ¨ ă xI´1{2 ă xI`1{2 “ 1.
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Nous définissons xi “
xi`1{2 ` xi´1{2
2
, pour i P J1; IK et x0 “ x1{2 “ 0, xI`1 “ xI`1{2 “ 1.
De plus, nous posons :




, @ i P J1; IK,
hi` 1
2
“ xi`1 ´ xi, @ i P J0; IK.
La taille de la subdivision est donnée par : h “ max thi, i P J1; IKu. Le schéma que nous




































































, @x ‰ 0 et Bp0q “ 1.

















































Le schéma (3.22)-(3.25) sera noté dans toute la suite pSq.
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Remarque 3.2. Prendre B comme étant la fonction de Bernoulli dans la définition des
flux conduit à une approximation de Scharfetter-Gummel des flux de convection-diffusion.
Ceux-ci ont été introduits par Il’in dans [92], et, Scharfetter et Gummel dans [123], pour
la simulation numérique du système de dérive-diffusion utilisé dans la modélisation des
semiconducteurs. Lazarov, Mishev et Vassilevsky dans [105] ont établi qu’ils permettent
d’obtenir une approximation d’ordre 2 en espace. Le caractère dissipatif du schéma de
Scharfetter-Gummel associé à une discrétisation Euler implicite en temps a été démontré
dans [84] et dans [56]. La propriété principale de ces flux est qu’ils préservent généralement
les états stationnaires.
Dans [17], l’existence de solutions pour le schéma pSq a été démontrée sous des hy-
pothèses analogues à celles utilisées pour le résultat d’existence du modèle continu donné
dans la section précédente dans le cas ε ą 0. Nous avons étendu celui-ci au cas ε “ 0.
L’existence de solution au schéma étant établie, nous pouvons définir une solution appro-
chée constante par maille. Pour une subdivision T de taille h donnée et pour un pas de















Pour une suite de subdivisions et de pas de temps pTm,∆tmqm telle que hm Ñ 0 et
∆tm Ñ 0 lorsque m Ñ `8, nous pouvons définir une suite de solutions approchées
pPm, Nm,Ψmqm avec wm “ whm,∆tm pour w “ P,N ou Ψ. Il est alors possible de démontrer
la convergence d’une telle suite vers une solution faible du modèle pPq.
Théorème 3.3. Soit ε ą 0, α0 ą 0, α1 ą 0. Supposons (3.6), (3.7), (3.8), (3.11), (3.12)
vérifiées. Alors, il existe P,N et Ψ P L2p0, T ;H1p0, 1qq telles que, à une sous-suite près,
lorsque mÑ `8,
Pm Ñ P fortement dans L2p0, T ;L2p0, 1qq,
Nm Ñ N fortement dans L2p0, T ;L2p0, 1qq,
Ψm Ñ Ψ fortement dans L2p0, T ;L2p0, 1qq,
où pP,N,Ψq est une solution faible de pPq au sens de la définition donnée dans le théorème
3.1.
La démonstration de ce résultat est basée sur des arguments classiques de compacité
pour lesquels il faut démontrer au préalable des estimations sur la solution approchée.
A cause des conditions aux limites particulières du problème, des résultats supplémen-
taires de convergences des traces doivent être utilisés. Ils sont obtenus en suivant les idées
développées dans [34].
Bien que le théorème de convergence ne puisse être démontré que pour ε ą 0, nous
avons également regardé numériquement le comportement du schéma lorsque ε tend vers
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0. Pour cela nous avons utilisé un cas test proche d’un cas réel donné dans [17]. Dans le cas
test utilisé, le potentiel V correspond à un potentiel appliqué. Les valeurs des paramètres
que nous avons utilisées sont présentées dans le tableau 3.1. Notons que les choix faits
λ2 α0 α1 P



































0.5 0.5 0.5 ´0.866 0 0.5 ´5
Table 3.1 – Table des valeurs des paramètres.
permettent de vérifier toutes les hypothèses à l’exception de l’inégalité de droite dans
(3.12b). Cependant nous avons pu observer que numériquement les bornes L8 données
dans (3.15) sont tout de même satisfaites tout au long de la simulation. Nous nous sommes
intéressés aux erreurs L2 en espace et en temps pour différentes valeurs de ε. Pour ce faire,
la solution exacte n’étant pas accessible, nous avons calculé une solution de référence sur
grille fine (∆x “ 1{4000 et ∆t “ 10´6). L’état stationnaire étant très vite atteint, les
simulations numériques ont été arrêtées à T “ 10´3. Les résultats numériques obtenus par
P.L. Colin ont montré que l’ordre de convergence du schéma était bien celui attendu (2 en
espace et 1 en temps) et ce quelque soit les valeurs de ε choisies (y compris pour ε “ 0).
Je présente en figure 3.1, les courbes de l’erreur L2 en espace au temps final en fonction
des valeurs de ε, et ce, pour différentes valeurs du pas de temps. Elles illustrent clairement
que le schéma préserve l’asymptotique εÑ 0.




























































































Figure 3.1 – Erreur L2 en espace au temps final T “ 10´3 sur les densités et le
potentiel électrique en fonction des valeurs de ε et pour différents pas de temps.
L’étude théorique de l’asymptotique ε Ñ 0 a été réalisée dans la thèse de P.L. Colin




Construction de conditions aux
limites appropriées
Ce chapitre est consacré à la présentation de trois travaux concernant la construction
de conditions aux limites pour la simulation numérique de trois problèmes physiques dif-
férents. Dans un premier temps, nous verrons comment obtenir des conditions aux limites
appropriées pour un modèle macroscopique lorsque celui-ci est vu comme la limite hydro-
dynamique d’un modèle cinétique pour lequel les conditions aux limites sont bien connues
[24]. Dans un second temps, nous nous intéresserons à la construction de conditions aux
limites adaptées à la simulation numérique d’un problème posé en domaine non borné
[27, 31].
4.1 Du microscopique vers le macroscopique :
un modèle de charge et décharge de satellites
Un satellite évolue dans le plasma atmosphérique et interagit avec lui. Ces interac-
tions complexes, dues aux différentes propriétés des diélectriques à la surface du satellite,
peuvent induire l’apparition d’importantes différences de potentiel et ainsi produire des
arcs électriques. Ces phénomènes sont à l’origine d’importants dommages irréversibles sur
les dispositifs internes ou les panneaux solaires du satellite. Par conséquent, la prévention
de l’apparition de charges excessives a motivé une recherche intense en ingénierie spatiale
afin d’obtenir des procédures efficaces de simulations numériques (voir [111, 58, 121]).
Le modèle initial est clairement basé sur les équations de Vlasov- Maxwell- Boltzmann
(ou Fokker-Planck) qui décrivent à la fois le mouvement des particules chargées et les
variations des champs électro-magnétiques. Le système non linéaire d’EDP est complété par
des conditions aux limites adéquates sur la surface du satellite et des conditions d’équilibre à
l’infini. Le phénomène de charge est précisément gouverné par les conditions aux limites à la
surface du satellite pour les champs électro-magnétiques et les densités. Leurs expressions,
qui comportent les propriétés des diélectriques à la surface, rendent le problème vraiment
non standard. De plus, tenir compte des caractéristiques du plasma environnant peut
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permettre de réduire la complexité du modèle. Il existe donc une hiérarchie de modèles
possibles.
L’environnement le plus étudié est relié aux Orbites GEostationnaire (GEO) qui per-
mettent plusieurs simplifications basées sur des considérations asymptotiques. Dans ces
orbites, le plasma peut-être considéré comme non collisionnel. De plus, la longueur de De-
bye est grande et l’évolution des particules chargées se fait dans une échelle de temps plus
grande que celle de l’évolution du potentiel électrique à la frontière. On peut donc décrire la
charge d’un satellite en GEO par les équations stationnaires de Vlasov-Poisson complétées
par des conditions aux limites adaptées. Nous renvoyons à [54] pour une introduction à ce
modèle. Le modèle est également souvent utilisé dans les codes GEO [52, 58, 53, 29].
En collaboration avec C. Besse, S. Borghol, J.P. Dudon et T. Goudon, nous nous
sommes intéressés au cas des orbites basses terrestres (Low Earth Orbit, LEO) i.e. une
altitude de 100 à 2000 km (au lieu de 36000 km pour GEO). Comme le plasma y est plus
dense avec un libre parcours moyen plus petit, l’utilisation de modèles hydrodynamiques
devient raisonnable, au moins pour une première approximation. Ceci est intéressant d’un
point de vue numérique puisque cela permet de réduire le nombre d’inconnues. Le modèle
obtenu correspond aux équations d’Euler qui doivent être complétées par des conditions aux
limites appropriées. Leur obtention est un problème délicat dû à deux grandes difficultés :
le système étant hyperbolique, on ne doit prescrire que les flux entrants, et, nous devons
prendre en compte la formation d’une couche limite due au fait que les flux cinétiques
entrants peuvent être loin de l’équilibre thermodynamique.
Pour étudier cette question, nous nous sommes placés dans un cadre simplifié (1-d et
unipolaire) et avons considéré l’equation BGK satisfaite par la fonction de distribution
des particlues F pt, x, vq ě 0 avec pt, x, vq respectivement les variables de temps, espace et
vitesse :






, pt, x, vq P p0,8q ˆ p´ω, ωq ˆ R. (4.1)























L’équation (4.1) est complétée des conditions aux limites :
γincF pt,´ω, vq “ ΦGpt, vq pour v ą 0, γincF pt, ω, vq “ ΦDpt, vq pour v ă 0, (4.2)
où γinc est l’opérateur de trace entrante et ΦG,ΦD des fonctions données respectivement
sur les bords gauche et droit du domaine en espace. La limite hydrodynamique associée à
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(4.1) est donnée par les équations d’Euler :
Btρ` Bxpρuq “ 0, (4.3a)
Btpρuq ` Bxpρu


















La question était donc : comment définir les conditions aux limites pour ρ, u et θ afin de
mimer la condition aux limites cinétique (qu’il s’agisse d’un terme source ou d’un opérateur
de réflexion ou les deux) ? La méthode que nous avons utilisée est inspirée des travaux sur
la décomposition de domaine de F. Coron, F. Golse et C. Sulem dans [61] et C. Bardos,
F. Golse et Y. Sone dans [15] et permet d’obtenir des conditions de type Maxwell pour les
quantités fluides. Je vais commencer par faire quelques rappels sur la théorie bien établie
qui existe dans le cas linéaire, puis, je montrerai comment nous nous en sommes servis
pour construire les conditions aux limites dont nous avions besoin.
Linéarisation des équations et analyse de couche limite
Considérons un état donné ρ‹ ą 0, u‹ P R et θ‹ respectivement des densité, vitesse et













et posons, en supposant que les fluctuations restent petites,
F “MU‹pvqp1` δfpt, x, vqq.
La fluctuation f satisfait alors :






et les conditions aux limites :
γincfpt,´ω, vq “ ΨGpt, vq pour v ą 0, γincfpt, ω, vq “ ΨDpt, vq pour v ă 0, (4.6)
avec Ψj “ Φj{MU‹ ´ 1 pour j “ G ou j “ D, et LU‹ l’opérateur de BGK linéarisé.



















où ρ̃, ũ, θ̃ satisfont les équations d’Euler linéarisées :
Btρ̃` ρ‹∇x ¨ ũ` u‹ ¨∇xρ̃ “ 0, (4.7a)
Btũ` pU‹ ¨∇xqũ`∇xθ̃ `
θ‹
ρ‹
∇xρ̃ “ 0, (4.7b)
Btθ̃ ` u‹ ¨∇xθ̃ ` 2θ‹∇x ¨ ũ “ 0. (4.7c)
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et son flux d’entropie correspondant :




Notons que le noyau de l’opérateur LU‹ (correspondant à l’ensemble des Maxwelliennes
infinitésimales) peut être décomposé de la façon suivante :
KerpLU‹q “ Λ
` ‘ Λ´ ‘ Λ0,
avec :
Λ` “ Vecttχk { P pχkq ą 0u, Λ
´ “ Vecttχk { P pχkq ă 0u,Λ
0 “ Vecttχk { P pχkq “ 0u,












































On a de plus :
P pχ1q “ ρ‹pu‹ ` c‹q, P pχ0q “ ρ‹u‹, P pχ2q “ ρ‹pu‹ ´ c‹q,
où c‹ est la vitesse du son (c‹ “
?
3θ‹ en 1-d). La signature de P permet donc d’obtenir
le nombre de valeurs propres positives, négatives ou nulles de la matrice associée à (4.7)
(celles-ci étant en effet données par : u‹ ´ c‹, u‹ et u‹ ` c‹), et donc, d’obtenir ainsi le
nombre de conditions aux limites à imposer.
En procédant à une analyse de couche limite du problème linéaire, on obtient que f
peut s’écrire sous la forme :
fpt, x, vq “ m
pρ̃,ũ,θ̃qpt,xqpvq `G
Gpt, px` ωq{τ, vq `GDpt, pω ´ xq{τ, vq ` rpt, x, vq,
où r est un reste supposé petit lorsque τ tend vers 0, et où GG, GD sont les correcteurs
de couche limite définis à partir du problème de demi-espace suivant :
#
vBzG “ LU‹G, pour z ą 0, v P R,
Gp0, vq “ SG pour v ą 0.
(4.8)
53
Comme loin du bord, les correcteurs ne doivent pas avoir d’influence (puisqu’on est alors
en dehors de la couche limite), la solution du problème (4.8) doit vérifier : Gp8, vq “ 0. Par
le théorème 1.7.1 de [61], il existe une application linéaire telle qu’à toute donnée entrante
SG elle fasse correspondre m8 P KerpLU‹q, la limite lorsque z tend vers l’infini de l’unique
solution G du problème de demi-espace (4.8). Notons que commem8 P KerpLU‹q, elle peut
être décomposée selon Λ`‘Λ´‘Λ0. Ceci permet de définir les conditions aux limites pour
les fluctuations macroscopiques.
Dans notre cas, nous avons un bord gauche et un bord droit pour lesquels les conditions
aux limites ne sont pas les mêmes. A gauche, GGpt, z, vq est la solution Gpt, z, vq de (4.8)
avec :
SGpt, vq “ Ψ
Gpt, vq ´m
pρ̃,ũ,θ̃qpt,´ωqpvq.
A droite, GDpt, z, vq est la solution Gpt, z, vq du même problème avec cette fois :
SGpt, vq “ Ψ
Dpt,´vq ´m
pρ̃,ũ,θ̃qpt,ωqp´vq.
Dans les deux cas, les conditions aux limites nécessaires sont données par la détermination
de l’état asymptotiquem8 associé à la donnée entrante SG. Il est cependant plus intuitif de
décomposer mŨ en une partie entrante et une partie sortante. La première est directement
prescrite par le fluide et la seconde doit être imposée comme une condition aux limites
pour compléter le système d’Euler. A gauche (resp. à droite), la partie sortante est donnée
par m´ (resp. m`), et la partie entrante par m` (resp. m´). En définissant G̃ comme la
solution du problème de demi-espace dont la donnée entrante est ΨG´m´ (resp. ΨD´m`),
m` (resp. m´) est alors obtenue par G̃pz,8q “ m` (resp. G̃pz,8q “ m´).
Schéma volume fini et traitement des conditions aux limites
Le but ici est de définir les conditions aux limites adaptées pour la simulation numé-
rique du système d’Euler (4.3). Pour valider notre procédure de construction, nous avons
comparé les résultats obtenus pour le modèle d’Euler avec ceux obtenus par la simulation
numérique du problème (4.1)-(4.2) complétée d’une condition initiale. Pour ce dernier le
schéma utilisé est un schéma de splitting de Strang. Il est à noter que pour capturer les
effets microscopiques nous devons respecter la contrainte ∆t, ∆x ăă τ , ce qui est bien sûr
très coûteux dans la limite τ tend vers 0. Voyons maintenant le schéma numérique choisi
pour le modèle d’Euler et la construction des conditions aux limites associées.
Dans toute la suite nous notons U “ pρ, ρu, ρu2{2 ` ρθ{2q le vecteur des quantités
conservées. Pour tout i P t1, ..., Iu, nous définissons Ci “
`
´ ω ` pi ´ 1{2q∆x,´ω `
pi ` 1{2q∆x
˘
la cellule centrée en xi. De même, les cellules du bord sont définies par





U pn∆t, xq dx la valeur moyenne de U pn∆t, xq sur la cellule Ci. En intégrant les













où Fni`1{2 est une approximation du flux à l’interface x “ ´ω ` pi ` 1{2q∆x à l’étape n.
Dans le cas le plus simple, cette approximation est obtenue par les inconnues des deux
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Nous avons choisi de travailler avec des flux de Godunov (voir par exemple [107, Chapitre
15]) pour les cellules intérieures (correspondant à i P t1, ..., Iu) puisque le schéma est un
schéma à trois points seulement. Bien sûr des schémas plus sophistiqués peuvent également
être utilisés. La question est maintenant de définir les flux aux bords (c’est-à-dire pour i “ 0
et i “ I ` 1).
En fait cette question contient deux difficultés. La première consiste à effectuer l’analyse
de couche limite dans le cas non linéaire et à obtenir ainsi les conditions nécessaires dans le
régime fluide à partir de (4.2). La seconde difficulté tient au fait que le problème de demi-
espace sous-jacent est en général numériquement non abordable puisque sa résolution est
aussi coûteuse que celle du problème cinétique. Nous avions donc besoin d’une procédure
d’approximation supplémentaire. L’approche que nous avons proposée est basée sur la
théorie linéarisée précédente. Cela présente l’avantage d’offrir un cadre de travail "propre"
et une façon naturelle de déterminer le nombre et la nature des conditions aux limites
nécessaires pour (4.3).
Je ne donne ici la procédure utilisée que pour le bord gauche, celle pour le bord droit
étant la même (en changeant le signe de la variable de vitesse et en adaptant la définition
des caractéristiques entrantes et sortantes). On commence par linéariser autour d’un état
d’équilibre global U‹. Le nombre de conditions aux limites nécessaires est alors entièrement
déterminé par cet état référence. Si u‹ ´ c‹ ą 0, il y a 3 caractéristiques entrantes et nous
avons donc besoin de 3 conditions aux limites. Si u‹ ą 0 ą u‹´ c‹, il y a 2 caractéristiques
entrantes et une sortante, nous avons alors besoin de 2 conditions. Si u‹` c‹ ą 0 ą u‹, il y
a 1 caractéristique entrante et 2 sortantes, nous avons alors besoin d’une seule condition.
Enfin si u‹ ` c‹ ă 0, il n’y a aucune caractéristique entrante et nous n’avons donc pas
besoin de condition aux limites.
En utilisant l’analyse de couche limite présentée précédemment et la condition de Max-
well [113]
γoutGp0, vq “ Gp8, vq “ 0,
où γout est l’opérateur de trace sortante, on obtient la procédure suivante. Le flux au bord






















avec mbd “ m` `m´ où la Maxwellienne infinitésimale m´ est la projection sur Λ´ de la
fluctuation par rapport à l’état référence ; et où m` est définie ainsi :


































‚ dans le cas dégénéré u‹ “ 0, nous appliquons la procédure en trois étapes suivantes :





















































Cette approche fournit des résultats satisfaisants mais son applicabilité reste très limi-
tée. En effet, à cause des données entrantes, la solution de l’équation cinétique peut-être
déviée loin de l’état référence. En particulier, il peut arriver que proche de la frontière, le
flot change de type c’est-à-dire que le nombre de caractéristiques entrantes et sortantes
change. L’approche totalement linéarisée, que nous avons appelée la linéarisation globale,
ne peut pas capturer de tels phénomènes et produit donc des résultats faux en temps long
(voir les figures 4.1 et 4.2).
Nous avons donc adapté les idées ci-dessus en raisonnant localement. Connaissant l’ap-
proximation numérique U ` “ pρ`, u`, θ`q, la première étape consiste à définir un état de





Uppn ` νq∆t, yqdy par une
interpolation linéaire et nous posons U‹ “ Un ` νpUn ´ Un´1q. Nous considérons alors
l’inconnue dans la cellule de bord comme une perturbation de l’état référence (c’est-à-dire
Un0 “ U‹ ` Ufluc), et, nous construisons les flux aux bords comme précédemment. Nous
avons appelé cette approche la linéarisation locale.
La figure 4.1 présente les résultats obtenus via les simulations cinétique et hydrodyna-
mique pour les deux types d’approche (linéarisation globale et locale). Dans les simulations,
nous avons choisi pρInit, uInit, θInitq “ pρ‹, u‹, θ‹q “ p1, 0.1, 1q, T “ 0.1 comme temps final,
τ “ 10´3 et ΦG “ ΦD “ 0 à la frontière. On voit clairement sur la figure que la linéa-
risation locale donne de meilleurs résultats que la linéarisation globale. Ceci est normal,
puisque, comme illustré dans la figure 4.2, la signature change très vite à droite comme à
gauche ; et la linéarisation globale ne peut pas s’adapter à de tels changements.
Résultats numériques
Un cas test intéressant que nous avons regardé est celui de la simulation du phénomène
d’évaporation/ condensation. Ce problème est présenté en détail dans [125, 126, 7]. Les






















où ρGw , θGw peuvent être différents de ρDw, θDw . Nous avons pris comme donnée initiale soit un
état constant pρInit, uInit, θInitq qui peut ne pas être à l’équilibre avec la donnée entrante,
soit un profil discontinu. Pour l’équation cinétique la donnée initiale est la Maxwellienne
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obtenue à partir des données initiales fluides. Bien sûr, le code doit préserver les équilibres :
pour pρInit, uInit, θInitq “ pρGw , 0, θGw q “ pρDw, 0, θDwq, la solution doit rester constante. Bien
que je ne présente pas de figures, nous avons bien sûr vérifié que c’est bien le cas, l’erreur
étant donnée par celle commise lors du calcul des intégrales. Nous avons également obtenu
les mêmes résultats si la vitesse de référence n’est pas nulle.
Dans les figures 4.3, 4.4 et 4.5, nous avons comparé les résultats de la simulation ciné-
tique avec ceux de la simulation hydrodynamique pour pρDw, uDw, θDwq “ pρInit, uInit, θInitq “
p1, 0, 0.5q, et différentes valeurs de pρGw , θGw q ‰ pρInit, θInitq. Notons que pour les simulations
cinétiques nous avons pris τ “ 10´3. On peut voir sur ces figures, une bonne correspon-
dance entre les simulations cinétique et hydrodynamique. La définition des flux numériques
est capable de capturer ce qui se passe à la frontière. Notons que le modèle cinétique pro-
duit des termes de diffusion, typiquement de la taille Opτq : en temps long cet effet devient
sensible. Cependant utiliser des valeurs de τ plus petites nécessitent un effort numérique
bien plus important, la taille des maillages en temps et en espace devant être petite com-









































































Figure 4.1 – Linéarisation globale (figures de gauche) et linéarisation locale (figures
de droite) dans le cas pρ‹, u‹, θ‹q “ p1, 0.1, 1q, temps final T “ 0.1 et ΦG “ ΦD “ 0
(la ligne pointillée représente la simulation cinétique et la ligne continue la simulation
hydrodynamique).
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Figure 4.2 – Evolution des valeurs propres à gauche et à droite pour la même


































Figure 4.3 – Problème d’évaporation/condensation : simulation cinétique (ligne
pointillée) et simulation hydrodynamique (ligne solide) pour ρGw “ 2{1.2, θGw “ 1.2{2,






































Figure 4.4 – Problème d’évaporation/condensation : simulation cinétique (ligne
pointillée) et simulation hydrodynamique (ligne solide) pour ρGw “ 1.2{1.1, θGw “






































Figure 4.5 – Problème d’évaporation/condensation : simulation cinétique (ligne
pointillée) et simulation hydrodynamique (ligne solide) pour ρGw “ 10{1.1, θGw “ 1.1{2
et un temps final T “ 0.1.
59
4.2 Réduction de modèles initialement posés en
domaines non bornés
Lorsqu’un problème physique est défini sur un domaine non borné, nous devons réduire
celui-ci à un domaine borné muni de conditions aux limites adaptées pour sa simulation nu-
mérique. Une méthode usuelle est l’introduction de conditions aux limites artificielles per-
mettant de conserver les caractéristiques du problème. De telles conditions sont construites
de façon à approcher au mieux la solution exacte restreinte au domaine de calcul. Elles
sont dites absorbantes si elles conduisent à un problème avec valeurs initiales bien posé
pour lequel une énergie est absorbée à la frontière. Si la solution approchée coïncide sur
le domaine de calcul avec la solution exacte sur le domaine tout entier, elles sont dites
transparentes.
4.2.1 Conditions aux limites transparentes pour des milieux
périodiques hexagonaux localement perturbés
Les milieux périodiques (cristaux) apparaissent dans beaucoup d’applications phy-
siques. Bien qu’ils concernent des matériaux impliquant différentes échelles et différents
types d’ondes, ils partagent des caractéristiques communes. La plus importante, inhérente
à la structure périodique, est l’apparition de bandes interdites i.e., la forte atténuation de
certaines gammes de fréquences (au moins dans une direction). Beaucoup d’applications
faisant intervenir des structures périodiques utilisent ces bandes interdites pour contrôler
la propagation des ondes dans le matériau.
En collaboration avec C. Besse, J. Coatleven, S. Fliss et K. Ramdani, nous nous sommes
intéressés au cas de milieux périodiques hexagonaux contenant un défaut local (voir figure
4.6). Notre approche est adaptée de celle utilisée dans [82] dans le cas de réseaux carrés pour
lesquels deux des principales hypothèses concernaient les directions de périodicité (ortho-
gonales) et les périodes correspondantes (commensurables). Pour les réseaux hexagonaux,
bien que les directions de périodicité soient orthogonales, les périodes correspondantes
n’étaient plus commensurables.
Dans toute la suite, j’appellerai réseau hexagonal un domaine bi-dimensionnel où :
— l’angle entre les directions de périodicité est π{3,
— les cellules de périodicité ont une symétrie hexagonale.
De tels réseaux apparaissent en mécanique quantique [74, 102, 120], phononique [106, 119,
127] et photonique [69, 75, 86]. A nouveau, bien qu’ils concernent des applications diffé-
rentes et mettent en jeu différents types d’ondes, les problèmes sont similaires d’un point
de vue mathématique. En effet, si on veut faire des simulations numériques, la principale
question est la détermination de conditions aux limites transparentes permettant de ré-
duire le problème, initialement posé en domaine infini, à un problème posé sur un domaine
borné contenant le défaut. Les opérateurs différentiels mis en jeu sont ceux permettant de
décrire la physique du problème considéré. En mécanique quantique, par exemple, dans
un cristal (classique), la formulation mathématique du problème conduit à l’opérateur de
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Figure 4.6 – Un cristal photonique localement perturbé : coupe d’un cristal pho-
tonique de fibre optique (figure de gauche) et représentation de la périodicité hexa-
gonale (figure de droite)
Schrödinger :
Au :“ ´∆u` pV ` ipqu, (4.10)
où V pxq est un potentiel et où p est la variable de la transformée de Laplace. Les milieux
périodiques parfaits sont décrits par l’opérateur adapté au problème avec des coefficients
périodiques (comme par exemple le potentiel dans le cas d’un cristal classique).
L’introduction d’un défaut est alors prise en compte en ajoutant un obstacle ou en
perturbant localement les coefficients. Dans le cas de l’exemple du cristal classique, lorsque
le réseau contient un atome différent en un point, nous avons :
V “ Vper ` V0,
où Vper est périodique et où V0 est un potentiel de faible portée décrivant la perturbation
locale (voir [120, p. 312]).
Dans [27], nous avons restreint notre étude au cas d’un cristal photonique infini Ω “ R2
contenant un défaut localisé dans une cellule hexagonale Ωi (dont la longueur des côtés est
notée d). On note Σi “ BΩi la frontière de cette cellule et on note Ωe “ ΩzΩi l’extérieur
de la cellule. D’un point de vue mathématique, nous avons considéré l’équation dissipative
d’Helmholtz :
∆u` ρu “ f, dans Ω. (4.11)
Nous avons supposé vérifiées les hypothèses suivantes :
— (A1) ρ est une perturbation locale d’une fonction périodique ρper. Plus précisément,
ρ “ ρper ` ρ0,
avec
— pour tout x “ px, yq P Ω et tout pp, qq P Z2, ρper px` pe1 ` qe2q “ ρperpxq
où e1 “ p3d{2,
?
3d{2q et e2 “ p0,
?
3dq sont les deux directions de périodicité













Figure 4.7 – Le milieu périodique hexagonal avec défaut
— ρper et ρ0 ont une symétrie hexagonale ;
— Supppρ0q Ă Ωi.
— (A2) ρ vérifie la propriété de dissipation :
|Im ρpxq| ě ρb ą 0, @x P Ω. (4.12)
— (A3) Le terme source f est à support compact dans Ωi et a une symétrie hexago-
nale.
Remarque 4.1. Dans l’hypothèse (A2), la condition (4.12) garantit l’existence et l’unicité
de solutions d’énergie finie pour le problème (4.11) (i.e. une solution dans H1pΩq) dans
le domaine infini Ω. Lorsqu’aucune dissipation n’est supposée (i.e. quand ρ est à valeurs
réelles), l’existence et l’unicité de solutions ou encore l’obtention d’un principe d’absorption
limite n’étaient pas l’objet de notre étude et sont encore des questions ouvertes, à notre
connaissance (voir [83, Remarque 2] et [94]).
Notre étude avait pour but de proposer une méthode de résolution de (4.11) dans le
domaine infini Ω sous les hypothèses (A1)-(A2)-(A3). J’ai fait le choix de ne donner
qu’une vue d’ensemble de la méthode en ne décrivant que les principales étapes et en
omettant tous les détails techniques liés au cadre fonctionnel.
Comme dans [82] l’idée était de réduire le problème (4.11) posé sur le domain infini Ω,
à un problème de valeurs aux limites posé sur la cellule contenant le défaut Ωi. Pour cela
nous avions besoin de définir des conditions aux limites transparentes sur Σi associées à
un opérateur Dirichlet-to-Neuman (DtN) Λ.





∆ui ` ρui “ f, dans Ωi,
Bui
Bνi
` Λui “ 0, sur Σi,
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pour lequel uepφq P H1pΩeq est l’unique solution du problème extérieur :
#
∆uepφq ` ρuepφq “ 0, dans Ωe,
uepφq “ φ, sur Σi.
(4.14)
Le but était donc de calculer cet opérateur DtN Λ. Remarquons que, puisque le problème
original possède des propriétés de symétrie hexagonale (voir les hypothèses (A1) et (A3)),
il suffisait de calculer cet opérateur Λ pour des données de Dirichlet φ sur Σi ayant des
propriétés de symétrie hexagonale. Nous avons donc restreint notre analyse à de telles
données.




























Figure 4.8 – L’opérateur DtN de demi-espace ΛH
Nous notons ΣH la frontière décrite dans la figure 4.8 et ΩH le demi-espace à droite
de ΣH . Pour une donnée de Dirichlet φ sur ΣH , nous définissons l’opérateur DtN de demi-










où νH est la normale unité extérieure à ΩH et uHpφq l’unique solution, dans H1p∆,ΩHq,
du problème de demi-espace :
pPHq
#
∆uHpφq ` ρuHpφq “ 0, dans ΩH ,
uHpφq “ φ, sur ΣH .
(4.16)
Le deuxième élément important de notre méthode est l’opérateur Dirichlet-to-Dirichlet












Figure 4.9 – L’opérateur DtD D2π{3
où uepφq est l’unique solution du problème extérieure (4.14).
Etape 1 : Factorisation de l’opérateur DtN Λ
Avec les notations ci-dessus, il est clair que pour une fonction φ donnée sur Σi, les
fonctions uepφq et uHpD2π{3φq sont toutes les deux solutions du problème de demi-espace :
∆U ` ρU “ 0,
avec les mêmes conditions de Dirichlet D2π{3φ sur ΣH . L’unicité de solution conduit alors
à :
uepφq |ΩH “ u
HpD2π{3φq,
et en particulier, les dérivées normales coïncident sur ΣiXΣH où elles sont toutes les deux










La partie manquante de Λφ sur Σi est obtenue en utilisant la symétrie hexagonale. La
formule de factorisation (4.18) est le point de départ de notre stratégie pour calculer
l’opérateur Λ (voir le théorème 4.1 dans [27] pour un énoncé plus précis de ce résultat
de factorisation avec notamment un cadre fonctionnel bien défini). Le problème est donc
maintenant ramené au calcul de l’opérateur DtN ΛH et de l’opérateur DtD D2π{3 pour des
données bien préparées (i.e. étant invariantes par rotation d’angle 2π{3).
Etape 2 : Caractérisation de l’opérateur DtN ΛH
L’application d’une transformation (partielle) de Floquet-Bloch, dans la direction ver-
ticale, au problème de demi-espace (4.16) montre qu’il suffit de considérer le cas d’une
donnée φ sur ΣH k´quasi-périodique, c’est-à-dire telle que :
φpy ` qLq “ φpyqeiqkL, @y P R, @q P Z,
où L “
?
3d représente la période dans la direction verticale et où k P p´π{L, π{Lq. A partir
de maintenant nous ne considérons donc que des données de Dirichlet k´quasi-périodiques.
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Nous définissons ensuite un opérateur de propagation Pk de sorte que pour toute donnée
φ sur ΣH k´quasi-périodique, Pk φ ne soit rien d’autre que la trace de la solution uHpφq de
(4.16) sur rΣH “ ΣH`e1. L’avantage d’un tel opérateur est qu’il nous permet de déterminer
la solution uHpφq du problème de demi-espace dans n’importe quelle cellule à partir de la






Figure 4.10 – Description du demi-espace ΩH et de ses cellules de périodicité
Plus précisément, en utilisant les notations de la figure 4.10, nous pouvons montrer,









Cette relation permet de ramener la résolution du problème de demi-espace à la détermina-
tion de l’opérateur Pk et de uHpφq sur la cellule de référence C00. Par linéarité, la solution
uHpφq sur C00 est obtenue en résolvant deux problèmes de cellule élémentaires. Enfin, en
faisant correspondre les dérivées normales de uHpφq à travers une partie de l’interface rΣH ,
nous montrons que l’opérateur Pk peut, quant à lui, être obtenu par la résolution d’une
équation de Riccati.
Etape 3 : Caractérisation de l’opérateur DtD D2π{3
Alors que, comme on l’a vu à l’étape 2, la détermination de ΛH utilise essentiellement
les propriétés de périodicité du milieu, celle de l’opérateur DtDD2π{3 utilise principalement
la symétrie hexagonale. Plus précisément, nous pouvons montrer que D2π{3 est la solution
d’une équation affine d’opérateurs bien posée (voir le théorème 6.1 de [27]). Afin de traiter
une telle équation d’un point de vue pratique, nous utilisons à nouveau les variables de
Floquet-Bloch plutôt que les variables physiques. Nous réduisons ainsi l’équation affine à
un ensemble d’équations intégrales contraintes non standard.
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4.2.2 Conditions aux limites artificielles discrètes pour
l’équation de Korteweg-de-Vries linéarisée
L’équation de Korteweg-de-Vries (KdV) est utilisée pour modéliser les ondes de surface
en eau peu profonde. Il s’agit d’une équation non linéaire dispersive qui fût d’abord intro-
duite par Boussinesq en 1877 puis redécouverte en 1895 par Korteweg et de Vries [103].
Elle s’écrit :
ut ` 6uux ` uxxx “ 0, t P R`, x P R. (4.19)
Les solutions de cette équation comprennent les solitons donnés par :




, t P R`, x P R. (4.20)
En collaboration avec C. Besse et M. Ehrhardt [31], nous nous sommes intéressés à l’équa-
tion de KdV linéarisée (aussi connue sous le nom d’équation d’Airy) en 1-d :
ut ` U1ux ` U2uxxx “ hpt, xq, t P R`, x P R, (4.21)
où h est un terme source et U1, U2 sont deux constantes telles que U1 P R et U2 ą 0. Bien
que très simple, cette équation a un large champ d’applications (comme par exemple la
modélisation de la propagation d’ondes longues dans les équations shallow water). Nous
avons complété l’équation par une donnée initiale à support compact :
up0, xq “ u0pxq, x P R, (4.22)
et supposé :
uÑ 0, xÑ ˘8. (4.23)
Il est d’usage de simplifier la simulation de telles équations en supposant le domaine
périodique. Il est cependant connu que la dynamique sur le tore des solutions de (4.19) ou
(4.21) est complètement différente de celle sur R. L’introduction de frontières fictives pour
ramener le calcul numérique à un domaine borné nécessite donc la construction de condi-
tions aux limites adaptées. Elles sont dites absorbantes si elles conduisent à un problème
bien posé pour lequel une énergie est absorbée à la frontière. Elles sont dites transparentes
si la solution approchée coïncide sur le domaine de calcul avec la solution exacte du pro-
blème posé sur le domaine entier. Dans [2], les auteurs présentent une revue des techniques
utilisées pour construire de telles conditions dans le cas de l’équation de Schrödinger.
Il existe deux méthodes :
‚ soit on les construit au niveau continu puis, seulement ensuite, on discrétise le
problème aux limites obtenu ;
‚ soit on commence par discrétiser complètement l’équation, puis seulement ensuite,
on construit les conditions aux limites artificielles (dans ce cas les conditions obte-
nues sont adaptées au schéma numérique choisi).
Dans [137], les auteurs ont utilisé la première méthode dans le cas U1 “ 0 et U2 “ 1.
Avec C. Besse et M. Ehrhardt, nous avons fait le choix d’utiliser la seconde pour deux
schémas numériques différents. Nous avons, pour cela, d’abord étendu la construction des
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conditions aux limites faite au niveau continu dans [137] au cas U1 P R et U2 ą 0, cette
construction servant de guide pour le cas totalement discret.
Conditions aux limites pour le cas continu
Pour construire les conditions aux limites du cas continu, nous avons suivi la procédure
générale présentée dans [2].
Pour simplifier supposons que u0 et h soient des fonctions à support compact dans
un intervalle ra, bs. Elles sont donc nulles dans le complémentaire de ra, bs sur lequel le
problème s’écrit alors :
ut ` U1ux ` U2uxxx “ 0, t P R`, x ă a ou x ą b, (4.24a)
up0, xq “ 0, x ă a ou x ą b, (4.24b)
uÑ 0, xÑ ˘8. (4.24c)
En notant û “ ûps, xq, la transformée de Laplace en temps de la fonction u “ upt, xq, on
obtient par (4.24a) le problème extérieur transformé suivant :
spu` U1pux ` U2puxxx “ 0, x ă a ou x ą b, (4.25a)
puÑ 0, xÑ ˘8, (4.25b)
où s P C avec Repsq ą 0 est la variable de transformation. Les solutions de l’équation
différentielle ordinaire (4.25a) sont explicitement données par :
pups, xq “ c1psq e
λ1psqx ` c2psq e
λ2psqx ` c3psq e
λ3psqx, x ă a ou x ą b, (4.26)
où λ1psq, λ2psq et λ3psq sont les racines de l’équation :
s` U1λ` U2λ
3 “ 0. (4.27)









, k “ 1, 2, 3, (4.28)

























Théorème 4.1. Les racines de l’équation cubique (4.27) possède la propriété de séparation
suivante :
Repλ1psqq ă 0, Repλ2psqq ą 0, Repλ3psqq ą 0. (4.29)
Cette propriété de séparation des racines est cruciale puisqu’elle permet ensuite de
décomposer les solutions fondamentales en ondes entrantes et sortantes. Grâce à elle, à
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(4.25b) et (4.26), et puisque les solutions de (4.25a) doivent appartenir à L2ps ´8, arq ou
L2psb,`8rq, on obtient :
c1psq “ 0 pour x ď a, c2psq “ c3psq “ 0 pour x ě b, (4.30)









puxxps, bq “ 0, puxps, bq ´
1
λ1psq
puxxps, bq “ 0. (4.32)









pups, aq “ 0. (4.33)
En utilisant la transformée de Laplace inverse nous obtenons alors :











˚ uxxpt, aq “ 0, (4.34)










˚ uxxpt, bq “ 0,
(4.35)
où L´1pfpsqq représente la transformée de Laplace inverse de f et ˚ le produit de convo-
lution. Nous obtenons donc finalement le problème aux limites suivant :
ut ` U1ux ` U2uxxx “ 0, t P R`, x P ra, bs, (4.36a)
up0, xq “ u0pxq, x P ra, bs, (4.36b)











˚ uxxpt, aq “ 0, (4.36c)




˚ uxxpt, bq “ 0, (4.36d)




˚ uxxpt, bq “ 0, (4.36e)
qui peut être vu comme la restriction sur ra, bs du problème (4.19)-(4.23).
Conditions aux limites pour le cas totalement discret
Nous avons, pour les obtenir, suivi une procédure analogue à celle décrite ci-dessus.
Dans [31], nous avons construit des conditions aux limites adaptées à deux schémas numé-
riques différents proposés dans [114] :
‚ le schéma Crank-Nicolson à droite (R-CN) dans le cas U1 “ 0 et U2 ą 0,
‚ le schéma Crank-Nicolson centré (C-CN) dans le cas U1 P R et U2 ě 0.
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Je ne présente ici que le second schéma puisque c’est celui qui permet de traiter le cas le
plus général.
On note ptnq0ďnďN une subdivision uniforme de l’intervalle de temps r0, T s donnée par
tn “ n∆t avec ∆t “ T {N le pas de temps :
0 “ t0 ă t1 ă ¨ ¨ ¨ ă tN´1 ă tN “ T.
On définit également pxjq0ďjďJ une subdivision uniforme de l’intervalle ra, bs donnée par
xj “ a` j∆x avec ∆x “ pb´ aq{J le pas d’espace :
a “ x0 ă x1 ă ¨ ¨ ¨ ă xJ´1 ă xJ “ b.
Notons que le pas de la discrétisation temporelle doit rester constant du fait de l’utilisation,
pour obtenir les conditions aux limites transparentes discrètes, de la transformée en Z (voir
l’annexe de [2] pour la définition et les propriétés de cette transformation). La discrétisation
en espace pourrait, elle, être non uniforme. Dans la suite nous notons upnqj l’approximation


























où D10 et D30 correspondent aux opérateurs D10puqj “ uj`1 ´ uj´1 et D30puqj “ uj`2 ´
2uj`1`2uj´1´uj´2. Ce schéma est absolument stable et d’ordre 2 en temps et en espace.
Remarque 4.2. Le schéma (C-CN) étant un schéma à 5 noeuds, nous aurons à résoudre
une équation quartique et non cubique. Ceci conduit alors à 4 conditions aux limites au
lieu de 3 comme dans le cas continu. Notons que le schéma (R-CN), non présenté ici, est
lui un schéma à 4 noeuds conduisant à une équation cubique et donc à 3 conditions aux
limites. Il est donc en cela le schéma pour lequel la construction des conditions aux limites
est la plus proche de celle du cas continu.
En appliquant la transformée en Z en temps et en notant puj la transformée en Z de




















puj´1´puj´2 “ 0, (4.38)





où ` “ `pzq est solution de l’équation :
`4 ´ p2´ aq `3 ` 2p`2 ` p2´ aq `´ 1 “ 0, (4.39)
avec a “ U1p∆xq2{U2 et p “ 2λpz ´ 1q{pz ` 1q, λ “ p∆xq3{pU2∆tq. L’équation (4.39)
admet quatre solutions qui peuvent être calculées numériquement ou analytiquement par
la méthode de Ferrari. Nous identifions ces solutions et nous les notons `k pour k “ 1, 2, 3, 4.
La solution générale de (4.38) est alors de la forme :
pujpzq “ c1pzq `
j
1pzq ` c2pzq `
j
2pzq ` c3pzq `
j
3pzq ` c4pzq `
j
4pzq.
Comme dans le cas continu nous pouvons démontrer la propriété de séparation suivante :
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Théorème 4.2. Pour U1 P R, U2 ą 0, ∆x ą 0, ∆t ą 0 et |z| ą 1, les solutions de
l’équation d’ordre 4 (4.39) vérifient :
|`1pzq| ă 1, |`2pzq| ă 1, |`3pzq| ą 1, |`4pzq| ą 1, pour tout z. (4.40)
Grâce à ce théorème et à la propriété de décroissance des solutions nous obtenons :
‚ pour le domaine extérieur gauche c1pzq “ c2pzq “ 0, j ď 2 et donc :
pujpzq “ c3pzq `
j
3pzq ` c4pzq `
j
4pzq, j ď 2
‚ pour le domaine extérieur droit c3pzq “ c4pzq “ 0, j ě J ´ 2 et donc :
pujpzq “ c1pzq `
j
1pzq ` c2pzq `
j
2pzq, j ě J ´ 2
Nous avons donc besoin de deux conditions côté droit comme côté gauche.










puj´2pzq “ 0, (4.42)






J´4 avec j “ J ´ 2. Nous introduisons les
notations Yi,C “ Z´1tki,Cpzqu, i “ 1, 2, 3, 4 avec :










et nous obtenons par (4.41)-(4.42), les conditions aux limites à droite :
u
pnq
J ´ Y1,C ˚d u
pnq





J ´ 2Y1,C ˚d u
pnq
J´1 ` Y2,C ˚d u
pnq














puj´2pzq “ 0, (4.45)








4 pour j “ 2. En effet, en notant
Yi,C “ Z´1tki,Cpzqu, i “ 5, 6, 7, 8 avec
k5,Cpzq “ `3pzq ` `4pzq, k6,Cpzq “ p`3pzq ` `4pzqq
2,
k7,Cpzq “ `3pzq`4pzq, k8,Cpzq “ p`3pzq`4pzqq
2,
nous obtenons par (4.44)-(4.45) :
Y7,C ˚d u
pnq







0 ` Y6,C ˚d u
pnq







Remarque 4.3. On peut voir numériquement (voir figure 2 dans [31]), que les coefficients
dans la transformée en Z inverse des noyaux ki,Cpzq changent de signe. Ceci peut créer des
erreurs d’annulation quand nous les utilisons pour calculer les produits de convolution aux
bords. En suivant les idées de [9, 8], nous avons donc modifié les noyaux de convolution. Il
s’agit de multiplier le noyau de convolution ki,Cpzq par ξpzq “ 1 ` z´1, ce qui correspond
à sommer deux valeurs voisines dans la série Z´1tki,Cpzqu. Les coefficients ne changent
alors plus de signe. Nous avons donc introduit les notations Y ξi,C “ Z´1tξpzqki,Rpzqu. Je
décris plus loin comment sont calculées numériquement ces transformées en Z inverse.
Nous obtenons donc finalement l’algorithme de résolution suivant : en supposant
pu
pnq
j q0ďjďJ connue, pu
pn`1q





































0 ` Y6,C ˚d u
pnq

























































avec α “ U2∆t{p2p∆xq3q et β “ U1∆t{p4∆xq.







avec comme coefficients de convolution Xpnqm présente un désavantage. Les conditions aux
limites sont non locales en temps (et en espace pour des dimensions supérieures) et par
conséquent c’est numériquement très coûteux. Pour remédier à ce problème, il est possible
d’utiliser comme dans [9] un développement en somme d’exponentielles. Plus précisément,
il s’agit d’approcher les coefficients Xpnqm par une somme finie (disons avec Lm termes)
d’exponentielles qui sont décroissantes en temps. Cette approche permet une évaluation
rapide des convolutions discrètes puisque celles-ci peuvent alors être évaluées par une simple
récurrence pour Lm termes auxiliaires. L’effort numérique reste ainsi constant à chaque pas
de temps (voir [31] et [9] pour plus de détails).
Procédure numérique de calcul de la transformée en Z inverse
Je vais maintenant brièvement décrire la procédure présentée dans [138] pour calculer
la transformée en Z inverse discrète. Rappelons que pour une suite punqnPN, sa transformée






´k, |z| ą R.
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Upzqzn´1dz, r ą R,






























. Sa transformée en Z discrète est donnée
par :


















où ωN “ ei
2π










nF´1tUkupnq, 0 ď n ă N.
Pour obtenir l’approximation de un, nous multiplions donc la transformée inverse discrète
de Fourier de Upzq évaluée aux noeuds zk “ re2iπk{N par rk. La Transformée de Fourier
inverse est facilement calculée via la transformée de Fourier inverse rapide. Notons que le
choix de r est important pour garantir une bonne approximation de la transformée en Z
inverse discrète et donc la convergence du schéma numérique.
Nous renvoyons à [138] pour une discussion concernant le choix de r. Dans [138] le choix
optimal semble être 1.02 lorsque les sommes sont implémentées en double précision. Nous
avons regardé ce qu’on obtenait en quadruple précision. Les résultats sont présentés dans la
figure 4.14. On ne voit plus les instabilités détaillées dans [138]. Nous avons par conséquent
choisi la valeur r “ 1.001 pour les simulations. Celles-ci sont toutes faites en utilisant la
quadruple précision. Tous les codes sont écrits en Fortran 2008 (ISO/IEC 1539-1 :2010).
Résultats numériques
Je ne présente ici qu’un seul des deux exemples présentés dans [31]. Celui-ci peut
également être traité avec le schéma (R-CN) et les résultats alors obtenus sont similaires.
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Il s’agit de l’exemple traité dans [137] pour le cas U1 “ 0 et U2 “ 1. On considère donc le
problème :
ut ` uxxx “ 0, x P R, (4.48)
up0, xq “ e´x
2
, x P R, (4.49)
uÑ 0, |x| Ñ 8. (4.50)














où Aip¨q est la fonction d’Airy. La solution exacte du problème (4.48)-(4.50) est donnée en
fonction de Ept, xq par
uexactpt, xq “ Ept, xq ˚ e
´x2 ,
où ˚ est le produit de convolution sur R.


























où la formule des trapèzes est utilisée pour le calcul de la norme `2. Notons qu’ici unum
correspond à la solution approchée calculée avec le schéma (C-CN). A partir de epnq nous















Le comportement de ces deux erreurs par rapport à ∆x est présenté dans la figure 4.11.
L’ordre obtenu correspond à l’ordre théorique attendu (ordre 2). Pour chaque valeur de N
on observe un phénomène de saturation qui est relié à la constante d’erreur en ∆t. En effet,
l’erreur est bornée par Cx∆x2`Ct∆t2, et donc pour ∆x assez petit, l’erreur prédominante
est donnée par Ct∆t2.
Je présente dans la figure 4.12 les erreurs rel.ErrTm et rel.ErrL2 par rapport à ∆t
pour J “ 60000 et r “ 1.001. Encore une fois, nous avons obtenu l’ordre théorique attendu
(ordre 2).
La figure 4.13 montre l’évolution en temps de l’erreur `2 pour différentes valeurs de
N avec J “ 60000 et r “ 1.001. Comme attendu, l’erreur décroît lorsque N croît. Dans
tous les cas l’erreur reste relativement bornée tout au long de la simulation ce qui montre
l’utilité de la méthode proposée.
Enfin la figure 4.14 présente l’erreur rel.ErrL2 en fonction de r avec soit N “ 2560
et différentes valeurs de J , soit J “ 5000 et différentes valeurs de N . Le choix du rayon
d’inversion r n’influence pas l’erreur pour des valeurs fixées de N et J . Notons que cette
figure a été obtenue avec un code Fortran quadruple précision (GFortran) qui permet de
supprimer tous les effets arithmétiques de virgule flottante. En effet, le choix du rayon
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d’inversion r influence les erreurs en double précision et dépend des valeurs de N et J
(voir [138]). Notons également que lorsqu’on utilise le compilateur Intel Fortran la double
précision est suffisante et conduit à la même figure (à l’exception de deux points pour
N=2048, voir Figure 4.15 pour une comparaison entre les résultats obtenus en double













































































Figure 4.11 – Erreurs relatives en fonction de ∆x au temps T “ 4.096 pour le

































































Figure 4.12 – Erreurs relatives en fonction de ∆t au temps T “ 4.096 pour le
schéma (C-CN) et pour J “ 60000.
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Figure 4.13 – Evolution de la norme `2 entre T “ 0 et T “ 4.096 pour le schéma
(C-CN) et pour J “ 60000 et différentes valeurs de N .


















































Figure 4.14 – Erreur en fonction de r au temps T “ 4.096 pour le schéma (C-CN)
avec soit N “ 2048 et différentes valeurs de J (figure de gauche) soit J “ 5000 et
différentes valeurs de N (figure de droite).
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Figure 4.15 – Comparaison de l’erreur rel.ErrL2 en fonction r en double précision
pour les compilateurs GFortran et Intel Fortran.
Chapitre 5
Simulation numérique des condensats
de Bose-Einstein
Un condensat de Bose-Einstein (BEC) est un état de la matière atteint par un gaz de
bosons dilué à des températures très basses. Une grande partie des bosons occupe l’état
quantique le plus bas de sorte qu’un phénomène quantique macroscopique devient visible.
Ce phénomène a été théoriquement prédit par Bose en 1924 pour les photons [33] et a
été généralisé aux atomes par Einstein en 1925 [76]. La première expérience mettant en
évidence les BEC a été réalisée en 1995 [1, 63].
5.1 Présentation du problème
A basse température, un BEC plan en rotation peut être décrit par une fonction d’onde
à valeurs complexes ϕ “ ϕpt,xq dont l’évolution est donnée par l’équation de Gross-
Pitaevskii (GPE) avec un terme de rotation du moment angulaire. Suite au changement
de variables décrit dans [13], l’equation GPE en dimension d “ 2 satisfaite par ϕ peut être






La fonction à valeurs réelles Vc “ Vcpxq correspond à un potentiel régulier qui dépend
uniquement des variables d’espace notées x “ px, yqt. Dans le contexte considéré ici, le
potentiel est confinant, c’est-à-dire que Vcpxq tend vers `8 quand }x} “
a
x2 ` y2 tend










où γx, γy ą 0. Ce potentiel confinant entre en compétition avec l’opérateur de rotation
´ΩR “ iΩpxBy ´ yBxq à la vitesse angulaire Ω P R. En effet, le premier tend à faire rester
les bosons ensemble à l’origine du plan, alors que le second tend à les propager à l’extérieur.
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Le coefficient réel β représente la force de la non linéarité et vient de l’effet moyenné des
bosons. L’équation (5.1) est complétée par la condition initiale :
ϕp0,xq “ ϕ0pxq, pour tout x P R2. (5.3)



















l’équation (5.1) s’écrit :
iBtϕpt, .q “ ∇ϕpt,.qEpϕpt, .qq.
Celle-ci est une équation Hamiltonienne et l’énergie est donc préservée par la dynamique :
pour une solution t ÞÑ ϕpt, .q de (5.1)-(5.3), Epϕpt, .qq “ Epϕ0q. En plus de préserver
l’énergie, elle préserve également la masse de la fonction d’onde : pour une solution t ÞÑ






2dx. Une autre caractéristique de cette
équation concerne le moment angulaire. La fonction à valeurs réelles donnée par :




est constante dans le cas particulier d’un potentiel radial harmonique (γx “ γy dans (5.2))
et a une dynamique plus complexe dans des cas plus généraux (voir le Lemme 6.2.1 dans
[130]).
Dans les dernières décennies, ce modèle a été beaucoup étudié [14, 11, 4, 3, 130].
Une question importante concerne la simulation numérique des équations (5.1)-(5.3) et
la prise en compte du terme de rotation R. Comme dans [13], nous avons introduit de
nouvelles coordonnées qui permettent d’écrire l’équation (5.1) sous la forme plus classique







et en utilisant le changement de variables ϕØ ψ donné par :
ϕpt,xq “ ψ pt, Aptqxq . (5.7)




∆ψ ´ iV pt, x̃qψ ´ iβ|ψ|2κψ, (5.8)
où V est un potentiel dépendant du temps donné par :





et où la donnée initiale est :
ψp0, x̃q “ ψ0px̃q “ ϕ0px̃q.
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Notons que Aptq est orthogonale et vérifie donc Aptq´1 “ Aptqt.
L’équation (5.8) vérifiée par ψ est une équation de Schrödinger non linéaire (NLS) avec
un potentiel dépendant à la fois du temps et de l’espace. Nous nous sommes donc intéressés




∆ψ ` V pt,xqψ ` β|ψ|2κψ, pt,xq P R` ˆ Rd, (5.9a)
ψp0,xq “ ψ0pxq, x P Rd, (5.9b)
où le potentiel V est régulier et κ P N. La littérature concernant la construction et l’analyse
de méthodes numériques semi-discrètes efficaces pour ce type d’équation est très étendue.
Certains auteurs ont étudié la précision des schémas en temps fini [73, 65, 22, 110]. Avec des
hypothèses supplémentaires, correspondant à des cas physiquement intéressants, l’équation
(5.9) peut avoir, en plus de la conservation de la masse, plusieurs autres invariants. Il y a
donc un intérêt à ce que les schémas numériques les préservent [65, 21, 134, 77, 122]. Au-
delà de l’intégration en temps de l’équation (5.9), des régimes asymptotiques ont également
été étudiés, comme par exemple la préservation des invariants en temps long [59, 85, 72]
et les régimes semi-classiques [12, 45, 25, 46, 55].
5.2 Méthodes numériques d’ordre élevé
Dans un premier temps, avec C. Besse et G. Dujardin, nous nous sommes intéressés
aux méthodes de Runge-Kutta exponentielles (RKE) et de Lawson [30]. Nous les avons
comparées aux méthodes de splitting utilisées dans [13]. Pour les simulations numériques,
nous avons complété les algorithmes en temps par des méthodes de transformée de Fourier
rapide (FFT) en espace.
Notons que le caractère non borné du potentiel V rend difficile l’analyse de ces mé-
thodes. Cependant, pour les équations de Schrödinger avec potentiel confinant, on sait que
si initialement la masse est essentiellement concentrée dans un domaine borné autour de
l’origine, cette propriété sera conservée (au moins pour des temps assez raisonnables). Nous
avons donc décidé de tronquer le potentiel V en dehors d’un ensemble borné assez grand.
Plus précisément, soit χ : RÑ r0, 1s la fonction régulière donnée par :
@x P r1´ δ{2, δ{2´ 1s, χpxq “ 1 et @x P p´8,´δ{2q Y pδ{2,`8q, χpxq “ 0,
où δ ąą 2 est un réel choisi en fonction de la donnée initiale, des paramètres physiques et
du temps final T ą 0. Le nouveau potentiel est alors défini par :





On introduit Tδ “ R{pδZq et w une fonction δ-périodique dans toutes les directions telle
que pour tout t ą 0 et tout x P Rd vérifiant : |xj | ď δ{2, 1 ď j ď d, wpt,xq “ W pt,xq.
L’application t ÞÑ wpt, .q est régulière de r0, T s dans HσpTdδq dès que σ ě 0.
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Le problème (5.9) est donc ici remplacé par le problème bien posé dans HσpTdδq :
Btψpt,xq ´ Lψpt,xq “ Nwpt, ψqpxq, pt,xq P r0, T s ˆ Tdδ ,
ψp0,xq “ ψ0pxq, x P Tdδ ,
(5.11)
où T ą 0, L “
i∆
2
et Nwpt, ψqpxq “ ´iwpt,xqψpt,xq ´ iβ|ψ|2κψpt,xq.
Les méthodes Runge-Kutta exponentielles (RKE)
Soit ptnq0ďnďM une subdivision régulière de r0, T s à M ` 1 points dont le pas est noté
h. Soit s P N‹ et c1, ¨ ¨ ¨ , cs P r0, 1s donnés tels que pour tout pi, jq P t1, ¨ ¨ ¨ , su2, ci ‰ cj si
i ‰ j. Pour n P t0, ¨ ¨ ¨ ,M ´ 1u fixé, on suppose qu’on connaît une approximation ψn de la
solution exacte ψptnq du problème (5.11) au temps tn. Utiliser une méthode RKE consiste
à calculer une approximation ψn`1 à partir de ψn de la façon suivante. On commence par






ak,`phLqNwptn ` c`h, ψn,`q, 1 ď k ď s, (5.12)
où les inconnues sont ψn,1, ¨ ¨ ¨ , ψn,s et où les s2 coefficients pak,lphLqqpk,lqPt1,¨¨¨ ,su2 sont des














, 1 ď ` ď s. (5.14)






bkphLqNwptn ` ckh, ψn,kq, (5.15)
où






Remarque 5.1. Nous avons utilisé pour le calcul des coefficients une procédure permettant
d’éviter les instabilités numériques qu’une approche directe peut générer (voir [30] pour plus
de détails). Notons que nous pouvons calculer tous les coefficients indépendamment les uns
des autres et utiliser du calcul parallèle pour le faire. De plus une fois qu’ils ont été calculés,
nous n’avons plus besoin de le refaire tant que les paramètres de discrétisation en temps et
en espace restent inchangés.
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Pour cette méthode, nous pouvons montrer en utilisant le Théorème 3.6 de [71], le
résultat suivant :
Théorème 5.1. Pour tout ψ0 P HσpTdδq et tout T ą 0 tels que la solution exacte de (5.11)
soit régulière sur r0, T s, il existe C, h0 ą 0 tels que pour tout h P p0, h0q, la méthode RKE
(5.12)-(5.15) avec donnée initiale ψ0 soit bien définie. De plus, pour tout h P p0, h0q et
n P N tels que nh ď T , on a :
}ψptnq ´ ψn}HσpTdδq
ď Chs.
Bien que nous ne soyons pas capable de le montrer, nous avons observé numériquement
que si les s points de collocation sont les points de Gauss, la méthode RKE est en fait
d’ordre 2s (voir la figure 5.2). Dans la suite j’appellerai Gauss-RKE la méthode RKE
utilisant les points de collocation de Gauss.
Les méthodes de Lawson
Le principe de ces méthodes est le suivant. On effectue, dans (5.11), le changement de
variable suivant (appelé transformation de Lawson) :
upt,xq “ e´Ltψpt,xq. (5.17)
Alors ψ est solution de (5.11) si et seulement si u est solution de :
Btupt,xq “ e
´LtNwpt, e
Ltupt,xqq, pt,xq P r0, T s ˆ Tdδ ,
up0,xq “ ψp0,xq “ ψ0pxq, x P Tdδ .
(5.18)
Enfin, on applique maintenant une méthode de Runge-Kutta classique à (5.18) vue comme
une EDO en temps. Plus précisément, soit la méthode de Runge-Kutta à s étages suivante :




cs as,1 ¨ ¨ ¨ as,s
b1 ¨ ¨ ¨ bs
telle que :









bk “ 1. (5.20)








pck´c`qhLNw ptn ` c`h, ψn,`q , (5.21)
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p1´ckqhLNw ptn ` ckh, ψn,kq . (5.22)
Dès que h est assez petit, la méthode de Lawson (5.21)-(5.22) est bien définie dans HσpTdδq.
L’équation (5.11) étant réversible en temps, on peut donner une condition suffisante pour
que la méthode de Lawson soit symétrique. Pour cela, il suffit de suivre les idées développées
dans [47].
Théorème 5.2. Supposons que la méthode de Runge-Kutta à s étages définie par pak,`q1ďk,`ďs
et pbkq1ďkďs vérifie (5.20) de sorte qu’elle soit au moins d’ordre 1. Supposons que cette mé-
thode vérifie également :
@pk, `q P t1, . . . , su2, as`1´k,s`1´` ` ak,` “ b`, (5.23)
de sorte qu’elle soit symétrique (voir le Théorème 2.3 dans [90]). Alors la méthode de
Lawson définie par (5.21)-(5.22) est aussi symétrique.
Il est facile de montrer également que si la méthode de Runge-Kutta sous-jacente
préserve les invariants quadratiques (au sens où elle vérifie la condition de Cooper), alors
la méthode de Lawson préserve elle aussi les invariants quadratiques.
Théorème 5.3. Supposons que la méthode sous-jacente de Runge-Kutta vérifie (5.20) de
sorte qu’elle soit au moins d’ordre 1. Supposons qu’elle vérifie également la condition de
Cooper :
bkak,` ` b`a`,k “ bkb`, @ 1 ď k, ` ď s, (5.24)
de sorte qu’elle préserve les invariants quadratiques. Alors la méthode de Lawson (5.21)-
(5.22) préserve la norme L2 :
}ψn}L2pTdδq
“ }ψ0}L2pTdδq
, @ n ě 0.
J’appellerai dans la suite méthode de Gauss-Lawson une méthode de Lawson dont la
méthode de Runge-Kutta sous-jacente est une méthode de collocation de Gauss. Nous
avons montré qu’une telle méthode à s étages est d’ordre 2s.
Théorème 5.4. Supposons ψ0 P HσpTdδq donnée et T ą 0 choisis tels que la solution exacte
t ÞÑ ψptq du problème de Cauchy (5.11) soit définie sur r0, T s. Il existe des constantes C ą 0
et h0 ą 0 telles que :
@h P p0, h0q, @n P N t.q. 0 ď nh ď T, }ψptnq ´ ψn}HσpTdδq ď Ch
2s,
où ψn est l’approximation numérique de ψ fournie par la méthode de Gauss-Lawson (5.21)-
(5.22).
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Pour démontrer ce résultat, nous commençons par considérer une forme équivalente
à (5.11) qui soit autonome. Nous montrons ensuite qu’appliquer une méthode de Lawson
à cette formulation autonome revient essentiellement à l’appliquer directement à (5.11).
Enfin, nous utilisons le lemme d’Alekseev-Gröbner pour les systèmes autonomes (Théorème
2 de [66]). Ce résultat nous fournit une représentation de l’erreur de consistance permettant
de conclure que celle-ci est d’ordre h2s`1 dansHσpTdδq (les méthodes de Gauss-Lawson étant
des méthodes de collocation), et donc, que l’erreur globale est d’ordre h2s (via un lemme
de Gronwall discret).
Remarque 5.2. Notons que la constante C du théorème 5.4, n’est pas uniforme par rapport
au paramètre de troncature δ.
Résultats numériques
Pour les expériences numériques, nous avons comparé les résultats obtenus avec les
deux méthodes présentées ci-dessus et ceux obtenus avec les méthodes de splitting d’ordre
1, 2, 4 et 6. Je ne présente ici qu’une partie d’entre elles.
Un exemple 1-d avec κ “ 1





2ψ, pt, xq P r0, T s ˆ R, (5.25)



























































ˇ {EkpΠkpψexp0, ¨qqq, (5.29)
où Πk est l’opérateur de projection :
Πk : C0prx`, xrs,Cq Ñ CM
ϕ ÞÑ pϕpxjqq0ďjďM´1
,








Pour toutes les simulations, le domaine de calcul est p´15, 15q, le temps final T “ 5 et nous
avons pris 210 points en espace. Les paramètres physiques choisis sont q “ 8, a “ q2{16 et
c “ 0.5. Les légendes des figures sont données dans la figure 5.1.
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Je présente dans la figure 5.2 l’évolution de EP,h en fonction de h pour les différents
schémas. Comme nous avons utilisé pour les simulations les points de collocation de Gauss,
l’ordre numérique obtenu pour les méthodes de Gauss-Lawson est bien 2s. Il est à noter
que c’est numériquement également le cas pour les méthodes Gauss-RKE. Pour s grand,
il y a un phénomène de saturation : l’erreur de phase EP,h arrête de décroître avec h. Ceci
est dû au fait que la solution exacte ψex définie par (5.26) ne satisfait pas exactement les
conditions aux limites (voir la transformation du problème de Rd à Tdδ). Ce phénomène peut
être réduit soit en augmentant δ soit en transformant les conditions aux limites périodiques
en, par exemple, des conditions de Dirichlet homogènes pour lesquelles on remplacera alors
la procédure FFT par une transformation en sinus discrète. En comparant les figures 5.2
pour RKE et pour Lawson, on peut remarquer que les constantes d’erreur sont meilleures













Figure 5.1 – Légendes
Les préservations de la masse et de l’énergie sont fondamentales quand il s’agit d’équa-
tions dispersives. Comme il est connu que les méthodes de Gauss-Lawson et du splitting
préservent la masse, je ne présente l’évolution de l’erreur de masse EM,h en fonction de h
que pour les méthodes Gauss-RKE (voir la figure 5.3). On voit clairement que, bien que
ces méthodes ne préservent pas la masse, on atteint la précision numérique pour un pas
de temps inférieur à 10´2 et pour toute méthode à au moins deux étages. Concernant
l’énergie, les méthodes considérées ne la préservent pas. Je présente donc dans la figure
5.4 l’évolution de l’erreur EE,h en fonction de h pour tous les schémas. Il est clair que les
méthodes Gauss-RKE sont de ce point de vue de meilleure qualité que les méthodes de
Gauss-Lawson qui sont elles-mêmes meilleures que les méthodes de splitting.
Enfin je présente dans la figure 5.5 l’évolution du temps CPU en fonction de l’erreur de
phase EP,h. Ces figures sont très intéressantes. En effet, les schémas Gauss-RKE et Gauss-
Lawson étant des schémas implicites on pourrait croire qu’ils sont bien plus coûteux que les
schémas de splitting. On voit cependant sur la figure que pour une erreur EP,h donnée, le
temps CPU est clairement plus faible pour les schémas Gauss-RKE. De plus, on remarque
que pour une erreur "grande" (EP,h ě 10´2), les schémas de splitting sont moins coûteux
que ceux de Gauss-Lawson mais la situation s’inverse ensuite. Notons que pour les schémas






























Figure 5.2 – Evolution de EP,h en fonction du pas de temps pour le problème (5.25)
(voir Fig. 5.1 pour les légendes)








Figure 5.3 – Evolution de EM,h en fonction du pas de temps pour le problème (5.25)
et la méthode Gauss-RKE (voir Fig. 5.1 pour les légendes)
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(a) Gauss-RKE


























Figure 5.4 – Evolution de EE,h en fonction du pas de temps pour le problème (5.25)
(voir Fig. 5.1 pour les légendes)
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(a) Gauss-RKE









































Figure 5.5 – Evolution du temps CPU en fonction de l’erreur EP,h pour le problème
(5.25) (voir Fig. 5.1 pour les légendes)
Un exemple 2-d avec κ “ 1
Un autre exemple que nous avons considéré est celui d’un BEC en rotation 2-d modélisé
par l’équation (5.1). Nous avons utilisé la méthode de Gauss-RKE d’ordre 6 pour reproduire
les simulations réalisées dans [13]. Les paramètres sont β “ 1000, Ω “ 0.9, γx “ 1.05 et
γy “ 0.95. Le domaine de calcul est p´16, 16q avec 29 modes de Fourier dans chaque
direction. Le pas de temps est h “ 10´3 et le temps final T “ 7. La donnée initiale est
l’état fondamental de l’équation stationnaire généré par la toolbox Matlab GPELab 1. On
retrouve le même comportement et les mêmes propriétés de conservation.
1. http://gpelab.math.cnrs.fr
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Figure 5.6 – Tracés de contours de la fonction de densité |ϕpt,xq|2 dans un BEC
en rotation.
5.3 Méthodes numériques préservant l’énergie
Le travail présenté ici est un travail encore en cours. Comme nous l’avons vu dans la
présentation du modèle, l’équation (5.1) préserve l’énergie (5.4) et cette propriété n’est pas
vérifiée par les schémas numériques de la section précédente. Avec C. Besse, S. Descombes et
G. Dujardin, nous nous intéressons donc à des schémas numériques préservant l’énergie et
d’ordre élevé si possible. En particulier, nous nous intéressons à deux schémas numériques
préservant l’énergie : le schéma de Crank-Nicolson présenté dans [62] et celui de relaxation
présenté, pour des non linéarités cubiques (κ “ 1) dans [32]. Il est bien connu (au moins
numériquement) que chacun d’entre eux est d’ordre 2.
Pour ces schémas nous nous sommes posé plusieurs questions :
‚ est-il possible de généraliser le schéma de relaxation à des non linéarités quelconques
tout en conservant la propriété de préservation de l’énergie et l’ordre du schéma ?
‚ est-il possible de démontrer, au moins dans le cas NLS cubique (i.e. V ” 0, β “
1, κ “ 1,Ω “ 0), que le schéma de relaxation est bien d’ordre 2 ?
‚ est-il possible, par une procédure de composition, d’obtenir des méthodes numé-
riques d’ordre élevé et préservant l’énergie ?
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Le schéma de relaxation généralisé à des non linéarités quelconques
Nous proposons la généralisation suivante de la méthode de relaxation introduite, pour
κ “ 1, dans [32]. Soit ϕ0 et γ´1{2 données, pour n P N, pϕn`1, γn`1{2q est calculé à partir
















































































qui correspond exactement au schéma proposé dans [32].
En multipliant la dernière équation de (5.30) par ϕn`1 ´ ϕn, en intégrant en espace
et en en prenant la partie réelle, on obtient facilement que cette méthode de relaxation





















Théorème 5.5. La méthode de relaxation généralisée (5.30) appliquée à l’équation (5.1)
avec donnée initiale ϕ0 et γ´1{2 préserve exactement la norme L2 et l’énergie Erlx définie





L2pRdq et Erlxpϕn`1, γn`1{2q “ Erlxpϕ0, γ´1{2q. (5.33)
Remarque 5.3. Bien que je ne présente ici que le cas K “ 1, la méthode de relaxation











2σkpt, xq ` λ
`





Il faudra dans ce cas créer une inconnue par non linéarité considérée et ajouter dans l’éner-
gie autant de termes liés aux non linéarités que nécessaires.
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Analyse de consistance pour la méthode de relaxation
Ici nous considérons le cas V “ 0, β “ 1, κ “ 1 et Ω “ 0 dans (5.1). Nous pouvons
montrer qu’alors le schéma de relaxation est un schéma consistant d’ordre 2. Pour cela
nous suivons les idées introduites dans [32]. En particulier, nous commençons par ré-écrire
l’équation sous la forme d’un système :
iBtϕ “ Lϕ` βΥϕ, (5.34a)
BtΥ “ 2Repvϕq, (5.34b)
iBtv “ L v ` βpBtΥϕ`ΥBtϕq. (5.34c)


































































































q à partir de :




































































L’application Xn ÞÑ Xn`1 s’écrit alors sous la forme :
Xn`1 “ BXn ` δtCMpXn, Xn`1q. (5.37)
Sous les bonnes hypothèses sur les données initiales, on peut montrer que :
}MpXn, Xn`1q ´MpXptnq, Xptn`1qq}pHspRdqq7 ď
C
´





où ~ ¨ ~ est la norme des opérateurs linéaires continus de pHspRdqq7 dans lui-même.
On obtient alors le résultat suivant :
Théorème 5.6. Sous les bonnes hypothèses sur les données initiales ϕ0,Υ´1{2 P Hs`6pRdq
et pour δt0 ą 0 et T ă T ˚ vérifiant nos hypothèses, il existe une constante C ą 0 et un
temps t1 P p0, T q tels que pour tout n P N et tout δt P p0, δt0q avec nδt ď t1,







Le théorème 5.6 est uniquement vrai pour un temps t1 assez petit et ne peut pas
être itéré, essentiellement parce que le spectre non borné du Laplacien empêche de borner
indépendamment de n les puissances de B. Cependant, si l’opérateur Laplacien est remplacé
par une version bornée (comme c’est le cas dès qu’il est discrétisé), alors les puissances de
B sont bornées et on peut itérer les estimations d’erreur de façon à obtenir le résultat
suivant :
Théorème 5.7. Supposons que l’opérateur L soit une version tronquée de l’opérateur
Laplacien de symbole ξ ÞÑ ´}ξ}2χrpξq où χr est une fonction régulière à support dans une
boule de rayon r et égale à 1 dans une boule de rayon r ´ 1. Sous les bonnes hypothèses
sur les données initiales ϕ0,Υ´1{2 P Hs`4pRdq et pour δt0 ą 0 and T ă T ˚ vérifiant nos
hypothèses, il existe une constante C ą 0 telle que pour tout n P N et tout δt P p0, δt0q tels
que nδt ď T ,







Composition de la méthode de Crank-Nicolson
L’idée ici est d’utiliser la composition d’une méthode préservant l’énergie pour construire
une méthode d’ordre élevé préservant elle aussi l’énergie. La brique de base que nous avons
utilisé est la méthode de Crank-Nicolson.

























Cette méthode permet de préserver l’énergie Epϕq donnée par (5.4). En la composant :
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γ1 “ γ3 “
1
2´ 21{p2`1q

















γ1 “ γ2 “ γ4 “ γ5 “
1
4´ 41{p2`1q




on obtient des méthodes d’ordre 4 qui préservent encore la même énergie.
Remarque 5.4. La méthode de Crank-Nicolson est une méthode totalement implicite qui
nécessite donc la résolution d’une équation non linéaire à chaque étape et cela peut-être
numériquement coûteux. Nous avons essayé d’accélérer la méthode en utilisant les formules
de Peaceman-Rachford [115].
Quelques simulations numériques
Nous testons actuellement les méthodes de Crank-Nicolson (CN) et de relaxation, l’ac-
célération de la méthode de Crank-Nicolson via les formules de Peaceman-Rachford (CN-
PR) et la méthode de composition de Suzuki (5.41)-(5.42) avec comme élément de base
la méthode de Crank-Nicolson (CN-Suzuki). Nous comparons ces méthodes à la méthode
classique du splitting de Lie. Dans les simulations numériques, nous nous intéressons aux
mêmes quantités que dans la partie précédente, à savoir l’erreur de phase EP,h, l’erreur de
masse EM,h et l’erreur d’énergie EE,h données par (5.27)-(5.29). Je présente ici les premiers
résultats obtenus sur deux type de cas test.
Un exemple 1-d avec κ “ 1
Nous considérons, une fois de plus, le cas d’un soliton 1-d i.e. le cas d’une solution de











Dans les exemples numériques nous prenons : β “ ´q “ ´8, a “ q2{16 “ 4 et c “ 0 (il
s’agit donc d’un soliton à vitesse nulle).
Sur la figure 5.7, je présente l’erreur de phase en fonction du pas de temps h. On
remarque que les ordres des méthodes correspondent aux ordres donnés par la théorie. Sur
la figure 5.8, je présente les résultats obtenus pour l’erreur de masse et l’erreur d’énergie
en fonction de h. Comme on s’y attend chacune des méthodes préserve la masse. De plus
les méthodes CN, CN-PR, CN-Suzuki et relaxation préservent effectivement l’énergie alors
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que ce n’est pas le cas de la méthode de splitting. Enfin sur la figure 5.9, je donne le tracé
du temps CPU en fonction de l’erreur de phase. On constate que, pour des pas de temps
raisonnablement petits et un temps CPU identique, utiliser une méthode de composition
d’ordre élevé permet d’obtenir des erreurs de phases plus petites que pour les autres.
Un exemple 1-d avec une non linéarité cubique (κ “ 1) et une non linéarité quintique
(κ “ 2)




B2xϕ` V pt, xqϕ` β1|ϕ|
2ϕ` β2|ϕ|
4ϕ, (5.44)
avec β1 ă 0 et β2 ą 0. Une solution de cette équation (voir [19]) est donnée sous la forme :
ϕpt, xq “ eiφpt,xqUpξpt, xqq, (5.45)









avec E ă 0, ζ “ ´16Eβ2{p3β21q et η “
a
4E{β1.
Pour les simulations numériques, nous considérons deux potentiels différents :
1. Un potentiel indépendant du temps V pxq “ v
?
2x, avec v une constante. Pour
celui-ci les fonctions φ et ξ sont données par :
φpt, xq “ ´vt
?
2x´ v2t3{3´ Et, ξpt, xq “
?
2x´ vt2.





2x pour lequel les
fonctions φ et ξ sont données par :















Pour ces exemples, nous choissons : β1 “ ´2, β2 “ 0.5, E “ ´1, v “ 0.1, Ω̃ “ 2, β0 “
0. Pour le premier cas, je présente dans la figure 5.10 les erreurs de phase et d’énergie
en fonction du pas de temps. Les ordres obtenus sont les mêmes que ceux de l’exemple
précédent et comme attendu les méthodes de Crank-Nicolson (classique et Suzuki) et de
relaxation préservent bien l’énergie. Pour le second cas, je présente dans la figure 5.11 le
tracé des erreurs de phase en fonction du pas de temps pour chacune des méthodes. Les
ordres obtenus sont toujours les mêmes.
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Figure 5.7 – EP,h en fonction de h pour le soliton 1-d.





















Figure 5.8 – EM,h (à gauche) et EE,h (à droite) pour le soliton 1-d.
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Figure 5.9 – Temps CPU en fonction de l’erreur de phase pour le cas du soliton
1-d.




















Figure 5.10 – EP,h (à gauche) et EE,h (à droite) en fonction de h pour le premier
cas cubique/quintique.
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Figure 5.11 – EP,h en fonction de h pour le second cas cubique/quintique.
Chapitre 6
Conclusion et perspectives
Depuis ma thèse mes travaux de recherche ont donc porté sur des questions aussi
bien théoriques (recherche d’inégalités d’entropie, existence de solutions, limites de pa-
ramètres) que numériques (construction de conditions aux limites adaptées, dérivation,
convergence et comportement asymptotique de schémas numériques). Les travaux plus
théoriques concernent l’équation des milieux poreux, le modèle de Navier-Stokes quan-
tique et un modèle de corrosion pour lequel j’ai également fait une étude numérique. D’un
point de vue plus numérique, je me suis intéressée à la construction de conditions aux
limites pour différents modèles (modèle d’Euler, équation d’Helmholtz et équation d’Airy)
ainsi qu’à l’étude de différents schémas numériques pour l’équation de Gross-Pitaevskii.
Dans le chapitre 2, j’ai décrit les résultats obtenus concernant le modèle de Navier-
Stokes quantique. En particulier j’ai présenté des résultats d’existence de solutions et de
limite semi-classique du modèle utilisant différentes techniques telles que l’ajout d’un terme
de pression froide dans les équations ou l’utilisation de solutions faibles re-normalisées en
vitesse (suivant en cela respectivement les idées développées dans [38] et [131]). J’ai égale-
ment expliqué comment, en généralisant aux systèmes de Navier-Stokes-Korteweg et Euler-
Korteweg l’entropie relative introduite pour les équations de Navier-Stokes compressibles
dans [42], il est possible de démontrer la limite de faible viscosité du modèle.
Dans le chapitre 3, j’ai détaillé une partie de mes travaux concernant le modèle de
corrosion simplifié évolutif : un résultat d’existence de solutions ainsi qu’un résultat de
convergence pour un schéma numérique Euler implicite en temps et volumes finis en espace.
Ici les techniques utilisées sont assez classiques : estimations a priori, résultats de compacité
à la Aubin-Simon [124], résultats de convergence des traces suivants les idées développées
dans [34].
Le chapitre 4 est dédié à la construction de conditions aux limites. J’y ai détaillé
trois résultats en particulier. J’ai expliqué comment construire de telles conditions pour
le modèle d’Euler lorsque celui-ci est vu comme la limite hydrodynamique de l’équation
BGK pour laquelle les conditions aux limites sont connues. La méthode utilisée est inspirée
de travaux sur la décomposition de domaine [15, 61]. Les conditions ainsi obtenues sont
de type Maxwell et une approche locale de la linéarisation fournie de meilleurs résultats
qu’une approche globale. Nous avons pu constater que les résultats obtenus par la méthode
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proposée correspondent à ceux obtenus par la simulation de l’équation BGK. J’ai ensuite
présenté comment construire l’opérateur DtN pour un milieu périodique infini à symétrie
hexagonale contenant un défaut pour l’équation d’Helmholtz. Comme dans [82], celui-ci
est obtenu comme la factorisation de deux opérateurs non locaux, l’un étant un opérateur
de type DtN correspondant à un problème de demi-espace et le second un opérateur DtD
relié aux propriétés de symétrie du problème. Enfin pour l’équation d’Airy j’ai proposé une
construction de conditions limites transparentes, dans le cas complètement discret, adap-
tées en particulier au schéma de Crank-Nicolson centré. Pour cela nous avons commencé
par étendre la construction faite au niveau continu dans [137], celle-ci servant de guide pour
le cas totalement discret. Des simulations numériques montrant les résultats ainsi obtenus
ont également été présentées. Les ordres de convergence en temps et en espace du schéma
ne sont pas perturbés par les conditions aux limites.
Le dernier chapitre est consacré à l’équation de Gross-Pitaevskii utilisée dans la modé-
lisation des condensats de Bose-Einstein. Par un changement de variable le problème est
ramené à l’équation de Schrödinger non linéaire avec un potentiel dépendant à la fois du
temps et de l’espace. Dans un premier temps, une classe d’intégrateurs exponentiels d’ordre
élevé a été développée. Plus précisément je me suis intéressée aux méthodes de Runge-Kutta
exponentielles et de Lawson pour lesquelles nous avons respectivement démontré un ordre
s et 2s. Numériquement nous avons observé que les méthodes de Runge-Kutta exponen-
tielles utilisant les points de collocation de Gauss sont en fait d’ordre 2s également. Dans
les simulations, j’ai comparé ces méthodes aux méthodes de splitting. Tant du point de vue
de la précision en temps que du coût de calcul, les méthodes de Runge-Kutta exponentielles
utilisant les points de collocation de Gauss sont les plus performantes numériquement bien
qu’elles ne préservent pas la masse contrairement aux méthodes de Lawson et de splitting.
Toutes ces méthodes ne préservant pas l’énergie, j’ai ensuite présenté des travaux encore en
cours sur des schémas numériques permettant de la conserver et d’ordre élevé si possible.
J’ai notamment expliqué comment généraliser à des non linéarités quelconques la méthode
de relaxation écrite dans [32] pour des non linéarités cubiques ; comment montrer que cette
dernière est d’ordre 2 dans le cas cubique à potentiel nul et enfin comment composer par
les formules de Suzuki ([90] page 45) la méthode de Crank-Nicolson ([62]) pour en ob-
tenir une méthode d’ordre 4 préservant les invariants de l’équation. Il reste encore pour
cette dernière partie des simulations numériques à faire avec en particulier des cas 2-d de
condensats de Bose-Einstein.
Dans le futur je souhaite m’intéresser à la hiérarchie de modèles suivante :
— l’équation de Gross-Pitaevskii généralisée donnée par :
iBtψ `∆ψ ` ψpW ˚ p1´ |ψ|q2q “ 0, in Rd ˆ R, (6.1)
où la fonction d’onde ψ n’est pas nulle à l’infini et où la convolution avec W P S1pRdq
prend en compte les interactions non locales. Lorsque W est un Dirac, (6.1) correspond à
l’équation de Gross-Pitaevskii classique.
— l’équation de Boltzmann quantique donnée par :
Btf ` p ¨∇xf ´∇xV ¨∇pf “ Qpfq{τ, (6.2)
où f “ fpt, x, pq représente la distribution des particules dans l’espace des phases, V “
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V pxq un potentiel confinant, Qpfq l’opérateur de collision quantique, et τ un paramètre de
scaling.
— le modèle de Navier-Stokes quantique présenté dans le chapitre 2.
Ces trois modèles correspondent à trois niveaux différents de description de systèmes
quantiques. Ils sont liés de la façon suivante. Si W est un Dirac dans l’équation de Gross-
Pitaevskii généralisée, en utilisant une transformation de Madelung on obtient le modèle
d’Euler quantique qui, rappelons le, correspond à la limite de faible viscosité du modèle de
Navier-Stokes quantique. Ce dernier peut donc être vu comme une correction visqueuse du
modèle d’Euler quantique et peut être obtenu, comme mentionné au chapitre 2, à partir
de l’équation (6.2) pour un opérateur de collision simplifié [43].
J’aimerais étudier aussi bien théoriquement que numériquement ces trois modèles et
leurs liens. L’intérêt d’une telle double étude est que les résultats théoriques peuvent être
utilisés pour mettre en place des schémas numériques efficaces et, réciproquement, les
expériences numériques peuvent être un point de départ à des conjectures pour des résultats
théoriques. Les deux axes que j’aimerais développer sont donc : l’étude des comportements
asymptotiques des solutions, en temps grand et en limite de paramètres, et la mise en place
de schémas numériques.
Dans la suite des travaux présentés au chapitre 2, je souhaite regarder des dévelop-
pements asymptotiques des solutions en fonction de ε et/ou ν afin d’obtenir des approxi-
mations d’ordre plus élevé. J’aimerais également étudier le comportement en temps long
des solutions du modèle de Navier-Stokes quantique. Enfin une question intéressante mais
difficile est l’étude du lien entre l’équation de Gross-Pitaevskii généralisée et le modèle
de Navier-Stokes quantique. Ceci nécessite sans doute de considérer d’abord l’équation de
Schrödinger pour N particules et de laisser tendre N vers l’infini afin d’obtenir un modèle
macroscopique. L’une des principales difficulté est d’avoir une description des collisions qui
permette de retrouver un terme diffusif.
A ma connaissance, la question de la simulation numérique du modèle de Navier-
Stokes quantique est toujours une question ouverte. Une possibilité serait d’étendre les idées
présentées dans [35] au cas visqueux. Dans ce travail, les auteurs utilisent la formulation
augmentée du système d’Euler-Kortewg décrite au chapitre 2 pour construire un schéma
numérique stable sous condition CFL. Une autre question intéressante est de voir s’il
est possible de développer des schémas hybrides en couplant les niveaux macroscopique
(Navier-Stokes quantique) et mésoscopique (équation de Boltzmann quantique) comme ça
a récemment été fait dans le cas classique [81], ou encore, de voir si on peut obtenir pour
le modèle de Navier-Stokes quantique des conditions aux limites appropriées à partir de
celles de l’équation de Boltzmann quantique comme ça a été fait dans le chapitre 4. Une
première possibilité serait de considérer le cas simplifié de l’opérateur de BGK quantique.
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