Localização de soluções para equações de navier-stokes planares by Oliveira, Hermenegildo Augusto Vieira Borges de
UNIVERSIDADE DO ALGARVE 
FACULDADE DE CIÊNCIAS E TECNOLOGIA 
Localização de Soluções para 
Equações de Navier-Stokes Planares 
Hermenegildo Augusto Vieira Borges de Oliveira 
(Mestre) 
Dissertação para a obtenção do Grau de Doutor em Matemática, 
Especialidade de Análise Matemática 
u 
Faro, Janeiro de 2004 
TESES 
SD 
i híímíji
UNIVERSIDADE DO ALGARVE 
FACULDADE DE CIÊNCIAS E TECNOLOGIA 
u 
/ X x t* t 
n/ 
VW 
x/ 
Localização de Soluções para 
Equações de Navier-Stokes Planares 
Hermenegildo Augusto Vieira Borges de Oliveira 
(Mestre) 
Dissertação para a obtenção do Grau de Doutor era Matemática, 
Especialidade de Análise Matemática 
Faro, Janeiro de 2004 
OU + ioC 
d ' 
UNIVERSITY OF ALGARVE 
FACULTY OF SCIENCES AND TECHNOLOGY 
Localization of Solutions for Planar 
Navier-Stokes Equations 
Hermenegildo Augusto Vieira Borges de Oliveira 
(Master) 
Dissertation to obtain the degree of Ph.D. in Mathematics, 
Speciality of Mathematical Analysis 
u 
t* 
Faro, January of 2004 
ERRATA 
"Localization of solutions for planar Navier-Stokes equations" 
Hermenegildo Borges de Oliveira 
July 13, 2004 
p. 4 To replace in equation (1.1.6) "... for any g > 0 ..." by "... for any g > 1 ...". 
p. 6 To replace in Theorem (Lebesgue) "... limn_00 fí2 fn{x) dx = fQ f{x) dx." by "... |/n —/li^n) 
converges to zero.", and to add the the following result 
Corollary Let /„ be a monotone increasing sequence of non-negative real measurable, but not 
necessarily integrable, functions converging almost everywhere to a function f. Then 
Um / fn{x)dx= / f{x)dx. 
"-
+00
 Jçi Jçi 
p. 26 In Theorem 2.4.1 to replace "... s G [1,2) ..." by "... s G (0,1) ...". 
p. 27 The reasoning at the end of the page must be corrected as follows: a) four Unes above "... 
Ag(x, vN) ..." is replaced by "... Ag(x, wN) ..."; b) one Une above, "... we obtain the estimate 
..." is replaced by "... we obtain the a priori estimate ..."; c) equation (2.4.40) is corrected to 
"... [[w^Hni^N) < C, where C = C {L,p,s,u,R) ..."; d) continuing on p. 28, in the first Une, 
"... maps L2(í2Ar) x [0,1] ..." is replaced by "... maps a bali in L2(í2Af) x [0,1] ...". 
p. 29 To replace, at the end of the fifth Une, counting from the bottom, "... with Ag(x, v^) ..." by "... 
with Ag(x, w^) in the third, from the bottom, "... the estimate (2.4.40) ..." by "... the a priori 
estimate (2.4.40) ...", and, in the last Une, "... C = C ^L, u,R, ||a||LTa_ , ||ft||L2(njv), ||vw 
..." by "... C = C i/,i?, ..."- Continuing on p. 30, in the third Une, 
to replace "... maps L2(í)iV) x [0,1] ..." by "... maps a bali in L2(í^)x[0,l] ...". 
p. 42 To correct, in the fourth Une, "... C5 < C3C£ ll+C4 < 0." to "... C5 < C3CÇ 
C4.". 
p. 61 In the first Une above equation (4.3.26), to replace "... s G [1,2) ..." by "... s G (0,1) ...". 
p. 63 In Theorem 4.3.2 to replace "... for any A < A* and for some smail enough positive constant 
A* > 0." by "... for some small enough positive constant A > 0.". 
p. 72 In the first Une below equation (5.1.6), we must supplement that sentence with ", if we are 
considering u = u* on a; = 0,". 
p. 79 To replace in equation (5.3.34) "... for any g > 0, ..." by "... for any g > 1, ...". 
Título: Localização de soluções para equações de Navier-Stokes planares. 
Nome: Hermenegildo Augusto Vieira, Borges de Oliveira. 
Doutoramento: Ramo de Matemática, especialidade de Análise Matemática. 
Orientador: Stanislav Nikolaevich Antontsev. Professor Catedrático. 
Resumo 
Consideramos escoamentos de fluidos viscosos incompressíveis, em faixas semi-infinitas 
horizontais, governados pelos sistemas estacionários de Stokes, Naviei-St,okes e Boussi- 
nesq. Nos problemas de Stokes |6, 7, 8] e Navier-Stokes |9, 14), consideramos condições 
de fronteira nulas nas paredes horizontais, velocidades possivelmente não nulas nas 
entradas das faixas e consideramos velocidades nulas no infinito. Para o problema 
de Boussinesq |I0|. consideramos o sistema formado pelas equações de Navier-Stokes, 
com as condições de fronteira anteriormente mencionadas, e pela equação estacionária 
para a temperatura, com temperatura possivelmente não nula na. fronteira compacta 
e temperatura nula no infinito. Mostramos como estes fluidos podem ser parados a 
uma distância finita das entradas das faixas por meio de um campo de forças dissipa- 
tivo com memória dependendo de um modo sublinear da velocidade. ( onsideramos 
também um escoamento planar de um fluido viscoso incompressível, num domínio re- 
sultante do produto de uma faixa, semi-infinita horizontal com o intervalo de tempo 
(O.oo), governado pelo sistema, de Navier-Stokes evolutivo |11, 13]. Neste caso. consi- 
deramos condições de fronteira nulas na fronteira, compacta, velocidade nula no infinito 
e uma. velocidade inicial possivelmente não nula. Para este caso, mostramos como este 
fluido pode ser parado num tempo finito. Todas esta propriedades são denominadas 
por efeitos de localização e são demonstradas reduzindo os problemas considerados a 
outros, não lineares do tipo bi-harmónico, para os quais a localização das soluções é 
obtida por aplicação de um método de energia apropriado. Como a presença dos ter- 
mos não lineares definidos através dos campos de forças não é habitual em literatura 
de Mecânica, dos Fluidos, estabelecemos também alguns resultados de existência e uni- 
cidade de soluções fracas para estes problemas. Finalmente, fazemos uma, incursão da 
aplicação dos nossos resultados em Elasticidade ( lássica, Hidrodinâmica Magnética e 
Escoamentos Quase-Geostróficos. 
Palavras-chave 
Domínios planares, sistema de Stokes estacionário, sistema de Navier-Stokes estacio- 
nário. sistema de Boussinesq estacionário, sistema de Navier-Stokes evolutivo, campo 
de forças dissipativo com memória, efeitos de localização, métodos de energia. 
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Abstract 
We consider planar flows of incompressible viscous fluids, in semi-iníinite horizontal 
strips, governed by the stationary Stokes, Navier-Stokes and Boussinesq systems. In 
the Stokes [6, 7, 8] and Navier-Stokes |9, 14| problems, we consider zero boundary con- 
ditions on the lateral walls, possible non-zero velocities at the strip entrances and we 
prescribe zero velocities at infinity. For the Boussinesq problem [10], we consider the 
Navier-Stokes equations supplemented with the aforementioned boundary conditions, 
and we consider the coupled stationary equation for the temperature added with a 
possible non-zero temperature on the compact boundary and with a prescribed zero 
temperature at infinity. We show how these fluids can be stopped at a finite distance 
from the strip entrances by means of feedback dissipative íields depending in a sub- 
linear way on the velocity field. We consider also a planar how of an incompressible 
viscous fluid, in a domain resulting from the product of a horizontal semi-infinite strip 
with the time interval (0,oo), governed by the evolutionary Navier-Stokes |11, 13] sys- 
tem. In this problem, we consider zero boundary conditions on the compact boundary, 
zero prescribed velocity at infinity and a, possible non-zero initial velocity. For this case, 
we show how this fluid can be stopped in a finite time. Ali these properties are denoted 
as localization effects and are proved reducing the considered problems to non-lmear 
bi-harmonic types for which the localization of solutions is obtained by means oí the 
application of a suitable energy method. Since the presence of the non-linear terms 
deíined through the body forces fields is not standard in the Fluid Mechanics litera- 
ture, we establish also some results about existence and uniqueness of weak solutions 
for these problems. Finally, we make an attempt to apply these results in ( lassical 
Elasticity, Magneto-Hydrodynamics and Quasi-Geostrophic Flows. 
Keywords 
Planar problems, stationary Stokes system, stationary Navier-Stokes system, stationary 
Boussinesq system, evolutionary Navier-Stokes system, feedback dissipative forces field. 
localization effects, energy methods. 
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Preface 
"Open your freshly published book at random, the first thing you will see is 
a rn istake." 
K.O. Friedrichs [47, p. 10]. 
The author has chosen to start the preface to this text with these words of that great 
mathematician K.O. Friedrichs (1901-1982), not to excuse himself for any rnistake that 
might have been left, in spite of ali the corrections that have been made, but only to 
constat an evidence. In this kind of work there is always some errors that persist. What 
we hope is that the mistakes that might appear are not of scientific nature, because 
those are the worst in a puré science such as Mathematics. 
This work started with my collaboration with Professor S.N. Antontsev that I es- 
tablished still during the year of 2000. In our first meeting, Professor S.N. Antontsev 
proposed that I choose one of severa! problems to research in the area of Partia! Dif- 
ferential Equations which model physical phenomena from Fluid Mechanics. After 
spending some time stndying these problems, 1 have chose the problem consisting in 
looking for a suitable forces field that could have the property to stop a fluid governed 
by the incompressible homogeneous1 Navier-Stokes equations in a semi-infinite strip, 
with a possible non-zero velocity at the strip entrance and prescribed zero velocity 
at infinity, and with an appropriated initial condition for the evolutionary problem2. 
We have found that such a forces field must be a feedback nonlinear dissipative field 
and that we can establish the samc kind of properties for a great variety of equations 
governing fluid flows. 
Although the material in this work is almost entirely self-contained, it will be more 
easier for the readers who already possess a previous knowledge of some subjeets. 
The reader should be familiar with Functional Analysis, Differential Equations and 
Continuum Mechanics. In Functional Analysis, the reader should know Lebesgue and 
Sobolev function spaces and the main results in these subjeets as well. Some knowledge 
of Partial and Ordinary Differential Equations is also necessary, speciíically in elliptic 
and parabolic differential equations of any order and in any dimension, and in ordinary 
differential inequalities. The cornerstone of this work is Continuum Mechanics, and 
'The results presented in this work concern only with incompressible homogeneous fluids. Thus, 
when no confusion can be made, we will drop the adjectives incompressible and homogeneous. 
-'During this work we will use the words evolutionary and time dependent problem with the same 
meaning, i.e a problem for which the unknown functions depend, not only on the space variable. but 
also on an extra variable called time. 
Xlli 
thus a particular knowledge of this subject is necessary, especially of Fluid Mechanics 
and with its rnathcmatical treatment. 
This thesis is organized in four main chapters which treat the stationary Stokes 
problem in Chapter 2. the stationary Navier-Stokes problem in Chapter 3, the station- 
ary Bonssinesq problem in Chapter 4 and the evolutionary Navier-Stokes problem in 
Chapter õ. Also an introduction is presented in Chapter 1 of those subjects of main 
concern in the four subsequent chapters. Some possible directions of applications of 
our results are presented in Chapter 6. The conclusions of this work are in Chapter 7. 
and where is given some other research projects in the forthcoming years. Finally there 
is an appendix where the used notation is referred and the function spaces present in 
the text are introduced. 
Chapter 1 is devoted to the review of some results, in Section 1.1, that will be used 
in the sequei and to introduce the reader to the main subjects that are treated in this 
work. Those are localizai ion effects in Section 1.2, energy methods in Section 1.3 and 
Navier-Stokes equations in Section 1.4. 
In Chapter 2, we deal with the simplest problem, the stationary Stokes problem 
for a hornogeneous incompressible fluid. We consider this problem in a semi-infinite 
strip with zero velocity at the horizontal walls, non-zero velocity at the strip entrance 
and prescribed zero velocity at infinity. In Section 2.1 we derive these planar Stokes 
equations from the Navier-Stokes equations presented in Section 1.4. Then, in Sec- 
tion 2.2 we give a precise statement of the problem under consideration and we present 
the forces field that will be considered. The motivation to consider such a forces field 
is given in Section 2.3, where we made a historical summary of the results obtained 
by other authors in the field of Partia! Differential Equations and which lead us to 
obtain the desired localization effect. In Section 2.4 our problem is presented in a 
more rigorous mathematical form, as well the framework to prove the existence and 
the uniqueness of weak solution is provided. For these results, the collaboration es- 
tablished with Professor .1.1. Diaz in the meanwhile was fundamental. The next two 
sections, Sections 2.5 and 2.6. are devoted to establish the localizat ion effects which are 
denoted there by stopping effect and stagnation effect. In the last section. Section 2.7. 
some generalizations of our results are given, specifically by considering localized forces 
field in the sense that they only act until a finite distance, thought big enough, from 
the strip entrance. 
The results of Chapter 2 are extended in Chapter 3 for the stationary Navier-Stokes 
problem in the same domain and with the same boundary conditions. We start also by 
an introductory section. Section 3.1, where is cxplained how the equations treated in 
this chapter are derived from the Navier-Stokes equations presented in Section 1.4 and 
where the complete statement of the problem is given. In Section 3.2 the existence and 
uniqueness of weak solution is proved. We prove the localization effects in Section 3.3. 
with the help of a result proved in an appendix, in Section 3.4. 
In Chapter 4 we consider a non-standard stationary Bonssinesq problem. We in- 
troduce the problem in Section 4.1, where we recall the derivation of the Bonssinesq 
approximation, and in Section 4.2 we give its precise statement. Some results on the 
existence and uniqueness of weak solutions are proved in Section 4.3. In Section 4.4 we 
establish the localization effect for the velocity and, in consequence of that, we prove. 
XIV 
in Section 4.5, that the temperatura lias exponential decay. 
The la,st of main chapters of this thesis is Chapter 5 where the evolutionary Navier- 
Stokes equations are considered. The results presented in this chapter do not answer 
completely to ali the questions we would like. In fact vve are still vvorking on this 
problem. Nevertheless, many results on existence and uniqueness of a weak solution, 
as well the localization effect in time are already possible to show. We present these 
results either in their complete rigorous form, the case of localization eíFects in time, 
or just as simple statements, the case of existence and uniqueness of a weak solution, 
whose proofs are addressed to the article in preparaiion by Antontsev et ai |1 1|- I hr 
problem is presented in Section 5.1 and in Section 5.2 is given its weak formulai ion. 
In Section 5.3 severa! localization effects in time for planar bounded or unbounded 
domains are proved. The last section, Section 5.4, deals with the Cauchy problem, 
where, under certain conditions, some localizations effects in time are also proved. 
In Chapter 6 we point out the resemblance between our results and some possible 
applications. During our research, we have found in the Hterature, or have just heard 
from some people working in the applications, as Professors J.I. Diaz, \ . Kalantaiov, 
A.V. Kazhikov and J.L. Vasquez, that our results could be applied in some situations of 
physical interest. In this chapter we make an attempt to use our results towards the ap- 
plications in Classical Elasticity in Section 6.1, Magneto-Hydrodynamics in Section 6.2 
and Quasi-Geostrophic Flows in Section 6.3. 
The last chapter, Chapter 7, is dedicated to the conclusions of our work that, at 
this moment, can be made. Rather than concluding anything, we put many questions 
that have arisen to us during this work. We also point out some work which we aie 
developing at the moment and others queries that we would like to answer positively. 
Of course there are also many questions the reader can pose and we would be glad and 
gratefnl if the reader address them to us. 
Many of the results of this thesis were presented in severa! seminars given by the 
author at University of Algarve, University of Beira Interior, University of Évora, 
Technical Superior Institute at Technical University of Lisbon, Complutense University 
of Madrid and in the scope of the project "Nonlinear Partia! Differential Equations and 
Free Boundary Problems". The author has also presented Communications of some 
of these results in the International Congress "Navier-Stokes Equations and Related 
Topics (NSECcS)" hei d in 2002 at St. Petersburg, Rússia, in the "Winter School on 
NonLinear Partia! Differential Equations" held in 2003 at Technical Superior Institute, 
Lisbon, and in the International Conference "Nonlinear Partia! Differential Equations 
held in 2003 at Alushta, Ukraine. From these Communications and others the abstracts 
[6, 13, 14] were published. Article |7| was also published and articles |8, 9, 10| were 
accepted for publication and will appear as soon as these Journal and proceedings can 
it. 
Faro, January 2004. 
Hermenegildo Borges de Oliveira. 
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Chapter 1 
Introduction 
In this chapter we introduce the subjects which will be the aim of our work. Section 1.1 
is devoted to review some results that will be used in the sequei. The presentation refers 
to the main bibliography we have used. In Section 1.2 we define the localization effects 
which will be studied in this work. Here, we give also the two main methods available 
to carry out this study: super and subsolutions method and energy methods. The 
presentation is essentially based in the monographs by Antontsev et al |12|, Diaz |34] 
and ÈVsgoVc |42|. In Section 1.3 a specific energy method which will be used in the 
forthcoming chapters to obtain the desired localization effects is described. Besides the 
bibliography cited in this section, we must mention the monograph by Galdi and Ri- 
onero |52| which we also have read. Navier-Stokes equations are derived in Section 1.4 
from the principies of conservation of mass, linear momentum and energy. This deriva- 
tion is made in the language of modern Continuum Mechanics and, therefore, we need 
to distinguish Newtonian from non-Newtonian fluids. Besides the bibliography cited 
in this section, many other sources have been seen. We would like only to mention the 
monographs by Antontsev et al |15], Feistauer [45|, Galdi |49l, Kane and Sternheim 165], 
Kundu |71|, and the survey by Temam |116|. 
1 
2 CHAPTER 1. INTROD UCTION 
1.1 Preliminaries 
"The maximum principie is an important feature of second order elliptic 
equations that distinguish them from equations of higher order and systems 
of equations. " 
D. Gilbarg and N.S. Trudinger |55, p. 32). 
In this section, we recall some known results that will be used in the sequei. These re- 
sults extend from elementary inequalities to more deep results from Functional Analysis 
and Measure Theory. 
For every a, ò > 0 and a, /? > 0, the following algehraic inequality holds 
aQ^<(a + 6)^. (l.i.l) 
The Cauchy-Schwarz inequality 
|x-y| < |x| |y| 
holds for every x, y G 
The Young inequality 
ab<-iear^U^\\ - + 3 = 1 
p P' \£J P P' 
holds for every a, ò > 0, s > 0 and 1 < p < 00. If we take £ = then we obtain 
the equivalent Young inequality ab < 6ap + C{e) tf', with C(e) = l/[[epYFor 
p = 2, this inequality is called the Cauchy inequality. 
Let Í2 be a subdomain of RA with a Lipshitz compact boundary dPl. Then, the 
Gauss-Green Theorem asserts that the unit outward normal n exists almost everywhere 
on dQ and 
/ uXidx= / uriids, i = 
Jn Jaó. 
for every u G H1(Í2). In consequence the integration-by-parts formula 
/ uXivdx= / uvnids- uvXidx, i = l,...,N, 
dn Jan Jçi 
is valid for every u, v e H1^). Moreover, the Green formula 
uAvdK= / uS/v - nds — / Vw-VTdx 
dn Jdci d aa 
holds for every u G H^Q) and v G H2(rí). 
^If p > 1, r 1 and F{x) is defined by F{x) = f* f{t) dt for r > 1 and F{x) = 
íx fY) & for r < lj with f(x) > 0, then the Hardy inequality 
x-
rF{x)pdx < x-T(xf{x)ydx (1.1,2) 
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holds, unless / = 0. The constant is the best possible and if p = 1, the two sides of 
(1.1.2) are equal (cf. Hardy et al |60, Theorem 330)). 
Let £7 be a subdomain of and assume 1 < p <■ oo. Then the Hõlder inequality 
f Máx< i + - = i, 
Jn PP 
holds for every u G 1/(^7) and v Eljp (Í7). 
Let Í7 be a subdomain of bounded at least in one direction. Assume 1 < p < oo, 
then the Poincaré inequality1 
í \u\p dx < C í lVn|pdx, C = C(p, |Í7|), (1.1.3) 
Jn Jçi 
holds for every u G Wo'p(í7), and, if f7 is unbounded, ]f7| stands for the maximum 
width of Í7 in the bounded direction (cf. Gilbarg and Trudinger |55)). 
In this work we will appeal on many occasions to the Weak Maximum Principie. For 
many purposes it suffices to have the Classical Weak Maximum Principie. But, here, 
we consider its natural extension to operators in divergence form and for tunctions in 
the Sobolev space H1^). 
Theorem (Weak Maximum Principie) Let us consider the following second order 
linear elliptic2 operator having its principal part in divergence form 
L{u) = div(aVu + hu) + c • Vií + du, (1--1.4) 
whose coefficientsa. (matrix), b, c (vectors) and d (scalar) are assumed to be measurable 
in a domain Í7 o/M^. If u E H1(Í7) satisfies L{u) > 0 Oj in Í7, then 
sup u < sup u+ (resp. inf w > inf ) . 
o ao ^ o ao / 
Notice that for the classical weak maximum principie, the condition it is imposed that 
the coefficient of u (in this case, div h d) is non-positive. But since the derivatives 
divb need not exist as functions, the non-positivity of divb + d must be interpreted in 
a generalized sense, i. e. 
(div b + d)v dx < 0, for every v G Cj(í7). 
Since b and d are bounded, this inequality will continue to hold for ali non-negative u 
in Wj'1^) (cf. Gilbarg and Trudinger |55|). 
1This is a weaker form of a Sobolev inequality and the true Poincaré inequality corresponds to the 
case p = 2. There are also some authors that, in the case of p = 2, refer to this inequality as the 
Friedrichs inequality (see e.g. Necas [90]). 
2Ellipticity means that the coefficient matrix a is positive definite in the domain of the respective 
arguments. 
I 
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Strongly related with the Weak Maximum Principie is the next result we present, 
usually denoted as the Comparison Principie. 
Theorem (Comparison Principie) Let uu u2 G H^Q) satisfy L(ui) > L^) in Q 
and corresponding to houndary conditions hi and /is, respectively. If hi < h2 on díl; 
then Ui < U2 in PL. 
The next result gives us suitable interpolation inequalities whose applications are of 
the utmost importance in this thesis. Here, we have considered the original references 
by Gagliardo [48] and Nirenberg [91|. 
Theorem (Gagliardo-Nirenberg) Assume Pl C RN and let j, k,leZ with 0<j< 
k, k > 1 and l < q, r < oo. 
(i) If Pl is unbounded, then 
where 6 is given by 
P = N + e{l~'If)+(1~e)l' foral1 
and C = C{j, k,N,p, q, r, 9). 
(ii) If Pl is bounded, then 
IJlTií||lp(^) < Ci ||D^||L,(f2) 11^11^(0) + Cs |h||L9-(íí), for any q > O, (1.1.6) 
where C* = Ci{j,k, N,p,q,r,9,Pl), i = 1,2. We remark that (1.1.5) and (1.1.6) only 
make sense if its right-hand sides are finite. 
The following two results give us imbeddings of Sobolev spaces. Here, we have 
followed Adams |1]. The íirst one, is the so-called Sobolev Imbedding Theorem. 
Theorem (Sobolev) Let Pl be a domain in having the cone property* and let Plk 
be the k-dimensional domain obtained by intersecting Pl with a k-dimensional plane in 
with 1 < A: < TV. Let j, m be non-negative integers and let 1 <p < oo. 
PART I. If mp < N, the following imbedding holds: 
W^(íl)W^(^) if N — mp < k < N and p < q < kp/{N - mp). 
PART II. If mp = N, then the following imbedding holds: 
W+rn*{Pl)-+W*(Plk) if p<q<oo. 
A domain Çt has the cone property, if each point of Q is the vertex of a finite cone contained in Pl 
along with its closure. 
1.1. PRELIMINARIES õ 
PART III. If mp > N, then the following imbedding holds: 
W+rn'p(n) cj{n). 
IfÇl is an arbitrary domain inMN, these imbeddings hold providedW:'+rn'p{Çl) is replaced 
ày Wj+m,p(rí). Moreover, ifllk has finite volume, the imbeddings of Parts I and II also 
hold for l < q < P- 
The second result is also related to Sobolev, and is usually called the Sobolev Com- 
pact Imbedding Theorem. Bui contrary to the theorem name, the imbeddings in these 
theorems are due to F. Rellich (case p = 2) and V. Kondrachov (arbitrary p). 
Theorem (Rellich-Kondrachov) Let Pt be a domain in RN having the cone property, 
fio o bounded subdomain o/fi and fip the intersection o/fio with a k-dimensional plane 
in RN. Let m € Z such that j >0, m>l and let 1 < p < oo. 
PART I. Ij mp < N, then the following imbeddings are compact: 
Wj+m'p(fi) W^^fio) if 0 < N — mp < k < N and l < q < kp/{N - mp)-, 
WJ+m'p(fi) -> WJ>9(fiS) if N = mp, 1 < k < N and 1 < g < oo. 
PART II. If mp > N, then the following imbeddings are compact: 
WJ+m'p(fi) CjiTr0) and Wj+m'p(fi) -> W^^fiJ) if l<q <oo. 
IfPl is an arbitrary domain in RN, these imbeddings are compact provided WJ+m'p(fi) 
is replaced by W^+rn'p(fi). 
Now, we recall some results about fixed point theorems, where we have followed 
Gilbarg and Trudinger [55|. 
Theorem (Schauder) Let A be a compact convex set in a Banach space B and let T 
be a continuous mapping of A into itself. Then T has a fixed point, that is, T x = x 
for some rc € B. 
Theorem (Leray-Schauder) Let B be a Banach space and let T be a compact map- 
ping4 ofBx [0,1] into B such that T{x, 0) = 0 for ali x e B. Suppose there exists a 
constant M such that ||x||b < M for ali {x, A) G B x [0,1] satisfying x = T{x, A). Then 
the mapping Ti o/B into itself given by Ti(x) = T{x, 1) has a fixed point. 
The final part of this section is devoted to some results from Measure Theory. For 
these results, we have followed Dunford and Schwartz [40], but restrict ourselves to the 
case of Lebesgue measure spaces. 
4
 A continuous linear mapping between two Banach spaces is called compact or completely contin- 
uous, if the images of bounded sets are precompact, i.e. their closures are compact. 
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Theorem (Vitali) Let 1 < p < co and fn be a sequence of functions in I/^) con- 
verging almost everywhere to a function f. Then f is in 1/(0) and 
l/n - /ÍLP(fi) "*0 as ri cc 
if and only if 
lim / \fn{x)\p dx = 0 uniformly in n 
\E\-*0JE 
and for each £ > 0, there is a set Ee G O such that |Ee| < oo and such that 
Í \fnix)\pdx < £, n=l, 2,   
Jn\Ee 
Theorem (Lebesgue) Let l < p < oo and fn he a sequence of functions in 1/(0) 
converging almost everywhere to a function f. Suppose that there exists a function g 
in 1/(0) such that |/n(^)| < |p(^)| almost everywhere. Then f is in 1/(0) and 
í fn(x) dx = í f{x) dx. 
Lemma (Fatou) Let fn be a sequence of non-negative measurable, but not necessarily 
integrable, functions. Then 
/ lim inf fn{x) dx < lim inf / fn(x) dx. 
Jn n—'°o n—+oo 
1.2. LOCALIZATION EFFECTS < 
1.2 Localization Effects 
"Qualitative methods in mathematics are meihods which make it possible in 
absence of a quantitative solution of a mathematical problern to indicate a 
number of qualitative properties of the desired solution. " 
L.È. Èrsgorc |42, p. vii|. 
Quantitative physical laws are idealizations of reality and, as knowledge grows, we ob- 
serve that a given physical situation can be idealized mathematically in a number of 
different ways. It is therefore important to characterize those reasonable ideal formula- 
tions. Hadamard |59| asserts that a given problem for a partial differential equation is 
wcll-poscd, if the problem in fact has a solution, this solution is unique and it depeneis 
continuously on the data given in the problem. These criteria are reasonable from the 
Physics point of view in most cases. Existence and uniqueness are an affirmat ion oí the 
Principie of Determinism5, without which experiments could not be repeated with the 
expectation of consistent data. The continuous dependence criteria is an expression 
of the stability of the solution, i.e., a small change in any of the problem data should 
produce only a correspondingly small change in the solution. These criteria are usually 
referred as the qualitative properties of the problem in contrast with the quantitative 
properties which mainly concern with finding an exact solution or, at least, an approx- 
imated one. Sometimes the qualitative analysis of a mathematical problem is only the 
first step of an investigation, in which one proves the existence, estimates the num- 
ber of solutions and establishes some peculiarities of the solutions, thus facilitating in 
the future their exact or approximated solution. However, one frequently has to deal 
with problems in which the question is, from the beginning, purely qualitative and the 
finding of an exact or approximated solution does not make it possible to answer the 
question as posed and frequently does not even help in finding the solution of that 
problem. 
The main goal of this thesis is the study of some qualitative properties of the solu- 
tions of some problems arising in Fluid Mechanics and which are known in the literature 
bv the widened name of localization effects. Roughly speaking, the localization effects 
are ali the properties which one can prove to localize the solutions in some part of the 
problem domain. Localized solutions occur when the influence of the data, such as 
initial conditions, boundary conditions and or prescribed functions, on the behavior 
of solutions is restricted to the points of the domain close enough to the support of 
the data. The localization effects depend on the nature of the problem, specifically 
if it is of stationary or evolutionary type. If the problem is of stationary type, the 
localization effect can only be studied on the space and if it occurs, we say, solely, we 
have a localized solution. 
5
 Determinism is the philosophical doctrine that claims that ali behavior results from preceding 
events or natural causes. Scientific determinism makes a very strong assertion, that ali events are in 
principie predictable (see e.g. Popper |95|). 
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Definition 1.2.1 Let Q be an open subset r;/and let u : Pi —> R 6e a solution, at 
least in a weak sense, of a yiven stationary boundary-value problem in Pi. We say that 
u is a localized solution if it vanishes in an open subset of Q. 
When the problem is of evolutionary type, there are two main different localization 
effects. localization in time and localization in space. The localization effect in time 
corresponds to the stabilization oí solutions in a finite time to a stationary state. 
Definition 1.2.2 Let Pi be an open subset ofRN, 0 < T < oo and u : Px (O.T) R a 
solution, at least in a weak sense, of a yiven initial boundary-value problem in Pix (0, T). 
We say that u(x,t) stabilizes in a finite time to a stationary state us, if there exists 
t* e (0, T) such that for ali t G [t*, T), u(x, t) = us(x) in P. 
If the stationary state is zero, we say that there is an extinction in a finite time. 
Most results in the literature of stabilization in a finite time to a stationary state 
concern the case of extinction in a finite time. 
Among the piopeities of stabilization in a finite time, one can find the finite speed 
of propagations and the formation of dead cores. Both are related to a degeneration 
introduced in the problem when the solution attains certain s-level, usually normalized 
to be zero. Finite speed of propayations means that the speed of propagations of 
distuibances from the initial data is finite. In other words we can talk about finite 
speed of propagations, if solutions corresponding to compact supported initial datum 
remain with compact support, at least for some time. Dead core means that, even 
if the initial datum is strictly positive, a region where the zero levei is attained may 
appear in finite time. In mathematical terrns this means that there exists > 0 such 
that RN \ {supp u.(., í)} ^ 0 for ali t > t*, in spite of suppw0 = R^. Even in stationary 
problems, one can talk about the dead core formation in the case where the solution 
vanishes in an interior region. 
The localization effect in space corresponds to the stabilization of solutions in some 
space subdomain and in some interval of time. 
u 
Figure 1.1: Localization effect in time. 
1.2. LOCALIZATION EFFECTS J 
Definition 1.2.3 Let El be an open subset ofRN, 0 < T < oo and u : ílx (0,T) ^ R a 
solution, at least in a weak sense, of a given initial houndary-value problem in Q x (0, T). 
We say that u{x, t) has the property of localization in space, if there exists an open 
subset í2o ofEl and U € ((),T] such that u{x,t) = 0 a.e. in Elo and for ali 0 <t <U. 
For the sake of simplicity, we have introduced the concept of localization in space 
to the zero-levei of u{x,t). But, considering the function u{x,t) - s with s ^ 0, we 
can extend this concept in a natural way with respect to the s-level. In the literature 
one can find two main localization effects in space: waiting time property and support 
shrinking property. In the special case of the right-hand side of a partia! differential 
equation is zero (/(M) = 0), the time U is called the waiting time and then we say the 
solutions satisfy the waiting time property. The solution of some initial boundary value 
problem has the support shrinking property, if for any t > 0 the support of solution 
u{x, t) is bounded, even if it is unbounded for t = 0. 
We remark that the property of localization in time is global, i.e. u{x,t) vanishes 
in the whole 17 if í > U, in contrast with the property of localization in space which has 
a local character, i.e u{x,t) merely vanishes in 17o if t <U. A special class of locahzed 
solutions corresponds to the case when the domain is unbounded and the supports of 
solutions are bounded and therefore compact. 
From the mathematical point of view, ali these localization effects mean that the 
set suppw is strictly contained in the problem domain. A physical meaning for this 
situation can be interpreted as the dissipation oí the quantity under study (density, 
concentration, temperature, velocity, etc.) in some part oí the domain. A good sur- 
vey for applications of the localization effects to problems in Fluid Mechanics is the 
monograph by Antontsev et al |12|. 
In order to carry out the study of the localization properties, two main general 
methods are available: the super and subolutions method and the energy methods. The 
first method is based on the construction of adequate super and subsolutions u and u 
to which, jointly with the solution u of the considered partial differential equation, the 
Comparison Principie is applied. Such functions can be chosen with compact support 
and so, by a comparison argument, u < u < ú \\\ the considered domain 17, which 
implies that suppu is also a compact subset. Due to the use of Comparison Principie, 
u 
Figure 1.2: Localization effect in space. 
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this method is especially useful in the study of second and also first order equations. 
Although the Comparison Principie implies automatically the uniqueness of solution, 
this method can also be applied to some monotone problems and systems in which the 
uniqueness fails. The idea for using super and subsolutions to establish the localization 
effects is quite classical in the theory of partial differential equations and, for nonlinear 
problems, such functions are taken locally as suitable interior or boundary barriers 
functions. The use of Comparison Principie, and to the best of our knowledge, goes 
back to the work of Oleinik et al |92| on a degenerate parabolic equation. 
The energy methods rely on the idea of finding some ordinary differential inequal- 
ities satisfied by some energy functions involving the integral, over some subsets, of 
some suitable chosen differential expressions of the solutions. These methods will be 
the scope of the next section. 
An important question connected with the localization effects, is the free boundary. 
also called the interface, generated by the unknown boundary of the support of the 
solutions. For instance, the function 
r \ p/(p-g-i) 
u(x) = Uo(l- — j 
where 
sp - 7í(P-9-1)/P Xo — U0 V (P - 1)^ 
i/p 
(1.2.7) 
(1.2.8) p-q-l 
is a solution of the following one-dimensional free-boundary problem: to find a non- 
negative function u(x) and a positive íinite number Xq such that u satisfies 
Lu
= {\ux\p 2ux) + \u\q lu = 0, q<p-l, (1.2.9) 
in (0,3:o) and 
u(0) = u0, u{xo) = 0, MxoFM^o) = 0- 
On the other hand, the function ^(3:) given above in (1.2.7)-(1.2.8) is a localized solution 
of equation (1.2.9) in the domain = (0,00) and observe that supp u = (0,xo). 
In this vvay, by a free boundary, we mean a curve separating the regions where the 
solution vanishes (or stabilizes at a s-level) or it is positive (see Antontsev et al |12| 
and Diaz |34|). 
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1.3 Energy Methods 
"A/l of the methods which lead to variai i ou ai problems for hounded func- 
tionals can be considered energiy methods in a generalized sen,se." 
D.D. Joseph |63, p. 3|. 
By energy method one denotes a snitable mathematical device for deriving estimates 
of solutions to differential equations. The name of the method is due to the fact that 
it is usually founded upon conservation and balance laws from continuum mechan- 
ics and which must be satisfied by the solutions. A typical example of an energy 
method, and to our knowledge the first one, is given by the approach introduced by 
Lyapunov [83] for studying the stability of solutions to ordinary differential equations. 
Although found the works of Lyapunov on what we call nowadays energy methods, this 
mathematical device only became known with the works of Friedrichs |4( | in Partial 
Differential Equations to establish existence and uniqueness results and to prove the 
convergence of some difference schemes. In Flui d Mechanics the energy method was 
introduced by Serrin [104] in a way which consists in forming the kinetic energy of per- 
turbations to a given basic ílow and in studying its behavior in time. This method was 
successively generalized and enlarged by Joseph and his co-workers [63] foi studying 
nonlinear stability of viscous incompressible flows in hounded domains. Still in Fluid 
Mechanics, Straughan [112] has developed the energy method in a variety of contexts: 
half-space problems, geophysical problems, convection driven by surface tension, con- 
vection in other classes of íluids, tim^dependent convection problems and lias studied 
the connection with the there-called Lyapunov method in partial differential equations. 
The main goal of this thesis is to study some qualitative properties of problems 
arising in Fluid Mechanics by using a specific energy method which is denoted by 
energy method for free boundary problems (cf. Antontsev et ai [12]). Energy methods 
are of special interest in those situations in which traditional methods based on the 
Comparison Principie have failed. A typical example of such a situation is either 
a higher-order equation or a system of partial differential equations. We note that 
energy methods are well suited in the study of partial differential equations systems 
which include equations of different types frequently arising in the mathematical models 
of continuum mechanics. In such systems, the various unknowns (velocity, density, 
saturation, e/c.) may satisfy equations of different types and need not even be defined 
on the same domain. Moreover, even when the ( omparison Principie holds, it may 
be extremely difficult to construct snitable sub or super-solutions if, for instance, the 
equation under study contains transport terms and has either variable or unbounded 
coefficients or the right-hand side. The main idea of the energy methods consists 
in deriving and studding snitable ordinary differential inequalities for various types 
of energy. In typical situations, these inequalities follow from the conservation and 
balance laws of Continuum Mechanics. In the simplest situation, the energy functions 
defined through a formal procedure coincide with the kinetic and potential energy. 
The here so-called energy method for free boundary problems was introduced by 
Antontsev [5] in order to prove that, for general multidimensional degenerate parabolic 
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equations, the finite speed of propagation of disturbances from initial data is finito 
and that. for degenerate elliptic equations, the solutions defined in domains infinito 
in extent with respect to one of the variables vanish on a set of positive moasure. A 
moro systematic treatment of this topic was made by Diaz and Veron |38, 39|. This 
method was onlarged by many authors, amongst whom Bornis [18. 211 gavc the general 
treatment for higher-order elliptic and parabolic equations. A difforont approach to 
establish several localization effects for quasi-Iinoar parabolic equations was given by 
Shishkov [107, 108] by using a slightly difforont enorgy method. Roughly speaking. 
the enorgy method for free boundary problems consists in three stops. The first is to 
multiply the partia! differential equation by a weak solution and to intograte by parts 
over a variable or moving subdomain. This leads to enorgy integrais plus other torms 
over the boundary of the subdomain. Sometimes it is useful also to multiply the partia! 
difforontial equation by a weight which will cancel some boundary torms. In almost ali 
cases it is considered a variable bali or a variable half-space. The choico of integrating 
over a bali or a half-space is related with the nature of the problom under considoration. 
VVhen using balis, the boundary conditions may not have to be zero, but it is very hard 
to work with when considoring higher-order equations, because of the boundary torms 
resulting from integrating by parts. The uso of half-spacos is easier to handlc higher- 
order equations, but it requiros zero Dirichlet boundary conditions. The second stop is 
to use interpolation-imbodding inequalities related to Sobolev imbedding inequalities. 
I hese two stops give us an ordinary differential inequality which is satisfiod by the 
natural energies associated to the problem. The independent variable of this differ- 
ential inequality is just the variable which labels the moving subdomain. The third 
stop is to doduce from the resolution of this differential inequality somo qualitativo 
properties, usually denoted by localization effects, of the solutions of the original prob- 
lem. í his method allows us to deal with a great variety of problems formulated in a 
very general form. where no monotonicity assumption on the nonlinearities is required, 
the Comparison Principie is not invoked and no restriction on the space dimension is 
required. 
A common fact among the different enorgy methods that can be used, is the rcduc- 
tion, sometimes by means of quite sophisticated techniques, to some ordinary differ- 
ential inequality satisfied by the energy function. This inequality is very dose to the 
following problem6 
+ a(t)V(h(t)) = 0. h{0) = ho>0. (1,3.10) 
Once we assume 
fT ds 
^(r) = / —— < oo, for every r > 0 and ^ > 0, 
./u W) 
"Due to the relevance of the equation appearing in (1.3.10), Diaz [36] proposes to call this type 
of equations as the Torricelli-Bernoulli equations in honor of Evangelista Torricelli (1608-1647) vvho 
proposed the related law v = v/2///) for the study of the efflux of a liquid from a small orifice in the 
wallsof a vessel, and Daniel Bernoulli (1700-1782) who proved that —dh{f)/(H = r2/R2y/2gh, where 
v — —dh(t)/dt is the velocity at the bottom, r and R are the radium of the circular sections at the 
bottom and at the top, respectively, and // is the gravitaiional acceleration. 
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a > O and a € 1^(0, oo), the solution is given by 
h{t) = ^ y{h0) - a(r) dr 
and, in particular, if 
To 
V{h0) - í a{r) dr = 0 for some Tq > 0, 
Jo 
which is certainly the case if afr) dr —>• oo as í —> oo, then 
3 Tq > 0 ; h{t) = 0 V í > Tq. 
This extinction property also holds for solutions of the inequality 
^M + a(íM/i(í)) <0, 
dt 
since the Comparison Principie applies in the class of non-negative solutions. 
We notice that such problems as (1.3.10) are also relevant in the application of 
other kinds of methods as the super and subsolutions method (cf. Diaz |34]). 
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1.4 Navier-Stokes Equations 
"Such models were not new, having occurred in philosophical or qualitative 
speculations for millennia past. Navier 's magnificent achievement was to 
put these notions in concrete form that he could derive equations of motion 
for them. " 
C. Truesdell |118, p. 455]. 
Navier-Stokes equations were proposed in 1822 by Navier [89] on the basis of suitable 
molecular models. The first mathematical description of the motion of an (ideal) fluid 
was formulated by Euler [43] in 1755 as a statement of the Newton's second law of 
motion1 applied to a fluid moving under an internai force known as the pressure gra- 
dient. Navier's great achievement was to include in the Euler equations the effects of 
attraction and repulsion between neighboring molecules. These equations were red- 
erived by Cauchy [32] in 1828, by Poisson [94] in 1829 and in 1843 Saint-Venant [99] 
published a derivation of the equations on a more physical basis applied, not only to the 
so-called laminar flows, but also to turbulent flows. However, it was only in 1845 that, 
by the clarifying work of Stokes [111], these equations found a completely satisfactory 
justification on the basis of the continuum mechanics approach. 
We recall briefly the derivation of Navier-Stokes equations in the language of the 
modern continuum mechanics. We consider the motion of a fluid that occupies at time 
t a domain of the space R3. For the sake of simplicity, we assume that flt = Çl is 
independent of time, since the mathematical difficulties for moving domains tend to 
hide difficulties specific of the Navier-Stokes equations. In continuum mechanics, the 
Lagrangian representation of the motion consists in providing the trajectory of each 
particle of fluid, x = <I>(a, í), where a = (a, 6, c) is the position at time 0 of the particle 
of fluid, x = (x,y,z) its position at time t. Navier-Stokes equations in their most 
common form correspond to the Eulerian representation of the flow, which provides 
the vector fields u = {u, v, w) corresponding to the velocity of the particle of the fluid 
which is at x at instant t. We have 
c)ã> 
u(x,í) = -^(a,í), 
and conversely we can recover the Lagrangian representation of the motion from the 
Eulerian one by solving the systems of ordinary differential equations 
dxa(í) 
—= u(x, í), xa(0) = a (xa(í) = ^(a, t)). 
Equations describing fluid flow are derived on the basis of three fundamental physical 
principies (cf. Serrin [104]). 
Principie (Conservation of Mass) The mass of fluid in a material volume uj does 
not change as w moves with the fluid. 
7The force F needed to produce an acceleration a is F = ma, where m is the mass of the object. 
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Principie (Conservation of Linear Momentum) The rate of change of linear 
momentum of a material volume cu equals the resultant force on the volume. 
Principie (Conservation of Energy) The rate of change of total energy of a material 
volume is equal to the rate at which work is being done on the volume plus the rate at 
which heat is conducted into the volume. 
The continuity equation which expresses the Principie of Conservation of Mass, 
reads 
+ pdivu = ^ 4-div (pu) = 0. (1.4.11) 
dt ot 
The equation of motion which expresses the Principie of Conservation of Linear 
Momentum, reads 
du 
— + (u. V)u ^f + divS, (1.4.12) 
where p = p(x, <) is the density, 7 = 7(x, í) is the acceleration, f = f(x, t) represents 
externai volume forces applied to the fluid and S is the (Cauchy) stress tensor. In this 
thesis we use the commonly accepted definition for a fluid as a Stokesian fluid, i.e., an 
isotropic continuous médium such that S is a continuous function of the rate of strain 
tensor 
D = -(Vu + VUt), (1.4.13) 
S = f(D), and, when D = 0, S reduces to -pl, the case on an ideal fluid, where 
p = p(x, t) is the pressure of the fluid, and I is the unit matrix. The isotropy condition 
is expressed by QSQ"1 = f (QDQ-1) for ali orthogonal transformations matrices Q, 
which means that there is no preferred direction either in the fluid or in space. For a 
fluid defined like that, one can prove, from (1.4.12), the following principie holds (cf. 
Serrin [104|). 
Principie (Conservation of Angular Momentum) The rate of change of angular 
momentum of a material volume uj equals the angular momentum of the resultant force 
on the volume. 
As a consequence of the Principie of Conservation of Angular Momentum, the stress 
tensor S is symmetric. 
The energy equation which expresses the Principie of Conservation of Energy, reads 
+ pedivu = + div(peu) = S : D - divq, (1.4.14) 
dt ot 
where e is the specific internai energy per unit mass and q is the rate of heat transported 
by conduction, usually denoted by heat flux8. Occasionally a term (pg, g is the heat 
producing capacity) is added to the right-hand side of (1.4.14) to account for various 
8It is more usual to call —q the heat flux, since q - n < 0 at points where heat is entering the body 
(see Truesdell and Noli [119]). 
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other types of energy sources in the fluid, such as those resulting from chemical reaction, 
radiation, etc. Here, we follow the commonly accepted formulation and postulate that 
q is an isotropic function of the temperature and thermodynamic state and thus must 
be parallel to Ví?. Whence follows the Fourier law 
q=-fcV0, (1.4.15) 
where 6 is the absolute temperature and /c > 0 is a scalar function called thermal 
conductivity, which in most cases, is taken to be simply a function of p, V and |V9|, 
or even a constant called the thermal conductivity coefficient. Hence (1.4.14) becomes 
d" pedivu = —+ div(peu) = S : D + div {kVO). (1.4.16) 
According to the Reiner-Rivlin principie of material objectivity, the stress tensor 
in its most general form is given by 
S = —"pi + 0ol + 0iD + (1.4.17) 
where (/>i, z = 0,1, 2, are given scalar functions of the principal invariants of the rate of 
strain tensor D (cf. Truesdell and Noli [119]). 
For the so-called Newtonian fluids, such as liquids and gases, 
(po = A ii, (pi = 2/i, (p2 = 0 
and the stress tensor obeys the Stokes law 
S = —pi-f Adivul + 2pD, (1.4.18) 
where p is called the shear viscosity and A the hulk viscosity. In many cases p and A 
are constants and, in that case, they are called the first and the second coefficient of 
viscosity, respectively. Replacing the stress tensor (1.4.18) in (1.4.12) and (1.4.16), we 
obtain 
P 
and 
^ + V(pe) • u = -pdivu + A(divu)2 + 2p |D|2 + div {kV6). (1.4.20) 
The set of equations constituted by (1.4.11), (1.4.19) and (1.4.20) is not closed and 
in order to close it, it remains to describe p, p, e and 0. If we choose as independent 
variables p and 6, then p and e are functions of p and 9, i.e., obey some given state 
equations of the following form 
P = P(P,0), e = e(p,0). (1.4.21) 
Therefore it is necessary to introduce some supplementary information of thermody- 
namics (cf. Batchelor [16]). 
+ (u • V)u =i)f — Vp + V(Adivu) + div (2pD) (1.4.19) 
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First Law of Thermodynamics The entropy9 s of a system is given by 9ds — 
de + pd{l/p). 
Second Law of Thermodynamics For any process, the total entropy of a system 
plus its surroundings may never decrease. 
A consequence of the Second Law of Thermodynamics asserts that > 0 and 3A + 2// > 
0. Equations (1.4.11), (1.4.19), (1.4.20) and state equations as (1.4.21) constitute the 
general set of equations upon which classical hydrodynamics is based. 
At this point we need to define an important intrinsic characteristic of some fluids. 
If the volume of any part of the fluid remains constant during the motion, we say the 
fluid is incompressihle, which is expressed by 
divu = 0. (1.4.22) 
In this case, (1.4.19) and (1.4.20) can be simplified by eliminating terms containing 
div u, 
- Vp + div (2pD) (1.4.23) 
and 
+ V(pe) • u = 2/i |D|2 + div [kVe]. (1.4.24) 
ot 
In this case, p is the mechanical pressure, a fundamental dynamical variable, and p is 
a scalar function of the temperature satisfying p > 0. The energy equation (1.4.24) 
is separated from the system {(1.4.22), (1.4.11), (1.4.23), (1.4.24)} and is solved after 
the velocity and pressure are found. 
Fluids which do not exhibit property (1.4.22), such as gases, are denoted compress- 
ible fluids. For such fluids p is the thermodynamic pressure and p and A are scalar 
functions of the thermodynamic state. 
If the fluid flow is isothermic, i.e., 9 is constant, then energy equations (1.4.20) and 
(1.4.24) are usefulness. In this case, {(1.4.11), (1.4.19)} is usually denoted by the com- 
pressible Navier-Stokes system and {(1.4.22), (1.4.11), (1.4.23)} by the incompressible 
Navier-Stokes system. 
For non-Newtonian fluids, the stress tensor is given by 
S = —pi + F(D, p, 9), (1.4.25) 
where F is a nonlinear function of D. Examples of such fluids are suspensions and high 
molecular-weight materiais. Several constitutive relations have been suggested in order 
to capture characteristics of non-Newtonian fluids (cf. Showalter [109], Truesdell and 
Noli [119)), but we will not study fluids with such behavior here. Interesting situations 
are those for incompressible fluids when it is assumed that 
(fi ^ const. and = 0. (1.4.26) 
du 
dt 
-I- (u - V)u 
9Variable state which characterizes the disorder levei of a system. 
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Some authors call fluids satisfying these conditions purely non-Newtonian (cf. Antont- 
sev et al [12|) and others call them generalized Newtonian fluids (cf. Showalter [109]). 
A subclass of such fluids is constituted by the Ostwald-de Waele fluids, also called 
power type fluids, for which 
4*1 = 2(/z H- t |D|q—1), for some r > 0 and q > 0, (1.4.27) 
with |D| = D : D. The fluid is called dilatant or viscous-plastic if q > 1 and pseudo- 
plastic if 0 < q < 1. If q = 1, we revert into the class of Newtonian fluids. 
Now, we restrict ourselves to the case of incompressible (Newtonian) fluids. In 
this case, the continuity equation (1.4.11) implies the density p is constant along the 
trajectories of the fluid. Hence, if the fluid is homogeneous, p(x, 0) = po > 0 is 
independent of x. Then, we can divide (1.4.23) and (1.4.24) by po to obtain 
d\x 
— + (u • V)u = f - Vp-f div (2i/D) (1.4.28) 
and 
de 9 
—-\-Ve-u = 2i'\D\ +div(A:V#). (1.4.29) 
We have set v = p/po, the kinematic viscosity, and we have renamed p/po as 
m and k/po as k, where p is now called the hydrostatic pressure. 
To conclude this section, we notice the equations describing fluid flows must be 
supplemented with boundary conditions characterizing the flow on the boundary of 
the domain occupied by the fluid and by initial conditions determining the initial state 
of the flow at the beginning of the time interval considered. The question of initial 
condition is immediately understood from the physical point of view, but the question 
of boundary conditions is much more delicate and would require a detailed discussion. 
Our ambition in this thesis is somewhat limited since we shall consider problems set in 
a domain íl, with standard mathematical boundary conditions on dfl. 
Chapter 2 
Stationary Stokes Problem 
"As follows from experiments, the Stokes problem descrihes slow flows of 
very viscous fluids relatively well. Moreover, The Stokes problem is also 
used in iterative methods for the solution of the nonlinear Navier-Stokes 
equations." 
M. Feistauer [45, p. 509]. 
This chapter is concerned with the study of the planar stationary Stokes problem. 
This problem is introduced in a semi-infinite strip, in Section 2.1, as a simplification of 
the Navier-Stokes equations presented before. The complete statement of the problem 
considered in this chapter is given in Section 2.2, where a result about the exponential 
decay for the weak solutions to the classical Stokes problem is also recalled. We give, 
in Section 2.3, the motivation for the forces íield type considered here by giving some 
known results in this direction and by showing the difficulties felt at the beginning 
to prove the localization effect. The complete weak formulation of the problem is 
presented in Section 2.4. There we prove the existence theorems for this problem and 
the imiqueness one as well. To prove these results, we will use some known results for 
the Stokes equations with prescribed linear forces field. In almost the situations the 
reader is addressed to the precise sections of the monograph by Galdi [49] to see the 
proofs of these results. But, in fact, many other sources have been seen, such as the 
monographs by Constantin and Foias [33], Ladyzhenskaya [72] and lemam [115]. The 
main result of this chapter is the localization effect which we have denoted by stopping 
effect and is proved in Section 2.5. This result is proved in a constructive way, being 
presented the auxiliary results as they are needed. In Section 2.6 we prove another 
localization effect which we have denoted by stagnation effect. Section 2.7 is devoted 
to generalize these localization effects for localized forces field. 
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2.1 Introduction 
Let us consider the stationary Stokes system 
—i/Au = f - Vp, (2.1.1) 
div u = 0 (2.1.2) 
in a semi-infinite strip like domain Í2 = (0, oo) x (0,L), L > 0 a positive constant, 
where í/ is the kinematic viscosity coefficient. Stokes system (2.1.1 )-(2.1.2) is derived 
from the Navier-Stokes system {(1.4.22), (1.4.11), (1.4.23)} by assuming the fluid is 
homogeneous, the kinematic viscosity is constant, the velocity and pressure do not 
depend explicitly on time and by a linearization procedure on the resulting stationary 
Navier-Stokes equation. Such a linearization is made under the mechanical assumption 
the fluid viscosity is large, i.e. i/ 1, and the velocity is sufficiently small. As fol- 
lows from the experiments, this is characteristic of slow flows and means that the ratio 
|(u • V)u|/|//Au| of inertial to viscous forces is vanishingly small, so that we can disre- 
gard the nonlinear term (u • V)u in the stationary Navier-Stokes equation. Moreover, 
if we assume reference length / and velocity u, this linearization amounts to assume the 
dimensionless Reynolds number TZ = vi/u \s suitably small. The consideration of the 
planar domain Q, means that we are facing a flow with only two velocity components, 
say u(x,y) and v(x,y). This corresponds to a number of cases where it is possible to 
introduce a Cartesian coordinate system {x:y,z) such that the quantities describing 
the flow are nearly independent of the variable 2 and the velocity component w in the 
direction z is negligible. We thus obtain the model of plane flow where the domain 
Q C M3 occupied by the fluid has the form of a cylinder oj x (0,c), u C M2 and c > 0, 
with axis orthogonal to the plane (x,y). The flow has the same character in ali planes 
orthogonal to the axis 2: and the velocity component w vanishes. 
2.2 Statement of the Problem 
We consider the Stokes system (2.1.1)-(2.1.2) to whom we append a possible non-zero 
velocity at the strip entrance 
u(0, y) = u*(y), y G (0, L) (2.2.3) 
and zero velocity on the lateral wall 
u(x.O) = u(x, L) = 0, x £ (0,oo). (2.2.4) 
Since Q is unbounded, we have to prescribe the velocity at infinity. We are interested 
in the case 
|u(a:,í/)| —>-0, as .t -> 00 and y G (0,T). (2.2.5) 
We recall that due to the incompressibility condition (2.1.2), the first component of 
u
*(í/) — (u*{y)iv*(y)) must satisfy 
í u*{s)ds = 0. (2.2.6) 
Jo 
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We also assume the compatibility conditions 
u*(0) = u*(L) = 0. (2.2.7) 
The main question we shall consider here can be stated in the following terms: can 
we find a vector jield f such that the weak solutions of problem (2.1.1)-(2.2.5) have 
compact support in Í2, i.e., 
u — 0 for every x > a:u, for some a:u > 0? 
y 
L 
u = 0 
0 .7 u =? X 
Figure 2.1: Stopping effect. 
From the Physics point of view, this corresponds to search for a body forces field 
stopping the fluid at a finite distance from the strip entrance. This property cor- 
responds to a localization effect as stated in Section 1.2 that we will denote by the 
stopping effect. 
It is well known the weak solutions u of problem (2.1.1)-(2.2.5) when we prescribe 
zero externai forces field, have an exponential decay which is optimal 
||u|lHi(oa) < Cl exp(-C2a), for ali a > 0, (2.2.8) 
where C*i, C2 are positive constants depending on L, ||u||Hi(fi) and zz (cf. Galdi |49, 
§VI.2|). This result still holds, if we consider a non-zero linear forces field, say f G 
L2(Q), and with compact support in tt. In these cases, the weak solutions of prob- 
lem (2.1.1)-(2.2.5) do not have compact support in íl and the localization effect does 
not hold. One can easily adapt to this problem the exponential decay results 011 the 
Saint-Venant's Principie1 in the two-dimensional linear theory of elasticity obtained 
separately by Toupin |117] and Knowles |68|. 
The answer will be positive for a body forces field given in a feedback dissipative 
forni, f : íí x R2 —> R2, f = (/1, /2), such that for every u G R2, u = (u, r;), and almost 
ali x G 
—f(x, 11) u>ô lu|1+a — g{x.) (2.2.9) 
for some constants ^>0, ()<<7<1 and some function 
g G L1 (ÍT9), ^ > 0, (y(x) = 0 a.e. in PtXg, (2.2.10) 
where ST9 = (0, Xg) x (0, L) and ÇlXg = (xg, 00) x (0, L), with 0 < < 00. The novelty 
of this forces field is the dependence of f, not only on the spatial variable x, but also 
'See Remark 2.5.4 on page 40. 
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on the own solution u. We say this forces field is a feedback dissipative field, because 
there is a dependence on u oí its first component and it is dissipative on the second. 
An example of such a forces field is 
f(x,u) =-(5(|u|(T-1u,0) , a G (0,1), ô>0. (2.2.11) 
Remark 2.2.1 We alert for the fact of the prohlem, such as it is stated, can be thought 
wrongly that we are in presence of a control problem, where, not only u and p are 
unknowns, but also f. The body forces field is given satisfying (2.2.9) and (2.2.10) 
and furtherrnore, as we will see in the forthcoming sections, none technique of Control 
Theory is used to establish our residis. 
2.3 Motivation 
Compactness of the support in second order problems has been studied, in any dimen- 
sion, by many authors, starting with the work of Brézis |26| on the stationary obstacle 
problem, although the pioneer work of Oleinik et al |92|. For instance, let us consider 
the following Dirichlet problem 
-div (|Vw|p~2Vn) + |u|CT_1w = / in (2.3.12) 
u = h on díl, (2.3.13) 
where cr > 0 and Q is a subdomain of 1RA. The equation given in (2.3.12) appears in the 
study of a stationary isothermical single reaction and in the non-Newtonian stationary 
fluids theory (see e.g. Diaz |34|). When p = 1, (2.3.12) is a quasi-linear equation which 
becomes degenerate for p ^ 2. In that case, the equation is not uniformly elliptic2 
loosing its elliptic character on the set (x G : Vu(:c) = 0}. Existence, uniqueness and 
regularity results are well known (see e.g. Serrin |10õ|). We will fix our attention only 
on the bchavior of the support of the solution. A well known fact is that when (2.3.12) 
is linear, i.e. with p = 2 and (7 = 1, the solution u of (2.3.12)-(2.3.13) corresponding to 
data, say / > 0 and h > 0, is such that w > 0 in Pl. This is a trivial consequcnce of the 
Strong Maximum Principie3 and can also be obtained by many others arguments, for 
instance the Harnack inequality4 (see e.g. Diaz |34|, and Gilbarg and Trudinger |55| 
for these results). When (2.3.12) is nonlinear, entirely different behavior may appear. 
Roughly speaking, the effective power of the diffusion term div (|Vw|p"2V?i) and of the 
absorption term vary with p and cr, generating new phenomena. Benilan et 
al |17| proved that if p = 2 in (2.3.12), Pl is an unbounded open domain and f and h 
have compact support, then the support of the solution contains the whole domain D if 
a > 1 and if a < 1, the solution u has compact support and so u = 0 in an unbounded 
-'Let us consider equation (1.1.4). Uniform ellipticity means that the ratio of maximum to minimum 
eigenvalue of the coefficient matrix a is bounded. 
3Theorem (Strong Maximum Principie) If u achieves its maximum (minimum) in the interior of 
91, u is a constant. 
'Theorem (Harnack Inequality) If u > 0 and / = 0 m 91, then sup^, u < Cinf^u for any 91' CC 91, 
where C is a positive constant depending on the domain. 
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region of fl. Latter this result was generalized by Diaz and Herrero |37] for a general p 
obtaining the same conclusions lí a > p — l and a < p — l, respectively. The essential 
too! to obtain these results was the Comparison Principie. 
Similar results were obtained for general second order quasi-linear equations with 
no monotonicity assumptions on the nonlinearities by using the energy method for free 
boundary problems presented in Section 1.3 (see Antontsev [5], Diaz and Véron [39]). 
Using a variant of this energy method, Bernis (18, 19] proved that the weak solutions of 
the associated Dirichlet boundary value problem to the following nonlinear higher-order 
partial differential equation 
(_1)^ 0° (|DQ,íí|p-1sgnDau) + \u\(T-1sgnu = f 
|a|=m 
considered in an unbounded open domain D with a compact boundary <9í), have com- 
pact support for any dimension and any m>lifl<(J<p and the support of / is 
bounded. Notice that for p = 2 
( —l)m Y, Da (|DQ'ií|p~1sgnDaw) = (—l)mAmií, 
|a|=m 
and for m = 1 
(-l)" ^ (ID^p-^gnD0^) = -div (lVu|p_2Vu) 
\a\—m 
and we fali in the case of equation (2.3.12). Bernis [20] also proved the weak solutions 
of the nonlinear higher-order parabolic equation 
a(|u|q ^sgnu) + Da (ijya^ip-iggnQa^ + \u\a-lsgnu = /, 
i i \a\=m 
considered in Í7x(0, oo), where D is an arbitrary open domain of MjV, with zero Dirichlet 
boundary conditions on dfl x (0,oc) and u = uq in D for t = 0, have finite speed of 
propagation if 1 < cr < p, 1 < ç < p, and the support of t/o and the projection in D of 
the support of / are bounded. 
In Antontsev et al [12, §4.7.4] was considered a flow of a nonhomogeneous non- 
Newtonian fluid 'm Q = fl x (0,T), fl a subdomain of R^, N > 1, 0 < T < oo, 
governed by equations (1.4.11), (1.4.22) and (1.4.12) (for an arbitrary N > 2), with 
given initial conditions and zero boundary conditions. The stress tensor S is given by 
S = —pi + F(D, p, 0), F(0, p, 0) = 0, 
where D is the rate of strain tensor (1.4.13) and the tensor F is assumed to satisfy 
/ 2N \ 
q|D|? < F(D) : D, q G ( ^ . « = const- > 0- 
There, it was proved that under a suitable forces field satisfying 
-f(x,Ur) • r > ^|r|1+CT, (2.3.14) 
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for ali r G for some cr G (0,1) and í > 0, the weak solutions of this problem have 
finite speed of propagation. In a sense, the consideration of the forces field satisfying 
(2.3.14) corresponds to introduce in the equation of motion (1.4.12) the absorption 
term (|ui..., |n7v|<T~1n^). This result is still valid for the classical Navier-Stokes 
equations for incompressible homogeneous fluids. 
Then, we collected ali this knowledge and started to prove the localization effect 
for the weak solutions of problem (2.1.1)-(2.2.5). Using the energy method for free 
boundary problems presented in Section 1.3, we formally multiply (2.1.1) by a weak 
solution, which for now we assume its existence, and integrate over a variable subdo- 
main of fl. Doing this we see that, wether we integrate over a bali or a half-plane, we 
obtain an integral term involving the pressure p and we are not able to handle this 
term. Thus, we are lead firstly to eliminate the pressure of the equation (2.1.1). In 
this way, introducing the stream function, 
u = xl>y and v = -xpx in íl, (2.3.15) 
we reduce the study of problem (2.1.1)-(2.2.5) to the consideration of the following 
fourth-order problem, where the pressure term does not appear anymore 
í/A20+|^-|k = O in H, (2.3.16) 
^(:r,0) = = f^(x,0) = = 0 íov x e (0,oo), (2.3.17) 
^(0' y) = Io Ms)ds, |^(0, y) = vx(y) for y G (0, L), (2.3.18) 
ip(x: y), | V^(a;, y)| ^ 0 as a: —>• oo and for y G (0, L). (2.3.19) 
Here f = (/i,/^) = (/i(x, —^ar)?/2(x, —^J). Then we use the energy method 
in the problem (2.3.16)-(2.3.19) to establish the localization effect. According to what 
have been said about this method in Section 1.3, we will integrate over a variable half- 
plane ría = {x = (a;, y) G íí : a: > a}, where a is a positive variable parameter. In 
order to cancel the possible non-zero boundary terms on a: = 0, we consider the weight 
p(x) = (a: — a)ljl, where m > 2 is an integer. Then, we formally multiply (2.3.16) by 
/9(x)^'? where is a weak solution of (2.3.16)-(2.3.19), and we integrate by parts over 
íl, using (2.3.17)-(2.3.19), to obtain 
í (AtA)2 (a: - a)™dx - í fixpy(x - a)^dx = 
an Jçi 
í h {rml>{x - a)™-1 + ipx(x - a)™) dx (2.3.20) j n 
-t/m í Axp {2xl>x[x - a)™'1 + (m - l)xl>{x - aj^-2) dx. 
«/ ^2 
Equality (2.3.20) and condition (2.3.14) gave us the idea for the choice of a forces field 
^ — (f\, f2) such that 
—/i(x, u)u > 5 |n|1+<T for some d > 0 and íj G (0,1) 
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supp f-z n QXg = 0 5 for some Xg G [0, oo), ttXg - {xg, oo) x (0, L). 
Notice that, from (2.3.20), we do not need fz = 0 in ali of Q, we may allow fz í 0 
until a finite distance from x = 0 (see Figure 2.2). Therefore (2.2.9) and (2.2.10) make 
sense and the parameter a of the weight function p is chosen such that a > Xg, where 
xg is given in (2.2.10). 
V 
L 
supp/2 j 
0 Xg a X 
Figure 2.2: Dissipative forces fiel d. 
2.4 Weak Formulation 
The presence of nonlinear terms defined by f, and to the best of our knowledge, is new 
in the Fluid Mechanics setting. Thus, we collect in this section some results about 
existence and uniqueness. For this reason, it is useful to give a more explicit forni of 
the forces field f. During this section we shall assume that f : x M2 —> M2, with 
f(x,u) = (/i(x,u),/2(x,u)), u = {u,v), 
f (x, u) = —S {\u\(T~1u, 0) — h(x, u) (2.4.21) 
for some 5 > 0 and 0 < a < 1. Here, h(x,u) is a Carathéodory function6 such that 
h(x, u) • u > -p(x) (2.4.22) 
for every u G M2 and almost ali x G and for some function g satisfying (2.2.10). Of 
course the forces field f defined by (2.4.21) and (2.4.22) satisfies (2.2.9) and (2.2.10). 
We shall search for solutions such that, in addition to (2.2.5), satisfy 
/ |Vu|2dx < oo. (2.4.23) 
Jq 
Moreover, due to the fact that Poincaré's inequality (1.1.3) holds, our searched solution 
will be an element of the Sobolev space simplifying, in this way, the functional 
framework needed for other unbounded domains. To define the notion of weak solution, 
we introduce the functional spaces 
H(íí) = {u G H(n) : u(0,.) = u,(.), u(.,0) = u(., L] = 0. Jim |ul = o} . 
5It is implied we are talking about the projection in O of the support of fz- 
6/.e. h(x, u) is measurable in x for every u € R2 and continuous in u for almost ali x e ÍI 
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Ho(0) = ju £ H(n) : u(0,.) = u(., 0) = u(., L) = O, Hm |uj = ol , 
^ x—>oo J 
where H(^) = {u e H1^) ; divu = 0}. 
Definition 2.4.1 A vector function u is a weak solution of the Stokes problem (2.1.1)- 
(2.2.5), with the forces field f satisfying (2.4.21) and (2-4-22) if: 
(i) u G H(^), f(x,u) G L^ÍH); 
(ii) for every ip G Ho(0) Pi L00(Í2) with compact support, 
v / Vu : V(p dx = / f • dx. 
Jci Jn 
Under a growth condition on the function h we are able to prove an existence theorem. 
Theorem 2.4.1 Let us assume u+ G H5(0,L); f(x, u) satisfies (2.4.21) and (2-4-22) 
and the following growth condition holds: there exist some positive constant C, a func- 
tion G G 1/ (Í7); for some p > 1 and s G [1, 2), such that 
|h(x, u)| < C |u|5 + G(x), (2.4.24) 
for every u G M2 and almost every where in Cl. Then, there exists, at least, one weak 
solution u of problem (2.1.1)-(2.2.5). Moreover, f(x,u)-u lies m L1^) and u satisfies 
to the energy estimate 
1 (|Vu|2 -f |w|1+CT) dx < C, (2.4.25) 
j íí 
where C = C (^L, 6, s.p, u, cr, ||#||li(íf9), IIu*||hi (0 • 
Proof: We split the proof into four steps. 
Pirst step. We start by considering, for a given N G N, the auxiliary problem in 
Cl = (0, N) x (0, L) 
-ul\uN = f(x, u^) - VpN in ClN, (2.4.26) 
divu^ = 0 in ClN, (2.4.27) 
u^ = U#(?/) for ^ = 0 (2.4.28) 
uA = 0 for a; = 77 and ?/ = 0, L. (2.4.29) 
With no lost of generality, we assume 77 > 1, and let U1 be an extension of u* to 
Cl1 = (0,1) x (0, L) such that: 
(i) U1 G H1^1); 
(ii) divU1 = 0 in Cl1; (2.4.30) 
(ih) U1 = u* on a; = 0, U1 = 0 on a: = 1 and on y = 0, L. 
Such an extension7 exists (see e.g. Galdi |49, §111.3j) and, moreover, 
IfU1 ||h1(ÍÍ1) < C\\u*\\Hh{oLy C = C(L). (2.4.31) 
'Where (iii) is implied in the trace sense. 
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Now, we consider the extension to ÇlN such that UA — U1 if x < 1 and U 0 
if x > 1. From what we said above, UA E and we have 
I|U^||h1(^)<C||U.||hÍ(o>l), C = C(L). (2.4.32) 
Second step. We look for solutions uA of the form = wA + U^, where^U^ is the 
extension given in the First step and wA' solves the following problem in 
—iyAwN = g(x, w^) — \/pN in (2.4.33) 
divw^ = 0 in flN, (2.4.34) 
= 0 for x = 0, N and y = 0. L, (2.4.35) 
where 
g(x, w^) = f(x, wN + U^) + i/AU . 
From (2.4.24), 
|f(x, vN)| < a(x)|vNr + C |v^r + I^WI (2-4.36) 
for every vN E M2 and almost ali x E where a > 0 is a measurable function in ÇlN 
with 2 
a E L2-'?'7(0^). 
From (2.4.36) and after ma.de use of Young s inequality with £, 
|f(x,vN)|5 < C, (£|vT + C2 + C |vw|,s + |G(x)|') , (2.4.37) 
where Ci = C^q), C2 = C2[q,e,(j) are positive constants and C is given in (2.4.24). 
Then, given \N E L2{ÇtN), we see that from (2.4.37) and by applying Hòlder^ in- 
equality f(x, v^) E Lq{nN), with q = min(2/<j, 2/s,p). In consequence, there exists 
a unique weak solution wN E Hjfí^) of the problem (2.4.33)-(2.4.35) with the body 
forces given by g{*,vN) (see e.g. Galdi |48, §IV.6]). Thus, we can define a nonlinear 
operator A : L2(QAr) x [0,1] -)• L2(n;V), by setting 
A(v^A) = W^, (2.4.38) 
associated to the problem (2.4.33)-(2.4.35) with the body forces field given by Ag(x, v ). 
Multiplying (2.4.33), with Agíx^), by w^, integrating by parts over nN, using 
(2.4.34)-(2.4.35) and the Sobolev imbedding 
-> L9(ÍÍN), 1 < g < 00, (2.4.39) 
we obtain the estimate 
HAÍv^, A)||L2(ííN) = IIw^Hhi^N) < C, (2.4.40) 
where C = C (L,p, 5,^, /?, ||vA and ^ faken such that 
R > max (||G||LP(n), IIu.|IhÍ(o.i,)' 1) ' 
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Then, from (2.4.40), the operator (2.4.38) maps L2(í7Ar) x [0,1] into a bounded subset 
of Hj(nA) and from the Sobolev compact imbedding H^H^) —>■ L2(í2iV), it is a com- 
pletely continuous operator. Moreover A{vN, 0) = 0 and from the Leray-Schauder fixed 
point theorem, A(-,l) has a fixed point, A(w;v, 1) = w''v. This proves the existence 
of, at least, one weak solution wN 6 Hj(nA') of the problem (2.4.33)-(2.4.35), with 
g(x,wA). Consequently the existence of, at least, one weak solution uN G H^^^) of 
the problem (2.4.26)-(2.4.29) is assured. 
Third step. Multiplying formally (2.4.33), with g(x, wA'), by wjY, integrating by parts 
over using (2.4.21) and (2.4.22), (2.4.34)-(2.4.35), the Sobolev imbedding (2.4.39), 
Young's inequality with a suitable e and finally replacing wA = uA — U;V, we obtain 
the following estimate independent of N 
í (|VuAr|2 -f l^l1^) dx < C, (2.4.41) 
Jn* 
with C = C II^Hlp^), llu-llH^(0L))- 
hourth step. Now, for each Y G N, we consider a sequence uA' of weak solutions to 
problems (2.4.26)-(2.4.29) and thus satisfying (2.4.41). Then, because of the reflexivity 
of the space ), there exists a subsequence which we still denote by uAr, such that 
uj) —)■ uA' weakly in H1(Í2A ), as koo, 
and because h is a Carathéodory function, 
^ (x? UD h (x, uA ) in L1(fiAr), as koo. 
In consequence, using a standard diagonal process and that h(x, uf) is a Carathéodory 
function, we can choose a subsequence such that, for every /? > 0, 
uf* -> u weakly in H^Q72), as k ^ oo, 
and 
h^x,—>h(x,u) in L1)^72), as koo. 
In addition, u satisfies to the energy estimate (2.4.25). Now, by the Sobolev imbedding 
(2.4.39), we get that f(x,u) • u G L1(n), h(x,u) G L1(íl) and u is a weak solution to 
the nonlinear problem (2.1.1)-(2.2.õ).n 
In some situations, we can prove the existence result by dropping the growth con- 
dition (2.4.24). But then, we need to assume an extra condition on the field h 
Hk C L1 (Q), for ali K > 0, -//a-(x) = sup |h(x,u)|. (2.4.42) 
|u|<A' 
Moreover, in order to control the convergence of suitable approximations, we need to 
assume the vectors angle condition: there exists £ > 0 such that 
|Z(h(x,u),u)|^ (|-e,| + e) (2.4.43) 
for every |u| > K and almost everywhere in El. 
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Remark 2.4.1 Notice that (2.121), (2.4-22), (2.4-4%) (2.4-4%) do not imply any 
upper restriction on the growth o/|f(x, u)| with respect to u and due to that, sometimes, 
this type of terms are called strongly nonlinear. 
Theorem 2.4.2 Theorem 2.4.1 is still valid if we assume the forces fiel d f satisfies 
(2.4.21), (2.4.22), (2.4.42) and (2.4.43). Here the energy estimate (2.4.25) takes the 
form 
[ (|Vu|2 + |«|1+" + |h(X, u) ■ u|) dx < C, (2.4.44) 
Jíl 
where, now, C = C (l, í/, ^ IMIliíí^) Ju*||h£(0iL)) • 
Proof: Here we split the proof into five steps. 
First step. Ali that is written in the First step of the Proof of Theorem 2.4.1 is valid 
here. Moreover, using Hõlder's inequality, one can prove 
[ |UN|pdx < C||u.||p , for 1 < p < 2, C = C(L,p). (2.4.45) 
J^N H 2 (0,L) 
Second step. Firstly, we consider the intermediary case in which we assume, addition- 
ally, 
|h(x, u)| < C, (2.4.46) 
for some positive constant C, for every u G M2 and almost ali x G H. 
We look for solutions of the form + U^, where VN is the extension 
given in the First step of the Proof of Theorem 2.4.1 and wA' solves the problem 
(2.4.33)-(2.4.35). 
Notice that, in the special case of (2.4.46), f(x, vA') satisfies 
|f(x,vN)| ^aíxJlv^ + òfx), (2.4.47) 
for every vN G R2 and almost ali x G , where a, 6 > 0 are measurable functions in 
ÇlN with 
aGLT^Í^), ÒGL2^). (2.4.48) 
From (2.4.47) and after made use of Young's inequality with e, 
|f(x,vA,)|2<4(e|vA'|2 + Cai^+62), C = C(£, a). (2.4.49) 
Then. given vN G ^(fi^), f(x, v^) G ^(íl^) and there exists a unique weak solution 
G of the problem (2.4.33)-(2.4.35) with the body forces given by g(x, v^) 
(see e.g. Galdi [48, §IV.6]). Thus, we can define a nonlinear operator A : L2(nA) x 
[0,1] -> L2(flN), by setting (2.4.38), associated to the problem (2.4.33)-(2.4.35) with 
the body forces field given by Ag(x, vAr). Multiplying (2.4.33), with Ag(x, v^), by wN, 
integrating by parts over , using (2.4.34)-(2.4.35), Sobolev imbedding (2.4.39) with 
q = 2 and (2.4.49) with e chosen in a reasonable way, we obtain the estimate (2.4.40), 
where now . 
C = C (l,i/, R, ||a||LT4_(íjK), ||6||L2(n«), IIv^Hl^íí")) 
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and R is taken such that 
R > max (l|u.||Hj(o t), l) • 
Then, from (2.4.40), the operator (2.4.38) maps L2(Í7A') x [0,1] into a bounded subset 
of Hj(í7-V) and from the Sobolev compact imbedding Hj(í>A) —>• L2{Q.N): it is a com- 
pletely continuous operator. Then the existence of a weak solution uA G H^íí^) of the 
problem (2.4.26)-(2.4.29) follows as in the Second step of the Proof of Theorem 2.4.1. 
Third step. We shall prove the a priori estimate (independent of A^) for uA 
j ^ (iVu^l2 + |uiv|1+<' + h(x, u^) • ) dx < C (2.4.50) 
where C = C (^L, S, v, a, ||u,|| 
h^(ol) ' P0^nt out f^at from assumptions 
(2.2.10) and (2.4.22), 
|h(x, u) • u| < h(x, u) • u + 2^(x), (2.4.51) 
for every u G M2 and almost ali x G ÍT 
In the following energy relation satisfied by uA 
u í WuN :{\/uN -VVN)dx= [ í-(uN-lJN)dx, 
JnN Jçin 
we use assumption (2.4.21), next we add |h(x,irv) • uA'| to both sides of the resultant 
equation, we use assumptions (2.2.10), (2.4.46) and also (2.4.51), then we apply Young's 
inequality with a suitable 5 > 0 and we obtain 
JN (IVu^l2 + + |h(x,u") ■ uA'|) d* < 
C
 {L (|U'V| + |u;V|1+<,) dx + L |vuA'|2dx + 
where C - C(6,v,(t). Then, we use (2.4.32) and (2.4.45), and we get 
(|VuiY + + |h(x,UW) . u^l) áx < 
C
 (IIu-IIHÍ(0.Z.) + + l|u*llHÍ(0,L) + . 
where C = C(Z/, í/, cr). Finally, once that 0 < cr < 1, we can use the algebraic 
inequality asserting that A + A1+cr + A2 < C(A2 -f 1), for every .4 > 0 and C a positive 
constant, to obtain (2.4.50). 
Fourth step. Now, for each A' G N, we consider a sequence uAr of weak solutions 
to problems (2.4.26)-(2.4.29) and thus satisfying (2.4.50). In consequence, using a 
standard diagonal process and that h(x, uA ) is a Carathéodory function, we can choose 
a subsequence uA/:, such that 
—>■ u weakly in H^íl^), as Ar —>■ oo, 
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h (x,ufk) -)• h(x,u) in L1^), as /c->■ oo, 
for every /?. > 0 and u is a weak solution to the problem (2.1.1)-(2.2.5), once we assume 
condition (2.4.46). In addition, u satisfies to the energy estimate (2.4.44). 
Fifth step. We proceed with a truncation and approximation argument to deal with 
the general case, i.e. the case without condition (2.4.46). We adapt the arguments 
of Brézis and Browder |27] (see also Bernis |22|). We consider the n-radial truncation 
hn(x,u) defined by 
w \  í h(x7u) if|u|<n, (2.4.52) hnix, u j - | ^ cos ^ n sin if u = (r cos 0, r sm 6) and r > n. 
It was shown in Vrabie |119, Lemma 3.4.3) that hn(x,u) is continuous and bounded 
on u for almost ali x G ÍI Moreover, hn(x,u) satisfies assumptions (2.4.21), (2.4.22), 
(2.4.42), (2.4.43) and (2.4.46) with the same functions g and Hr- From Step 4, it 
follows that there exists a weak solution un of problem (2.1.1)-(2.2.5), with f(x,un), 
and which satisfies (2.4.44) with the constant C independent of n. Therefore, there 
exists a subsequence, which we still denote by un, such that 
un —>■ u weakly in H1(n), as n —> oo. (2.4.53) 
Then . 
hn(x,un) —>• h(x, u) for almost ali x G H, as n-> oo. (2.4.54) 
We have, from (2.4.44), 
/ |hn(x,un) • un| dx < C, 
Jn 
with C independent of n. Therefore, from (2.4.53), (2.4.54) and Fatou's Lemma, 
h(x, u) • u G L1^) and by the Sobolev imbedding (2.4.39) with 9=1, f(x,u) • u G 
L^ft). On one hand we have, for any K > 0, 
|hn(x,un)| < |h(x,un)| < if |un| < K. 
On the other, if |un| > K, then 
K í |hn(x, un)| |cos/3n| dx < í |hn(x, un) • un| dx < C, 
Jn Jn 
where ^(x) = Z(hn(x, un(x)), un(x)). Then hn(x, un(x)) cos/3n(x) is uniformly inte- 
grable since ^ 
J |hn(x, un)| |cos/?n| dx< — + Hk{x) dx, 
for any measurable subset E of ÍI Indeed, once we assume (2.4.42), given a e > 0, we 
can choose d > 0 such that 
í //^(xjdx < e if 1E| < d 
Je 
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and taking K such that C/K < e, we get that 
/ |hn(x, un)| |cos f}n\dx <26. (2.4.55) 
E 
Then, by Vitali's convergence theorem, 
hn(.,un(.)) cos/9n(.) -> h(.,u(.)) cos^(.) in ^(H). 
From assumption (2.4.43), |cos/?„(.)|, |cos/5(.)| > 77 for some 77 > 0 and we deduce, 
from (2.4.55), that 
í |hn(x, un)| dx < —. 
Je rj 
Again, by Vitali's convergence theorem, we conclude that 
hn(x, un) —> h(x, u) in L^fO). 
Then h(x, u) 6 ^^(íi) and u is a weak solution to the nonlinear problem (2.1.1)- 
(2.2.5).n ; 
Remark 2.4.2 Notice that h(x, u) is not assumed to be nondecreasing in u and h(x. 0) 
need not to be zero. 
Remark 2.4.3 The importance of some kind of sign condition such as (2.4.22) is 
clear from the above proof. This is stressed by the following nonexistence result of 
Walter [120]: Assume that f G C(R); / > 0 and f[s) > sp for some p > l and for ali 
positive s large enough. Then there is no function u G C2m(M2) satisfying Amu = f(u) 
in M2. 
Remark 2.4.4 Condition (2.4-43) is necessary if we do not know any growth infor- 
mation on h(x, u) as proves the following counter-example8 for a Coriolis type body 
forces field 
h(x, u) = exp(|u|2+e)(—n, w), for some e > 0. 
Then, the function u G H^íl) obtained by passing to the lim.it in the Fifth step of 
the above proof is, in general, such that h(x,u) ^ L1^). Notice that for such special 
h(x,u); we have that |Z(h(x, u), u)( = 7r/2 and so condition (2.4-43) fails. 
Remark 2.4.5 The truncation (2.4.52) is good in the sense that the coerciveness9 
associated with the term 0) is not destroyed. 
Remark 2.4.6 The above existence theorems adm.it many different variations (cr >1, 
case of a = 0. more general unbounded sets Tl, etc.), but they are not considered here. 
Our presentation is strictly motivated by the results on the localization effects. 
We thank to Professor A.V. Kazhikov who has alerted us for the possible occurrence of this kind 
of forces field. 
9A mapping T from a Banach space X to its dual X' is said to be coercive'\í\\u\\ 1(T'(u), u)x'xX -> 
-foc as Ihíll +oc. 
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Moreover, if we assume the non-increasing condition 
(f (x, ui) - f (x, U2)) • (u, - U2) < 0 (2.4.56) 
holds for every Ui, 112 6 M2 and almost ali x e we are able to establish an uniqueness 
result. In order to prove the uniqueness result it is important to know under what 
conditions is the function on the left-hand side of (2.4.56) integrable in £1 (foi the 
Lebesgue measure) and if so, does 
f (f(x, Ui) - f(x, 112)) • (ui - U2) dx = 
Jn 
(f(x, Ui) - f(x, U2), Ui - UíJh-1 (íí)xHj(í2) • 
The answer to this question is given by the following auxiliary result. 
Lemma 2.4.1 (Brézis and Browder [28]) Assume that T G 1^(0)0 H l{Çt)^and 
u G HJ(ÍÍ) are such that T(x) • u(x) > 0 almost everywhere in Q. Then T • u G L1^) 
and p 
{T,u)h-1(í2)xHJ(íí) = / T(x) • u(x)(íx. 
J 
Theorem 2.4,3 Let Ui, U2 be two weak solutions of problem (2.1.1)-(2.2.5) and let us 
assume (2.4-56) holds. Then iii = U2. 
Proof: Let Ui and U2 be two weak solutions. Then, according to Definition 2.4.1, 
Ul -U2 G Hj(íl). Hence, f(x, Uj) - f(x, U2) G H^fn). But, since (2.4.56) holds, we 
can use Lemma 2.4.1 and thus 
í/ í ^(uj-U2)|2 dx= í (f(x,u1)-f(x,U2))-(u1-U2) dx (2.4.57) 
Jn Jn 
which implies that 
í lV(ui — 112)|2 dx = 0 
Jn 
and from Poincaré's inequality, we get the result.□ 
Remark 2.4.7 There is a special situation where the non-increasing condition (2.4.56) 
can be dropped. This is the case when the forces field is given by the simpler expression 
(2.2.11). The proof consists in considering the forces field given by (2.2.11) in (2.4-57), 
to obtain 
V / IVfu!-u2)|2 (Òc + Í f (|ií1|,'-1u1-|ti2r''1"2,0)-(u1-u2)cix = 0 
Jn Jn 
Then, applying the inequality 
<(ifr1 f-m"1 v)(f-v)(ifr+1 + o<a<i, 
we can write 
1/í |v(ui — U2)|2 dx+da / k-^rukr^ + Kr1)-1 dx<o 
Jn Jn 
and from Poincaré's inequality, we get Uj =112. 
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2.5 Stopping Effect 
We notice that the existence of a weak solution having a finite global energy 
has been established in the previous section (see Theorems 2.4.1 and 2.4.2). In this 
section we establish the localization effect already arisen in Section 2.3. 
Theorem 2.5.1 Assume ihatf satisfies (2.2.9) and (2.2.10). Ifw. is any weak solution 
ofthe problem (2.1.1)-(2.2.5), with finite energy (2.5.58), then u(x,y) = Q for x > a', 
where a' = a'{E, L, S^v.cr) is a positive constant. 
In order to prove the localization effect, it is useful to work with the associated 
stream function ip. We recall that due to the incompressibility condition (2.1.2), there 
exists a function 0 such that (2.3.15) holds (see e.g. Feistauer [44, Theorem 2.5.1]). 
In this way, by classical methods, applying the curl to (2.1.1) and then replacing 
{u,v) — {fpyi—ipx) (see e.g. Ladyzhenskaya [71, §2.3]), we can reduce the study of 
problem (2.1.1)-(2.2.5), to the consideration of problem (2.3.16)-(2.3.19), where the 
piessuie term does not appear. It is worth to notice the stream function (2.3.15) is 
defined up to a constant and we can fix it by choosing ^(0, 0) = 0. Otherwise we can 
always redefine the stream function in order to obtain (2.3.16)-(2.3.19). The notion of 
weak solution for problem (2.3.16)-(2.3.19) is adapted to the information we have on 
function f(x, xpy, —^x). 
Definition 2.5.1 A function ih is called a weak solution of problem (2.3.16)-(2.3.19), 
if: 
(i) G H2(í]), f(x,Vv,-0ar) € Líoc(n); 
(n) xf^y) = f0yufis)ds, |J(0,y) = vfiy) for y E (0,L); ^,0) = 0(x, L) = 
dn(x' = líL) = 0 for X e (0, oo) and ^(0,0) = ^(O, L) = 0; 
(hi) tp, IV^I -> 0 when x —>• oo/ 
(iv) for every cp E H^íí) D W1'00(Í7) with compact support, 
The next lemma tells us that a weak solution of problem (2.1.1)-(2.2.5) is connected 
with a weak solution of problem (2.3.16)-(2.3.19) by (2.3.15). 
(2.5.58) 
í/ / Ai'Ac/>dx - í (/jfx, x/jy, -tl>x)<f,y - /2(x, i>y, -ipx)<l,x) dx = 0. 
Jn Jn 
Lemma 2.5.1 //u is a weak solution of problem (2.1 .l)-(2.2.5) in the sense of Defi- 
nition 2.4.1, then ip given by (2.3.15), is a weak solution of problem (2.3.16)-(2.3.19) 
in the sense of Definition 2.5.1. 
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Proof: The only difficulty takes places with verifying (iv). However, given (j) G Ho(^)n 
W1'00(í7), we construct tp = ((^1,(^2) with divc^ = 0 such that </> is the stream function 
associated to (p = ((^1,(^2)5 ^e- an^ Vi — ~<t)x- Then we get 
V í {ipyx^yx + ^pyy^yy + Í>xx<f>xx + ^xy(f>xy) dx- (/i^y - Mx) dx. = 0. 
Jçi da 
Integrating by parts the first and fourth terms in the first integral, where we have used 
the density of 0^(0) in H5(í)), we obtain the desired result.D 
Remark 2.5.1 The existence and uniqueness of a weak solution ^ to problem (2.3.16)- 
(2.3.19) can be proved by different techniques without invoking to the problem (2.1.1)- 
(2.2.5). For some results of this nature see e.g. Bernis [22], Brézis and Browder 128], 
Grisvard [57] and J-L Lions [78]. 
To establish the localization effect, as stated in Theorem 2.5.1, we will proceed as 
already arisen in Section 2.3. We use here the technique of integrating over a family of 
variable half-planes, which requires zero boundary conditions. We observe that the only 
non-zero boundary condition in problem (2.1.1)-(2.2.5), or problem (2.3.16)-(2.3.19), 
is on the boundary a: = 0. Thus, following Bernis |18], we are lead to introduce a 
weighted function which will cancel the terms on this boundary. For m > 2, let 
/ / \ / \m _ \ 0 if .T < a, V(x)(x a)+ | — a)m lí x > a, 
where a > 0 is a variable parameter and ^ is a weak solution of (2.3.16)-(2.3.19). 
This function is not, in general, an admissible test function, because Q is unbounded. 
Following Bernis [21|, we approximate p(x) = (a; — by a sequence pk{x) = — 
a)/k), with ^ G C(R) fl C2(0, cxd) such that ^ > 0 and 
= 
0 if a: < 0, 
x
m
 if 0 < a; < |, 
1 if a: > 1. 
Due to the fact that m > 2, it is possible to show that tfpk G W2'00(n) and thus 
xf{x)pk(x) becomes a test function. Moreover 
0 < DVi(^) < DV2(a:) < • • • < P)1 pk(,x) < DVfc+it^) < • • • (2.5.59) 
and 
X)1 pk[x) —> m(m — 1)... [m — (z — l)](a: — a)+-í, as k —> cxd, (2.5.60) 
for ali x > 0, m > 2, 0 < z < m and i < 2. Thus, we can prove the following result. 
Lemma 2.5.2 Let ip be a weak solution of (2.3.16)-(2.3.19) with (2.5.58) finite. Ás- 
sume that f satisfies (2.2.9) and (2.2.10). Then, for every a > xg and every positive 
integer m > 2, 
min(^,(5) í (|DVr + |^r+a)(x-a)7dx 
da 
< 
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2mv í lA^I l^xK^ — a)+ Vx -f 2m^ í \ipy\\i/;Xy\{x — a)1^ ldx (2.5.61) 
./n Jn 
+m(m — 1)í/ í lA^I \ip\(x — a)^-2ífx. 
Jn 
Proof: Taking ip^p^x) as a test function in Definition 2.5.1, applying the Leibnitz 
formula and using assumptions (2.2.9) and (2.2.10), we obtain 
v j (Ai/;)2pkdx + S / \ij>y\1+apkdx <—2l/ í Axpipxp'kdx — u í Aipipp^dx. (2.5.62) 
Jn Jn Jn Jn 
The study of the first ierm on the left-hand side requires an integration by parts leading 
to 
/ IpxxtpyyPk dx= ll;2xypk dx + / IpylpxyPk 
Jn Jn Jn 
where we have used a regularization procedure on Then from (2.5.62), it comes 
v f \D2xl>\2pkdx +6 í \ijjy\1+apk dx < 
Jn Jn 
—2iy / AipipxPk dx - 2i/ / ipyipxyPk dx — u / Aipippl dx. 
Jn Jn Jn 
We take the minimum on the left-hand side and apply modules. Finally, (2.5.61) follows 
from (2.5.59), (2.5.60) and the Lebesgue convergence theorem.D 
In the first term of the left-hand side of (2.5.61), it arises the energy type term 
which depends on a 
Em{a)= f (|DVr +(x-aj+áx. (2.5.63) 
Jn 
We observe that -Eo(O) = E and a simple differentiation leads to the relations 
dEmia) d2Em{a) 
——— = —mEm_i[a) and ——— = m(m - l)^m_2(a). 
The mentioned energy method technique, as introduced in Bernis [18], has, as main 
goal, to get a differential inequality for Em(a) leading to the vanishing of ETn(a) and 
then of ip for a large enough. The crucial part of the technique consists in to use the 
nonlinear structure of the equation in order to get some differential inequality. To this 
end. a fundamental role will be played by two inequalities. The first, is a weighted 
Gagliardo-Nirenberg inequality derived in Bernis [18] from Gagliardo-Nirenberg's in- 
equality (1.1.5). 
Lemma 2.5.3 (Bernis) If j, k, l are integers with 0 < j < A;, A: > 1 and / > 0 and 
l < p < oo and 1 < r < then 
í |DJz/|p(a: — ay+dx < (2.5.64) 
Jn 
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C, (I - o^áx 
once that the integrais of the right-hand side exist, where 0 is given by 
1 i Wl * 
p 2 + / \P 2 + // r 
and Ci = Cifi, k,l,p, r)10. 
The second inequality, is a Hardy type inequality also derived in Bernis [18] from 
Hardy's inequality (1.1.2). 
Lemma 2.5.4 (Bernis) //1 < p < oo, / > 0, a > 0 and a ís bounded in a neighbor- 
hood of x = a, then 
j \u\p(x-a)l+dx< jjux\p(x-a)^pdx, (2.5.65) 
once that the integrais of both sides exist. 
After the differential inequality has been obtained, the following auxihary result, a 
direct consequence of Bernis [21], lead us to the conclusion. 
Lemma 2.5.5 Assume that the fractional differential inequality 
Em{a) < C2 [Em-T{a)T (2-5-66) 
holds for ali a > Xg > 0, where 0 < p < m < w, Ci is a positive constant and p > 1. 
Assume Em-V{a) is finite for any a > xg. Then, the support of Eo{a) is a bounded 
interval [0, a"], with a" ^ a' and where 
a'= {w-m+ l)C2(''-,)(I"'-m| and w = ffj. (2.5.67) 
So, we arrive at the more difficult part of the proof of Theorem 2.5.1. 
Lemma 2.5.6 Let ip be a weak solution of (2.3A6)-(2.3.19) and assume f satisfies 
(2.2.9) and (2.2.10). Then, the following differential inequality holds for any a > xg, 
where Xg is given by (2.2.10): 
Em(a) < C3 (Em-2(a)y , for every integer m > 3, (2.5.68) 
where C3 = CafL,m,^í/,cr) and p = p(m,a) are positive constants, with p > l. 
Moreover, Ei^a) < 00 for any a > x5. hi fact, 
E2(a) < C4E0{a) + C5 {Eo(a)Y ; (2-5.69) 
where C4 and C5 are positive constants, with C4 an universal constant and C5 = 
Cb(L,5, u,(j). 
Proof: We rewrite (2.5.61) as 
min(i/, 6)Em[a) < 2miyl1 + 2mí//2 + m(m - 1)^/3. (2.5.70) 
Now, let us estimate lu h and h in terms of Em(a) and Em^a). 
10For the sake of clarifying the matters, we will numerate ali the constants C that appear in this 
proof. 
r(x - a)l+dx 
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Assume m > 3. Applying Cauchy^ inequality with e to each one of these terms and 
then adding up the connected terms, (2.5.70) comes 
• / sw ( \ ^ t , , x j-i / \ mv T mim — \)u min(z/, S)Ern(a) < m(m + l)v£Em(a) + 122 + v ; IZ2, (2.5.71) 
where 
I22 := Í |V^|2(a; - G)^-2dx and ^ := í tp2(x - a)^-4dx. (2.5.72) 
Jn 
Applying the weighted Gagliardo-Nirenberg inequality (2.5.64) to I22 for the function 
ip , with j = l, k = 2, l = m — 2. p = 2 and r = 1 + cr, we get 
I22 < Ce (^ \02i>\2[x - a)"-2 dAj6 ^ - a)™-2 dx) 
9 1 1 + ^ 
where 
2(1 + cr) + (1 — cr)m 
=
 4(1 + <7) + (1 — cr)m (2-5-73) 
and C6 = C6(m, (j) (Ce = Cj with j = l, k = 2, l = m —2, p = 2 and r = 1 +(7). Notice 
that 0 < ^ < 1, because 0 < a < 1. Applying Poincaré's inequality, with p = 1 -f a, to 
the term J0 \ip\1+<7dy and then the algebraic inequality (1.1.1), 
^22 < C7 (Cm_2(a))M , C- = €7(1, m, cr), (2.5.74) 
where 
0<<T<1^.íí = 1+ ^ — > 1. (2.5.75) 
4(1 + cr) -f (1 - a)m v y 
Now, applying the Hardy type inequality (2.5.65) to h2 for the function with l = 
m — 4 and p = 2 
732
 ^ (db) ^i^iv-«)r2^- 
Because |^|2 < |V^|2, I32 < 4/(m - 3)2/22, then from (2.5.74) 
4C7 
32
 - (m - 3y , (2.5.76) 
where $ and /i are given by (2.5.73) and (2.5.75), respectively. Then, from (2.5.74) and 
(2.5.76), (2.5.71) comes 
mint^.E^a) < £C8Em(a) + ^C9 (E^a))", 
where C8 = Cgím,*/), Cg = CgfL, m, z/, cr) and m > 3. Choosing e = min(z/, J)/(2C8), 
we achieve to the fractional inequality (2.5.68), which is valid for every m > 3 and 
where 
^ m2{m + l)(m2 - 4m + 7) u2 
03 = 407
 — 7 q\2   ■ 2/ (2.5.77) (m — 3) min (z/, S) K ' 
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and C7, given immediately after to (2.5.73), is the constant resulting from Poincaré's 
and Gagliardo-Nirenberg's (2.5.64) inequalities. 
In order to prove that ^(fl) < 00 for any a — xgi we liave OI1ly to worry about with 
the term Lh because for the other terms the above estimates remain valid. For m = 2, 
/3 = / ip rix. 
JÇla 
Applying Cauchy's inequality with a suitable £ to I3 and proceeding in the same manner 
for the other terms as in the preceding case, but taking m = 2, we obtain the analogous 
inequality to (2.5.71) 
min(í/, ^^(a) < + 2v£Eo{a) H h2(m=2) + ~h2{m=2), (2.5.78) S S 
where » 
l22{m=2) '= / |V'0|2 dx and h2{m=2) ■= / d*. (2.5.79) 
./oa 
Taking m = 2 in (2.5.74), 
/22(m=2) < ^0 {Eo{a)r , 0,0 = O10(L, a), (2.5.80) 
where, from (2.5.73) and (2.5.75), respectively, 
2
 and (2-5.81) 
"3 + ^7 ' 3 + cr' 
and Cio = C7 with m = 2. Applying Poincaré's inequality to the term f0L |'0|2 dy of 
/32(m=2), h2{m=2) < Cnh2{m=2). Cu = Cii(L), and from (2.5.80), 
/32(m=2) < C12 (EoWr , G12 = C^Cn- (2-5.82) 
Then, (2.5.80) and (2.5.82) yield that (2.5.78) comes 
min(z/, S)E2{cl) < eCw^Fz^o) + E{){a)) + 7C14 {Eo{a))fJ', (2.5.83) 
where C13 = Cl3{v), Cu = Cu{L,v,ct) are positive constants. Now, if we choose 
£ = min(M)/(2Ci3) in (2.5.83), we come to the differential inequality (2.5.69), where 
1 zA 
C, = -, Cr, = I6C10—r-27—7^(2 + Cu), 
2 mm(z/, d) 
with 0 and // given by (2.5.81) and Cio and C,, immediately after. Now, since E0(a) < 
00 for any a >xg, we get that £2(0) is also finite for any a>Xg.\J 
Proof: [Theorem 2.5.1| Taking m = 4 in Lemma 2.5.6, we have the fractional differ- 
ential inequality 
Ei(a)<C15(E2(a)r, (2.5.84) 
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where from (2.5.73), (2.5.75) and (2.5.77), respectively, 
^ ^—, E = ^— and C15 = C5 with m = 4. (2.5.85) 
One can easily see that, due to 0 < a < 1, we have 1/2 < 0 < 3/4 and 1 < /i < 5/4. 
By Lemma 2.5.6, £2(a) is finite. Then from Lemma 2.5.5, with m. = A. p — 2 and 
w = 8/(1 — cr) + 2 > 4 = 772, the support of Eo(a) is a bonnded interval [0, a*] with 
a* < a' and where, from (2.5.67) and (2.5.85), 
7 + (T -2- 1 a 
a = E2&+°). 
1 - cr 15 
Then 
Ev{a) = f (|Vu|2 + |w|1+fr) dx = 0 
J na 
for a > a', which implies u = 0 and v is constant almost everywhere for x > a'. Finally, 
from (2.2.4), v = 0 in the same domain.D 
Remark 2.5.2 Ohviously, we obtain an analogous localization effect if we replace the 
role of variahles x and y for the study of unbounded sets of the forra Q = (0, L) x (0, 00). 
and if we rnod/ify correspondingly the conditions (2.2.9) and (2.2.10). 
Remark 2.5.3 We obtain the same localization effect if we consider the non-constant 
semi-infinite strip Q = (0, 00) x {Lffx), L2{x)), with Lu L2 G C2 (0, 00), ki < \L2{x) - 
L\(x)\ < k2, \L\(x)\, \L'2(x)\ < ks, and \L'((x)\, iT^x)! < k^ for ali x > 0, where ki, 
2 — 1, • • •, 4; are positive constants (see the proof in Antontsev et al /S/). 
y 
L2 
u = 0 
LI 
0 a' X 
Figure 2.3: Non-constant serni-infinite strip. 
Remark 2.5.4 The localization effect can be extended to the limit case o/cr = 0. Dut. 
in the case of a = 1, the above arguments lead to the inequality Effa) < C E2(a) (see 
(2.5.84)) and then we can only derive the exponential decay 
E2(a) < Ce~Ca for ali a > 0, (2.5.86) 
where C means two different positive constants (see Remis /lOl). An exponential decay 
of this kind was obtained separately by Knowles /OS/ and Toupin /li7/ in their energy 
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approach to the investigation of the Saint-Venanfs Principie11 in classical elasticity 
theory by using differential inequality techniques. There it was considered equation 
(2.3.16) with í = O in a simply connected bounded planar domain U (a cross section 
of a cylindrical body). 
2.6 Stagnation Effect 
In the arguments we have considered in the previous section, one can realize that the 
parameter a we have chosen is such that a > Xg, with Xg given in (2.2.10). To work 
with a < Xg, we have to assume an extra condition on the second component of the 
forces field. Let us assume the body forces field satisfy (2.2.9), with g = 0, and 
|/2(x,u)| < 7(xs - a:)5- (2.6.87) 
for some xs > 0, where 7 and f are positive constants, with (" to be specified later 
on. Because of this last condition, we say the second component of the body forces 
field has a stagnation Une at x = xs. The existence and uniqueness of a weak solution 
for this case, is guaranteed by Theorem 2.4.1, where h(x, u) = 0. and Theorem 2.4.3, 
respectively. 
Theorem 2.6.1 There exist some positive constants 7 and ( such that if (2.2.9), with 
g = 0, and (2.6.87) hold, then u = 0 for x > xs and any y e (0, L). 
Proof: If we consider a > xs, we fali in the conditions studied in Theorem 2.5.1 with 
g = 0. Let us assume a < xs. Then we have to add to the right-hand side of (2.5.61) 
the terms ^{mK\ + K2) resulting from condition (2.6.87) (see also (2.3.20)), where 
tf, = / {xs - x)^\{x - a)™-'d*, tf2 = / ixs - x)i\ipx\{x - a)™dx. (2.6.88) 
Jq dn 
This lead us to the counterpart of (2.5.68)12 
Em{a) < Ci {Em^{a)yi + C2£;m,2C(a), (2.6.89) 
for every integer m > 3, where Ci = Ci{L, m, (5,7, v, cr), i = 1,2, p is given by (2.5.75) 
and 
Emxia) = í {xs — x^x — a)"(dx, m > 2. (2.6.90) 
Jn 
Taking m = 4 in (2.6.89) and using an integration by parts on (2.6.90), we arrive at 
the counterpart of (2.5.84), where we put ^(a) = z{a), 
zia) < C3 ^"(a))" + C^Xs - a)í+4, (2.6.91) 
11
 Saint- Venant's Principie.: Two systems of stresses in a plane region íl, corresponding to the two 
statically equivalent surface tractions on the boundary díl would be approximately the sarne at points 
of S2 which are remote from the are C C Oíl on which the two distributions of surface traction differ 
in detail (cf. Knowles |68|). 
12Again, for clarifying the exposition, we will numerate ali the constants appearing in this proof. 
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where C3 = Cs(L, d, 7, cr) and C4 = C4{Ç) The solutions of (2.6.91), 
with Ç = (2 — /í)/(/í — 1) (we notice that from (2.5.85), C > 3), are of the form 
2n 
z{a) — C5{xs — a)?-1 wifh the positive constant C5 satisfying 
^5 < Cia; 
2/i(^ + 1) 
+ Ct < 0. 
JlL. 
Then E^a) = C5(xs — a) + 1 and conseciuently u = 0 for x > xs.n 
Remark 2.6.1 From the Physics point of view, the localization property proved in 
the above theorem means the fiuid stops at the same stagnation Une as the second 
component of the hody forces. That is the reason why we call this localization effect as 
the stagnation effect. 
y 
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Figure 2.4: Stagnation effect. 
2.7 Generalizai ions 
We can generalize the results of the foregoing sections, if we consider a localized forces 
field, i.e. if besides (2.2.9) and (2.2.1(3), f satisfies 
f(x, u) = 0 for x > X{ and y € (0, L), 
for some Xf such that 0 < Xg < Xf (x9 given in (2.2.10)). In this case (2.2.9) and 
(2.2.10) are replaced by 
f(x, u) . u > 5 Xf(x) |u|1+tr - S(x), (2.7.92) 
where ó and cr are given in (2.2.9), xr is the characteristic function of the interval (0, Xf) 
and g is a scalar function satisfying (2.2.10) (cf. Antontsev et al |7, 8|). 
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y 
L 
supp g \ • f = 0 
0 Xg Xf X 
Figure 2.5: Localized forces field. 
The existence results stated in Theorems 2.4.1 and 2.4.2 as well the uniqueness 
result stated in Theorem 2.4.3 remain valid here. We need only to consider the following 
explicit form of the localized forces field 
f(x, u) = Xf (l^r-V 0) - h(x, u), (2.7.93) 
and the localized global energy 
E := 1 (|Vu|2 + XfM1+<r) dx (2.7.94) 
Jn 
instead of (2.4.21) and (2.5.58), respectively. 
The stopping effect stated in Theorem 2.5.1 can be generalized by the following 
one. 
Theorem 2.7.1 Assume that f satisfies (2.7.92) and (2.2.10). Then: 
(i) if Xf — oc, u is any weak solution of (2.1.1)-(2.2.5), with finite energy (2.7.94), 
then u{x, y) = 0 for x > a', where a' = a'(E, L, 5, i/, a) is a positive constant; 
(ii) if Xf < oq, then there exists, at least, one weak solution u of (2.1. l)-(2.2.5), with 
a finite energy (2.7.94), such that if a' < Xf, then u{x,y) = 0 for x > a'; 
(iii) if, in addition, we assume f non-increasing (condition (2.4-56)), then conclusion 
(ii) holds for the muque solution of (2.1.1)-(2.2.5). 
Proof: If Xf = oo, we fali in the case of Theorem 2.5.1. We need only to replace the 
energy type terms (2.5.63) by 
E^a) = í (ID^I2 + XfW^) (* " a)^. (2.7.95) 
-ht 
Assume now that Xf < oo. Then we construct a weak solution in the following way 
, < f u(x) if x < a' 
u(x) = | O if x>a\ 
with u(x) weak solution of (2.1.1)-(2.2.5), where f satisfies (2.2.10) and (2.7.92) with 
Xf = oo. By the proof of the above case and the assumption a' < Xf, we get that u(x) 
is a weak solution of the original problem, i.e. where f satisfies (2.2.10) and (2.7.92) 
with Xf < oo.D 
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The stagnation effect stated in Theorem 2.6.1 cari also be generalized for a localized 
forces field. In this case, we assume the body forces íield f satisfies (2.6.87) and 
f (x, u)u>ó Xf(x) H1+cr, (2.7.96) 
where ^ and a are given in (2.2.9). The proof of this case is entirely analogous of the 
proof of Theorem 2.6.1 (cf. Antontsev et al |9|). 
Chapter 3 
Stationary Navier-Stokes Problem 
"Uniqueness occurs only when the data are small enough, or the viscosity 
is large enough." 
R. Temam |115, p. 157]. 
In this chapter the results we have proven in the precedent chapter are extended to 
the case of the stationary Navier-Stokes problem in the same domam and with the 
same boundary conditions. We present the problem in Section 3.1 and we prove the 
existence and uniqueness results in Section 3.2. In this case, as it is known by t le 
specialists in the field of Mathematical Fluid Mechanics, uniqueness holds only lor 
small data or large viscosity, which corresponds to consider a small Reynolds number. 
As in Chapter 2, the existence and uniqueness theorems are proved by usmg some 
known results for the Navier-Stokes equations with prescribed linear forces field and 
in almost ali the situations, the reader is addressed to the the monograph by Galdi 150] 
to see the proofs of these results. But in fact and again the monographs by Constantin 
and Foias |33], Ladyzhenskaya [72] and Temam [115] were also used. The locahzations 
effects are proved in Section 3.3, where many estimates obtained in Chapter 2 can 
be used. Although this help, the problem of obtaining the same localization effects is 
much more technical in this case. This is because of terms resulting from the convection 
which cause some difficulties if one does not want to obtain estimates dependmg on 
the norms of the function involved. This problem is overcame with the help of a result 
proved in an appendix section (Section 3.4). 
45 
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3.1 Introduction 
We consider the stationary Navier-Stokes system 
-z/Au + (u • V)u = f - Vp, (3.1.1) 
div 11 = 0 (3.1.2) 
in the semi-infinite strip Çl = (0, oo) x (0,L), L > 0 a positive constant, where z/ is 
the kinematic viscosity coefficient. Navier-Stokes system (3.1.1)-(3.1.2) is derived from 
Navier-Stokes system {(1.4.22), (1.4.11), (1.4.23)} by assuming the fluid is homoge- 
neous, the kinematic viscosity is constant and the velocity and pressure do not depend 
explicitly on time. As already mentioned in Section 2.1, the consideration of the planar 
domain íi, means that we are facing a flow with only two velocity components: u{x1y) 
and v{x,y). 
We consider the Navier-Stokes system (3.1.1 )-(3.1.2) appended with the boundary 
conditions 
u(0, y) = u,{y), y e (0,L), (3.1.3) 
u{x, 0) = ii{x, L) = 0, x e (0, oo), (3.1.4) 
and the velocity at infinity 
lu(^5?/)|-> 0, as xoo and y G (0, L). (3.1.5) 
We assume also the compatibility conditions (2.2.6)-(2.2.7) and that the body forces 
field is given in a feedback dissipative form, f : Q x R2 -> M2, f = {fufa), such that 
for every u (E R2 and almost ali x 6 (2.2.9) and (2.2.10) hold. 
We recall the well known result asserting that, if f = 0, or is linear, say f G L2(n), 
and has compact support in í), the weak solutions u of problem (3.1.1)-(3.1.õ) have 
an exponential decay as (2.2.8) which is óptima! (cf. Galdi (50, §XI.4l). See also 
Horgan [62] for plane entry flows and Amick and Fraenkel [3] for an exhaustive study 
on plane flows in channels of various types. 
Introducing the stream function (2.3.15), we reduce the study of problem (3.1.1)- 
(3.1.5) to the following one 
^V + in O, (3.1.6) 
^{x, 0) = il>(x, L) = |^(x, 0) = ^(x, L) = 0 for x G (0, oo), (3.1.7) 
W' V) = fo |^(0, y) = v*(y) for y G (0, L), (3.1.8) 
\Y/^(x,y)\ -> 0 as a: oo and for y G (0, L), (3.1.9) 
where the pressure term does not appear anymore (see e.g. Ladyzhenskaya [72, §5.5]. 
and Quarteroni and Valli (96, §10.4]) and, as in Section 2.5, f = (/i,^) = (/i(x, W 
—Va;), ^(x,—zhx)). See the considerations given in the paragraph before Defini- 
tion 2.5.1 and on page 35. Proceeding as in the final part of Section 2.3, we obtain 
/ (AV')2 (ar - a)^dx - í /^{x - a)™d* =-m í Aip ipyip(x - a)?-1^ 
Jn Jçi 
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+ Í .[2 {miPix — a)™ 1 + — «)+) (3.1.10) ■hi 
-i/m / A0 (2^(x - f/);1"1 + (m - [)^(x - a)™"2) dx. 
Jn 
3.2 Weak Formulation 
In th is section we consider lhe forces íield given by (2.4.21 )-(2.4.22) and the solenoidal 
vector spaces H(íl) and Ho(^) defined in Section 2.4. As in that section, we shall 
search for solutions u satisfying (3.1.5) and (2.4.23). 
Definition 3.2.1 A vector function u is a weak solution of problem (S. I. I)-(S. 1.5). 
if- 
(i) ueH{n),í(^u)eL}oc{n); 
(ii) For every (f G Ho(Q) n L^íH) with compact support, 
v / Vu:V^í/x4- / u ■ Vuv dx = / fdx. 
hl. -hi hi 
As in Section 2.4, we can establish an existence result nnder the growth condition 
(2.4.24). Here we need an extra condition to guarantee the uniqueness of solutions 
for the auxiliary problems we have to consider in the curse of the proof. Because 
of the nonlinearity of the Navier-Stokes equations (3.1.1), we know that uniqueness 
holds only if the coeíficient of kinematical viscosity // is sufficiently large or if the 
data are sufficiently small. This corresponds to say that uniqueness holds only if the 
dimensionless Reynolds number is sufficiently small (see e.g. Galdi |50. §Vin.2|). 
Theorem 3.2.1 Let us assume iu G H2(0, L), f(x.u) satisfies ("2./,.21), (2.4.22) and 
the growth condition (2.4.24) holds. In addition, we assume that the problem (3.1.1)- 
(3.1.5) with f(x.u) — f(x,0) lias a unique weak solution in ftl{ = (0, R) x (0,7), for 
every R > O1. Then, there exists, ai least, one weak solution u of problem (3.1.1)- 
(3.1.5). Moreover, f(x,u) • u lies in lAfíl) and u satisfies to the energy estimate 
(2.4.25). 
Proof: The proof follows exactly the same steps of the proof of Theorem 2.4.1. 
First step. For a given N G N. we start by considering the auxiliary problem in 
= (0,N) X (,7) 
— i/Au,v T (irv • V)uíV = f(x.iTv) - V77v in ÍTV, (3.2.11) 
div u/V = 0 in ÍTV, (3.2.12) 
u v = u„(y) for x = 0 (3.2.13) 
uA = 0 for .r = N and y = 0, L. (3.2.14) 
1
 ll is implied we are considering problem (3.1.1 )-(3.1.5) in Çln = (0, II) x (0, L) with (3.1.5) replaced 
by u(Ii. y) = 0 for y G (0, L). 
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With no lost of generality, we assume N > 1 and let U1 be an extension of u, to 
iV = (0.1) x (0,L) verifying (i)-(iii) of (2.4.30). One can prove (see e.g. Galdi |50, 
§VTII.4]) that for any o > 0, there exists an extension U1 satisfying (i)-(iii) of (2.4.30) 
and 
v-VU1 • v r/x 
./Í2' 
< o||Vv||l2(í21) for ali v G H1)^1). 
Now, we consider the extension UA to QA such that UA = U1 if .r < 1 and UA — 0 
if .t > 1. From what we have said above, UA G ^ ), UA satisfies (2.4.32) and 
v • VU'v • v r/x 
Í2'v <«II
VvIIl^v) for ali v G (3.2.15; 
Second step. We look for solutions uA of the form uA = wA + UA , where UA is the 
extension given in the First step and wA solves the problem in QA 
—/yAwA + (wA • V)wA = (3.2.16) 
f(x. wA + U-v) + //AU'V - (UiV • V)UA? - (w-v • V)U-v - (UjV • V)wv - VpN. 
div wA = 0, (3.2.17) 
wA = 0 for .t = 0, N and y = 0, L. (3.2.18) 
Proceeding exactly as in the correspondent step of the proof of Theorem 2.4.1 and 
using some known existence results for the Navier-Stokes problem with linear forces 
field (see e.g. Galdi [50. §IX.4]), we prove the existence of. at least, one weak solution of 
problem (3.2.16)-(3.2.18) and consequently the existence of, at least, one weak solution 
of problem (3.2.11 )-(3.2.14), with f(x.uA). 
Third step. In this step is proved the estimate (2.4.41) is independent of N just in the 
same way we did in Third step of the proof of Theorem 2.4.1. 
Fourth step. In this step we can make a transcription, mutatis mufnndis. of the corre- 
spondent step of the proof of Theorem 2.4.1.n 
Here we can also establish an existence result by dropping the growth condition 
(2.4.24), but then we have to assume the vectors angle condition (2.4.43) and. further- 
more. the condition (2.4.42). 
Theorem 3.2.2 Theorem 3.2.1 remains valid if we replnce the growth condition (2J,.2J,) 
by the vectors angle condition (2.^.^3) and we assume also condition (2.4-42). Here 
the energy estimate takes the form of (2-4-44)■ 
Proof: First step. Ali that is written in the First step of the proof of Theorem 3.2.1 
is valid here. 
Second step. We consider, first, the intermediary case in which we assume, additionally. 
(2.4.46). 
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If we consider the problem (3.2.11)-(3.2.14), vvith f(x,u v) replaced by f(x) given 
arbitrarily, for instance f € L2(n v), then we know the existence of, at least, one weak 
solution uN £ U]{QN) (see e.g. Galdi |50, §IX.4]), which satisfies to the energy relation 
^ í : V(uiV - U^) dx + í u'v ■ Vuv • (u'v - U'v)r/x = (3.2.19) 
./i2'v 
í f - (u" - U^) áx. 
Proceeding, e.g. as in the last reference, using (2.4.32) and (3.2.15), one can prove the 
following estimate 
KIIhw < c • 
Using the Leray-Schauder fixed point theorem in the same manner such as we did 
in the proof of Theorem 2.4.2, we prove the existence of, at least, one weak solution 
u v G H^O^) to the problem (3.2.11 )-(3.2.14), with f(x.uA). 
Third step. In the energy relation (3.2.19) satisfied by uv, we use the assumption 
(2.4.21). next we add |h(x,iTv) • uv| to both sides of the resultant equation, we use 
assumptions (2.2.10), (2.4.46), (2.4.51) and we use HõldeUs inequality. Then, we use 
(3.2.15), the Sobolev imbedding (2.4.39) and we apply YoungT inequality with a suit- 
able e > 0, to obtain the n priori estimate (2.4.50), independent of N, for uA. 
Fourth Step. Keeping in minei the assumption (2.4.46) and proceeding exactly as in the 
proof of the correspondent step of the proof of Theorem 2.4.2, we prove the existence 
of, at least, one weak solution u G H(Í7) to the problem (3.1.1 )-(3.1.5) and which 
satisfies the energy estimate (2.4.44). 
Fifth step. To proceed with the general case, i.e. dropping condition (2.4.46), we use 
the same truncation and approximation argument such as we did in the Fifth step of 
the proof of Theorem 2.4.2.□ 
To prove the uniqueness of weak solution, we assume the non-increasing condit ion 
(2.4.56) and because of the nonlinearity of the Navier-Stokes equations, we assume 
that // and u* are such that the problem (3.1.1 )-(3.1.5), with f(x. 0), has a unique 
weak solution in H(n). 
Theorem 3.2.3 Let U\, U2 be tiro weak solutions of (3.1.1)-(3.1.5). Assume (2.4-56) 
holds and that the problem (3.1.1)-(3.1.5), with f(x.O), has a unique weak solution in 
H(U). Then iij = u2. 
Proof: Let u, and u-2 be two weak solutions. Then, according to Definition 3.2.1, 
ii! — U2 G Hj(ri) and 
// í IVfu! - U2)|2 dx -p / (u, - U2) • Vui • (U| - U2) dx (3.2.20) 
.In Jíi 
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.1 
Now, proceeding as in the proof of Theorem 2.4.3, we prove 
(f(x.Ui) -f(x,u2)) • (u, - U2) í/x 
Then arguing as for the proof of the uniqueness result with f(x.O) (see e.g. Galdi [50|), 
we get that 
and from PoincarGs inequality, we obtain the residt.D 
Remark 3.2.1 The assumption of a unique weak solution for problem (SA.l)-(S. 1.5), 
with f(x.O), is fundamental to prove the uniqueness of weak solutions for general 
Navier-Stokes problems with prescribed forces field. This assumption is equivalent to 
assume 
for every 11 G H and q: G Hq. Or, in our specific problem, is equivalent to assume 
Remark 3.2.2 We can prove also the uniqueness of weak solution by considering the 
forces field given by the simpler expression (2.2.11} and. consequently, with no need of 
the non-increasing assumption (2.4.56). In this case, we have from (3.2.20). with the 
forces field (2.2.11), 
Proceeding as in Remark 2.4-7 and using the assumption aforementioned, in Remark 3.2.1. 
we prove that Ui =112. 
3.3 Localization Effects 
In the previous section has been established the existenceof a weak solution to problem 
(3.1.1 )-(3.1.5) having a finite global energy (2.5.58). 
^ / ^(u, — u2)|2 f/x + 5 / (Imr '«i — Iw-iT 1U2-0) • (uj — U2) f/x 
Theorem 3.3.1 Assume that f satisfies (2.2.9) and (2.2.10). If u is any weak solution 
of lhe problem (3.1.1)-(3.1.5), with finite energy (2.5.58), then u{x, y) = 0 for x > a', 
where a' = a'{ E. L. 4. n. cr) is a positive constant. 
3.3. LOCALIZATION EFFECTS Ji 
The proof of this theorem, although to be much more techmcal, follows exactly the 
same reasoning of the proof of Theorem 2.5.1. 
Definition 3.3.1 A function ip is a weak solution of problem (3.1.6)-(3.1.9), if: 
(i) ij) G H2(n), f(x,E Lloc(n), ,(r\ dip/ _ çFlí T\ — 
(ii) ^(0, y) = Jo u*(s)ds, |^(0, y) = v*(y), 0) = L) - 0) - an {x, L) - 
^(0, L) = 0, and ip, \Vtp\ ->• 0, when x -> oo; 
(iii) For every (/> G H2(n) fl with compact support, 
u [ A^A^dx- Í {My - f2(t>x) dx = I Ai); {faty - ií>y<t>x) dx. 
Jn Jn dn 
The following lemmas can be proved in the same manner as the correspondent ones 
stated in Section 2.5. 
Lemma 3.3.1 Ifu is a weak solution of (3.1.1)-(3.1.5) in the sense of Definition 3.2.1, 
then if, given hy (2.3.15), is a weak solution of (3.1.6)-(3.1.9) in the sense of Defini- 
tion 3.3.1. 
Lemma 3.3.2 Let if be a weak solution of (3.1.6)-(3.1.9) with a finite global energy 
(2.5.58). Assume that f satisfies (2.2.9) and (2.2.10). Then, for every a > xg and 
every positive integer m > 2 
í {iy\D2if\2 + 6\ipy\l+(7) {x - a)™dx < 
Jn 
2mv í |A^| \i>x\{x - a)7-1áx + 2rm/ í (3.3.21) 
Ja dn 
+m(m — l)v í \Ail!\\tp\ix-a)X'2dx + m í \Arl)\ \xl>y\\il>\{x - a)™'1 d*. 
Jn dn 
From the term on the left-hand side of (3.3.21), it will arise the energy type terms 
(2.5.63) depending on a and which will appear in the more difficult part of the proof 
of Theorem 3.3.1 expressed by the following lemma2. 
Lemma 3.3.3 Let ip be a weak solution of (3.1.6)-(3.1.9) and let us assume f satisfies 
(2.2.9) and (2.2.10). Then, the following differential inequality holds for a > Xg (xg is 
given in (2.2.10)): 
Em{a) < C\ + C2 (£m-2(a))M , {3-3-22) 
for every integer m > 3, where C; = v,a), z = 1, 2 are positive constants 
and p.j = pj[m, a) > 1, j = 1, 2. Moreover, E2{a) < oo for any a>xs. In fact, 
£2(a) < CsEoia) + (^(a))"" + C6 [E0{a)r , (3-3.23) 
where Cs, Ci = Ci(L,5,u,er), i = 4, 5, are positive constants, with Cs an universal one, 
and pj = Pj(o-) > 1, j = 1, 2. 
2As in Section 2.5, we will numerate the constants appearing in the curse of this proof, just to 
simplify the exposition. 
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Proof: We rewrite (3.3.21) as 
/ HDV|2 + ^|^|1+a) {x - a)™dx < 21711/1} + 2mi/l2 + m(m - Ijiz/s + mJ. J Çl 
Applying Cauchy's inequality with e = i//(2m) to the term J and then taking the 
minimum on the left-hand side, we obtain 
m
^
n
 (2'— 2mz/^i + Zmi/Ii + m(m — 1)^/3 + — J2, 
where 
J2= í ^y(x - a)-"2 rfx. 
Jn 
If we assume m > 3, the estimations of /j, I2 and /g obtained in Section 2.5 lead to 
min (j, í) E^a) < eCsEm{a) + l-C7{Em^{a)Y + CSJ2, (3.3.24) 
where íí is given by (2.5.75), C6 = C6{m,v), C7 = C/L,rn,12,a) and Cs = Cs(m,u). 
To estimate J2, we use two fundamental one-dimensional inequalities. The first one is 
Poincaré s inequality (1.1.3), with TV = 1, and the second is Ladyzhenskava^ inequal- 
ity3 
u(y)4 dy<2^ u(y}2 dy^j u'{y)2 dy^j , (3.3.25) 
valid for sufficiently regular functions u such that í/(0) = u(L) = 0. Then, we apply 
Hõlder's inequality to J2 to obtain, 
L ^dy=~2L L 
for every :r > 0 and every function cf) with the same regularity and boundary values 
of our é or ij/y. In a final step, we use Cauchy's inequality, and from the definition of 
^0(0) = E and JE'm_2(a), we prove 
J2 < Ce, E (Em_2(a)) 2 , C9 = C9{L,m,i/,a), (3.3.26) 
where 0 is given by (2.5.73). Then, (3.3.24) becomes 
min g, á) Em{a) < eC6Em(a) + -C7{Em./a)r + C8 [E^/a))^ , 
where, now, 63 = Csfi?, L, m, z/, cr). Then, choosing an appropriated e, we obtain the 
fractional diíferential inequality (3.3.22). 
Inequalities of the form (3.3.25) have been widely used in investigation of uniqueness for the 
Navier-Stokes equations in two dimensions (see e.g. Ladyzhenskaya [72]). See Horgan [62] and the 
references therein for some results concerned with obtaining optimal constants. 
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If m = 2, the estimates on /i, I2 and I3 (with m — 2) obtained in Section 2.5 lead 
to 
mm , 5^ £^2(0) < sCio^ici) + £CiiEo{ci) + 7C12 (£'o((2));i + ^13^2(771=2)? 
where 0 and // (with m = 2) are given by (2.5.81), Cio = Cio(^), Cu = Cu{iy) 
(Cu = 2Cio), C12 = Ci2{L,v,(t) and Cjs = C^). Taking m = 2 in (3.3.26), 
J2(m=2) < C14 E {Eo{a)) 2 , C14 = C9 with 171 = 2. 
Finally, choosing a suitable £, we obtain the differential inequality (3.3.23).D 
Proof: [Theorem 3.3.1]. Taking m = 4 in Lemma 3.3.3, we have the fractional differ- 
ential inequality 
E4{a) < C15 (E^a))"' + Cle (E2(a)r , (3-3.27) 
where, from (2.5.75), 
5 — a , ^ + 1 9 — cr //!=// = —and H2 = — 
and Cis = Ci5(£,m,í,z/,cr), Cie = CiefT, m, z/, cr). Using Lemma 3.3.3, with m = 2, 
and because of the finiteness of £, we can easily see that £2(0) is finite. To conclude 
the proof of Theorem 3.3.1, we need the following auxiliary result whose proof is given 
in Section 3.4. 
Lemma 3.3.4 Assume that the fractional differential inequality 
Em[a) < C17 (Em-P(a)r + C18 [Em^(a)r (3-3.28) 
holds for every a > 0, where Q<p<m<w = ^>7/(7 — 1); ^17 ari(^ Cis are positive 
constants and 1 < pi, /i2 < n?./(m —p) and 7 = min(pi,/i2)- Assume Em-p{a) is finite 
for every a > 0. Then, the support of £o(a) is a bounded interval [0, a.], with am < a', 
where 
a = (w — m -f l)C1g"~m)(7~1) Ew-m, C19 = Ci9(Ci7, Cis, E, m, p, pi, ^2)- (3.3.29) 
Then, from Lemma 3.3.4 applied to (3.3.27), with m = 4, p = 2, w; = 2(9 —cr)/(l —a)> 
m, 1 < pi = (5 - o-)/4 < m/{m — p) and 1 < P2 = (9 - o")/8 (= 7) < m/(m — p), 
because 0 < (T < 1, the support of Eo(a) is a bounded interval [0,a*], with a* < a', 
where from (3.3.29) 
a, = C2o = C2o{E,L,S,u,a). 
1 — cr 
Then Eo{a) = 0 íot a > a', which implies u = 0 and v is constant almost everywhere 
for x > a'. Finally from (3.1.4), v = 0 too in the same domain.D 
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Remark 3.3.1 Again, the localization effect can be extended to the limit case of a = 0. 
but, in the case of cr = l, the above arguments lead to the exponential decay (2.5.86). 
In Horgan [62] is obtained an analogous exponential decay using the same techniques 
of Toupin [115] and Knowles [68] referred in Remark 2.5.4- There it was considered 
problem (3.1.1)-(3.1.5) withí = O under the assumption that, as x tends to infinity, u 
tends to the fully developed Poiseuille flow corresponding to the net inflow u*(y) dy = 
Q. 
Remark 3.3.2 A simple proof of the localization effect can be obtained by proving that 
W < C-Wh^), C = C{L), (3.3.30) 
and (3.3.22) and (3.3.23) would come as in Section 2.5 (see (2.5.68) and (2.5.69)), 
but with the constants depending also on H^Hh2^)• Another idea of a simple proof, is 
to assume Em(a) < 1 or i5m(a) > 1 and again (3.3.22) and (3.3.23) would come as in 
Section 2.5, with p = P2) or p = mcíx(pi, P2), respectively. 
Remark 3.3.3 One can easily verify that Remarks 2.5.2 and 2.5.3 are valid for the 
stationary Navier-Stokes problem. Moreover, we can carry out, for this case, the result 
establishing the stagnation effect proved in Section 2.6, as well the results with localized 
forces field stated in Section 2.7 (cf. Antontsev et al [9]). 
3.4 Appendix 
Here we prove Lemma 3.3.4 whose applications go beyond this thesis. Bernis [21| 
has proved a result, of which Lemma 2.5.5 is a direct consequence, for an ordinary 
differential inequality like (2.5.66). Latter, Bernis [19] extended this result for an 
ordinary differential inequality like 
k 
(Em^a))*10 < C ^ (Em-i(a)Yl , k <m, 
2=1 
where C, /íq, ..., pk are positive constants, with po,..., pk obeying to specific relations. 
But none of these results can be directly applied to Lemma 3.3.4, because Ern-i{a) on 
the right-hand side of (3.3.27) is fixed with m = 4 and i = 2. 
Proof: [Lemma 3.3.4]. For the sake of simplicity, let us put Cu = C\, Cis = C2 and 
C19 = C. For ali 0 < p < m and ali a > 0, we have by Hõlder's inequality 
m—p p 
^m-p(o) < {Em(ci)) m {Eo{a))™ . (3.4.31) 
Given 7 = min(pi, P2), by the monotonicity of Em-p(a): we have for i = 1,2, 
(£m_p(a)r < (Em_p(0))M,~7 {Em-P(a)y 
and, from (3.4.31), we have for i = 1,2, 
(E^a))" < {EoiO))^"'-^ {Em.p(a)y. (3.4.32) 
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On the other hand, from (3.3.28) and (3.4.31), 
Em(0) < (£m(0))^ (Eom^ 
i=l 
Requiring that /q- < m/(m - p), for i = 1,2, we obtain, when using Young's inequality 
with £ = l/[2(Ci + C2)], Em(0) < //, where 
H := ^2 2Ci 
i=i 
2(C,i + Ca)115— 
m 
1_(m_p)/1. m _ _ pjf_li 
m. 
{Eom 
pi*, 
Then, for i = 1,2, (3.4.32) becomes 
(iWa)r < (EoiO))^1"-1' {Em.p{a)y . 
From (3.3.28), (3.4.31) and (3.4.33), 
Em{a) < J2 {Eom™^ {EA"))^ {Eo(a)y 
i=l 
Then, requiring that 7 < m/(m — p) and w = jry/il — 1) > m, 
Em(a) < C(—(Eo(a))(u'-T"^-1) , 
where 
(3.4.33) 
(3.4.34) 
c = y.c'\ 20 
í=Í 
2(0, + C2)^-^-H, 
m 
m - (m - p)piEs^ 
m 1 
with ai = (m — p)pi/ [m — (m — p)pi]^ Pi — PPí/ [m — (m — p)pi], H — (m P){Pi 
7)/m, í,- = [p(pi —7)] /m. Let us put m — 1 = p in (3.4.31). Then, from (3.4.34), 
m —Tn+ 1 
Ei(a) < (^o(«)) u'"Tn • 
Since E[ = — Eq, this is a first order differential inequality, whose explicit integration 
ends the proof.D 
Remark 3.4.1 The result proved above can be generalized for any energy function 
roo 
Em{a)= / f{x){x — a)711 dx, 
J a 
where f G L^OjOo) is such that / > 0 almost everywhere in (0,oo). 

Chapter 4 
Stationary Boussinesq Problem 
"Indeed, many problems in thermal convection would be analytically in- 
tractable without the use of Boussinesq approximations." 
J.M. Mihaljan |86, p. 1126]. 
A non-standard Boussinesq problem is considered in this chapter. This problem m- 
volves a system, in a semi-infinite strip, given by the stationary Navier-Stokes equations 
coupled with a stationary, and possibly nonlinear, advection diffusion equation for the 
temperature. We start by deriving the Boussinesq approximation in Section 4.1 where 
besides the cited bibliography, we also have used the monograph by Kundu |/1J and 
the article by Mihaljan |86]. The problem is presented in Section 4.2, where the term 
non-standard is used in the sense that Navier-Stokes equations are perturbed with 
a sublinear term f(x,^,u). We prove some existence and uniqueness results, in Sec- 
tion 4.3, using the same ideas of the foregoing chapters. In Section 4.4 we prove that the 
velocity vanishes for :c large enough and in Section 4.5 we estabhsh this locahzation e - 
fect for the same Boussinesq problem but in the case when the viscosity depends on the 
temperature. In consequence of this localization effect for the velocity, m Section 4.6, 
is proved the temperature has exponential decay. 
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4.1 Introduction 
When we deal with fiow of a fluid driven by buoyancy forces1, as those caused by 
heating the fluid, equations (1.4.11) and (1.4.19) are not sufficient to describe the flow 
and it is also necessary to add an equation for the temperature 0: 
d(pc9) 
—^— + v[pcO) • u = -pdivu + A(divu)2 + 2p |D|2 + div {kV0). (4.1.1) 
This equation is derived from the energy equation (1.4.20) by assuming 
e = c0, (4.1.2) 
where c > 0 is a scalar function called specific heat, which in most cases, is taken to be 
a function of p and 6 or simply a constant called the specific heat coefficient2. We must 
notice that the introduced constant c in (4.1.2) it is implied to mean the specific heat at 
constant volume {cy) and not the specific heat at constant pressure (cp) which appears 
in the enthalpy3 relation i = c6 (see e.g. Batchelor [16]). For many convective fiows the 
system {(1.4.11), (1.4.19), (4.1.1)} may be considerably simplified by assuming the fluid 
is isochoric, i.e. essentially incompressible, except in the body force term f of (1.4.19). 
This approximation is known in the literature as the Boussinesq approximation4 (see 
e.g. Straughan [112]) and allow us to avoid the difflcult problem associated with the 
compressible Navier-Stokes equations by taking advantage of simplifying the features 
which characterize the fluid. These are: 
(1) The fluid is as if incompressible except that density is not ignored in the body 
force term of the motion equation (1.4.19); 
(2) The density changes are induced by changes of temperature and concentration, 
but not by pressure; 
(3) The velocity gradients are sufficiently small so that the effect on the temperature 
of conversion of work to heat can be ignored. 
In the Boussinesq approximation of a large class of flow problems, thermodynamics 
parameters such as viscosity, thermal conductivity and specific heat can be assumed 
constant leading to a coupled system with linear second order operators in the Navier- 
Stokes equations (1.4.23) and temperature equation (4.1.1) (see e.g. Joseph [64] and 
Straughan [112]). However there are some fluids like lubricants or some plasma flow 
for which this is no longer an accurate assumption (see e.g. Cannon et al [30] and 
Rodrigues [98]). In this situation, the Boussinesq approximation lead to the following 
system formed by (1.4.23), where f = f(^) is the buoyancy force5, (1.4.22) and the new 
equation for temperature 
dC(0) 
~ãf- + u • VCÍ#) = A(p{e), (4.1.3) 
1
 The upward forces acting on an object placed in a fluid. 
2Generalized relations like e = e{0) are known in the literature as Joule's law (see eq P-L 
Lions [82]). 
3A thermodynarnic property of a system. 
^The approximations generally attributed to Boussinesq (1903) were actually of earlier origin and 
were used by Oberbeck (1891) (see e.g. Joseph [64]). 
0In fact, f = /(í?)g, where g is a body force field, typically the gravity (see e.g. Joseph [64]). 
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where e 
C[9) := / c(s)ds and (p{9) := / k{s)ds, (4-1-4) 
JOo Jeo 
with c the specific heat and k the thermal conductivity. 
4.2 Statement of the Problem 
We shall consider a stationary Boussinesq coupling among the temperature 9 and the 
velocity u /. o tr\ 
-i/Au + (u • V)u = f - Vp, (4.2.5) 
div u = 0, (4-2-6) 
u ■ VC(0) = &v{0), (4-2-7) 
in the semi-infmite strip 0. = (0, oo) X (0, L), i > 0, where C and ip are given by (4.1.4) 
and í/ is the kinematic viscosity coefficient. Motivated by the foregoing chapters, we 
assume the body force field is given in a nonlinear feedback form, f:nxRxR2-)-R. 
f = (/i(x,0,u),/2(x,6',u)), such that, for every u £ R2, u = {u,v), 6 € with 
m < M constants, and almost ali x G O 
-f (x, 9,u)-u>S \u\l+a(d) - p(x, 9) (4.2.8) 
for some (^ > 0, cr a Lipschitz continuous function such that 
0 < cr- < a(9) < cr+ < 1 for every 9 G [m, M] (4.2.9) 
and 
p G L1 (flX9 x M), p > 0, p(x, <9) = 0 a.e. in Q*9 for every 9 G [m, M], (4.2.10) 
for some Xg, with 0 < < oo, and where PtXg = (0, xg) x (0, L), ttXg = (xg, oo) x (0, L). 
We consider in the aforementioned domain fl a planar stationary thermal flow of a fluid 
governed by (4.2.5)-(4.2.7) with the forces field f = f(_x,^,u) satisfying (4.2.8)-(4.2.10). 
Assuming k > 0, then cp is invertible and so 6» = cp-1{9) for some real argument 9. Then 
we can define functions 
C(fl)-Coyr1^), f(x,0,u) ;=f Jl(0):= po^CÕ). 
We point out that functions C, f and p are Lipschitz continuous functions of 0. Sub- 
stituting these expressions in (4.2.5)-(4.2.7), with f = f(x,0,u), we get, oraitting the 
bcirs 
-í/Au + (u • V)u = f(x, 9, u) - Vp, (4.2.11) 
divu = 0, (4.2.12) 
u • VC(9) = A9. (4.2.13) 
To these equations we add the boundary conditions on u and the velocity at infinity 
u(0,y) = ujy) for y G (0, L), (4.2.14) 
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u(^, 0) = u{x, L) = O for x G (0, oo), (4.2.15) 
as z —> oo and y 6 (0, L). (4.2.16) 
We add also the boundary conditions on 0 and the temperatnre at infinity 
9 = 0* on x = 0, y = 0, L, (4.2.17) 
0{x,y)->Q as a: —^ oo and y G (0, L). (4.2.18) 
Here, u* and 0* are given functions with a suitable regularity to be indicated later on 
and 
0 < m < 0«(x) < M < oo. (4.2.19) 
We assume the possible non-zero velocity u« and temperatnre 0* satisfy the compati- 
bility conditions (2.2.6)-(2.2.7) and 
0m(x:y)^0, as x oo and y = 0, L. (4.2.20) 
4.3 Weak Formulation 
We shall search solutions (07u) such that, additionally to assumptions (4.2.18) and 
(4.2.16), satisfy 
/ |V0|2dx < oo and f |Vu|2dx < oo. 
Jn Jn 
Moreover, due to the fact that Poincaré's inequality (1.1.3) holds, our searched solution 
(0,u) will be an element of the Sobolev product space H1^) x 
In order to define a weak solution for this problem, we recover the solenoidal vector 
spaces H(Q) and Ho(n) defined in Section 2.4 and let us still denote by u* and 0* the 
extensions of the boundary data to the whole domain Í7 in a way such that 
u.. Ç H(íl) and 0» G H^í)) H Ca{fl) for some a > 0. (4.3.21) 
Defimtion 4.3.1 The pair (0, u) is said to be a weak solution of (4.2.11)-(4.2.18) if: 
(i) 0 — 0* G H1(í)) D Ca(n) for some a>0,m<0<M and for every test function 
C e HJ(Í1) 
í (V0 — C{6)u) ■ VC dx = 0. 
Jn 
(ii) u G H(íl); u — u* G Hoffi), f(x, 0, u) G Eloc(Ç}) and for every tp G Ho(íl) fl L00(n) 
with compact support. 
u
 j^u + j u ■ Vu ■ <p dx = J í -p dx. (4.3.22) 
4.3. WEAK FORMULATION 01 
In this section, we shall assume that f : ÍI x M x M2 —>• M2 is given by ilie structural 
condition 
f(x. 0. n) = - h{x.0.u). (4.3.23) 
for every u = (u, u), 0 € [m, M] and almost ali x G íí, for some í > 0- and 0 < crf^) < 1 
(recai 1 (4.2.9)). Here, h(x. 0. u) is a Carathéodory function6 such that 
h(x, 0. u) • u > -g(x.O), (4.3.24) 
for every u G E2, 0 G [m, M] and almost ali x G H. for some function g satisfying 
(4.2.10). Furthermore, we assume 
Hk e LMíl) for ali K > 0, HK(x)= sup ]h(x.0,u)| (4.3.25) |u|<K', 0£[m,M] 
and one of the following conditions holds: 
(i) there exist some positive constants M, C, a function G G 1/ (Í2 x E), for some 
p > 1 and s G [1,2), such that 
|h(x. 0, u)| < C |u|s + 6'(x. 0), (4.3.26) 
for every u G E2, 0 G [m, M] and almost ali x G ih 
(ii) or there exists £ > 0 such that 
|Z(h(x, 0. u). u)| i (tj + £) (4.3,27) 
for every |u| > /\ . 0 G [m, A/] and almost ali x G Í2. 
Theorem 4.3.1 Lei ws asswme u« G H^(0, L), f(x.0.u) satisfies (^.3.23)-(4.3.25) 
and assume that either growth condition (13.26) or vectors angle condition {.{.3.21] 
holds. Then, under conditions (4-2.9), (4.2. l9)-(4-2.20) and (4.3.21), the problem 
(4.2.11)-(4.2.18) has, at least, one weak solution (0.u). 
Proof: We vvill prove this theorem into three steps. 
First step: an auxiliary problem for the temperature 0. Let 
w G L2(Í2) n Lp(Q), with N = 2 < p < 00, (4.3.28) 
be a given weakly divergence free vector function7 and let us consider the following 
problem for the temperature 
wVC(0) = A0 in H, (4.3.29) 
0 = 0* on x = 0, y = 0, L, (4.3.30) 
0(x,y) —y 0 as x —>■ 00 and y G (0. L). (4.3.31) 
6/.e. f (x, 0. u) is measurable in x for every [O.n) G M x M2 and continuous in (0,u) for almost ali 
x G íb 
7This means. /s, w • VC^x = 0, for ali C G H^fi) (see e.g. Cannon et al [29| and Rodrigues |98l) 
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Since C is Lipschitz continuous we know8 that problem (4.3.29)-(4.3.31), assuming 
(4.3.28), lias a unique weak solution 0 ç H^íí) H Ca(íí). for some o : 0 < o < 1. such 
that 
II^IIH^ÍÍ)' II^IICq(Õ) — ^ IIwIIlp(S2) ' II^-IIH'^)) • (4.3.32) 
Moreover, from the Maximum Principie, m < 0(x) < M. Then we can define the 
nonlinear operator 
A : L2{n) n Lp(0) ^ H^íí) fl Ca(íT), A(w) = 0, (4.3.33) 
for some q > 0 and A = 2 < p < oo. The operator A is continuous, because from 
(4.3.32), we get that given a sequence wn such that 
llW" - WIIl2(0) + llWn - WIIlp(í2) 0 aS 11 VC' 
then 
||A(wn) — A(w)||H,(í2) + ||A(wn) - A(w)||Cq^ -> 0. as n -> oo. 
Second step: an auxiliary problem for the vclocUy u. Let lo be a given function such 
that 
u G W1'^^) fl Ca{n), 2 < p < oo, q > 0. 77?. < ío < M (4.3.34) 
and let us consider the following problem for the velocity 
-//Au + (u ■ V)u = f(x.^,u) - V/7 m Q. (4.3.35) 
divu = 0 in fi, (4.3.36) 
u(0, y) = u*(y) for y G (0, L), (4.3.37) 
u(^.O) = u(.i-, I) = 0 for x G (0, oo), (4.3.38) 
as x —y oo and y G (0, L)- (4.3.39) 
Applying the results of Section 3.2, which is possible due to the assumptions (4.3.23)- 
(4.3.25) and (4.3.26) or (4.3.27), problem (4.3.35)-(4.3.39), with a given lo satisfying 
(4.3.34), has, at least, one weak solution u G H^íl) which satisfies 
Í (|Vu|2 + |w|1+a('?) -f |h(x,u;, u) • u|) dx < C, (4.3.40) 
.hl 
where, if we are using (4.3.26) (see (2.4.25)), 
C = C \ L, m. M,6.s,p.u.(T, H^Ulou^xK), H^llLPífixiR), IIu-IIh7(() /)) 1 
or. if we are using (4.3.27) (see (2.4.44)), 
C = C (í-,m, M,S, ^cr, ||ff||L1(^sxS;),||u,||H.wi)) . 
8
 For th is concrete problem, see e.g. Cannon et al [29] and Rodrigues [98] and for a general 
clliptic boundary value problem see e.g. Carrillo and Chipot [31] and the fundamental reference 
Ladyzhenskaya and UraFtseva [74. pp. 70-95, 199-203]. 
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Then, we can define the nonlinear operator 
n-.H^nc^ílMiAn), n(w) = u, (4.3.41) 
for some o > 0 and iV = 2 < p < oo, which is continuous. 
Third step: application of Schauder's theorem. Given p > 2, formulas (4.3.33) and 
(4.3.41) allow us to define the composition nonlinear operator 
T = TIA : L2(n) fl Lp(a) -> Lp(n). (4.3.42) 
From (4 3 40) we get that T transforms L2(n) 01/(0) into a bounded subset of H (0) 
and, from the Sobolev compact imbedding H^O) -> Lp(n), 2 < p < oo, it is completely 
continuous. Then, according to Schauder^ theorem, (4.3.42) has, at least afixed point. 
This proves the existence of a weak solution (0,u) to problem (4.2.ll)-(4.2.18). 
To establish an uniqueness result like Theorems 2.4.3 and 3.2.3, we consider a non- 
increasing condition analogous to (2.4.56), 
(f (x, 01, Ui) - f (x, 02, Uz)) • (ui - U2) < 0 (4.3.43) 
for every u,, u2 € M2, 0i, 02 G [m, M] and almost ali x € 0. Again, because of the 
nonlinearity of the Navier-Stokes equations, we need to assume that i/ and u, are such 
that the problem (4.3.35)-(4.3.39), with f(x,^,0) and u; given by (4.3.34) has a umque 
weak solution in H^O). In this case, we need an extra condition, on the iunction C, 
to guarantee the uniqueness result. 
Theorem 4.3.2 Assume (4.2.9), (4.2.19)-(4.2.20) and (4.3.43). We additionally as- 
sume that /a n 
|C,(0)1 < A for every 0 £ [m,M], (4.3.44) 
for any A < A* and for some small enough positive constant A" > 0. Then, if 
\\u 11 , < £*i/ for some small enough positive constant £* > 0, the problem (f.2.11)- II 11 hz (O.L) - J 
(4.2.18) has a unique weak solution (0,u). 
Proof: Let (^m), u, = (Ul,u.), and (02,u2), u2 = («2,n2). be two weak solutions 
of problem (4.2.11)-(4.2.18) and let us set 0 = 0] - 02, u - Ui u2. According o 
Definition 4.3.1, u = U! - u2 £ Hj(n), 0 = 0, - 02 € Hj(n) and setting Ç = » and 
(^ = 11, we come to the relations 
f \V0\2dx= f {C(01)-C{02))ai-S70dx+ f C(02)u • V0dx := T, + Ti (4.3.45) 
Jçi Jn ^ 
and 
j |Vu|2 dx + j u • Vui ■ u dx = j (f(x,0i,ui)-f(x,íl2,u2))-udx. (4.3.46) 
Estimate for the temperature. Using (4.3.44) and Cauchy's inequality, we get 
ITj! < A í 101 Iuri |V0|dx < 1 / |V0|2dx+A2 f ISH^^dx (4.3.47) 
Jn ^ Jn 
64
 CHAPTER 4. STATIONARY BOUSSINESQ PROBLEM 
and 
|T2|<C í lullV^l^x^i [ |V0|2dx + C2 í |u|2áx, (4.3.48) 
4 Jn Ja 
with C = C(m,M) = mciXrn^eKM \C(0)\. We use Poincarérs inequalities 
í \u\2dy<C í |Vu|2 dx and \0{x,y)\2 < C í s)|2 ds, 
Jo Jq Jq 
where C = C(L) are two different positive constants, to obtain, from (4.3.40), that 
í l^fluj^dx < C í |Vd|2dx, (4.3.49) 
Jn Jn 
where C is a positive constant with the same dependence as in (4.3.40). Joining 
(4.3.45), (4.3.47), (4.3.48) and (4.3.49), we arrive to 
1
-Jjve\2dx<cx2l \V0\2dx + C JL |Vui2 dx, 
with C given in (4.3.49). Choosing A such that 2CA2 < 1, it results 
iVd|2 dx < C |Vu|2 dx. (4.3.50) 
Estimate for the velocity. Arguing as for the proof of Theorem 3.2.3, we obtain from 
(4.3.46) 
" j^u\2 dyL<- j u • Vui • u dx := f/. (4.3.51) 
By using Hõlder's inequality, the Sobolev imbedding H1^) -> L4(íí) and (4.3.40), we 
can estimate U in the following way 
1^1 < I|Vui||l2(!J)||U||24(!2) < C,||U,||hJ.(oí)||VU||^2(Sj), (4.3.52) 
where C is given in (4.3.40). Thus, by assuming that C||U«IIHJ(0 L) < using (4.3.52) 
and Poincaré's inequality, we obtain, from (4.3.51), that Uj = uj and, as consequence 
of (4.3.50) and Poincaré's inequality, 0i = 62. □ 
Remark 4.3.1 Condition (4-3.44) may be replaced by the condition 
M — m = \ 
for some positive small enough where m and M are given in (4.2.19). Here C Ç 
C2(m, M) and according to Lagrange 's theorem, C = C"6. Then 
\C'\ < max \C"\ \M — m\ < C\. 
ee[m,M] 
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Remark 4.3.2 Analogously to Remarks 2.4-7 and 3.2.2, there is a situation for whtch 
We can prove the uniqueness of solution for problem (4.2.11)-(4-2.18) by dropping the 
non-increasing condition (4-3.43). Here, the body forces field is assumed to be given by 
f(x,e,u) = -á(|ur<e>-1íi,0). 
ín this case, besides (4-3.44), we need to assume furthermore 
|(j'(0)| < A for every O € [m, M]. 
These proofis a little bit more involving than those in Remarks 2.4.7 and 3.2.2 and we 
address the reader to Antontsev et al [10]. 
4.4 Localization Effects 
In this section we study the localization effect for the velocity u associated to the 
problem (4.2.11)-(4.2.18). It turns out that the qualitative property of the spatial 
localization of u is independent of the temperature component 9. So, if we are not 
interested in how big is the support of u, but merely in knowing that support of u is 
a compact subset of Q we can assume 9 be given. In this way, our problem becoraes 
simpler than before, since there is none partial diíferential equation for 0. Thus, given 
0 such that ^ Ko\ 
6 G L00^), ^(x) G [m, M] for almost ali x G íí, (4.4.53) 
we consider the following auxiliary problem 
-//Au + (u • V)u = f(x, 61, u) - Vp in (4.4.54) 
div u = 0 inft, (4-4-55) 
u(0, y) = u^ty) for y G (0, L), (4-4.56) 
ufx, 0) = u(a:, L) = 0 for x G (0, oo), (4.4.57) 
|u(a:,y)| —>• 0 as a;oo and y G (0, L), (4.4.58) 
where the forces field satisfies (4.2.8)-(4.2.10). In Section 4.3 (see (4.3.40)) has been 
established the existence of a weak solution u having a finite global energy 
E := í (|Vu|2+lu|1+a(0)) dx (4.4.59) 
Jíi 
and consequently, from (4.2.9) and assuming9 that H < 1, 
£ := í (jVu|2 + \u\^+) dx < oo. (4.4.60) 
9Otherwise the stopping effect does not occur. 
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Theorem 4.4.1 Assume thatf satisfies (4-2.8)-(4-2.10) and u is any weak solution of 
the problem (4-4-54)-(4-4-58), with a finite global energy (4.4-59) and where 0 is given 
by (4.4-53). Then u(a:,y) = 0 for x > a', where a' = «'(E", L, i/, cr+) is a positive 
The proof of this theorem follows exactly the same reasoning of the proof of Theo- 
rem 3.3.1. 
As in Sections 2.5 and 3.3, we introduce the associated stream function xp (see 
(2.3.15)) and we reduce the study of problem (4.4.54)-(4.4.58), to the consideration of 
the following fourth-order problem where the pressure term does not appear anymore, 
Here f = (/i,/2) = (/i(x, —^x),/2(x, é1,-0^, —^j,)) and we recall that 9 is as- 
sumed to be given (see (4.4.53)). The notion of weak solution is adapted again to the 
information we have on the function f. 
Definition 4.4.1 Given 0 satisfying (4.4-53), a function xp is a weak solution of prob- 
lem (4.4.61)-(4.4-64), if: 
(i) ip e H2(n); f(x, 9, xpy, tpx) e Uoc{n); 
(ii) ^(0, y) = íy0u.{s)ds, |^(0, y) = v.(y), 0(^,0) = ^(x,L) = §^,0) = |í(x,i) = 
^(0, L) = 07 and ip, |V^| -> 07 when x —> oo; 
(iii) For every (p E Ho(n) D W1'00(r?) with compact support, 
iy AipAcpdx- / (ficpy - f2(px) dx = í Aip {xpx(py - ipy(px) dx. (4.4.65) 
To establish the localization effect, we proceed as in Sections 2.5 and 3.3 and we 
prove the followings lemmas. 
Lemma 4.4.1 Given 9 satisfying (44.53), if u is a weak solution of (4.2.11)-(4.2.18) 
in the sense of (ii) of Definition 4-3.1, then xp, given by (2.3.15), is a weak solution of 
(4-4-61)-(4'4-64) in lhe sense of Definition 4-4-1- 
Lemma 4.4.2 Given 9 satisfying (44.53), let ip be a weak solution of (44.61)-(4.4.64) 
with global energy (44.59) finite and assume that f satisfies (4.2.8)-(4.2.10). Then, 
for every a > xg and every positive integer m > 2 
constant. 
- ^ = -fiy&tpx - ipx^y in n, 
^(^,0) = ip(x,L) = |^(M) = |í(^,^) = 0 for a: G (0,cx:), 
^(0, y) = fç u^sjds, |^(0, y) = v^y) for y E (0, L), 
->• o, as a; —> oo and for y E (0, L). 
(4.4.61) 
(4.4.62) 
(4.4.63) 
(4.4.64) 
2mv í \AiP\\iPx\(x - a)™ 1dx + 2miy f \ipy\\ipXy\(x - a^^dx (4.4.66) 
+m(m-l)i/ í \AxP\\iP\[x - a)™ 2dx + m f |A^| 1^1 |^| (a: - 
4.4. WCALIZATION EFFECTS 67 
From the left-hand side of (4.4.66), it will arise the energy type term which depends 
on d r . \ 
Sm(a) = ^ (IDVI2 + l^|1+a ) - a)7dx 
and we again observe that 
ío(0) = £, {£m{a))W = 0 ^ ^ m- 
Then, the following lemma is proved as in Section 3.3. 
Lemma 4.4.3 Let ^ be a weak solution of let us assume f sat- 
isfies (4.2.8)-(4.2.10). Then, the following differential inequahty holds for a > xg (xg 
is given in (4-2.10)): 
£m(a) < C + C (^-pí"))"2 
for every integer m > 3, where C = C(L,m,S,v,<T+) are different positive constants 
and pj = w(m,<T+) > 1, j = 1,2. Moreover, £2(0) < 00 for any a > x9. In fact, 
£2(0.) < C£o{a) + C {£o{a)r + c , 
where C are different positive constants, the first an universal constant and the others 
such that C = C(L,<5,1^, c+), and p, = pj{cr+) > 1, j — 1,2. 
Proof; (Theorem 4.4.1] We take m = 4 in Lemma 4.4.3 and then we have the fractional 
differential inequality 
£4(0) < C {£2(0))^ + C (£2(0)) , 
where, according to what we have done in Section 3.3, fij = fij{a+)> ^ Í - j'2 
C = C(L m. S, v, ít+) means two different positive constants. Using Lemma 4.4^3 with 
m = 2 and because of the finiteness of £ (see (4.4.60)), we can easily see that ^(a) is 
finite Then, using Lemma 3.3.4 and proceeding as in Section 3.3, we prove the support 
of ^o(«) is a bounded interval [0,a1 with ^ < a', where a' is an upper hmit to a and 
given by 
' 
15 + a+C^£^Tj, C = C(E,L,6,iy,(T+). a = 
1 - (7+ 
Then £0{a) = 0 for a > a', which implies u = 0 almost everywhere for x > «'.□ 
Remark 4.4.1 Remarks 2.5.2, 2.5.3, 3.3.1 and 3.3.2 are valid for the stationary 
Boussinesq problem. 
Remark 4.4.2 We can carry out, for this case, the result establishing the stagnation 
effect proved in Section 2.6. But, in this case, we assume (4.2.8)-(4-2.9) and (4.2.10) 
is replaced by . x 
1/2(x,^,U)1<7(^-^+ (4-4-67) 
for some > 0 and some positive constants 7 and Ç. Moreover, these locahzations 
effects are valid if we consider localized forces field as in Section 2.1 (cf. Antontsev et 
al [10]). 
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4.5 Case of a Temperature Depending Viscosity 
A harder, but very interesting, problem arises when the viscosity depends also on the 
temperature, which is very often the case in many concrete applications. In this case. 
the equation of motion (4.4.54) must be replaced by 
(u • V)u = div (2u{0)D) - Vp + f (x, 6», u), (4.5.68) 
where D is the rate of strain tensor (1.4.13). We assume that 
0 < < iy(e) < //■ < oo, (4.5.69) 
for some constants i/" and z/+, and the equation (4.3.22) of (ii) of Definition 4.3.1 is 
replaced by 
: V(p dx + J u-Vu- (p dx = j f • cp dx. (4.5.70) 
We assume the existence of, at least, one weak solution (d, u), in the sense of Defini- 
tion 4.3.1 with (4.3.22) replaced by (4.5.70), to problem {(4.5.68), (4.2.12)-(4.2.18)} 
having a finite global energy (4.4.59). To establish the localization effect, we proceed 
as m the proof of the above theorem by introducing the stream function (2.3.15) asso- 
ciated with the vector velocity and we reduce the problem {(4.5.68),(4.4.55)-(4.4.58)} 
to the following one 
W(0) (0XX - il>yy)\xx + [iy{e) {ijlyy - i>xx)]yy + 4 [^(d)^]^ (4.5.71) 
dfi df2 
^(x, 0) = ^(.T, L) = |^(x, 0) = fj(x, L) = 0 for x 6 (0, oo), (4.5.72) 
^(05 y) = Io u*{s)ds, |J(0, y) = v*(y) for y 6 (0, L), (4.5.73) 
p)| —>■ 0, as x —>• oo and for y G (0, T), (4.5.74) 
where again f = (fuf2) = (/i(x, d, Vy,-^),/2(x, d, ^,-^)). The notion of weak 
solution to problem (4.5.71)-(4.5.74) is adapted, from Definition 4.4.1, by replacing 
(4.4.65) by 
/ [{*pxx ~ ^yy) {^xx ~ ^yy) + ^xy^xy] dx 
J ÇL 
- / (fl<i>y - f2(f>x) dx= í Alp {lpx(})y - Tpy&x) dx. 
Jn Jn 
In this case, the counterpart of (4.4.66) is 
Jn (^"IDVl2 + <W/+*+) (x - a)™dx < 
2m^+ í— a)™~1dx + 2mu+ í 
Jn Jn 
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Í (\^x\A\^yy\)mx-a)- 2dx 
Jv. 
+m í 
Jn 
Proceeding as in the proof of the above theorem and using the assumptions (4.2.9) and 
(4.5.69), we obtain the same localization efFect. 
4.6 Exponential Decay for the Temperature 
In the previous sections we have shown that, wether the viscosity depends on the 
temperature or not, we obtain u = 0 almost everywhere for x > a', where a' is given 
in Theorem 4.4.1. Thus, in both cases, the Boussinesq system reduces to 
= 0 in Pla' = (a', oo) x (0, L), 
0 = 0* on y = 0, L, 
0{x, y) ->■ 0 as x ^ oo and y G (0,1), 
with an unknown temperature ^ on a: = a'. From Definition 4.3.1-(i), we see that a 
weak solution 6 should has to satisfy 
í V0-VCdx = O. (4.6.75) 
K 
for every test function G H^íi). Then, we take in (4.6.75), as a test function, 
( = 6 pk{x), where 0 is a weak solution for this problem and pk{x) is the approximating 
sequence of {x - a)^, with m > 2 an integer, defined on page 35. Here, the parameter 
a is taken such that a > a' and a' is given in Theorem 4.4.1. Proceeding in this way 
and then applying the Lebesgue convergence theorem, we obtain 
f \V0\2(x - a)™ dx =-m í 0 9X (x - a)™~1 dx. 
Jna, a' 
Applying modules, Cauchy's inequality with a suitable £ and Poincaré's inequality, we 
arrive at 
í 92{x -a)™dx<C í 02{x - a)™'2 dx, C = C(L, m). 
Jna> a' 
Then. we can only derive an exponential decay for the temperature. For instance, 
taking m = 2, we obtain 
/ O2 dx< C exp{ — Ca) for every a > a. 
Jnal 
where C means two different positive constants (see also Remark 2.5.4 on page 40). 

Chapter 5 
Evolutionary Navier-Stokes Problem 
"If in the course of time, the externai forces die out, and if the boundary 
conditions correspond to a state of rest, then the motion a/50 dies out, 
regardless of what the motion was at the initial instant of time." 
O.A. Ladyzhenskaya [72, p. 4]. 
This chapter deals witb the time dependent Navier-Stokes problem which is mtroduced 
in Section 5.1. The results presented in this chapter do not answer completely to ali 
the questions we would like. In fact we are still working on this problem. Nevertheless, 
many results on existence and uniqueness of a weak solution, as well the locahzation 
effects in time, wether the domain is bounded or unbounded, are already possible to 
show. We present these results either in their complete rigorous form, the case of 
localization effects in time, in Section 5.3, or just as simple statements, the case of 
existence and uniqueness of a weak solution, in Section 5.2, which proofs, if are not 
given, are addressed to the article in preparation by Antontsev et al |11]. Moreover, in 
Section 5.4, some localization effects in time for the Cauchy problem are estabhshed. 
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5.1 Introduction 
We consider the evolutionary Navier-Stokes system 
ut - z/Au -f (u • V)u = f — Vp, (5.1.1) 
div u = 0 (5.1.2) 
in the domain Q = Q x (0,T), 0 < T < cxd, where Í7 = (0,oo) x (0, L). L > 0. 
and z/ is the kinematic viscosity coefficient. Navier-Stokes system (5.1.1)-(5 1 2) is 
derived from Navier-Stokes system {(1.4.22), (1.4.11), (1.4.23)} by assuming the fluid 
is homogeneous, the kinematic viscosity is constant and by considering a flow with 
only two velocity components: u(x,y,t) and v(x,y,t). To the Navier-Stokes system 
(õ.l.l)-(5.1.2), we append a possible non-zero initial velocity 
u = uq, x e n, t = o. (5.1.3) 
and we prescribe zero velocities at the strip entrance and on the lateral walls 
u(0,2/,0 = 0, y G (0, L), ÍG(0,T), (5.I.4) 
u(x,0,í) = u(x,L,t) = 0, x G (0, 00), t 6 (0,T), (5.I.5) 
as well at infinity 
u(x,í/,t)->■ 0, as x-> 00 and y G (0, L), t G (0, T). (5.1.6) 
To this system, we add the compatibility conditions 
/ w*(5, t) ds = 0, for every t G (0, T) 
J o 
and 
u»(0, t) = uJk(T, t) = 0, for every t G (0, T). 
].ír
He^e, because we are
 ^ealmg with an evolutionary problem, we have two main 
different localization effects to study. The first, is the localization effect in space (cf 
Denmtion 1.2.3) and is related with the study made in the previous chapters, now for 
t e evolutionary Navier-Stokes problem. Thus, we assume the body forces field is given 
m a nonlmear feedback form, f : Ç x R2 —>• R2, f = f(x,/,u) = (/1 (x, í, u),/2(x, zí, u)), 
such that, for every u G R , u = (iz, u), and for almost ali (x,^) G Q. 
-f(x,í,u) • u > í Iwl1^ - (5.1.7) 
for some í > 0, íj G (0,1) and for some function 
g G L2 (0, T; L^ÍT*)) , p > 0, ^(x, ^) = 0 a.e. in QXg, (5.1.8) 
where QXg = (0,T) x ÇlXg, Çlx9 = (q,^) x (0, T) and Q.Xg = (x5,oo) x (0,T), with 
U < Xg < OC. 
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We notice that even for the Navier-Stokes system with zero externai forces field, we 
have not found any direct reference where is proved an exponential decay analogous 
to (2.2.8). We only have found two works, one of Ames et al {2] and the other of 
Lin [78], but for the Stokes problem, establishing an exponential decay in terms of the 
distance from the finite end of the pipe or the strip for the three or two dimensional 
problem, respectively. There were used the same tools of Horgan [62], previously 
used by Knowles [68] and Toupin [117] in their energy approach to the Saint-Venant s 
Principie1. It should be noted that Elcrat and Sigillito [41] actually looked at the 
question of spatial decay for the evolutionary Navier-Stokes equations, but their method 
required an assumption on an auxiliary function that is not generally satisfied. In our 
opinion the reason for the existence of few works in this direction, is because the study 
of spatial decay of solutions of time dependent problems is of relatively recent origin. 
The second study we want to carry out, is the localization effect in time (cf. Def- 
inition 1.2.2) and intends to answer if it is possible or not to stop, in a finite time, a 
fluid driven by (5.1.1)-(5.1.6), with the body forces field satisfying (5.1.7)-(5.1.8). We 
notice that for the linear Navier-Stokes system, the best we can get is an exponential 
time decay 
||u(í)||l2(íí) < Ciexp(—C2O for ali t e (0,T), (5.1.9) 
where Cj = Ci(f,Uo,í/) and C2 = L) (cf. Sohr [110, §3.4-5]). See also Ladyzhen- 
skaya [72, §6.5]) for the behavior of solutions as í 00 and Kozono and Ogawa [69], 
and Borchers and Myakawa [23] for L2 decays in unbounded domains. 
It should be remarked that questions of decay, in time and in space, of solutions to 
evolutionary Navier-Stokes equations in different norms have been studied, among oth- 
ers, by the aforementioned authors, Knightly [67], Schonbeck [101, 102], lakahashi [113] 
and Wiegner [122]. For instance, in a article by Amrouch et al [4], which extend the 
results by Schonbeck [101, 102] and Takahashi [113], is proved that the (strong) solu- 
tions of the Navier-Stokes equations, with zero externai forces field, which decay at the 
(time) rate ||u||L2(n) < C{t -f 1)~M, will have the following pointwise space-time decay 
where po = {l - 2k/N) {m/2 + p + N/4), |q| = m, p > N/4 and C = C{k,m). 
Takahashi [113] obtained similar results by considering zero initial data and a non-zero 
externai forces field satisfying |f(x,í)| < l/(|x|*T-A), as |x| and t tend to infinity, for 
5.2 Weak Formulation 
In what concerns to the weak formulation of this problem, we search for solutions such 
that, additionally to (5.1.6), satisfy 
l0""! -c'(< + i)«(i + |x|2)'!/2 
suitable positive constants p and A. 
for ali t G (0, T). 
^ee Remarks 2.5.4 and 3.3.1. 
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Due to the fact that Poincaré's inequality (1.1.3) holds, our searched solution will be 
an element of the Bochner space L2(0, T; H1(n)). For the dehnition of weak solution, 
we need to recover the solenoidal vector spaces H(íl) and Ho(n) defined in Section 2.4. 
Definition 5.2.1 We say that u is a weak solution of problem (5.1.1)-(5.1.6), if: 
(i) u e L2(0,r;Ho(n)) n L-(0,T;Ho(fi)); u, G L2(0,T;H"1^)) and f(x,í,u) € 
L2(0,r;Líoc(n)); 
(ii) ||u(x,í) - Uo(x)||L2(fi) -> o, when t -> 0; 
(iii) hor every (/? G C1(0, T; Ho(n)) D L2(0, T; L00(n)) with compact support2 in Q? 
Í u(-,^)-(^dx— í í u • ips ebíds + v í í X7 u : V íp dx ds 
da Jo Jn Jo Jçi 
+ / / u • Vu • (/? dx ds = / / f • (^ dx ds + / Uq • v^o dx, 
do Jn Jo Jçi Jçi 
for ali te (0, T). 
For the lack of time and space, we will assume, without proof, the existence of 
a weak solution to problem (5.1.1)-(5.1.6) in the sense of Definition 5.2.1, where the 
forces field is given by f : Q x R2 ^ R2, f(x,í,u) = (/j (x, í, u),/2(x, í, u)), with 
f(x,/,u) = —6 (|a|<7"1n,0) — h(x,/,u) 
for some d>0, 0<cr<l and some Carathéodory function3 h(x, t, u) such that 
h(x, t,u) • u > —^(x, t) 
for every u G R2 and almost ali (x,í) G Q and for some function g satisfying (5.1.8). 
T he result on existence is carried out by assuming uq G H(íl) and proceeding as we 
did in Section 3.2 but in the Bochner spaces framework (see e.g. Galdi [51, §3) and 
Temam [115, §111.3]). Another idea, consists in using a semi-discretization in time (cf. 
Feistauer [45, §8.7] and Temam (115, §111.4]) converting the evolutionary problem into 
a sequence of stationary problems for which we can use the results of Section 3.2. This 
procedure allows us to construct a sequence of approximate solutions from which we 
can extract a subsequence weakly convergent to a weak solution of the original problem. 
Moreover, if the non-increasing condition 
(f (x, Uj) f (x, í, u2)) • (ui - u2) < 0 (5.2.10) 
holds for every Uj, u2 G R2 and almost ali (x, ^) G Q, we can prove that problem 
(5.1.1)-(5.1.6) has exactly one weak solution, by using the known uniqueness result 
for the evolutive two dimensional problem (see e.g. Galdi [51, §4] and Temam [115, 
§111.3]). If we assume the body forces field is given by the simpler expression 
f(x,/,u) = —d(|u|a_1u, 0), (5.2.11) 
2Notice that ^(-.O) need not be zero (cf. Galdi [51, §2]) 
3/.e. h(x, í,u) is measurable in (x,<) for every u G M2 and continuous in u for almost ali (x,<) G Q. 
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we can drop the non-increasing condition (5.2.10) to prove the uniqueness result. For 
the detailed proofs of these results, we address the reader to the article in preparation 
by Antontsev et al [11]. . 
To establish the localization effects, the procedure is the same as we did m the 
previous chapters. We introduce the associated stream function ^(x,t) defined by 
u = ipy and v = —ipx ih Q- (5.2.12) 
This function is defined up to an arbitrary function of the variable time, which we fix it 
bv considering ip{0,t) = 0. By classical methods (see e.g. Ladyzhensakaya [72, §6./] or 
Marion and Temam [84, §6]), we reduce the problem (5.1.1)-(5.1.6) to the consideration 
of the problem posed by the following equations 
+ vA2^ + -^ = - ^xA^y in Qt, (5.2.13) 
^(x^) =/o uo(z,s)ds for x G íl, (5.2.14) 
= = b for x G (0, co), í G (0, T1), (5.2.15) 
■Aip{x, 0,t) = ^{x,L,t) = 0 for x G (0, oo), / G (0,T), (5.2.16) 
*/j{0,y,t) = 0 for y G (0, L), í G (0, T), (5.2.17) 
^í/j(0,í/,í) = 0 for y G (0, L), t G (0,T), (5.2.18) 
^(x,0, |Vt/>(x,f)| —> 0, as x oo and y G (0, L), t G (0,T), (5.2.19) 
where the pressure term does not appear anymore and f = (/i,/?) = (/i(x,í,^y5 
-^.),/2(x,í,^y,-^)). Once again, the notion of weak solution is adapted to the 
information we have on the function f(x,/,i/'yí —ipx)- 
Definition 5.2.2 A function ip is a weak solution of problem (5.2.13)-(5.2.19), if: 
(i) rf G L2(0, T; H2(íí)), A € L2(0, T; L2(n)); f(x,í,^,-^) e L2(0'Lioc(n));' 
(ii) ^(x,0) = f0yuo(x,s)ds, ip(x,0,t) = i/>(x,L,t) = 0, ^ip(x,0,t) - dnrp(x,L,t) - 0, 
ip(0,y,t) = 0, £ip(0,y,t) = 0 and ^(x^), IV^fx,^)! -> 0 when .t ^ oo; 
(iii) For every 4> G C(0,T;H2(n)) fl L2(0,T; W1-00^)) with compact support m QT 
and such that A € L2(0, T; L2(Í2)), 
- J Aip^it) 4>dx + J j Aip A dxds + v j J^Aip Acpdxds (5.2.20) 
- Í í {My- Mx) dxds= í í Aip(A<t>y-^y<l>x) d*ds- / ^o<Podx 
Jo Jn 2o Jn Jn 
for ali t G [0, T). 
It can be proved (cf. Antontsev et al [11]) that if u is any weak solution of (5.1.1)- 
(5.1.6) in the sense of Definition 5.2.1, then tf, given by (5.2.12), is a weak solution of 
(5.2.13)-(5.2.19) in the sense of Definition 5.2.2. 
4Notice again that «?!>(•, 0) need not be zero. 
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5.3 Localization Effects 
As foi the localization effects and so far, the question of extending the localization 
effects (in space) proved in Sections 2.5, 2.6 and 3.3 to the Navier-Stokes problem 
(5.1.1)-(5.1.6), with the body forces field satisfying (5.1.7)-(5.1.8), remains open. At 
first sight, one can be lead to think the localization effect in space for this problem 
could be derived from that ones in Section 3.3 by reducing the evolutionary problem 
(5.1.1)-(õ.l.6) to a stationary one by using a semi-discretization in time. Even in that 
case, either we discretize the Navier-Stokes problem (cf. Marion and Temam |84, §15]) 
or the correspondent reduced problem for the stream function (see e.g. Quarteroni 
and Valli [96]), we have found some difficulties in obtaining the desired localization 
effects. However, if it will be possible to obtain such localization effect, we know from 
the study of these localization effects in other time dependent problems (see Antontsev 
et al |12] and Diaz |34|), that the following assumption must be satisfied 
supp uo n nXg = 0, nXg = (o, xg) x (o, L), (5.3.21) 
where Xg is given in (5.1.8). 
On the other hand, we can already prove a localization effect in time. Let us define 
the energy 
=
 \ jn 'U'2áX = \ j lV^|2c/x (5.3.22) 
and notice that, if u is any weak solution of (5.1.1)-(5.1.6), then (5.3.22) is íinite for 
almost ali t G (0. T). We notice also that for the time exponential decay, the assumption 
(5.3.21) is not needed. 
Theorem 5.3.1 Let u be a weak solution of problem (5.1.1)-(5.1.6) and let f satisfies 
(5.L7)-(5.1.8) with xg = 0. Then, there exists V G (0,r) such that 
u = 0 for ali t G [t*,T) and for almost ali x G D. (5.3.23) 
Proof: Let ^ be a weak solution of (5.2.13)-(5.2.19) with a finite energy (5.3.22). We 
take ^ as a test function in (5.2.20) and we obtain 
^ | v^|2 dx + i/ ^ |D VI2 dx ds (5.3.24) 
~ í [ (My - /20x) dxd^ = i f |V^o|2dx 
do 2 
for ali t G [0,r). Differentiating (5.3.24) with respect to t, then using the assumptions 
(5.1.7)-(5.1.8) with Xg = 0, we obtain 
d í 
dt E^ + Jn ^D2^2 + dx ^ 0 for a11 1 e (0' T), (5.3.25) 
where E(t) is given by (5.3.22). Next, we use Gagliardo-Nirenberg's inequality (1.1.5), 
with A = 2, j = 1, k = 2, p = 2, q = 2 and r = 1 + a, to obtain 
2E{t) < C IIdVH2^) , C = C{a), 6 = . (5.3.26) 
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Because ^ 6 L2(0, T; H2(íí)), ||D^|lL2(tí) < oo and the right-hand side of (5 3.26) is 
finite if ||VllLM-,(n) < for ali t € (0,T). But, this is true by the Sobolev .mbeddmg 
H2(n) L^ín). In consequence, using Poincaré's inequality on the term UvIIli+^sí)! 
and the algebraic inequality (1.1.1), 
E{t)<C^J (PVI2 + lj/'yr+<r) , C = C{L, a), 
where, from Gagliardo-Nirenberg's inequality (5.3.26), 
n = e + 2-^——^ = i + >1 (o < a < i). 
(5.3.27) 
1 + <7 3 + a 
(5.3.28) 
From (5.3.25), it comes 
d 
dt 
E[t) + C (£(í))i <0. C = C(L, S, u, a) 
whose explicit integration between 0 and í > 0 gives 
Eit)1^ < £1(0)^ 
(5.3.29) 
(5.3.30) 
Then E{t) = 0, and consequently (5.3.23) is satisfied, where from (5.3.28) and (5.3.30), 
(5.3.31) 
1 — (7 
which ends the proof.D 
t* = c-1T^-i?(o)1?, J
u 
X >\ t* t 
x/ 
Figure 5.1: Stopping effect in time 
Remark 5.3.1 Notice that the consideration of xg = 0 in (5.1.8), corresponds to say 
that, in a certain sense, we are assuming the body forces field satisfi.es (o.2.11). Foi 
xq > 0 in (5.1.8), we are not able to prove this localization effect. 
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Remark 5.3.2 We could also have considered non-homogeneous houndary conditions. 
say u*, cm x = 0. Dut then, in order to carry out the same localization effect we would 
have to assume the existence of aE>0 such that u* = O for ali t > U and E(U) < oc. 
In the above proof we only would have to replace the time t = 0 by t = t*. 
Remark 5.3.3 The above localization effect cari be extended to the limit case of a = 0. 
But, for cr = 1. we obtain from (5.3.29) 
YtE{t) + CE(t) <0, C = C(L, 07 ia a) 
which implies the exponential decay E{t) < Qexpí-^í), for ali t e [0,T), with 
C\ = CifEfO)) and C2 = C^L, (5,1/, cr). This is the same that was obtained for the 
Navier-Stokes system with prescribed linear forces field (see (5.1.9)). 
Remark 5.3.4 We also can extended this result for a general unbounded subdornain 
ofR for which Pornearé's inequality is valid and, instead of (5.1.7)-(5.1.8). the forces 
field are assuming to satisfy the equivalent to (2.3.14), i-e., for every u G M2 and alrnost 
ali (x, í) G Qt 
—f(x, t, u) • u > ^|u|1+fT for some cr G (0,1) and 6 > 0. 
Is this case, the proof is analogous, only replacing \if\l+a in (5.3.25) and (5.3.27) by 
| V^|1+a and justifying the finiteness of the right-hand side of (5.3.26) (with |Vi/;|1+a 
instead of \if\l+a) with the Sobolev imbedding H2(Í7) —^ W1,1"^^). We notice that 
this result was derived in Antontsev et al [12, §4.7.4/for a non-Newtoman fimcT. But 
there, was not considered the case of two-dimensional Navier-Stokes equations. 
Now, we consider the case when Q is a finite strip (0, R) x (0, L), 0 < L. R < oc. 
In this case, instead of (5.1.6), we consider 
u(R, y, t) = 0, ye (0, L), t G (0, T), (5.3.32) 
which gives in the reduced problem 
o / 
2/. í) = ^(R, 2/, í) = o, ye (0,L), t e (o, T), 
instead of (5.2.19). 
Theorem 5.3.2 Let u be a weak solution of problem f(5.1.1)-(5.1.5), (5.3.32)} and 
let f satisfi.es (5.1.7)-(5.1.8) with xg = 0. Then, there exists t* G (0, T) such that 
u = 0 for ali t G [r, T) and for almost ali x G Q. (5.3.33) 
0See Section 2.3, page 23 (of this thesis). 
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Proof: Using Gagliardo-Nirenberg^ inequality (1.1.6) instead of (1.1.5) and proceeding 
in the same way such as in the proof of Theorem 5.3.1, vve obtain 
y/ím < Cx ||d>ii"2(í!) HÍMlhV)+c* iwiwm for «>0' (5'3-34) 
where 0 is given in (5.3.26) and C, = Ci(L,(T,q), i = 1, 2, are positive constants. 
Because ip € L2(0,T; H2(n)), the right-hand side of (5.3.34) is finite if < 00 
and ||^||Lq(m < oo. But, by Hòlder's inequality, this is true. Choosing q = 2/[^(cr - 
l) + 2] = (3 + í7)/(2 + c7) (0 < a < 1 (1 +o-)/<? > 1), we obtain, after using HõldePs 
inequality on the second term of the right-hand side, (5.3.27), where now C = C((J, O). 
Then following in the same way as in the above proof, we prove also that (5.3.33) holds, 
where t* is given by (5.3.31), now with C = C((5, i/,cr, n).n 
Remark 5.3.5 The localization effects presented in this section, are also valid if we 
consider time dependent localized forces field as we did in Section 2.7 (cf. Antontsev 
et al [li])- 
5.4 The Cauchy Problem 
In this section, we consider the problem given by (5.1.1)-(5.1.3) \n Q = fl x (0,T), 
where H is an unbounded subdomain of M.N, TV > 3, 0 < T < cx). Here we assume zero 
velocities on the compact boundary (if there exits) 
11 = 0 atanx(0,T). (5.4.35) 
as well at infinity 
u —> 0 as |x| —> oo and t G (0,7'). (5.4.36) 
We assume6 the body forces field í:QxRN ^ RN, satisfies for every u G RN and for 
almost ali (x, í) G Q, 
—f(x, /, u) ■ u > ^ |u|1+£T for some ^ > 0 and 0 < cr <1. (5.4.37) 
In this case, the notion of weak solution can be adapted from Definition 5.2.1, where 
now n Ç Rn, H(íí) = {u G H^O) : divu = 0} and 
Ho(íl) = |u 6 H(íl) : u = 0 at afí, | u = o| . 
If O = R^, we only assume (5.4.36) and the functional space Ho(n) is given without 
the conditions at the compact boundary, and that is known as the Cauchy problem. 
We assume the existence of, at least, one weak solution for this problem with the body 
forces field satisfying (5.4.37). We conjecture that this, as well the uniqueness, can be 
proved in the same way as for the two-dimensional aforementioned problem by using 
some known results with a prescribed linear forces field (cf. Galdi |51, §7]; see also 
Kato |66] and Ladyzhenskaya |72, §6.8]). In the case of linear forces field, we also can 
only obtain an exponential time decay as in (5.1.9) (cf. Ladyzhenskaya [72, §6.8]). 
6This is exactly the same assnmption as (2.3.14). 
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Theorem 5.4.1 Let u be a weak solution of the problem given by (5.1.1)-(5.1.3) in 
Q = Çl x (0, T); with Q C unbounded fíl = M.N), N > 3, 0 < T < oo, and by 
(5.4-35)-(5.4-36) (resp. (5.4-36)). Assume f satisfies (5.4-37), u 6 L1+<T(]R'V) and 
E{0) is finite. Then, there exists t* Ç (0,T) such that 
u = 0 for ali t G [t*:T) and for almost ali x G íi. (5.4.38) 
Proof: We formally multiply (5.1.1) by u, a weak solution of the problem given by 
(5.1.1)-(5.1.3), we integrate by parts over íl using (5.1.2), (5.4.35)-(5.4.37) and the 
assumption (5.4.37), to obtain 
d t 
— E(t) -f j (z/|Vu|2 + 6\u\1+a) dx < 0, for ali ^ > 0. (5.4.39) 
Then, we use a vectorial version of (1.1.5), with a general N, j = 0, k = l, p = 2, q = 2 
and r = 1 -f o-, to obtain 
2Eit) < C IIVull^V, llull^k , e = (5.4.40) 
where C = C(N,a). By hypothesis, u 6 L2(0, T; Ho(n)) and then ||Vu||L2^Q^ < oo for 
ali t G (0,T). But, it can be proved that the Sobolev imbedding H^íl) —>• L1+<7(n), 
0 < a < 1, is possible only.if fl is bounded in some direction (see e.g. Adams fl, 
§5.5]). Then the right-hand side of (5.4.40) is finite only if we, additionally, assume 
u G L1+<7(n). In consequence, 
E(t)<c(l (|Vu|2 + |u|1+'') dx) , C = C{N, cr), (5.4.41) 
where 
^ + 4^ = 1 + iV(1-?H2()1 + .)>1 (5-4-42) 
and, from (5.4.39), we obtain the ordinary differential inequality 
■ftE{t) + C(E{t))Í <0, 0 = 0(^5,^,7), 
whose explicit integration between 0 and f > 0 implies E(t) = 0, and consequently 
(5.4.38) holds, where 
r = O-^f) ~ ^(O)^^, (5.4.43) 
concluding the proof.□ 
Remark 5.4.1 Analogous remarks as those made for Theorem 5.3.1 can be carried out 
for this case. For instance, if we consider non-zero u, and Uqo, this localization effect 
only occurs, if we assume furthermore the existence of fl /* > 0 such that u« = Uco = 0 
for ali t > t* and E(t*) < oo. 
5.4. THE CAUCHY PROBLEM 
We consider now the case of a bounded subdomain S) of KA , N > 3. Here, instead 
of (5.4.35)-(5.4.36), we only assume (5.4.35). 
Theorem 5.4.2 Let u be a weak solution oj the problem givcn by {(õ.l.l)-(5.1.S, 
(5./..35)} in Q = Ux (0, T), with Q C Rs bounded. N > 3, 0 < T < oo. Let f sahsfies 
(5.4.37) and assume E(0) is finite. Then, there exists t* € (0.7') such that 
u = 0 for ali t G [/"- T) and for almost ali x G (5.4.44) 
Proof: Using a vectorial version of (1.1.6) and proceeding in the same way as we did 
in the proof of I heorem 5.4.1, we obtain 
VmT) < Cl ||VuirL2(n) llulli.Ttp, + C2 ||ul|15(n) for any q > 0, (5.4.45) 
where 6 is given in (5.4.40) and Q = CW, N.a.q), i = 1, 2, are positive constants. 
Because u G L2(0, T;Ho(íí)), the right-hand side of (5.4.45) is finite if ||Vu||L1+,(n) < 
oo and l|u||Li,o, < oo for ali t G (O.T). But. by Hõlder's inequality, this is true 
Choosing <7 = 2/[9(a — 1) + 2], where 0 is given in (5.4.40), and noticmg that 0 < cr < I 
implies (1 +ct)/<7 > 1, we obtain, after using Hõlder's inequality on the second term ol 
the right-hand side, (5.4.41), where now C = C(N.a,Q). Then, following in the same 
way as we did in the proof of Theorem 5.4.1, we prove also that (5.4.44) holds, where 
t* is given in (5.4.43), now with C = r( iV, /a rr, 0).n 
An interesting situation is when, instead of (5.4.37), we assume the body forces 
fiel d satisfies, for every u = («i,..., Ujv) Ê R* and for almost ali (x, í) G Q. 
-f(x,í,u) ■ u > <S|n,-|1+I7 for some i G {!,.... A'}, 
(5 > 0 and 0 < cr < 1. For iV > 3, the localization effect in time, is an open problem, 
wether U C is bounded or unbounded. The main difficulty relies on the fact that, 
by one hand, we are not able to show 
E(t)<c(^}(\Yn\2 + \ui\'+',)dx) . C = C(N,a). p > 1. 
and, ou the other, we cannot reduce equations (5.1.1)-(5.1.2) to a single one as in the 
case of N = 2. 

Chapter 6 
Applications to Other Contimmm 
Mechanics Models 
"Whether we are primarily interested in understanding lhe physics or in lhe 
applications, we must depend heavily on experimental observations lo leM 
our analysis and to develop insights into lhe nature of lhe phenomenon." 
P.K. Kundu |71, y). 2]. 
In this chapter we make an attempt to relate our results with some physical appli- 
cations. As we have said in Section 2.3, our problem has appeared just as purely 
mathematic and not as any motivation arisen from the applications. Nevertheless, 
we are now in position to give some possible directions of applications. The possible 
applications mentioned in this chapter are Classical Elasticity in Section 6.1, Magneto- 
Hydrodynamics in Section 6.2 and Quasi-Geostrophic Flows in Section 6.3. We are not 
specialists in these applications, but this chapter shows that this connection should be 
more deeply studied in a narrovv future. 
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6.1 Classical Elasticity 
A fact that arose in Chapter 2 when we have considered the Stokes problem, was the 
similarity between some results on the exponential decay of the velocity and the Prin- 
cipie of Saint-Venant in classical elasticity (see Remark 2.5.4 on page 40). Thus we 
wonder if it will be possible to obtain such localization efFects for planar problems of 
Classical Elasticity by considering a forces field such as that one in Chapter 2 satisfying 
(2.2.9) and (2.2.10). For the sake of comprehension, let us recall the plane problem in 
( lassical Elasticity (cf. Selvadurai [103, §8.1-8.9]). Let us consider a simply connected 
cross section Q of a cylindrical body for modelling the two-dimensional elasticity prob- 
lem. We consider the generalized surface dPl and we assume that the displacements u() 
are prescribed on a subregion dQxl and tractions To are prescribed on another subregion 
()Ç.t- lhe plane problem in elasticity involves the determination of the displacements 
u, strains D = l/2(Vu + Vu7) and stresses S = 2//D + AtrD I in the elastic médium, 
with elastic (Lamé) constants A and /i and body forces f. satisfying 
divS + f = 0 in Q. (6.1.1) 
u = Uq on dTlxl, 
S • n = Tq on dnT. 
wheie n denotes the outward unit normal to each point of 5í7t- If we are considering 
a state of plane strain in an elastic médium, with elastic constants A and //. and body 
forces f, which is characterized by displacements u and stresses S. then the stresses 
should satisfy the compatibility relation for stresses 
div V(trS)+ ' 
1 -// 
A 
= 0. // = . f6 1 2 ■2(A+/0 
We assume the stress S can be expressed in terms of the Airy stress function ó and of 
the potentiai V in the forms 
c d2(j) d2(j) v cp 
n =
 7hp~ v' 822 = 7rí~v' 12 = --x—r- f = v V- oy àx2 dxdy 
Substituting these representations in the equations of static equilibrium (6.1.1), it is 
evident they are identically satisfied for ali choices ó and V smooth enough. The stress 
compatibility relation (6.1.2) gives 
A~ó -f ——— A \ = A2ó T ——— div f = 0 in O. 
1 - r l-i/ 
Our point is the following. Is it physically reasonable to consider a forces field f such 
that 
—f(x,<fi,V(fi)-V(f)> í|Vçí)|1+fT 
for some ^ > 0 and 0 < a < 1? If so, what does it mean in Planar Elasticity? 
In that case. we can prove, by using the energy method in the same manner as we 
did for the Stokes problem in Chapter 2, that Sn = S22 = -V and 8,2 = 8., = 0 
in an open subdomain of Q. In consequence, we have (2// h A)divu = —2V and 
curl 11 = '2vx = —2uv in that domain. 
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6.2 Magneto-Hydrodynamics 
We point out tbe resemblance between our formulation of Stokes and NaA ioi-Stokcs 
problems presenteei in Chapters 2 and 3, respectively, and the important qnestion of 
the confinement of a plasma, typical of magneto-hydrodynamics (MilD). We recall (cf. 
Freidberg 146] and Landau et al [75)) that MH D concerns with the dynamics of electri- 
cally conducting finids in the presence oí magnetic fields. When viscosity and electrical 
conduction are taken into account and the moving ílnid is supposed incompressible and 
homogeneous, the stationary three-dimensional MHD system involves, among others, 
the following equations 
(livv = 0, (6.2.3) 
—//Av + (v • V)v = — (J xB — Vp), (6.2.4) 
Po 
E + -v x B = - J. (6.2.5) 
C 7/ 
In these equations, the electromagnetic variables are the electric ficld E, the magnetic 
field B and the current density J. The fluid variables are the fluid velocity v and 
the kinernatics pressnre p. Here, v is the kinematics viscosity eoeíficient, po is the 
constant density of the fluid, ?/ stands for the electrical conductivity coefficient1 and 
c is the speed of light. The magnetic field, B, and current density, J, obey MaxwelFs 
equations, vvhich in stationary conditions are 
V x B = poJ and divB = 0. (6.2.6) 
where po is the magnetic permeahility. It is known that the applicability of equations 
(6.2.3)-(6.2.6) is the smallness of the free path and time of particles (electrons and 
ions) as compared with chara,cteristics lengths and times (time is considered in the 
evolutionary case). The goal of MHD equilibrium theory is the discovery of magnetic 
geometries which, simultaneous confine and isolate hot plasmas from material walls 
and have good stability properties at sufficient values of 0 '2, to be promising for use in 
potential fusion reactors. Usually, the MHD equilibrium is given by equations (6.2.4) 
and (6.2.6) with the static assumption v = 0. However, stationary equilibria with 
non-zero flow are possible, but, in this case, there are two main reasons for, in most 
works in the literature, authors avoid them. l he first, is that the kinetic energy of 
flow represents a source of free energy which often derive instabilities. Second, when 
plasma flows do occur, they are usually small and are caused by physics not included 
in the MHD model (see e.g. Taylor |114|). 
To solve (6.2.3)-(6.2.6), it is necessary to add the adequate boundary conditions. 
This problem is fully nonlinear and, in the most general case, has no solution. for 
the case of an ideal MHD, i.e. when considering a non-viscous fluid, if the problem 
'Usually, in Electrodynamics literature, the electrical conductivity is denoted by a. But here, in 
order to make no confusion with lhe constant a that appears in (2.2.9), we have chosen another Greek 
letter. 
2(3 is the rate of plasma energy over magnetic energy (see e.g. Landau et al [75]). 
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is two-dimensional and the geometry is toroidal axisymmetric3, the equilibrium equa- 
tions (6.2.4) and (6.2.6) (with v = 0) can be rednced to the so-called Grad-Shafranov 
equation 
rír (IT) + fí = -FWP = PW' F = (6-2-7) 
where {r\ó,z) describe the usual cylindrical coordinate system, is the toroidal field 
and tp/r is the toroidal component of the vector potential. For the details, see e.g. Frei- 
dberg |46, §IV.C] and the references therein to the vvorks by Grad and Rubin (1958), 
and by Shafranov (1960). Grad-Shafranov equation (6.2.7) is a two-dimensional, non- 
linear. elliptic partia! differential equation, which 5n general, must be solved numeri- 
cally. However, under some assumptions on lhe explicit form of the pressure profile, 
the existence and uniqueness of solutions for the Grad-Shafranov equation (6.2.7) can 
be proved (see e.g. Diaz |35] and Mossino |87|). 
Now, to see the resemblance between our formulation and the confinement of a 
plasma, we consider a planar flow (v - (u.O)) and the electric and magnetic fields, E 
and B. are given in the form E(x) =(0,0, E(x)) and B(x) = (0. /?(x).0). Then, the 
equation of motion (6.2.4) becomes 
—//Au -|- (u • V)ii = — — (EE.O) —(B2u,0) — Vp. 
Po cpo po 
So. the resultant body forces field is a dissipative feedback field given by 
f(x.u) = 
Po cpo 
Nevertheless, we have proved (see Remarks 2.5.4 and 3.3.1) that this field, when E(x) 
and E(x) are assumed known, is not able to confine the plasma: the .r-decay of u is of 
exponential type. We wonder. if it is possible to search for electric and magnetic fields 
satisfying suitable and reasonable physical conditions in order to obtain the localization 
effect, and, in consequence, the plasma confinement. 
6.3 Quasi-Geostrophic Flows 
In this section we give some other possible physical application of our results in the 
study of the quasi-geostrophic equation which appears in Geophysical Fluid Dynamics 
(GFD). Following Gill [56], Kundu [711 and Pedlosky [93], we recall that the subject of 
GFD deals with the dynamics of the atmosphere and the ocean. The two features that 
distinguish GFD from other areas of Fluid Mechanics, are the rotation of the earth and 
the vertical density stratification of the médium. 
''The most studied toroidal axisymmetric devices in the literature are Tokamaks (see e.g. Gorbunov 
and Razumova [571) and Stellarators (see e.g. Motley et ai |88l). See also Lifschitz [77] for a general 
discnssion of the type of plasma confinement of the Tokamak and the Stellarator. 
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The rotation of the earth implies that the motion of the atmosphere and the ocean 
is naturally studied in a coordinate frame rotating with the earth. This gives lise to 
the Coriolis4 acceleration 
2flxu = 2Q(wcos0 - vsinti, usinO,-ucos0), (6.3.8) 
where u = (u, v, w) is the fluid velocity, fl = (0,n cos 0, sin 0) is the angular velocity 
of the coordinate system, 0 is the latitude and ft is the rate3 at which earth rotates. 
If we are measuring quantities in a rotating frame, we have also to consider the 
centrifugal acceleration 
Í2 x (Í2 x R) = -ÍÍ2R, 
where R can be taken wether as the vector position of the fluid element or as a vector 
drawn perpendicular from the axis of rotation to the position of the fluid element. 
The equations describing the motion of a fluid rotating with an angular velocity 
Í2, are given by (1.4.11), (1.4.19) and (1.4.20). Let us drop equations (1.4.11) and 
(1.4.20), and let us focus our attention on the motion equation (1.4.19), where we have 
to introduce the effect of earth's rotation. Thus (1.4.19) returns 
Ui + (u ■ V)u = f(x, u) - 
where ^"(u) is the frictional force in the fluid and 
f (x, u) = —2í2xu + V^. (6.3.9) 
The first term in (6.3.9) is the Coriolis acceleration (6.3.8) and $ is the geopotential6 
assoeiated with earth's rotation and is given by 
V4> = - (gN + ^2R) , (6.3.10) 
where g;v is fhe acceleration due to (Newtonian) gravitational attractive forces. The 
direction of is called vertical, its magnitude7 is denoted by g and is called the 
acceleration due to gravity, and we can write $ = —g z. 
Geophysical media are in the form of shallow stratified layers, in which the vertical 
velocities are much smaller than horizontal velocities, and the stratiíication of the 
médium means that the motion has vertical scale small when compared with the scale 
height. This corresponds to the so-called large-scale motions and which are significantlv 
4When an object is moving in a rotating coordinate system, the path of the object appears to 
deviate due to the Coriolis effect. If you are in the moving coordinate system, this deviation makes 
it look like a force is acting upon the object due to Newton's laws of motion. But, actually there is 
no real force acting on the object, the effect is due to rotation associated with an acceleration of the 
coordinate system itself. 
5The earth's rotation rate is = 27rrad/day = 0.73 x 10 4 s 1. 
6The existence of centrifugal force makes the effective gravity acceleration g = gyv + less at 
the equator than at the polés where the centrifugal acceleration is zero (see e.g. Kundu [71]). 
7For most purposes it is sufficiently accurate to take g = 9.8 ms~-. 
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influenced by the earth's rotation. An important measure of the significance of rotation 
for a particular phenomenon is the Rosshy number8 e. 
Then, conform Pedlosky [93, §4.3], the equations governing the motion of a stratified 
flui d rotating with an angular velocity Í2, are 
ut - iyHAHu - vvAvu + (u • V)u = f(x, u) - -Vp. (6.3.11) 
P 
div u = 0, (6.3.12) 
where f(x,u) is given by (6.3.9)-(6.3.10), vh and uy are the horizontal and vertical 
turbulent viscosity coefficients, A// and Ay are the differential operators defined by 
d2 d2 . d2 
= t; õ + t; r and Ay = dx2 dy2 v dz2' 
Now, we come back to the Coriolis acceleration (6.3.8), to say that usually only the 
horizontal components of the vector fields are associated with the Coriolis force. The 
vertical component of velocity is often neglected, because the thin sheet approximation 
requires that w « v and consequently we can use w cos 0 « usin 9. Therefore the 
Coriolis acceleration is given by 
2í2xu = 2Pí(—v sin u sin —u cos 0). (6.3.13) 
Moreover, the vertical component of the Coriolis force, namely —20,11 cos 9. is generally 
negligible compared with the dominant terms in the vertical equation of motion, namely 
g and pz. Thus the equation of motion (6.3.11) becomes with the right-hand term 
f(x,u), given in (6.3.9), replaced by 
f(x,u) = -(/«,-/«,ff), (6.3.14) 
where 
f = 20 sin 9 (6.3.15) 
is the so-called Coriolis parameter9. This form of the Coriolis force, 2í7xu = {fv, 
-/u,0), is most relevant in spherical coordinates (cf. Pedlosky [93, §6.2]), but finds 
itself used in quasi-Cartesian systems approximating a region of the globe as a plane. 
One of the most used approximations is the so-called (3-plane approximation. which 
assumes the variation of / can be approximately represented by expanding / in a 
Taylor series about the central latitude 9o 
/ —/o + /o = 20sin^o and (3 = 20/Rqcos 9o, (6.3.16) 
where Rq is the earth radius10. 
8Let L be a characteristic length scale and U a horizontal velocity scale of the motion. The time 
it takes a fluid element moving with speed U to traverse the distance L is L/U. The Rossby number 
is defined as the non-dimensional parameter e = U/{20L) and large-scale flows are defined as those 
with sufficiently large L such that e < 1. 
9Sometimes it is also called the Coriolis frequency or the planetary vorticity. 
10The radius of earth is nearly R0 = 6371 Km. 
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Geostrophic flows correspond to quasi-steady large-scale motions in the atmosphere 
or the ocean, away frorn boundaries. For these flows an excellent approximation foi 
the horizontal equilibrium is the following balance between the Coriolis force and the 
pressure gradient 
-fv = --px, fu = --py, g = --Pz- (6.3.17) 
p P P 
Th is is the case of flows with both small Ekmanu and Rossby numbers, so that the 
neglect of nonlinear and viscous terms is justified. The first two equations in (6.3.17) 
are called the geostrophic approximation and the third is the hydrostatic approximation. 
Quasi-geostrophic flows are nearly geostrophic flows in which the time dependent 
forces are much smaller than the pressure and Coriolis forces in the horizontal plane. 
We notice that the geostrophic approximation abont which most of the mathematical 
theory is developed, fails near the equator, within a latitude belt of ±3°, where the 
Coriolis force on horizontal currents is extremely feeble. Hence by its natnre quasi- 
geostrophic theory must be less than global. 
Following Pedlosky [93, §4.5, §4.11, §6.2|, the equations of motion {(6.3.11 )-(6.3.12), 
(6.3.14)-(6.3.15)} are scaled in terms of the characteristic vertical and horizontal scales, 
say D and L respectively. Then u and p are expanded in Taylor series about a small 
Rossby number e. The pressure gradient is eliminated by cross differentiation with 
respect to x and y. and it is assumed the concept of the /3-plane (see (6.3.16)). f inally, 
we obtain the so-called quasi-geostrophic potential vorticity equation with friction and 
topography, which is written in terms of the geostrophic stream function ^(x,y. f ) 
( — -{■ —- — - í——^ (A^ - + py) = fik ■ curlr - -A0 + 
\ dl Õx dy dy ox J - K 
Here fi = 20 L2/{ /?,) U) cos 0 is sometimes called the meridional gradient of the Coriolis 
parameter, 77 = 2e/F// is the Reynolds number which in most cases of geophysical 
interest is quite large and so 77.-1 is a small parameter, F = f2L2/{gD) = {L/R) , R 
is the Rossby deformation radius12 for the layer of depth Z>, r = y/Êv/t is sometimes 
called the Ekman dissipation constant. Ey = luy / {f D2) and Eu = 2/////{] I)2) are the 
vertical and horizontal Ekman numbers, k is a unit vector in the r-direction. r is the 
Ekman layer friction corresponding to the stress exerted by a rigid surface on the fluid 
(cf. Pedlosky [93, §4.3]), or the Ekman pumping velocity corresponding to the wind 
stress (cf. Gill [56, §9.4]). 
Problem consisting of equation (6.3.18) together with appropriated initial and 
boundary conditions has attracted the interest of many mathematicians in the lasl 
years in order to study its well-posedness. Most works on this fluid model are for the 
case F = 0, i.e. it is assumed that R » L which frorn the point of view of vorticity 
balance, the free surface appears no difference than a rigid lid. See e.g. the works by 
Brannan et al [25], Gao and Duan [54], and J-L Lions et al |81|. 
"The Ekman number is the ratio of the frictional force per unit mass to the Coriolis acceleration: 
E = u/{2i1 L2), where // is the kinematics viscosity coefficient. 
12li = s/iJT)// is the scale for which the relative vorticity and the surface height (vortex-tube 
stretching) make equal contributions to the potential vorticity. 
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The linkage that we would like t o make between our results and this flui d model is 
lhe following. It could be interesting and physically reasonablc to look at the influence 
of the Coriolis force on the stopping distance of a ciuasi-geostrophic flow. 
Chapter 7 
Conclusions 
"Once started lhe research in mathematics and if we want, we have work 
for our lifetime." 
S.N. Antontsev. 
As we begun by saying at the Preface, this work started with the research of a suitable 
forces field which could be able to stop a íluid, governed by the incompressible Navier- 
Stokes equations in a semi-infinite strip with appropriated initial and or boundary 
conditions, at a finite distance from the strip entrance. Through this text, we have 
seen that a feedback forces field satisfying suitable nonlinear conditions on the first 
component and suitable dissipative conditions on the second is able to stop a fluid 
governed by the incompressible stationary Stokes and Navier-Stokes equations and by 
the stationary Boussinesq approximation as well. Although it is not completely solved 
the time dependent incompressible Navier-Stokes problem, we already have proven 
for this case the finite speed of propagations property. Moreover, though we have not 
proven, one can consider the problem of time dependent Boussinesq approximation and 
prove the finite speed of propagations by using the results already proved for the time 
dependent Navier-Stokes problem. We hope to establish the same localization effects 
in space for these time dependent cases very soon. On the other hand, one can realize 
that by using the same techniques, it will be possible, with more or less difficulty, to 
establish the same localization effects for other íluid flow models. One of these models 
that we will study next, is the case of an incompressible non-Newtonian fluids where 
the stress tensor satisfies, for instance, the Ostwald-de Waele laws (1.4.25)-(1.4.27). 
Many other models can be studied, for instance, ali the cases mentioned above but for 
compressible fluids. 
It may be considered many other reasonable planar shape domains from the point 
of view of Physics and try to prove the same localization effects. During this work we 
have mainly considered horizontal or vertical strips wether constant or not. 
We may also wonder what happen if we consider different boundary conditions. For 
instance, if we consider a semi-infinite strip with horizontal walls but where in some 
finite part of the horizontal walls there is no fluid adherence. Possibly in that finite 
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part we may have some inflow or outfiow conditions. In that conditions, would we have 
the same localization effects? 
There is also the question to treat these problems with Numerical Analysis. One of 
the interest is to find better estimates and in consequence minimal distances from the 
strip entrance from where on the fluid is in rest. There is also the interest in develop 
some numerical implementations to see the behavior of the streamlines in ali the cases 
that the localizations effects hold. Our intuition says that when a spatial localization 
effect occurs, the streamlines must be described as in Figures 7.1 or 7.2. 
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Figure 7.1: Horizontal streamlines. 
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Figure 7.2: Circular streamlines. 
In Chapter 6, we made reference to some possible applications of our results. As 
we said before, though we are working in the context of Fluid Mechanics, the forces 
field we have considered are rather purely mathematic than any motivation arisen 
from Continuum Mechanics. But, in that chapter, we have made reference to three 
different areas of Continuum Mechanics where our results may be applied. Many 
other application of these problems can be possible. For instance, the localization 
effects for the problem of Boussinesq approximation, where the stationary case was 
studied in Chapter 7, may show how the action on two simultaneous effects, a suitable 
coupling between velocity and temperatura and a low range of temperatura but upper 
than the phase changing one, may be responsible of stopping a viscous fluid without 
any changing phase. This philosophy could be useful in the monitoring of many flows 
problems, especially in metallurgy. Other interesting and possible application are blood 
flows. One can see that blood vessels can be modelled by strip shape domains and it 
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could be interesting for medicai purposes to study the forces fields which can stop blood 
flows. 
An interesting situation, from the purely mathematical point oí view and also from 
applications, is when the power cr in assumptions (2.2.9), (4.2.8) and (5.1.7) may also 
depend on the spatial variable x, and also on t for the time dependent cases. In the 
last decade vve witness a strong rise of interest in the study of various mathematical 
problems in the so-called spaces with non-standard growth. This expression mainly 
relates to the generalized Lebesgue spaces L/,("'(n), with variable order p{x), and to 
the corresponding generalized Sobolev spaces WA-'^ H^)* ' '11S theory is fai fiom being 
complete in the sense that for the Lebesgue and Sobolev spaces with íixed exponents 
is. But there are now many results which allow us to prove certain properties of our 
flui d problems. See e.g. the survey by Samko |100| for an explanation of this theory 
and the mouograph by Rúiicka |97] where this theory is applied to electro-rheological 
flui ds1. 
As one can see from the foregoing paragraphs, there is a lot of problems that know 
are waiting for being solved. But not underestimating ali these problems, because 
most of th em are not easy tasks, our main goal is the three-dimensional incompressible 
Navier-Stokes problem. As we have mentioned, in the final part oí Chapter 5, lhe 
main difficulty here in obtaining the localization effect in time, is because we cannot 
reduce equation of motion (1.4.28) to a single one as for the two-dimensional case. 
In the three-dimensional case, we only can reduce (1.4.28) to a system of equations 
where the vorticity and velocity are coupled. For the classical incompressible Navier- 
Stokes equations, i.e. with prescribed linear forces field, there are some results on the 
localization of the vorticity and its applications to the asymptotic behavior of solutions 
(see e.g. Brandolese [24], and Gallay and Wayne [53]). Using their analysis and the 
energy methods as we did, possibly we will be able to find a suitable forces field (with 
three components) which can stops a fluid, governed by the Navier-Stokes equations, 
at a finite distance from the entrance of the three-dimensional domain, a cylinder for 
instance. 
The resolution of the problem stated in the precedent paragraph may open some 
windows in the direction of solving the three-dimensional incompressible Navier-Stokes 
problem in the large. It is known since the works by Leray |76, pp. 18-159], Hopf [61], 
J-L Lions and Prodi [80], and Ladyzhenskaya [72] that in dimension two the theory 
is fairly satisfactory, the problem is well-posed in the sense of Hadamard2 [59], but 
for dimension three we have only partia! results. In this case we have existence and 
uniqueness of a strong solution in some interval (0,7"), with /" depending on the data, 
existence of weak solutions in the interval (O.oo). But uniqueness of weak solutions 
is still an open problem, as well the existence for ali time of strong solutions. Many 
of the best specialists in this field, as O. Ladyzhenskaya [73] and R. Temam [116], 
suggest the possible occurrence of singularities in the three-dimensional incompressible 
Navier-Stokes equations and thus ||u(/)|| becomes infinite in finite time. The problem 
of existence of such singularities has not been proved nor disproved, in spite of many 
1
 Electro-rheological fluids are special viscous fluids, which are characterized by their ability to 
undergo significant changes in their mechanical properties due to the application of an electric field. 
'-'See page 7. 
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attempts that have been made. In fact, this is one of the Millennium Prizes Problem 
attributed by the Clay Mathematics Institute 3 to whom can be able to solve it. One 
attempt to solve this problem, was made by Sheffer [106] vvho considered vveak solutions 
to the time dependent Navier-Stokes problem of incompressible fluid flow in three- 
dimensional with an externai forces field that always acts against to the flow. This 
forces field was characterized by 
f • u < 0 for every u G M3 and divf = 0. 
Sheffer s attempt was to prove the conjecture claiming that, with a forces field like this, 
there is a solution to the Navier-Stokes equations with an internai singularity. So far. 
Sheffer only made a few steps towards to prove this conjecture. Our point concerning 
this challenger problem is the following. Imagine that we could prove the extinction 
in a finite time of the solutions of the three dimensional incompressible Navier-Stokes 
equations with suitable forces field as those we have considered through this text. 
Would that be enough lo solve this Navier-Stokes Millennium Problem in the sense of 
disprove the existence of internai singularities and consequently to prove the existence 
of a strong solution in the interval (O. oc)? 
3See http://www. clayinath.org/Millennium_Prize_Problems/Navier-Stokes_Equations/. 
Appendix 
A. Notation 
The notation used foregoing is largely standard in Analysis and, in particular, in Partial 
DifTerential Equations and in Functional Analysis. We also have used specific notation 
from Fluid Mechanics concerning Tensor Analysis. For many of this notation, we have 
followed the monograph by Evans |44]. 
We use usual notation for the basic numbers sets: N, Z, Q and M are the sets 
of natural, integer, rational and real numbers, respectively. RA is the A-dimensional 
euclidian space, N e N and for Ar = 1 we set R1 = R. The points of R''v are denoted by 
x = (;ci,... ,.T;v) and corresponding vectors by u = (ui,... ,uk). We use the notations 
x = (x,y,z) and u = (u,v,w) for = 3, x = (x,y) and u = (u,n) for N = 2, and x 
and u for = 1. The euclidian or scalar product in RA is denoted by x-y = ^1=1 Xiyi 
and the euclidian norm by |x| = y/xTx. The angle formed by two vectors u, v E RAr, 
is denoted by Z(u,v). The cross product between two vectors u = (111,112,113) and 
v = (vi,V2, V3) is defined by u x v = (U2V3 — U3V2, U3V1 — U1V3, U1V2 — U2V1). 
In our considerations, fl always denotes a subdomain of R^, N > \, i.e. a simply 
connected subset of RyV, not necessarily bounded, and lo a subdomain of íi in the same 
sense. For any 0 C RiV, we denote by dfl its compact boundary, by Í7 its closure, i.e. 
Q U dQ, and we say Q is compact, if íl = Í7. Given a; C H, we write to CC 0 if ãJ C H. 
Particular importance is given to the following subsets of the planar domain Cl resulting 
from the non-empty intersection of Cl with the half-planes {(a;,í/) E R2 : a: > a} and 
{{x,y) ^ : x < a}-, with a > O5 respectively 
E íí : x > a} and Cla = {{x,y) E Cl : x < a}. 
For any measurable subset E of RAr, we denote by |E| the Lebesgue measure of E. 
Let : Í2 —> R, where Í7 C RA and A^ > 1, be a function with sufficient regularity. 
The support of u is denoted by supp u and is defined by 
suppu = {x E Í4 : w(x) ^ 0}. 
The symbols u+ and w_ are used with the following meaning 
i/+=max(w,0) and r/_ = minft/, 0). 
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For 1 < z < Ar, we use ^ to denote the partial derivative of u in order to the 
i-th component of x. We usually will write uXi for Similarly d^.QXj = uXiXj, 
dx dl^dxk = uxixJxki e^c- If ^ = 1, the derivative of u is denoted by or simply by 
using superscript primes as u'(x). In general, if A: is a non-negative integer, we write 
Dkii = {Dan : |q| = /c} for the set of ali partial derivativos of order k, where 
d\*\ u 
Wu =
 dtT-dx^ |a| = d! + ■ ■ • + «Ar, 
with a = (ai,..., a^v) a multi-index, i.e. a2-, 1 < z < JV, are non-negative integers, 
and 
|dM = , EiDa u\ 
a|=Â: 
If A: = 1, we regard the elements of Dn as being arranged in a vector, called gradient 
vector and often denoted by 
Vu = {uXl uXN)- 
If k = 2, the elements of D2u are regard as being arranged in a TV x matrix, called 
Hessian matrix, and defined by 
D n = j 1,..., TV. 
We define the Laplacian of u as 
N 
A±u — ^ ^ ^xíxí — tr (D u^j 
i=l 
and, in general, for any positive integer p, the p-Laplacian of u is defined by Ap u = 
A{Ap~1u). 
We distinguish vector-valued functions from the above ones by using bold letters. 
Let M, TV > 1 (the case M = 1 is aforementioned and TV = 1 is trivial), H C MA and 
u : H u = be a function with sufficient regularity. We define 
DQu = (DQni,..., DaUM) for each multi-index a. Then D^u = {Dau : |q| = k} and 
iDfcui = ,/E iDc,ui2' 
y |a|=/: 
as before. In the special case of A: = 1, we write 
diii 
Du = Vu = , 1 < z < M, 1 < j < TV, 
pxj 
for the gradient matrix. If M = Ar, we define the divergence of u by 
N 
dxi' 
divu = tr(Vu) = 
i=i 
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and the Laplacian of u by 
Au = (A «i,..., A ií/v) • 
We use the notations (u • V)u and u ■ Vu • v? with the following meaning 
^ dui ÕUN 
(u • V)u = ^ ^ 
í=i \i=i t=l 
N N 0 
u • Vu ■ ¥> = (u ■ V)u • ¥> = 2^ 2^ j — l 1=1 ' 1 
In the special case oí M = N = 3, we define the vector curl u, (recall that x = (x, i/, z) 
and u = (u, v,w)) as 
curl u = [wy — vz, uz — wx, vx — Uy). 
\i M = N = 2, the vector curlu (recall that x = (x.y) and u = has only one 
component, orthogonal to u, thus can be consider as a scalar and is defined by 
curlu = vx — uy. 
Tensors are matrix-valued functions of order N x N and are represented by capital 
bold letters. In Continuum Mechanics we are only concerned with the case N = 3 
or TV = 2, but the following notations can easily be extended for an arbitrary N. 
Notice that for a vector-valued function u : Í7 C ^ , the matrix gradient V u 
is a tensor in this sense. We consider the case N = 3, for N = 2 the notations are 
analogous. Let A = [atj] and B = fe], z, j = 1,2,3, be two tensors fields where their 
components a,j and òtj are scalar-valued functions defined in a domain íi C M3. We 
define the transpose tensor of A by A7 = [o-ji], the product of two tensors A and B 
by AB = [ELi^iL = 1'2'3' and the trace of A by trA = S?=iG"- The 
convolution product of two tensors is defined by 
3 3 
A : B = tr (A BT) = ^ 
i=l j=l 
and the modulus of A by |A| = \/A : A. The divergence of a tensor A is a vector- 
valued function and is defined by 
div A = (diva!,diva2,divas), ai = (cta,^2,a^), z = 1,2,3. 
We define the principal invariants of a tensor A by 
li = tr(A), ^ = 1 [(trA)2-tr(A2)] , /3 = detA. 
More generally, an invariant of a matrix A is any real-valued function /(A) with the 
property that /(A) = /(B~1AB) for ali invertible matrices B. 
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B. Function Spaces 
In this section we introduce the functional spaces that are used in this text. The 
presentation is essentially based on the monographs by Adams [1], Kufner et al |70], 
Maz'ja |85] and Necas |90]. 
Given a non-negative integer k and a subdomain fl C , we define, for any integer 
N > 1, the linear space Ck{Çl) as the space of ali functions u : 0 —>• R such that Daí/ is 
continuous in Q for ali 0 < |q| < k. We set C0(n) = C(Í7) and C00^) = (Q). 
The symbols Co(n) and indicate the linear subspaces of Ck{fl) and 
respectively, of ali those functions which have compact support in Q. We define Ck{fl) 
as the space of ali functions u in Cfc(í7) such that Dau is bounded and uniformly 
continuous in Q for ali 0 < |q| < k. Ck{fl) is a Banach space with respect to the norm 
IHIc*(tt) = sup |DQu(x)|. 0<|a|<ixÇÍ2 
Again, we set C0(n) = C(fi) and C00^) = n^C^ííT). 
For 0 < A < 1, we define the space 0^(0) as the subset of ali functions u G Ck(fl) 
such that 
|DQw(x) — DQw(y)| 
SUP  i— ,A < oo 
xTyeíi, X^y lx — y 
for ali a with |a;| = k. Ck,x{fl) is a Banach space with respect to the norm 
II II _ ii li , r i ri |Datí(x) — Daí/(y)| 
IMIcfc'A(íT) - IpIIc^íT) + Nmj Hm = max sup  ^  . 0<H<fcx,yefi, x^y |x — y|A 
We set C0'A(fi) = CA(n) and the functions in are said Hõlder continuous, and 
Lipschtitz continuous if A = 1. 
For 1 < p < oo and a subdomain Pi C R'v, Lp(n) denotes the linear space of ali 
(equivalent classes of) real Lebesgue-measurable functions u defined in Pl such that 
/ |tí|p dx < oo if 1 < p < oo, 
Jn 
or 
ess sup^l^l = inf{a : |w(x)| < a a.e. in íí} < oo if p = oo. 
LP(Í7) is a Banach space with respect to the norm 
HIlp(SÍ) = f 
ess supfi|t/| if p = oo. 
These spaces are usually denoted as the Lebesgue spaces. If p = 2, Lp(í7) is a Hilbert 
space under the scalar product 
(w, v) = zi v 
Jo. 
dx. 
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We write u G Lfoc(n) to mean u G Lp(u;) for any cjCCH. Ifl<p<oo, then 
is dense in 1/(0) and Lp(0) is a separable space. For 1 < p < oo, we denote by p' 
the conjugate exponent of p, i.e. l/p + l/p' = 1, where it is understood that if p = 1 
then p' = oo and reciprocally. The dual space of Lp(0) is (isometrically isomorphic4 
to) Lp'(0) if 1 < p < oo and the dual space of L^fO) contains strictly L^O). The 
duality between Lp(0) and Lp (0) becomes 
= í uvdyi for u e ^'(n), « e L^n). jçl 
Let 1 < p < oo, then we say that un converges weakly to u, in Lp(0), as n tends to 
infinity, if 
/ unvdx -> / uv dx, as n -> oo for every u G Lp (0). 
Jn Jn. 
lí p = oo, we say that un converges weak-star to u, in L^fO), as n tends to infinity, if 
/ unvdx ^ / uvdx, as n oo for every v G 1/(0). 
dn Jn. 
Lp(0) is a reflexive space if 1 < p < oo and, in that case5, every bounded sequence in 
Lp(0) has a weakly convergent subsequence to an element of Lp(0). 
Following the notation of the Theory of Distributions, let us set X>(íl) = C^fH) and 
consider its dual space V'(Pl), called the Schwarz space or the space of distributions. 
Given u G V'{Q), we say that Vi is the z-th partial generalized derivative of u, or in the 
sense of distributions, if 
{u^Xi)v'in)xViíi) = -(v,-,<p)i?'(n)x-p(n)5 for every / ^ T>(n). 
If zz G Líoc(n), the Riesz Representation Theorem, allows us to write 
íPxl)x>'(í2)xX'(í2) — / Uípx^X. Jo. 
Then, if the above u,- exists and is in Lj^fíí), we say that Vi is the z-th partial weak 
derivative of u, which by the convenience of notation we denote by uXi, and 
/ u(pXi dx = - uXt cp dx, for every cp G V{Pl). 
Jo. Jn 
Analogously, for any multi-index a, we say that Daz/ is the a-th partial weak derivative 
of w ^ LÍOc(0), if 
/* wDa(pdx = (—1)'°' / Dazíípdx, for every (p G 
Jo. Jo. 
4Two normed spaces X and Y with norms || • ||x and || - Dy, respectively, are isometrically isomorphic 
if there exists a one-to-one linear operator L from X onto Y such that ||L(x)||y = ||a:||x for ali x G X. 
5If X is a reflexive Banach space and xn a sequence in X such that ||xn||x < M íor M > 0 constant, 
then, there exist x £ X and a subsequence xnk such that xnk -> x weakly in X. 
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For l < p < oo, any non-negative integer k and a domain Q C M'v, Wk,p(Cl) denotes 
the linear space of ali functions u G Lp(n) such that the weak derivatives Daw exist 
and are in [/(íi) for any multi-index a such that 0 < |a| < k. These spaces are known 
in the literature as the Sobolev spaces and they are Banach spaces with respect to the 
norm 
IHIw*,(n) = í lDQtllPdx)1/P ií 1 < P < oo 
( E|a|=OeSS SUPí2lDaiZl Ífp = OC 
When A: = 0, we set W/0'p(n) = Lp(n). If Q is bounded. then W1'00^) is the space of 
Lipschitz functions. For any non-negative integer k, is defined analogously to 
Lfoc(^)- If> = 2, W^(O) is a Hilbert space under the scalar product 
k „ 
{U,v) = 22 / DauDavdx 
|a|=0 
and is usually denoted by Hk(Çl). For any 1 < p < oo and /c € N, we dehne Wo'p(n) 
as the closure of C^íí) in Wk'p{fl) and if p = 2, we denote this space by Ho(r2). 
For 1 < p < oo, the dual space of Wfc'p(n) is denoted by (W^fíí))' and the duality 
between these two spaces is defined by 
u)(wfc.P(í2))'xWfc,P(í}) =: (U;'17)lp/(^)xLp(í2) + xLP(n) |aM 
for every v G W^'p(íl), where w and u;a, with a varying and such that |a| = k, are 
elements of Lp (Í7) corresponding to a given u in (W^O))'. If 1 < P < oo, we set 
(Wo'p(n)) = W-fc'p (íl) (up to an isometric isomorphism), with the notation B.~k{tt) 
if p = 2. wfc-p(n), as a subspace of Lp(n), inherits most of the properties of LP(S2). For 
any non-negative integer A:, it is a separable space if 1 < p < oo, reflexive if 1 < p < oo. 
Moreover, if 1 < p < oo, D is dense in Wfc'p(í2). 
Now we consider the traces of functions in 'Wk,p{Q). Lei Q be a subdomain of 
Ea sufficiently regular, say locally Lipschitz. If kp > N, every function in Wk'p{Cl) 
can be redefined on a set of zero measure in such a way that it becomes, at least, 
continuous up to the (compact) boundary. However, if kp < N, this is no longer valid. 
Nevertheless it is possible to define, in a suitable sense, the trace of a function defined 
in any Sobolev space W^fíí). For our purposes, we will only consider the case Ac = 1, 
and for an arbitrary k, we address the reader for the monographs by Kufner et al [70] 
and Necas [90]. If 1 < p < N and q = {Np — p)/{N — p) or N < p < oo and 1 < g < oo, 
there exists a uniquely determined linear mapping, called trace, T : W1'p(íí) —>■ L9(^Í7) 
such that T(u) = for ali u G C00^). For 1 < p < oo, we denote by W1-1/p'p(c?n) 
the subspace of ali functions u G Lp(5r2) such that 
((w))wi-i/P.P(aíí) = dsy ds* < 00- 
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Wi-i/p.p(<9n) is a Banach space for the norm 
|H|wi-i/p.p(aí2) = llwllLP(aíí) + ((w»w1-1/P'P(an) 
and is a dense subset of LP(9ÍÍ). Furthermore, it is separable for 1 < p < oo and 
reflexivo for 1 < p < oo. For íl sufficiently regular ^ C°°(Ôn) is dense m 
•Wi-i/P'P(^í)). If p = 2, W^idQ) is a Hilbert space under the scalar product 
r j , f í My)-uix))iviy)-v(<x^ ^ ./o 
m-L^+LL — 
and we denote this space by H1/2((90). _ , , v n . 
WoP(n) can be characterized as the space of functions in W 'p(ft) having zero trace 
on dPl. In this way, for any k 6 N, we can interpret W0'p(n) as compnsing those 
functions u G such that DQu has zero trace on dPl for ali 0 < |a| < fc - 1. 
For a given Banach space X and a real interval (a,ò), with a < 6 < oo, we denote 
by Lp(o,,6;A^) the linear space of (equivalent class of) Lebesgue-measurable functions 
: (a, 6) —>• X such that ii 
"b 
J a 
\u(t)\\pxdt < oc if l<p<oo, 
ess sup(aiò)|líí(í)l|x < 00 ^ P — oo- 
Lp(g. b] X) is usually called the Bochner space and is a Banach space endowed with the 
norm r / ; V/p 
MM _ J ( f llW(0llx^) if 1 <P< OO \\u\\LP(a,b-,X) - < V a / _ 
ess sup(aií))l|G(í)||x if p - OO. 
For 1 < p < oo, the dual space of Lp(g, ò; X) is (isometrically isomorphic to) Lp'(a, 6; X'), 
where p' is the conjugate exponent of p, with p' = oo if p = 1, X' is the dual space of 
X. The duality between Lp(a,ò; A') and Lp (a, 6; AT') becomes 
{v,v)LP'(a,b-,X')xLP{a,b;X)= í 
J a 
for u € l/(a, 6; X') and v € L^a, ò; X). If 1 < p < c», Lp(a, 6; X) is a separable space, 
provided X is a separable space. For 1 < p < oo, Lp(a, 6; X) is reflexive if so is X. The 
spaces Lp(a,6; Lp(íí)) and Lp((o,6) x ÍI) are isometrically isomorphic and, in this sense 
Lp(a, 6; Lp(n)) = Lp((a, 6) x O). 
Likewise, we denote by Ck{a, 6; X) the class of ali functions from (a, b) to the Banach 
space X, which are differentiable in (a, 6) up to the integer non-negative order k. 
Let n be a domain in R^, 1 < p < oo and k an integer non-negative. The 
spaces Cfc(n), Cg°(n), Lp(n), W^fn), W^(n), Hfc(n), H0fc(íí), W1 ^"(díl) and 
etc., consist of those functions u : fi —1 RM, u = (ui,...,um)i with Ui in 
ck{u), ckw, Lp(n), w^ín), wk-p(n), Hfc(Q), HS(n), and H^(dn), 
etc., respectively, for ali z = 1,..., iV. 
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