Abstract. Constraint pushing techniques have been proven to be effective in reducing the search space in the frequent pattern mining task, and thus in improving efficiency. But while pushing anti-monotone constraints in a level-wise computation of frequent itemsets has been recognized to be always profitable, the case is different for monotone constraints. In fact, monotone constraints have been considered harder to push in the computation and less effective in pruning the search space. In this paper, we show that this prejudice is ill founded and introduce ExAnte, a pre-processing data reduction algorithm which reduces dramatically both the search space and the input dataset in constrained frequent pattern mining. Experimental results show a reduction of orders of magnitude, thus enabling a much easier mining task. ExAnte can be used as a pre-processor with any constrained pattern mining algorithm.
Introduction
Constrained itemset mining i.e., finding all itemsets included in a transaction database that satisfy a given set of constraints, is an active research theme in data mining [3, [6] [7] [8] [9] [10] [11] [12] . The most studied constraint is the frequency constraint, whose anti-monotonicity is used to reduce the exponential search space of the problem. Exploiting the anti-monotonicity of the frequency constraint is known as apriori trick [1, 2] : it dramatically reduces the search space making the computation feasible. Frequency is not only computationally effective, it is also semantically important since frequency provides "support" to any discovered knowledge. For these reasons frequency is the base constraint of what is generally referred to as frequent itemset mining. However, many other constraints can facilitate user-focussed exploration and control, as well as reduce the computation. For instance, a user could be interested in mining all frequently purchased itemsets having a total price greater than a given threshold and containing at least two products of a given brand. Among these constraints, classes have been individuated which exhibit nice properties. The class of anti-monotone constraints is the most effective and easy to use in order to prune the search space. Since any conjunction of anti-monotone constraints is in turn anti-monotone, we can use the apriori trick to exploit completely the pruning power of the conjunction: the more anti-monotone constraints, the more selective the apriori trick will be.
The dual class, monotone constraints, has been considered more complicated to exploit and less effective in pruning the search space. As highlighted by Boulicaut and Jeudy in [3] , pushing monotone constraints can lead to a reduction of anti-monotone pruning. Therefore, when dealing with a conjunction of monotone and anti-monotone constraints we face a tradeoff between anti-monotone and monotone pruning. Our observation is that the above consideration holds only if we focus completely on the search space of all itemsets, which is the approach followed by the work done so far.
In this paper we show that the most effective way of attacking the problem is to reason on both the itemsets search space and the transactions input database together. In this way, pushing monotone constraints does not reduce anti-monotone pruning opportunities, on the contrary, such opportunities are boosted. Dually, pushing anti-monotone constraints boosts monotone pruning opportunities: the two components strengthen each other recursively. We prove our previous statement by introducing ExAnte, a pre-processing data reduction algorithm which reduces dramatically both the search space and the input dataset in constrained frequent pattern mining.
ExAnte can exploit any constraint which has a monotone component, therefore also succinct monotone constraints [9] and convertible monotone constraints [10, 11] can be used to reduce the mining computation. Being a preprocessing algorithm, ExAnte can be coupled with any constrained pattern mining algorithm, and it is always profitable to start any constrained patterns computation with an ExAnte preprocess. The correctness of ExAnte is formally proven in this paper, by showing that the reduction of items and transaction database does not affect the set of constrained frequent patterns, which are solutions to the given problem, as well as their support. We discuss a thorough experimentation of the algorithm, which points out how effective the reduction is, and which potential benefits it offers to subsequent frequent pattern computation.
Our contributions:
Summarizing, the data reduction algorithm proposed in this paper is characterized by the following:
-ExAnte uses, for the first time, the real synergy of monotone and antimonotone constraints to prune the search space and the input dataset: the total benefit is greater than the sum of the two individual benefits. -ExAnte can be used with any constraint which has a monotone component: therefore also succinct monotone constraints and convertible monotone constraints can be exploited.
-ExAnte maintains the exact support of each solution itemset: a necessary condition if we want to compute Association Rules. -ExAnte can be used to make feasible the discovery of particular patterns which can be discovered only at very low support level, for which the computation is unfeasible for traditional algorithms. -Being a pre-processing algorithm, ExAnte can be coupled with any constrained pattern mining algorithm, and it is always profitable to start any constrained pattern computation with an ExAnte preprocess. -ExAnte is efficient and effective: even a very large input dataset can be reduced of an order of magnitude in a small computation. -A thorough experimental study has been performed with different monotone constraints on various datasets (both real world and synthetic datasets), and the results are described in details.
Problem Definition
Let Items = {x 1 , ..., x n } be a set of distinct literals, usually called items. An itemset X is a subset of Items. 
itemsets T h(C f req ). In general given a conjunction of constraints C the constrained itemset mining problem requires to compute T h(C); the constrained frequent itemsets mining problem requires to compute T h(C f req ) ∩ T h(C).
We now formally define the notion of anti-monotone and monotone constraints.
If C AM holds for X then it holds for any subset of X.
The frequency constraint is clearly anti-monotone. This property is used by the APRIORI algorithm with the following heuristic: if an itemset X does not satisfy C f req , then no superset of X can satisfy C f req , and hence they can be pruned. This pruning can affect a large part of the search space, since itemsets form a lattice. Therefore the APRIORI algorithm operates in a level-wise fashion moving bottom-up on the itemset lattice, and each time it finds an infrequent itemset it prunes away all its supersets.
independently from the given input transaction database. If C M holds for X then it holds for any superset of X.
Note that in the last definition we have required a monotone constraint to be satisfied independently from the given input transaction database. This is necessary since we want to distinguish between simple monotone constraints and global constraints such as the "infrequency constraint":
This constraint is still monotone but has different properties since it is dataset dependent and it requires dataset scans in order to be computed. Obviously, since our pre-processing algorithm reduces the transaction dataset, we want to exclude the infrequency constraint from our study. Thus, our study focuses on "local" monotone constraints, in the sense that they depend exclusively on the properties of the itemset (as those ones in Table 1 ), and not on the underlying transaction database.
The general problem that we consider in this paper is the mining of itemsets which satisfy a conjunction of monotone and anti-monotone constraints:
Since any conjunction of anti-monotone constraints is an anti-monotone constraint, and any conjunction of monotone constraints is a monotone constraint, in this paper we focus on the problem given by the conjunction of frequency antimonotone constraint (C AM ≡ supp T DB (X) ≥ δ) , with various simple monotone constraints (see Table 1 ).
However, our algorithm can work with any conjunction of anti-monotone constraints, provided that the frequency constraint is included in the conjunction: the more anti-monotone constraints, the larger the data reduction will be. Table 1 . Monotone constraints considered in our analysis.
Search Space and Input Data Reduction
As already stated, if we focus only on the itemsets lattice, pushing monotone constraint can lead to a less effective anti-monotone pruning. Suppose that an itemset has been removed from the search space because it does not satisfy some monotone constraints C M . This pruning avoids checking support for it, but it may be that if we check support, the itemset could result to be infrequent, and thus all its supersets could be pruned away. By monotone pruning an itemset we risk to lose anti-monotone pruning opportunities given from the itemset itself.
The tradeoff is clear [3] : pushing monotone constraint can save tests on antimonotone constraints, however the results of these tests could have lead to more effective pruning. In order to obtain a real amalgam of the two opposite pruning strategies we have to consider the constrained frequent patterns problem in its whole: not focussing only on the itemsets lattice but considering it together with the input database of transactions. In fact, as proved by the theorems in the following section, monotone constraints can prune away transactions from the input dataset without losing solutions. This monotone pruning of transactions has got another positive effect: while reducing the number of transactions in input it reduces the support of items too, hence the total number of frequent 1-itemsets. In other words, the monotone pruning of transactions strengthens the anti-monotone pruning. Moreover, infrequent items can be deleted by the computation and hence pruned away from the transactions in the input dataset. This anti-monotone pruning has got another positive effect: reducing the size of a transaction which satisfies a monotone constraint can make the transaction violates the monotone constraint. Therefore a growing number of transactions which do not satisfy the monotone constraint can be found. We are clearly inside a loop where two different kinds of pruning cooperates to reduce the search space and the input dataset, strengthening each other step by step until no more pruning is possible (a fix-point has been reached). This is precisely the idea underlying ExAnte.
ExAnte Properties
In this section we formalize the basic ideas of ExAnte. First we define the two kinds of reduction, then we prove the completeness of the method. In the next section we provide the pseudo-code of the algorithm.
Definition 3.
[µ-reduction] Given a transaction database T DB and a monotone constraint C M , we define the µ-reduction of T DB as the dataset resulting from pruning the transactions that do not satisfy C M .
µ[T DB]
[α-reduction] Given a transaction database T DB, a transaction tID, X and a frequency constraint C f req [T DB], we define the α-reduction of tID, X as the transaction resulting from pruning the items in X that do not satisfy
Where:
We define the α-reduction of T DB as the dataset resulting from the α-reduction of all transactions in T DB.
The following two key theorems state that we can always µ-reduce and α-reduce a dataset without reducing the support of solution itemsets. Moreover, since satisfaction of C M is independent from the transaction dataset, all solution itemsets will still satisfy it. Therefore, we can always µ-reduce and α-reduce a dataset without losing solutions.
Theorem 5 (µ-reduction correctness). Given a transaction database T DB, a monotone constraint C M , and a frequency constraint C f req , we have that:

∀X ∈ T h(C f req [T DB]) ∩ T h(C M ) : supp T DB (X) = supp µ[T DB] C M (X).
Proof. Since X ∈ T h(C M ), all transactions containing X will also satisfy C M for the monotonicity property. Therefore no transaction containing X will be
µ-pruned (in other words: T DB[X] ⊆ µ[T DB] C M ). This, together with the definition of support, implies the thesis.
Theorem 6 (α-reduction correctness). Given a transaction database T DB, a monotone constraint C M , and a frequency constraint C f req , we have that:
∀X ∈ T h(C f req [T DB]) ∩ T h(C M ) : supp T DB (X) = supp α[T DB] C f req (X).
Proof. Since X ∈ T h(C f req ), all subsets of X will be frequent (by the antimonotonicity of frequency). Therefore no 1-itemsets in X will be α-pruned (in other words:
This, together with the definition of support, implies the thesis.
ExAnte Algorithm
The two theorems above suggest a fix-point computation. ExAnte starts the first iteration as any frequent pattern mining algorithm: counting the support of singleton items. Items that are not frequent are thrown away once and for all. But during this first count only transactions that satisfy C M are considered. The other transactions are signed to be pruned from the dataset (µ-reduction). Doing so we reduce the number of interesting 1-itemsets. Even a small reduction of this number represents a huge pruning of the search space. At this point ExAnte deletes from alive transactions all infrequent items (α-reduction). This pruning can reduce the monotone value (for instance, the total sum of prices) of some alive transactions, possibly resulting in a violation of the monotone
i.count++; if i.count == min supp then I = I ∪ {i}; 5. old number interesting items = |Items|; 6. while |I| < old number interesting items do 7.
T
old number interesting items = |I|; 10. I = ∅; 11.
forall transactions t in T DB do 12.
forall items i in t do 13.
i.count + +; 14.
if i.count == min supp then I = I ∪ {i}; 15. end while constraints. Therefore we have another opportunity of µ-reducing the dataset. But µ-reducing the dataset we create new opportunities for α-reduction, which can turn in new opportunities for µ-reduction, and so on, until a fix-point is reached. The pseudo-code of ExAnte algorithm follows:
Clearly, a fix-point is eventually reached after a finite number of iterations, as at each step the number of alive items strictly decreases.
Run-through Example
Suppose that the transaction and price datasets in Table 2 are given. Suppose that we want to compute frequent itemsets (min supp = 4) with a sum of prices ≥ 45. During the first iteration the total price of each transaction is checked to avoid using transactions which do not satisfy the monotone constraint. All transaction with a sum of prices ≥ 45 are used to count the support for the singleton items. Only the fourth transaction is discarded. At the end of the count we find items a, e, f and h to be infrequent. Note that, if the fourth transaction had not been discarded, items a and e would have been counted as frequent. At this point we perform an α-reduction of the dataset: this means removing a, e, f and h from all transactions in the dataset. After the α-reduction we have more opportunities to µ-reduce the dataset. In fact transaction 2, which at the beginning has a total price of 63, now has its total price reduced to 38 due to the pruning of a and e. This transaction can now be pruned away. The same reasoning holds for transactions number 7 and 9. At this point ExAnte counts once again the support of alive items with the reduced dataset. The item g which initially has got a support of 5 now has become infrequent (see Table 2 (c) for items support iteration by iteration). We can α-reduce again the dataset, and then µ-reduce. After the two reductions transaction number 5 does not satisfy anymore the monotone constraint and it is pruned away. ExAnte counts again the support of items on the reduced datasets but no more items are found to have turned infrequent. The fix-point has been reached at the third iteration: the dataset has been reduced from 9 transactions to 4 transactions (number 1,3,6 and 8), and interesting itemsets have shrunk from 8 to 3 (b, c and d) . At this point any constrained frequent pattern mining algorithm would find very easily the unique solution to problem which is the 3-itemset {b, c, d}. 
Experimental Results
In this section we deeply describe the experimental study that we have conducted with different monotone constraints on various datasets. In particular, the monotone constraints used in the experimentation are in Table 1 . In addition, we have experimented a harder to exploit constraint: avg(X.prices) ≥ n. This constraint is clearly neither monotone nor anti-monotone, but can exhibit a monotone (or anti-monotone) behavior if items are ordered by ascending (or descending) price, and frequent patterns are computed following a prefix-tree approach. This class of constraints, named convertible, has been introduced in [10] . In our experiments the constraint avg(X.prices) ≥ n is treated by inducing a weaker monotone constraint: max(X.prices) ≥ n. Note that in every reported experiment we have chosen monotone constraints thresholds that are not very selective: there are always solutions to the given problem. In the experiments reported in this paper we have used two datasets."IBM" is a synthetic dataset obtained with the most commonly adopted dataset generator, available from IBM Almaden 1 . We have generate a very large dataset since we have not been able to find a real-world dataset over one million transactions. "Italian" is a real-world dataset obtained from an Italian supermarket chain within a marketbasket analysis project conducted by our research lab, few years ago (note that the prices are in the obsolete currency Italian Lira). For a more detailed report of our experiments see [5] . In Figure 2 (a) the reduction of the number of transactions w.r.t the cardinality threshold is shown for four different support thresholds on the synthetic dataset. When the cardinality threshold is equal to zero the number of transactions equals the total number of transactions in the database, since there is no monotone pruning. Already for a low support threshold as 0.1% with a cardinality threshold equals to 2 the number of transactions decreases dramatically. Figure 2 (b) describes the reduction of number of interesting 1-itemsets on the same dataset.
As already stated, even a small reduction in the number of relevant 1-itemsets represents a very large pruning of the search space. In our experiments, as a measure of the search space explored, we have considered the number of candidate itemsets generated by a level-wise algorithm such as Apriori. In Figure 3 is reported a comparison of the number of candidate itemsets generated by Apriori and by ExAnteApriori (ExAnte pre-processing followed by Apriori) on the "Italian" dataset with various constraints. The dramatic search space reduction is evident, and it will be confirmed by computation time reported in the next section. How the number of candidate itemsets shrinks by increasing strength of the monotone constraint is also reported in Figure 3 . This figure also highlights another interesting feature of ExAnte: even at very low support level (min supp = 5 on a dataset of 186,824 transactions) the frequent patterns computation is feasible if coupled with a monotone constraint. Therefore, ExAnte can be used to make feasible the discovery of particular patterns which can be discovered only at very low support level, for instance:
-extreme purchasing behaviors (such as patterns with a very high average of prices); -very long patterns (using the cardinality constraint coupled with a very low support threshold).
We report run-time comparison between Apriori and ExAnteApriori. We have chosen Apriori as the "standard" frequent pattern mining algorithm. Recall that every frequent pattern mining algorithm can be coupled with ExAnte preprocessing obtaining similar benefits. Execution time is reported in Figure 4 . The large search space pruning reported in the previous section is here confirmed by the execution time.
Related Work
Being a pre-processing algorithm, ExAnte can not be directly compared with any previously proposed algorithm for constrained frequent pattern mining. However, it would be interesting to couple ExAnte data reduction with those algorithms and to measure the improve in efficiency. Among constrained frequent pattern mining algorithms, we would like to mention FIC M [11] and the recently proposed DualMiner [4] .
