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In this thesis, we investigate the identification of physical parameters both in the 
elliptic boundary value problem and the parabolic initial-boundary value problem. 
These problems are one of inverse problems which play important roles in numerous 
practical applications. 
We will first introduce the basic ideas and backgrounds of inverse problems, in 
particular, of parameter identifications problems, and discuss the difficulties arised. 
Real applications in different categories will be presented. 
Then, we discuss numerical methods for parameter identifications in the parabolic 
systems. The identifying process is first formulated as a constrained minimiza-
tion using the output least squares approach with the /f^-regularization or BV-
regularization. Then the constrained minimization problem is discretized by the 
finite element method and the convergence of the approximation is given. The dis-
crete constrained problem will be reduced to a sequence of unconstrained minimiza-
tion problems. Numerical experiments are presented to show the efficiency of the 
proposed method. 
Finally, we study the numerical identifications of parameters in elliptic systems 
by using Augmented Lagrangian method. The identifying problem is formulated 
as a constrained minimization problem combining the output least squares and the 
equation error method. This minimization problem is equivalent to the saddle-point 
problem of an augmented Lagrangian and the finite element method is used to dis-
cretize the saddle-point problem. Finally an Uzawa algorithm is suggested for solving 
the discrete saddle-point problem, which is reduced to positive definite linear alge-
braic sytems and can be solved efficiently by GMRES method. Numerical results 
are given to demonstrate that the proposed methods work satisfactorily in recovering 
both smooth and discontinuous parameters, with or without noisy observation data. 
ii 
Contents 
1 Introduction 1 
1.1 Inverse problems and Parameter Identification 1 
1.2 Examples in inverse problems 2 
1.3 Applications in parameter identifications 5 
1.4 Difficulties arising in inverse problems 7 
2 Identifying Parameters in Parabolic Systems 9 
2.1 Introduction 9 
2.2 An averaging-terminal status formulation and existence 
of its solutions 12 
2.3 Optimization approach and its convergence 17 
2.4 Unconstrained minimization problems 26 
2.5 Armijo algorithm 28 
2.6 Numerical experiments 32 
2.6.1 Convergence of the minimization problem. • . . 40 
2.7 Noisy data 59 
3 Identifying Parameters in Elliptic Systems 68 
iii 
CONTENTS iv 
3.1 Augmented Lagrangian Method 68 
3.2 The discrete saddle-point problem 70 
3.3 An Uzawa algorithm 71 
3.4 Formulation of the algorithm 73 
3.5 Numerical experiments 76 
3.6 Alternative formulation of the cost functional 90 




1.1 Inverse problems and Parameter Identification 
Inverse problems are found in numerous fields, such as Physics, Mechanics and Geo-
physics, etc. Most applications are related to Heat Conduction, Inverse Scattering, 
Signal and Image Processing，Vibration and X-Ray Tomography. Parameter Iden-
tification is just one type of such inverse problems. We refer to the books by Bank 
and Kunish [2] and Engl et al. [12] for more physical backgrounds. 
Following Keller [19], we call two problems inverse to each other ifthe formulation 
of one problem involves the other, one of these might be called the direct problem 
whereas the other is called the inverse problem. Loosely speaking, predicting the 
future behaviour of a physical system from the knowledge of its present state and the 
physical laws is called a direct problem. An inverse problem can be described as the 
determination of the present state of the system from the future observations (i.e. the 
calculation of the evolution of the system backwards in time) or the identification of 
physical parameters from the observations of the evolution of the system (parameter 
identification). 
Identifying physical parameters in elliptic boundary value problems and time de-
pendent initial-boundary value problems plays an important role in many practical 
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applications. For instance, it arises in the estimation of elastic parameters in static 
models, remote sensing of the thermal conductivity of a nonhomogeneous solid, infer-
ring the transmissivity or permeability from known data of the pressure and pressure 
gradient in oil reservoir and aquifer simulations, etc. 
There are many different kinds of inverse problems arising in elliptic boundary 
value problems and time dependent initial-boundary value problems. Among all, we 
will list a few of them below (c.f. [11, 21]). 
1.2 Examples in inverse problems 
Consider the following one dimensional model: 
ut{x, t) - {q{x, t)u,), = / ( x , t) {x, t) e (0,1) X (0, T) (1.1) 
with initial condition 
^ 0 ) = WoM X G [0,1] (1.2) 
and the Dirichlet boundary condition 
u(o,t) 二 u_(t) t e (0, T) (1.3) 
u{l,t) 二 UMyl{t) te{0,T) (1.4) 
Problem 1 : Unspecified initial conditions 
With proper boundary conditions and the measurement of u at final time T. say 
u{x, T) = UT{x) X e [0,1], 
then the inverse problem consists in determining the initial condition uo{x). 
Problem 2 : Unspecified boundary condition 
Suppose proper initial conditions and only one of the two boundary conditions, say 
Ubdyo{t) is given. If either the measurement of u at some point a G (0，1), 
u{a, t) — Ua[t) t G [0, T], 
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or the flux |^(0,t) is given, then the inverse problem consists in determining the 
unknown boundary condition u^dyi {t). 
Problem 3 : Unspecified source term 
With proper initial and boundary conditions and the measurement of u at some point 
a G (0,1) such that 
u{a^ t) = Ua{t) t G [0,T], 
then the inverse problem consists in determining the source term f{x,t). 
Problem 4 : Unspecified parameter 
In different models, q may be a constant, a function of time, a function of space, or 
a function of both time and space. With proper initial and boundary conditions and 
corresponding measurement of u, then the inverse problem consists in determining 
the parameter q. 
In some cases, there may be more than one unknown paramters in the system 
(1.1) and we want to find these unknown parameters from overspecified data in a 
boundary value or initial value problem. 
Problem 5 : Unknown Source f[x,t) and u{x,t) 
f 
Ut{x,t) - Uxx{oc,t) = f(cc,t), 0 < X < 1, t > 0 
u{x,0) 二 0, 0 < r r < l 
< u{0,t) = h{t), t > 0 
Ua:{0,t) = g{t), t>0 
u{l,t) = 0, t > 0 
� 
Here h(t),g(t) are assumed to be known data from which the pair {u, / } is to be 
determined. Note that if f is known, then this problem is overdetermined in the 
sense that it is in general not possible to arbitrarily specify both the function h{t) 
and g{t). 
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Problem 6 : Unknown coefficient q{x) and u{x,t) 
‘ut - {q{x)ua:), = f{x, t), 0 < x < 1，t > 0 
u{x,0) = 0， 0 < : r < l 
^ u{0,t) 二 h(t), t > 0 
q{0)u,{0,t) = g{t), t>0 
u{l,t) = 0, t > 0 
� 
Here h{t),g{t), f (x , t) are assumed to be known data from which the pair {u, q} is to 
be determined. 
When two conditions are imposed at a point of the boundary, only one of the 
conditions can be controlled while the other must be observed. That is, in any 
physical experiment, we cannot force both conditions to.be satisfied for arbitrary h 
and g. However, we can force (say) the Neumann boundary condition to be satisfied 
for arbitrary g and then simply observe the behavior of w(0,t) and record it as h{t). 
In this thesis, we mainly focus on identifying the coefficients q{x) in elliptic bound-
ary value problems and time dependent initial-boundary value problems described by 
\ - V • (^(x)V^(x)) = f(x), X e Q (1.5) 
u(x) = 0， X e dQ 
< 
and 
‘Ut{x,t)-V-{q{x)Vu{x,t)) 二 /OM), {x,t) e nx{0,T) 
< u{x,0) = h{x), X e n (1.6) 
u{x,t) 二 0, OM) G dn X (0,T) 
w 
where Cl is a bounded domain in R^, d 二 1,2 or 3, and its boundary is denoted by 
dn. 
In summary, one often encounters the situation that the physical laws governing 
the process are known, but quantitative information about physical parameters is not 
available. This is our motivation. We will choose some real-time applications and 
discuss their mathematical modellings. 
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1.3 Applications in parameter identifications 
(I) Heat conduction [12 
Consider the heat conduction in a material occupying a bounded domain Q 
in R^, d = 1,2 or 3. Suppose the temperature on the boundary dfl is kept 
constant at UQ, then we can model the temperature distribution u by: 
‘Ut{x,t)-V'{q{x)Vu{x,t)) = f{x,t), {x,t) e nx(0,r) 
< • ， • ) = h{x), X e n (1.7) 
u(oc,t) = UQ, {x,t) G dn X (0,T) 
\ 
where f{x,t) denotes internal heat source, q{x) is the heat conductivity of the 
material and h{x) is the initial temperature. 
After sufficiently long time, the heat conduction system (1.7) can be modelled 
by the following stationary elliptic problem: 
1 -V . {q{x)Vu{x)) = / ( r r ) , 工 G Q (1 ^) 
1 u{x) = Uo, X G dVt 
In some real applications, the parameter q{x) is often difficult to measure di-
rectly, while it requires less cost to measure the solution u at various points in 
the medium [16]. Therefore, our goal is to determine the heat conductivity q{x) 
in (1.7) or (1.8) by using the measurements of the temperature distribution u 
at various points in the material. 
(II) Diffusion [27； 
When some dye diffuses through a motionless liquid in a tube, the dye moves 
from regions of higher concentration to regions of lower concentration. Then 
(1.6) becomes a typical diffusion problem with u being the concentration of the 
dye: 
‘Ut{x,t)-V'{q{x)Vu{x,t)) = f{x,t), {x,t) G Q X (0,T) 
< u{x,0) = h{x), X e n (1.9) 
� 盜 = 0 ， OM) G dQ X (0, T) 
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where f{x,t) denotes external source or a sink and q{x) is the rate of diffusion. 
The homogeneous Neumann boundary condition describes the situation that 
no dye flux exchanges through the boundary. 
In the steady state, the diffusion problem becomes 
: - V . {q{x)Vu) 二 / ( x ) , rr G Q (丄叫 
盜 = 0 , X G dQ 
Our goal is to determine the rate of diffusion q{x) from the measurements of 
the concentration of the dye u(x, t). 
(III) Electric conduction[9 
When currents g{x) are injected on the surface of a material, then the voltage 
responses u{x) can be measured on the surface. The problem can be modelled 
by a typical electric conduction problem: 
‘ - V • {q{x)Vu{x)) = f{x), X e n 
( l . l l j 
� q{x)^{x) = g{x), X G dQ 
Our goal is to determine the electric conductivity q{x) from the measurements 
of the voltage responses u{x). 
(IV) Groundwater flow and oil reservoir simulation [14 
For ground water flow and oil reservoir simulation, it is extremely difficult and 
costly to measure the transmissivity coefficient. However, since the problem 
can be modelled by (1.9) , (1.10) or (1.11), we can determine the transmissivity 
coefficient q{x) by observing the piezometric head u{x) in the aquifer Q and 
employ the numerical methods to be studied in the thesis. 
(V) Vibrating drumhead [27 
Consider an elastic and flexible vibrating membrane stretched over a frame 
(drumhead). Suppose the vertical displacement from equilibrium is u{x, t) and 
there is no horizontal motion. Let ^1 be any domain in R^ and q{x) be the 
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tension of the drumhead. Then the vertical displacement can be modelled by: 
‘^{x,t)-V'{q{x)Vu{x,t)) = f{x,t) {x,t) e Q x ( 0 , T ) 
< u{x,0) = h{x) X e Q (1.12) 
u{x,t) = 0 {x,t) e dn X (0, T) 
V 
where f{x, t) denotes the external force. (1.12) is called a wave equation. Phys-
ical examples can be found in the vibrations of an elastic solid, sound waves in 
air, electromagnetic waves (light, radar, etc), linearized supersonic airflow, free 
mesons in nuclear physics, and seismic waves propagating through the earth. 
(VI) Population dispersal studies in ecosystem [2 
In ecological studies, experimental research suggests that plant distribution and 
diversity affect herbivore densities mainly by changing herbivore movement and 
searching patterns. One of the popular distributed model is just the same as 
(1.9) in diffusion problem. The only difference is that in this case, q{x) stands for 
'rate of diffusion ofpopulation', u{x, t) is the population density of the herbivore 
while f{x,t) represents general sink/source terms such as death/birth. 
1.4 Difficulties arising in inverse problems 
For all of the examples presented in the last section, we observe that the inverse 
problems are nonlinear even if the direct problem is linear. Also, though the direct 
problem is well-posed, the inverse problem is ill-posed in the sense of Hadamard. 
That is, for which one of the following properties does not hold:-
i) existence: there exists a solution of the problem; 
ii) uniqueness: there is at most one solution of the problem; 
iii) stability: the solution depends continuously on the data. 
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The study of concrete inverse problems mainly involved the questions how to 
enforce uniqueness and how to make the numerical method stable. We usually do 
not put much concern with the existence as it can usually be enforced by enlarging 
the solution space. 
If a problem has more than one solution, we either has to decide which one is of 
interest or if possible, build additional properties into the model. This might hap-
pen in a practical problem, the observed data (even if measured exactly at infinitely 
many points), cannot determine the parameter we want. For instance, when Vu = 0 
in (1.5), say u reaches a stationary point, the coefficient q{x) cannot be uniquely 
determined. When the solution of a problem does not depend continuously on the 
observed data, the numerical method becomes unstable. Then its solution is practi-
cally impossible to compute as the data are always perturbed by noise. Fortunately, 
these problems can be remedied by the use of the regularization methods. 
Observed or measured data plays a very important role in solving inverse prob-
lems. However, in most practical applications, say measurement of groundwater flow 
or the chemical concentration in human body, it is very difficult and costly to measure 
the data in the system. Also, as mentioned before, the measured data may contain 
some noises or errors. Therefore, one should construct methods to solve the inverse 
problem with fewer sample points and minimize the effect of noises or errors in the 
system. 
As there are many difficulties in the theoretical analysis and numerical computa-
tions, inverse problems have remained to be very challenging for both mathematicians 
and engineers. Its applications and investigations are attracting more and more at-
tentions. 
Chapter 2 
Identifying Parameters in 
Parabolic Systems 
2.1 Introduction 
The major part of this chapter comes from our journal paper [20]. We consider an op-
timization approach, combined with the output least squares method, for identifying 
the parameter q{x) in the following parabolic system: 
r)qi 
--V-{q{x)Vu) = f{x,t) in Qx{0,T) (2.1) 
with the initial condition 
u{x, 0) = uo{x) in ^ (2.2) 
and the Dirichlet boundary condition 
u{x,t) = 0 on dn X (0,T). (2.3) 
In practical applications, we are often given the terminal status observation 
u{x,T) = z{x) 
(possibly through the interpolation of the point observation values) and asked to 
recover the physical parameter q{x). The physical domain Q can be any bounded 
9 
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domain in R^ (d > 1), with a piecewise smooth boundary r , and f e L^(0, T; H'^{^)) 
is a given source term. 
For our later use, we introduce the following space of functions with bounded 
variation 
BV{Q) = |g G Li(Q); \\q\\BV{Q) < oo|, 
where \\q\\BV{n) = lklli^ i(f2) + /^ \Dq\. The notation f^ \Dq\ is not for an integral but 
for a quantity defined by 
J \Dq\ = sup I j q divp dx; g G ( ( ^ � ) ) " a n d |p(x)| < 1 in 17}. 
We now formulate the considered parameter identifying problem as the following 
constrained minimizing process: 
minimize J{q) = ^ [ q{x)\V{v{q]T)-z)\^dx + jN{q) (2.4) 
2 Jn 
subject to q G K and i;Et>(^^;t)G^oi(Q) satisfying 
v(x,0) = u^{x) in ^, (2.5) 
[vt^dx+ [ q(x)Vv ‘ V0 dx 二 [ f{x,t) ^dx y^eH^{n) (2.6) 
Jn Jn Jn 
for a.e. t e (0,T). Note that the system (2.5)-(2.6) is the variational formulation 
associated with the parabolic problem (2.1)-(2.3) for continuous q{x) in fi. For dis-
continuous q{x), the variational formulation is a bit different, as stated below. 
Suppose q{x) is discontinuous in Q, say 
j qi{x), X e ^1 
q{x)= 
q2{0c), X G 仏 
v 
where l^ i and 仏 are two subdomains of Q and f2 = ^i U ^ ¾. Multiplying (2.1) by a 
test function (j> G H^{Q) and integrating over Q, we get 
/ Ut ^ dx — / V • {qi{x)Vu{x)) 4> dx 
Jn JQi 
- / V • {q2{x)Vu{x)) (j) dx = / f (j> dx 
Jn2 Jn 
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then using integration by parts, we have for any 4> G H^{^) that 
/ ut 4> dx + / qiVu • V0 dx 一 / qiVu . n 0 ds 
Jn Jni JdQi 
+ / q2Vu • V^ dx — / q2^u . n 4> ds — / f (j) dx 
Jfl2 Jdfi2 J^ 
or equivalently, 
/ ut 4> dx + / qVu . V0 dx 
Jn Jn 
= [ f ^ d x + [ qi^^ds+ [ q2^ cj> ds V0G#(n) 
Jn JdQ, dri Jdn2 加 
Let r = dQ-i n dQ] and [q^] = q i ^ — ^2f^ where n is the outward normal to the 
boundary of ^)i, then we obtain 
[ut 0 dx + f qVu . V0 dx = [ f • dx + f [q^] (j) ds V0 G Hl{Q). (2.7) 
Jn Jn JQ Jr dn 
This is the variational formulation of (2.1) for a discontinuous coefficient q{x) in Q, 
and /r[g^]伞 ds is called the jump condition for q{x). In most real applications, the 
jump condition /p[q'|^] 4> ds is zero and (2.7) is just the same as (2.6). 
The function z G i7o(r^) appearing in (2.4) is the measured data, and N(^q) is a 
regularization term with a weight coefficient 7 > 0. Throughout the paper, N{q) is 
taken to be 
N{q) = [ \Vq\^dx or N{q) = [ \Dql (2.8) 
Jn Jn 
namely the semi-norm in H^{Q) or the semi-norm in the EF-space. The constrained 
set K above is a subset of H^{Q) or BV{Q) defined by 
K = {q G i^ (^^ )^； |||^ f|||<oo and ai < q{x) < a2 a.e. in Q}. 
Here the norm |||9||| = |kl|;yi(n) or |||g^||| = \\q\\BV{n) corresponding to the forms of 
N{q), ai and a2 are two positive constants. 
Note that the evaluation of the cost functional J{q) requires the availability of 
the terminal status value of the solution v{q] t) to the system (2.5)-(2.6) at t = T, 
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this assumes the regularity v e C{0,T;H^{Q)). But this may not be true in many 
real applications, say with a discontinuous coefficient q{x) or source term f{x,t). 
To make our approach cover more general cases, we will reformulate the problem 
(2.4)-(2.6) in a weaker and more practical sense in Section 2.2. In Section 2.3 we 
will discuss the discretization of the minimization problem given by Section 2.2 by 
using a simple finite element method, together with its convergence analysis. Then in 
Section 2.4, we will reduce the constrained finite element problem to a sequence of un-
constrained minimizations. Finally in Section 2.5 the Armijo algorithm is introduced 
and derived in details for solving discrete unconstrained minimizations. Numerical 
Experiments are presented in Section 3.5 and Section 2.7 which indicate the stable 
and global convergence of the Armijo-type algorithm and the effectiveness of the 
proposed method even for the identification of highly discontinuous and oscillated 
parameters, with and without noised observations. 
2.2 An averaging-terminal status formulation and 
existence of its solutions 
Throughout our analysis, we will make the following assumptions on the given source 
term and initial data for the parabolic problem (2.1)-(2.3): 
/ e L^{Qr) and uo G H\Q), (2.9) 
where Qr = Q x (0,T). With the assumption (2.9), we know from the standard 
parabolic theory that for each q E K there exists a unique solution v{q] t) to the 
parabolic problem or equivalently to the variational problem (2.5)-(2.6) and it has 
the following regularities 
v(q)eL\id,T-Hlm, v[q)eH\{),T-L\Q)), v{q)eC{Q,T-L^Q)). 
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Instead of the system (2.4)-(2.6), we will use the following weaker and more practical 
formulation: 
minimize J{q) = ^ [ [ q{x)\V{v{q;t) — z) \^dxdt ^-^N{q) (2.10) 
2 Jx-a Jn 
subject to q G K and v 三 • , t) G i^oH^) satisfying 
•，0) 二 uo{x) in n, (2.11) 
|^Vt^da:+[q(oc)Vv.V(|)dj: 二 [ f{x,t) (j)dx W^eHl(Q) (2.12) 
Jn Jn Jn 
for a.e. t e (0,T). In the above, a is a small constant number. In our numerical 
implementation, we often take a to be one or two discrete time step sizes. 
In our later analysis, we will make no difference between the semi-norm ||V. \\L^ {Q) 
and the full-norm || •丨丨丑丄⑶ in ^ ^ � as they are equivalent by Poincare's inequality. 
We are now going to show the existence of minimizers to the problem (2.10)-(2.12). 
To do so, we need the following lemma. 
Lemma 2.2.1 For any sequence {qn} in K which converges to some q G K in L (^$1) 
as n — oo, we have 
lim [ [ qn{x){V{v{qn)-z)l^dxdt= [ f q{x)\V{v{q)-z)\^dxdt. 
n—oo Ji-o^ Jn JT-a JQ 
Proof. We first derive an apriori bound on the solution v{q] t) to the system 
(2.11)-(2.12) for any q G K. Taking any q{x) € K and 小=v(q;t) in (2.12) and then 
integrating with respect to t, we derive that 
hHQ'.t)WlHQ)^^i [ [ \^v{q]t)\^dxdt 丄 Jo Jn 
< 2ll^ 0||i2(n) + WfWmO,t-,H-HQ))Wv{q',t)WLHO,t-,H^{Q))i 
then applying Young's inequality yields 
l^{Q'^t)WlHn)^Oii [ [ \Vv{q]t)\^dxdt < Wu0Wl2^n) + ^WfWlHo,T-,H-Hn)) (2.13) 
Jo Jn "1 
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for any t e (0,T]. This implies the sequence {v{qn)} is bounded in the space 
L^{0,T;H^{^)), hence we may extract a subsequence, still denoted by {v{qn)} such 
that 
v{qn) ^ V* weakly in L^{0,T;H^{Q)). (2.14) 
We next show v* = v{q). To see this, multiplying both sides of the equation 
f v{qMdx^ [ qn{x)Vv{qn)-Vc|>dx= [ f^dx \/^eH',{n) (2.15) 
Jn Jn Jn 
by a function r]{t) G C^[0,T] with r]{T) = 0, then integrating with respect to t, we 
get 
—/ uo T]{0)^dx + / / T]{t)f^dxdt 
Jn Jo Jn 
= - / / v(jin)Mt)dxdt+ / / r]{t)Qn{x)Vv{qn) • V^dxdt 
Jo Jn Jo Jn 
=-[[v[qn)^t[t)dxdt+ [ [ r]{fi)q[xY7v�qn�.V^dxdt 
Jo Jn Jo Jn 
+ [ [ r]{t){qn{x) - q{x))V^ • Vv{qn) dxdt. (2.16) 
Jo JQ 
The last term in (2.16) converges to zero by the Cauchy-Schwarz inequality, (2.13) 
for v{qn) and the Lebesgue dominant convergence theorem. Thus letting n ^ oo in 
(2.16) and using (2.14), we obtain 
—/ Uo rj{0)^dx + / / r]{t)f4>dxdt 
Jn Jo JvL 
rji rjn 
=—[[v*^r]t{t) dxdt + [ [ 7]{t)q(^x)Vv*.V^docdt, (2.17) 
Jo Jn Jo Jn 
which is valid for any r]{t) G C^[0,T] with r]{T) = 0. Hence (2.17) is also true for any 
rj(t) e CS^(0,T), this implies 
[v;^dx+ [ q{x)Vv*-V^dx= [ f(j)dx V0GiJo'(^) 
Jn Jn Jn 
and using this we get v*{0) = Uo readily from (2.17). Therefore we know v* = v{q) 
by definition of v{q). 
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Finally we are ready to prove the desired result of the lemma. We rewrite (2.15) 
into the form 
/ [vi^qn)-z)t + dx+ / qn{x)V{v{qn)-z)'V^dx= / f^dx- / qJ^oc)Vz.V^dcc, 
jQ Jn Jn Jn 
and then taking 小=v{qn) — ^ gives 
1 d f 
l^j^\H^n)-A\l^{n)+ / qn{x)\V{v{qn)-z)\^dx 
J ^ "2 
- f f {v{qn) - z) dx - [ qn{x)Vz . V{v{qn) - z) dx. (2.18) 
Jn JQ 
Similar relation holds also for v{q), namely 
1 d f 
^^W^{Q)-4h{n) + y^^(^)|V(^;(g)-2;)|^x 
= [ f { v { q ) - z ) dx - [ q{x)Vz-V{v{q)-z)dx. (2.19) 
Jn Jn 
Subtracting (2.19) from (2.18) and after some simple manipulations we derive 
{|^qn{x)lV{v{qn) - z)l'dx -|j{x)lV{v{q) - z)\'dx} 
+ • • I l + n ) — + ) | | i 2 p ) 
= / q{x)Vz • V{v{q) - z) dx - / qn{x)Vz ‘ V{v{qn) - z) dx 
jQ Jn 
+ J^ f {v{qn) - v{q)) dx - ^ jjAqn) - v{q)){v{q) - z) dx 
= / q{x)Vv{q) . V(2J(qn) - v(q)) dx + / (qn{x) - q{x))\Vz\^ dx 
Jn Jn 
+ J [qn{x)Wv{qn) - q{x)Vv{q)^ ‘ V{v{q) - 2z) dx 
三 ： K (2.20) 
where we have used the equation (2.12) for both v{qn) and v{q). 
Again by rewriting the first term on the left of (2.20), we have 
1 d C 
2^ll^(^n) - v{q)Wl2^^>^ + / qn{oo)lV{v{qn) - v{q))l^dx 
«/ J"^  
=i?i + { Jj,q{x) - qn{x)) |V(i;(g) - z)l'dx 
—2 J qn V(v(qJ — v(g)) . V(^;(^) - z) dxj 
三：K + Rl 
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integrating then over the interval (0，t) for any t < T, we get 
T 
\\Hqn\ t) - v{q- t)||i2(f,) < ^ |i^ + Rl\dt. 
By the weak convergence of v{qn) and the assumed convergence on qn, it is easy to 
know 
rT 
/ |i^ + i^|c / t4 0 as n ^ 00. 
Jo 
Therefore we have proved 
max v(qn] t) — v(q; t)Wi2(Q) ^ 0 as n~>oo. (2.21) 
te[o,T] 
Now the desired convergence of the lemma follows immediately by integrating (2.20) 
over [T - a, T] and using (2.21). • 
Remark 2.2.1 We can see from the proof of Lemma 2.2.1 that we should say there 
is a subsequence of {qn} for which the convergence of Lemma 2.2.1 holds, instead of 
the global convergence as stated. But for simplicity, we still write the convergence for 
the whole sequence in all cases of the kind throughout the paper. 
Theorem 2.2.1 There exists at least a minimizer to the optimization problem 
(2.10)-(2A2). 
Proof. We prove only for the case of N{q) taking the ^V-norm. The ii/i-norm 
case is easier and similar. 
First by virtue of the bound in (2.13), we know that for any constant function q 
in K J{q) is bounded. Thus min J(q) is finite over K, and there exists a minimizing 
sequence {qn} with qVi G K such that 
lim J{qn) 二 minJ(g^). 
n—00 gEK 
So {N(qn)} is bounded by definition of J(.), and there is a subsequence, still denoted 
as {qn}, such that Qn ^ q* in L^{Q) and q* e K (cf. Theorem 1.19 [15]). Then by 
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means of Lemma 2.2.1 and the lower semi-continuity of the BV-norm, we get 
J(q*) < lim 1 f [ qr,{x)lV{v{qn)-z)l^dxdt^jlimmi [ \Dqn\ _ n—oo 2 Jrp_^ 九 ri^ oo J^ 
< lim inf J(qn) = min J{q), 
— ri">oo qeK 
which indicates q* is a minimizer of J(.) over K. • 
Remark 2.2.2 All the results of this chapter are easily generalized to the L^-norm 
, case in the cost functional J{q), i.e. 
minimize J{q) 二 ^ [ \{v{q]T) - z)]^dx + jN{q) (2.22) 
2 Jn 
subject to q G K and v 三 i;(gs t) G i^o(^) satisfying (2.5) — (2.6) 
2.3 Optimization approach and its convergence 
We now propose a finite element method for solving the continuous minimization 
problem (2.10)-(2.12). To the purpose, we first triangulate the polyhedral domain Q 
with a regular triangulation T " of simplicial elements, namely intervals in one dimen-
sion, triangles in two dimensions and tetrahedra in three dimensions (cf. Ciarlet [10]). 
Then we define the finite element space Vh to be the continuous and piecewise linear 
space over the triangulation T^, and Vh a subspace of Vh with all functions vanishing 
on the boundary dQ. Let {xi)fLi be the set of all the nodal points ofthe triangulation 
T", then the constrained subset K is approximated by 
Kh = \^Vh e Vh] ai < Vh{xi) < a2 for i = l，2，...，ivj^. 
To fully discretize the parabolic system (2.11)-(2.12), we need also the time dis-
cretization. To do so, we divide the time interval (0, T) into M equally-spaced subin-
tervals by using nodal points 
0 = t° < t^ < •.. < tM 二 T 
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with r = nr, r = T / M . For a continuous mapping u : [0,T] ~^ L^(^), we define 
u^ 二 x^(.，nT) for 0 < n < M. For a given sequence {u^)n=Q C L^{^)观 define the 
difference quotient and the averaging function: 
n 一 ^n-l 1 广 
dr U^ = -~~-~~， U^ = - / U{f) dt. 
T T Jtn-1 
With the above notations, we can formulate the finite element problem corre-
sponding to the problem (2.10)-(2.12) as follows: 
� M 广 
mmJ^(q,) = ^ J^ / gh(x)\VK-z)\'dx + jN,(q,) (2.23) 
n=M-no Jn 
o 
subject to Qh e Kh and < 三 vJ^ (qh) ^Vh satisfying 
v'h = QhUo{x) in n, (2.24) 
[drVl (j)h dx + f qh{x)Vv]^ • V0/, dx = [ / " 0 " c b \f‘dh (2.25) 
Jo. Jn Jn 
for n = 1, 2,...，M. The integer no > 0 and the parameter a are assumed to satisfy 
a = (no + l ) r for simplicity. The term Nh{qh) is the discrete regularization defined 
by 
Mqh)= [ |V ,^|2 dx or Nh{qh) = f V|V^P + 5(") dx (2.26) 
Jn Jn 
corresponding to the continuous forms of N{q). Here S{h) is any positive function 
satisfying l i m " ^ o ^ ) = 5(0) = 0, and its role is to smooth the non-differentiable 
function | . |. The operator Qh used in (2.24) is the L^-projection from L^{Q) onto 
o 
Vh, which is defined by 
[QhV^dx= [ v^dx ^v e L^(Q), 4>eVh • (2.27) 
Jn Jn 
The operator Qh can be replaced by some other less expensive operators with similar 
approximation properties to the L^-projection (cf. Chan, Smith and Zou [5, 6]), 
including the finite element interpolant (if the initial value Uo is continuous), it does 
not affect any of our later convergence results. 
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Let Ih'. C(Q) ~^ Vh be the standard nodal value interpolant associated with Vh. 
Then for any p > d = dim{Q.), we have (cf. Ciarlet [10] and Xu [28]) 
lim I V - hvWw ,^P(n) = 0 V^ G W^^P{Q), (2.28) h^0 
lim |卜—QhvWm^n) = 0 V ” G H'o{Q) (2.29) 
h—O 0 � ) 
and for any v G iiTo(^) we have 
\Qhv\\L^n) < c |M|L2p), ||VQH|L2(fi) < c ||V^ ;||L2(o). (2.30) 
For existence of the minimizers to the finite element problem (2.23)-(2.25), we 
need the following continuity of the solution v^{qh) in (2.24)-(2.25) with respect to 
the coefficient qh. 
Lemma 2.3.1 For any sequence {q^} in Kh which converges to some Qh G Kh in a 
certain norm as k tends to oo； we have for n = 1, 2, • •., M 
^hiQh) ^ <{Qh) in H^{n) as k^oo. 
Proof. First by definition of v^{qh) we have 
[drV]^{q'^)^hdx+ [ qlVvl{ql) • V(j>Hdx = [ P ^hdx V0, GF,, (2.31) 
Jn Jn Jn 
[drv]l{qh) ^hdx 4- [ ^^V<(^；,) • W^^dx = [ P ^hdx ^¢^ eVh • (2.32) 
Jn Jvt Jn 
Taking cj) = rv^{q^) in (2.31) and using the fact q^ > ai, one easily get 
\\\vM)\\lHn) - ^ K - i ( " 0 l l i 2 ^ + aiT||V^^||2L2p) < 丁 Wrhnn) I K ( a ” l b ^ ， 
summing both sides over n 二 1，2, • • •，k < M, we derive 
M 
max|K(9')llL2(n) < C, r^||V<(g^|U2(^) < C (2.33) 
l < n < M 
_ _ n = l 
with C independent of h, r and k. Let w^{k) = v]l{Qh)~^hi^h) and subtracting (2.32) 
from (2.31), we obtain 
f drwl{k) ^hdx+ f g & ) V < W . V 0 , t / T = [ {qn - 9 ^ V < ( g , ) • Vc|>ndx 
Jn Jn Jn 
CHAPTER 2. IDENTIFYING PARAMETERS IN PARABOLIC SYSTEMS 20 
o 
for all (|)h ^Vh, then taking 0" = rw^{k) yields 
\\\wm\\hin) 一 ^l l<- 'Wll i^(r^)+^i^l|V<Wlli . (r ) ) 
< T{max|^r^(j;)-^/,(x)|>||V<(A:)||L2(fi)||V<(g/,)||L2(fi) 
x60 
from that we derive wJ^(k) ^ 0 in i^ (Q) immediately by summing the above in-
equality over n = 1，2,. •., M, the equivalence between the convergences in any two 
norms in the finite dimensional space Vh and the Gronwall's inequality. • 
Using Lemma 2.3.1 we can prove the following existence of the minimizers to the 
finite element problem (2.23)-(2.25). As it is similar to the proof of Theorem 2.2.1, 
with only minor modifications, we omit the details. 
Theorem 2.3.1 There exists at least a minimizer to the finite element problem 
(2.23)-(2.25). 
In our later convergence analysis of the finite element approximation, we will need 
the following two lemmas. 
Lemma 2.3.2 Let v^{qh) be the solutions of the finite element system (2.24)-(2.25) 
corresponding to Qh G Kh, then we have the following stability estimates 
M 
^ma^ IWte)||i2(0) + r ^ ||V<(^ )^||i2(^ ,) < C(||^ 0||i2(^ ) + ||/||i2(g )^), (2.34) 
-— n=l 
M 
^ m a x ^ | | V < ( 9 , ) | | i . ( ^ , ) + r ^ | | ^ < ( ^ , ) | | i . ( ^ ) < C{\\Vuo\\h^n) + W f W l n Q r ) ) ( 2 - 3 5 ) 
-— n=l 
with C independent ofqh,h and r. 
Proof. We shall write v^ instead of vJ^{qh) in the following. First for proving 
(2.34)，we take 0/, 二 TvJ^  in (2.25) to get 
-IKIIi2(n) - lK~'\\h(n)+r£q, |V<pdrr < 7||产||_||<||卵)， 
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summing both sides over n 二 1，2,. • •, k < M and using (2.30) yield 
1 k 
2ll^ 'lli^ (n) + air^||V<||i2(j,) 
n=l 
< ^ll-0||i.(.) + 臺7(亡||/1|2_”(&<||!2州广 
n = l n = l 
Now applying the Cauchy-Schwarz inequality we obtain 
k nT k 
lk l^li2(^ )^ + 2aiT^||V<||i2(o) < h0||i2(o) + / ll/Wlll2p)ci* + r E l | < | | i 2 ^ , 
n=l ^0 n=l 
which implies (2.34) by the Gronwall's inequality. 
The estimate (2.35) can be proved similarly by taking • � = ^%^h in (2.25). • 
Lemma 2.3.3 For any sequence {qh] in K^ and some q G K, if Qh converges to q 
in L^{Q) as h tends to 0； then 
M ^ nT p 
V T / qh{oo)\V{v]^{qh)-z)\^dx^ / / q{x)\V{v{q)-z)\^dxdt asT,h~^0. 
n=M-no 九 JT-aJn 
Proof. We shall use notations 1;^  and v to denote 2jJ^(qh) and v(q) respectively and 
v^ = v(q; tn) = v{q] nr) for 0 < n < M, 
1 严 
v^ = v^{q) = - / v{q] t)dt for 1 < n < M; v^ = v^{q) 二 i^ o. 
r Jtn-1 
Taking 0 = r'^ (|>h in (2.12), then integrating over [t^~\t^] and subtracting it from 
(2.25) yield 
[drK - v^)^hdx + i � [ qnV{vl — v) . V^ndxdt jQ T 人“-1 Jn 
= - [ [{q - Qh)^v . V^hdxdt, 
T 人"-1 Jn 
letting r/JJ = v^ — QhV ,^ and taking ^h = T”Ji in the above equation gives 
llKWlnn) - lWvr'Whm + 叩 W^vUh^n) 
< r [ {drT]]l) Tildx + f [ qn lVv]^l'dxdt 
Jn Jt^-^ Jn 
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=T f dr{v^ - QhV^) nldx + f [ {q - Qh)Vv • VrThdxdt 
Jn Jt^-^ JQ 
^j^n 
+ / / Qh^{v - Qhvn . ^rj]^dxdt 
Jtn_i Jn 
三：（I)i + (I)2 + ffl3. (2.36) 
Summing the above equation over n 二 1,2, •.., k < M, we obtain 
k k k k 
\u\\iHn) - \ m i ^ , n ) + - i - E i i ^ ^ ^ i i i ^ ( ^ ) ^ E ( i ) i + E ( i ) 2 + E « 3 . 
n—l n=l n=l n=l 
(2.37) 
We next estimate (I)” (I)2 and (I)3. First for (I)” by definition of Qh and the 
following formula which holds for any sequences {a^} and {bn}, 
k k 




E W i = ^ E / dr{v--v^)r^ldx 
n=l n=lJn 
二 [ {v' - v') rjt dx — T V [ ( , - i - r-')drV^, dx 
J^ n=l Jn 
< V^{j" ht\\l2^n)dty\\r]^h\\LHn) 
pT 1 k i 
+ r { / 1 1夠 1丨 1 2 (一 } 2卜 5 ^胁 "口 | 1 2卯 } 2 
0^ 71=1 
< cV^ 
where we have used the stability estimates (2.34)-(2.35) and the property of Qh. 
The estimate of (I)2 can be done easily by Young's inequality: 
jfc k J^"* 
E(1)2 < T ^ E " v " " 1 i 2 w + ？ [ [ 1^-"“丨 \^y\'dxdt. „ 1 ^ „ _ i "1 Jo JQ n=l n=l 
Finally we can decompose (I)3 into 
(I)3 二 r [ Qh •…—Qhv) . ^ Vh dxdt + [ [ qh VQh{v — v^) • V < dxdt, 
7t^-i Jn Jtn-i Jn 
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then applying Young's inequality and the property of Qh yields 
jfc k ^ 
E W 3 < T T E " V " " f w + 2 3 ( [ ^HlV{v-Q,v)l'dxdt 
1 ^ i ^ 1 J 0 J f2 
n=l n=l 
+2^ f y r ]V{v-v^)l^dtdx. 
1^ 九 ^  Jtr^-1 
Now using the above estimates on (I ) ” (I)2 and (I)3 we derive that as r, h ~> 0: 
M 
^max^K||i.(^,)^0 and r^||V77;^||i.(^)^0, (2.39) 
- - n=l 
where we have used r]^ 二 v^ — QhV^ 二 0, the Lebesgue dominant convergence theorem 
and the properties of the averaging function (cf. Proposition 9，Chap. 6 in [24]). 
By means of the results in (2.39) and the relation 
v]i-v^ = K-Qhvn^{QhV^-^n. 
we obtain immediately the convergence 
M 
^max^ K - v X m n ) ^ 0 and 丁 Y . ||V(< - v )^Wl^ ^n) ^ 0 (2.40) 
— 一 n=l 
as T, h — 0. Finally we are ready to show the desired convergence in Lemma 2.3.3. 
By the convergence of Qh and the boundedness of vJ^  and qh, it suffices to prove 
M f pT p 
/f - 1^ = T V qnm�-Zh)\2dx_ / q\V(v-Zn)\'dxdt^O 
n=M-no Jn JT-a Jn 
as h, T ~> 0, where Zh = QhZ. To do so, we can rewrite it as the following form 
M ftn 广 
/f - 4^ = E / / ““ (|VK — Z")|2 - |V(^ -孙)|2) dxdt 
n=M-no 人“-1 ^“ 
+ / / {qh-q)l^{v-Zh)l^dxdt 
JT-aJn 
= - ( n ) i + (II)2. 
For (II)2, we know by the Lebesgue dominant convergence theorem and (2.29), 
( I I ) 2 | < 2 [ [ \qh-q\\V{v-z)\^dxdt 
JT-aJn 
+ 2 / / \qh - q\ |V(z — Zh)\^dxdt — 0. 
JT-aJn 
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For (11)1，we obtain by the Cauchy-Schwarz inequality and (2.34) that 
M 广 s 1/2 
l(ii)il < a2( Y1 / l|v(<-Mli2^t^) 
\=Af-n�A"-i 
M 广 �1/2 
. ( E / l|VK + ^-2^,))||i.(^)dt) \ »1 Jt"^_i , n=M-no 
M pfri "2 
< c( Y. / ||VK-I;)||i.(^)rft) 
\n=M-noJ，i 
which converges to zero by using 
||VK - v)Wmn) < ||v« - v^ )Wmn) + ||V(|; - v^ )Wmn), 
the convergence in (2.40) and the approximation property of the averaging function. 
Hence we have prove l|f — 1^ ^ 0 as r, h — 0. • 
Now we are able to show the convergence of the finite element problem (2.23)-
(2.25). 
Theorem 2.3.2 Let {ql]h>o be a sequence of minimizers to the discrete minimiza-
tion problem (2.23)-(2.25). Then each subsequence of {Qh)h>o has a subsequence 
converging to a minimizer of the continuous problem (2.10)-(2.12). 
Proof. We prove only for the BV-regularization, i.e. Nh[qh) and N{q) taking the form 
of bounded variations in (2.26) and (2.8) respectively, the case with i7^-regularization 
is similar and easier. 
We first take qn = o^ i in (2.23) and v^{qh) to be the corresponding solution in 
(2.24)-(2.25), we easily see that 
« ) < 4^(^i) < c 
by using the stability estimates (2.34)-(2.35), with C independent of h and r. Hence 
by definition of Jff{-) and q^ € Kh, we have ||^||fiv(n) < C. So there exists a 
subsequence of {ql}, still denoted as {ql}, such that q^ converges to some q* e BV{Q) 
in L^Q), and q* G K. 
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Now for any q G K and any fixed e > 0，there exists a function q^ G C°°(r^) (cf. 
Evans-Gariepy [13], p. 127 and p. 172) such that 
h - qh^{Q) < ^, / |v^^eM$- / |D^ 1 < ^ 
Jn Jn 
Restrict Qs on K by defining 
z 
qs{x), if «1 < qs{x) < Of2, 
Qs{oc) = ai, if qe{x) < ai , 
0^ 2, if qe{x) > «2， 
\ 
then qe[x) G W^^°°{Q) n K and we easily see 
1¾ - qh^m < he _ qWi^in) < ^ 
and 
/ \Vqe\dx = / \Vqs\dx = / \^qs\dx 
Jn J{q,{x)=qe{x)] J{qe{x)=qe(x)} 
< / \Vqe\dx < / \Dq\ +5. 
Jn Jn 
Noting that q^  is the minimizer of J^{- ) over Kh, so letting qu 二 hQe： i.e. the 
interpolant of qe which belongs to Kh obviously, we derive 
J^{ql) < J^[Me) = J^{qH) 
M . p 
= ^ V / 9,|V<(9,)-Vz|^c/x + 7 / Vl^Qhl'^S{h)dx 
2 n=M-no 九 Jn 
then using the lower semi-continuity of the J5F-norm, Lemma 2.3.3 and convergence 
of Ih in (2.28)，we obtain 
rjn -
J{q*) = i f [ q*\V{v{q*)-z)\'dxdt + j / \Dq*\ 
^ JT-a Jvt Jn 
< l i m i n f j f ( ^ h^0 
T ~ > 0 
< l i m i n f j f C ^ ) 
ft—O T^0 
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= 1 f [ Qe\^v{qe)-Wz\^dxdt^j [ \Vqe\dx 
2 jT-aJn Jn 
< - [ [qel^v{qs) - Vz\^dxdt + j f \Dq\^je. 
2 jT-aJn Jn 
Now, letting s — 0 and using Lemma 2.2.1 we have 
J{q*) < J{q) VgeK, 
which indicates that q* is a minimizer to the problem (2.10)-(2.12). • 
2.4 Unconstrained minimization problems 
In this section, we are going to reduce the discretized constrained minimization of 
J|^{') over Kh in (2.23)-(2.25) into a sequence of unconstrained minimizations of the 
following functional J||^{e;.) over the entire space Vh： 
J^{e-qh) = Jff{qh) + ^ [ P{qh){x)dx (2.41) 
^ Jn 
where the functional J^ and the function P{qh) are defined respectively by 
M 广 
J^(QH) = \ Y. / \qh\ | v < — Vz\'dx + jN,{q,) 
n=M-no J n 
and 
P{qh){x) = ^{qh{x) — a2)l + ^{ai — qh{x))l. 
More precisely, we have the equivalence of the problem (2.23)-(2.25) to the following 
minimization problem: 
min J f (^ ; Qh)=祀⑷ + - [ P{qh){x) dx (2.42) 
s Jn 
subject to qh € Vh and < 三 ^ jJ^ (qh) eVh satisfying 
[drVl ^h dx + [ \qh\ v < • V^hdx = [ r(j)hdx \/‘么 (2.43) 
Jn Jn JvL 
for n 二 1，2, • • •，M, with v^ = QhUo-
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Let us make a remark on the formulation of the problem (2.42)-(2.43). Compared 
with the original finite element problem (2.23)-(2.25), one can find that in addition 
to an extra penalty term here, we have used the absolute value of qu instead of qh in 
the first term of J ^ and in (2.43). The major reason for this change is to ensure that 
vl{qh) is well-defined for each qh. If we keep the original qn instead of \qh\, v^{qh) 
might be undefined, say when qu is negative in some subregion. This may happen 
during the iterative process as the current unconstrained minimization takes place 
in the entire space Vn- With the new change of qh into |办|，vl[qh) will be always 
well-defined. 
The following convergence result can be proved in the same way as the proof of 
Theorem 4.1 in Seid-Zou [26]. We omit the details. 
Theorem 2.4.1 Let {£i}i be a strictly monotone decreasing sequence converging to 
zero as i tends to oo, and each q^' be a minimizer of J^{si,.) over Vh- Then each 
subsequence of {q^|^ }i has a subsequence converging to a minimizer of the finite element 
problem (2.23)-(2.25). 
Following the proof of Theorem 2.4.1, we know that when Si is small enough, 
the minimizers q '^ are strictly positive. Actually in our practical implementation of 
the algorithm (see Section 2.6), when the parameters to be identified are uniformly 
bounded below away from zero, which is the case in most real applications, the 
minimization problem (2.42)-(2.43) behaves exactly the same as the following form 
M « 1 n 
min J f ( £ ； Qh) = ^ V / qn |V< - Vz\'dx + jNn{qh) + — / P{qh){x) dx 
2 n=M-no 九 ^ Jn 
(2.44) 
o 
subject to Qh e Vh and < 三 <(办）eVh satisfying 
f drvl ^h dx + [ qhV(V(h^dx= [ r^hdx ^¢^ eVh (2.45) 
Jn Jn Jn 
for n = 1 ,2 , . . . ’ M, with v^ 二 QhUo. 
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2.5 Armijo algorithm 
We now formulate the Armijo algorithm for solving the unconstrained minimization 
problem (2.44)-(2.45) or (2.42)-(2.43). Let us work out the details for the system 
(2.44)-(2.45), thus the cost functional takes the form 
M p 1 f 
J|f{s', Qk) = ； V / qhl^K{qk) - ZH)l'dx + jN^iq^) + - / P{qh)dx. 
2 n=M-no 九 ^ J n 
Note that z has been replaced by its finite element interpolant z^ = hz here. This 
replacement does not affect any of our convergence analyses in Sections 2.2 and 2.3 by 
means of the approximation (2.28). But for the substitution, we have to assume the 
data z is continuous in Q or z G Wo^ '^ (^ )^ {p > dim{Q)) to ensure the interpolant Zh is 
well-defined. In other cases, we can use the L^-projection or the Clement interpolant 
of z in Vh as the substitute for Zh. Either the L^-projection or the Clement interpolant 
is cheap to compute and has the same approximation properties as Qh in (2.29) (cf. 
Chan, Smith and Zou [5, 6, 7]). Therefore it brings no changes to our previous 
convergence analyses. 
For the unconstrained minimization problem (2.44)-(2.45), we propose to use the 
Armijo algorithm though other algorithms are also possible. Our experience in inverse 
problems shows that the Armijo algorithm is very stable and globally convergent. 
This seems important in real applications for parameter identifications as usually we 
could not have good a priori estimates on the parameters, thus it is hard to find a 
good initial guess required by a locally convergent algorithm. 
To formulate the Armijo algorithm, we are now going to derive the Gateaux 
derivative of the functional Jff{e\qh)- First for each qu € Kh, we can easily get the 
Gateaux derivative vl{qh)' ： Vh ^Vh of the function vJ (^.) defined by (2.45), which 
satisfies v^(qhYPh 二 0 and v^{qh)'Ph ^ Vh {n > 1) for any ph 6 Vh and 
[drK{qh)'ph) ^hdx + [ qh^KiQh)'Ph) ‘ ^<l>hdx 
Jn Jn 
= - [ P h ^ v l i q u ) . V(j)hdx V0/, eVh . (2.46) 
Jn 
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Next, we derive the derivative of 
M 广 
Ji(gh) = \ Y. / Qh |V(<(g/.) - Zh)l^dx. 
n=M-no Jn 
For any 0 < t < 1, qh and ph G ^ , we have 
Ji{qh + tph) - Ji{qh) 
= • Y1 I f (Qh + tph)]^v]^{qh + tph) - Vzhl^dx - j Qh |v<(g/.) - Vzhl^dx^ 
n—M-no ^ Q ^ 
M 广 
= \ E / ^h ^Ki^h + tPh) - vl{qH)) • VK(^, + tpn) + vl{qn) - 2z^)dx 
n=M-no Jn 
M f 
+ ^ Y1 / Phl^VhiQh + tph) — Vzh|^dx, 
n=M-no Jn 
thus Ji{qhYPh is equal to 
M « T M f 
rV^n / qh^K{Qh)'Ph) . V(<(9/.) — zn)dx + - ^ / Phl^K{qh) _ Zh)\'dx, 
^1 九 2 n=^_no Jn 
where fin = 1 for M — no < n < M and " „ = 0 otherwise. From this expression, we 
see that each evaluation of the derivative of Ji {qh) needs to solve m (dimension of Vh) 
discrete parabolic equations (2.46) as we have to compute m directional derivatives 
Ji{qh)'^u 1 = 1,2,. •.，m, where {¢1} are the basis functions ofVh- But each derivative 
Ji{qh)'^i needs to compute v]^{qhY^i, or solve equation (2.46) once. Therefore the 
computational cost for evaluating the derivative of Ji{qh) is very expensive as the 
dimension m of Vh is often large. We now introduce an auxiliary system: 
Find wl, n 二 M, M — 1,. •.，1，0, such that wff 二 0 and wJ^  (n < M) satisfy 
-[drWl ^h dx + [ qh V<-1 . V^h dx = "” / qh^KiQh) — Zh) • ^(f>h dx. 
Jn Jn Jn 
With the help of {w^}, we need only solve this auxiliary system once to get the 
derivative of Ji{qh) instead of solving (2.46) m times. 
To see this, we use (2.46) and (2.38) to derive 
M 广 M 广 
Ji(gn)% = -r;^/^<K(^)W)^ia: + T;^/g,V<-i-V(<(^)^Ocb 
t^l J^ n=l J n 
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M 广 
+• E / Pkl^KiQk)-zn)l'dx 
n=M-no Jn 
=T^|^ <-^ dr{vM'Ph) dx + ^ quVwl-' . VK(^,)^) dx^ 
M 广 
+i Y. / Ph\^K{qh)-Zh)\^dx 
n=M-no Jn 
M 广 M 广 
= - ^ E / P/^V<W.V<-^do; + - X^ / Ph\^Kiqn)-Zh)\')dx. 
n=l ^^ ^n=M-no^^ 
This is the expression we shall use for evaluating Ji{qh)'Ph-
For the functionals J2{qh) 二 Nh{qh) and J^igh) = f^ P{qh)dx, we can easily obtain 
their derivatives as follows: 
拟办)'仇 二 I “^ 7 ^ d i for _ = L ^ W T M 椒 
\ 2 f^ Vqh . Vph dx for Nh{qh) = fn |V^/,p dx 
and 
Mqh)'Ph = / P'{qh)Phdx. 
Jn 
With these derivatives on Ji, J2 and J3, we can represent the derivative of J^{e; qh) 
by 
, M p M f 
(j|:'{e-Qh)) Ph = -rY^ / p . V < ( g , ) . V < - ^ c / o ; + ^ ^ / P"|VK^("")-A)|2^ 
\ , t^l^^ ^ n=M-no ^" 
^7J2{qh)'Ph + - [ P'{qh)Phdx. 
s Jn 
Now we are able to present the Armijo algorithm. 
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A r m i j o algorithm 1. Given a penalty constant s G (0，1), and an initial guess 
ql G Kn. S e t j = 0. 
. o 
i) Compute vl 三 2jJ^(qJJ eVh by solving 
vl = QhUQ{x) in fl, 
[drVl ^h dx + [ qi V< • V^hdx = [ f^hdx M(j>h eVh • 
Jn Jn Jn 
Compute wff 二 0 and wJ； eVh, n = M — 1, •. •，1,0 by solving 
—[drWl (|>h dx + [ q{Vw^-'-V^hdx = fin [ qi^KiQi)-^h)'^^hdx. 
Jn Jn Jn 
ii) Compute the components of ^ J / f ( s ; � ) c o r r e s p o n d i n g to the /-th basis 如 by 
M 广 M 广 
gi 二 -TX^/0,V<(d).V^ri^ + 5 E / ^il^KiQi)-^h)l'dx 
^ J^ ^ n=M-no J n 
+7J2(^> + | [ P\qi) ^idx, 
^ Jn 
Set gl = E /= i 9i^i-
iii) Let Ag = 0, A； = 1, find A^  such that 
粉,qi—Kgi) < 4 ^ ( ( ^ ； qi - ^'i9i) < j f ( ( q Qi - A k ) 
or J^{{s'.qi-XWH) < 4 ^ ( ( ^ ; ^ i - M <4^((^;^^-Ak) 
iv) 4a. Find a quadratic polynomial / (A) such that for i = 0,1，2, 
f{X^) = j|:'{s-qi-X^9i). 
4b. Let A^  be the minimum of / (A). If |Aj - A "^^ | < 10_3, go to 4c; otherwise 
find Aj+i，At+i, Ap i G {Ag, A ,^ A ,^ A^} such that 
••,qi 一 x'o^'gi) < j f ( ( s ; d - At+vj < 鲁,选— 2^^ 'gii 
go to 4a. 
4c. Compute qi+i = q( - X^g{. If ||g^ +i - Q'^ || < tolerance, stop; otherwise set 
j = j + 1, go to Step 1. 
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2.6 Numerical experiments 
We now show some numerical experiments on the proposed methods for parameter 
identification. Our test problem is 
^ - V • {q{x)Vu) = f(x,t), (x,t)eQx(0,T) (2.47) 
u(x, 0) = Uo(^), ^ ^ ^ 
u(x,t) = 0， (x,t) e dQ X (0,T) 
where Q = (0,1) and T = 1. Unless otherwise specified, all the numerical exper-
iments are using the Armijo algorithm with the ff^-regularization. The numerical 
results using the BV-norm regularization is equally well as the if^-norm regulariza-
tion for both the smooth parameters and discontinuous parameters. However, the 
convergence with the i7^-norm is often faster than the one with the BV-norm. 
Most parameters related in the algorithm are attached in each figure. Without 
further comments, throughout the numerical experiments, we take 1/80 to be the 
finite element mesh size h and the time step size r, while the penalty parameter s is 
taken to be 10—5. The lower and upper bounds ai and «2 in the constrained set K 
are taken to be 0.5 and 100.0. The constant a is chosen to be one time step size r, 
namely no = 0. 
Define 




||/IU 二�h)^ l^f{xoW + E l/(^^)l' + 臺1/(工一|2� 
In the following examples, the algorithm is terminated when either 
(i) the number of iterations exceeds M=1500, or 
(ii) the L°°-norm of difference of successive estimates q(^^�is less than a specified 
tolerance, i.e. ||^ f^+i) _ Q i^*)lkoo < tolerance ； here the tolerance is taken to 
be 10_8 unless otherwise specified. 
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The relative error 8 between the exact parameter q{x) and the computed parameter 
Qh{x) in L^-norm is calculated by \\qh — q\\h / |klU- We will illustrate some examples 
by plotting the exact parameter q and the computed parameter qh on the same graph 
for comparison. Also, the number of iterations and the relative error S are shown. 
Example 1. We take the observed data z as 
z — u{x, 1) = sin(27Tx) 
and the exact solution as 
w(rM) = eSi_ ) sin(27Tx) 
but the coefficient q{x) to be identified as 
q{x) = 3 — X + sin(47ro:) + cos(47rrr). 
The function / ( x , t ) is then computed through equation (2.47) using u{x,t) and q{x). 
Comparisons with different regularization parameter. 
Eight figures (Figure 1.1 to Figure 1.8) with regularization parameter 7 ranging 
from 10—3 to 10—9 &nd 10~^° are drawn to show the exact coefficient function q{x) 
(the solid line) and the numerically identified solution qh{x) (the ‘ o，line) on the 
same graph for comparison. 
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4.5| 1 1 1 1 1 1 1 1 ~ i 1 4.5| 1 1 1 " ‘ ‘ ‘ ‘ ‘ 
圆圓 
°®0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 °®0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.1: g[。）= 5 ,7 = 10-3，£：二0.3680，iteration=1500 Fig. 1.2: ?[。）二 5，" 二 10"^,^=0.1463, iteration=1012 
4.5| ~i 1 1 1 1 r- 1 1 1 4.5| 1 1 T 1 1 I ‘ I ‘ 
jVy'iVV 
°-®0 0.1 0.2 0.3 0.4 0.5 0.6 07 0.8 0.9 1 °'^0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.3: g�o) 二 5，7 = 10-5，£：=0 0345，iteration=277 Fig. 1.4: ？ 又 。 ） = 5 , 7 = 10一6,£=0.0081, iteration=346 
4.51————I 1 1 1 ~ - ~ I 1 1 1 1 ™| 4.51 1 1 1 1 " T ‘ ‘ ‘ ~ ‘ 
•^Aj^ 
I • • ^ 鲁 I , • ， 0 2 I I I I i I I I I 
°-®0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 • 0 0.1 0^ 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.5: g^o) 二 5，7 = 10一7’5二0.0026’ iteration=937 Fig. 1.6: ？ 又 。 ） = 5 , 7 = 10_8,f=0.0028, iteration=1500 
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4.5i 1 1 1 1 1 1 1 1 1 1 4.5t 1 1 1 1 I ‘ ‘ ‘ ‘ 
•圓 
O.So~~f,~"^ 2~~ti~~^ ~~ts~~ts~~tl~~5!i~~s!i~~ °'o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.7: 9又0) = 5 , 7 = 1 0 - 9 , 5 = 0 . 0 1 4 5 , iteration=1500 Fig. 1.8: ？又。）二 5 , 7 = 10一20，£=0.0631, iteration=1500 
Note that the exact coefficient function q{x) is very smooth in the example, the 
numerically identified solution Qh{x) is nearly indistinguishable from the exact coeffi-
cient function q{x), for the well chosen 7 二 10一7 or 10~^ as in Figure 1.5 and Figure 
1.6. For large 7 (say 10"^ or 10—4), since the regularization term Nh{qh) becomes 
dominant in the cost functional Jf^qh), the identified solution Qh(x) is too smooth 
and different from the exact coefficient q{x), see Figure 1.1 and Figure 1.2. On the 
other hand, if the 7 chosen is very small (say 10_20), the regularization effect is not 
achieved. The numerical identified solution qh{x) oscillates frequently and also the 
singular points at x 二 0.25,0.75 where Ux{x,t) = 0 cannot be recovered. 
7 10-3 10-4 10-5 10-6 10-7 10-8 10-9 lO-�� 
error E 0.3680 0.1462 0.0345 0.0081 0.0026 0.0028 0.0145 0.0631 
iterations 1500 1012 277 346 937 1500 1500 1500 
Table 1. Summary of the relative error S for different regularization parameter 7 
When 7 二 10_7,the method requires much fewer iterations and obtains better 
degree of accuracy as compared with 7 = 10~®. The appropriate choice of a regular-
ization parameter is extremely important for achieving a reasonably good recovery, 
this has stimulated a great amount of research work in inverse problems [2]. Later 
on, we often choose 7 to be 10"^ for the illustrations. 
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Convergence with different number of iterations. 
� 
In the following figures, we are going to show how the sequence of computed q^^ 
(initial guess qf^ = 5) converges to the exact q{x). 
5epoamxM:mxpoi i :oxnxx ia:ma^axcr jc r :>;axa jayaxnxr^u j :a:_ :nTrmj :K i : iqnTrm3y 5i 1 \ jX^ t 1 1 ‘ ‘ d ^ o ‘ ‘ 
o ° 0 o ° ° 
o o 0 o 
4.5 - - 4.5(; O。 0 0 o 
f\^ - . f T �� / o -圓瞧 
° ®0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 ‘ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.9: iteration=0 ； Jf(g[°^) = 0.1295,£： = 1.000 Fig. 1.10: iteration=l ； J^(g[^^) = 0 . 0 3 6 4 , 5 = 0.7275 
5 j — — , r ^ ^ ^ ‘ ^ - ^ ‘ ' I ‘ " 7 ^ ‘ ‘ ‘ “ ^ ‘ 
關随 
n , | I _| 1 I I 1 I 1 1 O S ' 1 1 1 1 1 "» 1 ‘ ‘ 
°-^0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 . 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.11: iteration=5 ； J^(g^^^) = 0 . 0 0 7 1 5 , f = 0.5447 Fig. 1.12： iteration=10 ； J^(gi^^^) = 0.00309,S = 0.4684 
From Figure 1.9 to 1.12, we see that in the first few iterations, the cost functional 
J^(qh) drops down tremendously fast and the computed qn converges also rapidly 
except around the two singular points x = 0.25 and x 二 0.75 where Ux{x,t) 二 0. 
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5 | 1 1 1 1 1 1 1 1 — I 1 4 . 5 | 1 1 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ^ _ _ ^ _ ^ _ _ „ _ ^ h 4.5 • 0 0 • ^ i «? -
圆瞧 
° ® 0 0 . 1 0 .2 0 .3 0.4 0.5 0.6 0.7 0.8 0.9 1 ° ^ 0 0.1 0 .2 0 .3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.13: iteration=50 ； J ^ o o ) ) = o.00040,£ = 0.2811 Fig. 1.14: iteration=150 ； J^(g[^^°^) = 0 .00007,5 二 0.1013 
4 . 5 , , 1 1 1 r 1 1 1 1 4 . 5 | 1 1 1 1 ‘ 1 ‘ ‘ “ ‘ 
._睦 
„ - . I I , . I I I I o s l 1 1 1 1 1 1 1 ^ 1 
0.5o 0.1 0.2 0 .3 0.4 0.5 0.6 0.7 0.8 0.9 1 _ 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.15: iteration=250 ； < /&[250)) = o.o0003,5 = 0.0301 Fig. 1.16： iteration=971 ；』[(9广)二 o .00002,5 = 0.0026 
After 50 iterations, the cost functional JfJ^ qn) decreases in a slower rate compared 
with the first few iterations. The numerical identified solution qh{x) matches the exact 
q{x) very well except those points around the singular points x=0.25 and x=0.75 
where Ux{x,t) 二 0, which are still quite far away. Fortunately, due to the presence of 
the regularization term jNh{qh) in Jf^qh), the singular points at 0.25 and 0.75 moves 
closer and closer to q{0.2b) and q{0.75) but in a very slow rate. From Figure 1.13 to 
1.16, we can see how the singular points move after more iterations. 
After 971 iterations, the algorithm terminates as |g^ [97i) — ^970)!^^ < tolerance 二 
10_8. Finally, the cost functional Jf,{(lh) decreases to 0.00002 and the relative error 
S reduces to 0.0026. We can see from Figure 1.16 that qh{x) is almost the same as 
the exact q{x). 
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In summary, we plot the number of iterations against the relative error £ and the 
cost functional Jl{qh) respectively. 
10° , , , , 1 1 1 1 1——~ -2| 1 ‘ ‘ ‘ ^ ‘ ‘ ‘ ‘ 
r\ ； !^1 : 
i \_ f^  : 
-11 
°^0 ^ iM i^  7^  i^  ^ ^ ^ io5~iio -12o 100 200 300 400 S00 600 700 800 900 1000 
numberoflterations numberofterabons 
Fig. 1.17: number of iterations VS relative error S Fig. 1.18: number of iterations VS J| in Log scale 
Both graphs show that £ and J^(gf^) decrease very rapidly in the first few itera-
tion and after that it tends to zero in an extremely slow rate. 
Convergence comparison between q^  and Uh(g )^(x, 1). 
In the following, figures on the left column shows the computed ^ f^) (the 'o' line) 
with the exact g(x) (the solid line) again, while figures on the right column shows its 
corresponding u(ql^^)(x, 1) (the 'o' line) with the exact u(x, 1) (the solid line). 
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Fig. 1.19: iteration=0 ； S = 1.000 Fig. 1.20: iteration=0 ； JliQh^) = 0.1295 
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Fig. 1.21: iteration=l ； € = 0.7275 Fig. 1.22: iteration=l ； J^(g^^) = 0.0364 
圓 s 
�-So~~tl~~"^ ~~t3~~^ ~ts~~te~~^ ““^ i~^ ？！^ “^  h^(Qh^ )^ -’.5o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.23: iteration=5 ； S 二 0.5447 Fig. 1.24: iteration=5 ； J^(g[^^) 二 0.00715 
S| 1 1 ~T~"——I 1 ‘ ‘ ‘ ‘ 1 1-5| 1 • > ^ ^ ‘ ‘ ‘ ‘ 
4.S • 0 0 
_ . s 
0-\~~t•^ ~~t2~~«~«~S!i"“^ t,~tl~ts~~t,~~ q)^ ^^  ^ Uh{ql^ ^^ ) "''o 0., 0.2 0.3 0.4 0.5 0.6 0.7 0.8 �.� 1 
Fig. 1.25: iteration=50 ； £ = 0.2811 Fig. 1.26: iteration=50 ； J^(?!®^) = 0.00040 
CHAPTER 2. IDENTIFYING PARAMETERS IN PARABOLIC SYSTEMS 40 
From Figure 1.26, we can see that the computed solution w/^(^)(z,l) converges 
to the exact solution u{x, 1) much faster than q^ converges to the exact q. After 50 
iterations, the sequence Uhiq^^) matches perfectly with the exact u, the figures are 
not given here. 
2.6.1 Convergence of the minimization problem. 
Recall the formulation of the finite element minimization : 
M f 1 n 
minimize J^(g^) = ^ V / qh\^K{qh)-Zh)\^dx + jN{qh) + - / P{qh)dx 
2 n=M-no 九 ^ J n 
subject to qh G Vh and Vh 三 _ h ) ^ Vhi^) satisfying 
vl 二 QhUo(x) in Q, 
[drVl ^hdx + [ ^/,(x)V< . V(hi dx = I r ^h dx V0/^ eVh 
Jn Jn Jn 
for n = 1,2,. •.，M. JfJ^qh) can be decomposed into three parts, i.e. 
Jh{Qh) = f1{qh)^f2{qh) + f3{qh) 
where , , 
M 广 
fi{qh) = \ E / ^|V(<toO - z")|2^ 
n=M-no J n 
is the difference of the computed Uh{qh) and the observed data z in the energy norm, 
/2(^70 = l^Wi = 7 / |Vg"|2 dx 
Jn 
is the regularization term, and 
fs{qk) = 1 [ P{Qh)dx 
^ Jn 
is the penalty term for those qh outside the a priori bound [a1,a2.. 
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In Example 1, we assume no a priori estimate on the parameter q, and we know 
only q > 0 so we set [ai, a2] to be [0,100] (say). Let us study the relationship between 
the cost functional J^(qh) and the relative error S. 
When the algorithm starts, the computed Uh{qh^) is very different from the exact 
u (Figure 1.20), this makes fi(q(:)) large. So minimizing J^{qh) is almost minimizing 
/1. After a few iterations, uu converges to u and more points of qh moves closer to q 
which causes the relative error 8 decreases. 
In Figure 1.26, we see that Uhiq^^ )^ is quite close to u and /1 is small. However, 
some points of q( f ) in (Figure 1.25) are still far away from the exact solution g, 
forming a ‘peak，at x=0.25, 0.75. This is due to the fact that u^(x,t) = 0 at 0.25 
and 0.75, and we notice that arbitrary qh(0.25) and qh(0.75) still satisfy the original 
equation (2.47). Since non-uniqueness always occurs in inverse problems, it is not 
surprising that one may consider q^ ^^ ^ as a solution of the problem, but this is not 
what we want to seek. Now, the regularization term /2 becomes dominant in J^(qh) 
and takes effect to regularize the 'peaks，at 0.25 and 0.75. To minimize J^(qh) is 
almost to minimize /2 which reduces the 'height of the peak，(Figure 1.13 to 1.16). 
This is in fact also to reduce the relative error S. 
In conclusion, it verifies that minimizing J � i s in fact minimizing S. As a result, 
when the cost functional J^ decreases, the relative error S decreases too. 
BF-norm regularization. 
From Figure 1.13 to 1.16, we notice that the iifi-norm regularization performs 
very well in our method. Now, we plot also the experiment with W - n o r m regular-
ization for comparison in Figure 1.27. Here we take the smoothing parameter S(h) 
needed in Nh{qh) to be 0.1. 
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Fig. 1.27: BV-norm regularization ； qr^ 二 5 , 7 = 1 0 " ^ , 5 = 0 . 0 0 8 1 8 , iteration=5699 
BV-iiorm regularization ^i-norm regularization 
error E 0.00818 0.0026 
iterations 5699 937 
7 10-5 10-7 
Table 2. Comparison of results using BV-novm. regularization and if^-norm regularization 
For smooth parameters, the numerical results using the 5V-norm regularization is 
almost the same as the ^i-norm regularization (Figure 1.5), but the ^i-norm requires 
much fewer iterations. That is, the convergence with the ^i-norm regularization is 
much faster than the one with the 5V-norm regularization. 
Example 2. We take the observed data z as 
z — u[x, 1) 二 sin(7Tx) 
and the exact solution as 
咖 亡 ） = 6 神 ” sin(7Tx) 
and the coefficient q{x) as the following highly discontinuous function 
• 
q{x) 二 2 - X, X G [0, 0.3]; 
< q{x) = 1 - X + 4x2, X G (0.3,0.7); 
q{x) = 3, X e [0.7, 1:. 
w 
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The function f{x,t) is computed through equation (2.47) using u{x,t) and q{x), and 
is also discontinuous. 
Convergence with different regularization parameter. 
Six Figures (Figure 2.1 to Figure 2.6) with different regularization parameters 
7 ranging from 10"^ to 10~® are drawn to show the exact q{x) (the dashed line) 
and the numerically identified solution qh{x) (the solid line) on the same graph for 
comparison. 
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Fig. 2.1: g[o) 二 5，7 二 10-4，£二0.1641，iteration=1500 Fig. 2.2: g^ 。）= 5，" = i0_5,f=0.0497, iteration=904 
3r , 1 " , 1 1 1 Y J ° ~ " ‘ ‘ 3.5| 1 1 ‘ ‘ ‘ ‘ ~ • “ ‘ ‘ ‘ 
2.8 - i ‘ 
i 3 - 丨卜 
2.6 - || “ i 
bZJh^ 
iJ 5^  S!i ^ ^ S!i S!i 5j 5!i S!i 1 °®o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.3: g^。）= 5 , 7 = 1 0 - ® , £ = 0 . 0 2 7 7 , iteration=353 Fig. 2.4: g[o) 二 5 , ) 二 10—7，£二0.0298，iteration=975 
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" o 0.1 0 .2 0 .3 0 .4 0.5 0.6 0.7 0.8 0 .9 1 . 0 0.1 0 .2 0.3 0 .4 0 .5 0.6 0.7 0 .8 0.9 1 
Fig. 2.5: ¢[0) 二 5 , 7 = 10-8 ,5=0.0472， i teration=1500 Fig. 2.6: g^。）= 5 ， ） 二 10-9 ’£=0.1134， iteration=1500. 
Note that the exact coefficient function q(x) is highly discontinuous. For 7 二 10"® 
or 10_7 in Figure 2.3 and Figure 2.4, the numerically identified solution gh(x) matches 
very well with the exact q(x), except for small oscillations around two discontinuous 
points X = 0.3,x = 0.7 and at the singular point x 二 0.5 where u^(x,t) = 0. For 
large 7 (say 10"^ or 10—4)，since the regularization term Nh(qh) becomes dominant 
in the cost functional Jf^qh), the identified solution qh{x) is different from the exact 
coefficient function q{x). On the other hand, if the 7 is chosen too small (say lO—i。)， 
the regularization effect is not achieved. Then the numerical method becomes unsta-
ble (oscillating frequently and highly oscillated around the discontinuous points) and 
also the singular point at x 二 0.5 where Uj,{x,t) = 0 cannot be recovered. 
7 10-4 10-5 10-6 10-7 10-8 10-9 
error E 0.1641 0.0497 0.0277 0.0298 0.0472 0.1134 
iterations 1500 904 353 975 1500 1500 
Table 3. Summary of the relative error £ for different regularization parameter 7 
When 7 二 10一6 it requires fewer iterations and obtains almost the same accuracy as 
ry 二 io_7. However, it seems that smoothing around the discontinuous points as in 
Figure 2.3 is not so natural, so we choose 7 to be 10—7 for the following illustrations. 
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Convergence with different initial guesses. 
In the following figures, we are going to show how the sequence of the computed 
parameters g f ) converges to the exact q. On the left-hand column (Example 2a.), we 
start with the initial guess qf^ 二 1, while on the right-hand column (Example 2b.), 
we start with the initial guess qf^ 二 10. 
Example 2a. Initial guess 必。）二 1 Example 2b. Initial guess q(:) 二 10 
3.S, , . , , . . . 1 . ”| ‘ ‘ ‘ ‘ ‘ ‘ ‘ “ ‘ 
^ o 
• • I , , T"" " 7 , . , . 
0¾ ^ ^ ^ ^ ^ ^ ^ ^ S 1 0^ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.7a: iteration=l ； £ 二 0.2663 Fig. 2.7b: iteration=l ； £ 二 2.299 
3.S|——,——.——.——.~^——.——• • 1 ”| ‘ ‘ • ‘ ‘ ‘ ‘ ‘ ‘ 
'bf^ L/3^ 
I , 7"" , I , I I 
°®o 1^  M S!i ^ tl tl t} ta ta 1 '0 0.1 0.2 0.3 0« o.s 0.6 0.7 o.a 0.9 1 
Fig. 2.8a: iteration=5 ； S 二 0.1255 Fig. 2.8b： iteration=5 ； S 二 1.940 
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.9a: iteration=10 ； S = 0.1072 Fig. 2.9b: iteration=10 ； £ = 1.717 
ram 
1o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.10a: iteration=50 ； £ = 0.0612 Fig. 2.10b： iteration=50 ； £ = 1.151 
After the first 50 iterations, qh{x) matches the exact q{x) quite well except points 
around the singular point x = 0.5 where 1½ = 0，forming a 'peak' at x = 0.5. The 
following figures show how the 'peak' converges to the exact q{x) of both examples 
2a and 2b. 
9| 1 1 1 1 1 1 T I 1 1 
3.5| 1 1 1 1 1 1 — ‘ ‘ ‘ I 
A 
8 - “ 
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2.5- I • 6 - -
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_ ^ _ ^ _ _ ^ ^ j - 少 . . 
0 ¾ 3^ 5*5 t s M o ! i M OJ 0 8 o! i 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.11a: iteration=100 ； S 二 0.0408 Fig. 2.11b: iteration=100 ； S = 0.8512 
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Fig. 2.12a: iteration=200 ； S = 0.0311 Fig. 2.12b: iteration=200 ； S = 0.4436 
3.5, , , , . 1 1 1 1 1 3.S| . " • ‘ ‘ ‘ ‘ ‘ ‘ ‘ 
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°®i S^  M 03 0^  0¾ 0^  OJ M 0^  1 °®0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.13a: iteration=714 ； S = 0.0298 Fig. 2.13b: iteration=1143 ； £ = 0.0298 
We see that the height of the 'peak' decreases in a slow rate compared with the 
first few iterations. Finally, the algorithm of Example 2a (with initial guess ql = 1) 
terminates at the 714th iteration, while the algorithm of Example 2b (with initial 
guess g^  二 10) at the 1143th iteration and both with relative error S = 0.0298 at 
the final state in Figure 2.13a and 2.13b. There are some oscillations around the 
discontinuous points (rr 二 0.3,x = 0.7), also both has a perturbation at x = 0.5 the 
singular point where i^=0. 
The great difference in the total number of iterations of the two examples aboved 
is due to the fact that in Example 2a we have a better initial guess q^^^ 二 1. While 
in Example 2b, there is no a-priori bound on 办（[a!,a2] = [0,100]) and we just take 
the initial guess qf^ 二 10. However, our method still converges stably. Remarkably, 
for such a poor initial guess ql = 10, many methods do not converge. 
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jBF-norm regularization. 
From Figure 2.7 to 2.13, we notice that the F^-norm regularization performs very 
well. Now, we see Figure 2.21 for the same problem with 姥 二 1 using the BF-norm 
regularization. Here we take the smoothing parameter S{h) needed in Nh{qh) to be 
0.1. 
3| 1~•——I 1 1 1 1— ' I • I 
2.8 - i -
2,6 - I • 
2.4 - I _ 
2.2 - •‘ ‘ 
: 、 • / : 
1.6 - ； / / -
: V : 
J 1 I J I 1 1 _1~ 1 1 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.14: BV-noxm regularization ； ？又。）= i , ^ = 10 "^ ,5=0 .0291 , iteration=5091 
^y-norm regularization /f^-norm regularization 
error 8 0.0291 0.0298 
iterations 5091 7U 
7 10-5 10-7 
Table 4. Comparison of results using BV-norm regularization and i^i-norm regularization with initial guess g^) = 1 
For discontinuous parameters, the numerical results using the jBF-norm regular-
ization is almost the same as the H � n o r m regularization (see Figure 2.13a), but 
the ^i-norm still requires much fewer iterations. That is, the convergence with the 
iifi-norm is faster than the one with the BV-norm. 
We conclude from Example 1 and 2 that the BV-norm regularization for both 
smooth and discontinuous parameters is almost the same as the H^- norm regular-
ization but with slower convergence rate. Therefore, in the following examples, we 
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will focus on using the H^- norm regularization. 
Example 3. We take the observed data z as 
z — u{x, 1) = sin(7Tx) 
and the exact solution as 
wOM)=eSin(W) sin(7Tx) 
but the identifying coefficient q{x) as the highly discontinuous function: 
‘q{x) = 2, X G [0，0.3]; 
< q{x) = 4, X G (0.3,0.7); 
q{x) = l - x + 4x^ X e [0.7, 1 . 
� 
The function f (x , t ) is computed through equation (2.47) using u(x,t) and g(x), and 
is then also discontinuous. 
Figure 3.1 shows the exact coefficient function q(x) (the dashed line) and the 
numerically identified solution gh(x) (the solid line). We note that although the coef-
ficient function q(x) to be identified is highly discontinuous, the numerically identified 
solution Qh(^ ) matches still very well with q(x) except small oscillations around two 
discontinuous points x 二 0.3 and x = 0.7 and at the singular point x = 0.5 where 
Ux(o^ ,t) = 0. 
4 . 5 p 1 1 1 1 1 1 1 1 1 
4- L — — — -
L f V 
^ ~ H ' -
4 c | I 1 1 i ‘ 1 ‘ ‘ ‘ 
0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
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Fig. 3.1: gi。）= 5 , 7 = 1 0 - 7 , 5 = 0 . 0 4 4 7 1 , iteration=1172 
To recover the oscillations around those two discontinuous points, we try to do a 
3 point averaging at the final iteration, i.e. each point of the numerically identified 
solution qh{x) is taken to be the average of its three neighbouring points, see Figure 
3.2. 
4 . 5 r - 1 1 1 1~" 1 1 1 ‘ ‘ 
：i|~~I / 
“ V . 
. ™ ^ -
1 c l I I I 1 1 1 1 1 1 
0 0.1 0.2 0.3 0.4 0.5 0.6 0 .7 0.8 0.9 1 
Fig. 3.2: g f ) = 5 , 7 = 1 0 - ^ , 5 = 0 . 0 4 9 6 6 , iteration=1172 
Example 4. We take the observed data z as 
z — it(x, 1) = sin(7rx) 
and the exact solution as 
2^0M)=eSi_) sin(7nr) 
but the identifying coefficient q{x) as the highly discontinuous and oscillated function: 
，q{x) 二 2, X G [0, 0.3]; 
< q{x) = 4, xG(0.3,0.6); 
q{x) = 2 + sin(lO7rx), X e [0.6, 1 • 
\ 
The function f{x,t) is computed through equation (2.47) using u{x,t) and q(oc), and 
is also discontinuous and oscillating. 
CHAPTER 2. IDENTIFYING PARAMETERS IN PARABOLIC SYSTEMS 51 
Figure 4.1 shows the exact coefficient function q{x) (the dashed line) to be re-
covered and the numerically identified solution qh{x) (the solid line). Note that the 
exact coefficient function q{x) is highly discontinuous and oscillated in this case, but 
the numerically identified solution qh{x) still matches very well with q{x) except for 
small perturbations around two discontinuous points x 二 0.3 and x = 0.6. 
4.5| 1 1 r - 1 1 1 1 1 1 “ “ 
： [ ^ : 
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0 5 l I 1 1 1 1 1 1 1 1 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 4.1: g^o) - 5 , 7 = 1 0 - 7 , 5 = 0 . 0 5 8 8 , iteration=1500 
To recover the oscillations around those two discontinuous points, we try to do a 
3 point averaging at the final iteration, i.e. each point of the numerically identified 
solution qh{x) is taken to be the average of its three neighbouring points, see Figure 
4.2. 
4.5p- 1 1 1 1 1 "1 1 1 ‘ 
HM 
1 , I I I I 1 — — I ~ 1 ^ ~ I « ~ 5 L _ 
0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
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Fig. 4.2: ¢[0) = 5 , 7 = 1 0 - 7 , 5 = 0 . 0 6 7 2 5 , iteration=1500 
Example 5. We take the observed data z to be the hat function 
z = u{x, 1) = 0.5 — \x 一 0.5 
and the exact solution as 
u{x,t) = e''^ ^ '^^  ( 0 .5 -|x -0 .5|) 
but a smooth coefficient 
q{x) = 2 + sin(27TX). 
Note that the observed data has a lowest regularity, i.e. z G H^{^) only, but the 
exact parameter q{x) is smooth. The function f{x,t) is computed through equation 
(2.47) using u{x,t) and q{x), and is then also discontinuous and oscillated. 
Figure 5.1 shows the exact solution q{x) (the dashed line) and the numerically 
identified solution qh{x) (the solid line). We see that the lack of regularity on the 
observed data does not affect our numerical method, which still gives a very satisfac-
tory approximation. 
3 . 5 | 1 1 1 ~r 1 1 1 1 T 
'.f"^^"^X^ 
J I I I I 1 1 ^ ^ " 
0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 5.1: g[o) = 5 , 7 = 10一7，£=0.0262, iteration=834 
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Example 6. We take the observed data z to be the hat function 
z = u(x, 1) 二 0.5 - \x - 0.5 
and the exact solution as 
u{x,t) = e''^ ^^ *^  (0 .5-|o; -0 .5|) , 
but a highly discontinuous coefficient q{x) as 
f 
q{x) = 2-x, X e [0, 0.3]; 
^ q{x) = l - x + Ax ,^ X e (0.3,0.7); 
q{x) - 3 , 0； G [0.7, 1 . 
� 
Note that in this case not only the observed data has a lowest regularity, i.e. z G 
if i (Q), but the exact parameter q{x) is highly discontinuous. The function / ( x , t ) is 
also discontinuous and computed through equation (2.47) using u{x,t) and q{x). 
Figure 6.1 shows the exact solution q{x) (the dashed line) and the numerically 
identified solution qh{x) (the solid line). We can see that the lack of regularity on 
both the observed data and the parameter to be identified do not affect our numerical 
method too much and the location of the discontinuities are located extremely accu-
rate. The numerical result seems still very satisfactory except for some oscillations 
around two discontinuous points x 二 0.3 and x = 0.7. 
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Fig. 6.1: ¢ ^ ) = 5 , 7 = 1 0 - ^ , f = 0 . 0 2 5 7 , iteration=617 
Next, let us show some numerical experiments on the proposed methods for two 
dimensional case, where Q 二 (0,1) x (0,1). We grealy appreciate Prof Liang for 
his software about finite element automatic generation system which helps in the 
experiments. All the numerical experiments are using the Armijo algorithm with the 
i/i-regularization. The square domain Q is triangulated with a regular triangulation 
T^ of triangles. Unless otherwise stated, we take 1/10 to be the finite element 
mesh size h and the time step size r. In the following examples, the algorithm is 
terminated when the L°°-norm of difference successive estimates q(j^�is less than a 
specified tolerance, with tolerance 二 10—16. 
Example 7. We take the observed data z as 
z — u{x, y, 1) = sin(7nz:) sin(7ry) 
and the exact solution as 
u{x, y, t) = esin(w) sin(7rx) sin(7ry) 
but the coefficient q{x) to be identified as 
q{x,y) 二 2 + sin(x2y). 
The function f{x,y,t) is then computed through equation (2.47) using u{x,t) and 
q{x,y)-
Figure 7.1 shows the numerically identified solution qh{x,y). Note that the exact 
coefficient function q{x, y) is very smooth in this example and the numerically identi-
fied solution qh{x,y) seems to be very close to the exact solution q(x,y). The initial 
guess q^  is taken to be the constant 1.0 everywhere, the numerical method converges 
very stably and accurately. 
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Fig. 7.1: g ^ = 1 , 7 = 1 0 - 6 , 5 = 0 . 0 4 1 1 8 , iteration=1947 
With the same observed data z and exact solution u{x, y, t) given above, suppose 
now the identifying coefficient q{x,y) is 
q{x,y) = l + 6x^y{l-y). 
The same accurated numerical result is obtained, see Figure 7.2. 
. • . • •.: • . •.,, 
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Fig. 7.2: gp) = 1 , 7 = 10一6，£=0.06031，iteration=984 
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Example 8. We take the observed data z as 
z = u{x, y, 1) = sin(7ra:) sin(7r?/) 
and the exact solution as 
u{x, y, t) = eSin(7Tt) sin(7Tx) sin(7ry) 
but a highly discontinuous coefficient q{x) as 
‘q(oc,y) = i, ye[0, 0.5]; 
\ q{x, y) = 1 + 6 r r ^ ( l - y), y G (0.5,1]. 
The function f{x,y,t) is then computed through equation (2.47) using u{x,t) and 
Q{^^y)-
Figure 8.1 shows the numerically identified solution qh{x, y). The exact coefficient 
function q{x, y) is discontinuous. However, the numerically identified solution qh(oo, y) 
matches still very well with q{x,y) except for some smoothing at the discontinuous 
line y 二 0.5. 
..,_••. ： '••••• • • . ‘ • ： ••. 
.-•'...• • ••-.-.-:•••.  ： •-..• 
..• • • : . -：•. • • •.. ... 、• • • . • • • . . ••. • • •. 
.••••••： ,.•：•••••• ......••:•.... : ....二 ...... 
2,.......::.......:......::..“........:.::......[..:..p^.....L......:... 
t ^ . 
^ < 、 _ ^ ^ ^ ^ 0.4 �.2^^^><^^^2 
y ° ° X 
Fig. 8.1: g[o) = 1 , 7 = 10-6 ’£=0.02440， iteration=2925 
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Next, suppose the identifying coefficient q(x, y) is the following step function , 
q{x,y) = l, y e [ 0 , 0.5]; 
< 
q{x,y) = 2, y e (0 .5 , l ] . 
V 
In this case, we take both the finite element mesh size h and the time step size r be 
1/20. Figure 8.2 shows the numerically identified solution qh{x,y)- The numerical 
identified solution qh{x,y) is very close to the exact solution q{x,y) and the location 
of the discontinuity is located extremely accurate. 
m 
0 0 
Fig. 8.2： 9又0) = i，7 二 1 0 - 6 , 5 = 0 . 0 5 2 6 2 , iteration=1820 
Now, consider Q 二 (0, 2) x (0，2) and the finite element mesh size h and the time 
step size r are taken to be 1/10. Suppose the identifying coefficient q{x, y) , 
q{x, y) 二 1, oc e [0.5,1.5] and y G [0.5,1.5]; 
< 
q{x, y) == 2, otherwise. 
� 
Figure 8.3 shows the numerically identified solution qh(oc, y)- Except for some smooth-
ing around the discontinuous edges, the numerically identified solution ^(rr, y) seems 
to be very close to the exact solution. 
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y ° ° X 
Fig. 8.3: g^o) = l , 7 = 1 0 _ 6 , f = 0 . 1 6 6 0 , iteration=4026 
We also try the same experiment with piecewise i^^-regularization. With the 
location of discontinuity is known, we discretize the original domain Q into two parts, 
say Q^ i and ^ , see Figure 8.4. 
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i^ il^ i::::::::: :i^^0 
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Fig. 8.4: g^o) = 1,7 二 1 0 _ 6 , f = 0 . 1 6 7 9 , iteration=3000 
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Our numerical experiments show that our proposed numerical method for iden-
tifying parameters in parabolic systems converges globally. In addition, our method 
works well for both smooth and discontinous parameters in one or two dimensional 
case. 
2.7 Noisy data 
Till now, we have showed some numerical experiments on the proposed methods for 
parameter identification with exact observation data. However, in real application, 
because of the observation error, the available data of z = u{x, 1) is often of the form 
z^ ^ u{x, 1) + 6 rand(x). 
In this case, we should better re-formulate the unconstrained minimization problems 
(2.44)-(2.45) to the L^-norm case in the cost functional J{q). i.e. 
M p 1 p 
min J f ( s ; Qh) = ； V / K — A^dx + ^Nh{qh) + " / P{qh){x) dx 
2 n=M-no ^ ^ ^ ^ 
(2.48) 
subject to qh € Vh and � 三 � ( Q h ) ^Vh satisfying 
[d,vl ^h dx + [ Qh VvJ^ • V^hdx = [ r^hdx M(j>h eVh (2.49) 
Jn Jn Jn 
for n 二 1, 2,. •.，M, with v^ 二 QhUo. 
For the unconstrained minimization problem (2.48)-(2.49), we propose to use the 
Armijo algorithm which is often very stable and globally convergent. 
We now work out the details for the system (2.48)-(2.49). The the cost functional 
takes the form 
M f 1 r 
jM(^.^^)^I ^ / K{qh)-Zf,l'dx + jNn{qh) + - / P{qh)dx, 
^ n=M-no ^" 川 
where Zh is the interpolant of z in K - To formulate the Armijo algorithm, we need 
the Gateaux derivative of the functional J^{s]qh) which satisfies v^{qh)'Ph : 0 and 
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Vh{Qh)'Ph ^Vh {n > 1) for any ph G Vh and also satisfies (2.46) as described in 
Section 2.5. 
Next, we derive the derivative of 
M f 
Ji{qh) = 1 Y. / K{Qh)-^hl^dx. 
n=M-no^^ 
It can be easily seen that 
M 广 
Ji{qh)'Ph = T^^lJ^n / K{qh)'ph) • K{qh) _ Zh)dx 
n^i Jn 
where fin = 1 for M - no < n < M and yLn = 0 otherwise. To simplify the computa-
tion, we now introduce an auxiliary system: 
Find wj;, n = M, M - 1,. . •，1,0, such that wff = 0 and wJ^ (n < M) satisfy 
- f drWl •h dx + [ qh V<-^ • V<hi dx 二 |J,n / KM — Zh) . (j>h dx. 
jQ Jn J^ 
By (2.46) and (2.38), we have 
M . M f 
JMPh = —丁 y , / 氏 < KM'Ph) dx + r ^ / ^ V t < - i • VKiQhYPh) dx 
二�0 n=l^^ 
=rf2{|^<'' ^rKM'Ph) dx + ^qn^wr' ‘ ^K{qh)'Ph) dx^ 
M 广 
- - r V / PH^vl[qn)'Vwl-'dx. 
t^J^ 
This is the expression we shall use for evaluating Ji[qh)'Ph-
For the functionals J2{qh) 二 Nh�qh) and J3(qh) 二 fn P(Qh)dx, we can easily obtain 
their derivatives as follows: 
J2(^yp" = 1 L 7 ^ ™ ' ' for _ = 儿 颜 2 + 灿 ) 办 ； 
2 “ h [ 2 /^ Vqh . ^Ph dx for Mqh) 二 J^ \^qh? dx 
and 
MQh)'ph = / P'WPh4x. 
JQ. 
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With the derivatives on Ji, J2 and J3, we can represent the derivative of J^{s; qn) by 
M 广 
( j r ( q ^ k - - ^ E j j k ^ ^ M - ^ < - ' d x 
7T--1 
+ lJ2{qh)'Ph + - / P'{qh)Phdx. 
s Jn 
Now we are able to the following Armijo algorithm. 
Armijo algorithm 2. Given a penalty constant s G (0,1), and an initial guess 
ql G Ku. Se t j = 0. 
(i) Compute vl 三 < ( q j j eVh by solving 
vl 二 QhUo(oc) in n, 
[aX0/^t/:r+ [ qiVv^'V^hdx= [ f^hdx V0/, eVh • 
Jn Jn Jn 
Compute wff = 0 and w]^ eVh, n = M — 1，...，1，0 by solving 
- f drWl •h dx + [ q{ V<-' • V(hi dx = ^JLn / K{qi) - Zh) . •h dx. 
Jn Jn J^ 
(ii) Compute the components of (J|^(e; qjfj corresponding to the l-th basis 如 by 
M f 1 r 
gi = -rV / ¢1 V<(^i) • V<-^ dx + ^J2{qiyc^1 + - / P'Wh).idx, 
t^iJn Jn 
Set gl = TZ^i9i^i-
(iii) Let Ag 二 0, A； 二 1，find A^  such that 
糖 qi 一 xWn) < • . , ql - A?^ D < 4M((q € - ^U) 
or j|^{{s'^qi-K9i) < « / r ( ( ^ ; ^ ^ - w < 4 ^ ^ i - A k ) 
(iv) 4a. Find a quadratic polynomial /(A) such that for i 二 0，1，2, 
f{\\) = J^{e,cf,-\\9i). 
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4b. Let A^  be the minimum of /(A). If |A^  - A "^^ | < 10—3，go to 4c; otherwise 
find Ag+i, At+i, Ag+i e {Ag, Aj, A^ , Aj} such that 
Jf((^； qi - AS+VJ < J^{{s; 4 - At+V") < 视 qi - 卓 1 办 
go to 4a. 
4c. Compute q{^^ = q{ - Xlg{. If ||g+i — g|| < tolerance, stop; otherwise set 
j = 3 + 1，go to Step 1. 
In the following we give some numerical experiments on the proposed methods 
for parameter identification with noisy observation. Our test problem is the same as 
(2.47) and the parameters in the algorithm will be the same as in Section 2.6, unless 
otherwise specified. 
Example 1. We take the observed data z as 
z 二 ix(a;, 1) = sin(27Tj:) 
and the exact solution as 
< u ( : r , t ) = e s i _ ) s i n ( 2 7 T x ) 
but the identifying coefficient q{x) as 
q{x) = 3 + 2x^ - 2 sin(27Tx). 
The function / (x , t ) is then computed through equation (2.47) using u{x,t) and q{x). 
Figure 1.1 shows the exact solution q{x) (the solid line) and the numerically identified 
solution qh{x) (the ‘ o , line). The numerically identified solution qh{x) matches 
perfectly with the exact solution q{x) except for tiny oscillations at the two singular 
points X = 0.25 and x 二 0.75 where u^ 二 0. The numerical method converges very 
stably and the approximation appears to be rather accurate. 
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7, 1 r 1 1 1 1 r- ‘ ‘ 
广 . 
" v v ^ ^ . . -
1 I r=****^  I I I 1 1 1 ‘ 
0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 1.1： g ^ = 3 , 7 二 10 - io ,5=0 .00772 , iteration=11404 
With the same coefficient q{x) and exact solution u{x,t) given, suppose now the 
the observation data z is 
z 二 sin(27nr) + bsin(1.57r(2rr - 1)), 
where b is the maximum noise level. We have set 2:(O) 二 z( l ) = 0 to satisfy the 
boundary condition. We try to identify the parameter q{x) from an observation 
with S = 0.005 二 0.5% of noise. We can see from Figure 1.2 that the numerically 
identified solution (the solid line) is no much difference, compared with the noise-free 
case (Figure 1.1). 
7 | r - 1 n - 1 1 1 " " I 
m 
, . > - ^ . 1 I I — I — ‘ — I — 
^ 0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 1.2: gi。）= 3 ， ） 二 10—10,5二 0 .5%,5^0.0144, iteration=11896 
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When the noise increases to S = 0.01 = 1%, the numerical identified solution (the 
solid line) in Figure 1.3 is a bit oscillatory at the two singular points x 二 0.25 and 
X = 0.75 where u^ = 0, but the general shape of of the exact solution (the dashed 
line) is recovered relatively well. 
7| 1 1 1 1 1 r- 1 ‘ I 
m 
1 薩 > ^ . ‘ , I — I — I — I — 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 1.3: 9广）二 3 , 7 = 1 0 - i o , 5 = l%, f :=0 .02712 , iteration=12283 
Next, we plot also the corresponding experiment with the noise level increased 
to S = 0.05 二 5%, see Figure 1.4. If the noise level increases to 5%, the shape of 
the exact solution g(x) (the dashed line) is only roughly recovered. The numerical 
identified solution gh(x) (the solid line) oscillates greatly at the two singular points 
j； 二 0.25 and x 二 0.75 and it does not match with the exact solution q(x) as well as 
the noiseless case. 
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8| 1 f 1 1 —I 1 ‘ r- ‘ 
kp^  : 
n l I I 1 L 1 1 1 1 1 
0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 1.4： g[0) 二 3 ’ 7 = 1 0 - 1 0 , 5 = 5 % , 5 = 0 . 1 3 4 9 , iteration=13245 
Example 2. We take the observed data z as 
z — u{x, 1) 二 sin(7rx) 
and the exact solution as 
•，t) = es_�n(7nr) 
and the identifying coefficient q{x) as the highly discontinuous function: 
f 
q{x) = 2-x, X e [0, 0.3]; 
< q{x) = l - x + 4x2, X € (0.3,0.7); 
q{x) = 3, X e [0.7, 1:. 
k 
The function f{x,t) is computed through equation (2.47) using u{x,t) and q{x), and 
is also discontinuous. Figure 2.1 shows the exact solution q{x) (the dashed line) and 
the numerically identified solution qh{x) (the solid line). Although the exact coeffi-
cient function q{x) is highly discontinuous, the numerically identified solution qh{x) 
matches still very well with q{x) except for small oscillations around two discontinu-
ous points X 二 0.3 and x 二 0.7. 
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3 . 5 | 1 1 1 ~ — 1 1 1 — 1 ‘ ‘ 
1 厂 
hZ^ 
A I I 1——._I 1 1 ‘ L~ 1 
0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 Fig. 2.1: q(f^ o) = 2 , 7 = 1 0 - i o , f = 0 . 0 3 0 5 , iteration=11594 
With the same discontinuous coefficient q(x) and exact solution u(x,t) given, let 
us add some noise to the observation data z, say 
z — sin(7Tx) + Jsin(1.57r(2x — 1)), 
where h is the maximum noise level. Also, we set z(0) = z{l) = 0 so that the boundary 
condition is satisfied. We try to identify the parameter q{x) from an observation with 
the noise level S = 0.1% and S 二 0.5% respectively. The identified solution (the solid 
line) is shown together with the exact solution (the dashed line). 
We can see from Figure 2.3 that though the identified solution qh{x) does not 
match the exact solution q{x) as well as the noiseless case, but the general shape of 
^(^) is recovered, especially the location of the discontinuities are located extremely 
accurately. With the noise level decreased, the approximation appears to be more 
accurate, see Figure 2.2. 
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3 . 5 | 1 1 1 1 1 T 1 1 " 
3 - r 广 乂 
r v : 
A I I I 1 1 1 1 1 “ 
0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig, 2.2: q(:) = 2 , 7 = 10—1。，(^  = 0 . 1 % , f = 0 . 0 3 1 8 , iteration 11652 
3 . 5 | 1 1 1 1 1 1 ~T 1 1 
H 
2 . 5 - l| “ 
:hV : 
1 I I I I I — I — 1 — I — I — 
0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 2.3: g【。）=2,7 二 10_io,<5 = 0 .5% ,5=0 .0444 , iteration=11290 
In conclusion, our modified numerical method also works well with noised obser-
vation for recovering both smooth and discontinuous parameters in parabolic sytems. 
The proposed method converges globally, with the only drawback that it needs a 
bit more time for achieving the same tolerance level compared with the method in 
Section 2.6. 
Chapter 3 
Identifying Parameters in Elliptic 
Systems 
3.1 Augmented Lagrangian Method 
In this chapter, we consider a hybrid method proposed in [17, 18] that combines 
the output least squares and the equation error formulation within the mathematical 
framework given by the augmented Lagrangian technique in identification of the 
unknown coefficient q in the elliptic problem 
- V • {qVu) = f in Q (3.1) 
u = 0 on r (3.2) 
where Q is any bounded domain in R^, d 二 1，2 or 3 with piecewise smooth boundary 
r and f e H-^n) is given. 
The augmented Lagrangian methods have been widely used earlier in nonlinear 
constrained optimization problems and nonlinear boundary value problems to relax 
some complicated constraints or difficult couplings among some nonlinear and nons-
mooth terms or to enhance convexities of the objective functions (cf. [3, 23]). Ito and 
Kunisch [17, 18] applied the augmented Lagrangian method for parameter identifying 
problems, incorporated with a regularization term of the H^ semi-norm of the pa-
68 
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rameters to be estimated. Their methods appear to be very efficient and successful in 
recovering the smooth parameters. The major novelty of this chapter is to generalize 
the aforementioned method so that it is able to identify even nonsmooth parameters. 
We now formulate the aforementioned parameter identifying problem as the fol-
lowing constrained minimization problem 
minimize J[q, v) = ^ [ q\Vv - Vz\^dx + 讽0) (3.3) 
2 Jn 
subject to (q, v) e K x V and (3.4) 
e(q, V) = ( - A ) - i ( V • (gVv) + / ) = 0, (3.5) 
The function ^ G V = H^(f^) is the measured data, and N(g) acts as a regularization 
term with a weight coefficient 7 > 0. The constrained set K above is defined by 
K = {q e L^{^)] |||g|||<oo and ^i < q{x) < a2 a.e. in Q}, 
which is a subset of H^{Q.) or BV{Q). Here the norm |||9||| = |Ml^i(fi) or |||^|| = 
\q\\Bv{Q) corresponding to the forms of N{q), which is taken in this chapter to be 
N{q) = [ \Vq\^dx or N{q) = [ \Dql (3.6) 
Jn Jn 
ai and a2 are two positive constants. 
- A is the Laplace operator from H^{^) to its dual space H'^{Q) and so e{q,v) 
is understood as an operator from K x V into V defined by 
(Ve(g,W,V0) = (gVu,V0)-(/,0) y{q,v)eKxV, (|>eV (3.7) 
where (.,.) denotes the duality pairing between R-^{n) and H^{^) which is the 
extension of the inner product in L^(Q). It is useful to remark that e{q,v) is convex 
with respect to each variable. 
The problem (3.3)-(3.5) will be solved by the augmented Lagrangian method. 
Thus we introduce the augmented Lagrangian functional Cr ： K x V x V ^ R by 
Cr{q,v;f^) 二 e7(tW + (V/i, Ve{q,v)) + ^\\Ve{q,v)\\l.^^^, (3.8) 
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where r > 0 is some given constant. From [8], we know that the minimization problem 
(3.3)-(3.5) is equivalent to the saddle-point problem associated with the Lagrangian 
functional Cr in (3.8) and have the following theorem. 
Theorem 3.1.1 {q*,v*) G K x V is a solution ofthe minimization problem (3.3)-
(3.5) if and only if there exists a A* G V such that {q*,v*,X*) G K x V x V is a 
saddle-point of the augmented Lagrangian Cr ： K x V x V ^ R, namely 
Cr{q% ” * ; " ) < Cr{q\ 1；*； A*) < £.(^, ”; A*) V (q, v,") G K x F x K (3.9) 
3.2 The discrete saddle-point problem 
Theorem 3.1.1 tells us that the minimization problem (3.3)-(3.5) is equivalent to 
finding the saddle-points of the functional Lr defined in (3.8). In this section, we 
will consider how to discretize the augmented Lagrangian Lr and derive a discrete 
saddle-point problem. 
Let n be a polyhedral domain in R^, d = 1, 2 or 3，and {T^]h>o be a family of 
regular triangulations (cf. Ciarlet [10]) of the domain Q, with simplicial elements. 
Denote by Vh the standard piecewise linear finite element space over the triangulation 
T " and 
Vh= Vh n J^i(n), Kh 二 K n Vh. 
We now introduce a discrete version of the operator e{q,v) : K x V ^ V defined in 
(3.7), i.e. 
for any (办，卯）€ K/,x Vh^ eh�qh,Vh) ^Vh is the solution of the system 
( • e , ( ^ W )， V 0 ) = {qhVvh, W>) - ( / , 0 ) V 0 eT>h • (3.10) 
Now for any given r > 0, we define the discrete augmented Lagrangian Lr ： 
KhX Vh X Vh^ R as follows 
r p 
Lr[qh,Vh;fJ>h) = Mqfi,Vh) + (V"h, Veh(qh,Vh)) + j lVeh^Tn^Mll i^^ (3.11) 
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with 
Jh{qh^Vh) = 1 f qh\^{vh-z)\^dx^jNh{qh), 
丄Jn 
where Nh{qh) is given by 
NtMh) = f \Vqh\^ dx or Nn{qh) = [ V\^qh\^ + S{h) dx Jn Jn 
corresponding to the continuous forms of N{q). 
We have the following results (c.f. [8]). 
Theorem 3.2.1 For any r > 0，there exists at least a saddle-point for the dis-
o o 
crete augmented Lagrangian Lr ： ^x Vh x Vh^ R. Moreover, each saddle-point 
{ql,vl,Xl) ofLo is a saddle-point ofLr for any r > 0. 
Theorem 3.2.2 Each subsequence of the saddle-points {{q*h,vl]Xl))h>o of the dis-
o o 
crete augmented Lagrangian Lr : K"x Vh x Vh^ R defined in (3.11) has a subse-
quence which converges to some saddle-point {q*, v*] A*) of the augmented Lagrangian 
Cr : K X y X V — R defined in (3.8) strongly in L\n) x L^{n) x L ^ ( Q ) . 
3.3 An Uzawa algorithm 
In this section, we study an algorithm of the Uzawa type to find the saddle-points 
o o 
of the discrete augmented Lagrangian Lr ： KhX Vh x Vh^ R defined in (3.11). We 
consider the following algorithm. 
Uzawa Algorithm 1. Given A^  eVh- Then for n > 0，with A^ known, determine 
the pair { f ' , u ^ ] € X/^x Vh such that 
Lr{p^,u^-,X^ < Lr[q,v.,^n V(g,i;) G KhX Vh, (3.12) 
and then compute A +^^  by 
A-+i = A- + p , e , ( p � u ” . (3.13) 
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Theorem 3.3.1 Assume that 0 < po < pn < Pi < r for any n = l , 2 , . . - . Then 
any subsequence of{p^,u^]X^} computed in the Uzawa algorithm (3.12)-(3.13) has 
a subsequence (still denoted by ) {p^,u^] A"} such that 
p^^p in L\^}), u^^u in L^{Q), A^ — A in L^Q), 
o o 
and Jh{p^^u^) ~> Jh{P^ u) o>s n — oo. Furthermore, {p,u] A} G KhX Vh x Vh is a 
o o 
saddle-point ofLr ： KhX Vh x Vh^ R-
Remark 3.3.1 To reduce the size of the minimization problem in (3.12), one may 
further divide the problem into two minimization subproblems with each seeking only 
one of the first two variables ofthe discrete augmented Lagrangian L” see the Uzawa 
Algorithm 2 in the following and [4] [23] for more algorithms of the kind. 
Uzawa Algorithm 2. Given A® eVh and q^ G Kh. Set n = 1. 
1. Set k = 1 and q^^^ = q^-\ 
2. Compute vP"^  by solving 
L “ ^ i , …丸’广 1 ) 二 min M ^ i , ” h ;广1 ) , (3.14) 
^hevo 
and then compute q 4 by solving 
Lr(g�\t/"，*;A"-i) 二 min Lr(p" ,n" '^A"_i ) . (3.15) 
Vh^^h 
Compute q 4 二 max{ai,minh"'&,o;2}}. 
If ||g^ '^  - q^^^-%,oo < tolerance, set u^ =以打’於 and q^ 二 q#, GOTO 3; 
Otherwise set k = k + 1, GOTO 2. 
3. Compute A" by 
A- = A"- i + ^ r e > ^ < ^ (3.16) 
Setn = n + l , G O T O 1. 
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3.4 Formulation of the algorithm 
Let us work out the details for the minimizations (3.14) and (3.15). Let 
Vh 二 span{v:?o,^,..-,9^iv—i,<y^iv}， 
Vh = span{0i,(/>2,"'7</^iv-i} 
be the two standard piecewise linear finite element spaces. Note that VhC i^(Q)， 
without basis functions at all boundary points. 
o 
Then from (3.10)，we can easily get e'f^ {qh,Vh)wh eVh such that 
{^e'^{qh,Vh)wh, V(/)) = {qh^wn, •々）^<P ^Vh . (3.17) 
o 
and e'f^ {qh,Vh)Ph ^Vh such that 
(Ve '" (^,W)P", •利= { P h ^ V h , V 0 ) V 0 €么 . （3.18) 
Consider the minimization problem (3.14). By (3.17)-(3.18), we see that it is 
equivalent to solving 
L,r(qh,Vh;Xh)Wh 
=(qh^(vh-^),^^h) 
+ (VA/,, Ve'^ (qh, Vh)wh) + r{Veh(qh, Vh), VeU^7 ,^ Vh)wh) 
二 (^•(外-^), Vtt;^ ) + {qhVXh, Vwh) + r{qhVeh(qh, Vh), •切办) 
二 0 
Thus the problem becomes: 
Find (vh,eh(qh,Vh)) = K ,e^ ) ^Vh x Vn such that 
‘ {qhVvh, Vwh) + r(qhVeh, Vwh) = (qhV(z-Xh).Vwh), W;" G Vh 
I (Ve/^ ,V0) - (g"Vt" ,V0) = -(/,(/>), V0 G F/. 
^ (3.19) 
Let Vh = E i ^i^i and en = E j ^ A in (3.19), we get 
: 如 + 仏 二 八 （3.20) 
Be-Au = F 
V 
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where 
A = {aij), ttij = (9/iV0i,V0j) 
B = {bij), bij = (V0i,V0,) 
A 二 (A,), A,- 二 {qh^{z-Xh),^^j) 
F 二（ i ^， F j = -UAj) 
In fact, {u, e} satisfies 
:(B + � 4 e = A + F ( 3 . 2 1 ) 
[ Au = Be-F 
which is two symmetric positive definite systems, and can be solved by the conjugate 
gradient method respectively. 
Next, for the minimization problem (3.15), it is equivalent to solve 
K{qh,Vh;Xh)Ph 
= 1 f Phl^{vh - z)r dx + ^K{qh)ph 
^ Jn 
+ (VA/,, Ve'fXqh, Vh)Ph) + r{Veh{qh,外)，Ve'^ (qh, Vh)ph) 
二 1 f pf^{V{vh - z)\^ dx + jK{qh)Ph + (P/,VA^, •叫 )+ r{phVeh{qh,外)，•你) 
2 Jn 
=0 
With ifi-regularization, the problem becomes: 
Find {qh.eh{qh,Vh))=(办，已“)€ V^x Vh such that 
‘ j {Vqh.^Ph)^r{Veh,Ph^Vh) 二 -^/。2?办|^(外-20|20^ 
< -f^PhVvhVXh dx, ^Ph e Vh 
(Ve, ,V0)-(9/ .Vz;^,V0) = - ( / » , V0 e T>" 
(3.22) 
Let qh = E i W i and e" 二 E j ^j^j in (3.22), we get 
:，Qq + rNe 二 -G (3 2 3 ) 
Be — NTq = F 
� 
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where 
N = {riij), riij = {(PiVvh,^^j) 
B == (¾), bij = (V0,,V0,) 
Q = (%•), Qij = (•^，•朽） 
G = {gj), 9j = 1 f^ ^jlV(vh - z)\^ dx + f^ (pjVvhVAh dx 
F 二 {Fj), Fj = -UAj) 
The augmented system can then be written as 
/ rB -rNT \ / e \ — ( rF� 
\ -rN -jQ y \ q y \ G � 
This is a symmetric indefinite system. We can also write it into 
f rB —rNT \ ( e \ _ ( r F � 
�rN 7Q / V q / \ -G / 
this system is indefinite but positive definite, since 
, T r.(…-TNT \ / e \ 
(e q ) 
\ rN 7Q y \ q / 
=re^Be — re^N^q + rq^Ne + ^q^Qq 
二 reTBe + ^q^Qq 
> 0 Nq + 0 or e + 0. 
We can use the GMRES method for solving this linear system and the convergence 
is guaranteed as it is positive definite. 
For BV-regularization, since the problem (3.15) corresponds to a nonlinear alge-
braic sytem of equations, we use the Armijo algorithm (cf. Keung and Zou[20]) to 
solve it. However, one may also use some other more efficient iterative methods. 
Now, let us consider the particular case when r = 0. When r 二 0, the formulation 
(3.11) becomes a Lagrangian multiplier approach, i.e. 
Lr{qh.Vh\^ih) = 1 [ q h l ^ { v h - z ) l ^ d x ^ j N h { q h ) + (V"/i , Ve/i(Q7^,^)). (3.24) 
^ JQ 
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In this case, the minimization problem (3.14) becomes 
/ Qh^Vh . ^ Wh dx = / qh^{z — Xh) . Vwh dx ^Wh eVh, 
Jn Jn 
so we do not need to solve for Vh, as Vh = z - A". Next, for the minimization problem 
(3.15), it becomes 
7 f Vqn • Vp/, dx = - ^ f Ph]^{vh _ z)\^dx - / PhVvh • VA^ dx Vp" G Vh 
Jn 2 jQ Jn 
To solve this, we need to assume that we know 办(0) or 办(1). 
3.5 Numerical experiments 
We now show some numerical experiments on the proposed method for parameter 
identifications. We apply the Uzawa Algorithm 2 and the formulation described in 
Section 3.4 for the identification of the coeffients in the following test problem 
-^(“⑷去+)  = 乂⑷， i ^ ( 0 , l ) (3.25) 
w(0) 二 iz(l) = 0. (3.26) 
Most parameters related in the algorithm are attached in each figure. The error shown 
is the relative L^-norm error between the exact parameter q{x) to be identified and 
the computed parameter qh. The augmented Lagrangian coefficient r is taken to be 
1, and the finite element mesh size h to be 1/80. The lower and upper bounds ai and 
a2 in the constrained set K are taken to be 0.5 and 20.0 respectively. The tolerance 
is taken to be 10_6, i.e. ||g"'^  — q^^'-%,oo < 10"^ 
Example 1. We take the observed data z as 
z{x) = u{q){x) = sin(27Tx) 
with the coefficient q{x) as 
q{x) 二 3 + 2x^ - 2 sin(27Tx). 
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The function f{x) is computed through equation (3.25) using u{x) and q{x). 
Four figures (Figure 1.1 to Figure 1.4) with iteration number from 1 to 50 are 
drawn to show the exact coefficient function q{x) (the solid line) and the numerically 
identified solution Qh{x) (the ‘ o , line) on the same graph for comparison. 
7| , , , 1 . 1 1 1 1 7, 1 1 1 1 1 >~ ‘ ‘ ‘ 
/ ^ 广 
k / k / 
, ^3ee^^ , , , , , , J I ^^^^^1 1 1 1 1 1 1 
1^ s ! l J i 3 ! i 5 !^ s ! i 0 6 0 7 o 1 o i 1 0 0.1 0 .2 0.3 0 .4 0 .5 0 .6 0 .7 0 .8 0 .9 1 
Fig. 1.1: g[o) 二 5，7 二 10_5，£：=0.001476，iteration=l Fig. 1.2: ？义。）=5，）= 1 0 - ^ , 5 = 0 . 0 0 1 3 3 9 , iteration=5 
7| , , , , 1 . . 1 > 7| 1 1 1 1 ‘ ‘ ‘ ‘ ‘ 
r 7 i r 7 ^ . 
k / : w : 
^^eee^ , . , . . . J i T^^^^i 1 1 1 1 1 ' 
1g ^ s!i ^ ^ 5!i o!i 07 08 09 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
F i g . 1.3: g[o) = 5 , 7 = 10-5,£二0.001337’ iteration=10 Fig. 1.4: g^。）= 5 , 7 二 10_5 ,S=0 .001337 , iteration=50 
The initial guesses A® and q^  are taken to be the constant 0 and 5.0 respectively. 
qO — 5 0 is not a good initial guess at all, but the numerical method converges very 
fast, one iteration is already quite satisfactory. We can see that the result of the 5th 
iteration (n = 5) is not much different from the results of the further iterations, say 
n = 10, 50, so in the examples which follow we will show only the result at the 5th 
iteration, i.e. n = 5. 
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Besides, we plot also the corresponding experiment with the ^F-regularization 
for comparison in Figure 1.5. Here we take the smoothing parameter S{h) needed 
in Nh{qh) to be 0.01. The numerical solution is close to the one with the H � 
regularization plotted in Figure 1.2. 
7 [ 1 1 1 1 1 1 1 ‘ ‘ 
：： 广 
'L/ : 
,1 . ^^tao^ , , , 1 1 1 
0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 1.5: BV-norm, g[o) 二 5 , 7 = 1 0 _ 3 , f = 0 . 0 0 8 2 2 , iteration=5 
We have also checked out the CPU time needed for generating Figure 1.2 and 
Figure 1.5, using the same computer. It needs about 112 seconds and 13512 seconds 
for Figure 1.2 and Figure 1.5 respectively. We can see that the algorithm using H^ 
regularization is about 100 times faster than using BV regularization. 
We now add some random noise to the gradient of the true solution u, namely 
replacing the gradient Vz in the cost functional Lr by the following noised data 
V / ( x ) = Vz(x) + S rand (x), 
where rand (x) is a uniformly distributed random function in [-1,1]，and 6 is the 
noise level parameter. The numerical result of the 5th iteration is shown in Figure 
1.6 with the noise level parameter 6 = 1%. We see no much difference, compared 
with the noise-free case (Figure 1.2), and it needs about 129 seconds to generate it 
using the same computer above. 
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r 7 i 
k . y . 
0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 1.6: g[o) = 5，7 二 10-5,<J 二 1 % , 5 = 0 . 0 0 2 5 3 7 , iteration=5 
When the noise increases to 10%, the numerical identified solution is still very 
satisfactory. To remove the oscillations due to noised observations, we try to do a 3 
point averaging at the final iteration, see Figure 1.7. This indicates that the numerical 
method is not very sensitive to the noise. 
7 | 1 T 1 1 T 1 1 1 ‘ 
H 
j . j < ^ ^ , — I — I — I — I — I — ‘ — 
0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 1.7: 9又0) = 5 ， ） 二 1 0 - 5 <J= 10%,£：=0.0210, iteration=5 
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Example 2. We take the observed data z as 
z{x) = u{q){x) = sin(7rx) 
with the discontinuous coefficient q{x) as , 
2 - X， X e [0，0.3: 
q{x) = l - x + 4x^, X G (0.3, 0.7) 
3, X e [0.7，1]， 
k 
The function f{x) is computed through equation (3.25) using u{x) and q{x). Figure 
2.1 shows the exact solution q{x) (the dotted line) and the numerically identified 
solution qh{oc) (the solid line), where we have taken the initial guesses A^  = 0 and 
q^  — 5.0. We see again that the numerical method converges very stably and fast. 
Figure 2.1 is the result of the 5th iteration (n = 5). 
3 . 5 | 1 1 1 1 1 1 1 1 1 
3- 1 
2 . 5 - j -
'^^^� y • 
1.5 - i y ^ ‘ 
i_ r -
0 5< I 1 1 1 1 1 I I I 
‘ 0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 2.1: gp) = 5 , 7 = 1 0 - 5 , f = 0 . 0 3 1 1 9 , iteration=5 
Also, we plot the experiment with the BV-regularization for comparison in Figure 
2.2 which is close to the one with the ^i-regularization plotted in Figure 2.1. 
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Fig. 2.2: S y - n o r m , q(? = 5,j = 1 0 - ^ , 5 = 0 . 0 2 9 8 , iteration=5 
We have also checked out the CPU time needed for generating Figure 2.1 and 
Figure 2.2, using the same computer. It needs about 80 seconds and 8370 seconds 
for Figure 2.1 and Figure 2.2 respectively. We can see that the algorithm using H^ 
regularization is about 100 times faster than using BV regularization. 
Again, we add some random noise to the gradient of the true solution u, namely 
we assume the available data is the following noised one: 
V/(x) = Vz{x) + “and (x). 
Figure 2.3 gives the numerical result ofthe 5th iteration with the noise level parameter 
S 二 1 %• We can see that the noise of this level affects very little the accuracy and 
stability of the numerical method, and it needs about 83 seconds to generate it 
using the same computer above. When the noise increases to 10%, the numerical 
identified solution is still very satisfactory. To remove the oscillations around those 
two discontinuous points, we try to do a 3 point averaging at the final iteration, see 
Figure 2.4. 
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Fig. 2.3: g�o) = 5 , 7 = 10一5，5= l % , f = 0 . 0 3 1 6 6 , iteration=5 
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Fig. 2.4： g[0) = 5 , 7 二 10_5,<J = 1 0 % , f = 0 . 0 3 0 8 9 , iteration=5 
Our numerical experiments show that the numerical method proposed in this 
chapter converges very fast (5 iterations for the considered examples) and globally, 
which is consistent with our theory. In fact one can take much worse initial guesses 
than the previous ones (i.e. q^  = 5.0). And more importantly, the method seems to 
be not so sensitive to the noise. 
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Next, we show some numerical experiments for two dimensional cases, where Q is 
a square domain and triangulated with a regular triangulation T " of triangles, with 
h being the mesh size in both x— and y— directions. 
Example 3. We take the observed data z as 
z{x) = u{q)(x, y) = sin(7nr) sin(7r2/) 
and the coefficient q{x, y) as 
q(oc,y) = 1 + 6x^(1 - y). 
The function f{x) is computed through equation (3.25) using u{x) and q{x). 
Figure 3.1 shows the numerically identified solution qh{x, y) with h — 1/10. In 
this case, the exact coefficient function q{x, y) is very smooth and the numerically 
identified solution qh{x, y) seems very close to the exact solution q{x, y). We see 
that the numerical method converges very fast, works also well for two dimensional 
problems. 
、.，......「...::.，:...........「........::......:... 
^ f t . 
0 0 
Fig. 3.1: 9 广 = 5 , 7 = 10—5,£=0.0225，iteration=5 
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Next, we add some random noise to the gradient ofthe true solution u. Figure 3.2 
gives the numerical result of the 5th iteration with the noise level parameter S = 1 %. 
We can see that the noise of this level affects very little the accuracy and stability 
of the numerical method. When the noise increases to 10%, the numerical identified 
solution becomes worser, even though h decrease to 1/40, but the recovered entire 
shape is very satisfactory, see Figure 3.3. 
. - • . ‘ ‘ . ‘ • •. 
丨_ 
> ^ ^ _ < - - ' ^ 0.4 �.2^\^^^^^^^2 
0 0 
Fig. 3.2: g[o) 二 5 , 7 = 1 0 - 5 , 5 = 1 % , 5 = 0 . 0 2 5 4 , iteration=5 
• • . 
...........：••'•-. 
. . • • : : : .• + . 
. . • ‘ • • • •. 
：： : . . . . . . . . . . .”....�I 
3 . . . • • • • • • " ： ： . : . . • • • • • • • ； ； ： • • • . . : ： • • • • • . . 
'l^M. 
"^"^ .^ .^ -<"^ "-^ """"""^ .4 �.2^^^^^^^^ 
0 0 
Fig. 3.3: g�o) = 5 , 7 = 10一4’<5= 10%,5=0 .0317 , iteration=5 
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To remove the oscillations due to the noised data, we try to do a 5 point averaging 
at the final iteration, i.e. each point of the numerically identified solution qh{x) is 
taken to be the average of its three neighbouring points in x-direction and three 
neighbouring points in y-direction, see Figure 3.4. 
....••...：,.... 
.......： ...，.. ：.•.. 
.• •.. ‘ . • ‘ • ‘ • • •, • •. • 
l^$. 
0 0 
Fig. 3.4: gp) = 5 , 7 = 1 0 " ^ , 5 二 1 0 % , f = 0 . 0 2 4 7 , iteration=5 
Example 4. We take the observed data z as 
z{x) = u{q){x, y) = sin(7rx) sin(7ry) 
with a discontinuous coefficient q(x, y) as 
f 
q{x,y) = 1, y e [0, 0.5]； 
[q{x,y) = 2, ye (0.5,1]. 
The function f(x) is computed through equation (3.25) using u(x) and q(x). 
Figure 4.1 shows the numerically identified solution qh(oo,y) with h = 1/20. 
Though the exact coefficient q{x, y) is discontinuous, the numerical result seems still 
very satisfactory except for some oscillations at the discontinuous line y = 0.5. 
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Fig. 4.1: g^ ) = 5 , 7 = 1 0 _ 5 , f = 0 . 0 4 1 8 , iteration=5 
Next, we add some random noise to the gradient of the true solution u. Figure 4.2 
gives the numerical result of the 5th iteration with the noise level parameter 6 = 1 %. 
: i^Bi_ 
^ L ^ ^ . 
• > < ^ ^ r ^ 
0 0 
Fig. 4.2: g^o) = 5，）二 lO_5 ,5 = 1% ,5=0 .0427 , iteration=5 
Next, we try also for the case when h = 1/40. Figure 5.3 gives the numerical result 
of the 5th iteration with h — 1/20 without noise. We see that when h is reduced, 
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the relative error becomes smaller. Also, the edge of the discontinuous line becomes 
sharper. 
:^^ fc；!：：；：::； 
; i ^ ^ ^ , 
^ ^ ^ ^ ^ , ^ - ^ " " " " 0.4 �,2^ ~\^ <^_^ ^^ ^^  
0 0 
Fig. 4.3: g[o) = 5 , 7 = 1 0 - 5 , f = 0 . 0 4 1 6 , iteration=5 
Example 5. We take the observed data z as 
z{x) = u(q){x, y) = sin(7rrr) sin(7ry) 
with a discontinuous coefficient q(x, y) as 
i q [ x , y) = 2， X G [0.5,1.5] and y G [0.5,1.5]; 
q{x, y) = 1, otherwise. 
The function f(x) is computed through equation (3.25) using u(x) and q(x). 
Figure 5.1 shows the numerically identified solution qh(^, y) with h = 1/40. 
Though the exact coefficient q{x, y) is discontinuous, the numerical result seems still 
very satisfactory except for some oscillations at the discontinuous lines. 
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::^^MP ^^ ^^ p^^ -
0 0 
Fig. 5.1: g[o) 二 5，7 = 10_5,^:=0.0538, iteration=5 
Next, we add some random noise to the gradient of the true solution u. Figure 5.2 
gives the numerical result of the 5th iteration with the noise level parameter S = 1 % 
and h = 1/40, which seems to be not much different from the one without noise. 
.••••"：••••. 
...• • • • •. 
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. . . . . . . . . . . . . . . . . . . . . . . . . . : . . . . . . . : . . . . . . : . . . . . . . : . . . . . . 丨^^^, 
0 0 
Fig. 5.2: g�o) = 5，）= 1 0 - 5 , 5 = 1%,5=0 .0545 , iteration=5 
To remove the oscillations around those discontinuous lines, we try to do a 5 point 
averaging at the final iteration, i.e. each point of the numerically identified solution 
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qh{x) is taken to be the average of its three neighbouring points in x-direction and 





Fig. 5.3: 9[o) = 5，）= 1 0 - 5 , 5 = 1 % , 5 = 0 . 0 5 9 4 , iteration=5 
Throughout our experiments, we always take the augmented Lagrangian coeffi-
cient r = 1. However, when r = 5 or 10, our method still converges globally and 
stably, see Figure 5.3 for r = 10 and h 二 1/40. In general, the augmented Lagrangian 
coefficient r cannot be taken too large or too small [22], otherwise the augmented La-
grangian method fails. If r is too large, (3.14) and (3.15) will become ill-conditioned. 
However, if r is too small, there is the danger of unboundedness of the augmented 
function (3.11), and also the possibility of ill-conditioning in (3.14) and (3.15). 
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Fig. 5.3: g[o) = 5 , 7 - i o _ 5 , r = 10 , f=0 .0536 , iteration=5 
3.6 Alternative formulation of the cost functional 
Instead of the energy norm formulation used in the cost functional (3.11), we now 
consider the L^-norm formulation, i.e. 
j* 
Lr{qh,Vh]fJ'h) = Jh{qh,Vh) + (•""，^eh{qh,Vh)) + ^W^eh{qh,Vh)Wl2^Q) (3.27) 
with 
Jh{qh,Vh) = - / I K - z)l^dx + ^Nh{qh)-
丄Jn 
This formulation is applicable when our measured data is of the form z{x) « u{x). 
We next derive the resulting linear algebraic systems in this L^-norm case. 
Consider the minimization problem (3.14), which is equivalent to solving 
K(qh,Vh',Xh>h 
= { v h - Z, Wh) + (VA/,, We'f,{qh, Vh)wh) + r{Veh{qh, Vh), WfMh, Vh)Wh) 
= [ v h 一 2：, Wh) + (qhVXh, ^Wh) + r{qhVeh{qh, Vh), ^Wh) 
=0 
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Thus the problem becomes : 
o o 
Find {vh,eh{qh,vh))三(％,e") eVh x Vh such that 
‘ o 
(Vh, Wh) + r{qhVeh, Vwh) = (z, Wh) - (Q7iVA", Vwh), Mwh G Vh ,�__. 
o (3.28) 
[{Ven,V^)-{qHVvn,Vcfy = -(/,(«, V0 G Vh 
Let Vh = ^ i Ui4>i and eh = ^ j ej4>j be the basis representations, we then get from 
(3.28) that , 
Mu + rAe = H , � 
(3.29) 
� Be-Au = F 
< 
where 
A = {aij), Qij = (^V0i ,V0 j ) , 
B = (bij), bij = (V0hV(^), 
M 二 {rriij), rriij = {^i,^j), 
H = {hj), hj = (2^0j)-(g"VA",V(^-), 
F = {Fj), Fj = -U,<h). 
The augmented system (3.29) can be written as 
(rB -rA \ ( e \ ( r F � 
V � M J V U ； V H j 
The coefficient matrix is positive definite as 
T T.(化 _ ^ ) ( ^ \ 
(e u ) 
V � H ； V u 乂 
二 reTBe — re^Au + ru^Ae + ju^Mu 
=re^Be + ju^Mu 
> 0 V(e,u)^0, 
thus the system can be solved by GMRES method. Or, this system can be also solved 
by (B + rAM~^A)e 二 F + AM~^H and substitute e back to the system. 
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Next, for the minimization problem (3.15), it is equivalent to solving 
L'r[qh,Vh',Xh)Ph 
=lKiQh)Ph + (VA/,, Ve'fXqh, Vh)Ph) + r{Veh{qh, ^), Ve'^ (^ /,, Vh)ph) 
=jK{qh)Ph + (p/iVA/,, Vvh) + r{phVeh{qh, Vh), Vvh) 
=0 
With the ii"i-regularization, the problem is just the same as those for energy norm 
o formulation with 
9j = / ^jVv/i • VXh dx, 
Jn 
and the system can be solved again by Gaussian Elimination or GMRES method. 
Now, let us consider the particular case when r = 0. When r = 0, the formulation 
(3.11) becomes a Lagrangian multiplier approach, i.e. 
Lr[qh, Vh] fJih) = ^ [ \vh — z\^dx + jNh{qh) + ( • " " , Ve"(Q7i,你)). （3.30) 
2 Jn 
In this case, the minimization problem (3.14) becomes 
/ VhWh dx = / ZhWh dx - / qhVXh • N%h dx Mwh eVh • 
Jn Jn Jn 
If we take the mass lumped scheme, the coefficient matrix of the above equation is 
diagonal, so we can get the solution directly. Next, for the minimization problem 
(3.15), it becomes 
7 / ^Qh • ^Ph dx = - / PhVvh . VXh dx Vp" € Vh. 
Jn Jn 
To solve this, we need to assume that we know qh{^) or qh(l). Then we can solve for 
办 by rewriting it into a system of equations. 
Next, we show some numerical experiments on the proposed method with the 
above formulation for the identification of the coefficient q(x) in the test problem 
(3.25) with the augmented Lagrangian parameter r = 1. All parameters in the algo-
rithm can be found in Section 3.5, unless otherwise specified. 
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Example 1 . We take the observed data z as 
z[x) = u{q){x) = sin(27ro:) 
with the coefficient q(x) as 
q(x) = 3 + 2x^-2sin(27Tx) 
The function f(x) is computed through equation (3.25) using u(x) and g(x). 
“ Figure 1.1 shows the exact solution q(x) (the dotted line) and the numerically 
identified solution qh(^) (the solid line). The initial guesses A° and q^  are taken to 
be the constant 0 and 3.0 respectively. 
7 | 1 1 1 1 1 1 1 1 1 
1 / ^ ’ 
X ^ ^ / 
1 I T ^ * * * * ^ I I I 1 I I I 
0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6 0 . 7 0 . 8 0 . 9 1 
Fig. 1.1: g^0) _ 3 , 7 - 10_8 ,S=0 .01446 , iteration=5 
We now add some random noise to the exact observation z, namely replacing the 
observation z in the cost functional L^ by the following noised data 
z^ (x) = z(x) + S rand (x)， 
where rand (x) is a uniformly distributed random function in [—1,1], and S is the 
noise level parameter. The numerical result of the 5th iteration is shown in Figure 
1.2 with the noise level parameter S = 1 %. We see no much difference, compared 
with the noise-free case (Figure 1.1). 
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Fig. 1.2: g[°) = 3 , 7 = 1 0 _ 7 , 5 = l % , f = 0 . 0 1 7 8 8 , iteration=5 
Example 2. We take the observed data z as 
z{x) = u{q){x) = sin(7rx) 
with the discontinuous coefficient q(x) as 
f 
2 — rr, X e [0, 0.3: 
咖 ) 二 ^ l - x + 4x2, X e (0.3, 0.7) 
3, X € [0.7, 1 . 
‘ 
The function f{x) is computed through equation (3.25) using u{x) and q{x). Figure 
2.1 shows the exact solution q{x) (the dotted line) and the numerically identified 
solution qh(oo) (the solid line) for the 5th iteration, where we have taken the initial 
guesses A° = 0 and q^ = 2.0. The numerical method converges very stably and fast. 
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Fig. 2.1: g^o) = 2 , 7 二 1 0 - ^ , 5 = 0 . 0 3 2 9 3 , iteration=5 
Again, we add some random noise to the exact observation z, say 
z^{x) = z(x) + (^rand (x). 
Figure 2.2 gives the numerical result ofthe 5th iteration with the noise level parameter 
S — 0.1 %. We can see that the noise of this level affects very little the accuracy and 
stability of the numerical method. When the noise increases to 1%, the numerical 
identified solution is still very satisfactory, see Figure 2.3. 
3.5| 1 1 1— 1 1 1 1 1 1 
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2.5 - r -、y -…V . 11 I I uL I I I I 1 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 Fig. 2.2: q(:) = 2，7二 10_9,(J = 0 . 1 % , 5 = 0 . 3 5 4 8 , iteration=5 
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Fig. 2.3: g�o) = 2,j = lQ-^,S= 1%’£二0.04228 ’ iteration=5 
We also try the same experiments using piecewise i7^-regularization. Figure 2.4, 
2.5 and 2.6 are the numerical results using piecewise iJ^-regularization with different 
noise level parameters. Compared with Figure 2.1, 2.2 and 2.3, we can see that the 
numerical results using piecewise if^-regularization are more accurate, especially, the 
oscillations around the discontinuity points are reduced. 
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Fig. 2.4: gp) = 2 , 7 = 1 0 _ 7 , f = o . 0 0 5 9 8 7 , iteration=5 
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.5: 9又0) = 2 , 7 二 l Q - ^ , 5 = 0 .1%,5=0 .006821 , iteration=5 
3.5| 1 1 1 1 — t 1 1 1 1 
2.5 - -
' f c v _ 
1 I I ] I I I I I I 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Fig. 2.6: g[o) _ 2 , 7 二 1 0 _ 6 , 5 = l % , f = 0 . 0 2 2 2 8 , iteration=5 
Example 3. We take the observed data z and the coefficient q{x,y) as 
z{x) = u{q){x, y) = sir1(7rx) sin(7r?/), q{x, y) = 1 + 6x^y(l — y) 
The function f{x) is computed through equation (3.25) using u[x) and q{x). Figure 
3.1 shows the numerical solution qh{x, y) with h = 1/10. In this case, the exact 
coefficient q(x,y) is very smooth and the numerically solution qh{oc, y) seems to be 
very close to q{x,y). We see that the numerical method converges stably and fast. 
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0 0 
Fig. 3.1: g f ) = 5 , 7 = 10-8,£二0.0225，iteration=5 
Next, we add some random noise to the exact observation z. Figure 3.2 gives the 
numerical result of the 5th iteration with the noise level parameter h — 0.1 % and 
h = 1/10. We see that the noise of this level affects little the accuracy and stability 
of the numerical method. When the noise increases to 1%, the numerical identified 
solution becomes worser, even when h = 1/40, see Figure 3.3. 
.• ••• ‘ • ‘ • . . 
.• ‘ •. ‘ ‘ • .. • •. • ‘ ‘ ‘ • • • • ‘ •.. 
.•••-• : .•:.••• ： •••. ： •.… 
.、• • • • . . • ； ••• • • • . . 
1 ^ . 
o . ^ " " " " " " ^ > ^ ^ < < ^ ^ ^ ^ " j r ^ 0.4 
0 0 
Fig. 3.2: g[o) = 5 , 7 = 1 0 - 8 , 5 = 0.1%,£：=0.0302，iteration==5 
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•. • ‘ ： : : ... • • • • • • • • • • 
• • • ‘ . •. • • ‘ ‘ • . • •. 
. . .• . . • •.. • • .• ••. 
3 ‘ 
: I ^ S . 
0.4 ^""“^ ^^ .^ ^^ "a4 0.2^ ^^ ^^ ^^ ^^ 2 
0 0 
Fig. 3.3: g[o) = 5 , 7 = 10_7 ,5 = l % , f = 0 . 0 7 1 9 , iteration=5 
To remove the oscillations around those discontinuous lines, we try to do a 5 point 
averaging at the final iteration, i.e. each point of the numerically identified solution 
qh{x) is taken to be the average of its three neighbouring points in x-direction and 
three neighbouring points in y-direction, see Figure 3.4. 
• • * • 
.••••• ： •••• 
.,..•••••••： ； ••：•-... 
. • • . . • ‘ • . 
、....-• ； ..:. ： ：••. 
. . •、 . • . • • •. 
.......•： ； .••••••• ......: ：....... 
^ ^ , 
^ > > < ^ .^X" 
�.2^\^^^^^2 
0 0 
Fig. 3.4： g[o) = 5 ， ） = i o _ 7 , j = i % , 5 = o . 0 5 9 3 , iteration=5 
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Example 4. We take the observed data z as 
z{x) = u(q)(x, y) = sin(7rx) sir1(7r?/) 
and the coefficient q{x, y) as the following step function 
z 
q{x,y) = 1, ye [0, 0.5]； 
< 
咖2/)二2 , 2/G(0.5,l]. 
� 
The function f{x) is computed through equation (3.25) using u{x) and q{x). Figure 
4.1 shows the numerically identified solution qh{x,y) with h = 1/20. The numerical 
result seems to be close to the exact solution except for some oscillations at the 
discontinuous line y — 0.5. 
_ 
^ ^ .:^x^^"^"^_4 0.2^^^^^^^ 
0 0 
Fig. 4.1： 9^0) = 5 , 7 = 10 -® ,5=0 .04477 , iteration=5 
Next, we add some random noise S 二 0.1 % to the exact observation z. Figure 4.2 
gives the numerical results of the 5th iteration. 
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_ 
o^^ ^^\^^ ^^^ ^^^ ^^r^  0.4 
0 0 
Fig. 4.2: g f ) = 5 , 7 = 1 0 " ^ , 5 = 0 . 1 % , 5 = 0 . 0 6 4 4 8 , iteration=5 
Figure 4.3 gives the numerical result of the 5th iteration with the noise level 
parameter S = 1%, and h 二 1/40. To remove the oscillations around those discon-
tinuous lines, we also try to do a 5 point averaging at the final iteration, see Figure 
4.4. 
_ 
^ ^ ^ ^ V ^ ^ ^ ^ " " 0 A �.2^\><^^^^2 
0 0 
Fig. 4.3: g^o) = 5 , 7 = 1 0 " ^ , 5 = 1%,£：二0.0942, iteration=5 
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0 0 
Fig. 4.4: 9 厂 二 5 , 7 = 1 0 - 7 , 5 = 1%’£=0.0882，iteration=5 
3.7 Iterative GMRES method 
As shown in Section 3.4, with energy-norm formulation, we have to solve two matrix 
system (3.20) and (3.23) at each step of iteration. We can see that the matrix 
equation formed from (3.23) is a very large system and it is expensive in terms of 
computational time if solved by Gaussian Elimination. In Section 3.4, we have shown 
that the resulting system can be written into a symmetric and indefinite system, or 
nonsymmetric but positive definite system. By Saad [25], we know that if the matrix 
is positive definite, the iterative GMRES method converges. We will use the iterative 
GMRES method without restart to solve those positive definite systems involved. 
The stopping criterion for GMRES iteration is taken to be le-6, i.e. 
E Z ^ 〈 10-6. 
0 
To speed up the convergence, we will also make use of a natural block diagonal 
preconditioner M_i , with 
(rB 0 \ , � 
M = (3.31) 
V 0 iQ J 
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and the left and right preconditioners M f \ M2^ are formed by the LU factorization 
of M, with M = M1M2. 
Since Q is singular, so the upper triangular matrix M2 may have zeros on its 
diagonal. In this case, we add a small factor, say 10—5 to those diagonal entries with 
magnitudes less than a certain factor, say 10"^^. 
To avoid the singularity of the matrix Q, which results from the semi-norm regu-
larization term \ f^ |V9p dx, we may use | /j^ (|V^12 + g2) ^^ to be the regularization 
term. In this case, 
Q = (%), Qij = (•灼，V(/Pj) + (<^i, ^j) 
and the preconditioner M formed as (3.31) is always nonsingular. Also, the left and 
right preconditioners Mi, M2 formed by the LU factorization of M are also nonsin-
gular. 
In the following examples, we use Uzawa Algorithm 2 with energy norm formula-
tion presented in Section 3.4 to show the effectiveness of the preconditioner and the 
effect of different regularization terms, by showing the number of GMRES iterations 
performed. 
In each table, 
(a) is the number of GMRES solvers used when the outer-loop iteration 二 5， 
(b) represents the total number of iterations accumulated in all GMRES iterations, 
(c) represents the average number of iterations within one GMRES, i.e. the number 
obtained in (b) divided by the number given in (a). 
Example 1. We take the observed data z as 
z{x) — u{q){x) = sin(27Tx) 
with the coefficient q{x) as 
q{x) = 3 + 2x^ - 2 sin(27nr). 
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The function f{x) is computed through equation (3.25) using u{x) and q{x). Results 
by using different regularization term is shown below. 
without preconditioner with preconditioner M 
h ‘ (a) (b) (c) (a) (b) (c) 
1/80 65 8619 132 66 8741 132 
1/160 65 13975 215 67 10750 160 
1/320 65 24509 377 67 11124 166 
Table 1.1: comparison of number of iterations in each GMRES when iteration=5 
using i f^ |Vg|2 dx as the regularization term 
without preconditioner with preconditioner M 
h (a) (b) (c) (a) (b) (c) 
1/80 66 8756 132 67 8229 122 
1/160 66 14190 215 66 9680 146 
1/320 71 26727 376 67 10477 156 
Table 1.2: comparison of number of iterations in each GMRES when iteration=5 
using i /f^(|Vgp + q^) dx as the regularization term 
In all cases, the numerical identified solution qh{oo) is very close to the exact coef-
ficient q{x), so we don't show the graphs here. From Table 1.1 and Table 1.2, we see 
that the number of GMRES performed is approximately the same with different mesh 
sizes, that means the convergence of the algorithm is independent of the mesh sizes. 
However, when considering the average number of iterations within one GMRES, the 
one with preconditioner seems to have much less iterations. 
CHAPTER 2. IDENTIFYING PARAMETERS IN P A R A B O L I C SYSTEMS 105 
Example 2. We take the observed data z as 
z{x) = u{q){x) = sm{7Tx) 
with the discontinuous coefficient q{x) as 
f 
2 — X, X G [0，0.3 
q{x) = l - x + 4x2, a; G (0.3, 0.7) 
3, X e [0.7, 1], 
w 
The function f{x) is computed through equation (3.25) using u{x) and q{x). Results 
by using different regularization term is shown below. 
without preconditioner with preconditioner M 
h (a) (b) (c) (a) (b) (c) 
1/80 57 7026 123 57 6557 115 
1/160 57 11603 203 57 7401 129 
1/320 57 20723 363 57 7695 135 
Table 2.1: comparison of number of iterations in each GMRES when iteration=5 
using \ f^ \Vq\^ dx as the regularization term 
without preconditioner with preconditioner M 
h (a) (b) (c) (a) (b) (c) 
1/80 57 7025 123 57 6425 112 
1/160 57 11643 204 57 7256 127 
1/320 57 20719 363 57 7494 131 
Table 2.2: comparison of number of iterations in each GMRES when iteration=5 
using 5 J^(|Vgp + g2) dx as the regularization term 
We note that although the coefficient function q{x) is discontinuous, the numeri-
cally identified solution qh(x) matches well with q(x). Also, similar conclusions given 
for Example 1 can be drawn here for discontinuous coefficients. 
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Example 3. We take the observed data z and the coefficient q{x,y) as 
z{x) = u{q){x, y) = sin(7rx) sin—), q{x, y) = 1 + 6x^y(l - y) 
The function f{x) is computed through equation (3.25) using u{x) and q[x). Results 
by using different regularization term is shown below. 
without preconditioner with preconditioner M 
h (a) (b) (c) (a) (b) (c) 
1/10 42 6044 143 41 5125 125 
1/15 45 12493 277 45 8640 192 
1/20 45 20100 446 45 10256 227 
1/30 45 37385 830 45 12147 269 
1/40 45 50509 1122 44 12172 276 
Table 3.1: comparison of number of iterations in each GMRES when iteration=5 
using ^ f^ |Vg|2 dx as the regularization term 
without preconditioner with preconditioner M 
h (a) (b) (c) (a) (b) (c) 
1/10 41 5894 143 41 4546 110 
1/15 45 12492 277 45 7648 169 
1/20 45 20089 446 45 9346 207 
1/30 45 37384 830 44 10389 236 
1/40 45 50505 1122 44 10903 247 
Table 3.2: comparison of number of iterations in each GMRES when iteration=5 
using 全 /n(|Vgp + q^) dx as the regularization term 
Similar conclusion given by Example 1 can be told for smooth coefficients in two 
dimensional cases. Also, from Table 3.1 and Table 3.2, we see that the one using 
full-norm regularization with preconditioner requires much less iterations than the 
one using semi-norm regularization with preconditioner. From Table 3.2, we also see 
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that the average number of iterations within one GMRES is approximately the same 
as n increases when the preconditioner M is used. 
Example 4. We take the observed data z as 
z{x) = u{q){x) = sin(7rx) sin(7ry) 
with the discontinuous coefficient q{x, y) as 
f 
1, X G [0, 0.5 
" � = , 
2, X G (0.5, 1], 
w 
The function / ( x ) is computed through equation (3.25) using u{x) and q{x). Results 
by using different regularization term is shown below. 
without preconditioner with preconditioner M 
h (a) (b) (c) 7 a ) (b) ( c ) ~ ~ 
1/10 42 6112 145 42 5475 130 
1/15 53 14785 278 52 10334 198 
1/20 49 22029 449 49 12049 245 
1/30 50 42019 840 50 14236 284 
1/40 50 57455 1149 50 14758 295 
Table 4.1: comparison of number of iterations in each GMRES when iteration=5 
using ^ f^ lVq^ p dx as the regularization term 
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without preconditioner with preconditioner M 
h (a) (b) (c) " ^ (b) ( c ) — 
1/10 43 6229 144 42 4811 114 
1/15 53 14784 278 53 9384 177 
1/20 49 22029 449 49 10988 224 
1/30 50 42011 840 50 13318 266 
1/40 50 57448 1148 50 14110 282 
Table 4.2: comparison of number of iterations in each GMRES when iteration=5 
using i i^(|Vg|2 + g2) dx as the regularization term 
We note that although the coefficient function q{x) is discontinuous, the numeri-
cally identified solution qh{x) matches well with q[x). Also, similar conclusions given 
for Example 1 can be drawn here for discontinuous coefficients in two dimensional 
cases. 
In order to avoid excessive storage requirements and computational costs for the 
orthogonalization in GMRES, GMRES is usually restarted after each m iteration 
steps [1]. We have also tried the above experiments using GMRES with restart and 
have got the similar results, so we ignore the tables here. 
In conclusion, our proposed method works well with noised observation data for 
recovering both smooth and discontinuous parameter in elliptic systems. The method 
converges globally and GMRES can be used in solving the positive definite systems 
involved. In particular, the natural block diagonal preconditioner is an easy-to-
implement and effective preconditioner, and it can accelerate the iterative process 
greatly. 
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