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Introduction
The present work has been developed at the I.N.F.N. section of Napoli, within the
BABAR collaboration. The BABAR experiment is an high energy physics experiment
installed at the SLAC laboratory of the Stanford University in Menlo Park, CA (USA).
The linear collider PEP-II accelerates a beam of electrons and a beam of positrons.
The two beams are injected in a circular path (ring), and collide at the energy of the
Υ (4S) resonance, which decays mainly in a B mesons pair. The energy of the two
beams is different (asymmetric beams) in order to have a boost of the center of mass.
At the intersection of the beam the detector is installed with the purpose to reconstruct
the physics event from its decay products, charged and neutral. Our analysis consists
in the measurement of the B → τν decay Branching Fraction. It is based on the
full BABAR dataset, corresponding to (467.8 ± 5.1) × 106 pairs of BB¯, collected at
the energy of the Υ (4S) resonance from 1999 to 2007. The measurement has been
already performed by the Napoli BABAR group using a smaller data set and the results
have been published in 2008 [1], measuring a Branching Fraction of (1.8±0.9(stat.)±
0.4(bkg syst.)±0.2(other syst.))×10−4. The BABAR collaboration performed another
analysis, using a different strategy that provides a totally independent data sample [2],
measuring B(B → τν ) = (1.6+0.8−0.7(stat.) ± 0.1(syst.)) × 10−4. The combined result
from the BABAR collaboration is (1.7± 0.6)× 10−4. From the Standard Model (SM)
prediction:
B(B− → l−ν¯) = G
2
FmB
8pi
m2l
(
1− m
2
l
m2B
)2
f2B |Vub|2τB , (1)
we can extract the product fB |Vub|, where fB is the B meson decay constant, esti-
mated only by lattice QCD simulation, and |Vub| is the CKM matrix element absolute
value measured from B semileptonic decays. The branching fraction is also sensi-
tive to physics beyond the Standard Model. For example, in the Two Higgs Doublet
Model [3], the B → τν Branching Fraction can be expressed as:
B(B→τν) = BSM ×
(
1− tan2 βm
2
B±
m2H±
)
. (2)
where tanβ is the ratio of the vacuum expectation values of the two Higgs fields and
mH is the mass of the charged Higgs. Using this relation, we can impose constraints
on the charged Higgs mass and on the value of tanβ.
Experimentally, we reconstruct for each event a B meson (Btag) by means of its
hadronic decay modes. We look for evidence of a B → τν decay in the rest of the
event, searching for the four main decay channels of the τ lepton, which comprise the
71.6% of its decay modes: τ → eνν¯, τ → µνν¯, τ → piν and τ → ρν. We apply
the same reconstruction procedure both to the experimental data sample and to Monte
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Carlo simulated events samples. We simulate the detector response to signal events and
the most important sources of backgrounds:
• Υ (4S) → B+B−, B+ → τ+ντ , B− → generic,
• Υ (4S) → B+B−, B± → generic,
• Υ (4S) → B0B¯0,
• e+e− → cc¯
• e+e− → uu¯, dd¯, ss¯
• e+e− → τ+τ−
We calculate for each Btag the mass of the B from the momenta of its decay products,
using the beam energy constraint (mES). The different sources of background can be
classified in the followin categories:
• the “continuum” background, from e+e− → qq¯ and e+e− → τ+τ− events.
They do not peak in the mES distribution.
• the “combinatoric” background, with an erroneous reconstruction of B+B− or
B0B¯0 events, due incorrect assignement of tracks and neutral clusters. The mES
distribution for this background does not peak.
• B+B− events where the charged Btag is correctly reconstructed. In this case
the mES distribution peaks around the B mass value (∼ 5.27GeV/c2).
We evaluate the non-peaking component (continuum and combinatoric background)
using a sub-sample of real data from the lower sideband of the mES distribution
(5.209GeV/c2 < mES < 5.26GeV/c2), while we evaluate the peaking component
using the B+B− Monte Carlo simulation. We apply selection requirements to en-
hance B → τν events in data and reject background events, using two discriminators.
To suppress the non-peaking background we evaluate a Likelihood Ratio, based on
Btag reconstruction observables. To suppress the peaking background we tried several
possible discriminators (also combining them in a multivariate analysis). We conclude
that for “one prong” decays we obtain the same sensitivity using only the center mass
system momentum of the τ daughter particle. We calculate, indeed, a Likelihood Ra-
tio based on Bsig reconstruction related variables for the τ− → ρ−ν channel. In the
signal event selection we do not use the most discriminating variable, that is the en-
ergy of the charged tracks and the neutral clusters not assigned to any reconstructed
B (Eextra ), but we evaluate the branching fraction fitting this variable’s distribution.
We optimize the selection requirements minimizing the expected uncertainty in the
branching fraction fit results. We determine the uncertainties for each configuration
of selection requirements, by means of toy experiments generated from the known
Eextra probability density functions of signal and background. In order to take into
account known data/Monte Carlo disagreements in Eextra shapes we use data and
Monte Carlo control samples of Υ (4S) → B+B− events, where both B mesons are
reconstructed in hadronic decays, or one in hadronic one in semileptonic. In the selec-
tion optimization we take into account systematic uncertainties: the first is due to the
Data/MonteCarlo corrections we found in the control sample, the second is due to the
error on the Monte Carlo simulation used to extract the Eextra shapes. It is a protocol
7for the BABAR analysies, when possible, to avoid examining the real data in the region
where one expects to find signal events (blind procedure). A review commette of the
BABAR collaboratin is intended to check the analysis procedure. After the approval of
the committe we will look at the signal region in data and fit the Eextra distribution to
extract the final measurement.
The present document is composed of four chapters. In the first chapter we introduce
the theoretical background of the B → τν decay,: an introduction to the Standard
Model and the CKM matrix, the leptonic B decay theory and the B → τν branching
fraction expression, in the Standard Model and in New Physics. The second chapter
introduces the BABAR experiment with the description of the PEP-II collider and the
BABAR detector. The tracks and neutral candidate reconstruction alghorithms used in
the analysis are then described. In the third chapter we describe the B tagging tech-
inque, the preliminary requirements we apply before the selection and the identifica-
tion and calculation of the discriminators we use in the selection. In the fourth chapter
we discuss the optimization of the selection requirements, and present the calculation
of the expected systematic and statistical uncertainties, with a given hypotesis on the
branching fraction. Last chapter describes the technique we will use to extract the final
measurement.
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Chapter 1
The Standard Model and
the leptonic decays of the B
mesons
This chapter is intended to give a theoretical framework to the study of the leptonic de-
cays of B mesons in the Standard Model and in models of New Physics. The Cabibbo-
Kobayashi-Maskawa matrix will be introduced together with the phenomenology of
electro-weak interactions. Particular parameterizations of the CKM matrix are shown,
in order to identify the unitary triangle. The leptonic decay of the B mesons, although
theoretically simple and the absence of strong interactions in the final state, give access
to the strong interactions that take place inside the parent meson. Infact these decays
are sensitive to the B meson decay constant fB only known from theory. Last part of
the chapter is about the possible consequences of the B → τν decay in models of New
Physics.
1.1 Introduction to the Standard Model
The Fermi’s theory of the weak interaction (1934) for leptons was QED like modelled
at low energy as:
LF = G√
2
JαJ
α † (1.1)
that is a contact interaction between currents:
Jα = ψ¯eγα(1− γ5)ψν = 2e¯Lγανα (1.2)
where ψe ≡ e is a Dirac spinor and (1 − γ5)/2 is the left-handed chiral projection
operator:
eL =
(1− γ5)
2
e. (1.3)
i.e. only left-handed particles are involved in the theory. Each chiral projection is a
combination of both positive and negative helicity states and only in the relativistic
limit a left-handed 1/2-spin particle become a pure −1/2 helicity state. All this is a
consequence of the so-called V − A (Vector and Axial currents) theory. In fact, as the
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weak interactions are parity-violating a non-invariant under parity transformation term
was needed [4] [5]. Among all the possibles bi-linear Lorentz-invariant forms only the
V −A combination produces particles with the left chirality and maximises the parity
violation [6].
In the Standard Model with three generations of quarks and leptons [7], the weak
interaction can be written, according to the gauge principle, starting from the free La-
grangian:
L0 =
∑
i
(
iL¯i' ∂Li + iR¯i' ∂Ri
)
i = 1, 2, 3 (1.4)
where' ∂ = γµ∂µ and:
L1 =
(
νe
eL
)
L2 =
(
νµ
µL
)
L3 =
(
ντ
τL
)
(1.5)
R1 = eR R2 = µR R3 = τR (1.6)
where L and R stands for the left- and right-handed fields. This Lagrangian has two
symmetries. The first is the U(1) ipercharge symmetry Y (−1 for the left-handed fields
and −2 for the right-handed fields):
L(x) → L′(x) = eg′ i2Y αL(x) R(x) → R′(x) = eg′ i2Y αR(x). (1.7)
The second is the isotopic SU(2) symmetry that has the Pauli’s matrices *τi as genera-
tors:
L(x) → L′(x) = eg i2$τ ·$ω R(x) → R′(x) = R(x). (1.8)
The theory is invariant under these global transformations (α and *ω are constants)
and the extension of the invariance can be obtained by substituting α → α(x) and
*ω → *ω(x) which allows to build a gauge theory.
The interactions are built defining a covariant derivative for each symmetry of the
Lagrangian. The electroweak interaction can be written as:
LEWint = LCC + LNC (1.9)
where LCC and LNC are the charged and neutral interaction currents. The quark
flavour changing transitions are governed by:
LCC = g
2
√
2
(JµW
+µ + J†µW
−µ) (1.10)
where
Jµ = (u¯d
′)V−A+(c¯s
′)V−A+(t¯b
′)V−A+(ν¯ee)V−A+(ν¯µµ)V−A+(ν¯ττ)V−A (1.11)
is the charged current and g is the SU(2)L coupling constant. For the quark sector one
has:
Jµ =
∑
ij
VijJ
µ
ij =
∑
ij
u¯iγ
µ 1
2
(1− γ5)Vijdj (1.12)
where Vij are the elements of a unitary 3×3 matrix called Cabibbo-Kobayashi-Maskawa
matrix (see below), the indices i, j run over the three quark generations and the field
operators ui, dj and W+µ annihilate u, c, t, d, s, b and a W respectively.
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Interactions in the Standard Model, will be described by the gauge symmetry SU(3)C⊗
SU(2)L ⊗ U(1)Y that is spontaneously broken into
SU(3)C ⊗ SU(2)L ⊗ U(1)Y −→ SU(3)C ⊗ U(1)Q (1.13)
where Y and Q are the weak ipercharge and the electric charge respectively. SU(3)C [8]
is the gauge symmetry for the QCD, whose generators for the quarks are represented
by the Gell’Mann matrices λa. The theory is governed by the Lagrangian:
L = L(QCD) + L(SU(2)L ⊗ U(1)Y ) + L(Higgs) (1.14)
The strong interactions are mediated by the eight gluons Ga, the weak interactions by
the W±, Z0 and γ bosons and the Higgs neutral boson H0.
In the Standard Model, quarks and leptons are arranged in SU(2)L left-handed
doublets: (
νe
e−
)
L
(
νµ
µ−
)
L
(
ντ
τ−
)
L
(1.15)(
u
d′
)
L
(
c
s′
)
L
(
t
b′
)
L
(1.16)
while the corresponding right-handed fields are singlets under SU(2)L. The flavour of
the quarks is conserved in all vertexes with neutral gauge bosons, Z0, γ and G. Charged
current processes involving W± bosons, are flavour violating and the intensity of such
violation is given by the gauge coupling constant g. This coupling is relatoed to the
Fermi constant by
GF√
2
=
g2
8M2W
(1.17)
and by the unitary 3 × 3 matrix CKM (Cabibbo, Kobayashi, Maskawa [9, 10]) con-
nects the weak eigenstates (d′, s′, b′) and the corresponding mass eigenstates (d, s, b):
d′s′
b′

 =

Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb



ds
b

 = VˆCKM

ds
b

 (1.18)
The same mixing matrix for the leptons would be the unit matrix in the hypothesis of
null neutrino masses.
The fermion masses are fundamental theoretical inputs of the Standard Model
whose values could also account for new physics. However both the fermion masses
and the CKM elements values are originated by the fermion couplings with the Higgs
field. The coupling of the Higgs field to the quarks are given by the Yukawa coupling
under the SU(2)L gauge symmetry:
LY ukawa =
∑
j,k
[
Yjk(u¯
j
L, d¯
j
L)
(
φ0
−φ+
)∗
ukRYjk′(u¯jL, d¯jL)
(
φ+
φ0
)∗
dkR + h.c.
]
(1.19)
where i, j = 1, 2, 3 are the quark generations and Yjk and Yjk′ are the Yukawa cou-
plings. The Higgs doublets symmetry is spontaneously broken:(
φ+
φ0
)
→ 1√
2
(
0
v + H(x)
)
, (1.20)
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where v is the Higgs expectation value and H(x) is the Higgs particle field. After the
symmetry breaking the 1.19 become:
LY ukawa =
∑
j,k
[
Yjku¯
j
Lu
k
R + Yjk′d¯jLdkR + h.c.
] 1√
2
(v + H(x)). (1.21)
The terms proportional to v couple the left- and right-handed components of the quark
fields and generate the mass terms. To determine the quark mass eigenstates it is nec-
essary to diagonalise the mass matrices:
mjk ≡ −v√
2
Yjk, m
′
jk ≡
−v√
2
Y ′jk. (1.22)
The diagonalization is given by unitary transformations:
uiL,R =
∑
j
T ijL,Ru
′j
L,R (1.23)
diL,R =
∑
J
V ijL,Rd
′j
L,R (1.24)
where the apexes represent the mass eigenstates. The quark interaction term becomes:
g√
2
u¯′Liγ
µVijd
′
LjW
+
µ + h.c. (1.25)
where V = T †LVL is the CKM unitary matrix.
1.2 The CKM parameterizations
A generic n × n unitary matrix can be defined by mean of 2n2 real parameters. The
constraints from unitary conditions can be expressed by n2 equations:∑
j
V ∗ijVjk = δik (1.26)
reducing the number of real parameters to n2. An additional reduction of the param-
eters number comes from the equation 1.12, where the interaction term appears in the
form u¯iγµVijdj : the relative field phases of the quark u¯i and dj can be redefined in
the way to cancel 2n − 1 parameters of the matrix. In the end we have (n − 1)2 free
parameters. If we consider two family of quarks, we have 1 free parameter, and the
matrix can be written as:
V =
(
cos θc sin θv
− sin θc cos θc
)
(1.27)
where θc is the Cabibbo. This parameter introduces a rotation in the coupling of quarks
and can justify the strong suppression of decays with flavour changing neutral current.
The Kobayashi and Maskawa idea was to introduce a third generation of quark; the
number of parameters is 4, three quark field rotation and a not-removable phase, which
is responsable of CP-violation in the Standard Model. The standard parameterization
of the CKM matrix [11] is:
VˆCKM =

 c12c13 s12c13 s13e−iδ13−s12c23 − c12s23s13eiδ13 c12c23 − s12s23s13eiδ13 s23c13
s12s23 − c12c23s13eiδ13 −c12s23 − s12c23s13eiδ13 c23c13

 ,
(1.28)
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where cij = cos θij , sij = sin θij and δ13 is the CP-violating phase. The terms cij
and sij can be chosen positive and δ13 can vary in the interval 0 ≤ δ13 < 2pi. Since
|Vub| ∼ 10−3, c13 is really close to 1 and the terms containing s13 can be neglected with
respect to those close to the unity. The four independent parameters are s12 = |Vus|,
s13 = |Vub|, s23 = |Vcb| and δ13.
A particular representation of the CKM matrix is the Wolfenstein parameteriza-
tion [12] that is an expansion, inspired by the inequalities s13 < s23 < s12 in terms of
the small parameter λ = s12 = sin θ12 = |Vus| = 0.22:
Vˆ =

 1− λ
2
2 λ Aλ
3(1− iη)
−λ 1− λ22 Aλ2
Aλ3(1− 1− iη) −Aλ2 1

+O(λ4) , (1.29)
the four independent parameters are now λ, A, 1 and η. The connection with the
standard parameterization is given by:
s12 = λ, s23 = Aλ
2, s13e
−iδ13 = Aλ3(1− iη) (1.30)
And
1 =
s13
s12s23
cos δ13, η =
s13
s12s23
sin δ13 A =
s23
s212
(1.31)
that are the transformation rules between the two sets of physical parameters. The ex-
pansion in terms of λ gives the Wolfenstein matrix and the correction to higher orders.
It can be shown that Vub does not change in the expansion and that the corrections to
Vus and Vcb occur at O(λ7) and O(λ8). So, with an high precision level [13]:
Vus = λ Vcb = Aλ
2
Vub = Aλ
3(1− iη) Vtd = Aλ3(1− 1¯− iη¯)
where
1¯ = 1(1− λ
2
2
) η¯ = η(1− λ
2
2
). (1.32)
1.2.1 The unitary triangle
The unitary of the CKM matrix implies the existence of relations between the rows
and the columns of the matrix itself. The three relations involving the columns are of
particular interest:
VudV
∗
us + VcdV
∗
cs + VtdV
∗
ts = 0 (1.33)
VusV
∗
ub + VcsV
∗
cb + VtsV
∗
tb = 0 (1.34)
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0 (1.35)
They can be regarded as triangles in the complex plane (1, η) and are called unitary
triangles [11, 14, 15]. Figure 1.1 shows the three triangles in an arbitrary scale. The
triangles are related to the K, Bs and Bd decays and the shortest side of each triangle
is related to CP violating decays. The third triangle is the one of interest for BABAR and
the opening of the triangle is related to wide effects of CP violation in the Bd meson
system.
It can be shown that the triangles have equal area given by |J |/2 where J is given
by +[VijVklV ∗ilV ∗kj ] = J
∑3
m,n=1 εikmεjln and the sign of J is related to the direction
14
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(a)
(c)
(b)
Figure 1.1: The three unitary triangles: (a) VidV ∗is = 0, (b) VisV ∗ib = 0, (c) VidV ∗ib = 0
of the complex vectors. The triangles are invariant under any phase rotation i.e. sides
and angles are not modified (the modules of the CKM matrix are constant) and can be
considered physical observables.
Let us focus on the third unitary triangle. Given that
VcdV
∗
cb = −Aλ3 +O(λ7) (1.36)
with a good approximation VcdV ∗cb is real and |VcdV ∗cb| = Aλ3. Retaining the correc-
tions at the O(λ5) and rescaling the terms into the Equation 1.35 by Aλ3:
1
Aλ3
VudV
∗
ub = 1¯+ iη¯,
1
Aλ3
VtdV
∗
tb = 1− (1¯+ iη¯) (1.37)
where 1¯ and η¯ are given in the 1.32. The unitary triangle can designed in the complex
plane (1¯, η¯) as shown in Figure 1.2.
γ β0
(a) (b)
C
α
γ
β
A
 α
VudV*ub
V V*cbcd
1
Vtd V*tb
VcbV*cb
B
0
η
 ρ
Figure 1.2: The Unitary Triangle (a) before and (b) after the normalization.
And it is simple to obtain the following relations:
sin(2α) =
2η¯(η¯2 + 1¯2 − 1¯)
(1¯2 + η¯2)[(1− 1¯)2 + η¯2] (1.38)
sin(2β) =
2η¯(1− 1¯)
(1− 1¯)2 + η¯2 (1.39)
sin(2γ) =
21¯η¯
(1¯2 + η¯2)
=
21η
(12 + η2)
(1.40)
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where α, β and γ are the angles of the Unitary Triangle. The sides CA and BA of the
triangle, called Rb and Rt, are given by:
Rb ≡
∣∣∣∣VudV ∗ubVcdV ∗cb
∣∣∣∣ =√1¯2 + η¯2 = (1− λ22 ) 1λ
∣∣∣∣VudVcb
∣∣∣∣ (1.41)
Rt ≡
∣∣∣∣ VtdV ∗tbVcdVcb
∣∣∣∣ =√(1− 1¯2) + η¯2 = 1λ
∣∣∣∣VtdVcb
∣∣∣∣ . (1.42)
The angles β and γ are directly related to Vtd and Vub:
Vtd = |Vtd|e−iβ , Vub = |Vub|e−iγ . (1.43)
The angle α is simply α + β + γ = 180◦. The triangle in Figure 1.2 together with
|Vus| and |Vcb| provide a complete description of the CKM matrix and the CP-violating
condition is η '= 0, or, the area of the triangle (|J |/2) must be not zero.
Using the known values of the CKM parameters it possible to extract directly Rb.
This gives a constraint on the position of the triangle vertex A, as shown in Figure 1.3
b
0.5
-0.5
0.5-0.5
0
0
η
 ρ
R
Figure 1.3: The unitary clock.
1.3 The theory of the leptonic decays
The purely leptonic decays B− → 4−ν¯ are of particular interest in the B mesons
physics scenario due to their relatively simple theoretical description which gives ac-
cess to the strong interactions binding the quarks in the initial state meson while there
are no strong interactions in the final state. Moreover, the leptonic decays of the B
mesons are characterised by a rather clean experimental signature.
The Feynman diagram for a B+ leptonic decay is shown in Figure 1.4.
The B meson of mass mB and four momentum p contains a ub¯ pair that annihilates
into a W going into a lepton-neutrino couple. The CKM element Vub enters into the
annihilation vertex and the four-momentum qµ of the W is forced to be qµ = pµ and
q2 = m2B .
Since the final lepton-neutrino system do not interact strongly, the matrix element
can be factorised into an hadronic and a leptonic current:
M = G
2
FmB√
2
Vub〈0|Jµ|B〉u¯(k,σ)γµ(1− γ5)ν(p, s) (1.44)
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Figure 1.4: Feynman diagram for a B+ leptonic decay.
where u and ν are the lepton and neutrino Dirac spinors. In the hadronic current, the
only available quantity is the B meson four-vector pµ and the current Jµ, even in the
form V −A, contributes with an axial term only. The hadronic current finally become:
〈0|u¯γµγ5b|P (p)〉 = ifBpµ, (1.45)
where fB is the B meson decay constant that, alone, is determined by strong interac-
tions. Using 1.44 and 1.45 it is easy to obtain the branching fraction:
B(B− → 4−ν¯) = G
2
FmB
8pi
m2l
(
1− m
2
l
m2B
)2
f2B |Vub|2τB, (1.46)
where GF is the Fermi coupling constant, ml and mB are the lepton and the B meson
masses, τB is the B− lifetime. The dependence of B(B− → 4−ν¯) on the lepton mass
arises from helicity suppression so that low mass leptons are disfavoured with respect
to high mass leptons. The ratio between the rates for the lepton species τ : µ : e is
∼ 1 : 5× 10−3 : 10−7 which makes the τ channel the most favourite. In the Standard
Model context, the observation of B− → l−ν¯ provides a first direct measurement of
fB , as |Vub| is measured from semi-leptonic B meson decays. On the other hand, if fB
is calculate precisely from lattice QCD, the branching fraction would provide precise
measurement of |Vub|. The ratio between CMK parameters |Vub/Vtd| can be obtained
by comparing B(B− → l−ν¯) with the difference in heavy and light neutral Bd masses
(∆md), known from Bd mixing measurements with considerable precision [16]. The
mass difference ∆md is given by:
∆md =
G2F
6pi2
ηBmBm
2
W f
2
BBBS0(xT )|Vtd|2 (1.47)
where BB is the “bag parameter” which arises from the vacuum insertion approxima-
tion, ηB is the QCD correction factor which depends on ΛQCD and the masses mb and
mt, and S0 is the Inami-Lim function. In the comparison between Eq. 1.46 and Eq.
1.47, the dependence on the poorly known decay constant fB drops out and we obtain
B(B− → l−ν¯)
∆md
=
3pi
4
m2l (1− m
2
l
m2
B
)τB |Vub|2
ηBm2WBBSo(t)|Vtd|2
, (1.48)
which can be used to map out an allowed zone in the Wolfenstein ρ and η param-
eter [12]. In fig. 1.5 we report the constraints on the unitary triangle from the last
measured values of ∆md parameter.
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Figure 1.5: Constraints on unitary triangle from CKMFitter Collaboration [17]. The shaded
green circle comes from the |Vub| calculation from B → τν , assuming fB from lattice QCD;
the light yellow circle comes from∆md indirect measurement.
Exploiting the PDG 2009 [16] values for τB and for |Vub| and the HPQCD collabo-
ration value for fB [18], the Standard Model expectation in Eq. (1.46) for the τ channel
branching fraction becomes [19]:
B(B → τν) = (1.29× 10−4) τB
1.638ps
(
fB
216MeV
)2 ∣∣∣∣ Vub0.00395
∣∣∣∣
2
(1.49)
that clearly shows how this decay is sensitive to the CKM matrix element Vub and
the B meson decay constant fB . Despite the theoretically clean dependence on rel-
evant parameters, the experimental situation is more involved. The muon channel is
experimentally simpler (a monochromatic muon in the B rest frame) but the helicity
suppression makes the process quite rare ( ∼ 4 × 10−7 ). The τ channel is far more
abundant but the necessity to reconstruct the τ lepton from its decay products and the
presence of two or three undetectable neutrinos in the final state makes the background
rejection an experimental challenge.
At the present moment BABAR has reported a combined result from two indepen-
dent analysis [2, 1] of:
B(B → τν) = (1.7± 0.6)× 10−4 (1.50)
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while the Belle Collaboration reported [20]
B(B → τν) = (1.65+0.38−0.37(stat)+0.35−0.37(syst))× 10−4. (1.51)
Both results are consistent with the Standard model predictions.
1.4 The B → τν decay in New Physics models
The B → τν decay has a important impact in model beyond the Standar Model because
it allows to constraint parameter of the New Physics. In the two Higgs doublet model
the decay involves the contribution of a charged Higgs at tree level, as show in the
diagram in fig.1.6. We shall consider the so-called model II of two higgs doublet
Figure 1.6: Tree level diagram of B → τν decay through a cherged Higgs
models [3], where u-type quarks get mass from one doublet, while d-type quarks get
mass from the other doublet. Charged Higgs Yukawa couplings are controlled by the
parameter tanβ = v2/v1, the ratio of vacuum expectation values of the two doublets.
The W± and H± effectively induce the the four-Fermi interaction
Gf√
2
Vib([u¯iγu(1− γ5)b][l¯γu(1− γ5)ν]−Rl[u¯i(1 + γ5)b][l¯(1− γ5)ν]) (1.52)
where
Rl = tan
2 β(mbml/m
2
H−). (1.53)
The pseudoscalar coupling of the H± boson is given by:
< 0|u¯γ5b|B− >= −ifB(m2B/mb), (1.54)
where we have ignored mu compared to mB . One easily arrives at the amplitude
B(B→lν) = −GF√
2
VubfB(ml −Rl(m2B/mb))× l¯(1− γ5)ν, (1.55)
where the SM term is propotional to ml, while the charged Higgs term is propotional
to Rl. Using equation 1.53, ml can be factored out while the explicit quark mass
dependence in mb cancels, and we find:
B(B→τν) = BSM ×
(
1− tan2 βm
2
B±
m2H±
)
. (1.56)
Comparing the measured value of the branching fraction and the Standard Model pre-
diction, we can exclude regions in the (mH± , tanβ) plane, as shown in fig. 1.7.
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Figure 1.7: Exclusion plot of (mH± , tanβ). The green regions are excluded at 95% C.L., while
the lower limit on mH is set by the LEP experiment at 97.3GeV/c2 [21]
.
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Chapter 2
BABAR Experiment at PEP-II
2.1 Introduction
The BABAR experiment takes place at the Stanford Linear Accelerator Center (SLAC).
The acceleretor and the detector took data from October 1999 to April 2008. The
primary goal of the BABAR experiment is the study of CP -violating asymmetries in
the decay of neutral B meson. Secondary goals are precision measurement of decays of
bottom and charm mesons and of τ leptons, and searches for rare processes accessible
because of the high luminosity of PEP II B Factory.
The PEP-II B Factory is an e+e− asymmetric collider running at a center of mass
energy of 10.58 GeV corresponding to the mass of the Υ (4S) resonance. The electron
beam in the High Energy Ring (HER) has 9.0 GeV and the positron beam in the Low
Energy Ring (LER) has 3.1 GeV. The Υ (4S) is therefore produced with a Lorentz
boost of βγ = 0.56. This boost makes it possible to reconstruct the decay vertices of
the two B mesons, to determine their relative decay times ∆t, and thus to measure the
time dependence of their decay rates, since, without boost, this distance would be too
small (∼ 30 µ) to be measured by any vertex tracker.
The BABAR detector [22] has been optimized to reach the primary goal of the CP
asymmetry measurement. This measurement needs the complete reconstruction of a
B decay in a CP eigenstate, the flavour identification (tagging) of the non-CP B and
a measure of the distance of the two decay vertices. To fulfill these needs, a very
good vertex resolution, both transverse and parallel to the beam direction, excellent
reconstruction efficiency for charged particles and a very good momentum resolution,
efficient electron and muon identification, with low misidentification probabilities for
hadrons, are required.
A longitudinal section of the BABAR detector is shown in Fig. 2.1.The detec-
tor innermost part is reserved for the silicon vertex tracker (SVT), then there is the
drift chamber (DCH), the Cerenkovlight detector (DRC) and the CsI electromagnetic
calorimeter (EMC). All those detector sub-systems are surrounded by a solenoidal su-
perconductor magnetic field. The iron used for the return flux has been instrumented
(IFR) for muons and neutral hadrons, like KL and neutrons, detection.
The detector geometry is cylindrical in the inner zone and hexagonal in the outer-
most zone: the central part of the structure is called barrel and it’s closed forward and
backward by end caps. The covered polar angle ranges from 350 mrad, in the forward,
to 400 mrad in the backward directions (defined with respect to the high energy beam
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Figure 2.1: BABAR detector longitudinal section.
direction). The BABAR coordinate system has the z axis along the boost direction (or
the beam direction): the y axis is vertical and the x axis is horizontal and goes to-
ward the external part of the ring. In order to maximize the geometrical acceptance for
Υ (4S) decays the whole detector is offset, with respect to the beam-beam interaction
point (IP), by 0.37 m in the direction of the lower energy beam.
A trigger system is used to separate collisions producing interesting events from
those that constitutes the noise, or the background, for instance, beam interactions
with residual gas. The trigger system is divided in two consequent levels: the level
one trigger (L1) is hardware based and is designed to have a maximum output rate
of 2 kHz and a maximum time delay of 12 µs, while the other level (L3), software
based, has a throughput rate limited to 120Hz in order to permit an easy storage and
processing of collected data.
2.2 PEP-II B Factory
The clean experimental environment of an e+e− collider can be used to study the
properties of B mesons by producing a large number of Υ (4S) mesons. The Υ (4S)
whose mass is 10.58 GeV/c2, is the lightest bottomonium vector state which can decay
to pairs of open beauty mesons: B+u B−u and B0dB¯0d in roughly the same amount. Table
2.1 summarizes the cross sections for the various processes accessible by colliding
two e+e− beams at the energy corresponding to the mass of the Υ (4S) in the center
of mass (c.m.) reference frame [23]. Given that the mass of the Υ (4S) is slightly
larger than twice the mass of a B meson, the BB pair is emitted with a momentum of
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e+e− → Cross section (nb)
bb¯ 1.05
cc¯ 1.30
ss¯ 0.35
uu¯ 1.39
dd¯ 0.35
τ+τ− 0.94
µ+µ− 1.16
e+e− ∼ 40
Table 2.1: Various processes cross sections at √s = MΥ (4S). Bhabha cross section is an
effective cross section, within the experimental acceptance.
∼ 335MeV/c in the c.m. frame, and considering the lifetime of the B mesons being
∼ 1.5ps, the average distance of the two decay vertices would be roughly 60µm . With
the state of the art vertex detectors, this value is too small to allow time-dependent
analyses of the B0B0 system in a traditional symmetric e+e− collider. This motivated
the proposal[24] for the construction of an asymmetric e+e− collider, where the B
mesons are boosted in the laboratory frame, so that the average separation between the
two B decay vertices is inflated to measurable values. The Conceptual Design Report
for the construction of the PEP-II B-factory at the Stanford Linear Accelerator Center
was submitted in 1993 [25] as a proposal of an upgrade of the existing PEP facility and
first colliding beams were stored in 1999.
2.2.1 Design and machine parameters
At the PEP-II B-factory a 9.0 GeV electron beam collides head-on against a 3.1 GeV
positron beam, resulting in a βγ = 0.56 boost of the c.m. frame with respect to the
laboratory. The beams are stored in two different rings: the High Energy Rings (HER)
for the electrons, while the Low Energy Ring (LER) for the positrons. The interaction
region, placed inside the magnetic field of the BABAR solenoid, comprises a series of
samarium-cobalt permanent magnets which separate the bunches along the horizontal
plane outside the luminous region. The main machine parameters are collected in ta-
ble 2.2; the design values are compared to the record running values reached in 2008
during the last year of data-taking. The design luminosity has been reached pretty
Parameters Design Ultimate(2008)
Energy HER/LER (GeV) 9.0/3.1 9.0/3.1
Current HER/LER (A) 0.75/2.15 1.875/2.900
Number of bunches 1658 1722
Luminosity (1033 cm−2s−1) 3.0 12.1
Daily average integrated luminosity (pb−1/d) 135 840
Table 2.2: PEP-II beam parameters. Design and ultimate values are quoted.
quickly at the end of the first year of datataking and in the following few years the
record values have superseded the design ones by a factor of four in terms of instan-
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taneous luminosity and a factor of seven for the integrated one. The instantaneous
luminosity is monitored by the PEP-II operators by measuring the Bhabha scattering
rates, while a more precise value is computed offline, by studying other QED processes
(primarily e+e− and µ+µ− production). The r.m.s. energy spreads for the LER and
HER beams are 2.3 MeV and 5.5 MeV, while the systematic uncertainty in the absolute
beam energies is of the order of 5-10 MeV. The beam directions, the position and size
of the luminous region (which are critical in timedependent analyses) are continuously
monitored on a run by run basis (a run is a data-taking period typically lasting one
hour). These parameters are measured by using well reconstructed two-tracks events,
like e+e− → e+e−, µ+µ−. The uncertainties in the average beam position are of
the order of a few µm in the transverse plane, and ∼ 100µm in the longitudinal di-
rection. Variations of these parameters over two consecutive runs are typically of the
same order of magnitude of their uncertainties.
2.2.2 Machine background
Several components contribute to the machine-related background [26]:
• Synchrotron Radiation in the proximity of the interaction region, caused by the
bending of the beams in the proximity of the permanent magnets. Careful design
of the interaction region has been studied in order to limit the effects of this
source of background.
• Beam-Gas Scattering, caused by the interaction of the beams with residual gas
in the beam pipe. Even though the quality of vacuum has superseded the expec-
tations, this is the most severe source of radiation damage to the SVT and the
dominant source of background for all the sub-systems, except the DIRC.
• Luminosity Background, caused by energy-degraded electrons produced in ra-
diative Bhabha events which enter the BABAR detector causing electromagnetic
showers. This source of background is directly proportional to the luminosity
and is already the largest source of background for the DIRC.
Other sources of background include beam losses during injection, intense bursts of
radiation caused by tiny dust particles which become trapped in the beams and non-
Gaussian tails from beam-beam interactions. The last background sources are a con-
cern especially for the radiation protection of the SVT.
2.2.3 Delivered luminosity
The data-taking operations begun in 1999 and ended in 2008. Figure 2.2 shows the
progression of delivered luminosity; the data-taking has been subdivided into the fol-
lowing periods:
Run1 , which corresponds to data taken in the period: May 1999 through October
2000;
Run2 January 2001 through July 2002;
Run3 November 2002 through July 2003;
Run4 September 2003 through July 2004;
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Run5 April 2005 through August 2006;
Run6 January 2007 through September 2007;
Run7 December 2007 through April 2008;
Run7 data scanned the Υ (3S) and Υ (2S) resonance, and have not been cosidered for
this analysis. During the first years of PEP-II running, data-taking was held only with
the beams in coasting mode, that is without injecting new bunches of electrons/positrons
to compensate for the beam dispersions. Data-taking runs were interleaved by short
periods during which the beam currents were restored to the desired values. Since the
beginning of Run4, thanks to the improvements in the accelerator stability and the re-
duction in the injection backgrounds, data-taking can be conducted in trickle injection
mode, that is injecting (with a frequency of a few Hz) fresh bunches to both the LER
and the HER in order to keep the beam currents to a constant level. A system has been
developed in order to skip the collisions (which are affected by a higher background
level) of a bunch during its first orbits. Most of data are collected setting the c.m.
collision energy to the mass of the Υ (4S) (we call them on-resonance data). In order
to study the events which do not originate from the decay of a Υ (4S), the so called
continuum events, about 10% of the data are collected lowering by 40 MeV the energy
of the collisions, which is enough to avoid the production of the Υ (4S) (whose width
is ∼ 20 MeV). It is particularly important to get a reliable estimate of the number
of B mesons produced during a particular data-taking period. The procedure (called
B counting), which computes this number compares the ratio of the number hadronic
events over the number of e+e− → µ+µ− events produced in on-resonance and off-
resonance data samples, assuming that the excess seen in the on-resonance is entirely
due to Υ (4S) decays. The number of events passing the kinematical selection NΥ is
given by:
NΥ = NMHNµµ ·Roff · k (2.1)
where NMH is the number of events passing the selection in the on-resonance sample,
Nµµ is the number of µ+µ− events in the on-resonance sample, Roff = NoffMH/Noffµµ
is the ratio of hadronic events to muon pairs in the off-resonance sample and k is a
numerical factor close to 1, which accounts for the energy dependence of the e+e− →
µ+µ− cross section and variations in the selection efficiencies. Monte Carlo simu-
lations carefully validated on data are used to compute the selection efficiencies; the
overall systematic error on the B counting procedure is estimated to be ∼ 1%.
2.3 Tracking system
The charged particle tracking system consists of two different components: the silicon
vertex tracker (SVT) and the drift chamber (DCH): the main purpose of this track-
ing system is the efficient detection of charged particles and the measurement of their
momentum and angles with high precision. These track measurements are important
for the extrapolation to the DIRC, the EMC and the IFR: at lower momenta, the DCH
measurements are more important while at higher momenta the SVT dominates.
2.3.1 The Silicon Vertex Tracker: SVT .
The vertex detector has a radius of 20 cm from the primary interaction region: it is
placed inside the support tube of the beam magnets and consists of five layers of
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to 2008.
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Figure 2.3: SVT schematic view: longitudinal section.
double-sided silicon strip sensors detectors to provide five measurements of the po-
sitions of all charged particles with polar angles in the region 20.1◦ < θ < 150◦.
Because of the presence of a 1.5T magnetic field, the charged particle tracks with
transverse momenta lower than ∼ 100 MeV/c cannot reach the drift chamber active
volume. So the SVT has to provide stand-alone tracking for particles with transverse
momentum less than 120 MeV/c, the minimum that can be measured reliably in the
DCH alone: this feature is essential for the identification of slow pions from D∗−meson
decays. Because of these, the SVT has to provide redundant measurements.
Beyond the stand-alone tracking capability, the SVT provides the best measure-
ment of track angles which is required to achieve design resolution for the Cˇerenkov
angle for high momentum tracks. The SVT is very close to the production vertex in or-
der to provide a very precise measure of points on the charged particles trajectories on
both longitudinal (z) and transverse directions. The longitudinal coordinate informa-
tion is necessary to measure the decay vertex distance, while the transverse information
allows a better separation between secondary vertices coming from decay cascades.
More precisely, the design of the SVT was carried out according to some important
guidelines:
• The number of impact points of a single charged particle has to be greater than 3
to make a stand-alone tracking possible, and to provide an independent momen-
tum measure.
• The first three layers are placed as close as possible to the impact point to achieve
the best resolution on the z position of the B meson decay vertices.
• The two outer layers are close to each other, but comparatively far from the inner
layers, to allow a good measurement of the track angles.
• The SVT must withstand 2 MRad of ionizing radiation: the expected radiation
dose is 1 Rad/day in the horizontal plane immediately outside the beam pipe and
0.1 Rad/day on average.
• Since the vertex detector is inaccessible during normal detector operations, it has
to be reliable and robust.
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Figure 2.4: Cross-sectional view of the SVT in a plane perpendicular to the beam axis.
These guidelines have led to the choice of a SVT made of five layers of double-
sided silicon strip sensors: the spatial resolution, for perpendicular tracks must be 10−
15µm in the three inner layers and about 40µm in the two outer layers. The three inner
layers perform the impact parameter measurement, while the outer layers are necessary
for pattern recognition and low pt tracking. The silicon detectors are double-sided
(contain active strips on both sides) because this technology reduces the thickness of
the materials the particles have to cross, thus reducing the energy loss and multiple
scattering probability compared to single-sided detectors. The sensors are organized
in modules (Fig. 2.3). The SVT five layers contain 340 silicon strip detectors with
AC-coupled silicon strips.
Each detector is 300µm-thick but sides range from 41mm to 71mm and there are
6 different detector types. Each of the three inner layers has a hexagonal transverse
cross-section and it is made up of 6 detector modules, arrayed azimuthally around the
beam pipe, while the outer two layers consist of 16 and 18 detector modules, respec-
tively. The inner detector modules are barrel-style structures, while the outer detector
modules employ the novel arch structure in which the detectors are electrically con-
nected across an angle. This arch design was chosen to minimize the amount of silicon
required to cover the solid angle while increasing the solid angle for particles near the
edges of acceptance: having incidence angles on the detector closer to 90 degrees at
small dip angles insures a better resolution on impact points. One of the main features
of the SVT design is the mounting of the readout electronics entirely outside the active
detector volume.
The strips on the two sides of the rectangular detectors in the barrel regions are
oriented parallel (φ strips) or perpendicular (z strips) to the beam line: in other words,
the inner sides of the detectors have strips oriented perpendicular to the beam direction
to measure the z coordinate (z-size), whereas the outer sides, with longitudinal strips,
allow the φ-coordinate measurement (φ-side). In the forward and backward regions of
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the two outer layers, the angle between the strips on the two sides of the trapezoidal
detectors is approximately 90◦ and the φ strips are tapered.
The inner modules are tilted in φ by 5◦, allowing an overlap region between ad-
jacent modules: this provide full azimuthal coverage and is convenient for alignment.
The outer modules are not tilted, but are divided into sub-layers and placed at slightly
different radii (see Fig. 2.4).
The total silicon area in the SVT is 0.94m2 and the number of readout channels
is about 150 000. The geometrical acceptance of SVT is 90% of the solid angle in the
c.m. system and typically 80% are used in charged particle tracking.
The z-side strips are connected to the read-out electronics with flexible Upilex
fanout circuits glued to the inner faces of half-modules: as a matter of fact, each mod-
ule is divided into two electrically separated forward and backward half-modules. The
fanout circuits consist of conductive traces on a thin flexible insulator (copper traces
on Kapton): the traces are wire-bonded to the end of the strips.
In the two outer layers, in each module the number of z strips exceeds the number
of read-out channels, so that a fraction of the strips is “ganged”, i.e., two strips are
connected to the same read-out channel. The “ganging” is performed by the fanout
circuits. The length of a z strip is about 50µm (case of no ganging) or 100µm (case
of two strip connected): the ganging introduces an ambiguity on the z coordinate mea-
surement, which must be resolved by the pattern recognition algorithms. The φ strips
are daisy-chained between detectors, resulting in a total strip length of up to 26 cm.
Also, for the φ-side, a short fanout extension is needed to connect the ends of the strips
to the read-out electronics.
1st 2nd 3rd 4th 5th
layer layer layer layer layer
radius (mm) 32 40 54 91-127 114-144
modules/layer 6 6 6 16 18
wafers/module 4 4 6 7 8
read-out pitch (µm)
φ 50-100 55-110 55-110 100 100
z 100 100 100 210 210
Table 2.3: Parameters of the SVT layout: these characteristics are shown for each layer.
The signals from the read-out strips are processed using a new technique, bringing
in several advantages. After amplification and shaping, the signals are compared to a
preset threshold and the time they exceed this threshold (time over threshold, or ToT)
is measured. This time interval is related to the charge induced in the strip by the
charged particle crossing it. Unlike the traditional peak-amplitude measurement in the
shaper output, the ToT has the advantage of an approximately logarithmic relation of
the time interval to the charge signal. This compresses the active dynamic range of the
signal, ensuring a good sensitivity in the lower range. When a particle crosses a silicon
detector a cluster of adjoining strips producing a signal is formed. The good signal
resolution in the lower range ensures a good determination of the tails of the cluster
thus improving the resolution on the impact point measurement.
The electronic noise measured is found to vary between 700 and 1500 electrons
ENC (equivalent noise charge), depending on the layer and the readout view: this can
be compared to the typical energy deposition for a minimum ionizing particle at normal
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incidence, which is equivalent to ∼ 24000 electrons.
During normal running conditions, the average occupancy of the SVT in a time
window of 1µs is about 2% for the inner layers, where it is dominated by machine
backgrounds, and less than 1% for the outer layers, where noise hits dominate.
The cluster reconstruction is based on a cluster finding algorithm: first the charge
pulse height of a single pulse is calculated form the ToT value and clusters are formed
grouping adjacent strips with consistent times. The position x of a cluster formed by n
strips is evaluated with an algorithm called “head-to-tail” algorithm:
x =
(x1 + xn)
2
+
p
2
(Qn −Q1)
(Qn + Q1)
where xi and Qi are the position and the collected charge of i-th strip and p is
the read-out pitch. This formula always gives a cluster position within p/2 of the
geometrical center of the cluster. The cluster pulse height is simply the sum of the strip
charges, while the cluster time is the average of the signal times.
The SVT efficiency can be calculated for each half-module by comparing the num-
ber of associated hits to the number of tracks crossing the active area of the half-
module. Excluding defective readout sections (9 over 208), the combined hardware
and software efficiency is 97%.
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Figure 2.5: SVT hit resolution in the z and φ coordinate in microns, plotted as functions of the
track incident angle in degrees.
The spatial resolution of SVT hits is calculated by measuring the distance (in the
plane of the sensor) between the track trajectory and the hit, using high-momentum
tracks in two prong events: the uncertainty due to the track trajectory is subtracted
from the width of the residual distribution to obtain the hit resolution. The track hit
residuals are defined as the distance between track and hit, projected onto the wafer
plane and along either the φ or z direction. The width of this residual distribution is
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then the SVT hit resolution. Fig. 2.5 shows the SVT hit resolution for z and φ side
hits as a function of the track incident angle: the measured resolutions are in very good
agreement with the MonteCarlo expected ones. Over the whole SVT , resolutions are
raging from 10− 15µm (inner layers) to 30− 40µm (outer layers) for normal tracks.
For low-momentum tracks (pt < 120 MeV/c), the SVT provides the only par-
ticle identification information. The measure of the ToT value enables to obtain the
pulse height and hence the ionization dE/dx: the value of ToT are converted to pulse
height using a look-up table computed from the pulse shapes. The double-sided sen-
sors provide up to ten measurements of dE/dx per track: with signals from at least
four sensors, a 60% truncated mean dE/dx is calculated. For MIPs, the resolution on
the truncated mean dE/dx is approximately 14%: a 2σ separation between kaons and
pions can be achieved up to momentum of 500 MeV/c and between kaons and protons
beyond 1 GeV/c.
2.3.2 The drift chamber: DCH .
The drift chamber is the second part of BABAR tracking system: its principal purpose is
the efficient detection of charged particles and the measurement of their momenta and
angles with high precision. The DCH complements the measurements of the impact
parameter and the directions of charged tracks provided by the SVT near the impact
point (IP). At lower momenta, the DCH measurements dominate the errors on the ex-
trapolation of charged tracks to the DIRC, EMC and IFR. The reconstruction of decay
and interaction vertices outside of the SVT volume, for instance the K0S decays, re-
lies only on the DCH. For these reasons, the chamber should provide maximal solid
angle coverage, good measurement of the transverse momenta and positions but also
of the longitudinal positions of tracks with a resolution of ∼ 1mm, efficient recon-
struction of tracks at momenta as low as 100 MeV/c and it has to minimally degrade
the performance of the calorimeter and particle identification devices (the most ex-
ternal detectors). The DCH also needs to supply information for the charged particle
trigger. For low momentum particles, the DCH is required to provide particle identi-
fication by measuring the ionization loss (dE/dx). A resolution of about 7% allows
pi/K separation up to 700 MeV/c. This particle identification (PID) measurement is
complementary to that of the DIRC in the barrel region, while in the extreme back-
ward and forward region, the DCH is the only device providing some discrimination
of particles of different mass. The DCH should also be able to operate in presence
of large beam-generated backgrounds having expected rates of about 5 kHz/cell in the
innermost layers.
To meet the above requirements, the DCH is a 280 cm-long cylinder (see left plot
in Fig. 2.6), with an inner radius of 23.6 cm and an outer radius of 80.9 cm: it is
bounded by the support tube at its inner radius and the particle identification device at
its outer radius. The flat end-plates are made of aluminum: since the BABAR events will
be boosted in the forward direction, the design of the detector is optimized to reduce
the material in the forward end. The forward end-plate is made thinner (12mm) in the
acceptance region of the detector compared to the rear end-plate (24mm), and all the
electronics is mounted on the rear end-plate. The device is asymmetrically located with
respect to the IP: the forward length of 174.9 cm is chosen so that particles emitted at
polar angles of 17.2◦ traverse at least half of the layers of the chamber before exiting
through the front end-plate. In the backward direction, the length of 101.5 cm means
that particles with polar angles down to 152.6◦ traverse at least half of the layers.
The inner cylinder is made of 1mm beryllium and the outer cylinder consists of
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Figure 2.6: Side view of the BABAR drift chamber (the dimensions are in mm) and isochrones
(i.e. contours of equal drift time of ions) in cells of layer 3 and 4 of an axial super-layer. The
isochrones are spaced by 100ns.
two layers of carbon fiber glued on a Nomex core: the inner cylindrical wall is kept thin
to facilitate the matching of SVT and DCH tracks, to improve the track resolution for
high momentum tracks and to minimize the background from photon conversions and
interactions. Material in the outer wall and in the forward direction is also minimized
in order not to degrade the performance of the DIRC and the EMC.
The region between the two cylinders is filled up by a gas mixture consisting of
Helium-isobutane (80% : 20%): the chosen mixture has a radiation length that is five
times larger than commonly used argon-based gases. 40 layers of wires fill the DCH
volume and form 7104 hexagonal cells with typical dimensions of 1.2×1.9 cm2 along
the radial and azimuthal directions, respectively (see right plot in Fig. 2.6). The hexag-
onal cell configuration has been chosen because approximate circular symmetry can
be achieved over a large portion of the cell. Each cell consist of one sense wire sur-
rounded by six field wires: the sense wires are 20µm gold-plated tungsten-rhenium,
the field wires are 120µm and 80µm gold-plated aluminum. By using the low-mass
aluminum field wires and the helium-based gas mixture, the multiple scattering inside
the DCH is reduced to a minimum, representing less than 0.2%X0 of material. The
total thickness of the DCH at normal incidence is 1.08%X0.
The drift cells are arranged in 10 super-layers of 4 cylindrical layers each: the
super-layers contain wires oriented in the same direction: to measure the z coordinate,
axial wire super-layers and super-layers with slightly rotated wires (stereo) are alter-
nated. In the stereo super-layers a single wire corresponds to different φ angles and
the z coordinate is determined by comparing the φ measurements from axial wires and
the measurements from rotated wires. The stereo angles vary between ±45 mrad and
±76 mrad.
While the field wires are at ground potential, a positive high voltage is applied to
the sense wires: an avalanche gain of approximately 5 × 104 is obtained at a typical
operating voltage of 1960V and a 80:20 helium:isobutane gas mixture.
In each cell, the track reconstruction is obtained by the electron time of flight: the
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precise relation between the measured drift time and drift distance is determined from
sample of e+e− and µ+µ− events. For each signal, the drift distance is estimated by
computing the distance of closest approach between the track and the wire. To avoid
bias, the fit does not include the hit of the wire under consideration. The estimated drift
distances and the measured drift times are averaged over all wires in a layer.
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Figure 2.7: Left plot: DCH position resolution as a function of the drift chamber in layer 18,
for tracks on the left and right side of the sense wire. The data are averaged over all cells in the
layer. Right plot: measurement of dE/dx in the DCH as a function of the track momenta. The
data include large samples of beam background triggers as evident from the high rate of protons.
The curves show the Bethe-Bloch predictions derived from selected control samples of particles
of different masses.
The DCH expected position resolution is lower than 100µm in the transverse
plane, while it is about 1mm in the z direction. The minimum reconstruction and
momentum measure threshold is about 100 MeV/c and it is limited by the DCH inner
radius. The design resolution on the single hit is about 140µm while the achieved
weighted average resolution is about 125µm. Left plot in Fig. 2.7 shows the position
resolution as a function of the drift distance, separately for the left and the right side of
the sense wire. The resolution is taken from Gaussian fits to the distributions of resid-
uals obtained from unbiased track fits: the results are based on multi-hadron events for
data averaged over all cells in layer 18.
The specific energy loss (dE/dx) for charged particles through the DCH is de-
rived from the measurement of the total charge collected in each drift cell: the specific
energy loss per track is computed as a truncated mean from the lowest 80% of the
individual dE/dx measurements. Various corrections are applied to remove sources
of bias: these corrections include changes in gas pressure and temperature (±9% in
dE/dx), differences in cell geometry and charge collection (±8%), signal saturation
due to space charge buildup (±11%), non-linearities in the most probable energy loss
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at large dip angles (±2.5%) and variation of cell charge collection as a function of the
entrance angle (±2.5%).
Right plot in Fig. 2.7 shows the distribution of the corrected dE/dx measure-
ments as a function of track momenta: the superimposed Bethe-Bloch predictions have
been determined from selected control samples of particles of different masses. The
achieved dE/dx rms resolution for Bhabha events is typically 7.5%, limited by the
number of samples and Landau fluctuations, and it is close to the expected resolution
of 7%.
2.4 Cerenkovlight detector: DIRC
The need of a high efficiency in B flavor-tagging using charged kaons and the study
of CP asymmetries in channels as B0 → pi+pi−, K+pi− motivated the development
of a high performance device, capable of performing clean K/pi separation in the mo-
mentum range 0.7 − 4.2GeV/c, The choice of the BABAR collaboration has been a
newly developed ring-imaging Cerenkov detector, called the DIRC [27]. This device
should be thin and uniform in order not to degrade the performance of the electromag-
netic calorimeter and not to inflate its cost. Particle identification of a charged particle
is achieved by combining the measurement of its Cerenkov angle θc performed by the
DIRC with its momentum. Cerenkov photons are produced by the passage of the parti-
cle through 17 mm thick, 35 mm wide and 4.9m long fused synthetic silica bars, which
have an index of refraction n = 1.473. The principle exploited by the DIRC is the fact
that the magnitude of the angles of Cerenkov light are preserved during multiple re-
flections from flat surfaces. The quartz bars serve both as radiators and as light pipes to
convey the photons into the standoff box, a water filled tank instrumented with 10752
photomultipliers, where the light is collected. The 144 bars are arranged in 12 sections,
each one made up of a hermetically sealed bar box containing 12 quartz bars each. The
non-instrumented (forward) end of the bars is terminated with a mirror, while the inter-
face between quartz bars and water is provided by a fused silica wedge. The total radial
thickness of DIRC radiators is 80 mm, corresponding to 17%X0 at normal incidence;
the solid angle subtended by the radiation bars corresponds to 94% of the azimuthal
angle and 83% of the c.m. polar angle cosine. Given the geometrical and optical prop-
erties of the system, the overall angular resolution on a single photon corresponds to
10 mrad. The choice of the material for the radiator bars is due to the excellent prop-
erties of fused silica in terms of resistance to ionizing radiation, index of refraction,
attenuation length, low chromatic dispersion and the possibility to get very accurate
optical finish of surfaces (which is crucial to preserve the original information on θ).
Figure 2.8 shows a schematic picture of the DIRC and its principle. The Cerenkov
light pattern expected at the standoff box is a conic section; besides the position of the
associated hits, also the timing is measured in order to get rid of potential ambigui-
ties and reduce the background, as can be seen from figure 2.9. Background originate
mostly from low energy photons coming from the PEP-II rings hitting the standoff box
and is also reduced by lead shielding around the beam line. The calibration procedure
involves two steps. The first one is performed online by means of a light pulser system
which generates 1 ns duration light pulses to determine the mean time delay of each
photomultiplier. The global time delay is determined at the second step, where real
data tracks are used to fit∆tγ , that is the difference between the uncalibrated time mi-
nus the expected arrival time of a Cerenkov photon. Figure 2.10 shows the K/pi which
is achievable using the DIRC alone.
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Figure 2.8: Scheme of a radiator bar (left picture) and exploded view of the DIRC.
Figure 2.9: DIRC light pattern from a typical two-tracks event. On the left plot, all hits within th
±300 ns trigger window are shown, whileon the right only the signal within 8 ns of the expected
photon arrival time are shown. The background reduction factor is of the order of 40.
More on its performance will be shown in section 2.7.
2.5 Electromagnetic calorimeter: EMC
The electromagnetic calorimeter (EMC) is designed to measure electromagnetic show-
ers with excellent efficiency and energy and angular resolutions over the energy range
from 20MeV to 9GeV. Figure 2.11 shows the layout of the EMC. It is constituted by
two sections: a cylindrical barrel, containing 5760 crystals disposed in 48 rings, and a
conical endcap, carrying 820 crystals, arranged in 8 rings. The material chosen for the
crystals is the tallium-doped CsI, whose properties match the desired energy and angu-
lar resolution. Depending on the position, the crystal are 29.6 cm to 32.4 cm long and
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Figure 2.10: Number os standard deviations achievable in K/pi separation with the DIRC as a
function of the particle momentum.
Figure 2.11: Longitudinal cross section of the EMC, showing the 56 crystal rings. The detector
is axially symmetric around the z axis. All dimension are expressed in mm.
they have trapezoidal shape, with the front face having an area of 4.7× 4.7cm2 and the
back face 6.1× 6.0cm2. The material in front of the calorimeter is 0.3− 0.6X0 thick,
for the barrel and the five outer rings of the endcap, while for the innermost rings of the
endcap it reaches 3X0, mainly due to the SVT support structure and electronics and
the permanent magnets. Each crystal is read by a 2× 1cm2 silicon PIN diode glued on
the back face, connected to a low-noise preamplifier. Light pulses used for calibration
issues are brought to each crystal through two optical fibers attached to the back face.
Due to calibration stability and the need to avoid mechanical stress on the PIN diodes
joints, it is crucial that the crystals be maintained at an accurately monitored constant
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temperature. This is achieved by two separated cooling systems for the barrel and the
endcap sections of the calorimeter. The energy resolution, measured in a wide energy
range through different physical processes (Bhabha scattering, χc1 → J/ψγ, photons
from pi0 and η decays) is determined to be (see figure 2.12):
σE
E
=
(2.32± 0.30)%
E1/4(GeV1/4)
⊕ (1.85± 0.12)%, (2.2)
while the angular resolution, determined using pi0 and η decays to pair of photons with
roughly equal energies, is:
σθ = σφ =
(
3.87± 0.07)√
E(GeV)
± 0.04
)
mrad. (2.3)
Concerning the energy calibration of the EMC, it happens in two steps. First, the mea-
sured pulse height on each crystal has to be translated to the actual energy deposited.
Second, the energy deposited in a shower spreading over several adjacent crystals has
to be related to the energy of the incident particle by correcting for energy losses.
The calibration of the single crystals is performed at two energies at the opposite ends
Figure 2.12: Performance of the EMC. Left: ratio of the measured energy to the expected one
for Bhabha electrons of 7.5GeV/c. Right: the energy resolution for the EMC for electrons and
photons from various physical processes. The solid line represents the fit result of equation 2.2,
while the shaded area displays the rms error associated to the fit.
of the spectrum. The calibration at low energy uses a 6.13MeV radioactive photon
source provided by a low-energy neutron generator activating the cooling liquid which
circulates on through the EMC. At high energies, Bhabha scattering events are used to
constrain the deposited energy to the value predicted by a GEANT-based simulation of
the detector. These two types of calibration are performed monthly. As for the cluster
energy correction, it is computed as a function of the incident energy and polar angle.
At low energy it is performed by using pi0 decays in a mass constrained fit, while at
higher energies, radiative Bhabha scattering events are utilized.
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2.6 Instrumented Flux Return: IFR
IFR (Instrumented F lux Return) detector is dedicated to muon identification and
neutral hadrons detection (mainly K0L) in a wide range of momentum and angles.
Figure 2.13: IFR view
The IFR, as all the other BABAR subsystems, has an asymmetric structure with a po-
lar angle coverage that is 17◦ ≤ θlab ≤ 150◦. The IFR (Fig. 2.13) is made of 19 layers
of Resistive Plate Chambers (RPC) in the barrel region and 18 layers in forward and
backward regions, that are placed inside the iron layers used for the solenoidal mag-
netic field return joke. The iron structure is subdivided in three main parts: the barrel
one surrounding the solenoid, made of 6 sextants covering the radial distance between
1.820 m and 3.045 m with a length of 3.750 m (along the z axis); the forward end-cap
and backward end-cap covering the forward (positive z axis) and backward regions.
Moreover, two cylindrical RPC layers have been installed between the calorimeter and
the magnet cryostat in order to reveal particles exiting from the EMC. Those layers
should cover the φ regions not covered by the barrel. Cylindrical layers are subdivided
in four sections, each of them covering one fourth of the circumference: each of them
has four RPC groups with orthogonal readout strips. u− v helicoidal strips are placed
inside along module’s diagonals while φ and z parallel strips are placed outside. The
summary of IFR readout segmentation is given in Tab. 2.4.
Each end-cap has an hexagonal shape and is vertically subdivided in two halves in
order to allow internal subsystems access, if necessary: vacuum tube and PEP-II fo-
cusing elements are placed in the middle. Iron plates have a thickness ranging from 2
cm, for the inner ones placed nearest to the interaction region, to 10 cm for the outer
ones; this means a total tickness of steel at normal incidence of ∼ 65 cm (nearly cor-
responding to ∼ 4 interaction lengths) in the barrel and ∼ 60 cm in the end-caps.
Nominal distance between iron layers in the inner barrel region is 3.5 cm while is 3.2
cm everywhere else. The increased granularity of inner layers with respect to the outer
ones is due to the fact that the largest part of particles detected inside the IFR are in-
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# di readout # # strip strip len. strip larg. total #
section sectors coor. layer layer/sector (cm) (mm) channel
barrel 6 φ 19 96 350 19.7-32.8 ≈ 11k
z 19 96 190-318 38.5 ≈ 11k
end-cap 4 y 18 6x32 124-262 28.3 13,824
x 18 3x64 10-180 38.0 ≈ 15k
cyl. 4 φ 1 128 370 16.0 512
z 1 128 211 29.0 512
u 1 128 10-422 29.0 512
v 1 128 10-423 29.0 512
Table 2.4: IFR readout segmentation. Total number of channels is ∼ 53k.
teracting in the very first material layers. Chosen segmentation is also the result of a
compromise between the subsystem cost (proportional to the volume) and the need of
a good efficiency for low momentum (> 700MeV) muon detection, minimizing, at the
same time, fraction of K0L’s that are not interacting inside the IFR. Result of this opti-
mization is a not uniform segmentation with iron plates that have thickness increasing
with distance from beam line. RPC section is shown in Fig. 2.14.
Figure 2.14: Planar RPC section with HV connection scheme.
In each barrel sextant layers are kept together by a structure that reduces the cov-
erage of solid angle with active detectors of ∼ 7%. Active coverage of IFR detector
is ≈ 2000 m2, for a total RPC modules number that is ∼ 900. Signals produced
by particles crossing the gas gap inside the RPCs are collected on both sides of the
chamber by using thin strips (thickness ∼ 40 µm) with witdh of the order of a cen-
timeter. Strips are applied in two orthogonal directions on insulating planes 200 µm
thick, in order to have a bi-dimensional view. In each barrel sextant each gap is hosting
a chamber. This consist of a set of 3 RPC modules of rectangular shape. Each module
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is ∼ 125 cm long along beams direction with variable width in order to completely
fill the gap. Each chamber is equipped with 96 φ − strip placed along z axis that are
measuring the φ angle inside the barrel and 96 z− strip orthogonal to beams direction
that are measuring z coordinate. z − strips are subdivided into 3 panels of 32 strips
with largeness, function of chamber radial position, ranging between 1.78 and 3.37 cm.
This projective geometry allows a constant number of strips for all the various layers
without decreasing detector resolution (each strip covers the same azimuthal angle).
The used gas mixture is made of 56.7% Argon, 38.8% Freon-134a and 4.5% Isobu-
tane. Working voltage for RPCs is ∼ 7.5 kV . Iron layers keeping apart RPC planes
are chilled by a water system that keeps the temperature ∼ 20oC. RPC efficiencies
have been measured by using cosmics taken on a weekly base.
2.6.1 IFR upgrade
Mean efficiency during 2000 run has been∼ 78% for the barrel and∼ 87% for the for-
ward end-cap, less than that one measured in June 1999 (∼ 92%). During the Summer
1999 the ambient temperature increased very much reaching about 32◦ to 38◦ inside the
iron. During such period the IFR had problems to run the full detector because the dark
current drawn by the chambers exceeded the total current limit provided by the power
supply. All the chambers drawing more than 200µA were disconnected. In October
the chambers were re-connected but they didn’t recover the full efficiency. The forward
end-cap has been completely reconstructed and installed in the Summer 2002: 5 inter-
mediate RPC layers were replaced by 2.54 cm of brass, 10 cm of steel were added after
the last RPC layer, an RPC(layer 19) was added in front of the forward end-cap, an
RPC belt was added in the barrel–end-cap overlap region. The accurate quality control
on the new production and the close monitoring of the running conditions allowed the
new generation of detectors to survive till the end of the runs with an overall good effi-
ciency (∼ 90%) and smooth data-taking. During Run5 and Run6, the operating mode
of the inner middle chambers of the forward endcap has been switched from streamer
to avalanche mode. This change was motivated by the fact that those chambers are
heavily subject to beam-induced backgrounds, which causes higher rates, lower effi-
ciencies and faster aging of the detectors. The gas mixture for avalanche running is
typically: 22% Argon, 73% Freon and 5% isobutane and the high voltage is set to
∼ 9500V , compared to∼ 6700V for the new generation RPC’s in streamer mode. The
first experience of avalanche running showed a significant decrease of the charge pro-
duced by ionizing particles (thus a slower aging) and a recovery of the efficiency in the
regions close to the beam line. For these reasons the forward endcap middle chambers
of the seven innermost layers will continue running in avalanche mode till the end of
data-taking. On the other side, the original cylindrical chambers have been switched
off at the beginning of Run6, since their efficiencies dropped to insufficient values;
they have been not replaced. A different strategy has been undertaken for recovering
the efficiency in the barrel, adopting a different kind of detectors to replace the RPC’s:
the Limited Streamer Tubes (LST) [28]. Figure 2.15 shows a picture of a LST actu-
ally installed in BABAR . LST’s are made from PVC extrusion having either 7 or 8
17× 17mm2 cells and covering the length of the barrel along the z axis. PVC surfaces
are treated with a graphite paint, with a resistivity in the range 0.2 to 1.0 MΩ/cm2. A
100 µm diameter silver wire is strung along the z axis at the center of each cell and
is sustained at intervals of 50 cm by plastic holders. The wires are kept at ∼ 5600V ,
where the plateau conditions are met with the gas mixture being used: 89% CO2, 8%
Isobutane and 3% Argon. Signals are read directly on the wires for the ϕ coordinate,
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while the z coordinate is read through cathode strips glued outside the modules. The
detection efficiency is close to the limit of 95% set by the presence of dead material
on each layer of LST’s. The capability of separating muons from charged hadrons has
been improved by adding 4 brass layers.
Figure 2.15: Picture of a LST installed in the barrel of BABAR
The first two sextants of LST’s have been installed during the shutdown between Run4
and Run5, and the remaining four between Run5 and Run6. The first experience of run-
ning of the LST’s showed a completely restored efficiency of the barrel and no hints of
degradations of its performance manifested.
2.7 Data taking and performances
2.7.1 Trigger
The basic requirement for the trigger system is the selection of events of interest with
a high, stable and well-understood efficiency while rejecting background events and
keeping the total event rate to manageable levels. The total trigger efficiency was re-
quired to exceed 99% for all BB events and at least 95% for continuum qq events.
Less stringent requirements apply to other type of events, e.g. τ+τ events should have
a 90−95% trigger efficiency, depending on the specific τ± decay channel. The trigger
is implemented as a two-level hierarchy, the Level 1 (L1) in hardware followed by the
Level 3 (L3) in software (a Level 2 trigger could have been developed in case L1 and
L3 alone had not matched the requirements).
During normal operation at current luminosities, the L1 is configured to have an out-
put rate of typically 1 kHz. Triggers are produced within a fixed latency window of
11-12 µs after the e+e− collision and delivered to the Fast Control and Timing Sys-
tem (FCTS). Data used to form the trigger decision are preserved with each event for
efficiency studies. The L3 receives the output from L1, performs a second stage rate
reduction for the main physics sources, and identifies and flags the special categories of
events needed for luminosity determination, diagnostic and calibration purposes. The
typical L3 output rate is 250 Hz.
The L1 trigger decision is based on charged tracks in the DCH above a preset trans-
verse momentum, showers in the EMC, and tracks detected in the IFR. Trigger data are
processed by three specialized hardware processors. The drift chamber trigger (DCT)
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and electromagnetic calorimeter trigger (EMT) both satisfy all trigger requirements
independently with high efficiency, and thereby provide a high degree of redundancy,
which enables the measurement of trigger efficiency. The instrumented flux return trig-
ger (IFT) is used for triggering µ+µ− and cosmic rays, mostly for diagnostic purposes.
The L3 trigger software comprises event reconstruction and classifications, a set of
event selection filters, and monitoring. This software runs on the online computer
farms within the Online Event Processing (OPE) framework. Many events which pass
L1 but must be rejected by L3 are beam-induced charged particle background that are
produced in material close to the IP. The Level 3 trigger combines DCT tracks and
EMT clusters with the full DCH and EMC information. The L3 DCH algorithm per-
forms fast pattern recognition and fits L1 tracks to helices and is able to determine the
z coordinate of closest approach of tracks, which is important for rejecting the above
mentioned background. The L3 EMC based trigger identifies energy clusters with a
higher sensitivity than L1 and filters events with either high energy deposits of high
cluster multiplicity. The output of both the DCH and EMC L3 filters is dominated by
Bhabha events which are mostly rejected, but also prescaled in L3 for calibration and
luminosity online monitoring and offline measurements.
2.7.2 Tracking
As already said, the BABAR tracking system is based on SVT and DCH detectors:
charged particle tracking has been studied with large samples of cosmic ray muons,
e+e−, µ+µ− and τ+τ− events, as well as multi-hadrons.
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Figure 2.16: Track reconstruction efficiency in the DCH at operating voltages of 1960V and
1900V as a function of transverse momentum (left plot) and of polar angle (right plot). The
efficiency is measured in multi-hadron events.
Charged tracks are defined by five parameters (d0, φ0, ω, z0 and tanλ) and their
associated error matrix: these parameters are measured at the point of closest approach
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to the z-axis and d0 and z0 are the distances of this point from the origin of the co-
ordinate system (in the x − y plane and on the z axix, respectively). The angle φ0 is
the azimuth of the track, λ is the dip angle relative to the transverse plane and ω is the
curvature. d0 and ω have signs that depend on the particle charge.
The track finding and the fitting procedure make use of the Kalman filter algorithm
that takes into account the detailed description of material in the detector and the full
map of the magnetic field. First of all, tracks are reconstructed with DCH hits through
a stand-alone DCH algorithm: the resulting tracks are then extrapolated into the SVT
and SVT track segments are added and a Kalman fit is performed to the full set of DCH
and SVT hits. Any remaining SVT hits are then passed to the SVT stand-alone track
finding algorithms. Finally, an attempt is made to combine tracks that are only found
by one of the two tracking systems and thus recover tracks scattered in the material of
the support tube.
The efficiency for track reconstruction in the DCH has been measured as a function
of transverse momentum, polar and azimuthal angles in multi-track events. These mea-
surement rely on specific final states and exploit the fact that the track reconstruction
can be performed independently in the SVT and the DCH . The absolute DCH track-
ing efficiency is determined as the ratio of the number of reconstructed DCH tracks to
the number of tracks detected in the SVT with the requirement that they fall within the
acceptance of the DCH . Left plot in Fig. 2.16 shows the efficiency in the DCH as a
function of transverse momentum in multi-hadron events.
At design voltage of 1960V , the efficiency averages 98 ± 1% per track above
200 MeV/c: the data recorded at 1900V show a reduction in efficiency by about 5%
for tracks almost at normal incidence, indicating that the cells are not fully efficient at
this voltage (see right plot in Fig. 2.16).
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Figure 2.17: Left plot: MonteCarlo studies of low momentum tracks in the SVT on D∗+ →
D0pi+ events. a) comparison with data in BB¯ events and b) efficiency for slow pion detection
derived from simulated events. Right plot: resolution in the parameters d0 and z0 for tracks in
multi-hadron events as a function of the transverse momentum.
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The stand-alone SVT tracking algorithms have a high efficiency for tracks with
low transverse momentum: to estimate the tracking efficiency for these low momentum
tracks, a detailed MonteCarlo study was performed. The pion spectrum was derived
from simulation of the inclusive D∗ production in BB¯ events and MonteCarlo events
were selected in the same way as the data: since the agreement with MonteCarlo is
very good, the detection efficiency has been derived from MonteCarlo simulation. The
SVT extends the capability of the charge particle reconstruction down to transverse
momenta of ∼ 50 MeV/c (see left plot in Fig. 2.17).
The resolution in the five track parameters is monitored using e+e− and µ+µ− pair
events: the resolution is derived from the difference of the measured parameters for the
upper and lower halves of the cosmic ray tracks traversing the DCH and the SVT . On
this sample with transverse momenta above 3 GeV/c, the resolution for single tracks is
23µm in d0 and 29µm in z0. To study the dependence of resolution from transverse
momentum, a sample of multi-hadron events is used: the resolution is determined from
the width of the distribution of the difference between the measured parameters (d0
and z0) and the coordinates of the vertex reconstructed from the remaining tracks in
the event: right plot in Fig. 2.17 shows the dependence of the resolution in d0 and z0 as
a function of pt. The measured resolutions are about 25µm in d0 and 40µm in z0 for
pt of 3 GeV/c: these values are in good agreement with the MonteCarlo studies and in
reasonable agreement also with the results from cosmic rays.
2.7.3 Particle Identification
Each of the five sub-detectors of BABAR can contribute to the determination of the
particle specie of a given track. In this section we will not treat extensively the general
topic of Particle Identification (PID), rather we will focus on the information used by
the PID selectors relevant for our analysis.
2.7.3.1 Electrons
The PID selector used in our analysis for the selection of electrons, named PIDLHElectrons,
uses the information from DCH (dE/dx), DIRC (number of detected photons and Cerenkov
angle) and EMC (deposited energy, lateral and longitudinal shower shape) [29]. For
each discriminating variable, probability density functions are constructed and, un-
der the assumption of independent measurements from the individual subdetectors,
they are combined to compute the likelihood L(ξ) for each particle hypothesis ξ ∈
e;pi;K; p:
L(ξ) = P (xEMC , xDCH , xDIRC ; ξ) = P (xEMC ; ξ)P (xDCH ; ξ)P (xDIRC ; ξ),
(2.4)
where xEMC , xDCH and xDIRC represent vectors of discriminating variables from
each subsystem.
Weighting the individual likelihoods with a priori probabilities pξ, the likelihood frac-
tion fL is computed:
fL =
peL(e)
peL(e) + ppiL(pi) + pKL(K) + ppL(p)
. (2.5)
Using pe : ppi : pK : pp = 1 : 5 : 1 : 0.1, a track is selected as electron if it passes
some preselection cuts and a given cut on fL, which may vary between 0 and 1. Figure
2.18 shows the typical performance of the PIDLHElectrons selector. The selection
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Figure 2.18: Performance of the PIDLHElectrons selector. The selection efficiency, as a
function of momentum, in three different bins of the polar angle, is shown separately for e−
(blue dots) and e+ (red).
efficiency is typically above 90% and there are no large charge asymmetries, excluding
the forward region, severely affected by backgrounds.
2.7.3.2 Muons
The identification of muons relies mostly on the performance of the IFR. A set of
simple cut based selectors has been developed for the selection of muon tracks at the
beginning of the experiment. However, due to the non-optimal quantity of iron affect-
ing the original design of the IFR and the fast degradation of the performance of RPCs,
the development of more sophisticated algorithms proved to be necessary. In our anal-
ysis, muons are selected by using the NNLooseMuonSelection selector, which is
based on the use of the Neural Network (NN) technique [30]. The variables used in the
selection are (in the order as they appear on the input layer of the NN):
• ∆λ = λexpλmeas: the difference between the expected and the measured num-
ber of interaction length traversed by the track in the muon hypothesis;
• χ2mat = χ2/d.o.f. of the IFR hit strips in the cluster with respect to the track
extrapolation;
• σm: the standard deviation of the average multiplicity of hit strips per layer;
• TC : the continuity of the track in the IFR;
• Ecal: the energy deposited in the EMC;
• λmeas: the number of interaction length traversed by the track;
• χ2fit = χ2/d.o.f. of the IFR hit strips with respect to a third order polynomial
fit of the cluster;
• m¯: the average multiplicity of hit strips per layer.
The NN implemented uses one input layer accepting the 8 variables listed above, one
hidden layer with 16 nodes and one output layer with one node. Due to the different
performance of the chambers in the different sections of the IFR (old and new RPC’s,
LST’s) and the decrease with time of RPC’s’ performance, the training sample for the
Neural Network has been split into several subsamples. Figures 2.19 and 2.20 show
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Figure 2.19: Performance of the NNLooseMuonSelection: the selection efficiency for sep-
arately µ+ and µ− as a function of momentum is shown in three different ranges of the polar
angle.
Figure 2.20: Performance of the NNLooseMuonSelection: the probability of pi+ and pi−
to pass the selection as a function of momentum is shown in three different ranges of the polar
angle.
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Figure 2.21: Performance of the TightLHKaonMicroSelection: the selection efficiency
for separately K+ and K− as a function of the polar angle is shown in three different ranges of
momentum. Charge asymmetries can be clearly seen.
Figure 2.22: Performance of the TightLHKaonMicroSelection: the probability of pi+
and pi− to pass the selection as a function of the polar angle is shown in three different ranges of
momentum. Charge asymmetries can be clearly seen.
the efficiency and the pion mis-identification rate for the selector we use in our analysis,
averaged over Run1-Run6 data-taking periods.
2.7.3.3 Kaons
The signature of charged kaons in different detectors is complicated because they can
decay or interact with the material of the detector. Furthermore, the hadronic inter-
actions have different rates for the two charged modes. About 20% of the kaons
decay before they reach the DIRC, and they mostly decay to a final state where there
is only one charged track, which may be not distinguishable from the original one.
We use the TightLHKaonMicroSelection selector, which combines the dE/dx
measurements from SVT and DCH and the information from the DIRC [31]. The
idea of the selector is to calculate a Likelihood for each particle hypothesis i: Li =
Li,DIRC · Li,DCH · Li,SV T , where the measured dE/dx is compared against the ex-
pected dE/dx from the Bethe-Bloch parameterization.
Figures 2.21 and 2.22 show respectively the selection efficiency and pion mis-identification
probability for different ranges of the polar angle and momentum. It can be clearly seen
that a pretty large charge asymmetry exists in both the efficiency and the pion-fake rate,
arising mainly from the different cross sections for K+ hadronic interactions in the de-
tector material with respect to K−.
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Chapter 3
B tagging and signal selection
In this chapter we describe the experimental and the Monte Carlo sample, the procedure
of the Btag reconstruction and the identification and calculation of the discriminators
we use in the event selection.The analysis can be divided in three main conceptual
parts:
• For each event we reconstruct a B meson through its main hadronic decays
(Btag). Different combinations of charged tracks and neutral candidates make
possible multiple B reconstructed candidates. We require a single candidate per
event selecting the one with the minimum difference between the energy of the
reconstructed particle and half of the beam energy. Then we look for a signal
consistent with the B → τν decay in the rest of the event, through the main τ
decays: τ− → e−νν¯ , τ− → µ−νν¯ , τ− → pi−ν , τ− → ρ−ν .
• We identify criteria to enhance signal events (B → τν ) with respect to back-
grounds. We optimize the selection criteria minimizing the expected uncertainty
on the measurement. This part of the analysis and the following is the argument
of the next chapter.
• The Branching Fraction extraction, by means of a maximum likelihood fit on the
experimental data selected using the optimized criteria and the expected signal
and background PDFs.
3.1 Data samples
3.1.1 Monte Carlo samples
The generation of the BABAR Monte Carlo simulation proceeds through the following
steps:
1. Generation of physical events
Creation of the e+e− collision products from theoretical models. The quark frag-
mentation in e+e− → qq¯, q = (u, d, s, c) is taken into account and . e+e− →
Υ (4S) → B+B−, B0B¯0 and subsequent B decays are generated using the
most recent experimental measurements on branching fractions and B physics
models parameters [32].
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2. Particles interactions with the detector
A simulation software, based on Geant4 [33], propagates the physics particles
through the detector volume, simulating the interactions of the particles with the
material of the detector. Multiple scattering, energy loss, particles creation and
decays are taken into account. Moreover, the interaction with the active BABAR
detector and the digitization of the response is simulated. Time dependent con-
sitions of the detector subsystems are taken into account in the appropriate sta-
tistical way. In order to study the performances of the reconstruction algorithms
the simulated physics event is saved (Monte Carlo Truth).
3. Machine background simulation
The machine background is not simulated but taken from real data. An external
random trigger records real events with a 1 Hz fixed rate. Those events are
overlaid to the simulated events.
4. Event reconstruction The same reconstruction procedure is applied to both sim-
ulated and experimental data sample.
The different types of simulated events used in the analysis are
• e+e− → B+B−, generic decays of both B mesons
• e+e− → B0B¯0, generic decays of both B mesons
• e+e− → qq¯ and hadronization, q = (u, d, s, c).
• e+e− → τ+τ−
• e+e− → B+B−, B+ → generic, B− → τ−ν¯τ , signal Monte Carlo.
We use the signal Monte Carlo to study the distribution of observables of the B →
τν events and to evaluate selection efficiency. The signal Monte Carlo sample consists
in roughly 23 × 106 events. The τ branching fraction used in the B → τν events
generation is reported in table 3.1.
τ decay channel Branching Fraction (%)
τ− → e−νν¯ 18.00
τ− → µ−νν¯ 17.51
τ− → pi−ν 11.04
τ− → ρ−ν 25.15
other 28.30
Table 3.1: Branching fractions of the the different τ decays used in generation of signal Monte
Carlo
3.1.2 Experimental data sample
We use the full BaBar dataset at Υ (4S) energy, collected from October 1999 to Septem-
ber 2007, corresponding to a number of B pairs nBB¯ = (467.8± 5.1)× 106.
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3.2 B tagging
3.2.1 Btag reconstruction
We reconstruct the Btag candidates through the following decay modes:
• B± → D(∗)0X±
• B0 → D(∗)±X∓
• B0 → D(∗)±s X∓
• B± → J/ΨX±
The X± system is a combination of neutral and charged hadrons made by n1pi± +
n2K± + n3pi0 + n4K0S (n1 = 1 . . . 5, n2 = 0 . . . 2, n3 = 0 . . . 2 and n4 = 0, 1) with a
total charge of±1. The D(∗)0,± candidates are reconstructed through a D0,± candidate
and both a γ or a pi0 candidate. As γ candidates, we select reconstructed EMC clusters
satisfying the following requirements:
• Cluster energy E > 100 MeV
• LAT < 0.8. LAT is the lateral moment of the cluster defined as∑
i=2,n Ei · r2i
(
∑
i=2,n Ei · r2i ) + R2(E0 + E1)
; (3.1)
where the index i runs on each crystal hit, Ei is the energy of the i-th crystal, ri
is the distance of the i-th crystal from the cluster centroid and E0 and E1 are
the highest and second highest energy clusters and R is the average lenght scale
of a calotimeter cluster (5 cm) [34]. By definition, 0 < LAT < 1.
The pi0 candidate from D∗ → Dpi0 transition consists of two photons with invariant
mass in the range [0.135 . . . 0.155]GeV. A D0 candidate is reconstructed from the
following decays:
• D0 → K−pi+
• D0 → K−pi+pi+pi−
• D0 → K−pi+pi0
• D0 → K0Spi+pi−
• D0 → K0Spi+pi−pi0
The candidates four-momenta are fitted, requiring a common vertex and a mode-dependent
mass window around the PDG D0 mass, 1.865GeV [16](reported in table 3.2). In case
of multiple candidates, we choose the one whose decay products have the highest prob-
ability from the fitting calculation of having a common vertex. The D± candidate is
reconstructed through its decays:
• D± → K0Spi±
• D± → K±pi0pi0
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Decay Mode Mass Windows in GeV
D0 → K−pi+ ± 0.09
D0 → K−pi+ pi+ pi− ± 0.09
D0 → K−pi+ pi0 ± 0.160
D0 → K¯s0pi+ pi− ± 0.09
D0 → K¯s0pi+ pi− pi0 ± 0.070
Table 3.2: Mass-windows for the D0 reconstruction around the PDG D0 mass (1.865GeV).
• D± → K0Spi±pi0
• D± → K±pi+pi−pi0
• D± → K0Spi+pi−pi±
The J/Ψ candidate is reconstructed through its decays J/Ψ → e+e− and J/Ψ →
µ+µ−, fitting the lepton four-momenta to a common vertex and requiring contraints
on the invariant mass. For each reconstructed Btag we determine two kinematical and
one topological observables:
• The difference between the energy of the B and half of the beam energy in the
center mass frame
∆E = E∗B −
√
s/2, (3.2)
where E∗B is the energy of the reconstructed B meson and
√
s/2 is half of the
beam energy, both in the Υ (4S) centrer mass system. The expected value of∆E
for correctly reconstructed B is ∆E = 0. In figure 3.1 we show the distribution
of ∆E for the signal Monte Carlo sample and the data sample.
• Energy Substituted Mass defined as
mES =
√
[(s/2 + pi · pB)2/E2i ]− |pB |2, (3.3)
where (Ei,pi) and (EB ,pB) are respectively the e+e− four-momentum and
the B candidate four-momentum, both in the laboratory frame. The distribution
of correctly reconstructed B is expected to be approximatively gaussian with
average mB and standar deviation∼ 3 MeV. In fig. 3.2 we report the distribution
of mES for signal Monte Carlo sample and for data sample.
• |cosθT |, the cosine of the angle θ between the Btag thrust axis Ttag and the thrust
axis of the rest of the event TROE , with thrust axis defined as:
T = maxnT (n) = maxn
∑
i |p∗i|||∑
i |p∗i |
(3.4)
where p∗i|| is the projection of the i-th particle momentum on the direction defined
by the n versor. All the quantities are calculated in the center mass system. In
fig. 3.3 we report the signal Monte Carlo sample and the data sample distribution
for this quantity.
The different combinations of tracks and neutral candidates can give multiple Btag
candidate per event. In order to have one Btag candidate per event we select the one
with the smallest |∆E|.
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Figure 3.1: Distribution of ∆E for the signal Monte Carlo sample (top) and data sample (bot-
tom). The recoil B is reconstructed as B → τν , τ− → e−νν¯ .
3.2.2 Recoil B reconstruction
After the assignment of tracks and neutral objects to the Btag, the remainder of the
event is examined for evidence of:
1. additional hadronic B decay (Hadronic double tag)
2. B± → D(∗)0l±νX decay (Hybrid double tag)
3. τ decay in one of the following modes, in the order reported below (signal):
(a) τ− → µ−νν¯
(b) τ− → e−νν¯
(c) τ− → ρ−ν
(d) τ− → pi−ν .
They represent the 71.6 % of all τ decay modes.
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Figure 3.2: Distribution of mES for the signal Monte Carlo sample (top) and data sample (bot-
tom). The recoil B is reconstructed as B → τν , τ− → e−νν¯ .
To select an event in the hadronic double tag category, we apply the same reconstruc-
tion of the first tag to the rest of the event (two non-overlapping Btag candidates) and
require for both B candidates 5.23GeV/c2 ≤ mES ≤ 5.30GeV/c2.
To select an event as B± → D(∗)0l±νX , we reconstruct a D(∗)0 candidate and a lep-
ton. The D(∗)0 is reconstructed following the procedure described in sec. 3.2.1. The
charged track identified as lepton is required to pass the electron or muon selection
criteria described in sec. 2.7.3. It is also required to have a momentum p > 0.9GeV in
the CM system.
In the events where no double tags are found, the consistency with one of the four main
τ decays modes is tested. To identify the τ decay we apply the following requirements
to the charged tracks:
• Maximum momentum lower than 10 GeV
• Maximum DOCA in the XY plane 1.5 cm
• Minimum Z DOCA -2 cm
• Maximum Z DOCA 2 cm
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Figure 3.3: Distribution of | cos θT | for the signal Monte Carlo sample (top) and data sample
(bottom). The recoil B is reconstructed as B → τν , τ− → e−νν¯ .
where DOCA is the “Distance of closest approach” of the track with respect to the
interaction point in the XY plane or in Z plane. We select events with only one track
satisfying the above requirements. We then require the track to pass the muon ID
criteria (see sec. 2.7.3). If those criteria are satisfied, the event is classified as τ− →
µ−νν¯ candidate. If the moun requirements are not satisfied, the track is tested for
electron identification to be classified as τ− → e−νν¯ candidate. In events in which the
track does not pass either of these selectors, we look for a ρ± candidate by combining
the track with a pi0 candidate. The ρ± candidate’s momenta are fitted to a single point of
origin and the invariant mass of the candidate before and after the fit has to be between
0.4 and 1.2 GeV. If multiple ρ’s are possible, we select the one with the unconsrained
mass closest to the PDG value (0.775GeV/c2). The remaining events are assigned to
the τ− → pi−ν category.
3.2.3 Decay mode purity
Before choosing the unique Btag we calculate the purity associated to each decay
mode. The procedure for the purity calculation is:
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• select as best Btag the one with the lowest value of |∆E|
• split the sample by decay mode of the Btag and require the events to have
|cosθT | < 0.5 to enhance mES peaking events
• fit the mES distributions of each subsample using an Argus function [35] to
model the non-peaking component and a Crystal Ball function [36] to model the
peaking component. We evaluate the number of peaking events and non-peaking
events in the region mES > 5.27GeV/c2, as the integral of the Crystal Ball and
the Argus in the selected region (respectively np and nnp)
• define purity as np/(np + nnp), in order to have a purity value for each recon-
structed decay mode.
We repeat the whole procedure to re-calculate purity, but selecting the best Btag as
the one with the lowest purity. Finally we do a third iteration of the procedure. The
purity values obtained from the third iteration are very similar to previous results, so
we stop and assign as purity of the reconstruction mode what we obtain from the last
calculation. We perform the analysis using different minimum purity requirements
(0%, 5%, 7.5%, 10%, 12.5% and 15%).
3.3 Tag selection efficiency
The branching fraction can be extracted from:
BF =
Nsel −Nbkg
NB±,true · ;reco−sel,giventag · ;tag,insignal,Data (3.5)
where Nsel is the number of events passing the selection, Nbkg is the number of ex-
pected background events, NB±,true is the true number of charged B mesons. The
selection efficiency is conventionally broken into two contributions: ;tag,insignal,Data,
the efficiency for a signal event to pass the tag reconstruction, and ;reco−sel,giventag ,
the efficiency for a tagged signal event to pass the final selection criteria. The former
is estimated with the signal Monte Carlo, as the ratio between the number of generated
events and the number of events passing the B tagging. The efficiency is different for
the different τ decay channels. Table 3.3 reports composition in τ decay of the signal
sample after the B tagging at different purities, evaluated from the Monte Carlo truth
informations.
τ decay frac. (%) frac. (%) frac. (%) frac. (%) frac. (%) frac. (%)
channel No cut Pur 5% Pur 7.5% Pur 10% Pur 12.5% Pur 15%
eνν¯ 13.5 15.3 17.7 18.5 18.8 19.3
µνν¯ 14.5 15.7 17.4 18.3 18.5 18.8
piν 10.0 10.8 11.8 12.3 12.4 12.7
ρν 27.0 27.2 26.9 27.0 27.1 26.8
other 35.0 30.9 26.2 24.0 23.1 22.5
Table 3.3: Different contributions from τ decay channels in signal sample, after B tagging plus
Best B, at different minimum purity requirements.
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3.3.1 Tagging efficiency systematics
The difference between tag efficiency in signal B → τν events and generic B de-
cays events can be as large as 20%. Moreover, the efficiencies estimated from Monte
Carlo simulation may be significantly different from the efficiency found in data, due
to data/Monte Carlo disagreements in B decay modes branching fractions, and recon-
struction efficiencies. Another distorsion in B decay mode composition, when com-
paring the signal and background, come from different multiplicity in the signal states
that increases the probability of reconstructing a combinatoric B as Btag. Assuming
that data/Monte Carlo disagreement is the same for generic vs signal decays we can
use this relation:
;tag,insignal,Data = ;tag,insignal,MC
;tag,generic,Data
;tag,generic,MC
(3.6)
We evaluate ;tag,insignal,MC from signal Monte Carlo and the ratio ;tag,generic,Data/;tag,generic,MC
in a control sample made of double tagged events.
3.3.2 Data/Monte Carlo corrections
We perform the study of tag B correction using "hybrid" double tag events in which
the second ("signal") B contains a D∗lν candidate. We determine the number of mES
peaking events by means of a maximum likelihood fit with two Argus to model the
non-peaking component and a Crystal ball function to model the peaking component.
We require |cosθT | < 0.5 to enhance the peaking component. In order to verify that
the composition of the decay modes does not change when we apply the | cos θT | cut,
biasing the results, we look at the Monte Carlo truth information.
Figure 3.4 shows the purity distribution for generic B-event with and without a truth
matching requirement, with | cos θT | > 0.5 or | cos θT | < 0.5. We find that the | cos θT |
does not distort the purity distribution.
purity
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
fra
ct
io
n 
of
 ev
en
ts
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
|>0.5Tθ|cos
+TM
|<0.5Tθ|cos
+TM
purity
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
fra
ct
io
n 
of
 ev
en
ts
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4 Signal MC
 MC-B+gen B
Figure 3.4: Purity composition of signal and generic Monte Carlo events. The left hand side
compares the purity compositions of events with |cosθT | smaller and greater than 0.5. It also
shown this distributions for all generic B decays events and the ones that pass a truth-matching
requirement. The right hand side compares this distributions for generic and signal MC events.
We perform the fits to evaluate the corrections with the following procedure:
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• normalize the Monte Carlo to data using luminosity scale factors and the branch-
ing fractions reported in table 2.1
• fit the continuum Monte Carlo (τ+τ−, uds and cc), with an Argus function
• fit the "combinatoric" Monte Carlo (continuum + B0B0 × 2) with 2 Argus, set-
ting the starting parameters of the first to the parameter obtained by the contin-
uum fit
• fit the MC with 2 Argus functions and a Crystal Ball (using the starting Argus
parameter from the previous fit)
• fit the Data with 2 Argus functions and a Crystal Ball (using the parameters from
the MC fit as starting parameters)
We assume that the combinaric component of the B+B− Monte Carlo sample is simi-
lar to the B0B¯0, so we add twice the B0B0 to the continuum MC. The correction is the
ratio between peaking events in data and peaking events in Monte Carlo. We include
the purity requirement in the correction evaluation. In figure 3.5 we report examples of
mES fits to the “Hybrid” double tag sample, while in table 3.4 we report the computed
values of tagging efficiency, the correction and the corrected efficiency.
Purity min No cut 5% 7.5% 10% 12.5% 15%
Tag Eff (%) 0.79 0.53 0.32 0.24 0.20 0.15
Corr 0.88 0.86 0.88 0.91 0.93 0.93
Corr Eff (%) 0.70 0.46 0.29 0.22 0.19 0.14
Table 3.4: B tagging plus Best B selection efficiency at different minimum purity requirements,
correction factors calculated from “Hybrid” double tag events and corrected efficiency.
3.4 Signal selection
3.4.1 Background classification
We classify the background events in two categories:
• peaking background: events with a correctly reconstructed Btag. The mES
shape of this background is modelled by a Crystal Ball function centered at the
nominal B mass (5.28GeV/c2). We determine the Crystal Ball parameters by
means of maximum likelihood fits.
• non-peaking background: events with misreconstructed charged B. This back-
round has two sources:
– continuum component, from e+e− → cc¯ decays or e+e− → uu¯, dd¯, ss¯
– combinatorial component, from Υ (4S) → B+B− events in which the
Btag has not been well reconstructed. Note that also the Υ (4S) → B0B¯0
events contribute to this background.
Looking at a generic mES distribution we define two regions:
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Figure 3.5: mES fit for the “Hybrid” double tag using two Argus and a Crystal Ball. First raw
is for 5% minimum purity requirement, second one is for 7.5% and third one for 10%. Left
column represents data and right column represents the Monte Carlo of the different data sample
component
• mES sideband, with 5.209GeV/c2 < mES < 5.26GeV/c2
• mES peaking, with 5.27GeV/c2 < mES < 5.289GeV/c2
Figure 3.6 shows the two regions in a mES distribution of a preselected sample with
an electron in the recoil. We evaluate the distributions of the observables for the non-
peaking background from the sideband region of the data sample, assuming that there
is no correlation between the observables and the mES value. The distributions of the
kinematics and topological observables for the peaking background are taken from the
mES peaking region of the B+B− Monte Carlo sample. The B+B− events have a
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Figure 3.6: An mES distribution (data sample, electron channel). The sideband region is
coloured in yellow, the peaking region in red.
non-negligible amount of non-peaking background, so we extract the distribution of
this component from the mES sideband and subtract it from the mES peaking region,
as discussed later.
3.4.2 Preliminary requirements
3.4.3 Purity requirement
A minimum requirement on purity (see section 3.2.3) reduce the combinatoric back-
ground at the price of reducing the statistics available. We perform the selection using
different values for the minimum purity requirement to find an optimal configuration.
We choose the optimized level in a later step, when we will calculate the expected error
on the branching fraction extraction. This choice corresponds to 12.5% of minimum
purity and it will be justified in section 4.4. So, except where explicitely stated, every
plot or table in the following is referred to a 12.5% of minimum purity requirement.
3.4.3.1 Extra charged track requirement
We require exactly one well reconstructed charged track not assigned to Btag satisfy-
ing the selection criteria described in section 3.2.2, but we accept extra soft charged
tracks that fail the quality requirements (extra charged tracks). Figure 3.7 we show the
distribution of extra charged tracks for the different Monte Carlo samples: the signal
sample shows a negligible part of events with more than 1 charged track, while we have
an higher fraction of those events in the background. We require no more than 1 extra
charged track per event.
3.4.3.2 e+e− → τ+τ− rejection
We expect few e+e− → τ+τ− events, but this background is particulary “dangerous”
because the physics of the event is similar to the one of B → τν . Therefore we
reject e+e− → τ+τ− events using the R2All variable, defined as the 2nd Fox-Wolfram
Moment divided by the 0th Fox-Wolfram Moment including all the charged tracks and
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Figure 3.7: Distributions of extra charged tracks for signal (left column) and all background
components (right column). First row refers to electron channel, second to muon channel, third
to pion channel and fourth to rho channel.
the neutral cluster in the event. The Fox-Wolfram Moments Hl, l = 0, 1, 2, . . . are
defined by[37]:
Hl =
∑
i,j
|pi||pj |
E2vis
Pl(cos θij), (3.7)
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where θij is the opening angle between charged tracks or neutral cluster centroid i and
j and Evis the total visible energy of the event. The Pl(x) are the Legendre polynomi-
als.
In fig. 3.8 we can see the distribution of the R2All variable for signal events and
e+e− → τ+τ− events (taken from e+e− → τ+τ− Monte Carlo). The R2All value is
higher for background events, so we set a cut to preserve 90% of Monte Carlo Truth
Matched signal, in the mES peaking region (mES > 5.27GeV/c2), with the charged
track requirement applied. The Monte Carlo Truth Matched is a sub-sample of the
signal Monte Carlo where we require:
• τ decay mode in the reconstruction equal to the τ decay channel of the Monte
Carlo generation
• number of reconstructed charged tracks associated to the Btag equal to the num-
ber of generated charged tracks of one of the two B mesons.
In table 3.5 we show the value of the R2All cut for each τ mode and the fraction of
accepted signal and rejected background.
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Figure 3.8: Distribution of R2All for B → τν Monte Carlo Truth associated signal (red) and
e+e− → τ+τ− background (black) in the mES peaking region, with no extra charged tracks
required for τ− → e−νν¯ (top-left), τ− → µ−νν¯ (top-right), τ− → pi−ν (bottom-left) and
τ− → ρ−ν (bottom-right). Signal distributions are normalized to background distributions.
Minimum purity requirement is 12.5%.
3.5 Background estimation and Data-Monte Carlo agree-
ment
We fit the mES distributions in the B+B− Monte Carlo and in data sample with an Ar-
gus function plus a Crystal Ball function determining the signal and background yields
and the parameters of the signal and background shapes. From the fitted parameters
we extract:
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Purity min R2All max. Signal eff (%) ττ rej. (%)
Electron
0% 0.53 89.4 95.0
5% 0.54 89.5 93.8
7.5% 0.56 89.6 93.7
10% 0.57 89.4 93.4
12.5% 0.58 89.4 94.1
15% 0.58 88.7 95.8
Muon
0% 0.53 90.0 97.7
5% 0.54 89.8 97.0
7.5% 0.55 89.3 98.2
10% 0.56 89.1 99.1
12.5% 0.57 89.1 98.7
15% 0.58 89.6 99.4
Pion
0% 0.52 89.6 98.5
5% 0.53 89.7 98.3
7.5% 0.55 89.7 98.2
10% 0.56 89.5 98.3
12.5% 0.57 89.8 98.1
15% 0.57 89.1 98.6
Rho
0% 0.47 89.0 98.9
5% 0.48 89.0 98.6
7.5% 0.50 89.4 98.9
10% 0.51 89.1 99.0
12.5% 0.52 89.1 98.9
15% 0.53 89.5 98.4
Table 3.5: Signal efficiency and e+e− → τ+τ− rejection after the R2All cut for each τ decay
channel and for the different used minimum purity requirements.
• the peaking yield in B+B− Monte Carlo Xmcpk
• the peaking yield in data Xdatapk
• the area of the non-peaking backgrounds distribution under the signal peak in
B+B− Monte Carlo Amcpk
• the area of the non-peaking backgrounds distribution in the mES sideband in
B+B− Monte Carlo Amcsb
• the area of the non-peaking backgrounds distribution under the signal peak in
data Adatapk
• the area of the non-peaking backgrounds distribution in the mES sideband in
data Adatasb
The distribution of a generic variable for the non-peaking background events in the
mES signal region is determined scaling the distribution of the variable in the mES
64 B tagging and signal selection
data sideband by the ratio Adatapk /Adatasb . The mES peaking background events are
taken from the B+B− Monte Carlo. We subtract the non-peaking component in the
mES signal region to avoid double counting. This sideband subtraction is performed in
the same way as in data, using the appropriate ratio Amcpk /Amcsb . We scale the sideband
subtracted distribution by the Xmcpk /Xdatapk ratio to normalize the Monte Carlo to data.
In other words,
• the non-peaking background is taken from the mES data sidebands
• the peaking component shape is evaluated from B+B−Monte Carlo (with the
simulated combinatorial component removed)
• the scaling factor for normalizing B+B− Monte Carlo to data is taken from the
ratio of peaking B yields
We use this procedure to show Data-Monte Carlo agreement and compare the signal
and background distributions. Moreover, we determine the amount of non-peaking
background (nnp) from data sideband and peaking background (npk) from B+B−
Monte Carlo at a given selection level as follows:
nnp = n
data
sb
Adatapk
Adatasb
(3.8)
npk =
(
nmcpk − nmcsb
Amcpk
Amcsb
)
Xdatapk
Xdatamc
(3.9)
We perform the fits in an Eextra sideband region (Eextra60 > 500MeV ), where
the contribution of B → τν signal in the peaking region is negligible. The factor
Xdatapk /X
data
mc normalizes the B+B− Monte Carlo distributions to data, in the hypote-
sis of no B → τν signal events, then we can compare the data in the mES peaking
region with the background prediction coming from mES sideband and B+B− Monte
Carlo. The amount of B → τν signal events in real data does not affect the vari-
able’s data/Monte Carlo agreement, except for Eextra (see next section), where the
signal accumulates in a small region of the distribution (strongly peaks at 0). The mES
distributions with the fit projection overlaid, for data and B+B− Monte Carlo, are re-
ported in fig.3.9 and fig.3.10, and the results are in tables 3.6 and 3.7. Figg. from 3.11
to 3.15 show the data-Monte Carlo agreement at preselection level for discriminating
variables, and figg. 3.16-3.19 show the agreement of the peaking component only.
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Figure 3.9: Data sample: mES fitted distributions at preselection level; electron channel (top-
left), muon channel (top-right), pion channel(bottom-left) and rho channel (bottom-right).
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Figure 3.10: B+B− Monte Carlo sample: mES fitted distributions at preselection level; electron
channel (top-left), muon channel (top-right), pion channel(bottom-left) and rho channel (bottom-
right).
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Channel e µ
nsb 1978± 46 2678± 53
nArpk 643± 15 786± 16
nCBpk 2472± 67 2354± 68
<CB>(GeV) 5.27961± 0.00005 5.27952± 0.00009
CB σ (MeV) 3.27± 0.09 3.28± 0.09
Argus ξ −47.6± 3.3 −41.1± 2.8
Channel pi ρ
nsb 4015± 62 21824± 151
nArpk 975± 15 5005± 34
nCBpk 579± 51 2742± 127
<CB>(GeV) 5.2798± 0.0008 5.27942± 0.00015
CB σ (MeV) 2.98± 0.26 3.81± 0.16
Argus ξ −29.2± 2.2 −25.7± 1.0
Table 3.6: mES fit results for the 4 τ decay channels in data sample. The quantities reported
are: nsb, the argus area in the sideband region; nArpk the argus area in the peaking region; nCBpk ,
the Crystal Ball area in the peaking region; the Crystal Ball mean value; the value of the Crystal
Ball σ; the value of the Argus ξ parameter.
Channel e µ
nsb 2374± 51 2485± 52
nArpk 1068± 23 1025± 22
nCBpk 5746± 96 5700± 95
<CB>(GeV) 5.28018± 0.00005 5.28016± 0.00005
CB σ (MeV) 2.91± 0.05 2.89± 0.05
Argus ξ −68.6± 3.0 −63.0± 3.0
Channel pi ρ
nsb 766± 29 6282± 80
nArpk 283± 11 1801± 23
nCBpk 1445± 48 5612± 102
<CB>(GeV) 5.28007± 0.00010 5.28018± 0.00005
CB σ (MeV) 2.88± 0.09 2.89± 0.05
Argus ξ −55.8± 5.2 −39.6± 1.8
Table 3.7: mES fit results for the 4 τ decay channels in B+B− Monte Carlo sample. The
quantities reported are: nsb, the argus area in the sideband region; nArpk the argus area in the
peaking region; nCBpk , the Crystal Ball are in the peaking region; the Crystal Ball mean value;
the value of the Crystal Ball σ; the value of the Argus ξ parameter.
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Figure 3.11: Data Monte Carlo agreement at preselection stage for electron channel. From top-
left: cos θT , Thrust magnitude, p∗D and electron momentum. The solid blue histogram is the
non-peaking background; the white histogram is the peaking background, the points are data
and the red histogram is the signal Monte Carlo in arbitrary scale; the lower red histogram is the
crossfeed component of the signal. The plot at bottom of each histogram is the data/Monte Carlo
ratio bin by bin.
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Figure 3.12: Data Monte Carlo agreement at preselection stage for muon channel. From top-
left: cos θT , Thrust magnitude, p∗D and muon momentum. The solid blue histogram is the
non-peaking background; the white histogram is the peaking background, the points are data
and the red histogram is the signal Monte Carlo in arbitrary scale; the lower red histogram is the
crossfeed component of the signal. The plot at bottom of each histogram is the data/Monte Carlo
ratio bin by bin.
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Figure 3.13: Data Monte Carlo agreement at preselection stage for pion channel. From top-left:
cos θT , Thrust magnitude, p∗D and pion momentum. The solid blue histogram is the non-peaking
background; the white histogram is the peaking background, the points are data and the red
histogram is the signal Monte Carlo in arbitrary scale; the lower red histogram is the crossfeed
component of the signal. The plot at bottom of each histogram is the data/Monte Carlo ratio bin
by bin.
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Figure 3.14: Data Monte Carlo agreement at preselection stage for rho channel. From top-left:
cos θT , Thrust magnitude, p∗D and rho momentum. The solid blue histogram is the non-peaking
background; the white histogram is the peaking background, the points are data and the red
histogram is the signal Monte Carlo in arbitrary scale; the lower red histogram is the crossfeed
component of the signal. The plot at bottom of each histogram is the data/Monte Carlo ratio bin
by bin.
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Figure 3.15: Data Monte Carlo agreement at preselection stage for rho channel. From top-
left: event missing mass, pi0 from ρ mass, pi0 from ρ momentum in the center mass system
and ρ mass. The solid blue histogram is the non-peaking background; the white histogram is
the peaking background, the points are data and the red histogram is the signal Monte Carlo in
arbitrary scale ; the lower red histogram is the crossfeed component of the signal. The plot at
bottom of each histogram is the data/Monte Carlo ratio bin by bin.
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Figure 3.16: Data Monte Carlo agreement of peaking component at preselection stage for elec-
tron channel. From top-left: cos θT , Thrust magnitude, p∗D , p∗e and pMiss. The white histogram
is the peaking background, the points are data and the red histogram is the signal Monte Carlo
in arbitrary scale; the lower red histogram is the crossfeed component of the signal. The plot at
bottom of each histogram is the data/Monte Carlo ratio bin by bin.
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Figure 3.17: Data Monte Carlo agreement of peaking component at preselection stage for muon
channel. From top-left: cos θT , Thrust magnitude, p∗D , p∗µ and pMiss. The white histogram is
the peaking background, the points are data and the red histogram is the signal Monte Carlo in
arbitrary scale; the lower red histogram is the crossfeed component of the signal. The plot at
bottom of each histogram is the data/Monte Carlo ratio bin by bin.
74 B tagging and signal selection
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 10
10
20
30
40
50
60
70
80
LL costrust Presel pi
Peaking Bkg
Signal
Data
Total Pk Bkg events 690.834
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 10.4
0.6
0.8
1
1.2
1.4
1.6
0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.950
20
40
60
80
100
120
LL Thrust Presel pi
Peaking Bkg
Signal
Data
Total Pk Bkg events 690.834
0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.950.4
0.6
0.8
1
1.2
1.4
1.6
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.60
50
100
150
200
LL Dp3CM Presel pi
Peaking Bkg
Signal
Data
Total Pk Bkg events 690.834
1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.60.4
0.6
0.8
1
1.2
1.4
1.6
0 0.5 1 1.5 2 2.5 30
10
20
30
40
50
60
70
80
90
LL taup3 Presel pi
Peaking Bkg
Signal
Data
Total Pk Bkg events 689.23
0 0.5 1 1.5 2 2.5 30.4
0.6
0.8
1
1.2
1.4
1.6
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50
20
40
60
80
100
LL PMiss Presel pi
Peaking Bkg
Signal
Data
Total Pk Bkg events 690.18
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 50.4
0.6
0.8
1
1.2
1.4
1.6
Figure 3.18: Data Monte Carlo agreement of peaking component at preselection stage for pion
channel. From top-left: cos θT , Thrust magnitude, p∗D , p∗pi and pMiss. The white histogram is
the peaking background, the points are data and the red histogram is the signal Monte Carlo in
arbitrary scale; the lower red histogram is the crossfeed component of the signal. The plot at
bottom of each histogram is the data/Monte Carlo ratio bin by bin.
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Figure 3.19: Data Monte Carlo agreement of peaking component at preselection stage for rho
channel. From top-left: cos θT , Thrust magnitude, p∗D , p∗ρ and pMiss. The white histogram is
the peaking background, the points are data and the red histogram is the signal Monte Carlo in
arbitrary scale; the lower red histogram is the crossfeed component of the signal. The plot at
bottom of each histogram is the data/Monte Carlo ratio bin by bin.
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Figure 3.20: Data Monte Carlo agreement of peaking component at preselection stage for rho
channel. From top-left: event missing mass, pi0 from ρ mass, pi0 from ρ momentum in the center
mass system and ρ mass. The white histogram is the peaking background, the points are data
and the red histogram is the signal Monte Carlo in arbitrary scale ; the lower red histogram is
the crossfeed component of the signal. The plot at bottom of each histogram is the data/Monte
Carlo ratio bin by bin.
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3.5.1 Selection strategy and Eextra definition
We use two independent selectors to suppress the two background categories. We cal-
culate a likelihood ratio based on Btag reconstruction variables (LC ), with probabily
density functions (PDF) from Monte Carlo simulation. By definition, if the observables
discriminate signal and background and are not strongly correlated, the Likelihood Ra-
tio distribution will peak toward 0 for “background” and toward 1 for “signal”. In this
case, “background” is combinatoric events, and “signal” is the peaking. We require a
minimum value on this estimator to reject the non-peaking background. To reject the
peaking background, we exploit the kinematics of the τ modes. For leptonic chan-
nels we require a maximum value on the charged track momentum in the center mass
system. For τ− → pi−ν channel we require a minimum value on the charged track mo-
mentum in the center mass system. For the τ− → ρ−ν channel we calculate another
likelihood ratio (LP ) based on Bsig kinematics and topological quantities. To establish
the level of tightness for the selection requirements we use an optimization procedure
that will be described in sec. 4. This procedure is based on the Eextra variable, defined
as:
Eextra =
∑
i
E(n)i +
∑
j
E(c)j , (3.10)
where E(n)i is the energy of the i-th calorimeter cluster and E(c)j is the energy of the
charged tracks, not assigned to any particle coming from Btag or Bsig. The distribution
of Eextra peaks at zero for B → τν signal events because we do not expect any neutral
candidate or extra charged track, while it has an opposite behavior for the background.
We can evaluate the number of signal and background events, and consequently the
branching fraction, by fitting this distribution with a maximum likelihood fit. To fit
a single mode Eextra distribution we use the background predictions and the signal
Monte Carlo histograms as PDF. The likelihood function is so defined:
L = e
−N ′
N ′!
N ′∏
i=1
{
NSPSi + NCPCi
}
(3.11)
where N ′ is the number of signal plus background events, NS is the number of signal
events and NC is the number of background events, for the considered τ decay cate-
gory. PSi and PCi are respectively the probability density functions of Eextra for signal
and background. The background yield is left floating. The signal yield is related to
the branching fraction as: (;i · ;corr)×NBB×B, where NBB is the number of B pairs
in the experimental data, ;i is the efficiency to reconstruct the i-th τ decay mode, and
;corr is the data/Monte Carlo correction to the tag efficiency described is sec. 3.3.2. ;i
is evaluated as nsel,i/ngen, where nsel,i is the number of signal events at the end of the
selection for the i-th mode, evaluated in the signal Monte Carlo sample, and ngen is the
number of generated signal Monte Carlo events (22.905 × 106). We actually perform
a simultaneous fit to the branching fraction.
Since we do not consider all the reconstructed calorimeter clusters in the calculation of
Eextra , the PDFs for signal and background depend on the cluster to be included. We
test different values for this threshold, from 30 MeV to 80 MeV, in steps of 10 MeV.
The choice of the threshold to use in the final branching fraction extraction is part of
the optimization procedure, aiming at the smallest statistical and systematic uncertainty
(see sec. 4). We will use as notation EextraXX to refer at the Eextra quantity with a
minimum cluster requirement of XX MeV. Fig. 3.21 shows the Data-Monte Carlo
78 B tagging and signal selection
agreement of Eextra30 and Eextra60 for each channel; fig.3.22 shows the Data-Monte
Carlo agreement of the peaking component for Eextra30 and Eextra60 variables.
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Figure 3.21: Data Monte Carlo agreement of the Eextra shapes for the 4 channel; rows are
electron, moun, pion, rho; in the left column we show distribution of Eextra30 and in the right
column we have Eextra60. The solid blue histogram is the non-peaking background; the white
histogram is the peaking background, the points are data and the red histogram is the signal
Monte Carlo with an imposed branching fraction of 1.4×10−4 (PDG workd aveage); the lighter
red histogram is the crossfeed component of the signal. The first four bins of the data are blinded.
The plot at bottom of each histogram is the data/Monte Carlo ratio bin by bin.
80 B tagging and signal selection
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
20
40
60
80
100
120
140
160
180
200
LL eextra30 Presel e
Peaking Bkg
Signal
Data
Total Pk Bkg events 2002.49
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80.4
0.6
0.8
1
1.2
1.4
1.6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
20
40
60
80
100
120
140
160
180
200
LL eextra60 Presel e
Peaking Bkg
Signal
Data
Total Pk Bkg events 2165.6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80.4
0.6
0.8
1
1.2
1.4
1.6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
20
40
60
80
100
120
140
160
180
LL eextra30 Presel mu
Peaking Bkg
Signal
Data
Total Pk Bkg events 1909.1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80.4
0.6
0.8
1
1.2
1.4
1.6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
20
40
60
80
100
120
140
160
180
LL eextra60 Presel mu
Peaking Bkg
Signal
Data
Total Pk Bkg events 2058.33
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80.4
0.6
0.8
1
1.2
1.4
1.6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
10
20
30
40
50
LL eextra30 Presel pi
Peaking Bkg
Signal
Data
Total Pk Bkg events 587.862
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80.4
0.6
0.8
1
1.2
1.4
1.6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
10
20
30
40
50
60
LL eextra60 Presel pi
Peaking Bkg
Signal
Data
Total Pk Bkg events 610.534
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80.4
0.6
0.8
1
1.2
1.4
1.6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
20
40
60
80
100
120
140
160
180
200
LL eextra30 Presel rho
Peaking Bkg
Signal
Data
Total Pk Bkg events 2434.58
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80.4
0.6
0.8
1
1.2
1.4
1.6
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
50
100
150
200
250
LL eextra60 Presel rho
Peaking Bkg
Signal
Data
Total Pk Bkg events 2594.98
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80.4
0.6
0.8
1
1.2
1.4
1.6
Figure 3.22: Data Monte Carlo agreement of the peaking component of Eextra shapes for
the 4 channel; rows are electron, moun, pion, rho; in the left column we show distribution
of Eextra30 and in the right column we have Eextra60. The solid blue histogram is the non-
peaking background; the white histogram is the peaking background, the points are data and the
red histogram is the signal Monte Carlo with an imposed branching fraction of 1.4×10−4 (PDG
world average); the lower red histogram is the crossfeed component of the signal. The first four
bins of the data are blinded. The plot at bottom of each histogram is the data/Monte Carlo ratio
bin by bin.
3.5 Background estimation and Data-Monte Carlo agreement 81
3.5.2 Non-peaking background rejection
To reject the non-peaking background we calculate a likelihood ratio based on three
variables related to the Btag. The likelihood ratio is defined as:
LC(x) =
LS(x)
LS(x) + LB(x) , (3.12)
where
LS(B)(x) =
nvar∏
k=1
pS(B),k(xk), (3.13)
and where pS(B),k is the signal (background) PDF for the kth variable xk. The PDFs
are normalized as: ∫ +∞
−∞
pS(B),k(xk)dxk = 1, ∀k. (3.14)
We include the following discriminating variables:
• p∗D: the three-momentum magnitude of the D (J/Ψ) particle reconstructed in
Btag decay chain, in the center mass system. Continuum events show lower
values of p∗D with respect to B+B− events.
• T : the magnitude of the thrust vector of the Bsig defined as in Eq. 3.4
• cos(θT ): the angle between the thrust axis of the tag B and the thrust axis of the
rest of the event.
To determine the PDF of the variables we use the Monte Carlo Truth Matched B →
τν events in the mES peaking region for the signal and the mES data sideband for
background. We consider only events with Eextra60 < 0.5GeV. To avoid biases we
consider only half of the selected samples, and we use the remaining half to evalu-
ate performances. We use a spline [38] algorithm with a second order polynomial to
smooth the histograms of the variables for the cos(θT ); we apply the smooth procedure
four times to avoid structures in the PDF. For the other two variables, we realized that
a polynomial cannot solve the peak of the distribution in a satisfactory way, so we use
the unbinned kernel density estimators (KDE) algorithm[38]. The PDFs of signal and
background for all channels are reported in fig 3.23, 3.24, 3.25 and 3.26. In fig. 3.27
we report the distributions of the LC for the four τ decay channels, identifying the
combinatorial background component, the peaking backround, data and signal Monte
Carlo distribution.
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Figure 3.23: Signal and background PDFs used for the C-Likelihood; electron channel. Dots
represent the distributions, while the red line is the PDF shape obtained by smoothing algorythm.
The left column is the D center mass momentum, the middle column is the Thrust magnitude
and the bottom column is the cos θT . Top row is for signal and bottom row for the background.
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Figure 3.24: Signal and background PDFs used for the C-Likelihood; muon channel. Dots
represent the distributions, while the red line is the PDF shape obtained by smoothing algorythm.
The left column is the D center mass momentum, the middle column is the Thrust magnitude
and the bottom column is the cos θT . Top row is for signal and bottom row for the background.
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Figure 3.25: Signal and background PDFs used for the C-Likelihood; pion channel. Dots repre-
sent the distributions, while the red line is the PDF shape obtained by smoothing algorythm. The
left column is the D center mass momentum, the middle column is the Thrust magnitude and the
bottom column is the cos θT . Top row is for signal and bottom row for the background.
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Figure 3.26: Signal and background PDFs used for the C-Likelihood; rho channel. Dots repre-
sent the distributions, while the red line is the PDF shape obtained by smoothing algorythm. The
left column is the D center mass momentum, the middle column is the Thrust magnitude and the
bottom column is the cos θT . Top row is for signal and bottom row for the background.
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Figure 3.27: Distributions and data/Monte Carlo agreement for the LC variable, for electron
channel (top-left), muon (top-right), pion (bottom-left) and rho (bottom-right). The solid blue
component is the non-peaking background, the white histogram is the peaking background, the
points are data and the red histogram is the signal Monte Carlo in arbitrary scale ; the lower red
histogram is the crossfeed component of the signal. The plot at bottom of each histogram is the
data/Monte Carlo ratio bin by bin.
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3.5.3 Peaking background rejection
The signal charged track momentum in the center mass system is the second most dis-
criminating variable after Eextra for the peaking background with respect to B →
τν events. Since leptonic τ modes are 3 body decays they present a lower momentum
in average, so we require p∗l < pmax , pmax to be determined by an optimization
of selection criteria. Since τ− → pi−ν is a 2 body decay, pi momentum is higher
in B → τν events with respect to the background and we require p∗pi > pmin. In
the ρ channel, we reconstruct an additional particle in the final state (pi0), so we con-
sider additional discriminating variables, and calculate a likelihood ratio, (LP ). the
LC case(sec. 3.5.2). We use four variables to compute the likelihood ratio:
• p∗ρ: the three-momentum magnitude of the reconstructed ρ particle in the center
mass system.
• mMiss: the missing mass of the event defined as
m2Miss = E
2
Miss − p2All (3.15)
where EMiss = EΥ (4S) − (EBtag)− (EBsig) and pAll = pBsig + pBtag. The
quantity pBsig(Btag) and EBsig(Btag) are respectively the sum of the momenta
and the energies of all the reconstructed particles coming from the Bsig (Btag)
• p∗pi0 : the momentum of the pi0 in the center mass system
• mρ: the mass of the reconstructed ρ.
The distribution of the above quantities at preselection level are shown in fig.3.14 and
3.15. To determine the PDFs of the variables we use the Monte Carlo Truth Matched
B → τν events in the mES peaking region for the signal. We use the B+B− Monte
Carlo for the background PDFs; to reject the non-peaking component of this back-
ground we look at the Monte Carlo Truth informations, requiring:
• all the charged tracks associated to the Btag come from the same generated B
• one of the angles between the reconstructed Btag and the two generated B α <
0.2 rad.
As in the previous case, we consider only events with Eextra60 < 0.5GeV in the mES
peaking region and use half of the selected samples for the PDFs and the other half for
the rest of the analysis. Also in this case we use a spline [38] algorithm with a second
order polynomial to smooth the histograms of the variables for the p∗pi0 , where the dis-
tribution does not show a peak. For the other two variables we use the unbinned kernel
density estimators (KDE) algorithm[38], better suited when the distribution shows a le-
gal peak. The PDF for signal and background are shown in fig. 3.28, while in fig.3.29
we show the distribution of LP at preselection level.
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Figure 3.28: Signal and background PDFs used for the P-Likelihood; rho channel. Dots represent
the distributions, while the red line is the PDF shape obtained by smoothing algorythm. The first
row is the ρ momentum in the center mass system, the second row is the event missing mass, the
third row is the ρ mass and the last row is the center mass system momentum of the pi0 used to
build the ρ candidate. Left column is for signal and right column for the background.
3.5 Background estimation and Data-Monte Carlo agreement 87
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10
200
400
600
800
1000
LL LLPeak Presel rho
Peaking Bkg
Signal
Data
Total Pk Bkg events 3057.79
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10.4
0.6
0.8
1
1.2
1.4
1.6
Figure 3.29: Data Monte Carlo agreement at preselection stage of the LP variable for rho chan-
nel, with the combinatoric part subtracted. The white histogram is the peaking background, the
points are data and the red histogram is the signal Monte Carlo in arbitrary scale; the lower red
histogram is the crossfeed component of the signal. The plot at bottom of each histogram is the
data/Monte Carlo ratio bin by bin. Last bins are blinded for data.
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Chapter 4
Selection optimization
In this chapter we present the optimization of the signal selection requirements. It is
based on toy-Monte Carlo experiments to estimate the statistical and systematic uncer-
tainties, the optimal selectors being the set of requirements that minimize the expected
total uncertainties. The largest contributions to the systematics come from background
expectation and signal events behavior. In both cases the source of the systematic un-
certainty is the shape of Eextra that are left fixed in the likelihood fit of the signal
yields, and hence the branching fraction.
4.1 Selection optimization
We apply selection requirements on LC and track momentum (or LP for the ρ channel)
to select the sample to fit in B → τν branching fraction. We define a two-dimensional
grid of selection cuts based on the two selectors, and for each point of the grid the
selected events will be distributed in Eextra differently. We use the histograms as tem-
plates to generate 1000 toy Eextra distributions of signal plus background. The back-
ground yield is fixed by data sideband for the non peaking component and Data/Monte
Carlo yields ratio for the peaking component. The amount of (expected) signal is fixed
by a branching fraction hypothesis of 1.4× 10−4(PDG world average [16]). The PDFs
used in the fit are the normalized histograms of Eextra for each component. We obtain
for each point of the grid a distribution of fitted branching fractions and a distribu-
tion of uncertainty on the branching fraction. We fit those distribution with a gaussian
function. The branching fraction distribution, in absence of bias, peaks at 1.4× 10−4,
as expected. We set the optimal selection requirements to the ones that minimize the
meaurement uncertainty as estimated by means of the toy experiments. In this proce-
dure we use 60 MeV as minimum energy for a cluster. A lower value for the cluster
threshold results in a better separation of signal and background in Eextra shapes and
to a smaller uncertainty on the branching fraction. We assume that the effects of the
minimum cluster energy choice are independent from the selection requirements.
We proceed in the optimization in the following way:
• we define a fixed number of possible cuts for each selection variable, depending
on the variable distribution at preselection level. We obtain a two-dimensional
grid of possible selection requirements for each channel
• we calculate the uncertainty on the branching fraction for each point of the grid
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and select a sub-region of the grid where the uncertainties are smaller. Table
4.1 shows the mode dependent optimal sub-regions. Figures 4.1-4.4 show the
selection requirements grid for each channel.
channel LC,min range p∗l,max range p∗pi,max range LP,min range
τ− → e−νν¯ 0-0.6 1.4-2.9 GeV
τ− → µ−νν¯ 0-0.4 1.5-2.9 GeV
τ− → pi−ν 0.1-0.7 0.1-0.7 GeV
τ− → ρ−ν 0.20-0.40 0.7-0.8
Table 4.1: Ranges of selection requirements regions where we observe the minimum expected
uncertainty on the branching fraction extraction.
• we apply the toy-fitting procedure to the leptonic channels simultaneously, ex-
ploring all the possible combinations of selection requirements from the two
sub-regions of the grids. We fix the optimal selection level for the leptonic chan-
nels as the combination of requirements that gives the smallest uncertainty. In
table 4.2 we report the optimal selection level we set for the leptonic channels
Channel LC min. p∗l max BF
e 0 1.6 1.47± 0.88
µ 0.3 1.9 GeV 1.39± 0.87
combined 1.39± 0.61
Table 4.2: Optimized selection requirement for electron and muon channel, and average uncer-
tainty of the branching fraction assuming 1.4× 10−4, for channel independent mode and for the
combined mode.
• keeping fixed the selection requirements for the leptonic channels at the optimal
ones, we apply the procedure to the four channels simultaneously. We explore
all the combinations of the two grid sub-regions for the hadronic channels, and
fix their optimal selection levels to the ones with the lowest uncertainty. In tab.
4.3 we report the optimal selection level we set for pion and rho channels and
the final result we obtain using all channels:
Channel LC min. p∗pi/LP ρ min. BF
pi 0.5 1.3 GeV 1.44± 1.10
ρ 0.2 0.7 1.37± 1.23
Combined (e and µ included) 1.38± 0.49
Table 4.3: Optimized selection requirement for pion and rho channel, and average uncertainty
of the branching fraction assuming 1.4 × 10−4, for channel independent modes and combined
mode, including leptonic channels at optimized selection level.
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0.957354 0.985801 0.979006 1.02986 1.05648 1.01362 1.14796 1.32958 5
0.929836 0.955017 0.951071 0.98533 0.992207 0.993374 1.11413 1.31127 5
0.926713 0.954326 0.919985 0.956501 0.97419 0.980607 1.12418 1.29761 5
0.921606 0.952698 0.927032 0.966221 0.983407 1.01334 1.13242 1.29346 5
0.887439 0.915365 0.89319 0.928808 0.95846 0.979247 1.08561 1.24958 4.99999
0.899898 0.92724 0.907472 0.947093 0.981307 1.00535 1.07383 1.23162 5
0.882943 0.906138 0.888097 0.931251 0.954844 0.992951 1.06543 1.19335 4.99999
0.88493 0.918067 0.888639 0.92443 0.95487 0.996552 1.07984 1.2055 5
0.879489 0.906172 0.899921 0.919283 0.951845 0.988619 1.06445 1.21631 5
0.880568 0.905809 0.889031 0.909118 0.946969 0.98529 1.05736 1.20221 5
0.885656 0.912922 0.889186 0.913393 0.935377 0.974471 1.05386 1.21104 5
0.885974 0.917216 0.894086 0.91669 0.941567 0.981388 1.04169 1.19992 5
0.878872 0.909222 0.889064 0.907017 0.934853 0.983574 1.03448 1.18639 5
0.895453 0.927436 0.896572 0.92271 0.951262 0.994152 1.06224 1.21022 5
0.899433 0.927851 0.895597 0.921293 0.948157 0.988245 1.0625 1.21144 5
0.899494 0.929357 0.89424 0.924547 0.948358 0.99896 1.06252 1.21281 5
0.904001 0.925018 0.895046 0.923322 0.947993 0.99311 1.06088 1.19979 5
0.900109 0.928014 0.890152 0.921635 0.944328 0.989346 1.06643 1.21523 5
0.900109 0.928014 0.890152 0.921635 0.944328 0.989346 1.06643 1.21523 5
0.900295 0.925148 0.891599 0.91924 0.95161 0.99513 1.06643 1.21523 5
Figure 4.1: Prospect of fitted average uncertainty for each selection level in the electron channel.
1000 toys are created for each point of the LC min × p∗e,max grid.
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0.962518 0.94592 0.959532 0.908293 0.97955 1.08464 1.1311 1.28138
0.940378 0.929152 0.938203 0.899858 0.977772 1.05659 1.08113 1.14634
0.895586 0.891185 0.899017 0.877211 0.955383 1.04528 1.09461 1.1682
0.938792 0.931806 0.941636 0.925433 0.984772 1.09805 1.17561 1.31501
0.922261 0.921084 0.930031 0.924686 0.960616 1.07997 1.12971 1.27511
0.89825 0.910482 0.920384 0.920464 0.951616 1.05816 1.12145 1.26344
0.8981 0.901716 0.909247 0.893313 0.941631 1.0453 1.10882 1.25488
0.904193 0.910351 0.926637 0.894244 0.941634 1.04915 1.11663 1.27478
0.883142 0.890239 0.902662 0.877969 0.917249 1.03328 1.08171 1.2609
0.877445 0.876548 0.900041 0.869098 0.925229 1.0138 1.06776 1.23534
0.875123 0.884778 0.895587 0.879697 0.924865 0.997681 1.05408 1.21335
0.878996 0.885103 0.907969 0.892812 0.926331 1.00553 1.06908 1.24694
0.883391 0.889704 0.907587 0.892454 0.935854 1.00537 1.08084 1.29099
0.890767 0.896735 0.911993 0.900181 0.942103 1.02573 1.08296 1.28958
0.8935 0.892378 0.912726 0.900845 0.960963 1.02029 1.07935 1.26717
0.898924 0.902328 0.912832 0.901885 0.951255 1.01953 1.07381 1.25978
0.907722 0.906385 0.919011 0.913143 0.958034 1.03188 1.09756 1.29825
0.902648 0.905155 0.922398 0.906255 0.962384 1.02956 1.08443 1.29436
0.902968 0.908824 0.919645 0.903109 0.959062 1.02031 1.09615 1.28328
0.901145 0.907765 0.918678 0.906199 0.95629 1.0272 1.09352 1.2957
Figure 4.2: Prospect of average uncertainty for each selection level in the muon channel. 1000
toys are created for each point of the LC min × p∗e,max grid.
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1.47997 1.42762 1.41988 1.39401 1.44172 1.47343 1.52489 1.50752 2.02488
1.48251 1.42733 1.41907 1.39608 1.43869 1.47936 1.53367 1.52242 2.05677
1.53776 1.47457 1.46646 1.44555 1.49167 1.5331 1.56576 1.5486 3.18881
1.56309 1.49436 1.47369 1.46338 1.50087 1.55588 1.58417 1.54696 3.0777
1.5786 1.51898 1.49876 1.4944 1.5339 1.58312 1.61007 1.61412 4.78558
1.58834 1.54603 1.47711 1.51684 1.5367 1.60068 1.61223 1.58048 4.14245
1.52006 1.46439 1.45335 1.42413 1.43801 1.48213 1.47689 1.44847 1.84343
1.48929 1.41708 1.40775 1.37557 1.38785 1.42947 1.44022 1.41225 1.73078
1.45692 1.37602 1.35984 1.33036 1.33119 1.35849 1.37127 1.41084 1.6778
1.34829 1.25755 1.23987 1.21329 1.20634 1.20502 1.21703 1.24449 1.50958
1.34192 1.25884 1.23547 1.21665 1.20338 1.21453 1.22713 1.2458 1.53728
1.28926 1.21895 1.19339 1.16066 1.18356 1.17105 1.16013 1.14975 1.36385
1.2649 1.17861 1.17402 1.14364 1.14059 1.14078 1.1349 1.14665 1.4132
1.26544 1.17961 1.16772 1.14234 1.11542 1.10076 1.11558 1.18534 1.44239
1.29104 1.18963 1.18218 1.16949 1.12281 1.17774 1.18167 1.24393 1.58954
1.32754 1.24093 1.23912 1.21165 1.16308 1.18939 1.20389 1.27723 1.67448
1.35397 1.30864 1.33147 1.29697 1.24019 1.26125 1.24409 1.33216 1.97463
1.35489 1.2976 1.35126 1.27459 1.2651 1.29967 1.27246 1.31997 2.31869
1.46764 1.35618 1.38732 1.31537 1.27907 1.33159 1.26733 1.40133 4.15212
1.53893 1.40003 1.4467 1.37877 1.31754 1.31901 1.29494 1.44057 4.99999
1.75807 1.47544 1.47739 1.39002 1.29607 1.31331 1.2852 1.3498 3.44638
5 1.76217 1.72738 1.53169 1.54593 1.69776 1.65921 2.07921
4.99999 5 5 2.21704 2.54452 5 5 5
5 5 5 5
3.95149 3.42839 3.43407 3.86153
Figure 4.3: Prospect of average uncertainty for each selection level in the pion channel. 1000
toys are created for each point of the LC min × p∗pi,min grid.
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1.39785 1.34398 1.2629 1.23445 1.16157 1.18877 1.20169 1.22693 1.209711.25848 1.29293 1.30012 1.33166 1.3243 1.34919 1.5105 1.99697
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Figure 4.4: Prospect of average uncertainty for each selection level in the rho channel. 1000 toys
are created for each point of the LC min × LP grid.
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4.2 Different purity requirement optimization
We repeat the same selection procedure varying the minimum purity requirement. In
particular we analyze the following requirements: 5%, 7.5%, 10%, 12.5% and 15%.
In table 4.4 we show the result of the optimization at different purities. At higher
purity corresponds a smaller background amount, which helps to better sensitivity, but
a decrease in statistics that on the contrary spoils the statistical power.
Min. pur. req. (%) 0% 5% 7.5%
e: minLC -maxp∗e 0.5-1.5 0.2-1.6 0.1-1.9
µ: minLC -maxp∗µ 0.5-2.4 0.2-2.5 no cut-1.6
pi: minLC -minp∗pi 0.6-1.4 0.6-1.8 0.4-1.2
ρ: minLC -minLP 0.75-0.7 0.65-0.7 0.55-0.7
BF extraction 1.35±0.57 1.37±0.55 1.40±0.52
Min. pur. req. (%) 10% 12.5% 15%
e: minLC -maxp∗e 0.2-2.2 no cut-1.6 0.2-2.3
µ: minLC -maxp∗µ 0.1-1.9 0.3-1.8 0.1-2.4
pi: minLC -minp∗pi 0.5-1.3 0.5-1.3 0.4-1.5
ρ: minLC -minLP 0.45-0.8 0.2-0.7 0.5-0.7
BF extraction 1.39±0.49 1.38±0.49 1.39±0.55
Table 4.4: Results of the optimization at different purity values with the expected statistical
uncertainty on the branching fraction extraction. The value of the branching fraction imposed in
the toy generation is 1.4× 10−4.
4.3 Eextra signal shape corrections and systematics pre-
diction
Using as signal PDF the Eextra shapes taken form signal Monte Carlo, one assumes
a perfect data/Monte Carlo agreement, expecially for the reconstruction of low-energy
clusters in the EMC. It is possible to take into account data/Monte Carlo differences
using a data control sample and milder assumptions.
We assume that the Data/Monte Carlo differences are the same for signal events and
double tagged events, so we do a bin-by-bin comparison of the Eextra shape for Data
and Monte Carlo in the latter sample. There is one more degree of freedom: the choice
of the minimum cluster energy. Since the agreement is better for higher minimum
cluster energies, the inclusion of clusters with lower and lower energy deteriorates the
agreement. On the other hand it is useful to include lower energy clusters because this
improves the separation between signal and backround events. We use the “Hybrid”
double tag to correct the leptonic channels, while we use the “Hadronic” double tag
sample to correct the hadronic channel pi and ρ. In fig. 4.5 we show the bin-by-bin
correction plots for the Eextra shapes at different values of minimum energy cluster.
Note that we correct only the Monte Carlo shape of Eextra , while the amount of signal
(the integral of the distribution) is kept fixed. We perform the same toy Monte Carlo
procedure described in section 4, generating 1000 toy experiments using the modifyed
shapes in two ways:
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• using the new shapes both for generating the toy events and for fitting the branch-
ing fraction to determine the expected statistical uncertainty in data
• using the new shapes for generating toys, but nominal shapes for fitting, to es-
timate the systematic uncertainties due to the data/Monte Carlo differences in
the Eextra shape. This is a conservative estimation of the systematic uncertainty
because we correct the systematic effect but we are taking 100% of the effect as
systematic uncertainty.
We repeat the techinque for an ample interval of possible thresholds of cluster energy,
obtaining a set of average extracted branching fraction. For each choice we expect
to fit a branching fraction different from the one used to generate the toy experiment
(1.4 × 10−4). In table 4.5 we show the results of this procedure for the different an-
alyzed purity requirements and cluster energy thresholds. We report the results of the
toy-fit procedure with the two described methods and the difference of the two branch-
ing fractions; we report also the sum in quadrature of the statistical and systematic un-
certainty. From the results we see that for each selection level the statistical uncertainty
slightly increases increasing the cluster threshold, while the systematic uncertainty is
generally higher for lower cluster energy values, as expected. The total uncertainty
(sum in quadrature of statistical and systematic uncertainty) is minimum at 30 MeV
and 60 MeV minimum cluster energy in almost all cases. We consider only those two
values in the rest of the optimization procedures;
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Purity / BF (gen corr, BF (gen corr, Syst Global
cluster min fit corr) fit nominal) error error
0% / 30 1.37±0.59 1.24±0.54 0.16 0.616
0% / 40 1.40±0.58 1.23±0.55 0.17 0.601
0% / 50 1.38±0.61 1.21±0.55 0.19 0.636
0% / 60 1.38±0.60 1.28±0.56 0.12 0.617
0% / 70 1.41±0.63 1.28±0.58 0.12 0.643
0% / 80 1.36±0.65 1.26±0.60 0.14 0.664
5% / 30 1.36±0.57 1.24±0.52 0.16 0.595
5% / 40 1.38±0.59 1.22±0.53 0.18 0.621
5% / 50 1.40±0.55 1.23±0.53 0.17 0.570
5% / 60 1.39±0.59 1.29±0.55 0.11 0.601
5% / 70 1.36±0.61 1.24±0.56 0.16 0.635
5% / 80 1.40±0.63 1.30±0.58 0.10 0.636
7.5% / 30 1.39±0.55 1.26±0.50 0.14 0.570
7.5% / 40 1.40±0.57 1.24±0.51 0.16 0.593
7.5% / 50 1.38±0.56 1.22±0.50 0.18 0.593
7.5% / 60 1.42±0.55 1.33±0.52 0.07 0.557
7.5% / 70 1.37±0.57 1.24±0.52 0.16 0.594
7.5% / 80 1.38±0.59 1.28±0.54 0.12 0.600
10% / 30 1.40±0.51 1.28±0.47 0.12 0.528
10% / 40 1.40±0.54 1.24±0.48 0.16 0.566
10% / 50 1.45±0.53 1.28±0.48 0.12 0.547
10% / 60 1.39±0.52 1.29±0.49 0.11 0.531
10% / 70 1.40±0.56 1.28±0.51 0.12 0.572
10% / 80 1.43±0.57 1.32±0.53 0.08 0.572
12.5% / 30 1.37±0.51 1.25±0.47 0.15 0.532
12.5% / 40 1.40±0.53 1.25±0.48 0.15 0.553
12.5% / 50 1.37±0.52 1.22±0.47 0.18 0.551
12.5% / 60 1.43±0.52 1.33±0.49 0.07 0.524
12.5% / 70 1.40±0.54 1.28±0.49 0.12 0.551
12.5% / 80 1.40±0.54 1.30±0.50 0.10 0.548
15% / 30 1.42±0.58 1.31±0.54 0.09 0.588
15% / 40 1.41±0.60 1.26±0.54 0.14 0.616
15% / 50 1.43±0.60 1.29±0.54 0.11 0.609
15% / 60 1.38±0.57 1.30±0.54 0.10 0.577
15% / 70 1.39±0.62 1.27±0.57 0.13 0.633
15% / 80 1.39±0.63 1.29±0.59 0.11 0.640
Table 4.5: Optimization and signal shapes systematic calculation results. The first column rep-
resents the extracted branching fraction using the corrected signal shapes both for generating
toys and for fitting; the second column is the expected branching fraction where the corrected
shapes are used only for generating toys; the third column is the systematic error associated to
the signal shapes, calcualted as the difference between the branching fractions extracted in the
two different ways; fourth column is the sum in quadrature of statistical and systematic error.
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Figure 4.5: Correction plot for Eextra signal shapes for different values of minimum energy
cluster (rows, from 30 MeV to 80 MeV). In the left plots the correction is taken from the “Hy-
brid” double tag; the right column shows the correction taken from “Hadronic” double tag.
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4.4 Systematics uncertainty in background shapes
To evaluate this systematic uncertainty we use the following procedure:
• Each bin content of the “nominal” shape is the reponse of our experiment but
we can have a different value from an hypotetical repetion of the experiment.
We generate 1000 toy experiments, where each bin content in the background
Eextra shape is randomly extracted from a gaussian distribution centered around
the value of the “nominal” shape. We consider as standard deviation of the
gaussian distribution the uncertainty on the bin content. The uncertainty comes
from Monte Carlo and experimental data statistic uncertainty, propagated with
the scaling factors coming from the mES fits (the uncertainties on the latter are
included as well). We repeat this generation for the four considered channel, in
order to have 1000 set of four background templates.
• for each set of templates we generate 1000 versions of Eextra distribution for
signal and background (using the corrected signal templates), and we fit the toys
using the nominal background templates; then we evaluate the average branching
fraction for each set of templates
• we obtain a distribution of 1000 averaged branching fraction (< BF >i), com-
ing from randomly extracted background templates. The distribution of < BF >i
is gaussian, with mean value of 1.4×10−4, as expected. Fitting the distributions
we use the width of the gaussian as systematic uncertainty.
Also in this case, we repeat the procedure for the set of purity requirements and for both
the minimum cluster values of 30 MeV and 60 MeV, using the appropriate optimized
selection requirements. Fig. 4.6 shows the fitted distribution of the < BF >i at dif-
ferent purities, while in table 4.6 we report the results showing the extracted branching
fraction, the statistical uncertainty, the signal shape systematic uncertainty, the sys-
tematic uncertainty coming from background shapes, and the total uncertainty (sum
in quadrature of the three uncertainties). We find the minimum total uncertainty with
12.5% purity. Both 30 MeV and 60 MeV choices for the minimum cluster energy show
consistent results. We choose the 60 MeV option, having a smaller uncertainty in the
signal shape. Using this configuration, and assuming a true value of the branching
fraction to be 1.4 × 10−4, we expect a statistical uncertainty of 0.52 × 10−4 and a
systematic uncertainty of 0.31× 10−4.
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Purity Min. cl. BF sig bkg total
req energy (MeV) extraction syst syst error
5% 30 1.36±0.57 0.16 0.36 0.694
60 1.39±0.59 0.11 0.36 0.700
7.5% 30 1.39±0.55 0.14 0.33 0.659
60 1.42±0.55 0.07 0.32 0.644
10% 30 1.40±0.51 0.12 0.30 0.607
60 1.39±0.52 0.11 0.30 0.612
12.5% 30 1.37±0.51 0.15 0.29 0.607
60 1.43±0.52 0.07 0.30 0.603
15% 30 1.42±0.58 0.09 0.33 0.674
60 1.38±0.57 0.10 0.32 0.660
Table 4.6: Background shapes systematic calculation results. We report: 1) the extracted branch-
ing fraction and the statistical error using the corrected signal shapes, 2) the systematic error
coming from signal shapes as calcualted in section 4.3, 3) the systematic error associated to the
background shapes; 4) the sum in quadrature of the three errors.
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Figure 4.6: Distribution of averaged extracted branching fraction coming from the differents ran-
domly extracted background templates. The distribution are fitted with a gaussian function. Left
column if for minimum cluster energy of 30 MeV, right column for 60 MeV. The mean values
are from top (30MeV-60MeV): 1.39-1.39 (purity 5%), 1.39-1.39(purity 7.5%), 1.41-1.40(purity
10%), 1.40-1.40(purity 12.5%), 1.42-1.43(purity 15%).
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Chapter 5
Efficiencies and final results
In this chapter we report the selection efficiencies and the Eextra plots related to the
selected data sample. The breakdown of the peaking background is reported and then
we describe the statistical method we will use to extract the branching fraction of the
B → τν decay, looking at data sample in the signal Eextra window.
5.1 Signal selection efficiency
We define the efficiency as the ratio of the number of signal Monte Carlo events passing
the selection criteria on the tagged events that have a mES peaking Btag candidate. Us-
ing the Monte Carlo truth we divide our signal sample in each of the true τ decay chan-
nels. The cross-feed among the modes is taken into account in the computation of total
efficiency. The pion channel suffers an high cross-feed from the τ− → µ−νν¯ events
due to the PID inefficiency, and from the τ− → ρ−ν events when the pi0 is not recon-
structed.
The total efficiency for each reconstructed τ mode is:
;i =
ndec∑
j=1
;jifj , (5.1)
where ;ji is the efficiency to reconstruct as mode i a signal event with a τ that actually
decayed in mode j; ndec = 5 is the number of generated τ decay mode and fj is
fractions of τ decaying in the j mode at the tag selection level as reported in table 3.3.
Table 5.1 shows all the efficiencies and cross-feed for the τ decay mode analyzed.
5.2 Background prediction
In order to determine the amount of background we use the final selected data sam-
ple with Eextra60 between 0 and 2.0 GeV. We fit the mES distribution in data and
B+B− Monte Carlo sample with an Argus plus a Crystal Ball both for Eextra60 side-
band events (Eextra60 > 0.5 GeV) and for all events. We extract the non peaking
component of data sample and Monte Carlo sample from the all-events fit and the
peaking component data/Monte Carlo ratio from the Eextra60 sideband fit, following
the procedure described in sec 3.5. Fig. 5.1 shows the mES distribution after selection
requirements for data and B+B− Monte Carlo samples.
102 Efficiencies and final results
mode eνν¯(%) µνν¯(%) piν(%) ρν(%)
eνν¯ 63.1±0.5 0.39±0.07 0.30±0.06 0.03±0.02
µνν¯ 0.05±0.02 56.2±0.5 1.31±0.01 0.05±0.02
piν 0.16±0.05 2.5±0.2 35.1±0.6 4.3±0.3
ρν 0.36±0.05 3.4±0.2 6.2±0.2 22.2±0.4
other 0.28±0.05 2.08±0.14 1.23±0.11 6.8±0.2
all τ dec.: 12.0±0.5 12.2±0.6 6.6±0.7 8.1±0.5
total: 39.0±1.2
Table 5.1: Efficiency of different selections (columns) for the most relevant τ decay channels
(rows). The last two rows show the total efficiency of the single selections, weighted by the
decay abundance at the tag selection level, and the total efficiency. The uncertainty are statistical
only.
5.2.1 Peaking background study
We analyze the peaking background passing the selection requirements, looking at the
Monte Carlo truth to identify the contribution from different B decays. In tables 5.2-5.5
we report the ratio of each different contribution for the background events that passes
the selection, both for Eextra60 < 2.0GeV and for Eextra60 < 0.4GeV. In figg.5.2-
5.5 we report the break-down of the peaking background, distributed in Eextra . We
select the peaking component of the background from B+B− Monte Carlo using the
same Truth-matching requirements we described in subsection 3.4.3.2.
B decay mode % (Eextra60 < 0.4GeV) % (Eextra60 < 2GeV)
Db→ c, e 43.0 27.4
D∗b→ c, e 42.0 57.3
D∗∗b→ c, e 3.0 1.0
Db→ c, µ 0 0.1
D∗b→ c, µ 1.0 0.3
D∗∗b→ c, µ 0 0
Db→ c, τ 3.0 2.0
D∗b→ c, τ 4.0 5.0
D∗∗b→ c, τ 0 0.3
Vube 3.0 2.6
Vubµ 1.0 0.1
Vubτ 0 0.3
Charmed hadronic 0 3.2
Charmless hadronic 0 0
Table 5.2: Breakdown of the decay modes from B+B− Monte Carlo at the final selection stage
in two different Eextra60 windows. Electron channel.
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Figure 5.1: mES distributions after the selection requirements. The left column are data samples,
and the right column are B+B− Monte Carlo samples. The rows represent the four channel:
from top to bottom, e, µ, pi and ρ.
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B decay mode % (Eextra60 < 2GeV) % (Eextra60 < 0.4GeV)
Db→ c, e 0.8 0.2
D∗b→ c, e 1.5 0.7
D∗∗b→ c, e 0 0.9
Db→ c, µ 26.1 23.8
D∗b→ c, µ 53.1 60.4
D∗∗b→ c, µ 0 0.9
Db→ c, τ 2.3 1.8
D∗b→ c, τ 3.8 4.2
D∗∗b→ c, τ 0 0
Vube 0 0
Vubµ 3.8 2.7
Vubτ 2.3 0.3
Charmed hadronic 4.6 4.7
Charmless hadronic 0.8 0.1
Table 5.3: Breakdown of the decay modes from B+B− Monte Carlo at the final selection stage
in two different Eextra60 windows. Muon channel.
B decay mode % (Eextra60 < 0.4GeV) % (Eextra60 < 2GeV)
Semileptonic b→ c, e 5.9 5.0
Semileptonic b→ c, µ 32.3 26.0
Semileptonic b→ c, τ 0 1.4
Vube 0 0.2
Vubµ 0 4.4
Vubτ 2.9 0.3
Charmed hadronic 26.5 53.3
Charmless hadronic 32.3 9.5
Table 5.4: Breakdown of the decay modes from B+B− Monte Carlo at the final selection stage
in two different Eextra60 windows. Pion channel.
B decay mode % (Eextra60 < 0.4GeV) % (Eextra60 < 2GeV)
Semileptonic b→ c, e 10.6 3.1
Semileptonic b→ c, µ 19.1 11.6
Semileptonic b→ c, τ 12.8 4.3
Vube 0 0.3
Vubµ 4.2 0.6
Vubτ 4.2 0.3
Charmed hadronic 44.7 73.1
Charmless hadronic 4.3 6.6
Table 5.5: Breakdown of the decay modes from B+B− Monte Carlo at the final selection stage
in two different Eextra60 windows. Rho channel.
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Figure 5.2: Breakdown of the decay modes from B+B− Monte Carlo at the final selection stage.
Electron channel.
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Figure 5.3: Breakdown of the decay modes from B+B− Monte Carlo at the final selection stage.
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Figure 5.4: Breakdown of the decay modes from B+B− Monte Carlo at the final selection stage.
Pion channel.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.80
10
20
30
40
50
60
rho BD C0.2 P0.7
Semileptonic b->c, e
µSemileptonic b->c, 
τSemileptonic b->c, 
 eubV
µ ubV
τ ubV
Charmed hadronic
Charmless hadronic
Figure 5.5: Breakdown of the decay modes from B+B− Monte Carlo at the final selection stage.
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5.2.2 Eextra60 distributions
Figures 5.6-5.7 show the final Eextra distribution for all decay modes. The total
Eextra distribution is shown in fig.5.10. In table 5.6 we report the number of expected
background events and the number of expected signal events, using a branching fraction
hypotesis of 1.4× 10−4. The expected signal and background events are calculated in
two Eextra60 windows (120 MeV and 240 MeV).
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Figure 5.6: Eextra distribution for the electron channel after the selection requirements. The
blue solid histogram is the non peaking background, the empty histogram is the peaking back-
ground, the red histogram is the number of expected signal events with a branching fraction
hypotesis of 1.4 × 10−4 and the dots are data. The first bins in data histogram are set to zero
(blinded).
channel exp. sig exp. sig exp. bkg exp. bkg
120 MeV 240 MeV 120 MeV 240 MeV
eνν¯ 7.1± 2.7 9.8± 3.1 17.0± 3.3 36.0± 4.9
µνν¯ 6.4± 2.5 9.0± 3.1 16.3± 3.2 39.0± 4.9
piν 3.3± 1.6 4.7± 2.4 5.3± 1.6 10.4± 2.3
ρν 3.8± 1.8 5.4± 2.5 7.5± 2.0 18.5± 3.2
total 20.6± 4.4 28.9± 5.6 46.1± 5.3 103.9± 7.8
Table 5.6: Expected signal and predicted background events after selection, assuming B(B →
τν) = 1.4× 10−4.
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Figure 5.7: Eextra distribution for the muon channel after the selection requirements. The blue
solid histogram is the non peaking background, the empty histogram is the peaking background,
the red histogram is the number of expected signal events with a branching fraction hypotesis of
1.4× 10−4 and the dots are data. The first bins in data histogram are set to zero (blinded).
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Figure 5.8: Eextra distribution for the pion channel after the selection requirements. The blue
solid histogram is the non peaking background, the empty histogram is the peaking background,
the red histogram is the number of expected signal events with a branching fraction hypotesis of
1.4× 10−4 and the dots are data. The first bins in data histogram are set to zero (blinded).
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Figure 5.9: Eextra distribution for the rho channel after the selection requirements. The blue
solid histogram is the non peaking background, the empty histogram is the peaking background,
the red histogram is the number of expected signal events with a branching fraction hypotesis of
1.4× 10−4 and the dots are data. The first bins in data histogram are set to zero (blinded).
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Figure 5.10: Total Eextra distribution (four channels combined) after the selection require-
ments. The blue solid histogram is the non peaking background, the empty histogram is the
peaking background, the red histogram is the number of expected signal events with a branching
fraction hypotesis of 1.4× 10−4 and the dots are data. The first bins in data histogram are set to
zero (blinded).
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5.3 Branching fraction extraction
To extract the B → τν branching fraction we look at the data distribution and use an
unbinned extend maximum likelihood fit on the Eextra distribution. The likelihood
function for the Nk candidates reconstructed in one of the four channels k is the same
of equation 3.11. We report it here for completeness:
Lk = e−N ′k
Nk∏
i=1
{
NS,kPSi,k + NC,kPCi,k
}
(5.2)
where N ′k is the observed number of events, NS,k is the number of signal events and
NC,k is the number of background events, for the τ decay category k. The number
of background events in each category are floated independently in the fit. The signal
yields are constrained to a single branching ratio:
NS,k = NBB · ;tag,k · ;reco,k ×BF (5.3)
where NBB is the number of BB pairs in the data sample, ;tag is the tagging efficiency,
;reco,k is the category dependent reconstruction efficiency, and BF is the B+ → τ+ν
branching fraction. NBB , ;tag,k, ;reco,k are obtained as described in the previous
chapters, and they are fixed in the fit, leaving the BF floating. The probability density
functions (PDFs) PSk , PCk for signal and background respectively, are the histogram
PDFs in Eextra60 used in the optimization step.
112 Efficiencies and final results
Conclusions
The analysis of the leptonic B → τν decay is based on the whole BABAR dataset,
collected in the period 1999-2007 with the BABAR detector at the PEP-II asymmetric-
energy e+e− collider. To evaluate the behavior of signal and background events we
use the real data sample and several MonteCarlo samples which describes the different
contribution of signal and bakcground sources.
We reconstruct for each event a B meson (Btag) using hadronic decay channels and
search for the B → τν decay in the rest of the event. We reconstruct the τ lepton
through its decays: τ− → e−νν¯ , τ− → µ−νν¯ , τ− → pi−ν and τ− → ρ−ν . Using
Btag reconstruction variables and kinematics and topological variable related to the
Bsig side we identify estimators used to enhance signal events and reject background.
The Eextra variable, defined as the energy of the charged tracks and the neutral cluster
not assigned to any B meson, is the most discriminating variable. We evaluate the num-
ber of signal events for each level of selection fitting the Eextra distribution of signal
plus nackground. We generate an high number of Eextra distributions for each selec-
tion level, using a branching fraction hypotesis. Fitting those distribution we evaluate
the uncertainties associated to the branching fraction for each selection level. System-
atics errors are taken into account, and the lower global error defines the best selection
level. Imposing the PDG world average for the branching fraction we expect:
B(B → τν ) = (1.40± 0.52(stat) ± 0.32(syst.))× 10−4
We can calculate the B → τν branching fraction fitting the final Eextra distribution
of data. The fit is perfomed by maximizing a likelihood that takes into account the
Eextra shapes for signal and background, evaluated from data sideband and Monte-
Carlo. The present analysis is still under the checking of a BABAR collaboration re-
view committe, so the procedure must stay blind to the signal region in real data. As
soon as the review procedure ends, we will extract the final result.
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