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We construct by finite differencea solutions of the Cauchy problem for the 
nonlinear wave equation in one space dimension. We make certain monotonicity 
assumptions about the initial data, and we show that the resulting solution is 
Lipschitz continuous for positive times. In addition, we prove the uniqueness 
of the solution in a certain class, and we characterize its large-time behavior in 
terms of the equilibrium state for a corresponding Riemann problem. Finally, 
we show how our results can be extended to more general 2 x 2 systems of 
hyperbolic conservation laws which are genuinely nonlinear. 
1. INTR~DU~~I~N 
In this paper we construct by finite differences solutions of the system of 
quasilinear equations 
for special initial data 
In particular, our assumptions about the initial data will imply that the solution 
0, t) [ 1 4x, t) 
is locally Lipschitz continuous for t > 0. In addition, we shall prove the unique- 
ness of the solution of (1.1) in a certain class, and we shall characterize the large- 
time behavior of 
4x, t) 
[ 1 +x9 0 
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in a very simple way. Finally, we shall indicate how many of our results may be 
extended to more general systems of two conservation laws 
4 -t f(f4 z1)z = 0, 
WUt + &, Zf)z = 0, 
(1.2) 
which are hyperbolic and genuinely nonlinear. 
The system (1.1) is a model for the one-dimensional flow of a gas in which U, 
w and p are respectively the velocity, specific volume (= 1 /density) and pressure. 
The variable x parameter&s columns of gas perpendicular to the direction of 
motion and has the units of mass. Equations (1.1) are thus in Lagrangian coordi- 
nates. 
These equations reflect the assumption that the entropies of all the gas particles 
are the same for all time, so that the dependence of the pressure on the entropy 
drops out. More specifically, we shall assume that, for w > 0, 
P > a p’ < 0, p” > 0. (1.3) 
For example, for a polytropic gas, p(w) = const. W-Y where y > 1 is called the 
adiabatic constant (see Fig. 1). 
A thorough explanation of the physical significance of the system (1.1) may be 
found in [2], culminating in Eq. (18.12). On the other band, we shall make a few 
additional comments in Section 5 concerning the physical significance of dis- 
continuous solutions of (1.1). 
In general, Cl solutions of (1.1) may not exist for all time, even if 
UO [ 1 WO 
is smooth (see [7], for example). It is customary therefore to deal with weak 
solutions of (l.l), defined as follows. Let 
9 = {(x, t) E C?(W): spt. $ n {t > 0} is compact}. 
FIGURE 1 
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(We shall frequently employ the shorthand notation 
etc.) If we multiply each of Eqs. (1.1) by CJ E 9 and formally integrate by parts, 
we obtain 
j- uo(4 4(x, ‘3 dx + J‘Jt>,, Wt + 144 Al dx dt = 0, / 
j oo(x) 4(x, 0) dx + /it>ol M - &I dx dt = 0. 
(1.4) 
By a weak solution of (1.1) with data 
we shall therefore mean a function 
u(x, t) 
[ I v(x, t) 
which is locally integrable in {t > 0} and for which (1.4) holds for all 4 E 9. 
Briefly, our existence and uniqueness result in the following. Under certain 
conditions on 
UO [J v’ 
there is a unique function 
u(x, t) [ 1 $G t) 
which is locally Lipschitz continuous in {t > 0} and which is a weak solution of 
(1. I) in the sense of (1.4). Moreover, 
can be obtained as the uniform limit on compact subsets of {t > 0} of approxi- 
mate solutions 
%(X, t) 
[ I %(Xt t) 
computed by finite differences. 
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The precise assumptions that we make about the data 
UO [J V 
are formulated in terms of the “Riemann invariants,” which we shall describe 
first. For v > 0 define 
h(v) = (-p’(v))‘/’ (W 
and define the Riemann invariants r and s by 
Y(U, v) = u + JV X(7) h, 
1 
S(#, v) = 24 - 
I 
’ A(T) dr. 
1 
It then follows formally from Eqs. (1.1) and (1.6) that 
Tt - Xr, = 0, 
St + As, = 0. 
(l-6) 
(1.7) 
Now let 
lJ = El and R= ;, [I 
and let R(U) be the mapping defined by (1 A). Then it is clear from (1.3), (1 S) 
and (1.6) that R is one to one in the half plane {v > 0) and that aR/XJ is invertible 
there. Thus R(U) has a smooth inverse R-l defined on the image R({v > 0}), 
which is easily seen to be the set 
Now, for the case of a polytropic gas, h = const v-(~+r)/~, so that R({v > 0)) is 
all of UP only if y = 1. In any event, we may conclude that R-l([r, , ~$1 x 
[sl , ~a]) is compact in {v > 0} only if 
rl > s2 - 2 I lx, 0 
r2 < s1 + 2 I m A. 1 
See Fig. 2. 
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FIGURE 2 
We may now describe our assumptions about the data 
uow [ 1 %0(X) in terms of [r$d f R ([$;I). 
We shall assume that 
and 
for all x, w,,(x) > 0 so that r,,(x) and so(x) are defined; 
Ye and so(x) are increasing functions of X; 
(Ma) 
(1.8b) 
for any finite interval [a, b], the set 
is compact in {V > 0). 
From the above discussion and from the monotonicity (1.8a), (1.8~) is 
equivalent to the assumptions that 
In the event that s: h = $ h = co, (1.8~) is thus superfluous. On the other 
hand, if either of these integrals is finite, then the above inequalities together 
with (I .8a) imply the existence of some or all of the limits r,,(foo) and s,(f co). 
6 DAVID HOFF 
FIGURE 3 
In fact, for the large-time behavior result, Theorem 2, we shall replace (1.8~) 
by the stronger hypothesis 
r0 and s, have limits at x = fco, and 
is compact in {n > O}. 
Hypothesis (1.8b) is the “no shock” condition. It guarantees that different 
characteristics of the same family do not intersect. For example, in the simple 
case that s(x, t) = constant, the first of Eqs. (1.7) says that I is constant on the 
line in (x, t)-space whose slope is 
and which passes through (x0 , 0). Now, since r, increases with x0 (assumption 
1.8b)), V, increases with r0 (see (1.6)), and m decreases with Q (see (1.3) and 
(1.5)), it follows that the slopes of these characteristic lines decrease from left 
to right (Fig. 3) and hence do not intersect at positive times. 
Hypothesis (1.8~) serves to bound v above and below locally. The lower bound 
insures that the pressure p(v) remains defined. And the upper bound implies 
that the density (= l/v) is bounded away from zero locally. (1.8~) may thus be 
regarded as a “no-cavitation” condition. 
Precise statements of our results appear as Theorems 1 and 2. A summary 
of related research may be found in the comments in Section 5. 
2. FINITE DIFFERENCE EQUATIONS AND LOCAL CONVERGENCE 
In this section we construct a net (U,} of approximate solutions of (1.1) and 
we show that the net has limit points which are local weak solutions. The appro- 
ximation lJ, will be constructed as follows. We replace Eqs. (1.7) for T and s 
with corresponding finite difference equations by means of which we obtain 
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piecewise linear approximations T*(x, t) and S&X, t). U,(X, t) is then defined to be 
where R-l is the inverse of the mapping (1.6). The compactness of the net 
(U,} as h = (dx, dt) g oes to zero will follow from estimates on the solutions of 
the finite difference equations. And the convergence of the net will follow from 
the uniqueness result, Lemma 7. 
To begin, let dx and dt be increments in x and t respectively; let X, = K dx 
for k = 0, +l,..., and t, = n dt for tt = 0, l,... . The approximate value of 
will be denoted by 
R,” = ::; . [ 1 
And having computed Rkn, we set 
= R-l(Rk”) and X,n = X(Vk”). 
The vectors 
are to be computed from the finite difference equations 
n-1 
tkn - Tk 
n-1 
At 
_ g-1 Gi - rlc 
AX 
= 0, 
n-1 
Skn - Sk 
n-1 
- $1; _ 
At 
+ A;-' sk Ax - 0, 
which are reasonable discrete analogs of (1.7). If we define 01 to be the mesh 
ratio 
Q = At/Ax 
then (2.1) may be rewritten 
‘kn = (1 - cd,“-‘) Yy + cd,n-t;;; , 
(2.2) 
Skn = (1 - &;-I) $1 + &;-‘s;:; . 
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Equation (2.2) h s ows how to compute r and s at time level n in terms oft and s 
at time level n - 1 provided that r$” > 0 so that XT1 is defined. The scheme is 
to be started by taking 
rk” = Y~(xJ and slco = so&). 
Now, the results of this section will be local in a set Q in x-t space defined as 
follows. Fix an interval [a, b] on the x-axis and let 
z = W[yo(4, ram x [SO@), so(m 
in W-V space. By the hypothesis (1.8~) on the initial data, Z is compact in (w > 0} 
so that there are numbers wmrn and nma satisfying 
o<v min < V < Vmax if I( [I E 22 V 
Now choose a positive number m so that 
0 < 111 < h(Wmin)-l 
(2.3) 
(2.4) 
and define 
Q = /(T 4: ; + a<s<-b+bandt>O. I 
(See Fig. 4.) 
In general, [a, b] is to be a finite interval. But if the data satisfies the stronger 
hypothesis (1.8’), then we may take [a, b] = (-CO, CD) and Q = {t > 0) so that 
our results will in fact be global. 
FIGURE 4 
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The first result, a maximum principle for 
guarantees the existence of a solution of the difference equations (2.2). 
LEMMA 1. Assume that the initial data 
uo(x) [ 1 vow 
satisfy (1.8) if Q is bounded and (1.8’) ifQ = {t > 0). And assume the mesh condi- 
tion 
Then for (xk , tn) E 8, 
(a) the solution 
of (2.2) exiits and satisjes 
ro(a) < Tk” d Tkn < Tz+k < ‘O(b 
so(a) < si-k < skn < sko < ‘O@h 
(c) 0 < vmin < vkn < 0,; and 
(d) 0 < &cn < ~(fhnin) < 1. 
Proof. By induction on n. First note that, since At/Ax 2 m, (xel , t,J E Q 
if (xk , t,) E Q (see Fig. 4). Now, if the results hold at time level tt - 1, then (d) 
and (2.2) show that tkn is a convex combination of rz-’ and rkn;.:. , and similarly 
for Skn. Since a < X&n < x k+,, < b and Y, and so are increasing, (a) follows. Then 
(b) and (c) are immediate from the definition of 2, Vmin and wmaK , and (d) 
follows from (c) because &(w)/dw < 0 by (1.3) and (1.5). 1 
The compactness of the net {U,} to be constructed below will depend upon 
estimates of the derivatives of U, . We therefore need to study the evolution in 
time of the differences of the sequences rkn and s,“. Thus define 
Ykn 
= rk’m - r;-1 and zkn = skn - SE?. 
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Then from (2.2) we have 
ykn = y;-’ + a[hjt-l(Y!J;; - Y;--l) - q2(Y;;,2 - r;-“)I 
= y;-’ + a[h;-l(y;;: - y:-l) + (A;-1 - A;-“)(Y,n;,” - ry”)]. 
But from (2.1), 
so that 
a(Y;;; - Y;-“) = yy1py2, 
(2.5) 
“(s;-2 - $1;) = -zjt-1/h;-2 
yIcn = (1 - aA;-‘) y;-' + cqlyft;: + c"t;,r"-", y;-'. (2.6) 
Similarly, 
Zkn = (1 - a&y) $1 
+ &&lp~ + (G-l-p')g-1. 
(2.7) 
Preservation of monotonicity in space of Y and s is an immediate consequence 
of (2.6) and (2.7). 
LEMMA 2. Assume that the hypotheses of Lemma 1 are satisfied. Then if 
(Xk 9 tn) eQe, 
(a) Zkn < 0 < ykn and 
n-1 
(b) yk d r,t;; and $1; < SE-‘. 
Proof. By induction on n. For tt = 1 (a) and (b) follow from (1.8b) and (25). 
Equation (2.6) may be rewritten 
so that ykn is nonnegative by induction and by the fact cAr2 < or/\(vmrr,) < I 
(Lemma i(d)). The proof for zkn is similar. Property (b) follows from (a) and 
cw* I 
The following result is the key estimate of the entire development. From it 
will follow both the compactness of the net {U,} and the regularity of its limit 
points. 
LEMMA 3. Assume that the initial data 
%3(x) 
[ I vldx) 
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satisfy (1.8) ;f Q is unbounded and (1 .S’) if Q = (t 3 0). And assume the mesh 
condition 
0 < n0 6 a < (1 - G)h(WmirJ-l (2.8) 
for some constant 8. (m and vmin are de$ned in (2.3) and (2.4)) Then giwen l > 0, 
there is a At, depending on E, Q and U,, , and there is a constant C depending only 
on Q and U,, such that 
holds J%.Y (xk , t,) E Q n {t > E} provided that At < At, . 
Proof. First we need to estimate the term AT’ - AT2 which appears in (2.6). 
We have from (1.6) that 
& = h’(w) -& = h’(o) [ ‘1 
2h(v) -1 
so that, omitting subscripts, 
An-1 - An-2 = 
$ w-1 - Yn-2) - (p-l _ s”-2)1 
= ~(y~-l-zn-l, 
where wmin < 5 < w- if (xk, t+JEQ. Since Xl/U <O ((1.3) and (1.5)) 
and zrl < 0 (Lemma 2); we have that 
Hence from (2.6), 
ykn < (1 - d;-l) y;-’ + ah;-‘y;;; + h’(t) 
2X(S) jq-2 tx-7”. 
By (1.3), (1.5) and Lemma (lc), we have that 
for some positive constant 1-1 which depends only on Q and U, . Thus 
c &i-l) s + ,$$-I 9 - /,, At (s)2s 
(2.9) 
12 
Now choose no so that 
l- 
and At, small enough that 
We shall prove that 
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by induction on n starting with n = no, where C is defined by 
C = max [+ , r,(b) (1 + f)]. 
We have from (2.5) that 
W--l w-1 
( 
‘k+l - Zk 
At 1 
,< 1 . r,(b) 
At 
r,(b) = no- 
t no 
2 r,(b) <(1+&- (from the first inequality (2.10)) 
*o 
If, by induction, 
then from (2.9), 
where 
and 
(2.10) 
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We need to show that w E [0, C/&-l] impliesf(w) < C/t,, , which can be achieved 
by checkingf(O), f(C/t,+J andf(wJ wheref’(w, = 0: 
d (I-+)+ (by (2.10)) 
n 1 
C 
=---; 
L 
d&J =&b-+q$l 
c n-l--/.& =- t,-1 n-l 
c n-2 <----- 
t,-, n - 1 
(by choice oi C 
<Cn-1 c 
t,_,n=,; t 
and 
l---d 
wc = 2jL 
so that 
f(w,) =(l - 4’ + oo\c - 
4jLLlt tn-l 
But if w, < C/&, then 
(1 -,x)2 ~ I -cd c -.- 
4~ At 2 G-1 
so that 
c n-1 <---- 
tn-1 n 
V-v (2-W) 
C =--. 
t, 
This proves the estimate for ykn/At. The proof for z,n/At is similar. 1 
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We now construct the approximate solution U,,(x, t) based on the mesh 
h = (At, Ax) as follows: 
For t,-I < t < t,, define 
R,(x, , t) = v R,n + &$ Rjr-1 
where 
R,” = 
For xk < x < x~+~ define 
R,,(x, t) = 7 R~(x~+~ , t) + ““+;, x &,(Xk , t). 
Finally, set 
r$ ;;] = i&(x, t) = R-1(R,,(~, t)) = R-l (et; ;;]). 
Lemmas 1, 2 and 3 may then be summarized as follows. 
LEMMA 4. Assume that the hypotheses of Lemma 3 are satisfied and let R, 
and U,, be as constructed above. Then 
(a) s&z) < s& t) < so(s) and r&) < Y&G t) B Th(b) for (3, t) E Q; and 
(b) given P > 0 there is a At, depending on E, Q and U, , and there is a constant 
C depending only on Q and U, such that the estimates 
hold at points (x, t) E Q n {t > } E w ere these derivatives are defined, provided h 
that At f At,. 
IProof. Property (a) is obvious from Lemma 1 and the construction of R, . If 
(~~,t,)~Qn{t>~)andift,-,<t<t,,then 
and if xk < x < x~+~ then 
(2.11) 
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Also, for the same (x, t), 
15 
t - t,-, 
( 
r;+:l - rXn 
1 
f - t 
( 
n-1 n-1 
+ At 
rk+l - Tk 
=-xi-- Ax AK 1 
t - t,-, 1 Y:+l t, - t 1 yk* 
(2.12) 
=dt’- A,” At *--+dt’-‘- A;-’ At (by (2.5)) 
for some constant C. 
Similarly 
z(x,t)E[-:,O] and $(x,t)E[O,$]. (2.13) 
Now, if D = a/ax or a/at, then from the form of the transformation 
U -+ R(U), (1.6), we have 
D.;D(+) and h(v) De = D (7). (2.14) 
The estimates in (b) then follow by transforming (2.1 I)-(2.13) via (2.14). 1 
The compactness of the net {U,} is immediate from Lemma 4. 
LEMMA 5. Assume that the hypotheses of Lemma 3 are satisfied and let R, 
and U, be as constructed above. Then ;f hj -+ 0 subject o (24, there is a subsequence 
hj of h, such that Uh; converges pointwise uniformly on compact subsets of interior (Q) 
to a continuous function U(x, t). Also, 
(4 If 
R(x, t) = R(U(x, 4) = [f;’ ;], , 
then r and s are increasing in x and 
fur (x, t) EQ; 
505/38/r-z 
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(b) C is locally Lipschitz continuous in Q n {t > 0} and there is a constant 
C depending only on L’,, andQ such that 
(c) if [c, d] C (a, b) then 
liypp f s” 1 U(x, t) - U&I dx < to. 
e 
Proof. Given E > 0, the functions U,,(x, t) are uniformly bounded and 
uniformly equicontinuous on Q n {t 3 C} by Lemma 4, so that there is a sub- 
sequence converging uniformly on Q n {t > l } by the Ascoli-Arzela theorem. 
The subsequence hi may be obtained by considering a sequence of E’S going to 
zero and using a diagonal process. 
Property (a) is immediate from Lemma 4(a). To prove (b), consider, for 
example, a line segment [x1, xa] x {t} C interior (Q). By Lemma 4(b) and the 
uniform convergence, 
c 0 < 24(x’, t) - u(x, t) < t (x’ - x), 
ifx,<x<x’<x,, so that u( ., t) is absolutely continuous on [x1 , xa] with 
(Eqax)(x, t) E [O, C/t] f or almost all X. That au/ax exists for almost all (x, t) 
follows easily from Fubini’s theorem. The other estimates in (b) are proved 
similarly. 
The estimate (c) is equivalent to 
lim sup f j” ) R(x, t) - R,(x)] dx < 00, 
tie c 
which is proved as follows. From the definition of r,, we have that 
yk(X, t,) - rh(x, tn-1) = y (rkl - 63 
+ 
%+1 - x 
dx (Ykn - Yg') 
if xk < x < xk+r . Thus 
(2.15) 
s 
%+I 
% 
1 Y&, tn) - I&, t,-J dx < $ [(ri+l - rE;i) + (rkn - 431. 
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Now given [c, d] C (a, b) choose xk, and xk, so that 
c .< xkl < c $ Ax, 
and choose i sufficiently small that [c, d] x [0, i] CQ. Then if t, < i, we have, 
using the difference equation (2. I) and the above computation, 
d-dz / Y,,(x, fn) - r&, t,J( dx < ; (rkn - t-z-‘) Ax 
k=k, 
= At ; h;-‘(r,=-: - I;-~) (2.16) 
k=k, 
< h(~~Xr,(b) - ro(a)] At. 
(We used the fact that r;;: - rz-’ 3 0.) Now if t,-, ,< t d t,, , then from the 
construction of fh , 
Y&, t) - Yk(X, fn-1) = + [Y&c, t,) - Yh(X, L)l. 
This together with (2.16) implies that 
1 Yh(X, f) - Yh(X, t,-l)l dX < ~(%dt - tn-dh(b) - wl c2.17) 
for t,-, < t < t, . By applying (2.16) with different n’s and combining with 
(2.17), we may conclude that 
I 
d-Az 
1 Y~(x, t) - Y,,(x, 0)l d.r < Nvnin) t[yo(b) - y&)1 (2.18) 
c+Ax 
for 0 < t < i. 
Now, if Xk < X < &+I , then m(x, 0) and Y&X) are both between rko = yo(xk) 
and rE+l =: yo(xkcl). Therefore 
I y,,(x) - G(X, WI dx d ; k;+l - Y,“) Ax 
k-J% 
< Po(4 - roWI Ax. 
(2.19) 
Combining (2.18) and (2.19) we have 
I y&r, 4 - c,(x)l d* < [4~,in)t + Axl[q,(4 - ~oW1. 
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Now let h -+ 0 to obtain one component of the estimate (2.15). The proof of the 
other is similar. 1 
LEMMA 6. Assume that the hypotheses of Lemma 3 are satisfied and let U(x, t) 
be a limit point of {U,} as described in Lemma 5. Then U is a local weak solution 
of (1.1) in Q. That is, Eqs. (1.4) hold for test functions 4 E 9 for which spt. g5 n 
(t 3 0} C Q. 
Proof. We shall establish only the first of Eqs. (1.4); the proof of the second 
is similar. First, if we add the difference equations (2.1) and divide by 2, we obtain 
n-1 ulen - Uk n-1 d!;fMsS,+l _ rk 
n--l- g-1 
At 2Ax 2Axk 1 
- a;-l + $1; 
2Ax ’ 
We want the brackets in (2.20) to look like the pressure term p(o), in (1.1). We 
have 
p;!; - pp = p(o(R;;:)) - p(v(R;-l)) 
P’(tT’) 1 zzz--- 
2X( 5’) [ 1 - 1 - (Ri;i - R:-l) (see (1.6)) 
(since A* = -p’) 
where 
1 g-1 - $-’ 1 = O(( RF;; - 
Equation (2.20) may thus be rewritten 
n-1 
ukn - Uk 
At 
+ PZ A; PF’ 
R;-l I). 
n-1 n-1 
sk+l - sk 
2Ax I 
(2.21) 
Now let 4(x, t) be an appropriate test function and fix E > 0. Choose N so that 
E < tN < E + At; multiply (2.21) by 4:” Ax At = +(xk , tnpl) A+x At; take 
ZL CrL and sum by parts. 
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The result is 
Now, since 
e-1 n-1 
yk+l - rk 
Ax 
and 
n-1 n-1 
sk+l - sk 
Ax 
are bounded for t, 3 E > 0 (Lemma 4), and since 
are O(Ax) for t, > E > 0, the right-hand side of (2.22) is easily seen to approach 
zero as h -+ 0. Similarly, the sums on the left-hand side of (2.22) approach 
the corresponding integrals. For example, if 
+kn --t+,-l 
= #dxk 9 r]kn)t 
then 
( c ukn ( dkn ,,““-’ ) At Ax - j-w lrn qbt dt dx j 
k,n>N ’ --m c 
G k zN 1 u&k T tn) - ukt 9 tn)i 1 #t@k , ?kn)l Ax At 
* , 
+ ( k zN u(xk 9 &a) +t(xk > tn) At Ax - lrn j-u udt dt dx ( 
-5 E 
+ WO. 
The first term on the right approaches zero because of the uniform convergence 
of uh to u on Q n (t 3 6). And the second term is the difference between the 
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integral of a continuous function and a corresponding Riemann sum. We thus 
obtain from (2.22) that 
s u(x, c) 4(x, 6) dx + jlrn Mt + P($YLI dt dx = 0. t 
Now let E + 0 and use Lemma 5(c) to obtain the first of Eqs. (1.4). 1 
3. UNIQUENESS AND GLCBAL RESULTS 
fn this section we shall establish the uniqueness of local weak solutions of 
(1.1) which are regular in the sense of Lemma 5. This will allow us to extend 
the local existence theory of Section 2 to all of {t > 0). 
LEMMA 7. Assume that the initial data U,,(x) satisfy (1.8) ZjcQ is bounded and 
(1.8’) ifQ is unbounded. Let UI(x, t) and UZ(x, t) be local weak solutions of (1.1) 
in Q with data U,(x) in the sense of Lemma 6. And assume that U, and U, both 
satisfy the conclusions of Lemma 5. Then U, = U, in Q. 
Proof. Define 
and 
e = u2 - u1 and f = a, - vl 
+(x, t) = ““) - ph) = (3.1) 
vz - Vl I 
’ p’(Ov, + (1 - 0) or) d8. 
0 
Fix (x0 , to) E interior (Q); we shall show that e = f = 0 at (x0, to). 
First, srnce u1 and V~ are locally Lipschitz in {t > 0}, so is 8, and we may 
define two curves 
vl. 
I 
dx#t = B(x(t), t), t < to 9 
. xl(to) = x0 ,
and 
y: . dx,/dt = +(x(t), t), 
I 
t < to, 
2’ x,(t,) = No. 
Since 0 < fi(X, t) < h(Vmi*), . f 11 rt o ows that both curves may be extended 
down to t = 0, intersecting the .v-axis at c and d. Also, since xi(t) is strictly 
monotone, we may solve for t in terms of x and regard the chain VI + Vs as 
the curve 
{(x, t(x)), c < x < d}. 
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x 
FIGURE 5 
Now let T be the closed region bounded by 59r , ‘8’s and the segment [c, d] on 
the x-axis. Then the above bound on /I implies that T n {t > l > C interior (Q) 
for any E > 0 (see (2.4)). Finally, if I is arc length on WI or %‘a ,
dP = (1 + p’) dt2 = y dx2. 
Now fix E > 0 and let 4 be a smooth function such that spt. + CQ n {t 3 c>. 
Then from (1.4), 
0 = jj Wt + p(v>AA d.r dt, 
where u and v are ui , i = 1 or 2, and the integrals are over Q n (t 3 E}. Because 
of the regularity of u and a, Lemma 5, we may regard these integrals as iterated 
integrals and integrate by parts to obtain 
0 = jj I& dt dx + jj p(v)& dx dt. 
Now replace $ by $x and let x tend to the characteristic function of T n {t 3 c}. 
The result is 
0 = 1” j”‘“’ I+$ dt dx + j’” j;;; p(v)& dx dt. 
e E E 1 
Subtracting this equation with U = U, from the same equation with U = Us, 
we obtain 
Similarly, 
(3.2) 
o= jcd [t’x’jt# dt dx - [” c:r e,# dx dt 
if # is smooth and spt. 4 CQ n {t > 6). 
(3.3) 
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Because e and f are continuous in T n (t > E}, we may find sequences $,,, and 
#m tending to e and /3”f, respectively, uniformly on T n (t > E}. By adding the 
results, (3.2) and (3.3), we may thus conclude that 
f” I”‘“’ (ee, + /3”fft) dt dx - 1’” ~zz~~~’ (p2ef)r dx dt = 0, 
e E e 1 
or, rearranging, that 
The crucial fact is that 
(B”)t d 0 a.e. in Q, (3.5) 
which we shall compute below. Assuming this, we may let E ---f 0 in (3.4) to 
obtain 
0 2 i fc +cz (e2 + Pf”> dx + 
1 
fc --c V2ef) dt 
1 2 
s B = Cl 2(1 + B”)“” (e + Pf )” d/f J-, 31 +!pay2 (e - /3f )” dl. 
Since e, f and /3 are continuous on gi except possibly at t = 0, we may conclude 
that 
e+pf=e--pf=O 
at (x0 , to). And since ,!I # 0, it follows that U, = lJ2 at (x0 , to). 
We still have to establish (3.5). According to Lemma 5(b), 
2 (x, t) 2 0 a.e. in Q. 
Hence from the definition of p2, (3.1), 
-$‘(x, t) = -( pyez~, + (1 - f3) Z’r) [e 2 + (1 - e> +I & 
is nonpositive a.e. in Q, since p” > 0 by (1.3). fl 
The local results, Lemmas 5 and 6, easily translate into global results by way 
of the above uniqueness theorem. We may summarize Lemmas 1-7 as follows. 
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THEOREM 1. Assume that the initial data U,,(x) satisfy (1.8). Then there is a 
unique function U dejned in {t > 0} which satisjies the conclusions of Lemma 5 
and which is a weak solution of (I. I) with data U,(x). If U,,(x) satisjes the stronger 
hypothesis (1.8’) then the estimatei of Lemma 5(b) hold throughout {t > O}. Finally, 
if the set Q and the functions U,, are as constructed in Section 2 with mesh h = 
(At, Ax) satisfying (2.8), then U,, -+ U uniformly on compact subsets of interior 
(Q)ash+O. 
4. LARGE-TIME BEHAVIOR 
The Riemann problem for (1.1) consists of finding a weak solution of (1.1) 
with initial data 
U-Y x < 0, 
U+, x > 0, 
where U- and U+ are constant vectors. If 
r(U-> < r(U+) and SW-) < s(U+) 
(consistent with (1.8)) then the solution can be shown to be as in Fig. 6: x-t 
space is divided into five regions. In three of the regions U is constant and the 
other two separate the first three. The separation regions are called rarefaction 
waves and the equilibrium state U, is characterized simply by 
y(Ue) = r(U+) 
See, for example, [2]. 
and s(U,) = s(U-). 
Note that, in analogy with these facts, the solution ykn of (2.2) propagates from 
right to left as t, increases, and sIin propagates from left to right. More specifical- 
ly, we have the following result. 
FIGURE 6 
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THEOREM 2. Assume that the initial data U,(x) satisfy (1.8’). Let 
Let U(x, t) be the unique weak solution of (1. I) with data U,(x) satisfying the 
conclusions of Lemma 5 and set R(x, t) = R( U(x, t)). Then 
sg( - co) < $3, t) < so+@ - ktlid), 
To-(X + Anid) < Y(X, t> d ~cI(~). 
(4.1) 
Here so+ and rO- are the right- and left-hand limits of s, and r,, . 
As an immediate consequence of Theorem 2 we have: 
COROLLARY. Let U,(x) and U(x, t) be as in the theorem and let U, be the 
equilibrium state for the Riemann problem for (1.1) with data 
Ud- ah x < 0, 
Gd~)7 x > 0. 
Then if [a, b] is a finite interval on the x-axis, U(x, t) tends to U, uniformly on 
[a, b] as t -+ CO. Moreooer, if there are points c and d such that 
U,(x) = U,(- co) for x < c, 
U,(x) = Uo(~> for s 3 d, 
then there is a T such that U(x, t) = Ue for x E [a, b] and t > T. 
For the proof of Theorem 2 we shall make use of the following result concern- 
ing Bernstein polynomials. 
LEMMA. Let f( y) be continuous on [0, l] and de$ne 
fn(y) = $ (;) YV - Y)“-‘f(M 
Then 
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where 
w(f; 6) = sup I f(Y) - f(Y’)l. 
;;w~.w~p;‘,l 
\ 
A proof may be found in [6]. 
Proof of Theorem 2. We shall prove only the estimate for s(x, t). Set 
yo = &in . 
We claim that, for 1 < m < n, the solution of the difference equation (2.2) 
satisfies 
sIin < 5 (7) yi(l - yo)m-j s;::. 
i=O 
For m = 1 this is true because 
la-1 Skn = Sk - cd, (Sk n-1 n-1- p> 
< SE-' - aA,&;-' - $1:) 
= (1 - yo) s;-’ + yos;l; 
since sz-’ -sE;>o. 
Now assume that (4.2) holds and apply (4.3) to (4.2): 
(4.2) 
(4.3) 
slin < jEo (7) y&l - ye)“-j[(l - ya) s;7T-l + yos;::;ll 
= z (f) yo’oj(l - yo)m+l-%;Ijm+r) 
+ yg (j ” l)Yo’(l -Yo) 
m-i-l--i &m+l) = (1 _ yo)mfl ,I--h+l) 
+ z [@) + (i ” 1)] yoj( 1 - yOy-j s:I;m+l) + ~o”“ls;I(t:;; , 
which is (4.2) with m replaced by m + 1. Now let so(x) be a continuous 
function such that S,(X) > s(x). Applying (4.2) with m = n, we then have that 
Skn < j$ (;)Y$(l - yO)n-i FOo(xk-3)* (4.4) 
If we define 
f(y) = jO@k -y%), y E [O, l], 
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and fn( y) as in the lemma, then the right side of (4.4) is precisely fn( ys). We 
thus conclude that 
Now, it is obvious that 
w(f, S) = w(S, ; nAx8) 
so that if we let At and Ax+ 0 in (4.5) with n At = t, and K Ax = xk fixed, 
we obtain 
S(Q , t,) < f( yo) = %(xk - 4~~ . n Ax) 
= &% - ktdn). 
Since s(x, t) and S,(X) are continuous and because the mesh points {(xk , tn))n,k 
are dense, we may conclude that 
s(x, t) < S&x - Ad) for t > 0. 
Finally, by taking the inf over continuous functions S, dominating s,, , we obtain 
the result (4.1). 1 
5. CONCLUDING REMARKS 
1. The technique employed in Section 2 for proving the existence of solutions 
of (1.1) can be extended to the more general system of two hyperbolic conserva- 
tion laws (1.2). We shall present here a completely heuristic argument which 
shows how this can be done. The following estimates are variations of the esti- 
mates appearing in [7]. 
The hyperbolicity assumption for (1.2) is that a(f, g)/a(u, V) has distinct real 
eigenvalues A(u, V) > ~(u, v). It then follows (see [7]) that there is a change of 
variables 
so that 
Yt + XY, = 0, 
St + psz = 0. 
(5.1) 
We may assume that Y and s are positive and locally bounded (as in Lemma 1). 
Thus h and p are locally bounded. Moreover, we may assume without loss of 
generality that X > p > 0 (replace x by 5 = x + kt for appropriate K). 
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Now if we set 
y = rt and z = St 
(as in Section 2), then formally, 
(5.2) 
A simple maximum principle argument (or see [l]) shows that any quadrant in 
y - z space is invariant for (5.2); f or example, if 0 < y(x, 0), z(x, 0) < co, 
then 0 < y(x, t), X(X, t). (This is like the conclusion of Lemma 2.) Note that 
the assumption 0 < y, z at t = 0 is, by (5.1), an assumption about the mono- 
tonicity of r and s at t = 0. Let us therefore assume that 0 < y, x at t = 0 and 
therefore for all t. 
The genuine nonlinearity assumption is that h, and ps are never zero. We 
shall take 
h, < 0. 
(If h, > 0 we should assume y < 0 for all t; similarly for z.) 
Equations (5.2) can be essentially uncoupled as follows. If w = spy then from 
(5.1) and (5.2) 
wt = !FY(-P~) + SQ (+, + $2 + ?YB) 
= -WY), + (h - p) qs”-‘ysz 
+ 5 sr+-Qy)2 + 2 fly,2 
= --hw, + * s-w2 + sp-1y.z [+ s - q (?)I. 
By choosing q appropriately we may make the brackets negative. Since +yz > 0, 
we then have that 
Ar 
w, + hw, < - s-w2 < -SW2 
x (5.3) 
for some positive constant E. (This is identical in form to (2.9).) 
The proof of Lemma 3 is the discrete analog of the following simple analysis 
of (5.3). Let d/d7 denote differentiation in the time-like direction dx/dt = A. 
Then (5.3) says that 
dwldr < -,w2. 
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The crucial observation is that the solution of this ordinary differential inequality 
satisfies 
ZL’ < cons+ 
independently of the initial z_jalue of ZL’. Since rt = y = S-QW, we thus conclude that 
(5.4) 
locally. An estimate for Ye f 11 o ows from (5.1), and the estimate for z s1 is 
similar. 
This argument can be made precise in two ways. First, we could, as in Section 
2, obtain estimates such as (5.4) for approximate solutions 
by repeating the above computations at the level of finite differences and then 
passing to the limit ash - 0. Alternatively, we could obtain the required estimates 
for smooth solutions of (5.1) with approximate, smoothed data and then passing 
to the limit as the smoothing kernel approaches a delta function. 
It is fairly clear that the technique of Theorem 2 for studying the large-time 
behavior of the solution 
u(.r, t) [ 1 v(x,t) 
carries over to the more general system (1.2). However, we obtain little informa- 
tion unless we assume that the characteristic speeds h and p are never zero: 
r(x, t) approaches yo( + CO) as t --f co if /\ < const < 0 and approaches Y,,( - CO) 
if h > const > 0; similarly for s. 
2. The technique discussed above is due to Oleinik [9], and was first applied 
to the single conservation law 
ut + f (& = 0, 
where f * > 0. The argument is the following. If w = U, , then formally 
vt + f’(u) %! = -f”(u) @, 
which is identical in form to (5.3). Th us approximate solutions are shown to 
satisfy 
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(“condition E”) and therefore have locally finite variations in x, which implies 
the compactness of the net {u,,). 
Another, similar example appears in [4] for the porous medium equation 
UUt = u,, (u > 0). 
If a = ut then formally 
2 UZlt = v,, - v , 
from which the estimate 
is obtained for approximate solutions u, . Again, this estimate leads to the com- 
pactness of the net {zQ,). 
As a final example we shall show how to obtain solutions of the Cauchy 
problem for 
n afiw u,+ I---= i=l axj 
0 (5.5) 
which are locally Lipschitz continuous in {t > 0}, assuming that each fi satisfies 
f; # 0. The argument is as follows. Let vj = au/ax, . Then formally 
z+ if:% = -(~f:,)n,. 
i=l 
(5.6) 
Again, by the invariant region theorem in [l] or by a simple maximum principle 
argument, any octant in (k7r ,..., v,) space is invariant for (5.6). Let us therefore 
assume that Z+,(X) is increasing in xi if f; > 0 and decreasing in xi if f I < 0. 
Then f ;wj > 0 and from (5.6) we have that 
g+ *if;2 < -f;z’j2, if fy > 0, 
z 
> --f;vj2, if fr < 0. 
We can thus obtain approximate solutions z+,(x, t) of (5.5) which satisfy 
2 (x, t) . sign(f y) E [0, +-I. 
Therefore (u,,} has limit points which are locally Lipschitz in (t > O}. 
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3. If the initial data r,,(x) and Q,(X) for (1.1) are not increasing then, in general, 
the solution 
u(x, t) [ 1 v(x,t) 
will develop discontinuities after a finite time. See [7]. Now, the model (1.1) 
is based on the physical assumption that the gas particles undergo changes of 
state which are quasi-static and adiabatic. Since discontinuous changes of state 
are not quasi-static, we conclude that discontinuous solutions of (1.1) are not 
physically realistic. 
Nevertheless, it is an interesting mathematical question to ask whether these 
solutions with “shocks” can be obtained by finite differences. We wish to make 
here the simple observation that the scheme (2.1) cannot in general converge to 
shock-wave solutions of (1.1). Th e reason is the following. It is known that if 
the initial data for the Riemann problem for (I .l), for example, fail to satisfy the 
monotonicity (1.8b), then the solution, which will contain discontinuities, fails 
to obey the maximum principle in r--s coordinates; that is, rectangles in r-s 
space will not be invariant. On the other hand, rectangles in Y-S space aye 
invariant for limit points of nets {RJ obtained from (2.1), irrespective of any 
monotonicity. Thus not all shock-wave solutions of (1.1) are limits of approxim- 
tions based on (2.1). (However, the Lax-Friedrichs scheme does exhibit the 
correct invariant region properties for the system (1.1); see [5].) 
4. The existence and regularity portion of Theorem 1 was first proved 
in [lo]. There, the estimates of Lemma 5 are obtained for approximate, smoothed 
data by studying the solution along characteristics. 
A uniqueness theorem for the system (1.1) (and for other systems as well) 
appears in [3, Theorem 6.21. This result applies to solutions containing dis- 
continuities; but uniqueness follows only when these solutions are assumed to 
satisfy additional “entropy” conditions. 
Finally, the large-time behavior result of Theorem 2 is contained in [8], 
where an analogous result for general systems of conservation laws is proved. 
By restricting to special solutions, however, we have been able to give a much 
simpler proof. 
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