A model-free learning algorithm called Predictive Sequence Learning (PSL) is presented and evaluated in a robot Learning from Demonstration (LFD) setting. PSL is inspired by several functional models of the brain. It constructs sequences of predictable sensory-motor patterns, without relying on predefined higher-level concepts. The algorithm is demonstrated on a Khepera II robot in four different tasks. During training, PSL generates a hypothesis library from demonstrated data. The library is then used to control the robot by continually predicting the next action, based on the sequence of passed sensor and motor events. In this way, the robot reproduces the demonstrated behavior. PSL is able to successfully learn and repeat three elementary tasks, but is unable to repeat a fourth, composed behavior. The results indicate that PSL is suitable for learning problems up to a certain complexity, while higher level coordination is required for learning more complex behaviors.
Introduction
Recent years have witnessed an increased interest in computational mechanisms that will allow robots to Learn from Demonstrations (LFD) . With this approach, also referred to as Imitation Learning, the robot learns a behavior from a set of good examples, demonstrations. The field has identified a number of key problems, commonly formulated as what to imitate, how to imitate, when to imitate and who to imitate [3] . In the present work, we focus on the first question, referring to which aspects of the demonstration should be learned and repeated.
Inspiration is taken from several functional models of the brain and prediction is exploited as a way to learn state definitions. A novel learning algorithm, called Predictive Sequence Learning (PSL), is here presented and evaluated. PSL is inspired by S-Learning [42, 43] , which has previously been applied to robot learning problems as a model-free reinforcement learning algorithm [40, 41] .
The paper is organized as follows. In Sect. 2 a theoretical background and biological motivation is given. Section 3 gives a detailed description of the proposed algorithm. Section 4 describes the experimental setup and results for evaluation of the algorithm. In Sect. 5, conclusions, limitations and future work are discussed.
Motivation
One common approach to identify what in a demonstration that is to be imitated is to exploit the variability in several demonstrations of the same behavior. Invariants among the demonstrations are seen as the most relevant and selected as essential components of the task [3, 17] . Several methods for discovering invariants in demonstrations can be found in the LFD literature. One method presented by Billard et al. applies a timedelayed neural network for extraction of relevant features from a manipulation task [4, 5] . A more recent approach uses demonstrations to impose constraints in a dynamical system, e.g. [16, 25] .
While this is a suitable method for many types of tasks, there are also applications where it is less obvious which aspects of a behavior should be invariant, or if the relevant aspects of that behavior is captured by the invariants. Since there is no universal method to determine whether two demonstrations should be seen as manifestations of the same behavior or two different behaviors [10] , it is in most LFD applications up to the teacher to decide. However, the teacher's grouping of actions into behaviors may not be useful for the robot. In the well known imitation framework by Nehaniv and Dautenhahn [34] , it is emphasized that the success of an imitation is observer dependent. The consequence of observer dependence when it comes to interpreting sequences of actions has been further illustrated with Pfeifer and Scheier's argument about the frame of reference [35, 36] , and is also reflected in Simon's parable with the ant [45] . A longer discussion related to these issues can be found in [6] .
Pfeifer and Scheier promotes the use of a low level specification [36] , and specifically the sensory-motor space I = U × Y , where U and Y denotes the action space and observation space, respectively. Representations created directly in I prevents the robot from having memory, which has obvious limitations. However, systems with no or very limited memory capabilities has still reached great success within the robotics community through the works by Rodney Brooks, e.g., [12] [13] [14] [15] , and the development of the reactive and behavior based control paradigms, e.g., [1] . By extending the definition of I such that it captures a certain amount of temporal structure, the memory limitation can be removed. Such a temporally extended sensory-motor space is denoted history information space I τ = I 0 × I 1 × I 2 × . . . × I τ , where τ denotes the temporal extension of I [10] . With a large enough τ , I τ can model any behavior. However, a large τ leads to an explosion of the number of possible states, and the robot has to generalize such that it can act even though the present state has not appeared during training.
In the present work, we present a learning method that is not based on finding invariants among several demonstrations of, what the teacher understands to be "the same behavior". Taking inspiration from recent models of the brain where prediction plays a central role, e.g. [22, 23, 27 , 32], we approach the question of what to imitate by the use of prediction.
Functional Models of Cortex
During the last two decades a growing body of research has proposed computational models that aim to capture different aspects of human brain function, specifically the cortex. This research includes models of perception, e.g., Riesenhuber and Poggio's hierarchical model [38] which has inspired several more recent perceptual models [23, 32, 37] , models of motor control [26, 42, [46] [47] [48] and learning [22] . In 2004, this field reached a larger audience with the release of Jeff Hawkins's book On Intelligence [28] .
