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Abstract
Neuronal noise sources and systematic variability in the shape of a spike limit the ability to sort multiple unit waveforms recorded
from nervous tissue into their single neuron constituents. Here we present a procedure to efficiently sort spikes in the presence of noise
that is anisotropic, i.e., dominated by particular frequencies, and whose amplitude distribution may be non-Gaussian, such as occurs when
spike waveforms are a function of interspike interval. Our algorithm uses a hierarchical clustering scheme. First, multiple unit records are
sorted into an overly large number of clusters by recursive bisection. Second, these clusters are progressively aggregated into a minimal
set of putative single units based on both similarities of spike shape as well as the statistics of spike arrival times, such as imposed by the
refractory period. We apply the algorithm to waveforms recorded with chronically implanted micro-wire stereotrodes from neocortex of
behaving rat. Natural extensions of the algorithm may be used to cluster spike waveforms from records with many input channels, such as
those obtained with tetrodes and multiple site optical techniques.
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1. Introduction
Studies of the response properties of neurons, as de-
fined by the discharge of action potentials, have produced
considerable advances in our understanding of how ner-
vous systems code sensory and motor information. How-
ever, the mechanisms by which responses are formed and
integrated within the brain remain to be elucidated. Essen-
tial to this pursuit is the ability to study, on a moment-to-
moment basis, the responses and interactions of a large
number of neurons as a means to characterize ensemble
behavior and the detailed timing between spiking output of
different neurons. Furthermore, economic constraints on
the acquisition of neuronal data in behaving animals is
such that one wishes to sample as many neurons as
possible.
Extracellular recordings of brain activity often contain
signals from more than one neuron. The decomposition of
these multi-unit signals into the component action poten-
tials is possible only if the shape of the waveforms from
individual neurons differ at the location of the electrode.
) Corresponding author. Department of Physics 0319, University of
California, 9500 Gilman Drive, La Jolla, CA 92093, USA.
On the one hand, the shape of the extracellular signal
generated by an action potential is fairly stereotypical in
appearance throughout the mammalian brain, with a rapid
positive going component that lasts a few hundred mi-
croseconds, followed by a slower negative going compo-
nent that may last 2–3 times as long. On the other hand,
extracellular action potential waveforms differ in detail as
a consequence of the type and spatial distribution of
currents in the cell and as a function of the position and
geometry of the electrode. These differences provide a
means to classify different waveforms as belonging to the
same neuron. Extracellular sources of noise and intrinsic
spike-to-spike variability obfuscate the classification pro-
cess.
A number of algorithms have been developed to clas-
sify spike waveforms on the basis of differences in shape
. for a review see Schmidt, 1984 . These fall into two large
categories: feature clustering and template matching. In
feature clustering algorithms, a few properties of the wave-
form are measured, such as spike height, duration, and
recovery rate. Many action potentials from the same neu-
ron will tend to have similar properties, and will therefore
form regions of high density, or clusters, in plots of the
distribution of these properties. A human operator or a
classification algorithm identifies and places boundaries
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between different clusters of waveforms. The shortcoming
of traditional feature clustering algorithms is that one does
not necessarily know which features are optimal or how
many independent features to incorporate. Thus, much
information about the waveform is lost as waveforms from
different neurons differ in subtle ways that may not be
captured in the measured features.
Template matching algorithms classify on the basis of
the overlap of the spike waveform with a set of previously
determined template waveforms. They have the advantage
that classification is based on the entire spike waveform. In
the simplest implementations the template waveforms are
found by visual inspection of many samples of the col-
. lected spikes Bergman and DeLong, 1992 , and thus
suffer from biases and ill-defined selection criteria. The
process of determining the templates is essentially that of
modelling the observed set of spikes as a number of fixed
average waveforms. In a recent, more sophisticated ap-
proach, the modeling of spike waveforms directly in the
high-dimensional space of the sampled waveform has been
. automated Lewicki, 1994 . Single unit action potentials
are modeled as the sum of an average waveform plus
white noise with Gaussian distributed amplitudes. Using a
soft clustering technique, a set of model waveforms is
found that describes the set of waveforms observed on an
electrode. Under the assumption of Gaussian noise, it is
possible to define quantitatively the probability that a
certain number of spike models describe the spikes in the
observed signal. The final number of spike models may
then be chosen as that with the highest probability, given
the data. One serious drawback of this technique is that the
waveform modeling, and thus the fidelity of the sorting,
depends entirely on the restrictive assumptions that wave-
form noise is isotropic with Gaussian distributed ampli-
tudes.
Here we present a new automatic procedure for spike
classification in which no a priori assumptions are made
about the distribution of spike waveforms within a single-
unit cluster. The design of the algorithm was motivated by
a recent analysis of spike waveforms recorded in rat
. neocortex Mitra et al., 1995 , which shows that waveform
variability is highly anisotropic for all single-unit clusters
observed. Furthermore, many waveforms have a large
deterministic component of variability associated with the
preceding interspike interval, resulting in temporal modes
with non-Gaussian distributions. The present algorithm
naturally encompasses such sources of variability, and thus
may be particularly valuable for sorting waveforms from
neurons that produce bursts of spikes.
2. Experimental methods
We record from layers II to VI of SI vibrissal cortex of
Long-Evans rats. Four independently adjustable stereoelec-
. trodes McNaughton et al., 1983 are implanted through
the intact dura mater into cortex. In brief, the electrodes
are constructed from a twisted pair of 25 mm polyamide
 coated tungsten wires California Fine Wire, Grover City,
. CA . The ends of the electrodes are cut with sharp scissors
a ta4 5 8angle and gold plated. Electrode impedances in
. physiological saline are typically 0.1 MV 1 kHz for both
reactive and resistive components, producing a Johnson
noise of ;30 nVr6Hz over the band of interest. Signals
 4. are amplified =10 , band-pass filtered between 300 Hz
.  5-pole Bessel high-pass filter and 10 kHz 8-pole con-
. stant-phase low-pass filter , and digitized at 25 kHz using
 a spike acquisition program Discovery; Datawave Tech-
. nologies, Longmont, CO . The care and experimental ma-
nipulation of our animals are in strict accord with guide-
. lines from the National Institutes of Health 1985 and
have been reviewed and approved by our local institutional
animal care and use committee.
Because the spatial separation of the two wires compris-
ing the stereotrode is comparable to the size of neurons in
the neocortex, one finds that the waveform from a single
neuron is different on each wire. Thus, two neurons may
have quite similar waveforms on one wire of the electrode,
but quite different waveforms on the other wire, greatly
improving the discriminability of action potentials. A
threshold crossing of either signal of the stereotrode pair
triggers the acquisition of the stereotrode spike waveforms
on both wires; the threshold levels are independently ad-
justable at the time of data acquisition. Typically we set
the thresholds so that some of the data collected is multi-
unit activity that just exceeds the threshold.
When a threshold crossing is detected on either wire of
a stereotrode pair, 32 samples of the waveform from each
. of the two wires of the electrode, which we denote Vt x
. and Vt , are saved. Both waveforms are centered with y
respect to the particular waveform that first crosses the
threshold level. The voltage sample with the largest ampli-
. tude waveform peak is set as the fifth sample in the
stored waveform; the companion waveform is shifted in
register. A time stamp saved with each waveform indicates
the time of the waveform peak with a 100 ms resolution. A
. . scatter plot of the peak values of Vtand Vtis shown xy
in the inset of Fig. 4a; the exclusion produced by the
threshold settings results in a lack of spikes in the lower-left
corner of the distribution. The 32 waveform samples from
each wire of the stereotrode define a 64-dimensional vec-
ª
tor, denoted V. We refer to this vector as the spike
waveform-pair. A number of such waveform-pairs define a
set of points in a 64-dimensional space.
3. Hierarchical clustering
The need for a new approach to spike classification is
made apparent by two aspects of the spike waveform
 variability observed in rat neocortical neurons Mitra et al.,
. 1995 . First, we have found that spikes from individual
neurons form highly anisotropic clusters in the space of
waveforms. The largest directions of variability within a() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 177
cluster are not generally parallel to the line that connects
the means of two clusters. This poses a priori difficulties
for either hard or soft clustering schemes, which use single
. means and possibly a variance to describe individual
clusters. The difficulty is illustrated by the two clusters in
Fig. 1a, which shows the result of representing each cluster
by a single mean and using hard clustering. The hyper-
plane normal to the line joining the means is the usual
classification boundary and evidently results in misclassifi-
cation of spikes. The problem is that the clusters have
more structure than can be captured in a single mean
waveform and a single variance. The internal structure of a
cluster may be parameterized in one of several ways. We
choose to do so by describing each cluster by several
means. As illustrated in Fig. 1b, if we cluster the data set
into four means, the boundary between the two single-unit
clusters is well described by the boundaries between re-
gions 1 and 3, and regions 2 and 4.
A second aspect of spike waveform variability is that
some major components of variability are not well de-
scribed by a Gaussian distribution, and in general, do not
appear to have a simple analytical form. In particular, we
observe systematic changes in spike shape that are deter-
mined by the length of the last interspike interval. Further,
waveform changes due to slow electrode drift can result in
a non-Gaussian distributions of waveforms around the
mean of a single-unit cluster.
Given the anisotropic and non-Gaussian nature of sin-
gle-unit clusters, modeling spike waveforms under the
assumption of Gaussian mixtures is likely to give inaccu-
rate results, particularly for the purpose of estimating the
number of underlying waveforms in a data set. Such an
approach is likely to assign two or more distinct model
Fig. 1. The geometrical effect of waveform variability on clustering of
. spike waveforms. a The two shaded areas represent the anisotropic
distribution of two different spike waveforms in some planar projection.
If each of the anisotropic clusters is represented by a single mean, the
naive choice of cluster boundary produces unsatisfactory separation of the
. clusters. b If four means are used to represent the same two clusters,
then each of the four regions produced contains spikes from only one
cluster. The regions must then be combined appropriately, i.e., regions 1
and 2 define a single cluster.
waveforms to a single anisotropic cluster. We conclude,
therefore, that the modeling of spike waveforms should be
independent of detailed a priori assumptions about wave-
form distributions.
Spikes can be classified based on waveform similarity,
however, this is not always adequate given the observed
large variation of spike waveform shape within a cluster.
Additional information for classifying spikes is present in
the spike arrival times, as the biophysical properties of
neurons lead to stereotypical properties of the interspike
. interval ISI distribution. The most characteristic of these
is a refractory period that prevents a single neuron from
 spiking twice within a period of 1–2 ms for neocortical
. cells see McCormick et al., 1985 . Intrinsic neuronal dy-
namics can also produce a characteristic burst of action
. potentials Connors and Gutnick, 1990 with a correspond-
ing peak in the ISI distribution. Finally, significant correla-
tions exist between the spike trains of different neurons
. Fetz et al., 1991 , although the magnitude of the cross-
correlation coefficient is typically small. We have incorpo-
rated in our algorithm information from spike timing statis-
tics to identify clusters of waveforms likely belonging to
different neurons.
The algorithm is a three-step procedure. In the first step,
all of the spike waveform pairs are centered in time to
minimize jitter in the position of the peak as an additional
source of waveform variability. In the second step, the
centered waveforms are sorted into a large number of
clusters, typically 10-times the expected number of single-
unit clusters, by recursive bisection of an initial sampling
of waveforms. All spike waveforms are then classified into
these initial clusters. Clusters with few elements are dis-
carded. At this point, the problem of clustering the entire
data set, typically 100000 spikes in our examples, is
reduced to one of aggregating an initial set of clusters,
typically 40 in our examples, into a final set of clusters,
each of which contains spike waveforms from the same
putative single-unit. We automate the aggregation by the
. use of: i a measure of the similarities of waveform shape
. between clusters; and ii a measure of the interspike
intervals between the arrival times of spikes in different
clusters.
We give a detailed description of each step in the
algorithm. A flow chart summarizing these steps is shown
in Fig. 2.
3.1. Centering waÍeforms
The discrete sampling of the spike waveforms leads to a
relative timing jitter of one sample period in the onset time
of spikes in a cluster. Since the rise time of spike wave-
forms is comparable to the sampling period, the timing
jitter contributes significantly to the waveform variability.
Each waveform is therefore resampled and centered with a
resolution much greater than the rise time. We use a
composite measure of spike time found from the center of() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 178
Fig. 2. Flow chart of automatic spike classification algorithm.
mass of the sum of the waveforms on the stereotrode pair.
The center of mass defines a peak time, T , and is com- p
puted only over the samples that lie within the peak, i.e.,
6
iy4 Vi q Vi  . . . .  xy
i s 2 T s 1 . p 6
Vi q Vi . . .  xy
i s 2
. . where Viand Viare the i-th sample of the x and y xy
channels of the stereotrode. The primary advantage of this
formulation is that if a particular cluster has a large
waveform on one wire and a small waveform on the other,
the large waveform contributes most to the center of mass.
The waveform is resampled by cubic spline interpolation
. Press et al., 1990 to place the peak time, T , at some p
fixed sample number in the resampled waveform
1.
1 We have compared the center-of-mass procedure for centering wave-
 forms to that using an explicit model for the entire waveform Lewicki,
. 1994 and found the spike times calculated by the two procedures to have
. a high degree of correlation rs0.95 for a typical waveform cluster.
The difference between these two measures of spike time is distributed
with a half-width of less than 0.05 sample period, indicating the utility of
our center-of-mass procedure for model-independent waveform centering.() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 179
3.2. Initial clustering
A subset of spikes from the data set
2 are selected for
the initial clustering. The spikes are clustered into many
means, typically 10-times the expected number of single-
unit clusters in the data set, by recursive bisection of the
. data. The first bisection is performed as follows: i The
. mean of the data subset is found. ii A second mean is
constructed by duplicating the first one and adding a
component of random noise whose magnitude is small
.  . ; 0.001 compared with the size of the clusters. iii Each
vector in the subset is classified sequentially as belonging
to the closest mean. Furthermore, the two means are
continuously updated by the vectors assigned to them with
a weight that decreases inversely with the number of
vectors assigned. To reduce fluctuations during the initial
few assignments, the means are not updated until a suffi-
cient number of assignments, typically 5, have been made.
. iv The assignment procedure and the updating of means,
. .  . steps iii and iv , are repeated a few times ;3t o
ensure that the means have settled to their equilibrium
. values. Subsequent bisections proceed as follows: 1 Ev-
. ery mean is duplicated, in analogy with step ii above, to
form a new set of means with twice the number elements.
. 2 The assignment of all vectors to the new set of means
. and the update of the means proceeds as in steps iii and
. iv above. The bisection procedure stops after a predeter-
mined number of bisections; we typically use 5 or 6
bisections.
Once the means have been found from the sample of
spikes, all of the waveforms in the data set are classified
with these means. During this classification procedure, the
means are continuously updated by each assigned wave-
form vector
3. We generally find a wide distribution of the
number of spikes assigned to the initial clusters. Those
with few waveforms are difficult to classify. Prior to
aggregating the clusters, we discard all clusters whose size
falls below a set threshold; a satisfactory choice of thresh-
old is 0.01-times the data set size.
The outcome of the initial clustering procedure is shown
in Fig. 4a. A sample of 2000 spike waveforms collected
from a stereotrode were bisected into 64 clusters. The
assignment into these clusters was carried out on the first
2 The size of the subset of spikes chosen is a compromise between
computational efficiency and the ability to sample the structure of the
data. We have found that 2000 waveform-pairs are adequate for the
recursive bisection described here.
3 The continuous update of the means during waveform assignments
allows for potential slow drifts in the spike waveform due to electrode
movement. A small weighting on the order of 0.005 is sufficient for our
data sets; waveform drift is only occasionally seen over the course of our
 30 min data sets, and then only for the largest and therefore usually the
. best isolated waveforms, for which the consequences of electrode move-
ment are the least severe.
5000 waveforms of the same data set. The 5000 spike
waveforms are shown projected into a plane selected to
highlight the separation of the single-unit clusters of spikes.
The means of the 38 largest initial clusters are indicated by
the superimposed pluses.
3.3. Aggregation procedure
At this point the original waveform-pairs have been
divided into a number of clusters. The remainder of the
algorithm considers the aggregation of these clusters into
the more global structure of single-unit clusters. The ag-
gregation is carried out using, first, a measure of connec-
tivity between pairs of clusters that is based on the distri-
bution of pairwise distances between the waveforms that
comprise each cluster. A large value of this measure
indicates that two clusters contain spikes that are similar in
shape and thus should be combined. A second input to the
aggregation is provided by the distribution of interspike
intervals. Our working hypothesis is that an appropriate
refractory period characterizes spikes arising from a single
unit. Thus, pairs of clusters should not be combined if that
would significantly degrade any refractory period present
in either of the original clusters.
The procedure by which these criteria are used to
.  . aggregate clusters is as follows see Fig. 2 : i Evaluate
the matrix of connection strengths, J sJ , between ab ba
. pairs of clusters a and b. ii Rank order the connection
strengths and examine the most strongly connected pair of
. clusters. iii Test if the combination of these two clusters
significantly degrades the refractory period that is present
. in the original clusters. iv If the test is not significant a
then combine the clusters and return to step one to a new
matrix of connection strengths J ; note that each time a ab
pair of clusters are aggregated, the rank of this matrix is
. decreased by one. iv If the test is significant, do not b
combine the clusters. Rather, examine the next most
strongly connected pair of clusters, determined by J , and ab
. repeat step three. v When all possible pairs of clusters
have been rejected, the algorithm is terminated.
3.4. Connection strength between clusters
Two clusters may be considered strongly connected if
they have, by some measure, a large number of points near
the boundary between them. We quantify the connectivity
by analogy with the energy at the interface of two groups
of neighboring physical particles that interact via a short-
range potential, U. The underlying idea is that two clusters
that originate from the same single-unit will have a large
value for the interface energy, whereas well separated
clusters have few waveforms at their interface and will
have negligible interface energy. This approach is superior
to the use of the Euclidean distance between clusters
means as measure of the connectivity, e.g., means 2 and 3() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 180
of Fig. 1 are closest in the Euclidean sense yet belong to
separate single-unit clusters.
We define the interface energy between clusters a and
b as
NN ab
ªª ab << E s UVy V 2 .  ab j k /
j s 1 k s 1
ªª ab where V is the j-th vector in cluster a, V is the k-th jk ªª ab << vector in cluster b;a n d Vy V jk
64
2 ab s Vi y Vi is the distance between the . .  jk (
i s 1
vectors. The potential U is chosen, ad hoc, to be
Uds exp ydrd 3 .  . . O
 .  . .  .  . Fig. 3. Illustration of the calculation of connection strength used in the spike sorting algorithm Eqs. 3 – 5 . a Random vectors q , representing spike
. waveforms, are generated from two Gaussian distributions with means spaced 3.5s apart. The clustering algorithm described in the text Section 3.2 is
. used to partition the total distribution into two clusters whose means are shown diamonds near the middle of the distributions on either side of the
.  . . boundary. b Histograms of the pairwise distances between all pairs of vectors within cluster 1 Hdand between all pairs of vectors between the two 11 i
  ..  .  .   ..  . clusters Hd . Also shown shaded curve is a plot of the potential, Ud Eq. 3 , with d s0.1s. c Plot of the connection strength as a function of 12 i 0
. the separation of the means of the two Gaussian distributions. The arrow indicates the value of J for the separation of the means used in a : J f0.05. 12 12() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 181
where d is a scale parameter; it is approx. 0.1-times the 0
average distance between waveform-pairs within a typical
cluster.
The energy E depends only on the distribution of the ab ªª ab  << < set of pairwise distances V yVj s 1...N,ks jk a
4 1...N . We approximate this distribution as a coarse- b
. grained histogram, Hd , where d is an index spanning ab i i
the full range of distances. The total energy is now approx-
imated by
dmax
E ( Ud H d 4 . .  .  ab i ab i
ds0 i
Similar expressions define E and E . The energy E is aa bb ab
. Fig. 4. a Scatter plot of a set of 5000 acquired stereotrode waveforms. The projection used was chosen to highlight the separation of most of the clusters.
. The spikes were clustered into 64 means using the recursive bisection algorithm Section 3.2 . The positions of the 38 largest means are shown as
superimposed pluses. Both axes are drawn to the same scale. The inset is a scatter plot of the same data projected into the coordinates defined by the peak
. . values of the two stereotrode waveforms, V and V . b The 38 means from a are reproduced with the lines between them representing the connectivity xy
between the sub-clusters. Darker lines represent a higher connection strength.() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 182
scaled with respect to the intra-cluster interaction energies
E and E to define a connectivity between clusters a aa bb
and b, denoted J , i.e. ab
Eab
J s25 . ab E qE aa bb
This is the measure of connectivity we use in the aggrega-
tion process.
The pairwise aggregation of clusters requires that a new
set of connection strengths must be considered at every
iteration of the algorithm. The pairwise distance his-
. tograms Hd for an arbitrary combination of clusters ab i
can be expressed in terms of the histograms for the origi-
nal set of clusters. For example, if clusters a and b are
combined to form a new cluster c, the intra-cluster dis-
. . . tance histogram is given by Hd s Hd q Hd q cc aa bb
. Hd . The inter-cluster distance histogram to a third ab
. . . cluster d is given by Hd s Hd q Hd . In our cd ad bd
implementation, the pairwise distances are placed into 500
bins spanning the range of distances seen in our data sets;
from zero to roughly 3% of the maximum distance possi-
ble with 64 samples of 12-bit integers. An additional step
taken to reduce computation time is that pairwise distances
are computed only for a fixed number of spikes in each
cluster, regardless of the number of spikes assigned. We
find that 100 spikes adequately represents the distribution
and geometry of a cluster, consistent with the low dimen-
 sion of the variability within a cluster Fig. 8 and Section
. 5.
To examine the performance of the above measure of
 .  . . connectivity Eqs. 3 – 5 between clusters of known
distributions, we consider the simple case of a mixture of
two identical Gaussian distributions in two dimensions that
are offset along some axis. 100 vectors were sampled from
. a mixture of two distributions in two dimensions sepa-
rated by 3.5s along the x-axis, as shown in Fig. 3a. The
 vectors are clustered with two means as described Section
. 3.2 . The resulting means are shown as diamonds at roughly
the center of each underlying distribution and the vertical
line passing through the center is the bounding line be-
. tween the two resulting clusters Fig. 3a .
The distribution of pairwise distances between the vec-
. tors assigned to cluster 1, Hd , and the distribution of 11 i
distances between all pairs of vectors containing one vec-
. tor from each cluster Hd , are shown in Fig. 3b. One 12 i
. can see that the distribution Hdis strongly skewed 12 i
toward longer distances, as expected. From these distribu-
tions, we calculate the interface energy E , the intra-clus- 12
 .  . . ter energy E and E Eqs. 3 – 5 and finally, the 11 22
 . . connection strength J Eq. 5 . For the cluster separa- 12
tion shown in the example, we find that J is small, 12
;0.05, consistent with the clusters being fairly well sepa-
rated. In general, J is a strong function of the separation 12
 . . distance through the short range potential Eq. 3 , as
. shown in Fig. 3c. Although the exact shape of Hd will 12 i
depend on the distribution of vectors, taken as Gaussian in
. this example, the form of Hdat small distances 12 i
depends only on the density of vectors at the interface
between the two clusters. Thus our measure of the connec-
tion strength is fairly independent of the shape of the
clusters.
3.5. Inclusion of ISI statistics
We now consider the distribution of time intervals that
separate spikes in one cluster, a, from an immediately
preceding spike in another cluster, b. If the two clusters
represent the same unit, then the distribution of the inter-
. cluster spike intervals ICSIs should have as good a
refractory period as the ISI distributions of the parent
clusters. We statistically test if the ICSI distributions ex-
ceed either of the ISI distributions within either of the
clusters during the refractory period. If there is such an
excess, then we prevent the clusters from combining. The
details of the test used are given below.
For purposes of the statistical test, we use the condi-
tional distribution of the ICSIs and the ISIs where the
intervals are those smaller than some maximum time.
Since we are interested in the short time behavior of the
distributions, we take the maximum time to be 10 ms. The
task is to test whether the ICSI distribution exceeds either
of the ISI distributions in the 0–2 ms time interval. A
crude way of achieving this goal would be to use a
straightforward Chi-square test. Since data is relatively
sparse in this small interval, we use a more powerful test
involving the empirical distribution functions of the spike
. intervals. The empirical distribution function F t of the ab
ICSIs between clusters a and b is defined as
F t sm t rM 6 . . . ab ab ab
. where m t is the number of ICSIs between cluster a ab
and b whose absolute value is less than t, and M is the ab
total number of ICSIs being considered. Since we are
studying the conditional distribution of ISIs and ICSIs
shorter than 10 ms, M is the number of ICSIs between ab
clusters a and b less than 10 ms long. The corresponding
. . quantities F t and F t are defined analogously on the ab
. set of ISIs. Consider the case where we test if F t ab
. significantly exceeds F t in the interval t-t s2 ms. a 1
This can be achieved by means of the scaled difference
function
MM . ab a
S s t s F t yF t 7 . . . . aa b a ( M q M . ab a
and the associated statistic
D t smax S t 8 . . . a t - t a 1
. .The quantity D t is defined analogously. b
The above is a slight generalization of the usual one-() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 183
sided Kolmogorov-Smirnoff statistic used in non-paramet-
ric comparisons of empirical distribution functions
. Stephens, 1986 . The maximum is taken over a sub-inter-
val of the range over which the distribution is calculated.
. Let t be distributed over the interval t ,t , and min max
.  D t defined above is calculated for t st qfP t b 1m i n m a x
.. y t . It can be shown Mitra, unpublished , under the min
null hypothesis, that the underlying distributions are identi-
. cal on the sub-interval t ,t , that the probability distri- min 1
. bution function for D t is a 1
. Fig. 5. Illustration of the use of spike statistics for the aggregation of two clusters. a Planar projection of two clusters obtained near end of the aggregation
 .  . .  . process; the plane passes through the mean of each cluster. The connection strength between the clusters is J f0.14 Eqs. 3 – 5 . b,c Histograms of 12
. inter-spike intervals ISIs of clusters 1 and 2, respectively. Note the complete suppression of intervals less than 2 ms, indicating single-unit spike trains.
.  . d Histogram of the intra-cluster spike intervals ICSIs . Negative intervals begin with a spike from cluster 2 and end with a spike from cluster 1, with no
intervening spikes. Note the complete suppression of ICSIs less than 2 ms, indicating that these two clusters are probably samples from the same
. single-unit cluster. Also note the strong peak between 3 and 10 ms, indicating that spikes in cluster 2 tend to closely follow spikes in cluster 1. e
  ..   ..   ..   ..  . Probability distributions of the absolute values of the ICSIs F t and the distributions of the ISIs of cluster 1 F t and cluster 2 F t Eq. 6 . f 12 1 2
. . . . Scaled difference functions, S t and S t Eq. 7 , indicate no significant deviations of the ICSI distribution from the ISI distribution of each 12
 sub-cluster within the 0–2 ms window. The 95% confidence interval for significant deviations within the 0–2 ms interval is shown horizontal dashed
. line .() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 184
1 l
PD - ls 1 q Erf . a / 2 ( 2 f 1 y f .
12 1 y 2 f l .
2 y exp y2l 1yErf . / 2 ( 2 f 1 y f .
9 .
2
x 2 .  . where Erf x s H exp yt dt. In the present instance 0 'p
t s1.2 ms; the shortest interval between spikes allowed min
by the acquisition software, t s10 ms, t s2 ms, and max 1
fs0.091. The 95% confidence interval for the above
. distribution is given by D s0.63, i.e. PD- 0.63 s aa
0.95. We reject the null hypothesis, that is the ICSI
distribution function is equal to the ISI distribution func-
tion of either cluster for periods less than the chosen
refractory period, if the statistic computed above exceeds
0.63. In this case, the clusters are not allowed to combine.
To illustrate the above procedure for incorporating spike
statistics into the cluster aggregation process, two clusters
that originate from a single neuron exhibiting a large
variation in spike waveform associated with short inter-
. spike intervals Fee et al., 1995 are shown in Fig. 5a. The
plane of projection passes through the means of each
cluster. Although the two clusters do not appear to be well
separated, the connection strength between them is only
 .  . . J s 0.14 Eqs. 3 – 5 . As seen in Fig. 5b and c, the ISI ab
histograms of the individual clusters exhibit a complete
suppression of intervals less than 2 ms, indicating that they
each represent a single-unit spike train. The histogram of
ICSIs is shown in Fig. 5d, where the intervals are negative
if the interval begins with a spike from cluster 2. There are
two relevant features. First, there is a complete suppression
of ICSIs less than 2 ms, indicating that these two clusters
are probably samples of the same single-unit spike train.
Secondly, there is a strong peak between 3 and 10 ms,
indicating that spikes in cluster 2 tend to closely follow
spikes in cluster 1.
. The distribution functions of the ICSIs, F t , and the ab
. . ISIs, F t and F t , over the interval 0–10 ms, are ab
. shown in Fig. 5e. The scaled difference functions, S t a
.  . . and S t Eq. 7 , are shown in Fig. 5f. The maxima of b
the difference functions in the interval 0–2 ms are both
much smaller than the 95% confidence interval, shown as
a horizontal dashed line. Although it is not clear whether
the two clusters should be assigned to a single cluster on
the basis of waveform information alone, the statistical test
of the refractory period clearly indicates that they should
be combined to form a single-unit cluster.
3.6. Determining single-unit clusters
. The pairwise aggregation Fig. 2 proceeds until all of
the original clusters are subsumed into a final, relatively
small set of clusters, as illustrated by the dendrogram in
Fig. 6. At each step in the procedure the pair of clusters
 . . with the largest connection strength Eq. 5 is combined,
so long as the fidelity of the interspike interval statistics of
the aggregate is not degraded relative to that of the original
 . . clusters Eq. 8 . The aggregation stops when the statisti-
cal test precludes additional combinations. The final set of
clusters represent both putative single units and multiple
unit activity. The categorization of a cluster as a putative
single unit is based on the fidelity of the refractory period
for the unit. We compare the number of interspike inter-
vals that lie between 0 and 2.0 ms, which encompasses the
refractory period, with those that lie within a relatively
long interval. The precise length of the long interval, here
as in our statistical criteria for vetoing the aggregation of
clusters, depends on the neuronal dynamics in so far as
some neurons exhibit a tendency to spike in bursts or,
conversely, exhibit suppressed firing at modest intervals.
Fig. 6. Dendrogram of the pairwise aggregation process for the data set of Fig. 4. The initial clusters are represented at the top; the height of the ellipse
represents the number of spikes in the cluster. Recombinations are sequential in the downward direction in the figure. The first four final clusters are those
 . . labelled in Fig. 4. The ratio R represents the depth of the refractory period, and therefore the single unit quality of the cluster Eq. 10 . 2r10() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 185
As a simple measure of the fidelity of the refractory
period, we compared the number of ISIs in the 1.2–2.0 ms
interval
4 with those in the 1.2–10.0 ms interval in terms
of the normalized ratio:
8.8 F 2 .
R s = 10 . 2 r 10 0.8 F 10 .
. where F t is the distribution function of ISIs, defined by
. Eq. 6 . Qualitatively, a value of R near zero suggests 2r10
that the unit has a well defined refractory period, while a
value R ;1.0 clearly implies that the waveforms rep- 2r10
resent multiple units.
4. Results
We focus on the data set shown in Fig. 4. In 30 min,
roughly 10
5 spike waveforms were collected from a single
. stereotrode Section 2 . The clustering algorithm was run
on an Intel 80486-DX2r66 based laboratory computer
 running IDL scientific programming language Research
. Systems Inc., Boulder CO . The time to classify a set of
spikes into single-units breaks down as follows. The time
required to center the waveforms and perform cluster
assignments is linear in the size of the data set, and ran at
250 and 500 spikes per s, respectively. The times for the
initial clustering and for the pairwise distance calculations
are non-linear in the number of spikes, and, as a practical
matter, are carried out on a fixed sized sample of wave-
forms; the initial clustering carried out on 2000 spike
waveforms took 5 min and pairwise distance calculations
on roughly 3800 spikes took 40 min. The aggregation of
the 38 clusters to produce the 9 final clusters took approx.
5 min. The results of the aggregation process are summa-
rized in Fig. 6.
The waveforms and autocorrelation histograms for 4 of
the 9 final clusters for this data set are shown to be single
units. in Fig. 7. We identify clusters 1 and 2, with the
values R s0.09 and R s0.18, as single units. The 2r10 2r10
other two clusters, with R s0.40 and R s0.47, 2r10 2r10
show varying degrees of multi-unit contamination. The
remainder of the final clusters depicted in Fig. 6, but
omitted from Fig. 7, are clearly multi-unit in nature.
. Cross-correlation analysis of these clusters not shown
indicate that they are not components of a single bursting
neuron.
The algorithm presented here has been used to classify
neuronal waveforms from roughly 100 sets of stereotrode
data. Typically, 2–3 single-unit clusters, as identified by
auto-correlation analysis, are isolated on each stereotrode
implanted into deep layers of neocortex. Often several
4 Again, the low end of this interval is determined by the spike
acquisition system, which will not accept spikes following an interval less
than 1.2 ms at the given digitization rate.
. Fig. 7. a Representative spike waveforms for 4 of the 9 final clusters
identified in the data set of Fig. 6. The waveform recorded on each wire
. of the stereotrode pair is shown. b Corresponding autocorrelation func-
tions. The bin size is 0.1 ms.
more multi-unit clusters may also be classified. From a
sample of 220 final clusters from 44 sets of data, clusters
with R -0.20 constituted about 25% of the sample
5. 2r10
These always had autocorrelation functions that smoothly
approach zero at small times, consistent with their classifi-
cation as single-units. A small fraction of clusters, -10%,
had intermediate values of R , i.e. 0.2-R -0.40. 2r10 2r10
For these clusters it is necessary to inspect the autocorrela-
tion function in order to establish the fidelity of the
refractory period. Lastly, the value of R for the major 2r10
fraction of clusters exceeded 0.4; for these clusters the
autocorrelation functions were always indicative of multi-
ple units.
The anisotropy of the single-unit clusters may be
demonstrated by considering the spectrum of variability
associated with the principal components of the
waveform-pairs comprising the clusters. We consider one
5 The number of final clusters and the distribution of R will 2r10
depend to a large extent on the settings of the spike threshold during
spike acquisition. The more sensitive the thresholds are set, the larger the
fraction of collected spikes associated with multi-unit clusters will be.
Over a wide range of threshold settings, the single-unit clusters and the
associated values of R are insensitive to the threshold. 2r10() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 186
Fig. 8. Results of principal components analysis of the spike waveform
. residuals. a Eigenvalue spectrum of the covariance matrix found by
principal component analysis of ;10000 spike waveforms. The eigen-
values, which indicate the contribution of variance from each component,
are sorted and normalized so the sum over all elements is 1.0. Also
plotted is the sorted eigenvalue spectrum of residuals of Gaussian dis-
. tributed white noise with the same number of samples. b Projection of
the spike waveforms into the plane given by the first and fifteenth
principal components. The scale along each axis is the same.
. cluster cluster 1 of Fig. 7 and calculate the eigenvectors
and eigenvalues of the covariance matrix of the residuals
of the spike waveforms; the eigenvectors form the princi-
pal components and the eigenvalues denote the variance
 associated with each component Golub and Kahan, 1965;
. Golomb et al., 1993 . The spectrum of sorted eigenvalues
decreases rapidly as a function of the principal component
number, as shown in Fig. 8a. This indicates that the
distribution is highly anisotropic, with 5 principal compo-
nents accounting for half of the total variance. Another
measure of anisotropy is that the variance along the largest
principal components is more than three orders of magni-
tude larger than the variance along the smallest principal
component. For isotropic Gaussian noise, all eigenvalues
are statistically identical; the sorted eigenvalue spectrum
for a random cluster with the same number of spikes is
also shown in Fig. 8a. The anisotropy is clear in the
projection of spike waveforms on a plane defined by the
. first and sixteenth principal components Fig. 8b .
5. Discussion
We have described a general procedure to sort voltage
waveforms into clusters of putative single units. There are
three distinguishing features of our procedure and its im-
plementation. First, we make no a priori assumption about
the form of the variability in waveforms, allowing us to
effectively sort spike waveforms into putative single-unit
clusters in the presence of realistic distributions of neu-
ronal noise. Second, we incorporate physiological restric-
tions on the statistics of spike arrival times directly into the
algorithm. This is particularly valuable for the identifica-
tion of waveforms from a putative single unit that pro-
duces bursts of spikes that may differ significantly in
shape. Finally, each final cluster is described by a number
of mean waveforms, rather than one, to account for intra-
cluster structure.
The algorithm contains a number of free parameters.
Some of these parameters control the size of sub-samples
of the data, and are chosen to be large enough to appropri-
ately sample the underlying structure in the data, but small
enough to be computationally manageable. Some of the
parameters could be defined as dimensionless quantities to
ensure a degree of invariance over different data sets. For
.  . . example, the scale of the potential Ud Eq. 3 , could be
determined for each data set based on the noise level,
although we have not found this to be necessary. In our
implementation of the algorithm, the values of all parame-
ters were chosen on the basis of a careful examination of
the performance of the algorithm on ;10 data sets. The
performance of the algorithm appears insensitive to small
changes in the values of the parameters.
In the present work we use an algorithm for the initial
clustering of the waveforms that requires that we set, by
hand, the initial number of clusters. More sophisticated
algorithms may use a cost function to set this number. In
the particular case of continuous waveforms, as opposed to
the segmented waveforms used in this work, the algorithm
. described by Lewicki 1994 may be suitable for the initial
clustering. For this purpose, Lewicki’s algorithm has the
desired property that it will produce an over abundance of
clusters for anisotropic distributions of waveforms.
We do not address at present the decomposition of
voltage waveforms that result from the overlap of neuronal
waveforms. This omission is justified by the small fraction
of waveforms in our data that are overlapped within the
1.2 ms interval over which the spike waveforms are sam-
pled. On the other hand, some waveforms have a signifi-
cant amplitude beyond this interval. The overlap of subse-
quent waveforms with this tail region leads to an asymmet-
ric suppression of the ICSIs between two clusters for about
5% of our single units; this suppression is confined to the
interval between q1.2 and q1.6 ms. The tests for a
 .  . . refractory period Eqs. 6 – 9 are relatively insensitive to
this suppression. In other experimental situations, where
the overlap of spike waveforms with the tail region of() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 187
previous spikes is problematic, there are ways to resolve
this problem. First, with continuously acquired spike data,
spike models may be subtracted from the continuous record
 to remove the contribution of the waveform tail Lewicki,
. 1994 . Second, if only segments of data containing spikes
are acquired, the effects of such overlaps may be reduced
by additional high-pass filtering of the spike waveforms.
With continuous records, it will be possible to imple-
ment a more sophisticated overlap decomposition algo-
. rithm such as that described by Lewicki 1994 . Given the
relatively small fraction of overlapped spike waveforms in
most electrophysiology recordings, it does not appear to be
necessary, or even desirable, to solve the classification
problem and the overlap problem simultaneously. Rather,
it should be satisfactory to implement our classification
algorithm as a first step to find the sub-clusters associated
with each single-unit cluster. A representation of spike
overlap models may then be constructed using the means
of those sub-clusters. In a second pass, the spike data
would be tested against the overlap models. Given that the
clusters cannot be assumed to be isotropic and Gaussian
distributed, the Bayesian approach is likely to be unreliable
in estimating the number of spikes contributing to the
overlap. On the other hand, it seems that limiting spike
overlap models to two waveforms should reduce the loss
of spike events to a negligibly small level, except under
conditions of extreme neuronal synchronization.
In the absence of a priori knowledge of spike wave-
forms, the entire clustering procedure is carried out in the
original high dimensional space of the sampled time points
. in our case ds64 . In general, however, the average
spike waveforms of different neurons may be well repre-
sented in a lower dimensional space. To determine a set of
vectors that span this space, we applied principal compo-
nents analysis to a sample of 22 single-unit clusters. These
were obtained from recordings throughout vibrissal cortex
. of rat see Section 2 and included both regular- and
. fast-spiking waveforms Simons, 1978 . The first six prin-
cipal components account for 99% of the power in the
sample, as shown in Fig. 9a. Fig. 9b shows the time course
of the first six modes. This result shows that spike wave-
forms of different neurons can be represented in a rela-
tively low-dimensional space, as first shown by Abeles and
 colleagues Abeles and Goldstein, 1977; Gerstein et al.,
. 1983 . Thus, clustering may be carried out using only the
first 5–10 projections. The components of spike waveform
variability not contributing to the discrimination between
clusters are eliminated, resulting in a less noisy estimation
of connection strengths. The dominant components corre-
spond to the distinguishing ‘features’ among the wave-
forms. Lastly, we note that the large degree of correlation
. among the time-points in the components Fig. 9a indi-
cates significant information will be discarded by spike
classification methods based on measures of spike wave-
form derived from only a few time-points.
Several advantages may be had by projecting the spike
Fig. 9. Variability of average stereotrode waveforms from a sample of 22
isolated single units recorded throughout primary somatosensory cortex.
. a The first six principal components of the distribution of mean
. waveforms. b The eigenvalue spectrum of the covariance matrix shows
the relative contribution of the principal components. The spectrum falls
rapidly with mode number; the first six components account for roughly
99% of the power in the sample of average spike waveforms.
waveforms into the set of principal components described
above, which we denote the spike basis. Foremost, the
projections onto the spike basis set may serve as a filter for
acceptable spike waveforms. The ratio of power in the first
20 modes to the power in the higher modes serves as a
figure of merit for the quality of the spike waveform. We
find that a ratio threshold of 20 eliminates the roughly
20% of the data set that appears to consist of multi-unit
signals close to threshold, as well as the small percentage
consisting of overlapping spike waveforms.
A final issue is the generality of our spike sorting
procedure for the classification of extracellular data not
acquired with stereotrodes. In our algorithm the separate
waveforms of the stereotrode pair are concatenated in a
single vector and, from a formal point of view, serve only
to increase the dimensionality of the space of waveforms.
As such, the algorithm can be trivially extended to encom-
pass different degrees of freedom, e.g., single electrodes
. and tetrodes Wilson and McNaughton, 1994 . The exten-
sion to the analysis of records with large numbers of
simultaneously acquired channels, such as those acquired() M.S. Fee et al.rJournal of Neuroscience Methods 69 1996 175–188 188
 with arrays of surface electrodes Pine, 1980; Meister et
. al., 1994 or with multiple site optical techniques London
. et al., 1987; Parsons et al., 1991 is fundamentally straight-
forward but may present computational challenges in light
of the large size of the vectors involved. In cases where a
given neuron only contributes to the output of a small
fraction of the total number of sensors, it will be useful to
. first extract the relevant spatial or probe number and
temporal modes of the data by singular value decomposi-
tion, thus reducing the size of the data set without loss of
information.
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