Radiologists can classify a mammogram as normal or abnormal at better than chance levels after less than a second's exposure to the images. In this work, we combine these radiologists' gist inputs into pre-trained machine learning models to validate that integrating gist with a CNN model can achieve an AUC (area under the curve) statistically significantly higher than either the gist perception of radiologists or the model without gist input.
Radiologists can classify a mammogram as normal or abnormal at better than chance levels after less than a second's exposure to the images. In this work, we combine these radiologists' gist inputs into pre-trained machine learning models to validate that integrating gist with a CNN model can achieve an AUC (area under the curve) statistically significantly higher than either the gist perception of radiologists or the model without gist input.
Recent developments in machine learning models, such as convolutional neural networks (CNNs), utilize large input datasets to allow automatic solutions for screening the lifethreatening breast cancers at an early more curable stage 1 . However, these automatic solutions are reliant on the use of large annotated datasets from clinical diagnosis as input 2 . Gist processing, a human visual ability 3 , has not been utilized in neural networks for screening mammograms even though it allows the human visual system to rapidly extract meaningful statistical information 4, 5 . Evans et al. have shown that radiologist experts can classify mammograms as normal or abnormal at above chance levels after less than one second's exposure to the image 4 . Radiologists can even detect the gist of abnormality with only 500 milliseconds of exposure to completely cancer-free mammograms of women who would not develop cancer for another three years [5] [6] [7] .
In this work, we hypothesize that a CNN (aka, machine in-telligence) plus the information from radiologist experts (aka, human perceptual intelligence) will provide more accurate results than either the radiologists or the CNN alone. Our goal is not to generate a novel CNN architecture for screening, but instead add radiologist response in input to models already used.
We use a transfer learning approach to combine radiologist gist information with features from a CNN classifier to investigate the benefits of coupling the machine and human expertise ( Figure 1 ). Our method begins with the preprocessing of input dataset of mammogram images with four methods: (1) no changes, (2) horizontally flip all left breast images, (3) crop muscle fibers out of each image, (4) combine (2) and (3), i.e., crop muscle fibers out and then horizontally flip all left breast images. When we horizontally flip left breast images, our resulting dataset will have images that face the same direction. Next, we feed each dataset into established CNNs Inception-v4 and VGG-19, pretrained on ImageNet, a corpus of over 14 million non-medical images 8 . Though these networks are meant to classify non-medical objects. we use deep features to provide an abstract representation from within the network to classify mammograms. Usually these features are unintelligible to humans, but some describe intuitive aspects of an image, such as edges, spirals, or gradients. In each network, we take all values from neurons of one layer near the final classification layer to obtain our feature vector. Finally, we perform classification based on the feature vector obtained from the CNN using LightGBM (LGBM) 9 and a linear support vector machine (SVM). Putting together, we have 4 processing steps of muscle cropping and rotation, two CNNs for deep features, and two classifiers for final classification, giving us 4 * 2 * 2 = 16 end-to-end systems.
We test these 16 systems with and without appending the radiologist gist responses to the end of the feature vector before classification. Original radiologists scores for detecting breast cancer were in range [0,100]. Radiologists' input is set to 0 (normal) if the average response is greater than 50 and to 1 (malignant) otherwise. We also calculate a "confidence score" from the radiologist gist input for each image: con f idence = |score − 50|/50.
Results
Our baseline condition (A) is the radiologists-alone condition in Evans et al. 5 (Figure 1 lower-left): radiologist gist data are gathered by showing radiologists a unilateral mammogram of a mammogram image with no abnormalities, an image with an abnormality, or an image contralateral to an image with an abnormality for 500 milliseconds each. They perform at an above-chance level at classifying abnormal and normal mammograms in our dataset, with an accuracy of 80.7% and an area under the receiver operating characteristic curve (ROC and AUC) of 0.81 ( Figure 2 ).
Our baseline condition (B) is the CNN-alone condition, when classifiers do not use radiologist gist response in the input vector (Figure 1 lower-right and AUCs in Figure 2 , darker blue bars). Our end-to-end models on average achieve an AUC of 0.656. Also, only one of the resulting AUCs (AUC = 0.828) from these 16 CNN-alone classifiers is better than the radiologist baseline of 0.809. The 95% confidence interval (CI) is [0.739, 0.908]) with the following system: preprocessing option 2 on inputs (input images facing the same direction), fed through VGG-19 for the features, and finally classified with a linear SVM. We think overall this CNN-is-largely-worsethan-human may be due to our dataset being relatively small compared to other mammogram screening datasets.
Our new systems are to combine the baseline condition (B) with the radiologists' input ( Figure 1 . We see substantial improvements to the baseline B models when we add radiologist gist response into the classifier's input in CNNs, with these new classifiers outperforming radiologists in some cases. The average AUC of the 16 classifiers increases to 0.814. On average, each classifier improves its AUC by 0.157, reduces the false positive rate (FPR) by 0.188, improves the true positive rate (TPR) by 0.101, and improves accuracy by 0.144. In all cases, AUC, accuracy, true-positive rate (TPR), and false-positive rate (FPR) improve when adding radiologist gist response to the input vector, except for one that had a small decrease in TPR. In 10 of the 16 classifiers that use radiologist gist response in the input vector, we observe an AUC higher than the radiologists'. One result reports an AUC of 0.899, achieved with preprocessing option 2 (flip all left breast images) before feeding the inputs to Inception-v4 for the feature vector and then using LGBM for classification. Further, this stand-out case from our tests approaches the AUC of specifically trained deep network for the same task 10 .
We further analyze this most successful classifier's results before and after adding the radiologist gist response to the input vector. We notice interesting trends when comparing the radiologists' decisions to the classifier's decisions. The classifier utilizing both the deep features and the radiologist gist input manages to correct 8 of the 16 false negative errors that the radiologists made, while only introducing three false positives and one false negative. On the other hand, after introducing the radiologist gist input to the classifier, 25 errors made by the classifier without gist response input are corrected, with only three errors introduced. These corrections include 8 false negatives and 17 false positives. There are also 5 instances in which both the classifier and the radiologists make the same mistake (see Supplementary materials for these image samples). In this same case, we see an improvement over the classifier not utilizing radiologist gist response, increasing AUC from 0.681(95% CI [0.558, 0.789]) to 0.899(95% CI [0.823, 0.962]). One-way Welch's F test shows a statistically significant main effect of the classifier on the AUC (F(2, 1930) = 5117, p < 0.0001). A Games-Howell post-hoc test revealed that the AUC of the classifier without gist input is statistically significantly lower than the radiologists' gist response (0.679 +/-0.0597, p < 0.0001), and that the classifier with gist input was statistically significantly higher than the radiologists' gist response(0.897 + / − 0.0396, p < 0.0001).
Before introducing radiologist gist input into the classifier, we see a Pearson correlation coefficient of 0.113 between the classifier's predictions and those of the radiologists. After introducing radiologist gist input into the classifier, we see a Pearson correlation coefficient of 0.733. Though these are highly correlated, the significant difference in AUC shows that the deep features from Inception-v4 or VGG-19 must capture additional information about the mammogram that radiologist gist responses do not, helping the classifier screen the mammograms with a higher AUC and accuracy than radiologist gist input alone. This is further supported by the fact that 10 of the 16 models using gist input appended to the feature vectors have higher AUC than radiologists' gist response.
For the 16 radiologist errors, we see an average confidence of 0.178, lower than the overall average radiologist confidence of 0.346 (p < 0.05). Of the 8 mammograms that were incorrectly classified by the radiologist gist response and then corrected by the classifier, we observe an average confidence of 0.195, which is also lower than the average radiologist confidence (p < 0.05). Yet there are 9 predictions with radiologist confidence less than 0.2 in which the classifier is corrected when the radiologist gist input is present. This shows that the classifier is doing more than simply using high-confidence results provided by the radiologist gist response and using the deep features to classify low-confidence results. Instead, a more complex relationship has been learned between the deep features and radiologists' gist input.
Conclusion
Our approach incorporates the informed decisions of radi-ologists' who have years of education and experience with the image-analysis and pattern-recognition capabilities provided by deep CNNs and machine learning. The combination of the parts is better than either solution alone in our training data, as each input captures different features. Though helpful here, we suggest this combination may be used only for screening and not diagnosis since this approach cannot explain why it thinks there is apparent cancer. Similar solutions utilizing both inputs may prove useful in other problem domains, especially in the medical field where trained professionals often work with computer-aided detection systems and may pick up on different signals than does a deep neural network. In these cases, we suggest human and CNN collaborative problem solving.
Supplementary Material

Methods
The mammogram input data. The mammography dataset contains 220 unilateral full-field digital mammograms obtained from 110 unique patients at Brigham and Women's Hospital. These images fall into three classes: no malignancy (110 images), malignancy (66 images), or contralateral to the breast with a malignancy (44 images). All code and the dataset for this paper are on Github: https://gistmammocnn.github.io/.
Radiologists' gist confidence scores. The radiologist data comprises responses from 10 radiologists who were each shown 120 images of the 220 where 40 were completely nor-3/10 mal, 40 had a confirmed malignancy, and 40 were normal but contralateral to a breast with a malignancy. Observers were shown the image for 500 milliseconds and asked to report on a scale from 0, recommending the patient return for further examination, to 100, the scan is normal. This is experiment 2 from Evans et al. 5 . The readings from the 10 radiologists were averaged for each image to give the final radiologist response.
We compute a "confidence score" from each radiologist's response. Since the initial response is between 0 and 100, an average score of 50 means the radiologists were not confident one way or another. However, an average score near 0 or 100 means the radiologists were very confident there was either a malignancy or no malignancy. Therefore, we calculate the confidence score as the average response's difference from 50, then normalized, and use this number as input in addition to the radiologist classification of 0 or 1. Then, scores such as 100 or 0 will have high confidence scores, and average scores near 50, will have low confidence scores. Values of confidence in-between are interpolated: con f idence = |score − 50|/50. Data Preprocessing: Muscle Cropping and Image Orientation. It has been shown that cropping out pectoral muscle during pre-processing may be beneficial for classifiers when screening full-field mammograms for breast cancer. Due to our small dataset, we test four pre-processing techniques that involve mirroring and cropping: (1) No crop -do not crop the pectoral muscle, and use the original full-field mammograms;
(2) No crop, same direction -do not crop the pectoral muscle, but mirror all left breast mammograms, such that all mammograms are facing the same side. We expect this to reduce the abstraction that the classifier needs to learn during training, which it might not achieve with a small sample dataset; (3) Crop -crop pectoral muscle from the original mammograms by setting those pixel values to black; (4) Crop, same direction -crop the pectoral muscle from the original mammograms, and then mirror all left-breast images, for the same reasons as (2) . We implement the cropping algorithm introduced in Rampun et al. 11 and visually inspect results to correct overand under-cropping.
Transfer learning method. Figure 3 illustrates the transfer learning method we use. To generate deep features for the input images, we test two deep CNNs, VGG19 and Inception-v4. Both are pre-trained to classify over 1000 classes from the ImageNet corpus containing over 14 million non-medical images. We use the python package pretrained models to load both models. We take the values from nodes located in the first fully connected layer after the convolution layers to capture features about a full-field image fed through the network from Inception-v4, and use the values from the ReLu6 layer in VGG-19. Thus, we have 1536 features from Inception-v4 and 4096 features from VGG-19. This creates a feature vector which is used as input into a supervised learning algorithm. We test Microsoft's LightGBM and a linear support vector machine (SVM) for binary classification as normal (0) or abnormal (1) . LightGBM (LGBM) is a gradient-boosting framework using tree-based learning algorithms. We use the following parameters: learning rate = 0.003, boosting type = gbdt, objective = binary, metric = binarylogloss, subfeature = 0.5, numleaves = 10, mindata = 1, maxdepth = 1000. For the linear SVM, C=1000. Code is implemented in Python 3.6 with Keras and Tensorflow.
From the dataset, we use only the normal and malignant images for training and testing. Of these images, only those with radiologist responses are kept, leaving 83 images. This includes 42 abnormal mammograms and 41 normal. After the pre-processing step above, images were downscaled to 299 × 299 pixels to fit the pre-trained Inception-v4 model properly via a function in pretrained models, or 224 × 224 to fit the pre-trained VGG19 model. Image pixel values are normalized as they are when Inception-v4 and VGG-19 are trained. Leave-one-out (LOO) training and testing is used to generate 83 out-of-fold (OOF) predictions for each image in the set. Predictions will be 0 if classified as normal and 1 if classified as malignant. With our four pre-processing methods, two deep CNNs, and two classifiers, we have 16 models for classification that do not use radiologist gist response input.
The above process is repeated to create another 16 models that incorporate the radiologist gist input by appending the radiologist gist classification (0 or 1) and the calculated radiologist gist confidence (0.0-1.0), each multiplied by 100. This creates a new feature vector of length 1538 for each image when testing Inception-v4 feature vectors, and a feature vector length of 4098 when testing VGG19 feature vectors. We bootstrap 1000 AUC samples on the final predictions for each model to estimate the variance of the area under the receiver operating characteristic (AUC) for that model. A 95% confidence interval is constructed using the middle 95% of samples from the bootstrapping set to account for any skew in the samples. Cohen's d is calculated using the mean difference divided by the standard deviation of the model. Significance between radiologist confidence subsets is tested using two-sample t-tests. Figures 4, 5, and 6 show the imaging for which both humans and CNNs make mistakes, model introduced errors, and model corrected human errors. Figure 7 shows the receiver operating characteristic curve (ROC curve) for each of the 16 end-to-end models between the CNNs and radiologist gist plus CNNs. Tables 1 and 2 show the AUC data and differences used in the main text from the 16 conditions we have tested. Although the present work provides knowledge about adding radiologists' data into CNN, it does not allow for training on new data, thus restricting our application domain to a small range of in-house data.
Breast cancer is the second leading cause of cancer deaths in women in the developed countries with 11,000 breast cancer deaths in the UK and more than 40K in the US, annually, representing around 7% and 12% of all cancer deaths, our results may indicate that the global gist signal can substantially contribute to screening accuracy. Table 1 . The 16 end-to-end classificaiton methods with and without gist. The four preprocessing methods are as follows: (1) No changes, (2) Left breast images are horizontally mirrored so all images face the same direction, (3) Muscle fibers are cropped out of the original images, (4) Muscle fibers are cropped, and then left breast images are mirrored.
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Improvement TPR Improvement FPR Improvement AUC Improvement Accuracy (positive is good) (negative is good) (positive is good) (positive is good) InceptionV4+LGBM+preprocessing1 0. 
