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ABSTRACT
Photo-realistic ofﬂine rendering is currently done with path tracing, because it natu-
rally produces many real-life light effects such as reﬂections, refractions and caustics.
These effects are hard to achieve with other rendering techniques. However, path
tracing in real time is complicated due to its high computational demand. There-
fore, current real-time path tracing systems can only generate very noisy estimate of
the ﬁnal frame, which is then denoised with a post-processing reconstruction ﬁlter.
A path tracing-based rendering system capable of ﬁlling the high resolution in the
low latency requirements of mixed reality devices would generate a very immersive
user experience. One possible solution for fulﬁlling these requirements could be
foveated path tracing, wherein the rendering resolution is reduced in the periphery
of the human visual system. The key challenge is that the foveated path tracing in
the periphery is both sparse and noisy, placing high demands on the reconstruction
ﬁlter.
This thesis proposes the ﬁrst regression-based reconstruction ﬁlter for path trac-
ing that runs in real time. The ﬁlter is designed for highly noisy one sample per
pixel inputs. The fast execution is accomplished with blockwise processing and fast
implementation of the regression. In addition, a novel Visual-Polar coordinate space
which distributes the samples according to the contrast sensitivity model of the hu-
man visual system is proposed. The specialty of Visual-Polar space is that it reduces
both path tracing and reconstruction work because both of them can be done with
smaller resolution. These techniques enable a working prototype of a foveated path
tracing system and may work as a stepping stone towards wider commercial adop-




Polunseuranta on tietokonegraﬁikan piirtotekniikka, jota on käytetty pääasiassa
ei-reaaliaikaisen realistisen piirron tekemiseen. Polunseuranta tukee luonnostaan
monia muilla tekniikoilla vaikeasti saavutettavia todellisen valon ilmiöitä kuten
heijastuksia ja taittumista. Reaaliaikainen polunseuranta on hankalaa polunseu-
rannan suuren laskentavaatimuksen takia. Siksi nykyiset reaaliaikaiset polunseu-
rantasysteemi tuottavat erittäin kohinaisia kuvia, jotka tyypillisesti suodatetaan
jälkikäsittelykohinanpoisto-suodattimilla.
Erittäin immersiivisiä käyttäjäkokemuksia voitaisiin luoda polunseurannalla,
joka täyttäisi laajennetun todellisuuden vaatimukset suuresta resoluutiosta riittävän
matalassa vasteajassa. Yksi mahdollinen ratkaisu näiden vaatimusten täyttämiseen
voisi olla katsekeskeinen polunseuranta, jossa piirron resoluutiota vähennetään kat-
seen reunoilla. Tämän johdosta piirron laatu on katseen reunoilla sekä harvaa että
kohinaista, mikä asettaa suuren roolin lopullisen kuvan koostavalle suodattimelle.
Tässä työssä esitellään ensimmäinen reaaliajassa toimiva regressionsuodatin. Suo-
datin on suunniteltu kohinaisille kuville, joissa on yksi polunseurantanäyte pik-
seliä kohden. Nopea suoritus saavutetaan tiileissä käsittelemällä ja nopealla so-
vituksen toteutuksella. Lisäksi työssä esitellään Visual-Polar koordinaattiavaruus,
joka jakaa polunseurantanäytteet siten, että niiden jakauma seuraa silmän herkkyys-
mallia. Visual-Polar-avaruuden etu muihin tekniikoiden nähden on että se vähentää
työmäärää sekä polunseurannassa että suotimessa. Nämä tekniikat esittelevät toimi-
van prototyypin katsekeskeisestä polunseurannasta, ja saattavat toimia tienraivaajina
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The creation of photo-realistic frames which are indistinguishable from real images
has always been the main goal in the ﬁeld of computer graphics. This goal has been
achieved in ofﬂine context, where signiﬁcant amounts of resources, both computer
and human, may be used even on a single frame. Currently, research in the ﬁeld
is focused on bringing the same level of visual ﬁdelity to real-time rendering. The
main difference between real-time rendering and ofﬂine rendering is that in real-
time rendering, the user may affect the image by moving the camera or the objects
in the virtual 3D world. In other words, real-time rendering in tens of milliseconds is
required if the application is interactive. Real-time photo-realistic rendering would,
for example, provide more realistic training simulators, better medical applications
as well as higher quality entertainment. In addition, real-time rendering is used by
artists for previewing ofﬂine renderings and, therefore, better real-time quality also
improves ofﬂine rendering workﬂow.
In the ofﬂine context, rendering is currently done with so-called path tracing
[Kaj86; Kel+15]. One of the most important motivations to use path tracing is that
the same uniﬁed rendering pipeline can be used to simulatemost real-world light phe-
nomena. An example of soft shadows, reﬂections and refractions produced by path
tracing can be seen in Figure 1.1. Path tracing ﬁrst generates a noisy estimation of
the frame. As more and more light paths are averaged, the noise is reduced [PH10].
There are many algorithm modiﬁcations to pure path tracing such as next event es-
timation and importance sampling which make the noise reduction faster. One can
also use a post processing ﬁlter to approximate the ﬁnal result with fewer compu-
tations compared to actual simulation of a sufﬁcient number of paths [Zwi+15].
We are going to see more and more real-time applications with this kind of visual
ﬁdelity since all major Graphics Processing Unit (GPU) manufacturers have released
or announced GPUs with dedicated hardware for ray traversal [Kil+18], which is a
primitive operation used by path tracing.
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Figure 1.1 Example of path tracing a virtual 3D scene to generate a 2D frame. Notice how realistically
the light interacts with the dragon made of virtual glass.
In recent years, there has been a lot of interest in Virtual Reality (VR) and Aug-
mented Reality (AR) devices. A collective term for such devices is Mixed Reality (MR)
devices. A commercial MR device using a Head Mounted Display (HMD) of sufﬁ-
cient quality would quite possibly make all existing screens in use obsolete because
the MR device could render their content on the HMD. However, wide adoption
of these devices is still waiting for devices of high enough quality and commercially
interesting applications.
From a computer graphics perspective, MR devices have some interesting chal-
lenges. For better immersion and reduced simulation sickness, the rendering resolu-
tion and latency requirements for MR devices are very demanding [Abr14]. How-
ever, there is only one user per device and it can be measured with en eye tracking
device at which point on the screen the user is looking [Kra+16]. Moreover, the po-
tential gain of an eye-tracking based, so-called foveated rendering optimization, with
a single user is high since human visual acuity drops signiﬁcantly in the periphery of
the vision.
2
1.1 Objectives and Scope of the Thesis
The objective of this thesis is to combine the two worlds of path tracing and foveated
rendering. The motivation is to enable photo-realistic rendering for a single user in
real-time. Combining these two worlds is not straightforward because it places ex-
tra challenges since real-time path-traced foveated frames are both noisy and sparse.
Moreover, even with the sparse sampling of the periphery the results must be tem-
porally stable.
Foveation requires the rendering to be done in real time. Before the start of this
thesis project path tracing was mainly used only in the ofﬂine context, but currently
real-time path tracing appears to be closer than ever. The ﬁrst reconstruction meth-
ods which work on a sufﬁciently low path tracing sample budget to be usable in real
time and which are still able to generate visually pleasing results have recently been
presented [Mar+17; P2; Sch+17].
There has been large body of work on rasterized foveated graphics because ras-
terization has been the most commonly used rendering technique for real-time ap-
plication due to its fast hardware support. More recently, some ray tracing based
foveation research has emerged [PZB16; Sie+19; Wei+16; Wei+18a]. However,
these works assume noise-free ray tracing algorithms and therefore they only need
to consider the sparsity of the samples. In this thesis, the rendering in the periphery
is both noisy and sparse.
This thesis proposes techniques for implementing an end to end foveated path
tracing system. The research method used in this thesis was constructive research.
This thesis includes ﬁve original publications [P1; P2; P3; P4; P5].
1.2 Thesis Contributions
The ﬁrst contribution of the Thesis is an estimation of the upper bound of foveated
rendering optimization to be 95% of reduced rendering work [P1]. The other con-
tributions are a novel real-time path tracing reconstruction method [P2] and novel
ways for distributing the path tracing samples so that their density follows the reso-
lution of the human visual system [P3; P4; P5].
At the time of starting this thesis project, there were no methods fast enough to
reconstruct path tracing in real-time, therefore a novel regression-based real-time re-
3
construction system for path tracing is proposed [P2]. Other work on real-time
reconstruction is based on fast approximations of cross bilateral ﬁlter [Mar+17;
Sch+17]. In ofﬂine context, regression has shown good results and, therefore, it
is an interesting candidate for real-time ﬁltering. In this thesis different ways of mak-
ing regression orders of magnitude faster are introduced. For instance, stochastic
regularization is used for getting rid of rank deﬁciencies cheaply. Moreover, aug-
mented QR-decomposition as a regression method reduces GPU memory trafﬁc
signiﬁcantly.
Also a foveated method for previewing ofﬂine progressive rendering is proposed
[P3; P4]. In this method the results are not denoised, but the gaze contingent ren-
dering with accurate following of human visual acuity makes the results to converge
to noise-free image quicker. With this kind of system, artists can quickly preview
their renderings in real-time without any artifacts from reconstruction ﬁlter.
Finally, a novel Visual-Polar space which distributes the samples according to hu-
man visual acuity is introduced [P5]. Specialty of visual-Polar space is that also
reconstruction can be done in it before mapping the results back to screen space.
Therefore, Visual-Polar space reduces both path tracing and reconstruction work
signiﬁcantly. The emphasis of the publication is on efﬁcient path tracing and re-
construction and the idea is that it can be used with different methods that map the
frames to the screen space.
1.3 The Author’s Contributions
In this section, the Author’s contributions to each included publication is described
in detail. The Author was the main contributor and responsible of the actual publi-
cation writing in all the publications.
The basis of the ﬁrst publication [P1]was mainly individual work of the Author,
but other authors helped in the writing process of the publication.
The original idea of blockwise multi-order feature regression for a single frame
was proposed by Prof. Alessandro Foi, and the task of the ﬁrst three authors of
[P2] was to make it temporally stable and study ways to make it fast enough for
real-time. The Author led the GPU implementation. Therefore, he was responsible
for steering the algorithm modiﬁcations towards real-time implementation. To give
the reader an idea of the signiﬁcance of this work, the ﬁrst GPU implementation
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produced from the algorithm description was more than hundred times slower than
the ﬁnal ﬁgures reported in the publication. The ﬁrst GPU implementation was
done according to an OpenCL best practices book [Sca12]. While working on the
GPU implementation the Author constantly shared ideas with Mr. Kalle Immonen
who was working on the MATLAB implementation in the same room.
The ideas and the code for the third publication [P3] and its journal extension
in the fourth publication [P4] were mostly developed by the Author. However, the
Author was discussing his ideas with Mr. Kalle Immonen throughout the process.
The main ideas of ﬁfth publication [P5] were developed by the Author, inspired
by the previous work [P3; P4] and log-polar space [Men+18]. The Author did most
of the Visual-Polar space related algorithm development and most of the BMFR
modiﬁcations in this paper. While working on the project, the Author constantly
discussed his ideas with Mr. Atro Lotvonen and the Author received many fruitful
comments from him.
There are also multiple other publications which could have been considered to
be part of the same project as this PhD thesis, but which were not included into
the thesis [Kos+15; Kos+16; LKJ20; Mak+19; Vii+18a]. The main reason for not
including them was that they either did not ﬁt under the same title as well or the
contribution of the Author was not as signiﬁcant as in the included publications.
The citations to publications to which the Author has supervised or contributed to
are marked in bold font within this thesis.
1.4 Structure of the Thesis
This thesis is comprised of an introductory part and original publications. First,
Chapter 2 introduces some background about the human visual system and path
tracing. The emphasis is on the techniques required for making path tracing fast
enough for real-time applications. This chapter extends and updates the literature
review published in [P1]. Next, the state-of-art of the real-time path tracing recon-
struction and its relation to [P2] is explained in Chapter 3. Real-time reconstruction
is a fundamental part of foveated path tracing because it removes noise from the path-
traced frames and also improves temporal stability. Related foveated rendering work
and their relation to [P3; P4; P5] are introduced in Chapter 4. Finally Chapter 5
concludes the introductory part, summarizes the main results of the thesis and cov-
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ers some possible future work. All ﬁve original publications [P1; P2; P3; P4; P5]
can be found at the end of the thesis.
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2 BACKGROUND
This chapter provides some background of the topics related to foveated path trac-
ing. If you are familiar with the human visual system and rendering, especially path
tracing please skip directly to Chapter 3. The ﬁrst part of this chapter is dedicated
to how humans see the world (Section 2.1) and the rest is dedicated to generating
frames of virtual 3D worlds in real time (Sections 2.2, 2.3 and 2.4).
2.1 Human Visual System
The Human Visual System (HVS) has many interesting features several of which can
be taken into accountwhen rendering imageswith a computer for it [SRJ11; Wan95].
The requirement of high fps, low latency, and high resolution makes real-time gen-
eration of frames for VR devices a very demanding task. Therefore, it would be
useful to ﬁnd limitations in the HVS which could be used make the rendering task
less computationally heavy without perceivable quality decrease.
Humans have a horizontal ﬁeld of view (FOV) of approximately 190 degrees
[Wei+17]. Typical desktop display setups only cover a small portion of the total
FOV. In contrast, when using a VR device users wear HMD, which react to their
position and orientation so that the users feel immersed in a 3D world. For bet-
ter immersion, devices covering almost the whole FOV of the HVS have been built
[Vrg18]. The high FOV comes with a cost: the HVS can detect up to 60 pixels per
degree [Wan95] and therefore the resolution of device must to be high. Otherwise
the user can distinguish individual pixels.
After having some idea of the scale of the required resolution for fully immersed
VR experience it is important to know how quickly new frames are required. Ap-
proximately 15 frames per second (fps) is enough for performing perceptual tasks
[CT07]. Lower fps is seen as sequence of still images. However, the motion ap-
pears to be smooth only with 24 fps or more and, therefore, movies have been using
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that frame rate [Wil+15]. Typically, computer games are considered to be real-time
if their frame rate is 30 fps or higher. However, higher fps improves the immersion
especially with the VR devices. Moreover, fully immersive VR may require even 95
fps [Abr14]. Also in some cases VR system needs to have the total latency of less
than 20 ms [Abr14]. However, another study measured that a total latency around
70ms is ﬁne even if the system reacts to the user’s gaze direction [Alb+17].
In general, eyes can be in three different states [Kow11]. Firstly, eyes can be in ﬁx-
ation, in other words focused on some object. Even during ﬁxation, eyes make small
movements called microsaccades, which are used to maintain visibility of the other-
wise fading image [PR10]. Secondly, eyes can be smoothly pursuing some moving
object and, thirdly, eyes can be in a fast movement called saccade from a ﬁxation to
another. During saccades, the human brain does not register the eye signal [HF04].
Therefore, even the orientation of the VR world can be slightly altered during the
saccades [Sun+18]. In this manner, users can be tricked into thinking they are walk-
ing in a straight direction even though the system ismaking sure they don’t walk into
real world obstacles by altering the orientation. More interestingly in the context
of rendering optimization the frame quality could be reduced during the saccades.
However, occasional easements can be used just to save power usage and not to im-
prove fps. Another option is not to reduce rendering quality, but instead predict
where the gaze is going to land. Based on the prediction, the rendering can start
before the saccade ends [Ara+17; Mor+18].
The human eye has three different types of photoreceptor cells: cone cells, rod
cells, and ganglion cells. Cone cells can be further divided into three different types
based on which wavelengths they detect. This mechanism is how humans sense col-
ors. Rod cells are specialized in detecting the brightness. On their own, ganglion
cells are only able to detect ambient brightness. However, the data from the cone
and rod cells go through ganglion cells [DH14]. There are fewer ganglion cells in
comparison to other photoreceptor cells [CA90; Cur+90] and therefore they act as
low pass ﬁlter directly in the photoreceptor mosaic. The distribution of different
photoreceptors can be seen in Figure 2.1b.
The photoreceptor cell distribution immediately shows one source for potential
rendering optimization: the resolution of the HVS decreases signiﬁcantly, when the
objects are further away from the visual ﬁxation point. The resolution decrease is











(a) Illustration of the human eye [CM07]




























(b) Photoreceptor density as a function of the ecentricity
angle [CA90; CG66; Cur+90; Wan95]
Figure 2.1 The human visual system in more detail
quality of the lenses in the edges of the image formation system reduces the resolu-
tion [Cog+18; Thi87]. There have been many studies measuring this resolution as
a function of eccentricity angle, such as [AET96; Red97; Sch56]. This effect can be
also called cortical magniﬁcation [RVN78; SRJ11]. If we assume a situation with
the maximum contrast, in other words, the image changes from completely white
to completely black in every other pixel, the detection resolution as a function ec-
centricity angle can be called visual acuity function [Red97]. If the same function is
modeled as a function of the stimulus contrast instead of eccentricity, it can be called
contrast sensitivity. The combination of the two functions is deﬁned by W. Geisler
and J. Perry [GP98].
As long as the user’s gaze point can be measured, the reduced HVS resolution
in the periphery allows reducing rendering quality in that area. This rendering op-
timization is called foveated rendering, because the area with the most accuracy is
called the fovea, which can be seen Figure 2.1a. Based on the visual acuity model,
theoretical upper bound to the resolution reduction states that 95% of the rendering
work is excessive [P1]. This estimate assumes comparison to constant full resolution
rendering over the whole FOV. However, in reality HVS is more complicated and
just reducing the resolution in the periphery does not work perfectly [AGL19].
In the periphery, luminance information is more important than color informa-
tion because there are fewer cone cells compared to rod cells. Moreover, the detection
of temporal ﬂickering artifacts stays uniformly about the same across the whole vi-
sual ﬁeld [Kel84]. Therefore, temporal stability requires extra care in the peripheral
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parts of a foveated rendering system where sparse sampling easily produces ﬂicker-
ing.
What is interesting is that the HVS can detect the presence of a pattern in the
periphery before actually resolving it [AET96; TCW87]. Therefore, the required
rendering can be reduced even more if contrast is added to periphery, even though
that might generate patterns which are not correct [Pat+16]. However, it is impor-
tant that these patterns are temporally stable and fade quickly when the gaze point
moves closer to them.
2.2 Rasterization
Rasterization is a way to generate images for the HVS in real time. In this thesis,
rasterization is mostly not used, but it is important to know how it works since
rasterization has been used for most real-time graphics since the launch of ﬁrst con-
sumer level GPUs. Therefore, most of the previous work on foveated rendering is
rasterized. Also, the results of real-time path tracing are typically compared to raster-
ized results and current state-of-the-art real-time path tracing systems use hardware
accelerated rasterization for primary ray traversal.
The idea of rasterization is to determine the visibility of a 3D primitive, for exam-
ple, a triangle. The determination is done for a grid of samples, for example, pixels
on the computer screen. Typical restrictions of rasterization are that all the samples
must have a common origin and their directions need to be aligned in a perfect grid.
The common origin restriction can be relaxed by doing multiple passes of raster-
ization which can be used, for example, for environment map reﬂections of a car in
a racing game [BN76]. This could be done by ﬁrst rendering the same scene with a
360-degree camera in the location of the car. Then the main camera can be rendered
and while it is shading the reﬂections of the car it can use colors from the previously
rendered 360◦ frame. However, these techniques typically have problems with near
objects [Hug+14, p. 550] and do not support showing the reﬂecting object itself in
the reﬂection. There are also other ways to loosen the common origin restriction
like multi view rendering extensions, but they do not give full ﬂexibility to decide
the origins of every sample completely freely.
GPU hardware also supports loosening the perfect grid alignment of the direc-
tions requirement. For instance, Multisample Anti-Aliasing (MSAA) generates softer
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(a) Primitive (b) Basic (c) SSAA x16
(d) MSAA x2 (e) MSAA x4 (f) MSAA x8
Figure 2.2 Some of the hardware or driver accelerated rasterization visibility sampling patterns and the
pixel colors they produce visualized. Black dots show the visibility sample locations. Only
SSAA computes shading for every visibility shading location. Other techniques use one shad-
ing computation per pixel.
primitive edges by computing more visibility samples in the grid cells containing
edges [Ake+18, pp. 139-143]. For instance, MSAA x4, which computes four vis-
ibility samples in those cells, uses a rotated grid sampling pattern. Visibility and
shading are decoupled in MSAA. Even if there are multiple samples of the same
primitive in the same pixel, only one shading is applied. Figure 2.2 shows some of the
hardware accelerated rasterization visibility sampling patterns. Super Sampling Anti-
Aliasing (SSAA) is equivalent to using a higher resolution and computing the average
of each group of pixels. For instance, SSAA x16 multiplies height and width by four
and computes the average of 16 adjacent samples. SSAA x16 is used as a reference
in many of the anti-aliasing research. Current games typically use Temporal Anti-
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Aliasing (TAA), which jitters the camera and does temporal accumulation [Kar14].
Themainmotivation for TAA is that anti-aliasing is done later in the pipeline, which
reduces the count of shaded fragments.
In addition to hardware accelerated anti-aliasing, the newest generations of GPU
hardware support Variable Rate Shading (VRS) which allows the application devel-
oper to control the sampling for every cell of the frame individually. The shading
rate can be even set to be less than one sample per pixel [Har19]. In any case, the
sample directions are still in some kind of grid, but the resolution of the grid can be
altered on a coarse cell level.
2.3 Ray Tracing Basics
Both the common origin and the grid alignment restrictions introduced by rasteri-
zation are removed in ray tracing-based techniques, where rays can have any origin
and any direction. In a sense, rasterization can be thought to be a subset of ray trac-
ing which is limited in order to enable better hardware support. For a computer
science perspective, the main difference is that the order of the loops is different in
rasterization and ray tracing. In rasterization, it is determined which pixels should
be colored for each primitive. In ray tracing, it is determined which primitive is
the closest primitive in front of each pixel. In addition, ray tracing techniques can
recursively continue ray tracing from the found ray object intersection point. Path
tracing is a special category of ray tracing where some of the ray parameters are de-
cided randomly.
Path tracing is a ray tracing-based technique which uses Monte Carlo integration
to approximate the rendering equation [Kaj86]. What makes path tracing interest-
ing is that it naturally supports all the effects which are hard for rasterization-based
techniques, such as soft shadows, global illumination, reﬂections, and refractions.
Other commonly used ray tracing methods are ray casting, Whitted-style ray trac-
ing [Whi80] and distributed ray tracing [CPC84]. Ray casting only sends out a pri-
mary ray from every camera pixel and does not include any recursion. If the ray
traversal supports returning multiple intersections with the scene, ray casting can be
used for rendering transparent data, for instance, in medical applications [Had+05].
Whitted style ray tracing introduces recursive secondary and shadow rays to ray cast-
ing [Whi80]. Therefore, it allows perfect mirror-like materials and hard shadows.
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Distributed ray tracing is sometimes called Cook-style ray tracing after its inventor.
Cook-style ray tracing extends Whitted style ray tracing to support glossy reﬂec-
tions and soft shadows by tracing multiple secondary rays and multiple shadow rays
[Coo84]. However, the number of required rays grows exponentially making dis-
tributed ray tracing out of reach for general real-time applications. The advantage
of path tracing compared to distributed ray tracing is that the number of maximum
required rays per bounce is small and known beforehand. However, this comes with
the price of having noise in the result.
The ﬁrst path-traced games were demonstrated already at the start of the 2010s
[BS13]. However, at the time it required multiple GPUs to run the game and, there-
fore, path tracing was mainly used for ofﬂine rendering [Kel+15]. Just recently the
ﬁrst path-traced visually pleasing games on consumer level hardware have emerged
[Sch19]. This is partly due to dedicated ray tracing hardware in consumer GPUs
[Kil+18] and partly due to advances in the research on the ﬁeld [Sch+17; YKL17].
However, rasterization is still a faster way to determine visibility for a regular grid
of samples that have the common origin. Therefore, it is typical to use rasterization
hardware for the primary rays and then continue recursive ray tracing based on the
rasterized G-buffer data, which contains for instance position, normal and material
details of the ﬁrst encountered surface for every pixel [Bar18; Mar+17; P2; Sch+17].
2.4 Path Tracing Theory
In this section, some basic principles of path tracing are presented. The emphasis
is on techniques necessary to implement real-time path tracing. Therefore, factors
such as the wavelength and the time have been omitted from this description. The
resulting rendering equation can then be written as
Lo (x,ωo) = Le (x,ωo)+
∫
Ω
fr (x,ωi ,ωo)Li (x,ωi ) (ωi ·n) dωi , (2.1)
where x is a point in 3D space, ωo is an outgoing light direction, Ω is all possible
directions, ωi is an incoming light direction, and n is a surface normal. Then the
function Lo (x,ωo) is the luminance going out from the point x towards ωo direc-
tion, Le (x,ωo) is the luminance emitted to the direction, fr (x,ωi ,ωo) is the ma-
terial properties described in bidirectional scattering distribution function (BSDF),
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(a) 1 spp (b) 16 spp
(c) 256 spp (d) 4096 spp
Figure 2.3 Example images with different sample per pixel spp counts depicting the same 3D scene.
Every path was allowed to have a maximum of 12 bounces. Lower spp images seem darker
because for visualization purposes the colors need to be clamped to low dynamic range
image. Individual samples contain brighter data compared to the clamp maximum, which
makes averaged colors brighter.
Li (x,ωi ) is the incoming luminance from directionωi , andωo ·n is the attenuation
factor. [Kaj86]
The interval of the integral in Equation 2.1 is over every possible direction. More-
over, the integral is recursive, meaning that in every possible visible surface point the
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(a) Completely random directions (b) Importance sampling
(c) Next event estimation (d) Importance sampling & next event estimation
Figure 2.4 Different path tracing styles illustrated with two paths on an example scene. Only paths that
ﬁnd the light source contribute to the pixel color. Without next event estimation the path needs
to be very lucky to ﬁnd the light source.
same integral needs to be evaluated for all surfaces visible from those points. There-
fore, Equation 2.1 does not have a closed form solution with scenes usable in real
applications. In path tracing, the correct result of the rendering equation is approx-
imated by taking random samples of the integral and computing the average of the
samples. Different sample per pixel (spp) counts are visualized in Figure 2.3. Having
1 spp means that in a frame every pixel has traced one path. For correct results the
average is also computed over both the spatial and the temporal domains. Spatial
domain averaging is used to average different colors in the area covered by one pixel
and it generates anti-aliased edges. In contrast, temporal domain averaging is used to
simulate camera exposure time and it creates motion blurred results [Coo84].
In practice, usingMonteCarlo integration to approximate the rendering equation
means that a ray is traced from the point x towards one ωi direction. If the ray
ﬁnds an intersection with the scene, the Eq 2.1 is evaluated at that point and the
same process restarts. Now the previous ωi becomes the new ωo and the new ωi
direction is decided randomly. Basically, this recursive loop should continue until
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a material that does not send any luminance to the ωo is encountered. If the path
encounters any materials which emit light, the contribution of that light source to
the pixel of the path can be computed. One example of this process is visualized in
Figure 2.4a.
2.4.1 Russian Roulette
Instead of actually continuing the recursion until arriving at a dark material, one
typical way is to use so-called Russian roulette method which randomly kills some
of the paths [PH10, p. 680-681]. Russian roulette makes convergence of the path-
traced image slower. However, it improves efﬁciency because after many bounces
paths’ contribution to the ﬁnal color would be insigniﬁcant. Killing some of the





1− q p > q
0 otherwise
, (2.2)
where F ′ is the new weight of the integrand, F is the original weight, p ∈  | 0 ≤
p ≤ 1 is a random value, and q is parameter chosen by the implementer of the path
tracer. q = 0 is equal to not having Russian roulette at all and greater q means more
killed paths.
2.4.2 Importance Sampling
The bidirectional scattering distribution function (BSDF) fr in Equation 2.1 depends
on the material the point x is simulating. The idea of the BSDF is to tell how much
the luminance fromωi direction is going to affect the ﬁnal color perceived from the
directionωo .
The original idea of Monte Carlo integration in path tracing uses uniformly dis-
tributed random samples and weights the result based on their probability. The con-
vergence can be made faster by changing the random sample distribution to follow
the probability of the samples. Speciﬁcally, the samples that contribute more to the
ﬁnal color are more likely to be sampled. As an extreme example, if the material is a
perfect mirror, then all the samples are sampled from the mirror reﬂection direction.
Figure 2.4b shows a case where the path tracer has weighted the directions based on
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the BSDF and randomly decided directions that are close to the reﬂection direction.
[PH10, pp. 688-693] In addition, it is possible to do importance sampling of the light
sources [EK18; EL18]. Moreover, Multiple Importance Sampling (MIS) is used when
two or more importance sampling strategies are applied at the same time [VG95].
2.4.3 Next Event Estimation
Path tracing cannot produce any luminance if the path does not intersect any light
sources, that is, a surface for which the Le term is greater than zero. Therefore,
one common way for making the convergence faster is to use next event estimation,
which samples one randompoint in one random light source from every intersection
found from the scene. This process is visualized in Figure 2.4c and Figure 2.4d. Most
importantly, next event estimation does not introduce bias to the results [VG95].
2.4.4 Ray Traversal
Ray traversal is the process of ﬁnding the closest intersection for a ray or a group
of rays. Typically this process is accelerated using a tree structure called Bounding
Volume Hierarchy (BVH), which stores a bounding volume for each tree node. En-
tire branches of the tree can be rejected with a ray-bounding volume test because, if
the ray misses the bounding volume, it is then known that it will not intersect any
geometry within the branch.
Ray traversal is an important part of the path tracing process, because generat-
ing the ﬁrst noisy estimation of a frame already requires millions of traced rays.
Even for one bounce of path tracing four rays per pixel are required: one primary
ray, one secondary ray, and two shadow rays one from each intersection with the
scene. Therefore, there has been extensive research on the area of fast BVH traver-
sal, for example, by using standard data types to store the information with fewer
bits [Kos+15; Kos+16; Kos15] or by using a custom data type speciﬁcally designed
for BVHs [Kee14; YKL17]. Even dedicated hardware units for BVH traversal have
been proposed [Kee14; Lee+13; Vii+16].
Ofﬂine construction of high quality BVH for a static scenes is typically donewith
Surface Area Heuristic (SAH) [WBS07], which minimizes the total surface area of the
bounding volumes on every level of the tree. The surface area estimates how likely
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a random ray would hit the volumes.
In contrast, for dynamic content, the BVH quality is not as important as the
speed of updating or rebuilding the BVH [Vii18]. Updating the BVH is adequate if
the overall structure of the animated object does not change signiﬁcantly [Vii+17a;
Wal+09]. However, for keeping the BVH quality sufﬁcient, for example, in an ex-
plosion animation, completely rebuilding the BVH is required. Some examples of
quick build algorithms are Hierarchical Linear BVH (HLBVH) [PL10], which uses
Morton order curve bit patterns of the triangle centroids for constructing the hier-
archy, and Parallel Locally-Ordered Construction (PLOC) [MB18], which improves
the quality by sweeping through the Morton ordered primitives and constructing
the best BVH nodes within a small local window. Both algorithms are well suited
for low-power hardware implementations [Vii+15; Vii+17b; Vii+18b].
2.4.5 Current Bottlenecks
In the Author’s experience, due to extensive research in the area of ray traversal,
the material interaction computations, speciﬁcally shading, currently dominate the
path tracing timings. Shading depends on the material of the surface and, therefore,
depending on the path-traced scene it can be very divergent work. The amount of
divergence can be reduced by sorting the rays [GL10]. However, even if the rays that
intersect the same material are in the same Single Instruction Multiple Data (SIMD)
or Single Instruction Multiple Thread (SIMT) lane it does not help with the divergence
of the expensive texture fetches. In addition, shading work is typically modiﬁable
by the developers and, therefore, it is hard to make any better dedicated hardware
for them than programmable shading cores of the GPUs. Furthermore, current
hardware accelerated ray tracing APIs hide the details of the ray traversal and BVH
building from the developers. For these reasons, it is interesting to look at the differ-
ent ways how one could reduce the amount of path tracing work in general. Some
ideas for reduction, which will be covered in more detail below, are reconstructing
a visually pleasing frame from just a few Monte Carlo samples as well as reducing
paths in the peripheral parts of the user’s vision.
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3 REAL-TIME PATH TRACING
RECONSTRUCTION
Monte Carlo integration in path tracing produces an estimation of a pixel’s ﬁnal
color value which contains variance. The variance is seen as noise in the output
frame. If multiple samples are averaged, the amount of noise decreases. Halving
the signal-to-noise ratio requires quadrupling the number of samples [Vea97, p. 39].
Therefore, there is always a point when a denoising algorithm can generate a per-
ceptually perfect image with less work compared to actually tracing more rays. In
consequence, even ofﬂine movie renderings typically use denoisers for getting rid of
barely visible noise after hundreds or even thousands of samples per pixel [God14].
Denoising is even more important part of the path tracing pipeline in the real-time
context where the sample budget is signiﬁcantly lower.
In this chapter, different denoising algorithms that are suitable for real-time path
tracing are introduced. Most of the work relevant to only ofﬂine rendering is in-
tentionally omitted since the scope of this thesis real-time path tracing. The system
cannot know for sure beforehand where the user is going to look at and therefore,
it is hard to optimize ofﬂine prerendering work with the idea of foveated rendering.
Also since there is no hard timing limit in ofﬂine rendering, there is no need to do
this kind of optimization with it. However, pointers to some of the most interest-
ing ofﬂine reconstruction algorithms are provided, which could be bases for future
real-time algorithms.
In the path tracing context, denoising is typically called reconstruction, because in
contrast to conventional digital photo denoising, path tracing reconstruction has ac-
cess to more data than just the output frame. A more in-depth survey of the different
path tracing reconstruction work can be found in the survey paper by M. Zwicker
et al. [Zwi+15].
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(a) Normal X (b) Normal Y (c) Normal Z
(d) Depth (e) Material Id
Figure 3.1 Examples of different feature buffers produced as a side product of path tracing because
the data is required for shading. The reconstruction algorithm can use these buffers, for
example, to detect edges. Purple color means zero or less and white color means one or
more. For instance, Normal X buffer is the X component of the ﬁrst bounce surface normal.
For visualization, Depth and Id buffers were scaled to be in the range from zero to one.
3.1 Concepts
This section introduces a few key concepts which can be used as basic building blocks
with most of the real-time reconstruction algorithms described later in this chapter.
3.1.1 Feature Buffers
A path tracer can store information about the 3D scene and the reconstruction al-
gorithms can use this information for guiding their reconstruction process. Most
importantly this feature information is often completely noise-free. Examples of fea-
ture buffers are all G-buffer channels, speciﬁcally, surface normals, positions in the
20
3D world, surface roughness, material albedo, etc. Some examples of these buffers
can be seen in Figure 3.1. For faster runtime in contemporary real-time applications
feature buffers and primary rays are typically computed with rasterization hardware
[Bar18; Mar+17; P2; Sch+17].
In contrast, photograph denoisersmust rely completely on noisy 2Dbitmap data.
This could also be the case if the path tracer has motion blur or depth of ﬁeld sim-
ulation, which generate noise also to the feature buffers. Some options for working
without any noise-free data is to ﬁt polynomials to the data or ﬁnd similar areas from
the image and use them to arrive at a noise-free estimate [DFE07]. However, at the
time of writing, motion blur and depth of ﬁeld are out of reach of real-time path
tracing and they are generated with post-processing estimation techniques [GMN14;
YWY10].
3.1.2 Motion Vectors
In path tracing, the exact parameters of the simulated camera are known and the
world positions or depths of the ﬁrst intersections can be stored. With this infor-
mation, previous frames and other viewpoints can be projected to the current cam-
era location and orientation. Motion vectors can also support simple animations as
long as there is a way to ﬁnd out where the point was in screen space in the previous
frame. The position can be computed, for instance, if the animation is constructed
from a set of basic matrix operations like translations, rotations and scalings. What
makes the camera parameters exact is that the camera’s parameters like the position
are known down to the accuracy of the used data type. Similar information can be
extracted from just a video stream [SB91]. However, this requires a lot of memory
trafﬁc and from the video it is hard to acquire the information as accurately and
without noise.
Reprojection gives us per pixel motion vectors, which denote where in the screen
space the world space position of a pixel was in the previous frame. With 1 spp
frames, sampling history data based on motion vectors and computing the exponen-
tial moving average can give results that are similar to 10 spp frames [Mak+19]. This
requires thresholds, for example in sample’s normal and position temporal change
for realizing if the point was occluded on the previous frame. Otherwise there are
so called ghosting artifacts where the foreground data is mixed with the background.
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Reprojection can also be used in the spatial domain if multiple views are generated,
for example for a stereo HMD or for a light ﬁeld display.
Motion vectors can be computed for different components of lighting separately
[Zim+15], which preserves effects such as reﬂections. However, this complicates
the motion vector and luminance computations, since components need to be stored
separately and, therefore, it is difﬁcult to use the technique in real-time with contem-
porary hardware.
There are at least two drawbacks with the use of reprojected data. Firstly, the
quality varies across the screen, since reprojection cannot be done on areas that were
occluded on the previous frames. To be more precise, if the reconstruction algo-
rithm uses reprojected and accumulated frames it must support varying quality in-
puts. Secondly, using temporal previous frame data introduces temporal lag to the
illumination changes. Depending on the parameters, the lag can, for example, be 10
frames long [P2]. A lag of 10 frames can be invisible to the user in some cases, but
for example a light source ﬂashing on every other frame would appear to be constant
and half as bright as it really is.
There is a solution which removes the temporal lag [SPD18]. The idea is that
one path tracing sample in every block of pixels is path-traced with the same random
seed as in the previous frame. Using the same seed means that, if the illumination
conditions are the same, the sample generates the same result as in the previous frame.
If the result is different it means that the illumination has changed and, in that case,
the temporal data can be discarded. Basically, the algorithm falls back to the ﬁrst
frame 1 spp quality in areas where there are changes. Interestingly this technique also
removes ghosting from reﬂecting surfaces, because also they fall back to 1 spp quality
when the camera is moving. However, current real-time reconstruction algorithms
are not good enough with just 1 spp input and there will be artifacts. The severity
and the type of the artifacts is determined by the used reconstruction algorithm.
Another problem is that generating the same sample as in the previous frame requires
altering the sub-pixel offsets per pixel, which is not supported by the fastest primary
ray computation method of hardware accelerated rasterization.
Reprojection can also be used after the reconstruction algorithm. An extra re-
projection step makes the results more temporally stable [P2; SPD18]. In addi-
tion, more temporal stability can be achieved with Temporal Anti-Aliasing (TAA)
[All+17; Kar14; P2; Sch+17]. TAA uses temporal reprojection without discarding
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the occluded data and instead it clamps the history sample’s luminance to the current
frame’s neighboring pixels’ luminance.
3.1.3 Component Separation
Monte Carlo integration is the sum over incoming light directions. Therefore, it is
possible to reconstruct the samples in separate groups, without introducing bias to
the results.
One idea is to compute the ﬁltering parameters for two groups, each containing
half of the samples, separately and then do so called cross ﬁltering [RKZ12]. In cross
ﬁltering the parameters computed for the ﬁrst half are used to reconstruct the second
half and parameters computed for the second half are used to reconstruct the ﬁrst
half. The ﬁnal result is the average of the two reconstructed images. The idea of
cross ﬁltering is to reduce over ﬁtting of the ﬁltering parameters. Currently, path
tracing two different full resolution sets of samples is unfeasible [All+17; Bar18; P2;
P5; Sch+17], but this could be one interesting direction in the near future, since it
can produce good results in an ofﬂine context [Bit+16].
Another idea for reaching better quality is to ﬁlter the direct illumination and
indirect illumination separately [Mar+17; Sch+17] or diffuse and specular compo-
nent separately [Bak+17]. In those cases, there can be separate reconstruction algo-
rithms speciﬁcally tuned for their inputs. For instance, the direct illumination can
be generated with noise-free shadow mapping techniques and then there is no need
to reconstruct it [Mar+17]. However, in some work [P2; SPD18]mainly for faster
execution reasons, separate reconstruction was not found beneﬁcial and both of the
components are reconstructed at once.
3.2 Cross Bilateral Blur Variants
The ﬁrst actual reconstruction algorithm introduced in this thesis is cross bilateral
blur and its variants which has been optimized better runtime. Bilateral blur is an
extension of the basic the Gaussian blur. The difference is that bilateral blur tries to
preserve the edges of the content. The problem with bilateral blur is that it is not
fast enough with big enough blur kernels for real-time path tracing.
One of the fundamental ways to blur an image is to use Gaussian blur. Gaussian
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blur decides theweights of the neighboring samples based only on the spatial distance
of the sample to the blurred pixel. The formula for one sample pixel’s weight is
w(x ′, y ′) = e−
(x′−x)2+(y′−y)2
2σ2 , (3.1)
where x is the blurred pixel coordinate on the x-axis, x ′ is the sample pixel coordinate
on the x-axis, y and y ′ are the same variables on the y-axis, and σ is the wanted
standard deviation of the Gaussian kernel.
At spatial distances further than 3σ from the blurred pixel, the Gaussian weight
of the sample pixels are already more than thousand times lower compared to the
center. Therefore, practical real-time implementations can limit sampling areawhich
saves the memory bandwidth, without noticeable difference in resulting quality.
The basic version of Bilateral blur [TM98] extends this formula by introducing
the color space distance to it
wb (x




− |I (x,y)−I (x′ ,y′)|
2σ2r , (3.2)
where I (x, y) is the color value at the blurred pixel. Note that there are separate
standard deviation factors σ for the distance and the color value.
Bilateral blur can be extended to use other information than just the spatial and
color space distance. This is called cross bilateral ﬁltering [ED04; Pet+04]. More-
over, the color space distance varies a lot in path tracing noise and therefore it is not
very useful information in the path tracing reconstruction case. So, for example,
the distance from the camera to the ﬁrst intersection and surface normals on that
point typically contain useful information about the possible edges in the 3D scene
[Dam+10]. The weight wb (x
′, y ′) from Equation 3.2 must be multiplied with the
weights from these buffers
wc (x
′, y ′) = wb (x ′, y ′) ·wz (x ′, y ′) ·wn(x ′, y ′), (3.3)
where wn(x
′, y ′) is the weight from the normal buffer and wz (x ′, y ′) is the weight
from distance to the ﬁrst intersect buffer speciﬁcally the depth buffer.
One good way to compute the weight from the normal buffer is
wn(x





Figure 3.2 An illustration of sampling pattern on three ﬁrst iterations of 1D À Trous ﬁlter with kernel
window size of 5. The light purple pixel is the target pixel which also sampled from the input
and where the bilateral blur result is stored in the output.
where n(x, y) is the normal vector, in other words, three values ∈ | −1≤ p ≤ 1 of
the closest surface in front of the pixel x, y [Sch+17].
The weight from the depth buffer can, for example, be
wz (x
′, y ′) = e−
|Z(x,y)−Z(x′ ,y′)|
σz |∇Z(x,y)·[x−x′ ,y−y′]ᵀ |+ε , (3.5)
where Z(x, y) is the depth buffer value at the pixel x, y, ∇Z(x, y) is the gradient of
the depth, and ε is used to avoid division by zero [Sch+17].
Multidimensional Gaussian blur can be optimized by separating it to separate
passes per axis, which reduces the number of expensive memory access from  (nm)
to  (m× n) where n is the blur kernel diameter and m is the count of dimensions.
In contrast, Bilateral blur cannot be separated because blur on one axis affects many
pixels on the other axis and one distance cannot be used in the spaces that are used for
ﬁnding the edges. Therefore, fast timings require some other approximation of the
Bilateral blur. One option is to use so called adaptive manifolds where the work can
be shared between the neighboring pixels, but it requires deciding how many mani-
fods are needed, which affects the quality and the runtime greatly [Bau+15; GO12].
Therefore, currently some sparse versions of the bilateral blur like the À Trous Fil-
ter are typically used [Dam+10; Imm17; Mar+17; Sch+17]. The fast timings are
achieved by not sampling every intermediate pixel.
3.2.1 À Trous Filter
The idea of the À Trous ﬁlter [Bur81] is to run multiple passes over the image,
which all blur different frequencies. Therefore, À Trous ﬁlter is also called a dis-
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(a) 1 spp input (b) 1 iteration (c) 2 iterations
(d) 3 iterations (e) 4 iterations (f) 5 iterations
Figure 3.3 An example of how every iteration of the À Trous ﬁlter blurs lower frequencies of the 1 spp
input frame. The kernel size is 5× 5 and no variance or temporal data is used. The 5th
iteration starts to show typical artifacts of basic À Trous ﬁlter around the area where the back
wall and ceiling meet.
crete wavelet transform [Fow05]. Every pass uses the same bilateral blur window,
but what changes between the iteration is the amount pixels in between the sampling
locations. More speciﬁcally, every iteration makes the bilateral ﬁlter more sparse, as
can be seen in Figure 3.2. Sparse ﬁltering makes it possible to blur with a bigger blur
window without actually sampling all of the values in the area. Also, À Trous can be
extended to use the feature buffers for edge stopping [Dam+10]. In the Figure 3.3,
À Trous ﬁlter is applied to a 1 spp frame using albedo, normals, and world position
feature buffers as guidance. Sometimes the typical À Trous artifacts visible in the
Figure 3.3 can be avoided if iterations are applied in reverse order [QWH12].
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(a) 1 spp input (b) BMFR [P2] (c) SVGF [Sch+17]
Figure 3.4 The same scene as in Figure 3.3 reconstructed with BMFR and SVGF algorithms. BMFR
algorithm produces a halo around the light source that could be reduced by giving BMFR
a feature buffer containing a similar pattern as the luminance in the reference such as 1-
bit buffer indicating if the material is emitting light. SVGF produces some luminance bumps
on the walls and À Trous style artifacts both of which could be reduced by tweaking the
parameters.
3.2.2 Spatiotemporal Variance-Guided Filtering
In path tracing reconstruction one interesting edge stopping feature buffer is the per
pixel variance. With the variance buffer the certainty of the sample luminance can
be used to increase the sample’s weight. If there is just one sample, variance cannot
be estimated. Therefore, Spatiotemporal Variance-Guided Filtering (SVGF) [Sch+17]
uses temporal data for the variance estimation and in case of occlusion the variance
is estimated spatially in screen space. In addition, SVGF updates variance estimation
on every iteration of the À Trous ﬁlter. An example of the quality of SVGF can be
seen in Figure 3.4c. Notice how the use of temporal data and the variance estimation
removes edge artifacts and improves the contact shadow quality of the smaller box
compared to the original À Trous ﬁlter shown in Figure 3.3.
3.3 Sheared Filtering
Path tracing effects such as soft shadows produce noise spectra in the frequency do-
main which look like double sided wedges as visualized in Figure 3.5. The wedges
can be ﬁltered efﬁciently with so-called sheared ﬁltering, where the ﬁltering pattern







(b) Axis-aligned sheared ﬁltering
Figure 3.5 Frequencies produced by for instance 1 spp noise of the soft shadow. The blue box rep-
resents the ﬁltering pattern. While sheared ﬁltering is the correct ﬁltering pattern, the axis-
aligned version of it is faster to compute.
[MWR12] is an optimization of sheared ﬁltering, which can produce good quality
results for soft shadows in real time [HA19, p. 314]. The speed is achieved by the
ability to run the ﬁlter as a 2D ﬁlter in screen space. However, the ﬁlter must run
for every light source separately.
The original sheared ﬁltering algorithm constructs a 4D database of samples and
then reconstructs the soft shadow using it. In contrast, in the axis-aligned version the
frequency analysis is used to guide the 2D ﬁltering pattern in screen space. Evenwith
the axis-aligned optimization the image converges to the correct result. Axis-aligned
sheared ﬁltering can be extended to global illumination where there are multiple
light sources and the illumination bounces from materials [Meh+13]. It can also be
extended to ﬁlter effects that generate noise to the feature buffer [Meh+14].
3.4 Machine Learning
Learning-based methods are interesting in the domain of path tracing reconstruction
as they can produce non-linear models and in theory, they can realize how many
weights are needed for a linear model in the given situation. Despite the interesting
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characteristics of the machine learning-based methods, the runtime of the inference
seems to be the problem. Speciﬁcally, at the time of writing, there are no published
real-time machine learning-based approaches for path tracing reconstruction. How-
ever, the authors of [All+17] have indicated that their method runs in real-time on
current hardware [Kel+18]. In any case, this section covers some of the most inter-
esting interactive and ofﬂine machine learning approaches to reconstruction.
3.4.1 Dataset Generation
Setting up the framework for researching neural networks for path tracing recon-
struction is easy. Firstly, it is an image-based problem where one can use some of
the thoroughly researched image neural network designs. In addition, it is easy to
generate a lot of training data with a path tracer. All that is needed is a path tracer,
3D models and camera paths. Other than generating meaningful camera paths there
is no requirement to have humans labeling the data.
There are many ways how data augmentation with path tracing reconstruction
can be done [All+17]. For instance, the network can be taught with cropped frames
and it is also possible to randomly rotate and ﬂip the inputs. Moreover, better gen-
eralization to different camera paths is achieved with randomly stopping the camera
path and randomly changing the direction in which they are played.
Many previous works [All+17; Bak+17; KBS15; Vog+18] use noise-free con-
verged frames as the target frame. However, if the network training uses suitable
loss function, a recent Noise2Noise idea can be used [Leh+18]. There both the
sample and the target frames are noisy. Generating two noisy frames with different
random seeds is thousands of times faster than generating a pair of noisy and noise-
free frames. This idea could even be utilized in a system that learns to reconstruct
the 3D scene in interactive frame rates while the user is ﬂying in it.
3.4.2 Network Designs
The ﬁrst neural network design proposed for path tracing reconstruction was fully-
connected [KBS15]. However, lately Convolutional Neural Networks (CNN) have
been preferred over fully-connected networks, because they have signiﬁcantly fewer























Figure 3.6 Example of U-Net design which can be used to reconstruct path tracing with interactive frame
rates [All+17]. Purple shade means convolutions, pink downsampling, and blue upsampling.
Note the recurrent connections on every encoder stage and the skip connections from the
encoder stages to the decoder stages.
Bak+17; Vog+18]. Typically, feature buffers are given as extra input channels to the
network and the network is allowed to learn how to best utilize them. However, also
ﬁltering feature buffers with extra convolutional layers and using a separate encoder
stages just for them has been proposed [Yan+19].
Instead of directly outputting the ﬁnal color the network can output kernel
weights for every pixel which are then used to construct the ﬁnal color [Bak+17].
The sum of the weights is forced to be exactly one and each weight is forced to be
within range from zero to one by using a softmax activation. The advantage of this is
that the ﬁnal color is always a weighted sum of its neighborhood and not something
completely different. In addition, the learning is faster because the kernel weights
are scale independent.
The kernel prediction process is inverted in a recent kernel-splatting network
[Gha+19]. Instead of predicting every output pixel as a weighted sum of noisy pix-
els, one can predict which pixels should be affected by the noisy samples. This is
done individually to every path tracing sample instead of doing it to averaged color
of many samples. It is easier to learn to silence outlier samples with the kernel-
splatting approach compared to the kernel-prediction. However, the computation
requirement is higher, because every sample is done individually.
One possibility from general image neural network literature is to use autoen-
coders, which are neural networks that combine encoder and decoder stages into one
network. Autoencoders automatically learn to compress the data while preserving
themost important features of it [LHY08]. Better handling of the high frequency de-
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tails in an autoencoder can be achieved with skip connections [RFB15]. The idea of
the skip connections is to connect the same sized layers from the encoder to decoder.
The connections remove the possibility to use the autoencoder as a data compressor,
but they work well in the denoising use case since adding these connections makes
the learning faster, reduces vanishing gradient problem and improves the generaliza-
tion of the network [He+16; RVL12; Yan+18]. In some sources, an autoencoder
with skip connections is called a U-net because it can be visualized as a U-shaped
graph.
The temporal stability of the network can be improved using a so-calledRecurrent
CNN (RCNN), which adds temporal recurrent connections to the convolutional
network design [All+17]. An example of this kind of network design can be seen in
Figure 3.6. The idea of the recurrent connection is to give the previous frame state
a layer as an input to it or some other previous layer on the next frame. Recurrent
connections can also use analytical reprojection for moving the most relevant data
to the correct place in the layer [Vog+18]. In both cases the network learns, for
example, based on the roughness feature buffer, not to use temporal data when the
material suffers from temporal lag.
Also, other ideas can be used directly from image processing networks. One ex-
ample of this is dropout [Sri+14], which improves generalization by randomly shut-
ting down some of the neurons. Another example is transfer learning, where known
to be good network design and weights are used as initial values for the teaching of
the network that is tuned for the task in hand. Interestingly the base network can
even be targeted to a very different task [TS07].
3.4.3 Loss Function
The selection of the loss function affects the learning of the network signiﬁcantly.
The loss selection is interesting in the real-time context because it is computed only
when teaching the network. More speciﬁcally, even a very complicated loss will not
slow down the inference timings.
S. Bako et al. [Bak+17] tested different loss functions and found out that the
absolute value loss function, in other words, L1 loss is the most robust and closest
to perceptual difference. However, the analysis was limited to simple loss functions
that can be evaluated quickly and locally. In the case of Noise2Noise training, L2
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style loss must be used because its minimum is found at the mean of the samples,
which makes it converge towards the correct result [Leh+18].
Temporal errors such as ﬂickering can be penalized with a L1 loss which com-
pares the absolute difference of temporal derivatives of the network output and the
reference [All+17].
One idea to enhance ﬁne details of the image is to use the L1 loss in the gradient-
domain [All+17]. However, better results can be achieved by comparing internal
representations of image classiﬁcation neural network and using their difference as
the loss [KHL19a; Zha+18].
Loss calculations can be improved by applying some non-linearity before the cal-
culation. For instance logarithm makes the loss more robust against bright outliers
[Bak+17; KHL19a; Vog+18] and modiﬁed gamma correction improves quality in
the dark areas of the frame [All+17]. In the case of comparing the classiﬁcation
networks’ internal representations, the loss calculation can be made more robust by
applying random transformation to the denoiser output [KHL19b].
3.4.4 Optimizing Network for Fast Inference
Faster inference can be achieved by simplifying the overall network design [Ian+16].
Examples of simplifying the network include reducing the sizes of convolution ker-
nels and working with less input and output data on every layer of the network. For
example, C. Alla Chaitanya et al. [All+17] use only 7 channels of data as input to the
network. Moreover, every convolutional layer uses a kernel size of only 3×3. In ad-
dition, the simpliﬁcation can be done automatically with so-called pruning [LDS90].
A single convolution layer can be made faster by replacing it with a combination
of purely spatial convolution and a pointwise matrix multiplication with weights
along the depth axis [Sif14; Van14]. In addition, explicit upsampling layers can be
made faster with subpixel convolution which increases the size of the output while
applying the convolution kernels [Shi+16].
3.4.5 Optimizing Inference of Existing Network
CNNs operate on rather big sets of data and the internal operations are multiplica-
tions and additions. Therefore, CNNs can be made faster with dedicated hardware
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using a data type that saves memory bandwidth and simpliﬁes multiplication units
by using fewer bits [CBD14]. Therefore, major hardware manufacturers have re-
leased their own dedicated machine learning cores.
On a general purpose hardware IEEE standard’s half-precision ﬂoating-point
numbers can be used for accelerating CNNs [CBD14; IEE08]. In addition, a dedi-
cated 16-bit ﬂoating-point format called bﬂoat16 with three extra exponent bits and
three fewer mantissa bits has been proposed [HTH19]. The main motivation of
bﬂoat16 is reduced power consumption and physical chip area with the same net-
work accuracy compared to the original 16-bit format of IEEE. Also the conversion
to and from 32-bit single-precision ﬂoating-point format is simple since there are as
many exponent bits in the both formats.
3.5 Regression
Before the emergence of the machine learning approaches, the state-of-the-art ofﬂine
path tracing reconstruction algorithms used regression [Bit+16; Moo+16]. The idea
of regression-based reconstruction algorithms is to ﬁt the noise-free feature buffer
data to noisy path-traced illumination data. Also ﬁtting of polynomials can be used
especially if there are no noise-free feature buffers available [Moo+16].
One example of a feature buffer ﬁtting methods is to use simple least squares
regression, where the squared difference is minimized. Let noise-free feature buffers












where α = [α1...αM ] contains the weight αm for every feature buffer m, the total
count of feature buffers is M , and Ωi , j is some area around the pixel for which the
reconstructed value is computed. Pixels in Ωi , j can be weighted so that the pixels
closer to the target pixel affect the result more.
Improving the quality requires making the model more complicated, for ex-
ample, by adding more feature buffers that are tailored for a certain light phe-
nomenon [Bak+17]. Typically, these additions improve the quality only slightly
while slowing down the process signiﬁcantly [P2]. Moreover, there is problem of
overﬁtting and realizing when the model is overﬁtting. The pattern may seem like
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overﬁtting, but the model might be following some complicated pattern in the lumi-
nance. In an extreme case, the regression model is so complicated that it represents
the noisy frame exactly. This can be constrained by introducing penalty to the re-
gression model, but it is yet another parameter to control.
3.5.1 Guided Image Filter
A guided image ﬁlter [HST13] is a general edge stopping ﬁlter. Guided image ﬁlter
ﬁts a guiding image to the noisy data. Therefore, it is well suited for path tracing
reconstruction and can run with interactive frame rates [BEM11]. The downside is
that it either requires dozens of moving window operations over the whole dataset
or generating equally many summed-area tables. The moving window cannot be
computed in parallel for every pixel, and summed-area tables require the use of a
parallel scan pattern, which requires a lot of synchronization. The advantage is that
the values are computed per pixel so there exists a potential for good quality. How-
ever, this would require using adaptive parameters [P2]. The guided ﬁlter can also
be used for denoising the feature buffers if there is noise generated by depth of ﬁeld
or motion blur [Liu+17].
3.6 Thesis Contributions
In [P2], Blockwise Multi-Order Feature Regression (BMFR) is proposed. BMFR is
a regression-based reconstruction method, which achieves real-time performance.
The whole post-processing reconstruction pipeline of BMFR is visualized in the Fig-
ure 3.8. The pipeline consist of three different main stages, which all are covered in
the subsections below.
The input to the BMFR post-processing pipeline is path traced frame and cor-
responding albedo, normal, and world position feature buffers. The target of this
work is real-time and, therefore, 1 spp path tracing is used. Also the path conﬁgura-
tion is chosen based on the real-time requirement. In every path after primary ray
there are only one secondary ray and two next event estimation rays one from each
intersection point. In other words, there are four rays per pixel and one of them,
the primary ray, can be computed with rasterization hardware. The method has
also been tested to work well with other spp counts and other path conﬁgurations.
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Figure 3.7 The pipeline of Blockwise Multi-order Feature Regression (BMFR) [P2]
However, best results would require adjusting some of the parameters like the used
feature buffers and the size of the blocks.
3.6.1 Pipeline
In the ﬁrst stage (denoted as I in the Figure 3.8), similarly to the previous work, the
effective spp count of 1 spp path tracing is increased with reprojection and temporal
accumulation. However, in BMFR temporal accumulation uses cumulative mov-
ing average before falling back to conventional exponential moving average when
a threshold weight of 10% of new frame data is met. The use of cumulative mov-
ing average, which weights every sample equally, removes artifacts due to correct
weighting of the ﬁrst samples after an occlusion. Falling back to exponential mov-
ing average, used by the previous work, allows adaption to temporal effects such as
lighting condition changes. The result of the stage I can be seen in Figure 3.8b.
The second stage of the BMFR pipeline (denoted as II in the Figure 3.8) does the
actual ﬁltering. Table 3.1 shows that the second stage is clearly the slowest stage of
the pipeline. There noise-free feature buffers are ﬁtted with least squares regression
to noisy input image in a blockwisemanner. The use ofmultiple orders of the feature
buffers improves the quality especially in the soft shadows.
Real-time performance of the regression is achievedwith stochastic regularization
which adds noise to the input buffers and therefore removes rank deﬁciencies cheaply
compared to traditional method of pivoting. Noise-free versions of the buffers are
used to construct the ﬁnal result instead of stochastically regularized versions of the
buffers. The use of original noise-free buffers makes sure that the stochastic regular-
ization noise does not leak into the results.
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(a) Demodulated noisy in-
put




(d) Reprojection and TAA
(Stage III)
Figure 3.8 The results of different BMFR pipeline stages. Here the camera is rotating leftwards. There-
fore, leftmost pixels can use only current frame data in the reprojections and TAA on stages I
and III.
Table 3.1 Average timings for different BMFR sample code kernels processing a 720p frame on AMD
Radeon Vega FE.
Stage Kernel Runtime
I Temporal accumulation 0.44 ms
II
QR & back substitution 1.55 ms
Weighted sum 0.12 ms
III
Temporal accumulation 0.23 ms
TAA 0.16 ms
Total 2.54 ms
Since after stochastic regularization there is no need to care about the rank deﬁ-
ciencies a relatively simple and fast regression method can be used. In this case the re-
gression is made fast with an augmented implementation of the QR-decomposition.
In the implementation, amatrix containing the noise-free buffersT1...TM as columns
is augmentedwith vector of noisy samples Z . In other words, Z is concatenated to be
the last column of thematrix. Then Q matrix is not needed and there is only require-
ment for computing the small R matrix which reduces memory bandwidth usage
signiﬁcantly. While R is computed, Q ×Z is in practice computed and back substi-
tution of R gives one solution to the regression. Like in fast inference of CNNs, also
in BMFR memory bandwidth usage is reduced even further by using half-precision
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Table 3.2 GPU runtimes of different reconstruction methods as reported in the original articles and lin-
early scaled for 720p frame size.
Method Timing Hardware
BMFR (OpenCL) [P2]
2.4 ms NVIDIA Titan X (Pascal)
2.5 ms AMD Radeon Vega FE
SVGF [Sch+17] 4.4 ms NVIDIA Titan X (Pascal)
Sparse Bilateral [Mar+17] 9.2 ms NVIDIA Titan X (Pascal)
Autoencoder [All+17] 55 ms NVIDIA Titan X (Pascal)
Guided Filter [BEM11] 94 ms NVIDIA GTX 285
Adaptive Manifolds [Bau+15] 260 ms NVIDIA GTX 780
Kernel Prediction [Bak+17] 5.3 s NVIDIA Quadro M6000
Kernel Splatting [Gha+19] 6.8 s NVIDIA Titan X (Pascal)
ﬂoating-point format in intermediate storage of the regression.
After weighted sum on each block the output image is noise free, but there are se-
vere block artifacts as can be seen in Figure 3.8c. These artifacts show the magnitude
of the error in the regression. The input to the BMFR is very noisy and, therefore,
the result will always contain some error. As can be seen in the ﬁgure there is more
error in the blocks that contain data from multiple distinct surfaces. The worst case
is that there are only a few pixels from another surface and their squared error is
insigniﬁcant compared to all other pixels. In that case, least squares regression can
make the whole block to follow the radiance of the main surface. However, a signif-
icant part of these artifacts is hidden in the next stage.
In the third stage (denoted as III in the Figure 3.8), the same reprojection which
is typically used for increasing the effective spp before ﬁltering, is used also after
ﬁltering. The reprojection combined with pseudo random jittering of the blocks
removes most of the block artifacts. However, in areas that were occluded on the
previous frame there is no history data and, therefore, block artifacts are left to the
frame shown to the user. These artifacts fade away quickly once there is some history
data from consecutive frames, which can be seen in left edge of Figure 3.8d. There
the blocks are less visible from right to left. Moreover, these blocks can be hidden
if the application can afford running the second stage twice with half block offset
on the second iteration. Finally, after the second reprojection step TAA [Kar14] is
applied because it improves the perceived visual quality.
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3.6.2 Results
The most important novelty of BMFR in comparison to the competing methods is
that it can achieve fast execution time. According to our measurements, it is almost
twice as fast as the closest competitor, SVGF. Table 3.2 reports the timings of differ-
ent reconstruction methods. The code used for the BMFR timings was developed on
AMD hardware using OpenCL. Therefore, Nvidia timings are likely not optimal.
The code is available in the supplementary material of [P2].
The resulting visual quality of BMFR can be compared to SVGF [Sch+17] in Fig-
ure 3.4. The scene in the ﬁgure represents one of the hardest cases for the algorithms
since there are different penumbra sizes in the shadows and there are no albedo de-
tails which typically hide small errors effectively.
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4 FOVEATED SAMPLE DISTRIBUTION
This chapter describes different kinds of foveated rendering systems relevant to the
contributions of this thesis. For a more comprehensive literature review on the
topic, see the article by M. Weier et al. [Wei+17]. Since path tracing has been out
of reach for real-time applications, to the best of Author’s knowledge there has been
no previous work (before [P3; P4; P5]) on foveated path tracing. Therefore, this
chapter introduces related work with other styles of rendering. The motivation is
to consider some pointers how they could be modiﬁed to support path tracing.
4.1 Cartesian Coordinate Space
Typical display devices have pixels that are ordered in a Cartesian grid. Therefore,
rendering systems, like rasterization, are designed for rendering samples in a grid
where the samples are distributed uniformly. Naturally it is a good idea to utilize
these well-optimized rendering systems and build the foveated rendering pipeline so
that it uses as many uniformly distributed samples as possible.
4.1.1 Multiple Resolutions
One common way of foveated rendering with rasterization is to render the frame
with multiple resolutions [Gue+12; LW90; Pat+16; Wat+97]. The principal idea
is to render only a small rectangle around the gaze point with the display’s maxi-
mum resolution. Then the rest of the screen is rendered with coarser pixels, in other
words, using just a small resolution. The small resolution image is mapped to dis-
play pixels with, for example, bilinear sampling. The boundary between the two
different renderings can be hard to perceive in the periphery [HMT18] and it can
be well hidden by using an overlap and blending. For following eye resolution more
accurately, the system can render three different images. An example of this kind of
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Figure 4.1 An example image of how multiple resolution foveated rendering can be done. The left side
shows the relative sizes of the three renderings and how the frame is constructed. The right
side visualizes the sample coverage by using nearest neighbor interpolation in upsampling
the lower quality renderings.
rendering can be seen in Figure 4.1. Using this method, rendering may be up to ﬁve
times faster than full resolution rendering [Gue+12]. There is also display hardware
which has physical multiple resolution foveation [Kim+19; Var18].
4.1.2 Variable Rate Shading
The recent addition of VRS to GPU hardware makes implementing multiple reso-
lution foveated rendering easier [Bho18; Sal+17]. The system does not have to run
multiple complete GPU passes in order to get multiple different resolutions ren-
dered and ﬁnally blended with VRS. Instead, the desired sampling rate can be set
to every tile of the frame before the rendering pass and then the rendering of the
frame can be done in one pass [Har19]. However, there is no possibility to linearly
blend between two sampling rates. Therefore, at the time of writing it is uncertain
if the boundaries are going to be visible with drastic changes of shading rate between
neighboring tiles. If the maximum rate of change is limited it reduces the possible
gain of foveated rendering optimization.
40
4.1.3 Linear Fall-Off
A similar sample distribution as the multiple resolution distribution may also be
used with ray-traced methods [LW90; Wei+16; Wei+18a]. Since ray tracing could
use also other distributions this distribution is typically called linear fall-off. One
way to implement it is to start the recursive ray tracing process for every display
pixel. Then some of the rays are killed based on predeﬁned probabilities. For ex-
ample, one can use 100% of sampled pixels at fovea, 20% at periphery and linear
blending of probabilities in between. In general form, this sampling probability as a




1 0≤ e ≤ fl
1−Pp
fl−pl (e − fl )+ 1 fl < e ≤ pl
Pp pl < e
, (4.1)
where fl is the fovea limit, pl is the periphery limit, and Pp is the periphery probabil-
ity of path staying alive. In a typical implementation, probability 1 means one spp.
However, nothing prevents the use of more than one spp. The sample distribution
of this kind of probabilities is visualized in Figure 4.2a.
One drawback of linear fall-off is that some post-processing techniques, like de-
noising, require a full resolution G-buffer. In this case, one can ﬁrst rasterize the
G-buffer and use the probabilities for deciding if the path should continue recur-
sively or not. It would also be possible to build hardware level support for this by
decoupling shading and visibility [Vai+14]. The probabilities can also be modiﬁed
based on the G-buffer data. For instance, better quality foveation can be achieved
if more complicated shading is used in pixels which represent edges in the 3D scene
[Ste+16].
4.2 Other Coordinate Spaces
In the recent years rendering in other screen coordinate spaces than Cartesian space
have gained more interest [FRS19; Men+18]. One reason for the interest is that
general purpose computing is currently fast enough for real-time applications, which
allows other rendering methods than just hardware accelerated rasterization. For
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(a) Linear Fall-Off (b) Log-Polar [Men+18]
(c) Visual Acuity
Figure 4.2 Sample distributions of different foveated path tracing methods. Higher and at the same
time brighter vertexes mean more samples. The fovea is always at the center of the highest
sampling.
instance, in ray tracing the screen space sample locations can be decided freely. In
contrast, using other coordinate spaces with rasterization requires, for example, ﬁrst
rasterizing the G-buffer in Cartesian space [Men+18] or tessellation. Then, the G-
buffer data is mapped to the other coordinate space for deferred shading and ﬁnally
the shaded results aremapped back to theCartesian screen space pixels. Evenwith all
this mapping, the other coordinate space can be beneﬁcial since shading is typically
the most expensive operation and the coordinate spaces being used are designed so
that they reduce work signiﬁcantly.
4.2.1 Polar-Space
One simple way to render more samples at the gaze point is to shade a uniform grid
of samples in polar coordinates [Men+18]. Speciﬁcally, to render a 2D frame, where
one coordinate is the distance ρ from the gaze point and the other coordinate is the
angle φ around the gaze point.
The problem is that the distribution is not close to the visual acuity function.
Speciﬁcally, there are as many samples as the maximum of pixels in the angle coor-
dinate which has a property of ρ = 0. With a typical resolution, this means that
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there are approximately a thousand samples at the gaze point. A huge sample count
in just one pixel is wasteful because the fovea is bigger and, therefore, the user is
also seeing worse quality rendering. In addition, there is always some error in eye-
tracking systems. For instance, the error can be approximately one eccentricity de-
gree [Wei+18b].
When moving away from the gaze point, the count of samples radically decreases.





which is visualized with its solid of revolution in Figure 4.2b. Note that here the
maximum spp is max(φ), which is measured in pixels in the Polar-Space frame. In
other words the height of the Polar-Space frame if angle coordinate φ is on vertical
axis.
The distribution can be improved by using a nonlinear ρ axis. One way is to take
the natural logarithm of the ρ coordinate [Men+18]. Another approach is to use
a more complicated function to map the distribution to the visual acuity function
[P5].
4.2.2 Visual Acuity Function
In some foveated ray tracing work the sample distribution follows the visual acuity
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449.4
(0.3e+1)2 e > 5.79
, (4.3)
where e is the eccentricity angle and V (e) is the visual acuity in cycles per degree
[Red97]. In other words, the maximum number of times the image can change from
completely white to black. Using Equation 4.3 for path tracing sampling with a
contemporary display device requires taking the minimum of the equation and the
highest number cycles per degree the used device is capable of displaying. By using
Equation 4.3 for guiding the sampling, the samples are used exactly where they are
needed and the gain from the foveation can be greater, assuming that the eye tracking
system is good enough. In case of poor eye tracking accuracy, the fovea area can be
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made bigger to allow room for some error.
This kind of more complicated sample distribution like the visual acuity func-
tion can be achieved, for example, with precomputed sample locations [Sie+19] or
by computing pseudorandom sample locations with the wanted distribution [P3;
P4]. Both techniques have drawbacks. It is hard to move the precomputed sam-
ple locations so that they would contribute well to such temporal effects as TAA or
progressive path tracing. On the other hand, completely random locations break
the coherence of the ray traversal. Both problems are avoided if Polar-Space sample
distribution is modiﬁed to follow visual acuity function like in Visual-Polar space
[P5].
4.2.3 Combining Visual Acuity Function with Content Features
Even more sampling can be reduced if the sample location decision takes the content
into account. For instance, on top of foveation M. Stengel et al. [Ste+16] determine
which samples to shade based on silhouettes, object saliency and specular highlights.
However, the decision process requires full resolution G-buffer. Then pull-push al-
gorithm is used to ﬁll data into in-between fragments. Similar sampling decision
strategies can also be used with light ﬁeld data [Sun+17]. Another approach makes
the shading decisions with bigger granularity by using a low-resolution estimation
of the frame [Tur+19]. The problem is that all the rendering passes must be doubled
so that the low-resolution estimation can be initially generated.
Even though these methods can save 50-75% of sampling, all the extra steps com-
bined with the sparse shading or compaction are not optimal. Therefore, the actual
savings in the total timings are more modest or even negligible, at least in the case of
simple fragment shaders.
4.3 Efﬁcient Sample Distribution Implementations
For performance reasons, it is important to preserve the coherence of the primary
rays and avoid sparse shading, in other words, ﬁll all SIMT/SIMD lanes with mean-
ingful work without the extra step of packing. This section describes two different
ways that fulﬁll these requirements while still achieving the visual acuity function
distribution of the samples.
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One way to achieve visual acuity distributions is to stretch the grid of uniform
sampling so that the area around the gaze point is magniﬁed [FRS19]. The area near
the gaze point gets more samples and peripheral areas get fewer samples compared
to the original uniform sampling. A magniﬁcation function is needed for the sample
distribution and its inverse is needed for mapping the samples back to the screen
space.
Magniﬁcation can also be done with rasterization in a vertex shader. The new lo-
cation of each vertex is decided with the magniﬁcation function based on the vertex’s
screen space location. However, this produces bent edges in the ﬁnal screen space
frame. Therefore, the primitive size should be kept small, which hides the bending
effect. The size can be modiﬁed at run time either by selecting smaller LOD levels
[Lue+03] or by splitting the primitive with a tessellation shader.
The beneﬁts of magniﬁcation include preserving the coherence of the primary
rays and ﬁlling all the SIMT/SIMD lines. The main drawback of magniﬁcation is
that, like with polar spaces, when used with a rectangular grid of samples, some of
them go outside of the screen area.
4.4 Mapping Other Spaces Back to Cartesian Space
When other coordinate spaces are mapped to screen space Cartesian pixels, both
pixel miniﬁcation and magniﬁcation are needed. In the fovea, multiple samples are
mapped to one screen space pixel. On the other hand, in the periphery, one sample
covers a bigger area than one screen space pixel. In consequence, mapping without
artifacts requires both computing averages of multiple samples and ﬁlling areas be-
tween the samples.
4.4.1 Predeﬁned Sampling Locations and k-Nearest Neighbor
One idea is to use predeﬁned sample locations and store a lookup table where every
pixel can fetch the addresses of its k-Nearest Neighbor (k-NN) samples [FH14]. The
problem is that in the fovea, the maximum spp is limited by k. Also, the predeﬁned
sample map and the lookup table must be large enough to cover the screen area even
if the user is looking at a corner of the screen. Predeﬁned locations also lead to
varying total sample budget based on the gaze point. The biggest sample budget is
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required when the user looks at the very center of the screen.
4.4.2 Interpolation with Rasterization Hardware
Another option for mapping the predeﬁned sample locations to screen space is to
use rasterization hardware [Sie+19]. The idea is that every sample is a vertex in a
mesh of triangles. When the triangles are rendered, the rasterization hardware can
be used to automatically linearly interpolate between the samples in the periphery. If
some anti-aliasing technique which computes multiple shading samples is used, this
technique also supports averaging samples in the fovea. However, the maximum spp
is limited by the anti-aliasing technique being used and it is complicated to gener-
ate a sample location map that perfectly matches the anti-aliasing sampling pattern.
An interesting opportunity here would use variable rate shading when mapping the
samples to screen space.
The triangle mesh can be generated, for example, with the Delaunay triangula-
tion technique [Del34]. Its timings are in the order of seconds and therefore this
technique can only be used with predeﬁned sample locations [Cao+14; QCT12].
4.4.3 Push-Pull Technique
Dynamic sample locations can be supported for example with the push-pull tech-
nique [Gor+96]. Push-pull ﬁrst maps the samples to the screen space image and
marks pixels without samples. Then it generates an image pyramid by averaging
every 2× 2 window in the previous layer. The average is only computed from the
available samples and if there are no samples at all in a window, the average is also
marked to not be a sample. Once the whole pyramid is constructed it is processed
from the smallest image to the largest image and every missing sample is set to be the
average color which can be found from the smaller pyramid level. In the author’s
experience the timing of push-pull for one megapixel is in the order of 0.1 millisec-
ond.
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4.4.4 Sampling Mipmaps in Backwards Projection
3D model texturing typically uses trilinear ﬁltering when both miniﬁcations and
magniﬁcations are needed [Ake+18, pp. 183-189]. The idea is to generate an image
pyramid called a mipmap where every smaller level is an image where every pixel is
an average of a 2×2 window from the bigger image. The difference to the push-pull
algorithm is that this pyramid is done in the foveated sample distribution space and
in push-pull the pyramid is done in screen space. Then the ﬁnal color is decided by
bilinear sampling from two pyramid levels and blending them based on the wanted
sample size.
If the shape of the wanted sample is not a square, a more complicated sampling
of anisotropic sampling can be used. The idea is to either take multiple samples from
the original mipmaps or to generate mipmaps that are averages on only one of the
two axes. These allow approximating other quad shapes than squares.
Trilinear and anisotropic sampling can be used to map foveated sampling space
images to screen space [FRS19; Men+18]. That way both the fovea gets averaged
samples and the periphery gets linear blending between the samples. RenderingAPIs
have function calls for generating mipmaps. Therefore, driver manufacturers have
implemented very fast mipmap generation routines.
4.5 Improving the Quality with Post-Processing
Undersampling in the periphery of foveated rendering causes different kinds of spa-
tial and temporal aliasing artifacts. Temporal artifacts are especially problematic in
the periphery. One simple way to reduce them is to use a basic gaussian blur after
mapping the frame to the screen space [P5]. Another idea for silencing temporal
problems is to combine TAA with the upsampling to screen space [Gue+12]. How-
ever, the reduced contrast causes tunnel effect and therefore results are improved if
contrast is added to the blurred areas [Pat+16]. In this case, magniﬁed temporal
ﬂickering is silenced with a special version of TAA which has better outlier han-
dling by computing the variance of the current frame neighborhood color instead of
minimum and maximum.
A more complicated post-processing ﬁltering can be used for improving the qual-
ity of the rendering at the same time. For instance, a post-processing depth of ﬁeld
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(a) Uniform 360◦ sampling (b) Uniform sampling on the view-
port area
(c) Foveated sampling according
to visual acuity
Figure 4.3 Previewing ofﬂine rendering of a 360◦ path-traced image with different methods. In every
subﬁgure the top ﬁgure is the whole 360◦ image, the left bottom ﬁgure is the view-port of
HMD device, and the right bottom ﬁgure is magniﬁcation of the user’s gaze point.
effect can be part of the foveation [Wei+18a]. Depth of ﬁeld estimation requires
more accuracy from the eye-tracking system because the focus distance of the eyes
must be accurately estimated even when the user is looking at the edges of the ob-
jects.
4.6 Thesis Contributions
The foveated rendering related contributions of this thesis can be divided into two
categories. First, research is conducted on previewing ofﬂine path tracing where the
results are not denoised [P3; P4]. Then, after emergence of real-time path tracing
reconstruction algorithms they are used with foveated rendering in [P5]. This work
concentrates on distributing the samples so that path tracing and reconstruction of
noise-free estimate can be done efﬁciently.
4.6.1 Foveated Preview
In [P3; P4] previewing ofﬂine path tracing renderings with foveated sample distribu-
tion is proposed. The system distributes the samples according to the visual acuity
function. In this use case it is not necessary that the noise is removed before the
frame is shown to the user. In the user study the participants reported that in the







Path Tracing To HMD
Reprojection
Figure 4.4 An example of a path tracing and denoising rendering pipeline using Visual-Polar [P5]
neously. Measured timings state that foveated sampling using visual acuity function
is approximately three times faster compared to uniform sampling in the view-port
area. In addition, foveated sampling is approximately nine times faster when com-
pared to uniform sampling of 360◦ image. Comparison of different rendering meth-
ods after two seconds of rendering can be seen in Figure 4.3.
4.6.2 Visual-Polar Space
TheVisual-Polar space [P5] is a combination of Polar-Space [Men+18] and sampling
patterns that follow the visual acuity function [P3; P4]. The principal idea is that the
ρ axis of the Polar-Space is scaled so that the sampling distribution is transformed to
follow the visual acuity function in the periphery. In addition, a triangle shaped area
is cut in the fovea to make the sample distribution uniform in the whole fovea area.
Without the cutting there would be thousands of samples in one pixel at the center
of the fovea. The cutting can be seen in Figure 4.4 which also shows an example
pipeline of path tracing rendering in Visual-Polar space. The sample distribution of
the Visual-Polar space can be seen in Figure 4.2c.
A key beneﬁt of the Visual-Polar space is that primary rays are coherent and ev-
ery SIMD/SIMT lane is doing meaningful work already without an extra step of
compaction. Additional beneﬁt is that the sample location jittering can be done in
the Visual-Polar space allowing TAA.
Reconstruction of a noise-free image from the path-traced samples can be done
directly in the Visual-Polar space. Typical real-time reconstructions ﬁlters like A-
SVGF [SPD18], BMFR [P2] and SVGF [Sch+17] all work with Visual-Polar space.
Reconstruction in Visual-Polar space requires only minor changes to the reconstruc-
tion algorithm. For instance, the out of bounds accesses must be wrapped around
the φ axis. On the ρ axis at the fovea side, the out of bounds accesses could be han-








(d) Magniﬁed image in screen
space
Figure 4.5 A visualization of samples outside screen space (lighter purple) when the user looks at the
center of the screen. The screen area is visualized with a darker shade of purple.
the φ value. However, just clamping to edge works well. Temporal reprojection ac-
cesses also need to take the Visual-Polar space into account. One way is to compute
the Cartesian screen space location from the 3D world position, just like the original
reconstruction algorithm did, and then map the value to the Visual-Polar space.
An interesting property of the Visual-Polar space is that it by its design adjusts the
sampling area size of the reconstruction so that it matches the human visual system.
The reconstruction is accessing the same number of samples in every part of the
screen, but in fovea those samples map to a smaller screen space area.
In [P5] the last step of the pipeline is just a basic blur at the periphery. How-
ever, more complicated analytical ﬁlter or machine learning based solution which
removes temporal artifacts more efﬁciently could also be used. In other words,
Visual-Polar space can be used as a building block of a more complicated foveated
rendering pipeline.
When comparing the use of magniﬁcation [FRS19] to the Visual-Polar space,
there a few key differences. Firstly, there is a discontinuity on the φ axis in Visual-
Polar space, which makes its use more complicated. Secondly, due to the polar coor-
dinate space, the artifacts which the reconstruction algorithms generate are circular
around the fovea in the Visual-Polar space. This has not been proved with a user
study, but a hypothesis is that circular artifacts around the fovea are less disturbing
to the user. Both methods have samples which go outside the screen area, which are
visualized in Figure 4.5. How much the excessive samples and their location affect
the timings of the path tracer and denoiser depends on their implementations.
When mapping Visual-Polar space frames to screen space there is no need to gen-
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erate regular mipmap pyramid and use anisotropic ﬁltering with it like in [FRS19;
Men+18]. It is enough to generate the mipmaps over theφ axis, because ρ scaling is





High requirements for latency, resolution, and visual quality are drivers in the search
for new rendering optimization strategies which could allow orders of magnitude
better real-time rendering. Due to the rising number of HMDs with wide ﬁeld of
view, foveated rendering is considered to be one such optimization strategy. In order
to obtain a good visual quality, one can turn into rendering techniques such as path
tracing which are used in the movie industry for achieving rendering results that are
indistinguishable from real camera footage [God14].
Low sample rate path tracing has recently been made fast enough for real-time
applications. Firstly, dedicated ray tracing hardware [Kil+18] has made the avail-
able ray per pixel budget barely high enough to achieve a basic, but very noisy,
path-traced estimate of a simulated camera view. Secondly, today there are multi-
ple methods which can reconstruct noise-free frames from these approximations in
real time [HA19; P2; Sch+17]. However, there is still major room for improve-
ment in the real-time reconstruction of path tracing. All of the fast-enough methods
contain some kind of quality issues: typical SVGF implementations show À Trous
ﬁlter style artifacts [Bar18], sheared ﬁltering can handle only one light at the time
[HA19, p. 314], and BMFR shows its blockwise nature in occlusions and difﬁcult
soft shadow cases [P2]. Moreover, none of the methods can work without extensive
use of history data. Gradient estimation [SPD18] removes this problem to some
extent, but only if most of the pixels can use history data.
Current state-of-the-art machine learning based approaches are too slow for real-
time [Gha+19; Vog+18]. Another problem is that the output is not temporally sta-
ble [All+17]. This could be improved by adding an extra reprojection step [SPD18],
but changes in the illumination make the network fall back to temporally unstable
single frame quality.
Path tracing has been too slow for real-time applications and there is no point of
doing foveated rendering off-line since it would require predicting the user’s possi-
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ble points of interests. Therefore, most of the related work on foveated rendering
has been rasterization-based. Moreover, due to the restrictions in the rasterization
hardware, a typical approach has been to render multiple different resolution im-
ages with different FOV [Gue+12]. Similar sample distribution can be used in ray
tracing-based techniques [LW90; Wei+16; Wei+18a], but since ray tracing allows
ﬂexible sampling in screen space, it is reasonable to use sampling patterns which
more accurately model the human visual acuity.
One problemwith simple implementations ofmore complex sample distribution
in ray-traced foveation is that the coherence of primary rays and shadow rays of the
ﬁrst bounce are not preserved. Another problem is that some of the SIMD/SIMT
lanes are not ﬁlled with meaningful work. Both problems diminish the possible
beneﬁts of foveation. Proposed solutions to these problems include using modiﬁed
polar space [P5] or magniﬁcation of Cartesian space [FRS19].
5.1 Main Results
This thesis proposes novel techniques required for building an end-to-end foveated
path tracing system. Firstly, estimate that the possible gain of foveated optimization
is at maximum 95% is computed [P1]. This outlines the absolute maximum for the
computational beneﬁts available.
Secondly, to address the need for a real-time path tracing reconstruction method,
a new path tracing reconstruction method called Blockwise Multi-Order Feature Re-
gression (BMFR) is proposed [P2]. The method is the ﬁrst regression-based path
tracing reconstruction method that achieves real-time frame rates. Other real-time
methods, also published after the start of this thesis project, are based on fast approx-
imations of bilateral ﬁlter [Mar+17; Sch+17]. Moving to regression-based methods
is a natural next step since they were dominating the ofﬂine reconstruction before
machine learning-based methods. BMFR produces some artifacts in difﬁcult soft
shadow cases and in occlusions where it cannot use reprojected previous frame data.
Therefore, it is not yet a perfect candidate, without any modiﬁcation, for use with
gradient estimation [SPD18]. However, the main motivation for using BMFR is its
fast runtime with a reasonable quality.
Then, a method for previewing path-traced content in VR is introduced [P3; P4].
In this work the results are left noisy. However, thanks to gaze contingent path
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tracingwith visual acuity-based sample distribution the participants to the user study
reported that the rendering converges instantly. Therefore, this method could be
used to make a 3D-artist’s workﬂow faster which in turn improves ofﬂine rendering
quality.
Finally, the work in [P2; P3; P4] is put together with inspiration from [Men+18]
in the form of a novel Visual-Polar space [P5]. The main idea is to develop a method
to distribute the path tracing samples so that primary rays are coherent and all
SIMD/ SIMT lanes are full of meaning full work which improves the utilization
of the hardware. A further novelty is that, the path tracing reconstruction can be
done directly in the Visual-Polar space which has a lower resolution and therefore
also reduces the computing power required for reconstruction. The use of polar co-
ordinates introduces discontinuity, which does not produce any additional artifacts,
but it complicates the implementation. One beneﬁt of the Visual-Polar space is that
the artifacts produced by the reconstruction ﬁlters are circular around the fovea.
Visual-Polar space shows one way of reducing the resolution in the periphery and it
can be used as a building block of other foveated rendering systems which use more
sophisticated ﬁlters or even machine learning for mapping the image to the screen
space.
5.2 Future Work
At the time of this writing the ﬁrst generation of ray traversal hardware has been
released by one graphics processor manufacturer and other manufacturers are going
to release their hardware in the near future. It is possible that ray traversal hardware
follows the same path as rasterization hardware. In that case, we will see a couple of
generations of faster dedicated ray traversal hardware units. After that ray traversal
could be part of general-purpose computing units like proposed in [Kos+16]. So, it
would be interesting to research more small modiﬁcations to general-purpose hard-
ware, like proposed in [Kee14], which could make ray traversal almost equally fast
compared to dedicated hardware.
It is likely that the real-time reconstruction will follow the same path that ofﬂine
reconstruction has been following. Currently the research is focused on minor im-
provements to the À Trous ﬁltering. It is possible that there will be some research
on better and faster regression-based methods, like the one presented in this thesis
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[P2], before there is sufﬁciently fast neural network hardware within consumer-level
devices to allow full-scale use of machine-learning reconstruction algorithms in real
time.
Thanks to variable rate shading, there will likely be no new foveated rendering
publications on multi-resolution foveation. Most likely, in the future, the control
of VRS will be improved and the shading rate can be adjusted more precisely. More
freedom within rasterization-based techniques will also help ray tracing based tech-
niques as then the G-buffer can be generated more freely. However, this likely does
not allow complete reduced resolution for path tracing reconstruction like Visual-
Polar space [P5].
In the future, we are likely going to see some interesting methods that use deep
learning for improving the foveation quality [Kap+19]. To the best of the author’s
knowledge this is going to be the ﬁrst machine learning based method for recon-
structing foveated frames. The idea is that the network generates temporally stable
details in between the samples so that they are not distracting in the peripheral vision
of the user. Currently the results seem promising. However, the execution time of
the inference is still the problem. The paper reports 9 ms inference on a cluster of 4×
high-end GPUs. Therefore, likely the next step is to make a signiﬁcantly faster ver-
sion of the network. This kind of fast network could be combined with the efﬁcient
path tracing and reconstruction of Visual-Polar space [LKJ20].
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Abstract. Virtual Reality (VR) places demanding requirements on the
rendering pipeline: the rendering is stereoscopic and the refresh rate
should be as high as 95Hz to make VR immersive. One promising tech-
nique for making the ﬁnal push to meet these requirements is foveated
rendering, where the rendering eﬀort is prioritized on the areas where the
user’s gaze lies. This requires rapid adjustment of level of detail based
on screen space coordinates. Path tracing allows this kind of changes
without much extra work. However, real-time path tracing is fairly new
concept. This paper is a literature review of techniques related to opti-
mizing path tracing with foveated rendering. In addition, we provide a
theoretical estimation of performance gains available and calculate that
94% of the paths could be omitted. For this reason we predict that path
tracing can soon meet the demanding rendering requirements of VR.
1 Introduction
Not long ago it was uncommon to own a smartphone. Nowadays everyone is
accessing the web wirelessly from all over the world, ﬁnding places on their
vacation trips without carrying maps and connecting to their relatives with video
calls. All this is done with the help of mobile devices. Virtual Reality (VR) and
Augmented Reality (AR), in other words, applications that create non-existing
3D worlds and applications that lay extra content on top of the real world, are
starting to introduce societal changes of similar scale.
VR and AR devices require refresh rates as high as 95Hz and maximum
latency of 20ms from user action to last photons, caused by the action, to be
sent from displays [1]. When these requirements are met, users have reported to
experience immersion, that is, the feeling of being present in another world. Con-
sequently, rendering hardware and software will have to see major improvements
to keep up with these requirements.
In this paper, we present a literature review on foveated path tracing, a
promising technique which exploits eye tracking to reduce the computational
cost of rendering. We also present a theoretical estimate of beneﬁts available on
contemporary and future VR devices. We start by brieﬂy covering path tracing
and ﬁelds that are most essentially connected to foveated rendering in Sect. 2.
Then we explain foveated rendering in Sect. 3. We conduct the theoretical per-
formance gain estimation in Sect. 4 and conclude the paper in Sect. 5.
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Path tracing is a rendering method often used for oﬄine, photorealistic render-
ing. In practice, basic forward path tracing renders images by shooting virtual
photons from the camera into the scene, which then rebound at random from
scene objects until they hit a light source. At each rebound, the light sample is
weighed by the Bidirectional Reﬂectance Distribution Function (BRDF) of the
surface material. Typically many such samples are taken per pixel and averaged
before the image reaches good quality: as a Monte Carlo method, path tracing
has square root convergence. Path tracing naturally models visual eﬀects such as
diﬀuse lighting, reﬂections, refractions, shadows, focal blur and caustics, which
are approximated with special techniques in rasterization-based rendering.
A single sample in path tracing consist of tracing multiple rays in the scene.
For this reason, path tracing can be made faster with two diﬀerent main strate-
gies: ﬁrstly, ray traversal can be sped up, or secondly, the amount of rays can be
reduced. Ray traversal typically means ﬁnding out closest intersection of a sin-
gle ray and the 3D geometry of the scene. There have been major leaps forward
with the ray traversal thanks to improved algorithm design to exploit parallel
hardware resources [2–4] and thanks to algorithmic improvements [5–7]. These
improvements have paved the road for the real-time ray tracing frameworks [8–
10]. However, these frameworks still require high-end desktop hardware to reach
real-time frame rates. In 2013 it was estimated that 8 to 16 times more compu-
tation power is needed to enable path traced games [11].
In addition to improving ray traversal throughput, there is a large literature
on reducing the number of rays needed for acceptable image quality. In rough
terms, importance sampling and adaptive sampling techniques aim to select the
traversed rays eﬃciently, while reconstruction ﬁlters out noise after rendering.
There is a recent survey of related techniques by Zwichker et al. [12]. The number
of rays can also be reduced with foveated rendering, which focuses the main
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rendering eﬀort around the user’s gaze, measured using eye tracking equipment.
In fact, the main and the only user for virtually all rendering tasks is the human
eye [13] and that is why it is important to know how human eyes work.
2.2 Human Eye
The human eye is a complex system. In simpliﬁed terms, it consists of two main
components: the image formation system and the photoreceptor mosaic. This
structure is visible in Fig. 2. Photons travel through the image formation system
to the photoreceptor mosaic, which sends the measured light data to the brain
via the optic nerve [14].
The image formation system, like all optical systems, is not perfect, which
means that the image will be somewhat blurred [14]. However, the system sat-
isﬁes homogeneity and superposition, consequently, a linear system can be con-
structed which maps the input light density into the image projected on the
photoreceptor mosaic. Thanks to this property there are accurate models of
human eyes [13]. Moreover, the linearity means that there are no ﬂaws, like
inaccuracies, in the optical system, which could be used to optimize rendering.
Fig. 4. Example of (rod) and (cone)
density as a function of the angle to
the center of the fovea
Fig. 5. A slice of the (Contrast sen-
sitivity function), which models how
much details an eye is able to resolve
On the other hand, the photoreceptor mosaic consists of more than 100 mil-
lion light sensitive cells [14]. There are two types of cells: color sensitive cones and
luminance sensitive rods. Cones require brighter lighting conditions to function.
In contrast, rods stop working at bright lighting conditions.
The center of the human photoreceptor mosaic contains only color sensitive
cones. This area is called fovea [14] and its size is around ten degrees. The lack
of rods means that dim light sources can only be seen when viewer is not looking
directly at them.More importantly, in the areas where the viewer’s gaze is not ﬁxed
there are only few cones. Consequently, edges of the vision sense mostly changes in
the brightness andmainly at dim lighting conditions. The distribution of the cones
and rods can be seen in Fig. 4. The point where the optic nerve is attached to is
called the blind spot, because there are no photo receptor cells in that area.
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The amount of details the human eye is able to detect at certain point relative
to gaze direction can be estimated with Contrast Sensitivity Function (CSF)
visible in Fig. 5. The function has been deduced from measurements of human
eyes and it is tested in user studies. It is a kind of worst case estimate for the
use in computer graphics, meaning that it estimates the maximum amount of
details most people are able to see [15].
Photons of a computer generated images are sent to the human eyes with
various types of display devices. Conventional displays may have multiple users,
making it diﬃcult to take advantage of characteristics of a single human eye.
However, there is a sub-class of displays called head-mounted displays, where
each display has only one user.
2.3 Head-Mounted Displays
The idea of Head-Mounted Displays (HMD) is to have displays aﬃxed to the
head of the user. By tracking the head motion and rendering so that the virtual
camera moves correspondingly, HMDs can produce a sense of immersion in a
virtual world. Therefore, HMDs are typically used with VR and AR applications.
An important property of a HMD is its Field Of View (FOV), which measures
how much area of the sight of the user they cover [16]. The HMD’s FOV is not
to be mixed with a human’s FOV, which tells how great angle human is able to
see without rotating his/her head. A typical FOV varies from person to another,
but usually it is around 160◦ on horizontal and 135◦ on vertical axis. Increasing
the FOV of an HMD device enhances immersion, but might cause more motion
sickness [17]. Usually immersion begins when the FOV of the HMD is around
80◦ and deepens rapidly when the FOV is increased [1].
2.4 Eye Tracking
Eye tracking is the task of measuring what the user is currently looking at. The
task can be divided into two subtasks: how to measure which direction the gaze
of the user is pointing at and how to interpret the direction samples.
There are multiple ways to measure the direction of the user’s gaze [18]. Typ-
ically there is some kind of a camera taking pictures of the eye. The camera may
be, for example, an infrared camera combined with a bright infrared light [19].
Signal processing is used to determine which pixels correspond to diﬀerent parts
of the eye, e.g. the pupil, the iris and the sclera. What part of the eye is actually
used in tracking depends on the camera conﬁguration used [18]. All that is left
to do is to map the tracked part’s coordinates in the captured images to screen
space locations on the display the user is looking at.
Coordinates in the image can be mapped to screen locations by calibrating
the system at the beginning of eye tracking [18]. The user can be asked to
look at diﬀerent locations on the screen, and the screen space coordinates are
connected to the tracking results. Another option is to accurately measure the
position of the eye relative to the camera and calculate the calibration results.
The main diﬃculty with calibrations is that they can gradually lose accuracy. For
example, if a head mounted eye tracking device changes its relative orientation
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to the user’s head, this causes drifting in the tracking results. One solution is to
track the relative position of the device on the head. Another is to use multiple
diﬀerent eye tracking methods from diﬀerent angles. When the calibration is in
place, the device is able to obtain accurate estimate of gaze coordinates on the
screen space. This raises the problem of interpreting the coordinates.
The other subtask of eye tracking is interpreting the gaze coordinate data.
Often the application wants to know so called ﬁxation points of human sight,
which are the points where sight pauses to look at informative regions of interest.
Rapid movements between ﬁxations are called saccades. The distinction between
ﬁxations and saccades is important, because only little or no visual processing
is done by the brain during saccades [20,21].
One of the easiest ways to classify tracking data to ﬁxations and saccades is
based on the velocity [20]. However, this is very vulnerable to noise in the data
and the selection of parameters can change the ﬁxation points completely [22].
The problem of noise can be overcome by looking at a window of tracking samples
at once or using ﬁltering such as Kalman ﬁlter [23].
Eye tracking enables interesting optimizations for real-time rendering tasks
because rendering can concentrate on the area where the user is looking at. Some
sources refer to this as gaze-directed or gaze-contingent rendering [21,24–26], but
nowadays foveated rendering [1,27–29] seems to be more commonly used.
3 Foveated Rendering
Foveated rendering means that only those details are rendered which the user is
actually looking at, based on eye tracking data. There is a large body of work
in optimizing rasterized rendering based on gaze-direction. In contrast, foveated
path tracing has not gained as much interest, maybe because path tracing, at
the time of the writing, has not been widely used in real-time applications.
3.1 Rasterized Foveated Rendering
One approach for adding foveated rendering to an existing rendering pipeline
is use the gaze direction as an input to complex fragment shaders. The shader
code can then run a simpliﬁed version, if it realises that the user is not looking
at the current target pixel. For example, fragment shading for the uninterest-
ing parts can be done with fewer ambient occlusion samples [26,30]. This tech-
nique increases divergence in the shader code, but neighbouring pixels are always
almost as far from the gaze point, so they usually follow the same code paths.
Signiﬁcant performance gain can be achieved if the whole rendering pipeline
is designed around the estimate on how much detail the eye sees in diﬀerent
angles to the gaze point, that is the CSF function. The gaze direction can be
given as an input to the Level of Detail (LoD) algorithms [21]. The idea of LoD
is to replace distant geometry with a simpliﬁed version that has fewer triangles.
In an extreme case, a distant model with thousands of triangles might take up
only a few on-screen pixels. The basic idea is straightforward, but there is a large
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literature on techniques to make the transition between levels of detail seamless
and avoid visual artifacts. In CSF based LoD, the level of detail is based on eye-
tracking data in addition to distance. This requires having multiple versions of
each model in memory, rather than changing the model only once when distance
to the object changes. Moreover, changing a model that covers great portion of
the display area often causes ﬂickering [31].
Another idea is to reduce the amount of samples in the screen space. In
theory, perfect results could be achieved by sampling the 3D world according to
the CSF. However, such resampling is diﬃcult to map to a rasterization pipeline.
Guenter et al. [27] render sections of the image at multiple resolutions. A ﬁnal
rendering pass blends the sections into a foveated image. This approach has the
drawback that sections need to overlap. In addition, vertex and geometry shaders
are re-run for each section, but the savings in rasterized and shaded pixels are
enough to improve performance by a factor of 5–6.
Along with the gaze direction, also the gaze speed should be used as an input
to the detail reduction algorithm. In an extreme case, Ohshima et al. [21] are
not updating the image at all during saccades. A more commonly used idea is
to reduce the quality more dramatically when the eye is moving [15,27,31].
Foveated rendering can achieve signiﬁcant speedups. Guenter et al. [27]
reported that a 100x speedup is possible with a FOV of 70%. Moreover, they
state that increasing the display’s FOV, which usually has a quadratic eﬀect on
rendering requirements, has a linear eﬀect on foveated rendering, because the
added extra display area is only adding an even lower level of quality rendering.
In summary, there are still two major diﬃculties with rasterization and
foveated rendering: Firstly, it is hard to sample according to the CSF in screen
space. Secondly, changing LoD based on gaze direction causes quick model
changes all the time and, therefore, requires having multiple levels of details
versions of the same model in memory.
3.2 Foveated Path Tracing
In contrast to ﬁxed resolution of rasterization, in path tracing, rays are sent from
screen locations. It is straightforward to distribute these rays according to the
CSF. This optimization is one idea of making path tracing faster by reducing
the total ray count.
There are already a few publications of techniques for foveated ray tracing.
Murphy et al. [24] chose so called ray casting, which sends out only one ray
per pixel, because it suited better for their test cases, where they change both
the image space sampling rates and the model quality. Zhang et al. [28] use a
screen-space ray tracing technique based on depth peeling the scene, but this
approach is approximate and limited to simple scenes. Swaﬀord et al. [30] test
diﬀerent amounts of quality reduction with foveated ray casting using multi-
layer relief mapping. In fourth found paper Fujita et al. [29] call their ray tracing
foveated, even though they do not utilize eye tracking and, therefore, they have
the best quality always on the center of the screen. Siekawa et al. [25] reduce the
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rendering time of a single path traced frame from 48min to 15min by introducing
a simulated static gaze point to their non-real-time rendering.
4 Theoretical Performance Gain Analysis
The motivation of this analysis is to ﬁnd a lower bound on the speed up foveation
can give to path tracing. CSF estimates how much details the human eye is able
to resolve as a function of the angle from the gaze ﬁxation point. The size of the
detail is expressed as so called spatial frequency and the unit is cycles per degree
(c/deg). That is, how many of given sized details ﬁt into one degree of human
vision. By using CSF it is possible to ﬁnd out how many rays we can omit when
using foveated path tracing. Approximation model of CSF can be divided into
two separate parts
H(e, v) = M(e)×G(v) (1)
where M(e) is a function of angle e to the center of the gaze ﬁxation point
and G(v) depends on the velocity v of the eye rotation [15]. Increasing velocity
reduces the amount of contrast human eye is able to detect. Since we are trying
to ﬁnd the minimum amount of quality we can omit, we set the velocity to its
most pessimistic value of zero. That is, the situation when the eye is focused and
seeing as much details as it can, in other words G(0) = 1. Taking into account
that the smallest detail humans are able to resolve is ca. 60 c/deg, the equation
from [15] can be simpliﬁed to
H(e, 0) = M(e) =
{
60.0 0 ≤ e ≤ 5.79
449.4
(0.3e+1)2 e > 5.79
. (2)
First we examine performance gain on a perfect HMD device capable of
showing as much details as human eyes are able to resolve. A perfect HMD
device would be one capable of displaying this 60 c/deg details with the oval
FOV of 160◦ horizontal and 135◦ degrees vertical. The biggest amount details
need to be rendered when the user is looking at the center of the screen. For
this reason, to provide lower bound estimate, we substitute the angle e = 0 of
the Eq. 2 to the center of the perfect HMD’s FOV. In that case, e tells the angle
from the center of the FOV. One slice of the FOV area is shown in Fig. 5.
Then we integrate the Eq. 2 over the whole area of the oval FOV. When the
volume is compared to the maximum amount of resolvable details 60 c/deg on
the same area, the result is that 94% of the details are unresolvable.
Another interesting case to estimate in the theoretical examination is calcu-
lating the same number for one of a contemporary consumer grade VR helmet,
the HTC Vive, which is able to display details with around 15.3 c/deg [32]. We
limit the Eq. 2 to this number and calculate the integral over a circular area with
radius of 110◦. The result is that at least 70% of the details can be omitted. The
area of these omitted details is highlighted in Fig. 5. Remember that this is just
one slice of the solid of revolution around the vertical axis.
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The ratio of the details that could be omitted might not linearly correlate
to the speed up gains possible with path tracing. However, there are many ways
how details can be omitted, for example, there can be fewer paths for each pixel
or paths can, e.g., use simpliﬁed lighting instead of full path tracing. The use
of less samples produces higher frequency noise, but this can be reduced with
more intensive ﬁltering on areas where the user is not looking at. For example,
foveated rasterized rendering can use anti-alias sampling to reduce artefacts [27].
What is the best way to reduce path tracing quality with eye-tracking is
currently an open research question and therefore the ratio of extra details can
be used as rough performance gain estimate. 94% performance gain is a bit better
than the numbers Guenter et al. [27] found in their user studies as a number
of pixels that can be reduced with rasterized rendering. Since their display is
far from the perfect HMD, their pixel saving results should be lower. Moreover,
since the FOV of their desktop display is smaller, the theoretical number of 70%
savings on HTC Vive is a lower bound and in reality higher numbers are possible.
Path tracing a arbitrary scene might require hundreds of rays per pixel.
However, a scene for adequate quality path tracing could be built so that it
requires for example around 11 rays per pixel [33,34]. This can be achieved by
using only simple materials or by using more complex post processing. HTC
Vive has a refresh rate of 90Hz and a resolution of 2160× 1200 with 15% of the
pixels invisible to the user [32]. This results in a required number of rays per
second of around 2 180MRays/s. According to the worst case estimate above,
at least 70% of the rays could be omitted, which makes the requirement into
654 MRays/s. This number should be reachable with a modern high-end GPU
setup [35]. In addition, the pipeline step of distortion handling [36], visualised in
Fig. 3, can be greatly simpliﬁed or even avoided with path tracing. Reduced ray
counts reﬂect savings in rendering computations and memory bandwidth usage.
5 Conclusions
Foveated path tracing is a promising technique for rendering VR applications. In
foveated rendering the computation eﬀort is focused mostly to screen space area
where the user is looking at. With rasterized rendering this has already shown to
improve performance by a factor of 5–6. However, foveated rendering is even more
suited for path tracing, which is done by sending rays from screen space locations.
Recently, real-time ray tracing has been made feasible on high-end hardware.
Foveation could enable real-time path tracing on consumer devices, especially
on hand-held mobile devices. Furthermore, typically VR and AR applications
use HMD devices. Given that a HMD is speciﬁc to a single user, and covers wide
ﬁeld of view, the idea of foveated rendering is even more appealing.
We derived from a theoretical worst case model that foveation can omit at
least 94% of rays required for the path tracing on future VR device which is
capable of showing as much details as humans are able to perceive. Already
on today’s VR device at least 70% rays can be omitted. Moreover, thanks to
reduced rendering work provided by the foveation, the very demanding rendering
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requirements of VR could be met today with high-end GPUs. For these reasons
we believe that path tracing is a very promising choice of rendering technique in
the future of VR. As a future work we are interested in building the proposed
system to empirically validate the numerical estimates proposed in this paper.
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Blockwise Multi-Order Feature Regression for Real-Time Path Tracing
Reconstruction
MATIAS KOSKELA, KALLE IMMONEN, MARKKU MÄKITALO, ALESSANDRO FOI, TIMO VIITANEN,
PEKKA JÄÄSKELÄINEN, HEIKKI KULTALA, and JARMO TAKALA, Tampere University, Finland
Fig. 1. In all image sets, left: 1 sample per pixel path-traced input, center: result of the proposed post-processing denoising/reconstruction pipeline, and right:
4096 samples per pixel reference. Leftmost highlights: the lion is barely visible in the input, but the proposed pipeline is able to produce realistic illumination
results without blurring the edges and high-frequency albedo details. Center highlights: the best case for the pipeline is geometry with sufficient light in the
input. Rightmost highlights: the worst case for the pipeline is the one with occlusions and almost no light, resulting in blurry artifacts.
Path tracing produces realistic results including global illumination using
a unified simple rendering pipeline. Reducing the amount of noise to im-
perceptible levels without post-processing requires thousands of samples
per pixel (spp), while currently it is only possible to render extremely noisy
1 spp frames in real time with desktop GPUs. However, post-processing can
utilize feature buffers, which contain noise-free auxiliary data available in
the rendering pipeline. Previously, regression-based noise filtering methods
have only been used in offline rendering due to their high computational cost.
In this paper we propose a novel regression-based reconstruction pipeline,
called Blockwise Multi-Order Feature Regression (BMFR), tailored for path-
traced 1 spp inputs that runs in real time. The high speed is achieved with a
fast implementation of augmented QR factorization and by using stochastic
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regularization to address rank-deficient feature data. The proposed algo-
rithm is 1.8× faster than the previous state-of-the-art real-time path tracing
reconstruction method while producing better quality frame sequences.
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1 INTRODUCTION
Real-time path tracing has been a long-standing goal of graphics
rendering research due to its ability to produce natural soft shad-
ows, reflections, refractions, and global illumination effects using
a conceptually simple unified drawing method. However, its com-
putational complexity is a major challenge; contemporary ray trac-
ing frameworks [AMD 2017; Parker et al. 2010; Wald et al. 2014]
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are able to produce only around one path tracing sample per pixel
(spp) at real-time frame rates on desktop-class hardware. It is ex-
pected that the real-time performance will increase in the near
future as new generations of high-end GPUs will integrate hard-
ware acceleration for ray tracing [Patel 2018]. Nevertheless, a linear
improvement in rendering quality requires a quadratic increase in
computational complexity: to halve the signal-to-noise ratio in path
tracing, the number of samples per pixel has to be quadrupled [Pharr
and Humphreys 2010]. Consequently, reducing the amount of noise
to imperceptible levels without post-processing requires thousands
of samples per pixel and, therefore, denoising filters are used even
in offline path-traced movie rendering [Goddard 2014].
The trend of rising resolutions and refresh rates, driven especially
by the needs of virtual reality immersion, increases the amount of
required computations at the same rate as the computing hardware is
improved. As a consequence, it is unrealistic to expect the computing
hardware performance to improve fast enough to support real-time
path tracing at high frame rates. It seems that the achievable real-
time path tracing sample rates will remain around 1 spp with the
consumer devices of the near future [Alla Chaitanya et al. 2017;
Schied et al. 2017; Viitanen et al. 2018]. Therefore, there is an urgent
need for novel real-time post-processing denoising methods that
are targeted for 1 spp path-traced inputs.
Constructing high quality results from a 1 spp starting point is
hard evenwhen done offlinewithout strict real-time constraints. The
input has an extreme amount of noise, muchmore than conventional
image denoising algorithms can handle. However, the reconstruction
results can be improved by utilizing feature buffers, which contain
noise-free auxiliary data available from the path tracer. The buffers
can include useful information such as surface normals and texture
albedo colors. As is essential for the real-time goal, this information
can be extracted from a path tracer with little performance overhead.
Utilizing feature buffers allows reconstruction filters to, e.g., avoid
blurring samples across geometry edges, which is a very disturbing
artifact for the human eye, or it can reduce smearing the details in
the textures.
Moreover, fast path tracers can reproject and accumulate sam-
ples from multiple previous frames to reduce temporal noise that
varies between successive frames. Flickering artifacts are especially
noticeable by the end users. Real-time denoising algorithms must
specifically account for the temporal noise as there is no option of
simply adding more samples per pixel and the denoising needs be
fast enough to fit in the time slot left over from the rendering.
In this article we propose a new regression-based reconstruction
pipeline optimized for 1 spp input images that runs in real time on
desktop GPUs. The proposed method is 1.8× faster and has better
objective quality than the previous state-of-the-art real-time path
tracing reconstruction method. The article presents the following
contributions:
• A novel Blockwise Multi-Order Feature Regression (BMFR) al-
gorithm, where multiple versions of the feature buffers of
different orders are used for fitting.
• A fast GPU-based implementation of the BMFR algorithm.
• Proposal to use stochastic regularization to address the pos-
sible rank-deficiency of the blockwise features, avoiding nu-
merical instabilities without the extra complexity of pivoting.
In other words, the proposed algorithm combines a completely novel
concept (multi-order feature buffers) with a few established concepts
(feature regression, QR factorization). Regression-based methods
have typical had execution times in order of seconds [Moon et al.
2016] and have been considered to be applicable only in offline
context [Alla Chaitanya et al. 2017; Schied et al. 2017]. However,
we do regression in an unusual way (blockwise processing, aug-
mented factorization with stochastic regularization) and, therefore,
the proposed method is the first regression-based method to achieve
real-time performance.
2 RELATED WORK
Path tracing reconstruction methods are covered in a recent compre-
hensive survey article [Zwicker et al. 2015]. In general, the methods
can be divided into three categories based on their complexity:
offline methods, interactive methods, and real-time methods. Real-
time methods are closest to the context of this article, but we also
draw ideas from and compare to methods from the other categories.
Naturally, the best reconstruction quality for path tracing can be
achieved with offline methods. Since there is no strict time budget,
offline methods can use complicated and slow algorithms. Further-
more, as they are not constrained by real-time deadlines, their ex-
ecution time can vary heavily based on the input data. Typically,
offline methods target inputs that have more than 1 spp, because
it is not a problem to generate more path tracing samples if the
filtering itself takes a comparatively long time. In offline methods
it is also possible for the filtering to guide the sample generation
process in path tracing so that more samples are generated at prob-
lematic areas in screen space [Li et al. 2012]. Offline reconstruction
can be implemented, for example, with general edge-preserving
image filters like guided image filtering [He et al. 2013; Liu et al.
2017] or bilateral filtering [Tomasi and Manduchi 1998], which are
guided with feature buffers. Another approach is to use a neural
network [Kalantari et al. 2015], which can be trained even with
a complete set of frames from a feature-length movie [Bako et al.
2017]. A third approach is to fit the noise-free feature buffers to the
noisy image data [Bitterli et al. 2016; Moon et al. 2014, 2015].
Neural networks can also be used at interactive frame rates as
shown recently by Alla Chaitanya et al. [2017]. Since the quality of
the interactive methods is not as good as in offline methods, extra
care needs to be taken to address temporal stability of the results.
One way to address temporal noise is to use recurrent connections
in each neural network layer [Alla Chaitanya et al. 2017]. Sheared
filtering is another approach to achieve interactive frame rates [Yan
et al. 2015]. In contrast to the neural network approach, sheared fil-
tering also supports effects that produce noise to the feature buffers,
such as motion blur [Egan et al. 2009].
Reconstruction based on the guided image filter is the closest
method in the literature to the proposed one which can also reach
interactive frame rates [Bauszat et al. 2011]. However, it is not an
appealing approach for real-time implementation on modern GPUs,
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Fig. 2. Overview of the proposed reconstruction pipeline. The pipeline inputs a noisy 1 spp path-traced frame and the corresponding normal and world-space
position buffers. It outputs a noise-free image with a good approximation of global illumination. Without the stochastic regularization, the back substitution
block produces NaNs and Infs due to rank deficiency.
since it requires either dozens of moving window operations or gen-
erating as many summed-area tables. Moving window operations
involve several orders of magnitude less parallel work than amodern
GPU can process concurrently, whereas generating summed-area ta-
bles requires an expensive parallel scan pattern and higher precision
values stored in the buffers.
There is recent research interest on algorithms that can perform
path tracing reconstruction in real time. A way to achieve required
execution speed is to use approximations or variants of the bilateral
filter, such as a sparse bilateral filter [Mara et al. 2017], or a hier-
archical filter with multiple iterations [Burt 1981] expanded with
customized edge-stopping functions [Dammertz et al. 2010; Schied
et al. 2017].
Real-time methods are typically targeted for 1 spp inputs because
the motivation for attempting to perform the reconstruction in real
time is low if the input frames must be computed offline anyway.
In case of 1 spp inputs and fast lower quality reconstruction, even
higher degree of variation is expected in the results, making tempo-
ral stability an even bigger problem with real-time methods.
Temporal stability can be improved by accumulating projected
frames [Yang et al. 2009], which produces a greater effective spp
and more static noise in world coordinate locations. A similar idea
can also be used for dealing with ambient occlusions [Jiménez et al.
2016]. However, in these reprojection-based techniques some of
the rendered pixels cannot utilize the accumulated data because
they were occluded in the previous frame. Such disocclusion events
can be recognized, for example, based on inconsistencies in the
world-space position or normal data in the feature buffers for the
subsequent frames. Interestingly, the reprojection method can also
support, for example, rigid body animations if there is a way to
find out where the current pixel was in the previous frame [Rosado
2007]. Temporal stability can be further improved, e.g., with simple
Temporal Anti-Aliasing (TAA) [Karis 2014], which uses colors from
the neighborhood of the pixel in the current frame to adjust the data
sampled from the previous frame. The idea of using temporal data
in anti-aliasing was introduced in Enhanced Subpixel Morphological
Antialiasing (SMAA) [Jimenez et al. 2012].
As in previous work, the proposed reconstruction algorithm also
utilizes TAA, and also reprojects and accumulates noisy data from
previous frames. However, we dynamically change the weight of the
new frame so that first samples after an occlusion do not get over-
weighted. Moreover, we add an additional step of data accumulation
after filtering to increase temporal stability and to avoid artifacts.
Moreover, instead of using the typical approximations of the bilateral
filter we use regression-based reconstruction, which has been pre-
viously considered too slow for real-time use cases [Alla Chaitanya
et al. 2017; Schied et al. 2017]. By means of applying augmented QR
factorization and stochastic regularization we made the regression
fast enough for real-time use. Finally, we introduce BMFR, where
multiple versions of the feature buffers of different orders are used
for fitting, improving the chances for the fitting to succeed.
3 RECONSTRUCTION PIPELINE
The proposed reconstruction pipeline can be divided into three
main phases: preprocessing, feature fitting and post-processing. The
phases, marked with roman numerals, are illustrated in Fig. 2 and
explained in subsections below. The proposed algorithm does not
need to guide the path tracing process in any way.
3.1 Input
The input for the real-time reconstruction filter is a 1 spp path-traced
frame and its accompanying feature buffers. The 1 spp frames are
generated by using a rasterizer for producing the primary rays and
feature buffers. We use mipmapped textures in albedo. Next, we
do so-called next event estimation: we trace one shadow ray to-
wards a random point in one random light source and then continue
path tracing by sending one secondary ray to a random direction.
Namely, we use multiple importance sampling [Veach and Guibas
1995]. The direction of the secondary ray is decided based on im-
portance sampling. We also trace a second shadow ray from the
intersection point of the secondary ray. Consequently, the 1 spp
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pixel input has one rasterized primary ray, one ray-traced secondary
ray and two ray-traced shadow rays. The random numbers in the
path tracer were generated with Wang hash [Wang et al. 2008]. The
ray configuration was chosen because it can be path traced in real
time and is able to reproduce effects like realistic global illumination,
soft shadows, and reflections. Every time we refer to 1 spp data in
this article, we refer to this ray configuration.
Before inputting the 1 spp input into our post-processing pipeline,
we remove first bounce surface albedo from it. Reconstructing with-
out albedo is a common practice [Alla Chaitanya et al. 2017; Bako
et al. 2017; Mara et al. 2017; Schied et al. 2017] because it ensures
that high-frequency details in first-bounce textures are not blurred
by the filter. The other commonly used idea is to decompose the
lighting contribution to a direct and indirect component [Bauszat
et al. 2011; Mara et al. 2017]. However, we do not do the separation,
because it typically assumes that the direct lighting component is
noise-free. Instead, we have 1 spp path-traced soft shadows in the
direct component and we filter both components at once. Filter-
ing two noisy components separately would require running the
pipeline twice, which does not double the runtime since heaviest
parts of the work can be shared. However, we did not find significant
quality increase and the slowdown is unacceptable in our real-time
context.
If the scene contains multilayer materials, the pipeline has to be
run separately for every material’s illumination component. How-
ever, all illumination components can be combined and filtered at
once if the albedo is the same for every layer. An optimization op-
portunity for multilayer materials is to compute a weighted sum
of different albedos and illuminations and filter all illuminations at
once [Schied et al. 2017]. Even though combining the illuminations
before filtering does not produce a physically correct result, this
approach can be used as a fast approximation.
3.2 Preprocessing
The preprocessing phase (I) consists of temporal accumulation of
the noisy 1 spp data, which reprojects the previous accumulated
data to the new camera frame. In the reprojection process, world-
space positions and shading normals are used to test whether we
can accumulate previous data or have to fall back to the current
frame’s 1 spp path-traced result. Because of accumulation, in most
of the pixels the effective spp can be greater than 1 even though
the individual frame inputs are 1 spp. In addition, accumulation
improves temporal stability of the noise.
Following a previous work [Schied et al. 2017; Yang et al. 2009],
we compute an exponential moving average and mix 80% of the
history data with 20% of the current frame data. However, we apply
one significant modification compared to the previous work: we
start by computing a cumulative moving average of the samples,
and use the exponential moving average only after the cumulative
moving average weight of the new sample would be less than 20%.
The use of regular average on the first frames and after occlusions
makes sure that the first samples do not get an excessively high
weight, and limiting the weight to a minimum of 20% makes sure
that the aged data fades away.
Computing the cumulative moving average requires that we store
and update the sample count of every pixel. Since we are interested
in the sample count only if the count is small, the values can be
stored in just a few bits. Loading and storing, for example, 8-bit
integers is insignificant compared to other memory accesses of the
temporal accumulation.
We use bilinear sampling of the history data and do a discard test
for each pixel separately. The final color is normalized by the sum
of the accepted sample weights only, thus the discarded pixels do
not affect the brightness of the sample. Also the sample count data
is sampled using the same custom bilinear sampling and the result
is rounded to the closest integer value.
3.3 Blockwise Multi-Order Feature Regression (BMFR)
The feature fitting phase (II) is based on the following feature re-
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denote a set of available noise-free feature
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tracing. However, they could contain artificially created data like
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where nm ∈ {1, . . . ,N },m = 1, . . . ,M , γ1 = 0, and γm > 0,m =
2, . . . ,M , are positive exponents. The first buffer in T is a constant
buffer F 0n1 = 1. Note that γm ,m > 1, need not be an integer and can
be larger as well as smaller than 1.
Denoting by Ωi, j the set of absolute coordinates of the pixels
within an image block located at position (i, j), the Blockwise Multi-
Order Feature Regression (BMFR) problem can be formulated like a
standard least-squares expression with respect to the multi-order
features T as















where Z (c) is the c channel of the noisy path-traced input which
can be temporally accumulated (e.g., c may be red, green, blue, or
any relevant luminance or chrominance component). The estimate








nm (p,q) . (3)
While being a simple linear solution, it is non-linear w.r.t. the fea-
tures F , which makes it more flexible and capable of better fit to the
data than established methods based on linear regression on F .
3.4 Feature Fitting with Stochastic Regularization
We solve the least-squares problem (2) by the Householder QR
factorization [Heath 1997]. Specifically, and using matrix-vector
notation, let us reshape theM blockwise feature buffers Fγmnm (p,q),
(p,q) ∈ Ωi, j ,m = 1, . . . ,M , as column vectors of lengthW , where
W is the number of pixels in the block Ωi, j , and let T be theW ×M
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Fig. 3. Different buffers and results with a single 64 × 64 block of BMFR. Notice how adding world-space positions squared allows the fitting to generate a
more realistic soft shadow under the edge. In the fast implementation we use 32 × 32 blocks, but the larger blocks visualize the benefit in a single block more
clearly. The results get closer to the reference when temporal accumulation averages multiple blocks from different displacements.







be theW × (M + 1) matrix obtained by augmenting T with z(c),
which is Z (c)(p,q), reshaped into a column vector of lengthW . We
expectW ≫ M , meaning that each block has much more pixels
than there are feature buffers.
Assuming that T˜(c) is full rank, the Householder QR factoriza-
tion yields an (M + 1) × (M + 1) upper triangular matrix R˜(c) such
that T˜(c) = Q˜(c)R˜(c), where Q˜(c) is aW × (M + 1) matrix with or-
thonormal columns. Given R˜(c), there is no need to compute Q˜(c)
for solving the linear least squares problem; instead, we can solve
the transformed system contained in R˜(c) [Heath 1997, pp. 92-93].
By dealing just with the smaller matrix R˜(c) we get a significant
performance improvement.
Specifically, if we denote by R and by r(c), respectively, the top-
leftM ×M sub-matrix and the top-rightM × 1 sub-column of R˜(c),
the solution αˆ (c) of (2) is given as
Rαˆ (c) = r(c) , (5)
which can be solved, for example, via back substitution, which is
simple and fast. Hence, Yˆ (c)(p,q), (p,q) ∈ Ωi, j , (3) is obtained as
yˆ(c) = Tαˆ (c) , (6)
where yˆ(c) is Yˆ (c) reshaped into a column vector of lengthW . Ob-
serve that R (and its inverse) does not depend on z(c), and that r(c)
can be computed for different channels without recalculating R,
which allows to process multiple channels with minimal extra cost.
In practice, T˜(c) may be rank-deficient, leading to numerical in-
stabilities that break the factorization. While the rank-deficiency is
typically managed by pivoting, we employ stochastic regularization.
That is, we add noise to the input buffers, which makes them linearly
independent, i.e., (4) becomes
T˜(c) =
[
T +N , z(c)
]
, (7)
whereN is aW ×M matrix of zero-mean independent and identically
distributed noise.T within every block is scaled to be in range [−1, 1],
before this addition. Since the average of the noise is zero, we can
expect that this regularization does not increase the fitting bias. The
synthesis (6) always uses the noise-free buffersT, so the noise itself is
not visible in the reconstructed estimate. In our implementation, we
use zero-mean uniformly distributed noise over an interval [−ε, ε],
thus having variance ε2/3. The value of ε that worked with all our
tested scenes was 0.01. Much stronger noise (ε ≈ 1.0) caused visibly
too bright and dark constant blocks, whereas much weaker noise
(ε ≈ 0.0001) failed to regularize, leading to divisions by zero in the
factorization.
3.5 Post-processing
The purpose of the post-processing phase (III) is to increase temporal
stability and the perceived visual quality.
First, the fitted frame is temporally accumulated, which reduces
blocky artifacts caused by operating the BMFR algorithm on non-
overlapping blocks and improves temporal stability. Importantly,
small fitting errors caused by the stochastic regularization can be ex-
pected to cancel out when multiple frames are accumulated because
the injected noise has a zero mean. To aid the reduction of blocki-
ness, BMFR processes each frame over a grid of non-overlapping
blocks which is displaced with random offsets. These offsets prevent
the artifacts that would arise from reusing same block positions on
a static scene with a static camera.
This post-processing phase is essentially the same process that
was done in the preprocessing step to increase the effective spp.
However, the process is faster because bandwidth can be saved by
reusing the motion vectors and discard decisions from the prepro-
cessing phase. By loading for every pixel just 2 floats and 4 booleans,
we avoid loading all 5 world-space positions and shading normals
again, all containing three channels (1 from current frame, and 4 for
bilinear sampling of the previous frame).
In this second temporal accumulation we use 10% of new data and
90% old data because these values hide the block place variations.
Similarly to the first temporal accumulation we use the cumulative
moving average until the weight of the new sample has reached the
chosen 10%. Using the cumulative moving average in this second
temporal accumulation is crucial since the first block fitted after
an occlusion is more likely to contain outlier data and with the
cumulative moving average it is mixed with subsequent framesmore
quickly. For example, if we used the exponential moving average,
after three frames the weight of the very first fitted data would still
be more than half. With cumulative moving average the weight is
the same as in a regular average: one third.
As a last step of the pipeline, TAA [Karis 2014] is used. While in
many of the test scenes TAA decreases the quality measured by the
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Fig. 4. The execution time of the whole pipeline with different counts of
feature buffers. The QR block size used in this measurement was 32 × 32.
In the rest of the runtime results we use 10 feature buffers. All of the test
scenes have a similar runtime since the runtime varies only in the stages
that access previous frame data from pixels stated by the motion vectors.
objective quality metrics, in our experience it gives more visually
pleasing results.
4 COMPLEXITY ANALYSIS
Phases I and II in the proposed pipeline can be implemented using
the parallel map and parallel stencil patterns. Thus, the execution
time of these phases is linearly dependent on the number of pixels
in the input image. In these phases adding more feature buffers only
increases the amount of data stored in first accumulation stage. In
other words, the processing can be parallelized easily because the
result pixels are independent of each other. However, adding more
computing hardware is likely to quickly reach its limits because all
the stages are mostly memory bound.
Themost important stage in the pipeline regarding the complexity
analysis is the QR stage. When the number of pixels in the input im-
age is increased, the number of QR blocks grows linearly. The blocks
do not affect each other in any way, so all of them can be loaded and
processed in parallel, and therefore performance scales linearly. In
contrast, if one feature buffer is added, it must be transformed by all
of the previous feature buffers. The transform requirement comes
from the Householder reflections method: the number of required
transforms is O(M(M + 1)/2) = O(M2), whereM is the number of
feature buffers. However, the work per each feature buffer in the
proposed method is quite small, which can be seen in Fig. 4. With a
reasonable number of feature buffers, the execution time increase is
almost linear. For comparison, guided filter’s [Bauszat et al. 2011]
requirement is to generate O(M2) summed-area tables. Therefore,
we can include more feature buffers in the same execution time to
produce results that have a higher visual quality.
5 FEATURE BUFFER SELECTION
The choice of which feature buffers to include in the filtering is
crucial. Including additional feature buffers increases the computa-
tional complexity by O(M2), but the resulting quality improvement






















Fig. 5. The effect on denoising quality as more sets of buffers are added
cumulatively, measured by Root Mean Square Error (RMSE) (lower is better)
for the Sponza test scene with a static camera. The buffers are greedily
added in the order specified in the legend from top to bottom.


















Fig. 6. The effect on denoising quality as more sets of buffers are added
cumulatively, measured by Structural SIMilarity (SSIM) [Wang et al. 2004]
(higher is better) for the Sponza test scene with a static camera. The buffers
are greedily added in the order specified in the legend from top to bottom.
varies dramatically based on the buffer type. It is thus essential in
real-time filtering to include only the most beneficial feature buffers.
To this end, we measured the effects of different buffer types
by greedily adding all available set of buffers to find the ones that
helped the most. Greedy addition means that we tested every avail-
able buffer and added the one that improved the objective quality
the most. After each addition we started the same process again
with the rest of the available buffers. Fig. 5 and Fig. 6 show the
obtained results for the Sponza test scene with a static camera;
the corresponding results for our other test scenes yield similar
conclusions.
We also experimented by adding horizontal and vertical gradient
buffers consisting of a horizontal or a vertical gradient from 0 to 1
for each block, respectively. The idea was to provide more freedom
for the feature regression (2). However, the gradient buffers yielded
only minor quality improvements, as Fig. 5 and Fig. 6 also show.
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Only minor quality improvements make sense because typically
there is always gradient-like data available in the world position
buffers.
Every channel of each feature buffer was added at once even
though some channels might have not contributed much to the
result, because otherwise the feature selection would have suffered
from overfitting to camera orientations.
Based on the aforementioned measurement, we adopted the fol-
lowing multi-order set of feature buffers:
T =
[







where nx ,ny ,nz are the three channels of shading normals, and
wx ,wy ,wz are the three channels of world-space positions. This
set of buffers was selected because, as can be seen in the figures, the
error is decreased the most by adding the normals and the world-
space positions. The benefit of adding further buffers appears to get
negligible compared to increased execution time.
However, the computational error metrics do not reveal small
problematic areas in the result, and therefore, after visual exami-
nation, we decided to add the second-order world-space positions.
Fig. 3 illustrates the reason for this choice; world-space positions
are particularly useful for getting more convincing soft shadows.
In the proposed method, the specular highlight is generated from
a feature buffer that happens to have data similar to the highlight.
If the highlight is not well presented by the available feature data,
the result improves when multiple block locations from successive
frames are accumulated. Adding material roughness to the set of
feature buffers allows illumination to vary between regions inside a
block, which only helps if there are materials that have a roughness
texture with fine details. However, the constant feature buffer gen-
erates the same result if regions of the input larger than block size
have uniform roughness.
6 TEST SETUP
Wemeasured the visual quality and execution speed of the proposed
algorithm while rendering animations. To provide the algorithm
with a realistic amount of accumulated frame data, which is also
hindered by occlusions, all except two of the test inputs had continu-
ously moving cameras. Each frame of these animations can be found
in the supplementary material of this article. One frame consists of
1 spp input data, the corresponding feature buffers, and a 4096 spp
reference rendering.
In the following we describe our test setup, which includes an
example implementation of the proposed algorithm and a set of
compared algorithms.
6.1 GPU Implementation
Tomeasure the performance of the proposed algorithmwith realistic
hardware, we implemented the algorithm using OpenCL and opti-
mized it for a contemporary high-end desktop GPU, AMD Radeon
Vega Frontier Edition. The code we wrote for the measurements
is available as supplementary material of the article. The primary
implementation choices that affect performance as it pertains to our
target hardware are described next.
The block size was chosen to be 32 × 32 because even though
we found that the best quality is achieved with a 64 × 64 block,
Table 1. The number of memory accesses in parallel reduction. Level means
combining two values into one value. Iteration is one code block without
synchronization between parallel workers.
Levels per iteration 1 2 3 4 5
Elements per iteration 2 4 8 16 32
Memory accesses 3 5 9 17 33
Accesses per level 3 2.5 3 4.25 6.6
Accesses for 1024 elements 3069 1705 1317 1161 1089
32 × 32 block gives us four times more parallel work to improve the
processing element utilization. Moreover, we need to synchronize
within the block, and synchronization can be done in groups of 256
parallel work items in the targeted hardware. Consequently, already
with the 32 × 32 block, the code needs to be unrolled four times
between the synchronization points.
For the displacement, we used a static sequence of 16 random off-
sets, uniformly distributed over the whole set of possible offsets. The
displacement is done both horizontally and vertically. This number
gives enough variety of displacements with the chosen blendings
of history data and the new frame in temporal accumulations.
After avoiding the heavy matrix multiplications by just comput-
ing R˜, the computation on the targeted hardware was limited by
the speed of accessing the data and performing reduction in local
memory, i.e., computing the sum of all concurrently processed ele-
ments in local memory1, which is the fastest memory space visible
to the whole block.
The reduction calculations are needed for the sum calculations
of the dot products and vector norms, both of which are computed
multiple times in the Householder algorithm. Reduction is also used
in every block to find out the local minimum and maximum of every
feature, which are used to scale the values to be in the same range
in the fitting. We implemented the reduction with parallel reduc-
tion, where all parallel processing elements process more than two
elements on every iteration. The number of memory accesses per
iteration for different counts of elements processed at once can be
seen in Table 1. The fastest alternative for reduction of 32×32 = 1024
elements on our target hardware was experimentally determined
to consist of summing 4 elements on the first two iterations and 8
elements on the last two iterations. This approach appears to be a
good compromise between the parallelism available and the total
amount of memory accesses. Fewer levels per iteration gives more
parallel work. In contrast, more levels per iteration results in less
memory accesses in total.
The largest implemented kernel was fitting, which contains al-
most all the stages of phase II. In contrast to what was found by Laine
et al. [2013], in this case a single “megakernel” which included the
heaviest stages of phase II was the fastest because the intermediate
data could be passed through fast local memory and registers.
For faster data access we use half-precision floating-point num-
bers as the temporal storage type and order the pixels such that
every 32 × 32 block is at consecutive addresses in memory. Thanks
1We use OpenCL terminology and call this memory space local memory. The corre-
sponding CUDA term is shared memory.
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to the memory layout, the hardware can load and store the data
with faster vector accesses. It is also possible that the path tracer
stores the data directly in this format because many path tracers
render square blocks of pixels in one work group since then there
is more cache locality in the primary rays [Aila and Karras 2010].
6.2 Compared Algorithms
We compared the proposed algorithm to five state-of-the-art algo-
rithms: 1) The neural network denoiser which is freely available in
the OptiX 5.0 SDK. In this article we refer to it as the OptiX Neural
Network Denoiser (ONND). 2) A recent state-of-the-art real-time
Monte Carlo reconstruction algorithm, Spatiotemporal Variance-
Guided Filtering (SVGF) [Schied et al. 2017]. 3) Guided Filtering
(GF) [Bauszat et al. 2011], which we consider the algorithm-wise an-
cestor of the proposed work. 4) An off-line reconstruction algorithm
called Nonlinearly Weighted First-order Regression (NFOR) [Bitterli
et al. 2016]. 5) Another real-time reconstruction method, namely An
Efficient Denoising Algorithm for Global Illumination (EDAGI) [Mara
et al. 2017], which is separately compared in Subsection 7.3.
The ONND implementation is based on the interactive reconstruc-
tion from the article by Alla Chaitanya et al. [2017], but differs in a
few ways. Most importantly, every frame is denoised individually,
which causes low temporal stability. The OptiX implementation also
does not separate albedo from the input before filtering. Moreover,
it uses a different set of feature buffers than the original article.
We attempted to use the filter with temporally accumulated noisy
data similar to our method but found that with the default training
set the filter is not able to discriminate between detail and noisy
data due to changes in noise characteristics caused by accumula-
tion. Consequently, we had to use a 1 spp input with this denoiser.
Furthermore, ONND requires that the input is tone-mapped and
gamma-encoded.
The authors of SVGF did not provide an implementation for ac-
curately reproducing the results of their article. Therefore we used
a freely available implementation of the algorithm in the quality as-
sessments.2 We modified the implementation to follow the original
article’s algorithm more closely by running it separately for direct
and indirect lighting and by removing albedo before filtering. We
also changed it to use the same TAA [Karis 2014] as in the SVGF
article.
We used our own code for the Guided Filter implementation.
Our implementation is based on the MATLAB code provided by the
authors of the original article on guided filter [He et al. 2013] but has
been extended to allow an arbitrary number of feature buffers. As in
the article by Bauszat et al. [2011], we used a 4-dimensional guidance
image consisting of three normal channels and depth. In the article,
only indirect illumination is filtered. For the indirect component, we
used radius 24 and epsilon 0.01 as suggested in the article. Because
in our dataset also the direct illumination component is noisy, we
filtered it as well with guided filter. We used a smaller filter size
(radius 12) to cause less blurring, and therefore to improve the
results. The epsilon used for direct illumination was the same as for
2The SVGF version which was used as a base of our modifications can
be found at https://github.com/ruba/RadeonProRender-Baikal, Git commit hash
ed2a7e2d929653551f8a93ada5b164d2f9f624e7.
indirect illumination. Finally, we extended the method with albedo
removal and accumulation of noisy data.
For NFOR we used the freely avaible code released by the original
authors [Bitterli et al. 2016]. For comparison fairness, instead of
using 1 spp inputs, we used the reprojected and accumulated inputs
and reprojected running variances, which improved the quality sig-
nificantly. We also applied TAA to the results because it improved
subjective quality in all test scenes and objective quality in approxi-
mately half of the tests scenes.
7 RESULTS
This section reports the performance of the algorithm in terms of
the visual quality of the result and the execution speed with the test
setup described in the previous section.
7.1 Objective Quality
We used four different metrics to measure the objective quality of
our method compared to the other methods: Root Mean Square Error
(RMSE), Structural SIMilarity (SSIM) [Wang et al. 2004], temporal
error [Schied et al. 2017], and Video Multi-Method Assessment Fusion
(VMAF)3 [Aaron et al. 2015; Li et al. 2016]. The results of our mea-
surements are presented in Table 2 and Table 3, and comparison
images of all the methods are shown in Fig. 7. The known limitations
of the proposed method are further discussed in Section 8.
As expected, the offline comparison method NFOR is able to
obtain best results in most of the scenes with most of the metrics.
However, the results of the proposed method are close to the NFOR
results with more than ten thousand times faster runtime. NFOR
is not originally designed for 1 spp inputs, but when we give it
reprojected inputs, the effective spp count gets close to the counts
used in the original paper.
In the majority of the test scenes, our method outperforms the
previous real-time methods in terms of RMSE, SSIM and VMAF.
In the remaining scenes our results are still generally comparable
to the other real-time methods, with only marginal differences at
the top. In the few cases where our results are average in terms of
one metric, such as for RMSE in the moving light Sponza, another
metric still ranks us at the top, in this case VMAF. Hence, in such
cases the performance difference can be at least partially attributed
to inherent limitations in the simple metrics, as they disagree with
each other to some extent; therefore, we provide the results for
several metrics. Moreover, our results could be improved if only
optimizing these metrics by skipping TAA in phase III, since it
introduces some blur in the results and thus affects RMSE, SSIM
and VMAF negatively. Nevertheless, we chose to apply it due to it
producing visually more pleasing results to our eyes.
In terms of temporal error [Schied et al. 2017], our results are
overall similar to those of the guided filter and ONND. SVGF yields
the lowest temporal error in all of the scenes, with our method being
on par with it in the static scene. However, the used temporal error
metric is rather simple, as it only considers the average per-pixel
luminance differences between adjacent frames, so its correlation
with subjectively perceived temporal quality variance is not imme-
diately evident. This observation is further corroborated by the fact
3The VMAF model used in the comparison was v0.6.1.
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Fig. 7. Closeups highlighting the quality differences between the proposed pipeline and the comparison methods taken from animated sequences after 30
frames. Detailed description of the insets is in Subsection 7.2. Reference is 4096 spp and the comparison methods are OptiX Neural Network Denoiser (ONND)
which is based on Alla Chaitanya et al. [2017], Spatiotemporal Variance-Guided Filtering, (SVGF) [Schied et al. 2017], Guided Filtering (GF) which is based on
Bauszat et al. [2011], and Nonlinearly Weighted First-order Regression (NFOR) [Bitterli et al. 2016].
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Table 2. Objective quality measurements for the results measured with RMSE (lower is better) and SSIM (higher is better), each averaged over all 60 frames.
For brevity, Sponza with a static camera is referred to as “Sponza (static)”, and Sponza with a moving light as “Sponza (light)”.
Average RMSE Average SSIM
Proposed ONND SVGF GF NFOR Proposed ONND SVGF GF NFOR
Classroom 0.0356 0.0431 0.0561 0.0586 0.0321 0.960 0.938 0.957 0.937 0.961
Living room 0.0315 0.0526 0.0434 0.0608 0.0272 0.953 0.927 0.936 0.918 0.957
San Miguel 0.0895 0.0982 0.1160 0.1011 0.0812 0.753 0.669 0.745 0.742 0.757
Sponza 0.0282 0.0591 0.0661 0.0509 0.0306 0.965 0.901 0.943 0.961 0.957
Sponza (glossy) 0.0564 0.0671 0.0900 0.0736 0.0503 0.906 0.847 0.893 0.885 0.899
Sponza (static camera) 0.0317 0.0756 0.1159 0.0939 0.0394 0.973 0.876 0.906 0.932 0.948
Sponza (moving light) 0.1450 0.0773 0.1418 0.0936 0.0811 0.835 0.846 0.855 0.913 0.892
Table 3. Objective quality measurements for the results obtained with various algorithms, measured with a simple temporal error as in [Schied et al. 2017],
averaged over all 60 frames. The quality is also measured with VMAF (higher is better).
Average temporal error VMAF
Ref. Proposed ONND SVGF GF NFOR Proposed ONND SVGF GF NFOR
Classroom 0.043 0.037 0.040 0.035 0.039 0.040 53.14 52.78 41.51 24.90 61.11
Living room 0.024 0.021 0.027 0.019 0.019 0.022 57.85 61.53 46.78 21.58 64.61
San Miguel 0.082 0.060 0.061 0.056 0.073 0.067 21.68 21.63 10.77 25.73 28.03
Sponza 0.059 0.051 0.048 0.045 0.056 0.052 74.81 49.66 50.58 58.04 70.54
Sponza (glossy) 0.058 0.050 0.043 0.044 0.053 0.054 38.50 32.87 22.73 24.22 44.87
Sponza (static camera) 0.004 0.001 0.019 0.001 0.003 0.001 70.46 32.71 30.53 24.97 65.52
Sponza (moving light) 0.011 0.007 0.022 0.006 0.010 0.009 32.19 32.46 19.09 26.40 49.24
that, as Table 3 shows, the temporal error of the reference itself is
typically higher than that of the reconstructed result. Hence, instead
of merely focusing on the absolute error, it may also be useful to
consider how close the error of the reconstructed result is to the
error of the reference. However, similar temporal error readings
can be caused by completely different changes in the consecutive
frames. On the other hand, VMAF demonstrably correlates well with
subjective quality [Li et al. 2016], and in most cases our method
yields significantly higher VMAF results than the other real-time
methods.
7.2 Subjective Quality
Subjective quality of the proposed method can be evaluated with
Fig. 7. Moreover, all full resolution frames and a video are available
in the supplementary material of this article.
In Fig. 7 the insets of the Living room and Classroom scenes
represent cases where our algorithm is able to outperform the com-
parison methods. ONND sometimes starts to generate details that
are not present in the reference at all. Due to its À-Trous nature,
SVGF generates sometimes light artifacts that are typical to À-Trous
based methods. These are visible for example in the red inset of
the Living room scene. On the other hand, GF often overblurs the
illumination, which might be due to poor parameter selection. We
used the best parameters according to the original authors.
Insets of the San Miguel scene show different foliage cases. Our
method produces results which are visually pleasing and believable,
though somewhat overblurred.
One of the main motivations of our work is visible in the red
insets of the Sponza scene. The proposed method can produce in
real time dynamic soft shadows that are very close to the reference.
The green insets of the same scene represent a case where there is
just a small amount of light and our algorithm must rely on 1 spp
data due to occlusions (camera is moving back and rightwards). In
this case the result contains some blurred artifacts.
The roughness in the Sponza (glossy) scene is 0.1 for every mate-
rial. As can be seen in the red insets of the Sponza (glossy) scene
in Fig. 7, our algorithm can perform well with even quite complex
specular highlights. On the other hand, the green insets of the same
scene represent a hard case where all of the methods fail and it
is up to the viewer to decide which type of imperfection is the
least disturbing. More discussion on the limitations of the specular
highlights can be found in Section 8.
7.3 Comparison to Noise-Free Direct Lighting
In this subsection we report a separate comparison with EDAGI
[Mara et al. 2017]. This method is treated separately because it
assumes a rasterized noise-free direct lighting component. Thus, it
is incompatible with the stochastic noisy direct lighting in our input
dataset, preventing an objective comparison to the fully path-traced
reference like that in Tables 2 and 3.
Fig. 8 presents some of the test scenes from the original EDAGI
work, as reconstructed by the proposed method from a fully sto-
chastic path-traced lighting. When comparing these images to those
in their online supplementary material, it is visible how realistic
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Fig. 8. Some of the scenes from [Mara et al. 2017] reconstructed with the proposed work.
Table 4. Average execution times of different stages in the proposed pipeline
on AMDRadeon Vega Frontier Edition. The division to OpenCL kernels is dif-
ferent than the stages in the Fig. 2. The division was chosen for performance
and code readability reasons. The total runtime is measured from the begin-
ning of the first kernel to the end of last kernel. All of the scenes and camera
paths yield similar timings, because only the runtime of accumulation and
TAA kernels is affected by the input data.
Phase Kernel Runtime
I Temporal accumulation 0.44 ms
II QR & back substitution 1.55 msWeighted sum 0.12 ms
III Temporal accumulation 0.23 msTAA 0.16 ms
Total 2.54 ms
Table 5. GPU runtimes of different comparison methods for 720p frames as
reported in the original articles. NVIDIA GeForce Titan X (Pascal) runtime
was measured with the OpenCL implementation, which was developed on
AMD Radeon Vega Frontier Edition. Consequently, there is likely room for
optimizations on NVIDIA platforms.
Method Runtime Hardware
Proposed (OpenCL) 2.5 ms AMD Radeon Vega FE2.4 ms NVIDIA Titan X (Pascal)
[Alla Chaitanya et al. 2017] 55 ms NVIDIA Titan X (Pascal)
SVGF [Schied et al. 2017] 4.4 ms NVIDIA Titan X (Pascal)
GF [Bauszat et al. 2011] 94 ms NVIDIA GTX 285
EDAGI [Mara et al. 2017] 9.2 ms NVIDIA Titan X (Pascal)
soft shadows produced by the stochastic direct lighting make the
proposed kind of rendering compelling.
7.4 Execution Speed
The average execution times of different parts of the proposed
pipeline can be seen in Table 4. In the measurements we assumed
that the path traced 1 spp input and feature buffers are in GPU
buffers when we start the timer and that the result can be left to an-
other GPU buffer. That is, we model a scenario where a GPU-based
path tracer has left its data to GPU buffers and at the end, the results
are written to the frame buffer.
All of the runtimes reported in this section are with 1280 × 720
frames. We also confirmed with measurements that, as analyzed
in Section 4, the runtime scales linearly relative to the number of
pixels.
The execution time of the proposed pipeline was stable on AMD
Vega Frontier Edition (variation approximately ±0.04 ms) across
different scenes and animation frames. The only pipeline stages
where runtimes are affected by the input data are the ones with
temporal accumulation. The runtime variation is due to cachemisses
of dispersed loads and early exits, e.g., in case of projected pixels
that are detected to fall outside the new frame.
The proposed pipeline clearly outperforms the other algorithms
(listed in Table 5) in terms of execution speed. NFOR runtime is
left out from the table because it is in order of minutes rather than
milliseconds. SVGF, the previous state-of-the-art real-time method,
reports average execution times of 4.4 ms on NVIDIA Titan X (Pas-
cal). Our 2.4 ms execution time is thus 1.8× faster. Moreover, SVGF’s
execution time depends more on the input data because they fall
back to a slower method with harder inputs. The other real-time
method [Mara et al. 2017] has an average execution time of 9 ms
on NVIDIA Titan X (Pascal). However, they expect noise-free direct
lighting which makes the comparison difficult. Alla Chaitanya et al.
[2017] report runtimes of 55 ms on NVIDIA Titan X (Pascal), which
means the proposed pipeline is 22× faster. Guided filter [Bauszat
et al. 2011] execution time linearly scaled to 720p frame is 94 ms
on NVIDIA 285 GTX, and even for that number, noise-free direct
lighting is required. However, the article where the number was
reported is already a bit old and uses a previous generation GPU,
thus there could be room for improvement if the algorithm was
optimized for a modern GPU.
8 LIMITATIONS
We have observed three different categories of imperfections in the
results of the proposed method, which we plan to address in our
future work:
1) Because of the fixed sizes of the blocks, the algorithm can some-
times have difficulty constructing illumination that is not visible
in the feature data and is smaller than the block size. Example of
small soft shadows can be seen in Fig. 10. Another example of this is
specular highlights. High values in a small area are typically blurred
as can be seen in the last row of Fig. 7. However, different order
versions of the feature buffers and block place variation reduces the
problem significantly. Moreover, the quality can be improved by
using feature buffers containing noise-free data related to the cause
of the problematic illumination. The effect of adding this kind of a
buffer can be seen in Fig. 12.
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(a) 1-bounce 1 spp (b) 9-bounces 1 spp (c) 1-bounce 1 spp BMFR (d) 9-bounce 1 spp BMFR (e) 9-bounce reference
Fig. 9. An example of how the proposed method handles inputs which have more than one bounce. In this mostly indirect illumination case the 1-bounce 1
spp BMFR is slightly too dark in the green inset since it is very unlikely that the only secondary ray finds its way out from the opening. The 9 bounce 1 spp
BMFR is already close to the reference. However, in the red inset the fireflies on the dark wall next to the opening cause more brightness to bleed to the wrong
side of the corner. In these figures the gamma correction was modified so that the problems standout more clearly.
(a) Proposed algorithm (b) Reference
Fig. 10. If a shadow smaller than the block size is not represented in the fea-
ture buffers, the resulting shadow can be too soft. However, bigger shadows
like the contact shadow of the trash can follow the reference quite closely.
(a) Artifacts can be
seen on the occluded
areas. This is the worst
case since the camera
is moving to the right
with a high speed.
(b) First frame with-
out any accumulated
data (effective 1 spp in-
put) shows the block-





look from the same pil-
lows as in Fig. 11b
Fig. 11. Different artifacts from the proposed pipeline. The lack of detailed
texturing in the scene makes the artifacts stand out more than usual.






Fig. 12. In this example the only difference in the flat surface is its roughness.
Also, albedo is constant for the whole surface but the black background
makes the smoother surface seem darker. The only feature data which is not
constant are the twoworld position axes and BMFR has to construct the final
image from them. In Fig. 12c we add the material ID feature buffer, which
allows BMFR to differentiate between the two materials and, therefore,
improves the results significantly.
2) The proposed algorithm is affected by the same problems as
the previous works that use reprojected temporal data. Since the
reprojection is done to the first bounce intersection world-space
position, e.g., reflections and specular highlights get overblurred.
However, if the material is a completely reflecting mirror, the prob-
lem can be fixed by using a virtual world-space position, but if there
are both a reflecting and a non-reflecting component in the material,
we would have to store and reproject those separately [Zimmer et al.
2015]. Occlusions with the reprojected data also cause the input to
have different amounts of effective spp in different screen space
areas. Different effective spp causes the quality of the output of our
algorithm to be decreased in the occluded areas as can be seen in
Fig. 11a. The visibility of these artifacts on a still frame does not cor-
respond to their visibility on a moving scene, due to how perception
works. The artifacts are stronger in case of fast camera movement
causing larger disocclusions, but those cases are also the ones where
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(a) Frame 15 of the pro-
posed algorithm.
(b) Frame 15 of the ref-
erence.
(c) Frame 25 of the pro-
posed algorithm.
Fig. 13. A scene with a light moving towards the camera shows the temporal
lag caused by the temporal accumulation. With the proposed temporal
accumulation parameters, it takes approximately 10 frames for the proposed
method to produce the most similar lighting.
artifacts get harder to be noticed by the user’s perception [Reibman
and Poole 2007].
Reprojected temporal data also causes lag in the lighting changes
caused by animations. Fig. 13 shows a scene with a moving light.
With the proposed setup (where 20% is from the newest path tracing
samples and 10% is from the newest fitted frame), it takes approxi-
mately 10 frames for the image to converge to a similar appearance
as the reference. However, in a real use case where the 4096 spp
reference is not available, the lag is hard to notice since 10 frames
is not a long time with the frame rates the proposed algorithm is
able to generate. One solution to the temporal lag problem was pro-
vided in a concurrent work [Schied et al. 2018]. However, the same
algorithm cannot be directly used with the proposed work because
it would generate blocking artifacts to areas where illumination
changes drastically.
3) The blockwise nature of the algorithm causes blocking artifacts
visible in Fig. 11b. These can be seen on the first frame when there
is no accumulated data in the input and no block displacement in
BMFR. On the first frame, the problem could be fixed by running the
fitting phase (II) twice with two different grid locations and smoothly
blending the overlapping pixels from one block to another. Moreover,
during the first frames in a completely new camera location it is
hard for the human visual system to perceive artifacts [Reibman and
Poole 2007]. However, the issue can be adequately resolved by using
a fade-in effect over a few frames when the camera is “teleported”
to a completely new location.
We have also tested the proposed method with more than one
bounce of path tracing. An example of this is shown in Fig. 9. The
only limiting factor is that the radiance of fireflies is only propagated
within a single block area, which is defined in screen space. This
limitation is not visible in typical scenes, but it can be a problem in
dedicated test scenes where a path to the light is very unlikely to
be found. However, temporal accumulation after the fitting phase
robustly removes temporal artifacts caused by the fireflies. If the
fireflies are very rare and there is a need for some illumination in
the results, it might be possible to use path space regularization
techniques [Kaplanyan and Dachsbacher 2013].
During prototyping the algorithm, we noticed that using multiple
iterations of BMFR with multiple orders of features, different block
locations, and different block sizes on each iteration, can reduce
the artifacts discussed in this section. However, having a single
iteration with fixed-sized blocks was best suited for our real-time
implementation. Akin to multivariate monomials, the extended set
of feature buffers in Eq. 1 may also include generic products of the
form Fγjnj F
γk
nk , however this opportunity has not been investigated
for this work.
One more limitation of our algorithm is that noise in the feature
buffers, due to, e.g., motion blur or depth of field, is visible in the
results. These kinds of effects would require denoising the feature
buffers first. However, in both examples we can compute how much
the data in the feature buffer should be blurred to follow the physi-
cal phenomenon. We plan to address the problem of noisy feature
buffers in future work.
9 CONCLUSIONS
In this article, we introduced Blockwise Multi-Order Feature Regres-
sion (BMFR). In BMFR, different powers of the feature buffers are
used for blockwise regression in path-tracing reconstruction. We
show that a real time GPU-based implementation of BMFR is possi-
ble; the evaluated example implementation processes a 720p frame
in 2.4 ms on a modern GPU, making it 1.8× faster than the previ-
ous state-of-the-art real-time path tracing reconstruction algorithm
with better quality in almost all the used metrics. The code and
the data to reproduce our results is available in the supplementary
material of this article.
The high execution speed of the proposed algorithm is achieved
by augmented QR factorization and the use of stochastic regulariza-
tion, which addresses rank-deficiencies and avoids numerical insta-
bilities without the extra complexity of pivoting. Like in previous
work, our algorithm relies on reprojecting and accumulating previ-
ous frames, which increases the effective samples-per-pixelcount
in our input. Instead of using exponential moving average for the
data accumulation all the time, on the first frames and after an
occlusion we use a cumulative moving average of the samples. Cu-
mulative moving average does not give an excessive weight to the
very first samples and, therefore, reduces artifacts. In our algorithm
we use similar accumulation also after the regression to increase
the temporal stability and to decrease the amount of artifacts in the
results.
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ABSTRACT
Progressive rendering, for example Monte Carlo rendering of 360◦
content for virtual reality headsets, is a time-consuming task. If
the 3D artist notices an error while previewing the rendering, he
or she must return to editing mode, do the required changes, and
restart rendering. Restart is required because the rendering system
cannot know which pixels are affected by the change. We propose
the use of eye-tracking-based optimization to significantly speed
up previewing the artist’s points of interest. Moreover, we derive
an optimized version of the visual acuity model, which follows the
original model more accurately than previous work. The proposed
optimization was tested with a comprehensive user study. The
participants felt that preview with the proposed method converged
instantly, and the recorded split times show that the preview is 10
times faster than conventional preview. In addition, the system does
not have measurable drawbacks on computational performance.
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1 INTRODUCTION
Virtual Reality (VR) devices are getting more and more common
for both work and entertainment applications. However, one of the
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challenges of VR is how to easily generate 360◦ content, because
of its high resolution, and the requirement of having meaningful
interesting content in every direction. Rendering high resolution
images with realistic-looking progressive rendering methods typi-
cally takes hours to complete. Noisy images of the rendering are
produced quickly. However, for example in Monte Carlo rendering,
reducing the error of the estimator to half at any point requires the
number of samples to be quadrupled [Pharr and Humphreys 2010].
If the artist notices during the preview that somethingwaswrong
in the scene, he or she must cancel the rendering, make the required
changes, and start the rendering all over again. Restart is required
because the system cannot know what pixels are affected by the
change. Typically, the artist can create a rough estimate of the
scene with a faster rendering method, but the error-free version
becomes visible only after the slow progressive rendering process,
especially if the scene has reflections, transparency, or soft shadows.
If the artist can preview the rendering faster, it directly transfers
to the speed of the whole content generation process. Compared
to conventional rendering, the high resolution of 360◦ content
makes the preview even slower, which makes its optimization more
important.
In this paper, we propose a method for optimizing preview of
progressive rendering by applying foveated rendering, i.e., reducing
the quality of rendering in the peripheral regions of vision. Quality
Figure 1: Results after two seconds of rendering with a static
point of interest from left to right: rendering buffer, preview,
and magnification of the point of interest. For the differ-
ences between the methods, see Sec. 4. Note how the point
of interest already starts to converge in FV, but the edges of
the preview have more noise than VP.
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can be reduced because the human visual system cannot detect
fine detail outside the center of the vision. Moreover, it has been
predicted that more than 90% of real-time path tracing samples can
be omitted by employing foveated rendering [Koskela et al. 2016].
This paper’s novel contributions are:
(1) We derive an optimized version of the human visual acuity
model, which can be followed to accurately generate path
tracing samples.
(2) We propose the use of foveated rendering to speed up pre-
view of progressive rendering, and validate with a user study
that the proposed method is 10 times faster than conven-
tional preview.
2 RELATEDWORK
There is a large body of work on real-time foveated rendering,
which is summarized by a recent comprehensive literature re-
view [Weier et al. 2017]. Foveated rendering is very appealing with
Head Mounted Displays (HMD), which typically have a wider field
of view than desktop monitors, and only a single observer per
display [Shibata 2002].
Current hardware supports only a fixed, predefined resolution
for rasterization. Therefore, foveated rendering can be implemented
more easily with ray-tracing-based techniques, because they sup-
port arbitrary sampling patterns in screen space. Consequently,
foveated ray tracing has gained academic interest [Murphy et al.
2009; Weier et al. 2016]. An intuitive idea would be to distribute




1.0, e ≤ 5.79
7.49
(0.3e+1)2 , e > 5.79
, (1)
where e ≥ 0 and it is the eccentricity angle, i.e., the angle from the
gaze direction [Reddy 2001]. This model is derived from various
psychophysical studies. The equation describes just one radius of
the visual acuity, and the actual 2D model is obtained by taking a
solid of revolution of the equation.
Due to the complexity of the visual acuity model, linear denom-
inator models can be used instead of the quadratic denominator
model shown in Eq. 1. However, they are not as accurate on the
peripheral parts of the vision [Guenter et al. 2012]. A further sim-
plified version is to use a linear fall-off between full detail and the
minimum sampling probability [Stengel et al. 2016; Vaidyanathan
et al. 2014; Weier et al. 2016], or even a static probability with
respect to eye tracking [Pohl et al. 2016].
The context of previewing is closely related to real-time render-
ing, since the preview needs to be updated in real-time. Moreover,
preview of a region of interest needs to converge as quickly as
possible, because then the artist can cancel the rendering earlier,
and make the required changes faster. One way to vary the con-
vergence rates is to apply so-called guided preview, and have more
samples in an area chosen by the artist with a pointing device [Roth
et al. 2015]. Another idea is to select an area of the image where
the sample computation is concentrated [Pixar 2017]. Importance
masking [LuxRender 2013] is an advanced version of area selection.
In this paper, we utilize the idea of guided preview, and use one
of the most intuitive ways for guiding, i.e., the point where the user
is looking at. Moreover, we use the quadratic denominator visual
acuity model instead of the significant simplifications of it.
3 PROPOSED METHOD
The idea of our preview method is to render images for VR and
to give the artist an instant preview. The method tracks the eye
of the user and generates more samples around the gaze direction.
Sampling according to the visual acuity model does not decrease the
user experience of previewing, because resolution can be reduced
significantly on the peripheral parts of vision without affecting
search task performance [Duchowski et al. 2009].
Sampling the world according to the visual acuity model requires
random positions to be generated with probability density equal
to Eq. 1. Note that the equation from Reddy [2001] is not consistent
with the definition of the probability density function because its
integral over the entire space is not equal to one. However, we will
fix the equation so that it follows the definition in Eq. 5.
As we show below, generating random numbers according to
the solid of revolution of Eq. 1 would have been too complicated
for the targeted real-time preview method. Therefore, we simplify
the generation by producing polar coordinates: one uniformly dis-
tributed for the angular coordinate ϕ, and another for the radial
coordinate r , which is the distance from the center of the vision. To
achieve correct distribution for r , the probability density of Eq. 1
must be slightly modified based on the circumference of circle 2πR
(where R is the radius):
д(e) = 2πem(e) =
{
2πe, e ≤ 5.79
14.98πe
(0.3e+1)2 , e > 5.79
. (2)
The angle can be generated by one of the many algorithms avail-
able for quickly generating uniformly distributed random numbers.
In addition, uniform distribution can be transformed to any other
distribution with the so-called inversion method [Devroye 1986]:
r = f −1(u), (3)
whereu is a uniformly distributed random number in interval [0, 1],
f is the desired cumulative distribution function, and r is a random
number that has a cumulative distribution f . The inversion method
requires us to derive the cumulative distribution function from the














ln(0.3x + 1)) − 612.256, x > 5.79
. (4)
We chose the upper limit of the function at 80◦, because the
model starts to reach zero around 80◦. Finally, the integral needs
to be modified to be consistent with the cumulative distribution
function definition that runs from 0 to 1 in y-axis:





Eq. 3 requires the inverse of f in Eq. 5. However, it cannot be
expressed in terms of standard mathematical functions and Lambert
W-function [Weisstein 2002] would be needed. We simplified the






























Figure 2: Illustration of the single scene procedure in the
user study. Boxes are the states and arrows are the partici-
pant’s actions for transitioning to other states. Clocks rep-
resent points where the system saved split times.
function by approximating it with a fitted fourth-order polynomial
that was determined numerically by least squares regression:




u, u ≤ 0.0965
0.3136u4 + 0.0021u3+
0.3451u2 + 0.2984u + 0.0404,
u > 0.0965
. (6)
The maximum error of Eq. 6 to Eq. 1 is 1.8% and integral of their
difference is less than 0.04%, which are very small especially if
compared to approximations from previous work.
In the proposed method the users preview the results with a
VR HMD that has eye tracking capability, but also a desktop setup
could be used. We chose the HMD because a VR headset gives better
spatial awareness and enjoyment [MacQuarrie and Steed 2017] and,
therefore, it is likely that the artist wants to preview the scene with
a device similar to what the end users will use.
4 USER STUDY
To measure the subjective performance of our proposed instant
preview method, we conducted a user study. The study used five
different scenes and three different preview methods in random
order. We chose the scenes to represent different 360◦ rendering
scenarios. The preview methods were:
• Omnidirectional preview (OD): In this method samples were
distributed uniformly to every possible point in an equirect-
angular image. This method represents conventional base-
line rendering without any preview optimizations.
• Viewport preview (VP): This method distributed samples uni-
formly to the area currently viewable with the HMD. The
idea of this method was to simulate sampling similar to rec-
tangle area selection tool used in some rendering engines.
• Foveated preview (FV): This is the proposed method which
distributed samples according to the visual acuity model
centered on the gaze point of the eye-tracked user.
Procedure for each 3D scene can be seen in Fig. 2. In every scene,
we asked the participants to play the role of a 3D artist, and to
choose an object in the 3D world. They were told that the object













Figure 3: Geometricmean split times (less is better) over all 5
test scenes of the visible outline and visible material criteria
for each of the three preview methods.
represents an object that they have just adjusted. Adjustment could
have been, for example, changing the orientation of the object or
changing its material parameters.
After the selection, the rendering started, and the participants
recorded split times. The first split was recorded at the point where
the participants thought that they could determine if transform or
rotation of the object was successful. The second split represented
the time when the participant was able to determine if the material
adjustment was successful. The idea was that at these points the
artist could cancel the rendering and go back to editing mode.
We chose unidirectional path tracing with importance sampling
as the progressive rendering method. AMD RadeonRays [AMD
2017] was used for ray traversal and the path tracer ran on an AMD
Fury X GPU. The FOVE 0 VR headset was used as a viewing device
in the study due to its eye tracking capability. The system generated
equirectangular images and the previewing used trilinear filtering
to cancel flickering near poles.
5 RESULTS
We conducted the user study with 16 participants, of whom 11
were male and 5 were female. The ages of the participants varied
between 22 and 37. Two of the participants knew details about the
test set-up beforehand, but their results were close to the average
of the other results.
The geometric means of all timings are shown in Fig. 3 and
arithmetic means of each scene over all participants are listed in
Table 1. The results show that the proposed method required only
around 10% time compared to the baseline method of OD. The
time saving translates directly to the speed of the artist’s feedback
loop, since he or she can quit the rendering and start making the
required changes 10 times faster. Equivalent comparison states that
previewing with VP takes around 30% time compared to OD.
In an open discussion after the test, many participants reported
that FV was so fast that it was hard to record the first split at
the right time. They also stated that it felt that the FV method
converged instantly. On the other hand, several participants stated
that slowness of OD might have caused them to get bored, inducing
them to mark a split time at a lower quality than with the other
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Table 1: Arithmetic mean (μ) split times and their standard deviations (σ ) from the user study for each scene. The results
of the FV (proposed) and VP are compared to the OD and pp stands for percent point. Big σ values in OD are caused by the
participants selecting different kind of objects.
Split type Outline visible Material visible
Preview method OD VP FV OD VP FV
Value type μ (s) σ (s) μ (%) σ (pp) μ (%) σ (pp) μ (s) σ (s) μ (%) σ (pp) μ (%) σ (pp)
BMW 6.1 7.6 41.8 9.8 20.8 1.9 29.9 16.9 33.6 15.1 11.8 5.3
Classroom 15.6 7.7 27.1 3.1 11.6 2.1 67.9 79.2 30.8 35.7 7.9 4.6
Conference 41.9 59.7 29.7 8.6 7.6 2.3 137.2 197.4 33.9 46.0 8.2 8.6
Sibenik 24.7 20.8 29.5 9.2 11.4 3.9 76.7 55.2 34.3 29.0 10.9 10.1
Sponza 16.1 13.8 25.9 4.9 9.1 2.1 60.4 46.8 30.1 18.9 7.5 4.0
methods. Most of the participants also stated that they did not
realize that eye tracking was used, and instead thought that the
actual rendering was somehow faster. Not noticing the eye tracking
means that the visual acuity model is a good way to distribute the
samples.
Measurement of the computational performance of the three dif-
ferent methods states that they are computationally equally good.
On the target machine, according to AMD CodeXL, it takes around
0.17 ms to launch 65,536 primary rays with all of the preview meth-
ods. The launch includes generating random pixel coordinates for
the rays and calculating the ray origin and direction based on them.
In the case of the proposed FV extra work is done to change the
random number distribution with the inversion method (Eq. 6). The
timing implies that the extra work is hidden by the latencies of
memory accesses and the kernel launch.
The ray tracing performance is dependent on the user’s gaze
or head direction with the FV and VP methods, respectively. In
contrast, OD has the same ray tracing performance nomatter where
the user is looking at. While OD yields a larger number of samples
per second than the other methods, this result can be misleading
because many of the rays are sent to directions that are easier to
ray trace, e.g., straight to a skybox.
6 CONCLUSIONS
In this paper we presented a foveation-based preview system for
progressive rendering. The system tracks the user’s gaze and dis-
tributes samples according to a visual acuity model.
Thanks to our optimized visual acuity model, the image con-
verges at the user’s point of interest 10 times faster than with
conventional uniform sampling over the whole 360◦ image area.
Quick convergence enables the 3D artist to cancel the rendering 10
times earlier, reducing the length of the feedback loop significantly.
We recorded these timings in a user study with 16 participants. The
study measured when the users could detect both if a change in
the transformation of an object was successful, and if a change
in the material parameters was successful. Generating uniform
random numbers according to the visual acuity model did not have
a measurable difference on the computation performance.
The proposed system uses a head mounted display, but it could
be extended to support a desktop display with eye tracking. In the
future, we are interested in exploring more ways to make content
generation for virtual reality devices easier and faster.
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Abstract Progressive rendering, for example Monte
Carlo rendering of 360◦ content for virtual reality
headsets, is a time-consuming task. If the 3D artist
notices an error while previewing the rendering, they
must return to editing mode, make the required
changes, and restart rendering. We propose the
use of eye-tracking-based optimization to signiﬁcantly
speed up previewing of the artist’s points of
interest. The speed of the preview is further improved
by sampling with a distribution that closely follows the
experimentally measured visual acuity of the human
eye, unlike the piecewise linear models used in previous
work. In a comprehensive user study, the perceived
convergence of our proposed method was 10 times faster
than that of a conventional preview, and often appeared
to be instantaneous. In addition, the participants rated
the method to have only marginally more artifacts in
areas where it had to start rendering from scratch,
compared to conventional rendering methods that had
already generated image content in those areas.
Keywords foveated rendering; progressive rendering;
Monte Carlo rendering; preview; 360◦
content
1 Introduction
Virtual reality (VR) is increasingly used for both work
and entertainment. One challenge posed by VR is the
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generation of 360◦ content, especially due to the high
resolution requirements of VR devices, and the need
for meaningful interesting content in every direction
in 3D space. Rendering high resolution images with
progressive photorealistic methods typically takes
hours to complete, while approximate preliminary
results can be produced much faster. Moreover, in
Monte Carlo rendering, halving the error in the
rendered images requires quadrupling the number
of rendered samples [1]: the payoﬀ obtained from
additional rendering time reduces quickly.
If the artist notices during previewing that
something is wrong with the scene, they must abort
rendering, make the required changes, and restart
rendering all over again. Restarting the rendering
process from scratch is required: for example,
changing the illumination conditions potentially
aﬀects every pixel of the image. In many cases,
the artist can create an approximation of the scene
with a faster rendering method, but it typically
lacks photorealistic eﬀects such as reﬂections and
indirect lighting, which require slow, oﬄine methods
to render. If the artist can preview the rendering
sooner, it directly improves the speed of the content
creation process.
In this paper, we propose a method for speeding
up the preview of progressively rendered images by
applying foveated rendering to reduce the quality
in the peripheral regions of vision. Quality can
be reduced because visual acuity decreases with
increasing eccentricity, as a consequence of drop in
the density of rod and cone cells in the retina oﬀ-
axis [2]. It has been estimated that more than 90%
of real-time path tracing samples can be omitted by
employing foveated rendering [3].
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We make the following novel contributions in this
article:
1. an optimized human visual acuity model, which
can be used to accurately generate path tracing
samples;
2. an evaluation of the beneﬁts of foveated rendering
in speeding up progressive rendering previews,
validated by a user study showing that the
proposed method is 10 times faster than a
conventional previewing approach.
The results of the proposed preview framework are
shown in Fig. 1.
We extend our previous work [4] with an additional
evaluation of the questionnaire presented to the
participants of the user study, and an evaluation of
how the participants assessed artifacts in the results.
2 Related work
The idea in foveated rendering is to adapt the
rendered visual quality to the physiological abilities
of the human visual system. Foveated rendering
requires predicting or measuring the direction of the
user’s gaze. Consequently, a real-time requirement
is imposed on rendering. There is a large body
of work on real-time foveated rendering, which is
summarized by a recent comprehensive literature
review by Weier et al. [5]. Foveated rendering is
very appealing when using head-mounted displays
(HMDs), which typically have a wider ﬁeld of view
(FOV) than desktop monitors, and only a single
observer per display [6]. The wider FOV means that
the user can see clearly only a proportionally smaller
area of the screen. In addition, HMDs require low
latency rendering to reduce motion sickness, which
calls for greater optimization than for a desktop
setup. Moreover, accuracy of eye tracking is better
with an HMD setup because the camera used to
measure the gaze direction is ﬁxed to the head of the
user [7].
One method to perform foveated rendering is to
rasterize the scene at multiple resolutions [8]. The
system renders only the region centered on the
gaze direction at the highest resolution, and uses
larger pixels in the user’s peripheral vision. Another
approach is to include foveated rendering into a
deferred shading pipeline by shading only some pixels,
and by interpolating results for the remainder of the
pixels [9, 10].
Current hardware supports only a ﬁxed, predeﬁned
resolution for rasterization. Therefore, foveated
rendering can be implemented more easily
with ray-tracing-based techniques because they
support arbitrary sampling patterns in screen
space. Consequently, foveated ray tracing has gained
academic interest in recent years [11, 12]. An intuitive
idea is to distribute samples according to the smallest




1.0, 0  e  5.79
7.49/(0.3e + 1)2, e > 5.79
(1)
where e is the eccentricity angle, i.e., the angle
from the gaze direction [13]. This model is derived
Fig. 1 Results after two seconds of rendering with a static point of interest. Above: rendering buﬀer. Below: preview on screen, and close-up
of the point of interest. Note how it already starts to converge in our proposed foveated preview approach (FV) which uses eye tracking and a
human visual acuity model. On the other hand, the edges in FV are noisier than when uniformly sampling the viewport area (VP). Uniform
sampling of the whole 360◦ image (OD) is noisier than the other methods.
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from various psychophysical studies. The equation
describes just one radius of visual acuity, and the
actual 2D model is obtained by taking a solid of
revolution determined by the equation, where the
axis of revolution is at e = 0.
Due to the complexity of the visual acuity model,
linear denominator models may be used instead of the
quadratic denominator model in Eq. (1). However,
they are not as accurate in the peripheral parts of
vision [8]. A simpliﬁed version uses a linear fall-oﬀ
between the maximum and the minimum sampling
probability [9–11], or even a static probability with
respect to gaze direction [14].
When previewing progressively rendered images,
rendering of the region of interest needs to converge
as quickly as possible to allow the artist to abort the
rendering as soon as possible, when needed, and to
make the required changes sooner. One way to vary
the convergence rate is to apply a so-called guided
preview, and have more samples in an area chosen
by the artist with a pointing device [15]. Another
idea is to select an area of the image where the
sample computation is concentrated [16]. Importance
masking [17] is an advanced version of area selection.
In this paper, we utilize the idea of a guided
preview, and use one of the most intuitive kinds
of guidance: the point at which the user is
looking. This means that there is no need to
manually select the region of interest, and instead
the system automatically detects the user’s point of
interest. Moreover, we use the quadratic denominator
visual acuity model instead of coarser models.
Compared to coarser models, the more accurate
model places fewer samples in the peripheral regions
of vision, and therefore allows faster convergence in
the fovea. In addition, previous work on foveated
rendering has concentrated on real-time rendering,
while we propose its use to preview oﬀ-line rendering.
3 Proposed method
The aim of our previewing method is to render
images for VR and to give the artist an instant
preview. The method tracks the eye of the user
and generates samples according to the visual acuity
model. Doing so does not worsen the user experience
because resolution can be reduced signiﬁcantly in the
peripheral parts of vision without aﬀecting search
task performance [18]. In other words, the user can
ﬁnd the area of interest in equal time compared to
when using a conventional preview. However, the area
of interest converges to the ﬁnal result signiﬁcantly
faster than when the image is uniformly sampled.
Sampling the world according to a visual acuity
model requires random image space positions
to be generated with probability density given
by Eq. (1). Note that the equation from Reddy [13] is
not directly usable as a probability density function
because its integral over the entire space is not equal
to one. We show later how to transform the equation
to fulﬁl the constraint in Eq. (6).
Progressive rendering produces the correct color
only after averaging many samples. Instead of
clamping the model to one sample per pixel, we
keep its value as cycles per degree. Using cycles per
degree makes sure that the image converges quickly
in the gaze direction. In other words, more than
one sample may be placed into a single pixel during
rendering of the frame. This in turn ensures, for
example, that better anti-aliasing occurs faster in the
area of interest. Due to the probabilistic nature of
sampling, some pixels may be completely unsampled
for the ﬁrst few frames. While unsampled areas could
be reconstructed [19], because the pixels are likely to
be sampled quickly thereafter, we do not attempt to
reconstruct the missing pixels.
Generating random numbers analytically according
to the solid of revolution of Eq. (1) is not feasible for
the targeted real-time preview method. Therefore, we
simplify the generation by using polar coordinates:
a uniformly distributed angular coordinate φ, and
a radial coordinate r, which is the distance from
the center of the vision, i.e., eccentricity angle
e. The angle φ can be generated by one of the many
algorithms available for quickly generating uniformly
distributed random numbers. To achieve correct
distribution for r, the probability density of Eq. (1)
must be modiﬁed based on the circumference of circle
2πR (where R is the radius):
g(e) = 2πem(e) =
{
2πe, e  5.79
14.98πe/(0.3e + 1)2, e > 5.79
(2)
A uniform distribution can be transformed to any
other distribution using the inversion method [20]:
r = f−1(u) (3)
where u is a uniformly distributed random number
in [0, 1], f is the desired cumulative distribution
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function, and r is a random number with cumulative
distribution f . The inversion method requires us to
derive the cumulative distribution function from the
probability density deﬁned in Eq. (2) by integrating









πx2, x  5.79( 1
0.3x + 1 + ln(0.3x + 1)
)
× 166.4π − 612.3,
x > 5.79
(5)
We chose the upper limit of the function at an
eccentricity angle of 80◦ because at that point the
model begins to reach zero. In addition, such an
angle suﬃces to cover all typical HMD FOVs. Finally,
the integral needs to be made consistent with the
requirement that a cumulative distribution function






Equation (3) requires the inverse of f in
Eq. (6). However, it cannot be expressed in terms of
standard mathematical functions and the Lambert
W -function [21] is needed. We simplify the function
by approximating it with a ﬁtted fourth-order







u, u  0.0965
25.09u4 + 0.1680u3




The maximum approximation error in Eq. (7) is
1.8% and the integral of the diﬀerence is less than
0.04%, which are very small, especially in comparison
to coarser approximations in previous work. Small
error means that the model generates fewer unneeded
samples in the peripheral visual regions and more in
the center, leading to faster convergence.
In addition to utilizing the sampling pattern shown
in Eq. (7), the proposed method allows eye tracking
to be frozen. This feature is used if the user wants
to look around and still generate most new samples
around a certain point of interest.
In the proposed method the users preview the
results with a VR HMD with eye tracking capability,
but also a desktop setup could be used. We chose
an HMD because a VR headset gives better spatial
awareness and enjoyment [22] and, therefore, it is
likely for an artist to preview the scene with a device
similar to the ones used by the consumers of the
rendered content. Moreover, future versions of 3D
design tools might include user interfaces where the
design is done partially or completely in a virtual
environment using an HMD [23].
4 User study
To measure the subjective performance of our
proposed instant preview method, we conducted a
user study. It started with a questionnaire on a
ﬁve-point Likert scale concerning the participant’s
background in 3D graphics. The questions posed are
listed in Table 1.
The study used ﬁve diﬀerent scenes and three
diﬀerent preview methods, in random order. The test
scenes were BMW, Classroom, Conference, Sibenik,
and Sponza. A sample view of each scene can be seen
in Fig. 2. We chose the scenes to represent diﬀerent
360◦ rendering scenarios.
4.1 Preview methods
Our study compared three different preview methods:
• Omnidirectional preview (OD): Samples were
distributed uniformly to every possible point in
an equirectangular image. This method represents
conventional baseline rendering without preview
optimization.
Table 1 Arithmetic mean (μ) and standard deviation (σ) of answers to the background questionnaire
Question μ σ
1. Age? 28.5 4.3
2. Gender? (5 = female, 1 = male) 2.3 1.9
3. How much previous experience do you have using applications with 3D graphics (like 3D games)? 3.5 1.3
4. How much previous experience do you have with oﬄine 3D rendering (like Blender)? 2.2 1.2
5. How much previous experience do you have with virtual reality or augmented reality devices? 2.4 1.1
6. Have you experienced virtual reality sickness? 2.9 1.4
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Fig. 2 Sample views of test scenes used in the user study. Left to right: BMW, Classroom, Conference, Sibenik, and Sponza.
• Viewport preview (VP): Samples were distributed
uniformly in the area currently viewable with the
HMD. The idea was to simulate the rectangular
area sampling used in some rendering engines.
• Foveated preview (FV): This was the proposed
method, which distributed samples according to
the visual acuity model centered on the gaze point
of the eye-tracked user.
4.2 Single scene procedure
The procedure for each 3D scene can be seen in Fig. 3.
We asked the participants to play the role of a 3D
artist, and to choose an object in the 3D world. They
were told that the object represents an object that
they have just adjusted. Adjustment could have been,
for example, changing the orientation of the object or
changing its material parameters. Examples of both
can be seen in Fig. 4.
After object selection, the rendering started, and
the participants recorded rendering times. The ﬁrst
event was recorded at the point where the participants
thought that they could determine if translation or
rotation of the object was successful. The second
measured time represented the event when the
participants were able to determine if the material
Fig. 3 Single scene procedure in the user study. Boxes are stages
and arrows are participant’s actions triggering transitions to other
stages. Clocks represent points where the system saved timing.
adjustment was successful. The idea was that at these
points the artist could cancel the rendering, go back to
editing mode, and make the required changes. In each
scene, the procedure described above was repeated for
each preview method. The order of preview methods
was randomized.
We told the participants that it was important
to record the timing at a similar rendering quality
in each preview method. If the participant felt that
even a single timing failed substantially, the whole
rendering method in that scene was timed again.
After time for a single method was measured,
we asked the participants to look around in the
360◦ image and to rate the prevalence of disturbing
artifacts in the other areas of the image. The value
was recorded on a ﬁve-point Likert scale, where one
meant no artifacts were present and ﬁve meant so
many were present that the scene was not discernible
at all.
4.3 Rendering
We chose unidirectional path tracing with importance
sampling as the progressive rendering method. AMD
RadeonRays [24] was used for ray traversal and the
path tracer ran on an AMD Fury X GPU. The host
code ran on an Intel Core i7-6700K CPU with 16 GB
of memory. The FOVE 0 VR headset was used as a
Fig. 4 Example of a 3D artist’s workﬂow. First the artist places
U-shaped cloths, which might require many previews of the positioning
with the slow progressive rendering method, especially if the objects
are transparent or reﬂective. Then the artist modiﬁes the material of
the objects and previews the changes.
272 M. K. Koskela, K. V. Immonen, T. T. Viitanen, et al.
viewing device in the study due to its eye tracking
capability, needed for the proposed method.
Translation of the virtual camera was disabled as
camera motion would have invalidated the progressive
rendering samples. Thus, the assumed starting point
was that the 3D artist had already chosen the camera
position by utilizing a faster rendering method.
The system generated equirectangular images
because they are common in VR applications, in
the authors’ experience. The preview method used
trilinear ﬁltering to eliminate ﬂickering near the
poles. With an unoptimized GPU implementation,
generating and sampling mipmaps on the target
machine took only about 1 ms of additional time
compared to bilinear ﬁltering. This drawback was
reasonable since the target was 14 ms per preview
frame to achieve the 70 Hz refresh rate needed for
FOVE 0.
5 Results
The user study included 16 participants, of whom
11 were male and 5 were female. Their ages varied
between 22 and 37. Two of the participants knew
details of the test set-up beforehand, but their results
were so close to the average of the other results that
we concluded that this did not aﬀect the results.
5.1 Questionnaire
Statistics for answers to the questionnaire can be
found in Table 1. The average answer to questions
regarding the participants’ background in 3D graphics
has P = 0.196 compared to the speedup of foveated
rendering. This P value means that there is no
signiﬁcant correlation in the values, which was
expected since the study should test the human
visual system and not the person’s experience in
3D graphics. In addition, the P value suggests that
a user study with random users should give similar
results to a user study with actual 360◦ rendering
artists. The questions used in the calculation were
questions 3 and 4. The timing used in the calculation
was the diﬀerence between OD and FV.
5.2 User timing
The geometric means of all timing are shown in
Fig. 5 and arithmetic means for each scene over all
participants are listed in Table 2. The results show
that the proposed method required only around 10%
of the time required by the baseline method OD. The
Fig. 5 Geometric mean of time measured in seconds over all 5 test
scenes using the visible outline and visible material criteria for each
of the three preview methods (smaller time is better).
time savings directly translate to the frequency of
the artist’s feedback loop since rendering can be
aborted 10 times faster. An equivalent comparison
shows that previewing with VP is 3 times faster than
with OD. Likewise, comparison of VP to FV shows
that when rendering regular images rather than 360◦
images, foveated previewing can provide a 3× speedup
of the previewing task.
5.3 Artifacts
Results of the assessment of artifacts can be seen
in Fig. 6. The original idea of this measurement
was to assess the reduction in quality for methods
other than OD in directions away from the point
of interest. These areas are not rendered at all in
VP and FV because the user was looking at the
point of interest throughout the test. We found
out that this measurement was hard to record
because every participant had a completely diﬀerent
idea about what should be considered a disturbing
artifact. However, from the results we can see that the
fast convergence of FV is perceived to have almost the
same quality as OD. In contrast, VP clearly has the
most artifacts. Note that if the slightly lower quality
of other areas in FV is a problem in a progressive
rendering system, then the system could be modiﬁed
to use a hybrid of FV and OD.
5.4 Subjective observations
In an open discussion after the test, many participants
reported that FV was so fast that it was hard to
record the ﬁrst timing at the right time. They also
stated that it felt that the FV method converged
instantly. On the other hand, several participants
stated that the perceived slowness of OD might
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Table 2 Arithmetic mean (μ) and standard deviations (σ) of the measured time for each scene in the user study. The results of the FV
(proposed) and VP methods are compared to OD; pp stands for percent point. Large values of σ in OD are caused by the participants selecting
diﬀerent kinds of objects
Timing type Outline visible Material visible
Preview method OD VP FV OD VP FV
Value type μ (s) σ (s) μ (%) σ (pp) μ (%) σ (pp) μ (s) σ (s) μ (%) σ (pp) μ (%) σ (pp)
BMW 6.1 7.6 41.8 9.8 20.8 1.9 29.9 16.9 33.6 15.1 11.8 5.3
Classroom 15.6 7.7 27.1 3.1 11.6 2.1 67.9 79.2 30.8 35.7 7.9 4.6
Conference 41.9 59.7 29.7 8.6 7.6 2.3 137.2 197.4 33.9 46.0 8.2 8.6
Sibenik 24.7 20.8 29.5 9.2 11.4 3.9 76.7 55.2 34.3 29.0 10.9 10.1
Sponza 16.1 13.8 25.9 4.9 9.1 2.1 60.4 46.8 30.1 18.9 7.5 4.0
Fig. 6 Arithmetic means and the standard deviations of the amount
of artifacts the participants saw when looking around. These numbers
were measured after the users were satisﬁed with the rendering of
their point of interest.
have caused them to get bored, inducing them to
mark timing at a lower quality than with the other
methods. These participants simply did not have
enough patience to wait for the image to converge to
the same level as with the other measurements. Hence,
the results are skewed in favor of OD. Most of the
participants also stated that they did not realize that
eye tracking was used, and instead thought that the
actual rendering was somehow faster. Not noticing
the eye tracking indicates that the visual acuity model
is a good way to distribute the samples.
5.5 Performance
All three methods showed similar computational
performance. On the target machine, according to
AMD CodeXL, it takes around 0.17 ms to launch
65,536 primary rays with all preview methods. This
includes generating random pixel coordinates for the
rays and calculating the ray origin and direction based
on the random pixel coordinate. In the case of our
proposed FV method, modifying the random number
distribution with the inversion method requires some
extra work (Eq. (7)). However, our measurements
showed that the extra work done in FV to generate
non-uniform random numbers is entirely hidden by
the latencies of memory accesses and the kernel
launch.
The ray tracing performance is dependent on the
user’s gaze or head direction with the FV and VP
methods, respectively. In contrast, OD has the same
ray tracing performance independent of where the
user is looking at. While OD yields a larger number
of samples per second than the other methods, this
result can be misleading because many of the rays
are sent to directions that are easier to ray trace, e.g.,
directly to a skybox.
5.6 Latency
Because the users preview the content with an HMD
device, the latency should be kept low enough to
not hinder the rendering experience. None of the
participants of the user study mentioned any issues
with latency. Only a few reported some minor VR
motion sickness, but they had also had similar
symptoms in other VR experiments. Moreover, for
most participants, the latency was low enough for
them not to realize that the system reacted to their
gaze direction.
The components adding up to the total rendering
latency are shown in Fig. 7. The HMD device has a
screen refresh rate of 70 Hz, which means that we
need to have a new preview frame ready every 14.3
ms. Otherwise the HMD displays the same frame for
28.6 ms, thus causing a frame drop. To avoid reducing
the quality of experience, our code is designed so that
it always meets the 14 ms target. All work other than
progressive rendering itself takes around 4 ms in our
code. This work includes, for example, updating the
UI, checking inputs, generating the mipmap, sampling
it, and sending the image to the screen buﬀer with
DirectX. In the 10 ms time left from the 14 ms target
after all other work, the progressive renderer is able to
path trace a batch of approximately 100,000 samples.
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Fig. 7 Breakdown of the system latency in milliseconds. Best-case latency is approximately 38 ms. Worst-case latency is hard to determine,
since we do not know all the internals of the HMD used. Moreover, green timing is the only one we can aﬀect without changing the HMD.
The actual end-to-end latency of foveated rendering,
from eye movement to pixels being illuminated in the
HMD display, is hard to determine because we do
not know all the internals of the FOVE 0 driver and
hardware. To the best of our knowledge, the exposure
time of the eye-tracking camera is 8 ms, transferring
the data to the driver takes 2 ms, and processing the
data takes approximately 4 ms [25]. However, the
eye-tracking device used in FOVE 0 has a refresh
rate of 120 Hz [26], meaning that the exposure and
processing of diﬀerent frames occur in parallel. At
the beginning of every frame our code queries the
driver for the latest eye position, which means that
if the frames of the display and eye tracking are not
synchronized by the driver, in the worst case the eye
position data used is that from an image processing
phase that ended 8 ms ago.
It should also be noted that the image captured by
the eye-tracking camera may show motion blur due
to the movement of the eye. To simplify analysis, we
assumed the eye to be moving at a constant speed,
and also assumed that the eye position estimate
produced by the image processing phase corresponds
to the eye’s position at the midpoint of the exposure
interval. Consequently, we started our latency timing
4 ms after the start of the exposure.
After processing ends, our code swaps the image
to the displays. We have not measured how long
it takes for the FOVE 0 display to illuminate the
pixels after the buﬀer swap. Since we meet the 14 ms
timing requirement it is likely that the frame is moved
almost immediately to the screen. FOVE 0 moves the
frame via HDMI 1.4 [26], and with typical transfer
speeds it should take 14 ms to move the frame to the
display.
6 Conclusions
In this paper we have proposed a foveation-based
preview system for progressive rendering. The system
tracks the user’s gaze and distributes samples
according to a visual acuity model. Generating the
sample locations with the proposed method did
not show a measurable overhead in computational
performance.
We measured the beneﬁts of the system in a
user study with 16 participants, who were asked
to indicate how fast the diﬀerent preview methods
reached speciﬁed levels of quality. The targets used
in the study were (i) when the users could detect
if a change in the transformation of an object was
successful, and (ii) when they could detect if a change
in material parameters was successful.
The results showed that the rendered image
converges at the user’s point of interest 10 times
faster than with conventional uniform sampling over
the whole 360◦ image area. In practice this means
that the 3D artist can abort rendering 10 times earlier,
shortening the artist’s feedback loop time and thereby
improving working eﬃciency signiﬁcantly.
Most of the user study participants did not
realize that eye tracking was used, and instead
thought that the rendering process itself was faster,
which was the desired end result. In addition,
participants rated the proposed system to have
only slightly more artifacts than in areas where
conventional rendering has already rendered image
content progressively for several seconds and the
proposed method needs to start from scratch. This
is likely due to the speed of the proposed method,
which is supported by the fact that many participants
stated that the proposed method appears to converge
instantly. The perception of foveated rendering did
not have signiﬁcant correlation with the participant’s
background in 3D graphics.
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Figure 1: Illustration of a path traced frame in Visual-Polar space, the denoised result transformed into Cartesian screen space, and the
distribution of the path tracing samples in screen space. Path tracing and denoising in Visual-Polar space makes both 2.5× faster.
Abstract
Computing power is still the limiting factor in photorealistic real-time rendering. Foveated rendering improves perceived quality
by focusing the rendering effort on where the user is looking at. Applying foveated rendering to real-time path tracing where
we must work on a very small number of samples per pixel introduces additional challenges; the rendering result is thoroughly
noisy and sparse in the periphery. In this paper we demonstrate foveated real-time path tracing system and propose a novel
Visual-Polar space in which both real-time path tracing and denoising is done before mapping to screen space. When path
tracing a regular grid of samples in Visual-Polar space, the screen space sample distribution follows the human visual acuity
model, making both the rendering and denoising 2.5× faster with similar perceived quality. In addition, when using Visual-
Polar space, primary rays stay more coherent, leading to improved utilization of the GPU resources and, therefore, making
ray traversal 1.3− 1.5× faster. Moreover, Visual-Polar space improves 1 sample per pixel denoising quality in the fovea. We
show that Visual-Polar based path tracing enables real-time rendering for contemporary virtual reality devices even without
dedicated ray tracing hardware acceleration.
CCS Concepts
• Computing methodologies → Perception; Ray tracing; Virtual reality;
1. Introduction
In order to produce an immersive and comfortable virtual reality
(VR) or gaming experience with the evolving head mounted dis-
plays (HMD), the ability to generate high resolution content with a
very high frame rate is essential. Computing power remains to be
the limiting factor in generating realistic content for these devices.
Some approaches to overcome this problem include having a spa-
tially varying shading rate [VST*14; HGF14] and temporally vary-
ing shading locations with reprojection based on camera movement
and animations [HEMS10; XLV18]. Another idea is to optimize
rendering based on the fact that the human visual system recog-
c© 2019 The Author(s)
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nizes details accurately only on a small area around the gaze point.
Using this information in rendering optimization is typically called
foveated rendering [WSR*17].
Path tracing is one of the most interesting options for generating
realistic content. It simulates how photons interact with the scene
and is thus able to naturally generate real life effects such as soft
shadows, global illumination and reﬂections. Even though there is
now dedicated acceleration hardware in consumer desktop GPUs
for ray tracing [KMSB18], the achievable real-time path tracing
rendering budget is still below 1 sample per pixel (spp) [Bar18].
The need for high resolution and refresh rate further reduces the
available sample budget. In addition, higher spp counts are needed
for rendering more complex materials and producing effects such
as depth of ﬁeld and motion blur.
In this article, we optimize path tracing rendering using
foveation based methods. Our system utilizes a novel human visual
system inspired sample coordinate space we call the Visual-Polar
space. The main idea of the proposed method can be seen in Fig-
ure 1. Our rendering demonstrator uses only 0.4 spp and is still able
to generate visually pleasing fully denoised results. To the best of
our knowledge this is the ﬁrst time foveated denoised path tracing
is demonstrated in real-time with full resolution of contemporary
VR device. The main contributions of this article are:
1. We propose a novel Visual-Polar space, which saves 61% of the
rendering work compared to Cartesian screen space and allows
coherent primary rays with improved SIMD/SIMT utilization.
The only additional overhead is mapping back to the Cartesian
screen space which with our test setup takes only 1.6 ms for a
contemporary 1280×1440 VR HMD resolution.
2. We show that state-of-the-art real-time path tracing de-
noisers such as A-SVGF [SPD18], BMFR [KIM*19], and
SVGF [SKW*17] can all operate in the proposed Visual-Polar
space, which saves 61% of the denoising work and requires only
minor changes to the denoiser.
3. We show that in the fovea the denoised output quality improves
beyond conventional screen space quality, because when the
denoiser is applied in the Visual-Polar space it automatically
adapts to higher than 1 spp in the fovea.
2. Related Work
Path tracing rendering evaluates the rendering equation via Monte
Carlo integration; therefore, it converges to the correct result when
more and more noisy samples are averaged [Kaj86]. Even on recent
GPUs with hardware acceleration for ray traversal, in real time we
can only path trace approximately 1 spp [Bar18], which results in
a highly noisy image. Two basic approaches to improving image
quality are to apply denoising ﬁlters, and to reuse and accumu-
late samples from previous frames, resulting in a higher effective
sample count. Recent real-time ray tracing methods combine both
approaches to cope with 1 spp inputs.
One option for the real-time ﬁltering is a wavelet-based
ﬁlter called Spatiotemporal Variance-Guided Filtering (SVGF)
[SKW*17]. To achieve real-time denoising, SVGF uses temporal
accumulation to have an increased effective sample count and spa-
tiotemporal luminance variance estimations for wavelet-based spa-
tial ﬁltering. SVGF’s advanced version (A-SVGF) [SPD18] de-
rives adaptive temporal accumulation factors to add support for
temporal effects such as moving lights. It also improves the quality
of materials, such as mirrors, where the ﬁrst bounce motion vectors
produce blurred results. On the other hand, regression-based meth-
ods have previously shown good denoising results in ofﬂine ren-
dering [BRM*16], and a recent real-time work, called Blockwise
Multi-order Feature Regression (BMFR), achieved even faster per-
formance than wavelets [KIM*19]. The idea behind BMFR is to
do ﬁtting of the feature data to noisy input in relatively big blocks
instead of deciding every pixel’s color individually.
Path traced frames are typically viewed by a human visual sys-
tem and an interesting characteristic of the system is that it can
only resolve details accurately in a very small area around the gaze
point. The number of cycles per eccentricity degree a human eye
can resolve is described in the so-called visual acuity function as
V (e) =
{




where e is the eccentricity angle, and the result tells how many
times per degree the image can change from completely white
to completely black [Red97]. The function has been determined
in user studies. If the change is not from completely white to
completely black the resolvable cycles per degree is even less.
The ﬁgure for showing different resolvable cycles per degree as
a function of contrast is called the Contrast Sensitivity Function
(CSF) [SRJ11].
Interestingly, it follows from the visual acuity function that if
we had a rendering system capable of showing 60 cycles per de-
gree, 95% of the rendered detail would be excessive [KVJT16].
On contemporary HMD devices this ﬁgure is around 75% depend-
ing on the resolution and the ﬁeld of view (FOV). However, simply
reducing sampling according to the visual acuity function causes
both spatial and temporal aliasing artifacts in peripheral parts of
the vision. Peripheral parts of the vision are sensitive especially to
temporal artifacts [WSR*17] and, therefore, overly simple periph-
ery quality reduction methods without temporal ﬁltering are easily
detectable by the user.
Foveated rendering utilizes these known features of the human
visual system to reduce computational costs with a minimal notice-
able quality decrease. The literature review [WSR*17] gives a com-
prehensive summary on previous foveated rendering research. The
basic idea is to approximate the visual acuity of the human visual
system in the distribution of samples. Foveated sample distribution
can also be combined with other sample importance metrics, e.g., it
is more important to shade the pixels around the object silhouettes
[SGEM16].
With a rasterization type rendering, a coarse approximation of
foveated sampling can be achieved by rendering multiple views
of the scene at different resolutions [PSK*16; GFD*12; LW90;
WWHW97]. The viewport is rendered fully only with a low resolu-
tion and a smaller image with greater pixel density is rendered and
overlaid at the gaze region. Typically, there is some overlap in the
c© 2019 The Author(s)
Eurographics Proceedings c© 2019 The Eurographics Association.
40






Path Tracing To HMD
Reprojection
Figure 2: The foveated Visual-Polar path tracing rendering pipeline is described in Sec. 3.
rendered areas and interpolation is used to make the transition be-
tween resolutions smooth. For more accurate approximations there
can also be a third intermediate resolution image [GFD*12].
Ray tracing is a good option for foveated rendering since it al-
lows ﬂexible sampling in screen space [KVJT16]. With rasteriza-
tion, ﬂexible sampling would require modifying the rasterization
algorithm, which is typically done with dedicated hardware accel-
erators. The new Nvidia Turing architecture supports variable rate
shading in screen space. However, the shading rate needs to be de-
cided for a square block of pixels and completely free shading lo-
cations are not allowed [KMSB18]. However, due to how differ-
ent work-items are scheduled to the processing elements of a pro-
grammable GPU, even with ray tracing it is difﬁcult to do ﬂexible
sampling so that the whole computing capacity of the hardware is
utilized.
For example, a common sample distribution of “linear falloff”
uses a rendering probability for the peripheral part and does lin-
ear blending to full rendering in the fovea [WRK*16; WRHS18a].
Randomly killing some of the rays in the periphery causes idling
lanes with both SIMD and SIMT hardware and is therefore sub-
optimal in terms of hardware utilization.
Sampling can also follow the visual acuity function more closely
like in [KIV*18]. In this case, the GPU utilization is high, but the
ray distribution in lanes is completely random, which makes pri-
mary rays completely incoherent and thus reduces cache locality.
Another approach is to have a predeﬁned sampling map [SCMP19].
They achieve fast interpolation from sparse ray tracing locations to
full screen resolution, by using a precomputed triangulated mesh.
In addition, one way to sample is to use spatially varying pixel
density based on the distance to the shifting foveation point like
in [RFS18].
An interesting option is to use log-polar space for the render-
ing. One downside of polar spaces is that they have discontinuity.
However, artifacts can be avoided if discontinuity is taken into ac-
count, e.g., by using wrap around accesses. if ray tracing was done
directly in log-polar space, the primary rays are coherent, and the
rendered pixels are not sparse. One option is to ﬁrst rasterize the
G-buffer in Cartesian space, then map the result to log-polar space
for deferred shading, and ﬁnally map the shading back to Cartesian
screen space [MDZV18]. However, in the previous work log-polar
distribution was not compared to the human visual system and even
with the introduced kernel function all the tested parameters pack
more samples to the gaze point than required.
In this paper we apply foveation-based rendering to path tracing
and introduce the Visual-Polar space, which distributes the sam-
ples according to the visual acuity function. It also has coherent
primary rays and all the lanes of SIMD/SIMT hardware are used,
resulting in full utilization of all hardware resources. We use 1 spp
real-time path tracing to generate the frames and denoise them with
A-SVGF, BMFR, and SVGF. In contrast to previous work, we de-
noise in the Visual-Polar space before mapping the image to screen
space, which means that the denoiser only needs to handle the lower
resolution, and any possible denoising artifacts get circularly bent
around the fovea.
3. Visual-Polar Space
The pipeline of path tracing rendering in the proposed Visual-Polar
space is shown in Figure 2. The pipeline stages are described in the
following subsections.
3.1. Path Tracing Setup
In this paper the 1 spp path tracing is done similarly as described
in BMFR [KIM*19] and SVGF [SKW*17]. That is, we have one
primary ray from every pixel and from the closest intersection point
in the 3D space we trace one secondary indirect ray. From the hit
points of the both rays we trace one shadow ray towards a random
point in a random light.
The ray traversal, in other words, ﬁnding the closest intersection
of each ray typically takes around 20% of the execution time in the
path tracer used in our experiments. The coherence of the rays is
quite high, with the path tracing setup used by this paper. Two out
of four rays are either highly coherent primary rays or shadow rays
traced from the ﬁrst intersection towards the lights. With just one
light these shadow rays are also highly coherent. Ray traversal of
incoherent rays is signiﬁcantly slower than ray traversal of coher-
ent rays [Bar18]. Also, shader execution in the hit surface is faster
with the coherent rays, because in a typical scene nearby areas have
the same material. The best hardware utilization is achieved if all
the work-items in a wavefront execute the same material code and,
therefore, execute the same branches and load the same data. For
these reasons, it is important that our foveated path tracing has sim-
ilarly coherent primary rays as the Cartesian path tracing. Other-
wise some of the gain from the foveation is lost in the inefﬁcient
ray traversal.
c© 2019 The Author(s)
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Figure 3: Visualization of the axes ranges. Distance coordinate ρ
runs from zero (black) to maximum ﬁeld of view (purple) on hor-
izontal axis. Angle coordinate φ runs from zero degrees (black)
to 360 degrees (orange) on vertical axis. Notice how in the fovea
area even with the triangular clipping the whole range of degrees
is still present. When a uniform grid of samples is path traced in
this space, the distribution shown in Figure 1 is achieved.
3.2. Rendering
There were two main requirements we placed for the designed ray
tracing sample distribution function. First, the ray traced samples
should be picked in such a way that the primary rays (and also the
ﬁrst shadow rays) are coherent, which means that the rays in a sin-
gle wavefront have approximately the same origin and traverse to
approximately the same direction and, therefore, access the same
bounding volume hierarchy (BVH) nodes as often as possible. Sec-
ond, it should be feasible to perform denoising locally in the de-
signed space that has less pixels to process than in the screen space.
An interesting option that fulﬁlls both of the requirements is to
ray trace in a polar coordinate space, so that the gaze point is al-
ways at the zero of the radius coordinate and the angle coordinate
rotates around the gaze point. That is, if ray tracing a uniform grid
in polar space, its sample distribution would be 1e , where e is the
eccentricity angle. The problem is that this distribution does not ac-
curately model the visual acuity function of the human eye. There
are at least two simple ways to improve the distribution: Either ad-
just the number of samples on the angle coordinate φ, or change the
scaling of the radius coordinate ρ.
Adjusting the number of samples on the angle coordinate re-
quires a varying resolution on the φ-axis. For example, a constant
sample distribution could be achieved by clipping the polar space
along the φ = 2πρ line, and with a more complicated clipping pat-
tern we can match sampling with the visual acuity sample distribu-
tion. However, single sample coverage in the peripheral parts be-
comes stretched, which produces signiﬁcant artifacts.
In the other option of scaling the radius coordinate ρ to follow
the visual acuity distribution, the cumulative distribution function
of the desired distribution and its inverse are needed [Dev86]. The
inverse of the cumulative distribution function of the visual acuity
function is too complex for a real-time implementation to be com-
puted online [KIV*18]. However, we found that a ﬁtted polynomial
can approximate it efﬁciently enough for our use case. The down-
side of scaling the radius coordinate is that if the polar coordinate
space has a constant resolution on the φ-axis, the ﬁrst columns of
samples are mapped to cover to whole fovea area and there are ma-
jor stretching artifacts.
In summary, just varying the resolution of the φ-axis results in
artifacts in peripheral vision, and just scaling the ρ-axis results in
(a) Visual-Polar space of SVGF (b) Visual-Polar space of BMFR
y 
x
(c) Screen space showing BMFR block distribution
Figure 4: Visual-Polar spaces for both of the denoisers. ρ is on
the horizontal axis and φ is on the vertical axis. BMFR’s blocks
are shown in the screen space image. In the BMFR ﬁgures lighter
orange means smaller φ values and darker purple means smaller ρ
values.
artifacts at the gaze point. Therefore, we chose a distribution where
we combine the best parts of both approaches: In the fovea area we
vary the resolution in the φ-axis and in the peripheral area we scale
the ρ-axis.
In order to have a constant distribution of samples in the fovea
area, we use linear mapping on the ρ-axis and clip a triangular area
off from the φ-axis. The fovea area is marked with green color in
Figure 4a. The white clipped area above the green triangle reduces
12% of the original space size. We conservatively chose the clip-
ping boundary so that the fovea has more than 1 spp in screen space.
In the peripheral part we use scaling of the ρ-axis to achieve the
visual acuity falloff. The cumulative distribution function of the





where d is the distance to the gaze point [KIV*18]. Outside the
fovea the ρ-axis is scaled with Eq. 2 when mapping from screen
space to the Visual-Polar space. In the actual implementation we
avoid the logarithm and the division by using a least squares ﬁtted
polynomial as an approximation of this function.
The ﬁtted inverse of the cumulative distribution function which
is used when mapping from the Visual-Polar space to screen space
is
25.09ρ4+0.1680ρ3+27.61ρ2+23.87ρ+3.232. (3)
This scaling is also visualized in the vertical axis of Figure 3.
c© 2019 The Author(s)
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On top of the visual acuity based scaling in the ρ-axis, we also
scale the ρ-axis so that we keep the number of rendered paths con-
stant no matter where the user is looking at on the screen. This is
done by ﬁnding the greatest distance from the gaze point to the
screen corners. The distance is used to scale the axis so that the
maximum ρ is equal to it. This scaling dynamically changes the
size of the fovea to be larger when the user looks at the edges of
the vision, which compensates for the typically worse eye tracking
accuracy in these areas [RWH*17].
For the path tracing itself we render a regular grid of pixels in the
Visual-Polar (ρ,φ) space. When we compute the origins and direc-
tions for the primary rays, we do the mapping from the Visual-Polar
space to screen space and then compute the origin and direction as
is typically done in conventional screen space path tracing.
3.3. Denoising
An interesting feature of real-time path tracing denoisers like
SVGF and BMFR is their use of temporal data that also reduces
temporal ﬂickering caused by the changing sample locations in the
peripheral parts of the foveated rendering. We found that adapting
these state-of-the-art real-time denoisers to the Visual-Polar space
requires only minor modiﬁcations to them, which we describe in
the following.
Out-of-bounds access handling:All the sampling in Visual-Polar
space needs to be wrap around on the φ-axis. On the ρ-axis we
used clamp-to-edge edge handling, but one could also use proper
edge handling which rotates the sample to its correct position on
the other side of the gaze point.
Temporal accumulation: Accessing temporal data needs to
take the Visual-Polar space into account. Conventionally, the
temporally-aware denoisers calculate from the 3D world positions
of the current frames which screen space location they need to
access in the previous frame. We simply apply the screen space
to Visual-Polar space transformation to these locations and access
data with bilinear sampling. When performing bilinear interpola-
tion from four samples in the Visual-Polar space frame it needs
to be taken into account that the height of the φ-axis can be dif-
ferent on both of the accessed columns. As in the original imple-
mentations of the denoisers, we decide separately for each sample
whether to discard it due to, e.g., disocclusions.
Denoise ﬁlter sampling: With SVGF bilateral sampling and A-
Trous sampling is done so that we consider the possibly smaller res-
olution in the φ-axis. With BMFR we do not scale the blocks based
on the smaller resolution, but instead we reshape the Visual-Polar
space so that the height of the φ-axis is always the same within one
block column area. Synching the clipping with the BMFR blocks
produces a staircase-like clipping boundary, which can be seen in
Fig 4b. In addition, we keep the location of the clipping boundary
synced with BMFR’s constantly pseudo-randomly changing block
locations.
Since the Visual-Polar space maps more pixels to the gaze point,
it naturally scales the screen space A-Trous blur radius of SVGF
and the screen space block size of BMFR. BMFR block size in
screen space can be seen in Figure 4c. A smaller screen space area
with the same number of path tracing samples in the Visual-Polar
space enables the denoisers to produce better quality results with
more difﬁcult cases like reﬂections, which can be seen in Figure 5.
The case is challenging for the denoisers, because the data of the
world seen in the reﬂections is not in any way present in the feature
buffers (G-buffer). For example, if the phenomenon BMFR tries
to reconstruct is not present in the feature buffers, it reconstructs
the result from gradient-like data available, e.g., in the world po-
sition buffer. Reconstructing a detailed sharp reﬂection from gra-
dients yields a blurred result. In our experiments, SVGF performs
better with sharp reﬂections, because it also uses color data in guid-
ing the blurring. However, with the natural size reduction caused
by the Visual-Polar space both of the denoisers have good qual-
ity in fovea. In the Visual-Polar space the size stays the same and,
therefore, there is always the same number of path tracing samples
affecting the denoising of a single pixel.
3.4. Mapping to Screen Space
The Visual-Polar space image can be mapped to screen space in one
pass without synchronization. The mapping can be done with back-
wards projection, i.e., every screen space pixel samples their color
from the Visual-Polar space pixels. Also in this case we handle
out-of-bounds accesses with wrap around on the φ-axis and clamp-
to-edge edge on the ρ-axis. We found that the wrap around on the
φ-axis hides the discontinuity of the Visual-Polar space efﬁciently.
On ρ-axis the mapping is always either one-to-one or magniﬁ-
cation. Therefore, bilinear sampling is enough for sufﬁcient qual-
ity. In contrast, on φ-axis one screen space pixel can map to many
Visual-Polar space pixels. Unlike in previous work, for the trilinear
mapping from Visual-Polar space to screen space it is enough to
generate just mipmaps on one axis of the smaller resolution image.
Therefore, we use custom mipmap generation and sampling code,
which generates mipmaps only on the φ-axis. Our unoptimized ver-
sion of the code with the test setup takes less than 0.5 ms. This code
could be highly optimized since the mipmaps are only required in
the fovea area and the sampling positions can be precomputed.
3.5. Blur
After mapping to the screen space, we apply a moderate Gaussian
blur. The idea is to blur just enough to remove most of the spatial
aliasing problems but not too much to cause tunnel vision. We used
zero blurring on the fovea area, and after the edge of the fovea we
linearly increase the amount of blurring until the eccentricity angle
of 30 degrees where the amount of blur is σ= 6.8 pixels (resolution
1280× 1440). For performance reasons the blur was implemented
in two separated passes. In our experiments, we decided to use lin-
ear falloff over visual acuity function with the parameters, because
it gave more intuitive control over the parameters.
4. Experiments
This section describes the different user tests we ran with the
Visual-Polar rendering. The results of each experiment are listed
at the end of each subsection. The purpose of the experiments was
to test different parameters for the foveation methods and to com-
pare them with each other.
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(a) Screen space BMFR with full res-
olution
(b) Screen space BMFR with the same
number of samples as in Visual-Polar
(c) Visual-Polar BMFR, with the gaze
point in the middle of the left square
(d) Visual-Polar BMFR, with the gaze
point in the middle of the right square
(e) Screen space SVGF with full reso-
lution
(f) Screen space SVGF with the same
number of samples as in Visual-Polar
(g) Visual-Polar SVGF, with the gaze
point in the middle of the left square
(h) Visual-Polar SVGF, with the gaze
point in the middle of the right square
Figure 5: Example on how the denoisers can preserve reﬂections and details better when they are applied in the Visual-Polar space.
4.1. Test Set-Up
In the experiments we used the FOVE 0 HMD which is equipped
with an eye tracker. The computer used in the experiments has a
single AMD Vega Frontier Edition GPU, an Intel Core i7-6700K
CPU, and 32GB of memory.
Even though the display of the FOVE 0 has only 1280× 1440
pixels per eye, the driver requires a 1792×2016 frame per eye be-
cause it performs warping automatically. Our test system renders
the actual resolution of the display for one eye and shows the same
image for both eyes. In other words, we do not have binocular dis-
parity. In addition, upsampling and warping our 1280×1440 frame
to the internal representation of the driver introduces some minor
sampling artifacts to the results. We decided to render the actual
resolution for just one viewpoint because it reduces the required
path tracing and denoising by 74%, which allowed us to use more
complicated scenes even without dedicated ray tracing hardware
acceleration.
The eye tracking accuracy of the system is roughly ±1 degrees
[WRHS18b]. The minimum latency of the system is at least 38
ms from eye movement to rendered pixels [KIV*18]. The users of
a foveated rendering system can tolerate up to 70 ms end to end
latency [APLK17].
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(a) Music room (b) Gray white room
(c) Dining room (d) Breakfast room
(e) Staircase (f) Pabellon
Figure 6: Example views of typical directions the participants de-
cided to look at in the sampling experiment.
4.2. Sampling Experiment
The purpose of this test was to compare different parameter sets of
the proposed method to a full screen space resolution and this way
ﬁnd good parameters to use in the latter path tracing experiment.
As the used hardware cannot path trace and denoise the full screen
space resolution of 1280× 1440 with a reasonable frame rate, the
test was done by sampling prerendered converged omnidirectional
images. Prerendering was done by path tracing equirectangular im-
ages. The images were fully converged so only the sample location
changes might cause temporal artifacts. These artifacts are similar
to the artifacts that the denoisers are generating, since they discard
temporal data projected from other objects. For this experiment we
removed the translation of the camera, because it would have re-
quired either many equirectangular images or reprojection and ﬁll-
ing with depth information. For the full resolution screen space ren-
dering, the equirectangular images were sampled in real-time with
the full Cartesian resolution of the HMD. For the proposed method
we sampled the prerendered images from the same positions from
which path tracing with that distribution would have sampled the
world.
4.2.1. Procedure
In the user study we showed the participants a pair of two render-
ings of the same scene and their task was to compare the quality
of them. In case different quality was experienced, the users were
asked to choose which one of the renderings was better. In every
pair one of the renderings was a full resolution Cartesian render-
ing. The other one was the result of a randomly picked parameter
set of the proposed method. The order of the two renderings in the
pair was randomly selected.
The parameter sets in the study where different sample reduc-
tions and different blurring parameters. These sets where found out
by testing the system with the authors ﬁrst during the development.
After the trial runs, some participants noticed that one of the render-
ings in the pairs was always the full resolution Cartesian rendering.
To address this, we added random pairs of two foveated renderings
of the same method. These random pairs were not used in the re-
sults. The idea was to get the users to focus on the quality and not
to ﬁnd ways to “cheat the test” by ﬁnding out if the rendering re-
acted to eye-tracking by quickly moving their eyes back and forth
multiple times.
We used six different scenes, which are shown in Figure 6. As
can be seen in the images, we included many hard cases where the
scene contains patterns that are intentionally almost checkerboard
patterns. The test lasted for approximately 40 minutes per test sub-
ject. In the experiment we had eight participants all with normal or
corrected to normal vision.
4.2.2. Results
The answer distribution of the questionnaire of the sampling ex-
periment can be seen in Figure 7. The names of the methods tell
how much path tracing and denoising work was reduced. For ex-
ample, 61% is achieved by reducing both the the width and the
height of the resolution by 37%. The answers show that we can re-
duce the rendered pixels by approximately 60-70%, after which the
users start to see too many artifacts. A possible cause for the lack
of "Better than reference" answers in the 61% reduction option is
that different blur settings work the best with different reductions.
According to paired t-tests, the 88% reduction showed signiﬁcant
difference in users’ responses compared with both of the smaller
reductions (p-value < 0.05). Between 61% and 71% reductions, no
signiﬁcant difference was found. Based on these results, in the sec-
ond test described below, we decided to use 61% reduction since
we wanted to be conservative with our parameter choices.
It is also important to note that this test did not utilize tem-
poral reprojection of samples. In other words, there were differ-
ent temporal artifacts, caused by the moving gaze point and mov-
ing HMD, compared to results where a temporal-aware denoiser is
used. Therefore, the results should not be treated as absolute num-
bers but only compared to each other. However, the results are very
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Figure 7: Answer distribution of the sampling experiment with the
best performing blurring settings for every reduction.
(a) Visual-Polar (b) linear falloff
(c) log-polar
Figure 8: Sample distribution around the gaze point with different
methods in the path tracing experiment. Linear falloff requires a lot
more samples in the periphery and, therefore, we cannot afford to
give it as many samples in the fovea with our real-time budget. In
reality the spike of the log-polar distribution is orders of magnitude
higher than the highest values in other distributions.
similar and this is the closest imposter of 1 spp denoised full Carte-
sian resolution we can run in real time. The main idea of this experi-
ment was to get blurring and sample count reduction parameters for
the real-time path tracing where we have temporal reprojection in
the denoisers.
One of the participants marked every single time the foveated
rendering as worse than Cartesian rendering which did not help
with relative comparisons of the tested methods. In other words,
this participant thought that the renderings are the same 0% of the
Figure 9: Three scenes used in the path tracing experiment.
time, and in contrast, the other participants thought 86% of the time
that the renderings are the same. Since the behavior was a clear
outlier we concluded that the eye tracking did not work properly for
this one user and removed him/her from the results. Different eye-
tracking behavior could be caused by astigmatism this participant
had in his/her other eye.
4.3. Real-Time Path Tracing Experiment
The purpose of the second experiment was to compare different
sample distributions in a path tracing scenario with with the same
full resolution 1280× 1440 as in the previous user study, but with
a number of samples per pixel that can be rendered in real-time.
In other words, we had to leave full resolution screen space ren-
dering out of this test. The compared sample distributions were 1)
uniform screen space, 2) linear falloff as described in [WRK*16],
3) log-polar [MDZV18], and 4) the proposed Visual-Polar distribu-
tion. The sample distribution around the gaze point of each of the
foveated methods can be seen in Figure 8.
In the uniform distribution case, we used the same number of
rendered pixels as in the proposed method because it started to
reach the limit of how many path tracing samples we can produce
in real-time on the test machine. In the linear falloff we used a
sampling probability of 20% in the peripheral parts, fovea radius
of 10 eccentricity degrees and periphery starting at 20 eccentricity
degrees. This means it has a larger fovea and a higher sampling
probability in the periphery. For this reason, we gave it 1.5× more
samples compared to the Visual-Polar method. To make the com-
parison fairer we also added blurring to the linear falloff method.
In log-polar we rendered directly in log-polar space and used the
parameter setup (σ = 1.8 α = 4.0) described by the original pa-
per [MDZV18]. To make the comparison fair we rendered the same
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(a) Screen space (b) Visual-Polar (c) Linear falloff (d) Log-polar
Figure 10: Different methods tested in the path tracing experiment.
Screen space






































Figure 11: Answer distribution of the path tracing user study.
number of pixels with the proposed method as in the log-polar
method. In this experiment we used BMFR with all the methods
because it is faster than SVGF. Using just one denoiser reduced the
number of parameter permutations in the test making it shorter.
4.3.1. Procedure
In the user study, we rendered a scene with a random rendering
method and asked the participants to rate on a ﬁve-point Likert
scale how much they agree with the following statements.
1. There are no visual artifacts in the fovea.
2. There are no visual artifacts in the periphery.
3. There are no distracting artifacts.
4. Reﬂections look sharp.
Table 1: P-values from Mann-Whitney U test for every question in
the real-time path tracing experiment. The comparison is against
the proposed method on every row.
Comparison 1 2 3 4
Cartesian 8.2e-07 0.0093 3.8e-04 3.6e-06
Linear falloff 0.0023 0.53 0.59 0.0049
Log-polar 0.41 0.58 0.0059 0.060
In question (1) the users were asked to assess the quality at their
gaze point. The idea of question (2) was to measure both temporal
artifacts and tunnel vision. In question (3) both the fovea and the
periphery were considered. Finally we added question (4), because
we wanted to measure the better quality in the reﬂections visualized
in Figure 5.
In total we had three scenes which are seen in Figure 9 and four
different rendering methods shown in Figure 10. The scenes were
chosen so that they contain different kinds of reﬂective objects and
not too much geometry, just to make sure that without dedicated
ray tracing hardware the ray traversal is not the bottleneck. The
test took around 35 minutes to complete depending on how quickly
the participant decided their rating. In the experiment we had seven
participants all with normal or corrected to normal vision.
4.3.2. Results
The answer distribution of the path tracing experiment can be seen
in Figure 11. The proposed method has the best average answer
in all other questions than the reﬂection sharpness related question
(4). In that question log-polar is better because it packs so many
samples to the center of the gaze point as can be seen in Figure 8.
Therefore, it is able to generate very sharp reﬂections on small area
around the gaze point. Sampling the same number of samples with
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Figure 12: The latency of different pipeline stages (ms) for screen space resolution of 1280× 1440 and Visual-Polar space resolution of
853× 960. Both path tracing and denoising (BMFR) are 2.5× faster due to reduced resolution in the Visual-Polar space. Yellow parts are
the ones added by the proposed method.
the regular grid in screen space is clearly the worst of all the bench-
marked methods. It also got bad ratings on the question (2) about
the peripheral quality even though it has more samples in the pe-
riphery than other methods. The poor peripheral rating is likely
caused by the poor resolution in the fovea, which made the users
think that the rendering is overall bad.
We also performed paired Mann-Whitney U tests for the results
between the proposed method and the other tested methods. The
p-values for the statistical signiﬁcance tests are shown in Table 1.
Signiﬁcant difference was found for each question between the pro-
posed method and the same resolution Cartesian. Compared with
Linear falloff, signiﬁcant difference was found in questions (1) and
(4). Signiﬁcant difference with Log-polar was found in questions
(3) and (4).
5. Execution Time
The execution time breakdown of our Visual-Polar rendering
pipeline with the test machine can be seen in Figure 12. On our
single consumer GPU computer without dedicated ray tracing hard-
ware it takes 8-22 ms to path trace the scene at 1 spp in the Visual-
Polar space resolution of 853×960, which maps to a 1280×1440
screen space resolution. The path tracing execution time varies a
lot because it is heavily dependent on the scene. The Visual-Polar
space saves 61% of the path tracing execution time. In other words,
path tracing full screen space resolution of 1280×1440 would take
around 20-56 ms, which is too much for the real-time frame budget.
The denoising takes only 2.4 ms in the Visual-Polar space, and
the space also saves 61% of the denoising work. The extra steps
added by the proposed method on top of path tracing are generat-
ing mipmaps (0.2 ms), mapping to the screen space (0.6 ms) and
blurring (0.8 ms). These execution times are measured with our un-
optimized OpenCL code. All in all, the Visual-Polar space saves
16-38 ms on path tracing and denoising while adding only about
1.6 ms.
6. Ray Coherence
In addition to the sample reduction, the Visual-Polar space also
speeds up ray traversal because the primary rays are coherent and
the SIMT/SIMD lanes have high utilization. On our test hardware
if we ray trace coherent rays by completely randomizing the start-
ing points as in [KIV*18] the ray traversal is approximately 1.5×
slower. This affects the ray traversal, which is typically 20% of
the path tracing execution time on our test machine. In addition,
if collisions are not prevented, there would be an additional cost
of summing the samples using atomic operations and handling the
unsampled locations.
On the other hand, a typical way to do linear falloff deﬁned by
sampling probability is to launch path tracing with full resolution
and kill paths randomly in periphery. With random killing the ray
traversal for the same number of samples is approximately 1.3×
slower compared to the Visual-Polar space.
7. Limitations and Future Work
We evaluated using contrast enhancement [PSK*16] both after the
blur pipeline stage and as a replacement of it. However, we were
not able to ﬁnd parameters that would not make the users see less
artifacts in the periphery. This was likely caused by the fact that
we perform TAA [Kar14] in the Visual-Polar space and not after
the contrast enhancer. We also tested applying TAA after mapping
to screen space, but without modiﬁcations, it jitters the sample lo-
cations too much in the fovea and too little in the periphery. As
a future work, it would be interesting to design a dedicated TAA
method for Visual-Polar space rendering, which is applied after
mapping to the screen space and therefore can be run after the con-
trast enhancer.
One drawback of Visual-Polar space is that adding ﬁne-grained
screen space sampling strategies, as in [SGEM16], would require
sparse sampling with increased resolution. Sparse sampling was the
thing we wanted to get rid of in the ﬁrst place to fully utilize the
SIMD/SIMT hardware.
Distortion correction (the counter operation of the HMD lenses)
of the FOVE 0 is a black box to us, which we cannot disable. We
provide the driver with an image rendered to a plane. In the fu-
ture, it would be interesting to generate primary rays in the already
warped Visual-Polar space, potentially further reducing the sam-
pling requirement and eliminating the need for a separate distortion
correction step. This would require an HMD driver which allows
directly displaying the rendered pixels on the screen of the device.
The Visual-Polar space execution time could be further opti-
mized by not rendering and denoising areas on the far edges of
the vision, which are clipped by the viewport of the HMD. For this
implementation the denoisers should handle these areas so that the
outside data does not bleed into the viewport area.
8. Conclusions
We proposed the Visual-Polar space, which produces visually
pleasing foveated real-time path tracing. The Visual-Polar space
coordinates are a modiﬁcation of the polar coordinates, so that the
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sample distribution follows the visual acuity model of the human
visual system. The wanted distribution is achieved by scaling and
cutting the polar space. Compared to the previous work on polar
foveated rendering our sample distribution follows human eye res-
olution more closely. This leads to getting more out from the very
limited real-time path tracing sample budget.
Another key beneﬁt is the ability to do both rendering and de-
noising in the Visual-Polar space making both of the stages 2.5×
faster. In addition, the primary rays are coherent, which contributes
to improved SIMD/SIMT hardware utilization, ending up with a
1.3− 1.5× faster ray traversal. We proposed the ﬁrst system that
directly path traces in a modiﬁed polar space and demonstrates that
also denoising can be done directly in the space making both faster.
The Visual-Polar foveated path tracing was evaluated in two user
studies. In the ﬁrst study we compared different parameters for the
proposed sampling pattern. In the second user study we compared
the proposed method with other foveated path tracing sampling pat-
terns. The proposed method had the best average answer in all arti-
fact related questions.
To the best of our knowledge, our system is the ﬁrst one that
can do path traced and denoised foveated rendering in real-time for
contemporary VR headset resolutions.
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