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Maximization of a Convex Ouadrat ic  
Funct ion under Linear  C o n s t r a i n t s  
Hi rosh i  Konno 
Abs t rac t  
This paper add res se s  i t s e l f  t o  t h e  maximization of 
a convex q u a d r a t i c  f u n c t i o n  s u b j e c t  t o  l i n e a r  c o n s t r a i n t s .  
We f i r s t  prove t h e  equivalence of  t h i s  problem t o  t h e  
a s s o c i a t e d  b i l i n e a r  program. Next w e  apply t h e  t heo ry  
of b i l i n e a r  programming developed i n  [ 91  t o  compute a 
l o c a l  maximum and t o  g e n e r a t e  a c u t t i n g  p l ane  which e l imi -  
n a t e s  a r eg ion  con ta in ing  t h a t  l o c a l  maximum. Then w e  
develop an i t e r a t i v e  procedure t o  improve a g iven  c u t  by 
e x p l o i t i n g  t h e  symmetric s t r u c t u r e  of t h e  b i l i n e a r  program. 
This  procedure e i t h e r  g e n e r a t e s  a p o i n t  which i s  s t r i c t l y  
b e t t e r  t han  t h e  b e s t  l o c a l  maximum found, o r  g e n e r a t e s  
a c u t  which i s  deeper  ( u s u a l l y  much deeper )  t han  T u i ' s  
c u t .  F i n a l l y  t h e  r e s u l t s  of numerical  experiments on 
smal l  problems are r epo r t ed .  
1 .  In t roduc t ion  
s i n c e  t h e  appearance of a p ioneer ing  paper by H. T U ~  [14]r  
maximization of a convex f u n c t i o n  over  a polytope h a s  a t t r a c t e d  
much a t t e n t i o n .  Two a lgo r i t hms  were proposed i n  h i s  paper: 
one cu t t i ng -p l ane  and t h e  o t h e r  enumerative. The i d e a  of h i s  
c u t t i n g  p l ane  i s  admi t t ed ly  ve ry  a t t r a c t i v e .  Unfor tuna te ly ,  
t h e  numerical  exper iments  r e p o r t e d  i n  [I 61 on a n a i v e  c u t t i n g  
p lane  approach were discourag ing  enough t o  s h i f t  t h e  r e s e a r c h e r s  
more i n t o  t h e  d i r e c t i o n  of enumerative approaches ( [ 7 , 8 , 1 7 1 ) .  
In  t h i s  paper ,  however, w e  w i l l  propose a c u t t i n g  p lane  
a lgo r i t hm f o r  maximizing a convex q u a d r a t i c  f u n c t i o n  s u b j e c t  
t o  l i n e a r  c o n s t r a i n t s  by f u l l y  e x p l o i t i n g  t h e  s p e c i a l  s t r u c t u r e  
of t h e  problem. W e  w i l l  f i r s t  prove t h e  equivalence of t h e  
o r i g i n a l  q u a d r a t i c  program and an  a s s o c i a t e d  b i l i n e a r  program. 
We w i l l  then  d i s c u s s  . t h e  ways t o  gene ra t e  a v a l i d  c u t  and 
develop t h e  i t e r a t i v e  improvement procedure of a g iven  v a l i d  c u t  
by u s i n g  t h e  t h e o r y  of  b i l i n e a r  programming (see [9]  f o r  de-  
t a i l s ) .  The a l g o r i t h m  h a s  been t e s t e d  on  CYBER 7 4  up  t o  t h e  
problem of s i z e  11 x 22, t h e  r e s u l t s  o f  which a r e  summarized 
a t  t h e  end of t h e  p a p e r .  It  t u r n e d  o u t  t h a t  t h e  i t e r a t i v e  
improvement p r o c e d u r e  i s  q u i t e  powerful  i n  g e n e r a t i n g  a  deep 
c u t .  T h i s  work i s  c l o s e l y  r e l a t e d  t o  [ 9 ] ,  whose r e s u l t s  w i l l  
b e  f r e q u e n t l y  referred t o  w i t h o u t  p r o o f .  Also  some o f  o u r  
r e s u l t s  p a r a l l e l  t h o s e  e s t a b l i s h e d  i n  [ 2 ] .  
2.  &-Local ly  Maximum B a s i c  F e a s i b l e  S o l u t i o n  
and E q u i v a l e n t  B i l i n e a r  Program 
W e  w i l l  c o n s i d e r  t h e  f o l l o w i n g  q u a d r a t i c  program: 
t t 
max f  ( x )  = 2c x  + x  Qx 
n  
where c ,  x  E F , b  E R ~ ,  A E EfOXn and Q E R nx n  i s  a  symmetric 
p o s i t i v e  s e m i - d e f i n i t e  m a t r i x .  W e  w i l l  assume t h a t  t h e  f e a -  
s i b l e  r e g i o n  
i s  non-empty and bounded. I t  i s  w e l l  known t h a t  i n  t h i s  case 
( 2 . 1 )  h a s  a n  o p t i m a l  s o l u t i o n  among b a s i c  f e a s i b l e  s o l u t i o n s .  
Given a  f e a s i b l e  b a s i s  B of  A, w e  w i l l  p a r t i t i o n  A as 
( B , N )  assuming,  w i t h o u t  l o s s  o f  g e n e r a l i t y ,  t h a t  t h e  f i r s t  m 
columns of A a r e  b a s i c .  P a r t i t i o n  x  c o r r e s p o n d i n g l y ,  i . e .  
- 1  
x  = ( x B t x N ) .  P r e m u l t i p l y i n g  B t o  t h e  c o n s t r a i n t  e q u a t i o n  
BxB + NxN = b  and s u p p r e s s i n g  b a s i c  v a r i a b l e s  x  w e  g e t  t h e  B' 
f o l l o w i n g  sys tem which i s  t o t a l l y  e q u i v a l e n t  t o  ( 2 . 1 ) :  
-t t- 
max Z(xN)  = 2c x  + x  Ox N ,N N- N + $ 0  
Here, o 0 - 1 @ o  = f ( x O )  where x0  = (xB,xN) = ( B  b , ~ )  and 
where fi = B-'N and g = 
QNN 
In t roduc ing  t h e  n o t a t i o n s  : 
we w i l l  r e w r i t e  (2.3) as: 
and c a l l  t h i s  a ' c anon ica l  ' r e p r e s e n t a t i o n ,  of ( 2 . 1  ) r e l a t i v e  
t o  a f e a s i b l e  b a s i s  B. To express  t h e  dependence of v e c t o r s  
i n  ( 2 . 4 )  on B, we o c c a s i o n a l l y  u se  t h e  n o t a t i o n  d (B)  , e t c .  
D e f i n i t i o n  2.1. Given a b a s i c  f e a s i b l e  s o l u t i o n  x E X I  l e t  
Nx(x) be t h e  s e t  of  a d j a c e n t  b a s i c  f e a s i b l e  s o l u t i o n s  which 
can  be reached from x i n  one p i v o t  s t e p .  
D e f i n i t i o n  2 . 2 .  Le t  E be a non-negative s c a l a r .  A b a s i c  
f e a s i b l e  s o l u t i o n  x* E X i s  c a l l e d  an  E- loca l ly  maximum b a s i c  
f e a s i b l e  s o l u t i o n  of (2.1 ) i f  
(i) d 5 0 
(ii) f  (x*) > f  (x )  - E , x E NX(x*) . 
L e t  u s  in t roduce  h e r e  a b i l i n e a r  program a s s o c i a t e d  wi th  
( 2 . 1 ) ,  which i s  e s s e n t i a l  f o r  t h e  development of c u t t i n g  p lanes :  
t t 
max + (x l  , x2 )  = c x1 + c x2 + xlQx2 
Theorem 2.1 [ 9 ]  . I f  X i s  non-empty and bounded, t h e n  (2 .5)  
* * * * 
has  an op t imal  s o l u t i o n  (x1 ,x2)  where x, and x2 are b a s i c  f ea -  
s i b l e  s o l u t i o n s  of  X. 
Moreover, t w o  problems (2.1 ) and (2 .5)  are e q u i v a l e n t  i n  
t h e  fo l lowing  sense :  
Theorem 2.2. I f  x* i s  an  op t imal  s o l u t i o n  of ( 2 . 1 ) ,  then  
(xl  , x 2 )  = (x i r  x* i s  an op t imal  s o l u t i o n  of (2.5) . Conversely,  
* * * * 
i f  ( x1 ,x2 )  i s  opt imal  f o r  (2.51, then  bo th  x l , x 2  are opt imal  f o r  
( 2 . 1 ) .  
* * 
Proof .  Le t  x* be op t ima l  f o r  (2.1 ) and (x l  , x2 )  be op t imal  f o r  
(2 .5)  . By d e f i n i t i o n  f  (x*)  - > f  ( x )  , Vx E X. I n  p a r t i c u l a r ,  
a l s o  
* * + (xl  , x 2 )  = max{+ (xl  , x2 )  lxl  E X ,  x2 E XI 
> maxi+ ( x , x )  ( x  E X I  = f  (x*) . 
- 
To e s t a b l i s h  t h e  theorem, it s u f f i c e s  t h e r e f o r e  t o  prove t h a t  
* 
because we then have £(xi) 2 f(x*), i = 1.2 and @(x*,x*) 
* * * * 
= f (x*) = @ (xl ,x2) . Let us now prove (2.6) . Since (xl ,x2) is 
optimal for (2.5), we have 
Adding these two inequalities, we obtain 
* * 
Since Q is positive semi-definite, this implies Q(xl - X2) = 0. 
t *  * Putting this into the inequality above, we get c (xl - x2) = 0. 
* * * * * * 
Hence 4 (xl ,xl ) = @ (xl ,x2) = 4 (x2,x2) as was required. 
As before, we will define a canonical representation of 
(2.5) relative to a feasible basis B: 
t t t 
max $(y1,y2) = d z1 + d z2 + z1Dz2 
+ $0 
which is equivalent to (2.4) . Also let 
r~ow that we have established the equivalence of (2.1) and 
(2.5), we can use all the results developed in [9]. 
3 .  Val id  C u t t i n g  P l a n e s  and I t e r a t i v e  Improvement Procedure  
W e  w i l l  assume i n  t h i s  s e c t i o n  t h a t  a n  E - l o c a l l y  maximum 
b a s i c  f e a s i b l e  s o l u t i o n  x0 and cor responding  b a s i s  Bo have 
been o b t a i n e d .  Also ,  l e t  Omax be t h e  b e s t  f e a s i b l e  s o l u t i o n  
ob t a ined  s o  f a r  by one method o r  ano the r .  
Given a c a n o n i c a l  r e p r e s e n t a t i o n  ( 2 . 4 )  r e l a t i v e  t o  B 
0' 
w e  w i l l  proceed t o  i n t r o d u c e  a ' v a l i d '  c u t t i n g  p l a n e  i n  t h e  
s ense  t h a t  it 
(i) does  e l i m i n a t e  t h e  c u r r e n t  E - l o c a l l y  maximum b a s i c  
f e a s i b l e  s o l u t i o n ,  i . e . ,  t h e  p o i n t  y = 0; 
(ii) d o e s  n o t  e l i m i n a t e  any p o i n t  y i n  Y f o r  which 
-
g ( y )  ' Omax + E .  
Theorem 3 . 1  1141.  L e t  O i  be t h e  l a r g e r  r o o t  o f  t h e  equa t i on :  
Then t h e  c u t  
i s  a v a l i d  c u t .  
T h i s  theorem i s  based upon t h e  convex i ty  of  g ( y )  and t h e  
s imp le  g e o m e t r i c ~ o b s e r v a t i o n  i l l u s t r a t e d  below f o r  t h e  two dimen- 
s i o n a l  case. o X 
axis 
, 1,  , 2 .  
b 
y2 axis 
F i g u r e  3 . 1  
Though t h i s  c u t  i s  ve ry  ea sy  t o  g e n e r a t e  and a t t r a c t i v e  
from t h e  geomet r i c  p o i n t  of view, it t e n d s  t o  become sha l l owe r  
a s  t h e  d imension i n c r e a s e s ,  and t h e  r e s u l t s  of  numer ica l  e x p e r i -  
ments r e p o r t e d  i n  [ I 6 1  were q u i t e  d i s a p p o i n t i n g .  I n  t h i s  
s e c t i o n ,  we w i l l  demons t ra te  t h a t  i f  w e  f u l l y  e x p l o i t  t h e  
s t r u c t u r e ,  t h e n  w e  can g e n e r a t e  a  c u t  which i s  g e n e r a l l y  much 
deeper  t h a n  Tui  ' s c u t .  
L e t  u s  s t a r t  by s t a t i n g  t h e  r e s u l t s  proved i n  [9], t a k i n g  
i n t o  accoun t  t h e  symmetric p r o p e r t y  o f  t h e  b i l i n e a r  programming 
problem (2.7 ) a s s o c i a t e d  w i t h  (2.4 ) . 
Theorem 3.2. L e t  B i  b e  t h e  maximum of A f o r  which 
< A ,  Z max max{$zl, z 2 )  1 0  2 z l  
- 




Then t h e  c u t  
i s  a v a l i d  c u t  ( r e l a t i v e  t o  (2 .4 )  ) . 
Theorem 3.3. B i  o f  Theorem 3.2. i s  g i v e n  by s o l v i n g  a l i n e a r  
program: 
= min -d + ((bmax [ ' - (#lo + €1 Z O  'i I 
Z > O  - , Z O > O  , 
where d ie  i s  t h e  i t h  column v e c t o r  o f  D. 
The r e a d e r s  are r e f e r r e d  t o  s e c t i o n  3  of r e f e r e n c e  [ 9 ]  
( i n  p a r t i c u l a r  Theorem 3.3 and 3.5) f o r  t h e  proof of  t h e s e  
theorems. E. Balas  and C.-A. Burdet  [2]  ob ta ined  t h e  same 
r e s u l t s  by apply ing  t h e  t heo ry  of gene ra l i zed  o u t e r  p o l a r s ,  
whi le  ou r  approach i s  based upon b i l i n e a r  programming. 
Though t h e  b i l i n e a r  programming c u t  (BLP c u t )  o f  Theorem 
3.2. i s  u s u a l l y  s t r o n g e r  ( e l i m i n a t e s  more f e a s i b l e  r e g i o n )  
than  t h e  corresponding T u i ' s  c u t ,  it need n o t  always be so. 
Therefore ,  we w i l l  proceed f u r t h e r  t o  improve t h i s  c u t  or 
any given  v a l i d  c u t  t o  g e n e r a t e  a c u t  which i s  always s t r o n g e r  
(and u s u a l l y  much s t r o n g e r )  than  T u i ' s  c u t  by us ing  local  
in format ion  on ly .  
For a  g iven  p o s i t i v e  v e c t o r  8 = ( 8 1 , . . . , 8 R  > 0, l e t  
Theorem 3.4. Le t  T - > 8 > 0. I f  
and i f  
then  
i s  a v a l i d  c u t  ( r e l a t i v e  t o  2 . 4 ) ) .  
Proof .  Le t  Y1 = A(8) n Y ,  Y2 = A A  Y ,  y3 = Y \ A ( T ) .  
Obviously Y = Y l  U Y2 u Y3.  By (3 .4 )  and (3.51, we have t h a t :  
By symmetry of function $, we have that 
and hence 
Referring to Theorem 2.2, this implies that 
This, in turn, implies that H ( T )  is a valid cut. 
This theorem gives us a technique to improve a given valid 
cut (e.g. Tui's cut or the cut defined in Theorem 3.2). Given 
a cut H ( 0 )  , let ri be 
Figure 3.2 
the maximum of X for which : 
max{$(zl,z2)10 < z < A ,  z 0 j # i f  z EY\A(~)} 2$max 
- li - 1 j 2 + &  ; 
t h e n  ~ ( r )  i s a l s o  a  v a l i d  c u t  a s  i s  i l l u s t r a t e d  i n  F igu re  3.2. 
It  i s  easy  t o  prove (see [9] , Theorems 3.2 and 3 .3)  
t h a t  r i  de f ined  above i s  equa l  t o  t h e  op t imal  o b j e c t i v e  v a l u e  
of  t h e  fo l lowing  l i n e a r  program: 
t 
'i = min [-d z + ( m m a x  
Note t h a t  s i n c e  d  < 0 and Omax - 0, + E > 0, ( z t z O )  = ( O , O )  
is  a  d u a l  f e a s i b l e  s o l u t i o n  wi th  on ly  one c o n s t r a i n t  v i o l a t e d ,  
and t h a t  it u s u a l l y  t a k e s  o n l y  s e v e r a l  p i v o t s  t o  s o l v e  t h i s  
l i n e a r  program s t a r t i n g  from t h i s  d u a l  f e a s i b l e  s o l u t i o n .  Also 
it should  be noted t h a t  t h e  o b j e c t i v e  va lue  i s  monotonical ly  
i n c r e a s i n g  d u r i n g  t h e  d u a l  simplex procedure  and hence w e  can  
s t o p  p i v o t i n g  whenever t h e  o b j e c t i v e  f u n c t i o n a l  v a l u e  exceeds  
some s p e c i f i e d  l e v e l .  
Lemma 3.5. 
(ii) I f  i s  p o s i t i v e  d e f i n i t e  and x, # x2 ,  t hen  
Proof.  
(i) Assume no t .  Then 
Adding t h e s e  two i n e q u a l i t i e s ,  w e  o b t a i n  
which i s  a  c o n t r a d i c t i o n  s i n c e  Q i s  p o s i t i v e  s e m i -  
d e f i n i t e .  
(ii) Assume not .  A s  i n  (i) above, w e  g e t  
which i s  a  c o n t r a d i c t i o n  t o  t h e  assumption t h a t  
x1 - x2 # 0 and t h a t  Q i s  p o s i t i v e  d e f i n i t e .  
Theorem 3 . 6 .  I f  Q i s  p o s i t i v e  d e f i n i t e ,  t hen  t h e  i t e r a t i v e  
improvement procedure  e i t h e r  gene ra t e s  a p o i n t  y  E Y f o r  which 
9 ( ~ )  2 omax + E o r  else g e n e r a t e s  a c u t  which i s  s t r i c t l y  deeper  
than  corresponding T u i ' s  c u t .  
Proof .  L e t  H (9) be Tu i '  s c u t  and l e t  H (r) be t h e  c u t  r e s u l t i n g  
from i t e r a t i v e  improvement s t a r t i n g  from a v a l i d  c u t  ~ ( w )  where 
w >  - 0. L e t  
i Let  z2 E Y \ A ( w )  s a t i s f y  
Case 1 .  $  ( z2  i i i , z i )  - > $ ( Z ~ , Z , ) .  It f o l l o w s  from Lemma 3.5  and 
(3 .7)  t h a t  
Note t h a t  z i  E Y. 
i i Case 2. $ ( z l , z l )  > $ ( z f , z i ) .  Again by Lemma 3.5 and ( 3 . 7 ) ,  
w e  have 
W e  w i l l  prove  t h a t  t h i s  i n e q u a l i t y  i s  indeed  a s t r o n g  one.  
i i Suppose t h a t  ~ ) ( z i , z f )  = + ( z 1 , z 2 ) :  t h e n  
i i From ly (z:,zi) > $  ( z 2 , z 2 )  w e  o b t a i n  
i i t i i Adding t h e s e  two, w e  have t h a t  ( z ,  - z 2 )  D ( z l  - z 2 )  < O l  which 
i s  a c o n t r a d i c t i o n .  Thus w e  have e s t a b l i s h e d  
which,  i n  t u r n ,  i m p l i e s  t h a t  r i  > B i t  s i n c e  B i  i s  d e f i n e d  (see 
( 3 . 1 ) )  as a p o i n t  a t  which g ( * )  a t t a i n s  t h e  v a l u e  4max + E .  
1 I f ,  o n  t h e  o t h e r  hand,  z 2  s a t i s f y i n g  (3 .7)  does n o t  e x i s t ,  
t h e n  r i  = w and t h e r e f o r e  ri > B i  as b e f o r e .  
It t u r n s  o u t  t h a t  t h i s  i t e r a t i v e  improvement p r o c e d u r e  
q u i t e  o f t e n  l e a d s  t o  a s u b s t a n t i a l l y  deep  c u t .  F i g u r e  3.3 
shows a t y p i c a l  example. 
The d e e p e r  t h e  c u t  H ( 8 )  g e t s ,  t h e  b e t t e r  i s  t h e  c h a n c e  
t h a t  some of t h e  n o n - n e g a t i v i t y  c o n s t r a i n t s  yi - > 0 ,  i = 1 ,  ... l k  
maw-22,-3z2 + 22: - 2zl z 2 +  2z: 
- z1  + z2 5 1 
z1 - 2 2 s  1 
- 2 1  + 2 z 2 s  3 
221 - z 2 s  3 
Z I T  0 , 22)- 0 
-..--0 RITTER'S CUT 
-.-. - B L P  CUT 
. . . . . . . . I* IT€  RATION 
----- 
Figu re  3 . 3 .  I l l u s t r a t i v e  example o f  
i t e r a t i v e  improvement. 
become redundant for specifying the reduced feasible region 
Y A ) . Such redundant constraints can be identified by 
solving the following linear program: 
If the minimal value of yi is positive, then the constraint 
> 0 is redundant and we can reduce the size of the problem. Yi - 
This procedure is certainly costly and its use is recommended 
only when there is a very good chance of success, i.e., when 
r is sufficiently large. 
4. Cutting Plane Algorithm and the Results of Experiments 
We will describe below one version of the cutting plane 
algorithm which has been coded in FORTRAN IV for CYBER 74. 
Cutting Plane Algorithm 
Step 1. Let R = 0 and Xo = X, Yo = Y . 
Step2. I f R > R  
max 
then stop. Otherwise go to Step 3. 
Step 3. Let k = 0 and let x0 E XR be a basic feasible 
solution and let $,, = f (xO) . 
Step 4. Solve a subproblem: max{$z,xk) lz E xi}, and let 
x k+l and B k+l be its optimal basic feasible solution and 
corresponding basis. 
Step 5. Compute d (Bk+l ) , the coefficients of the linear 
term of (2.7) relative to Bk+l . I£ d (Bk+l ) 0, then add 1 to 
k and go to Step 4. Otherwise let B* = Bk+,, X* = x k+l and go 
to Step 6. 
Step 6. Compute matrix D in (2.7) relative to B*. If x* 
is an €-locally maximum basic feasible solution (relative to X), 
then let $max: = maxl$max, f(x*)}, 4, = f (x*) and go to Step 7. 
Otherwise move to a new basic feasible solution 9 where f(2) = 
max{f(x)lx E NX (x*)}. Let k = 0, x0 = xand go to Step 4. 
R 
0 S t e p  7 .  L e t  j = 0 and l e t  Y R + l  = Y R .  
j j + l  S t e p  8 .  Compute 8  ( Y R + l  and l e t  Y R + l  = Y ~ + ~ \ A  ( 8 (Y:+~ I I . 
I f  Y'+' = @ t h e n  s t o p .  Othe rwise  g o  t o  S t e p  9.  R+1 
j I+ ' )  - ( Y + ~  If a > a (where S t e p  9. L e t  a = ( I B ( Y ~ + ~  
0 
a i s  a g i v e n  c o n s t a n t ) ,  t h e n  add 1  t o  j and g o  t o  S t e p  8 .  Other-  0 
w i s e  l e t  X R + l  b e  t h e  f e a s i b l e  r e g i o n  i n  X c o r r e s p o n d i n g  t o  
j + l  add 1  t o  !2 and go t o  S t e p  2.  YR+l ; 
j + l  becoming When t h i s  a l g o r i t h m  s t o p s  a t  S t e p  8 w i t h  Y R + l  
empty, t h e n  xmax E X c o r r e s p o n d i n g  t o  Omax i s  a c t u a l l y  a n  
€ -op t ima l  s o l u t i o n  o f  ( 2 . 1 ) .  For t h e  f i n i t e  convergence  of  
S t e p s  4  and 5 ,  r e a d e r s  are r e f e r r e d  t o  [ 9 ] .  Though t h i s  a l g o -  
r i t h m  may s t o p  a t  S t e p  2  r a t h e r  t h a n  a t  S t e p  8 and t h u s  may 
f a i l  t o  i d e n t i f y  a n  € -op t ima l  s o l u t i o n ,  a l l  t h e  problems t e s t e d  
w e r e  s o l v e d  s u c c e s s f u l l y .  T a b l e  4.1 summarizes some of t h e  
r e s u l t s  f o r  smaller problems.  
T a b l e  4.1 
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Broblems 1 % 5 have no p a r t i c u l a r  s t r u c t u r e ,  whi le  problems 
6-1, 6-2, 6-3 and 7 have t h e  fol lowing d a t a  s t r u c t u r e :  
where 
They have m l o c a l  maxima wi th  t h e  same o b j e c t i v e  f u n c t i o n a l  
va lues .  A l l  of them a r e ,  i n  f a c t ,  g l o b a l  maxima. 
The exper iments  f o r  l a r g e r  problems a r e  now under way 
us ing  a  more s o p h i s t i c a t e d  v e r s i o n  of t h e  pr imal  simplex 
( t o  be used i n  S t e p  4 )  and d u a l  simplex a lgo r i thm ( t o  be used 
i n  S t e p  8 )  . These r e s u l t s  w i l l  be r e p o r t e d  subsequent ly .  
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