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searches for the supersymmetric partner of the top quark with the
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by Fabrizio MIANO
ABSTRACT
This thesis presents the search for the supersymmetric partner of the top quark in
p
s = 13 TeV
proton-proton collisions at the LHC using data collected by the ATLAS detector in 2015 and
2016. Results were interpreted considering natural supersymmetric extensions of the Standard
Model in R-parity conserving decays. Events characterised by four or more jets and missing
transverse momentum in the final states were selected. The performance of the tracking al-
gorithms used by the ATLAS online trigger were studied. Optimisation studies of the search
regions to increase the sensitivity to supersymmetric signals were performed and data-driven
techniques to estimate Standard Model backgrounds were employed. The agreement between
data and background predictions was extensively checked and the extrapolations from background-
enriched regions to signal-enriched regions were validated. The analysis yielded no significant
excess therefore exclusion limits on various models were set.
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1INTRODUCTION
The journey, not the destination
matters.
Thomas S. Eliot
One of the first connections between space-time symmetries and the conservation laws
of physics was drawn by Emmy Noether. An informal statement of her theorem could be “If
a system has a continuous symmetry property, then there are corresponding quantities whose
values are conserved in time” [1], which means for example that the symmetry of the laws of
physics under time translation results in the conservation of energy, or that a symmetry under
spatial translation results in the conservation of momentum.
The Higgs boson discovery in 2012 by the ATLAS and CMS collaborations was a milestone
in the scope of particle physics [2, 3]. However, it did leave some unanswered questions. When
attempting a unified description of the weak force and the electromagnetic force, whose in-
tensities are enormously different, the interactions of the Higgs field with the so-called gauge
bosons break the symmetry. It is known that the gauge bosons of the Standard Model (SM),
W and Z , acquire mass through their interactions with the Higgs field, but the photon does
not, resulting in a huge difference in terms of interaction range: finite for W and the Z , infin-
ite for the photon. Kenneth Wilson in the early 1970s noticed a problem that today is known
as the hierarchy problem: the Higgs boson, that gives mass to all fundamental particles, and
to itself, has a mass that turns out to be theoretically unstable and around a factor of 1016 lar-
ger than the electroweak scale. However, it is well known that the Higgs mass is 125 GeV and
therefore such difference is considered “unnatural”. Around the same time, a new symmetry
was proposed: Supersymmetry (SUSY). Such theory essentially extends the space-time sym-
metries into the quantum domain connecting classical quantities, such as space and time, to
the spin of a particle. Most importantly, SUSY gives rise to a particle that fits in with all the
characteristics of a dark matter candidate, providing at the same time a natural solution to the
hierarchy problem by cancelling the terms in the calculation of the Higgs boson mass arising
from interactions of the Higgs boson with SM particles.
The work presented in this thesis was carried out during a 3.5-year PhD on the ATLAS exper-
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iment at the Large Hadron Collider (LHC) within the scope of a third-generation SUSY search:
the search for the supersymmetric partner of the top quark in final states with jets and miss-
ing transverse momentum (0-lepton stop). The results of this work were published in a paper
in the Journal of High Energy Physics in September 2017 [4]. This analysis was carried out as
part of the ATLAS collaboration and the final result is a combination of the work carried out
by the author and by other members of the collaboration. In Chapters 1, 2, and 4 a descrip-
tion of the theoretical framework, the experimental setup relevant for the scope of this thesis,
and the techniques used to reconstruct the physics objects needed to perform the analyses are
given. Chapter 3 contains the description of the ATLAS trigger. Particular emphasis is given
to the author’s contribution on the evaluation of the performance of the inner detector trigger.
Chapters 5 and 6 present the analysis carried out by the author as part of the 0-lepton stop1
analysis team within the ATLAS-SUSY working group. The author contributed to the analysis
effort providing an optimisation strategy of the regions in which the SUSY signal was searched
for, and a data-driven technique for the estimation of the irreducible t t¯ +Z (→ νν) background
and its relative theory uncertainties. Chapter 7 contains an overview of the statistical tools
used to produce the results of this analysis. Appendix A presents the estimation of the irredu-
cible t t¯ + Z (→ νν) background and its relative theory uncertainties for a Dark Matter search
to which the author contributed. Finally, Appendix B is a detailed summary of the selection
employed for the background estimation described in Chapter 6.
1 The search for the supersymmetric partner of the top quark in final states with 0 leptons and jets
31THE STANDARD MODEL ANDSUPERSYMMETRY
A theory is something nobody
believes, except the person who
made it. An experiment is
something everybody believes,
except the person who made it.
Albert Einstein
Figure 1.1: The elementary particles of the SM. From the
outermost to the innermost; fermions (quarks,
top-half wheel, leptons, bottom-half wheel),
vector bosons, and the Higgs boson.
Section 1.1 presents an overview of
the SM of particle physics, together with its
limitations (Section 1.1.2) and the need of
an extension. One of the most popular of
these extensions, SUSY, will be discussed in
Section 1.2 where an overview of the the-
ory and the motivations behind it will be
presented. The description of the Minimal
Supersymmetric Standard Model (MSSM) in
Section 1.2.1, and finally the phenomeno-
logy of supersymmetry, with particular atten-
tion to third-generation supersymmetry - as
the most relevant theoretical support to this
work - will be discussed in Section 1.2.2.
1.1 The Standard Model
The SM is an effective theory that aims to provide a general description of fundamental particles
and their interactions.
The 20th century can be considered a quantum revolution. Several experiments led to dis-
coveries which were found to be, together with the formalised theory, a solid base of the SM of
particle physics and our description of nature. Several particles were first predicted and then
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experimentally observed e. g. the W [5] and the Z bosons [6], the τ lepton [7], and more recently
the Higgs boson at the LHC discovered by the ATLAS [2] and CMS [3] collaborations.
The SM is a Quantum Field Theory (QFT) where particles are treated like excitations of
quantum fields in a four-dimensional Minkowski space-time [8]. It can describe three of the
four fundamental forces; weak, electromagnetic, and strong, but not gravity.
The most general classification of the elementary particles within the SM can be made by
means of spin and their behaviour under Poincaré transformations [9]: fermions (leptons and
quarks), usually referred to as matter particles, which have half-integer spin values, in unit of
}, and bosons, usually referred to as information carriers, which have integer-spin values. A
noteworthy subset of bosons is formed by the spin-1 bosons, also known as gauge bosons.
These can be considered mediators of the forces. Figure 1.1 displays the elementary particles
of the Standard Model known as of today.
Symmetries and Gauge Groups
In 1915, the German mathematician and theoretical physicist Emmy Noether (23 March 1882
– 14 April 1935) proved that every differentiable symmetry of the action of a physical system -
defined as the integral over space of a Lagrangian density function S = ∫ L d t - has a corres-
ponding conservation law [10]. More generally, a symmetry is a property of a physical system
and under certain transformations this property is preserved.
A gauge theory in QFT, is a theory in which the Lagrangian is invariant under a continuous
group of local transformations. Group theory was adopted to describe the symmetries con-
served in the SM. The gauge group of the SM is the Lie Group which contains all the transform-
ations between possible gauges [9]. The Lie algebra of group generators is associated to any Lie
group and for each group generator there emerges a corresponding field, called the gauge field,
and the quanta of such fields are called gauge bosons.
The three SM interactions can therefore be mathematically described by the following:
U (1)Y ⊗SU (2)L ⊗SU (3)C (1.1)
Here, Y is the weak hypercharge, used to estimate the correlation between the electric charge
(Q) and the third component of the weak isospin (I3) via the relation Q = I3+Y /2. I3 can either
be ±1/2 or 0 for left-handed and right-handed particles, respectively, L the left-handedness,
and C the colour charge.
Quantum Electrodynamics (QED) is an Abelian gauge theory described by the symmetry
group U (1). The electromagnetic four-potential is its gauge field and the photon its gauge
boson [11]. The interactions between charged fermions occur by the exchange of a massless
photon.
The weak interaction is described by the non-Abelian gauge group SU (2). The SU (2) gen-
erators are the massless gauge bosons W α=1,...,3µ and they violate parity by acting only on left-
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handed particles. As a consequence of non-Abelianity, SU (2) gauge bosons can self-interact as
the generator commutators are non-vanishing. Additionally, quarks can also interact through
the weak interaction as mixtures of SM eigenstates described by the CKM matrix [12].
Finally, the strong interaction, described by the symmetry group SU (3), has eight massless
gauge bosons, the gluons, Gα=1,...,8µ , which can be exchanged between quarks and can also self-
interact.
Fermions
There are twelve fermions in the SM: six quarks and six leptons. In particular, fermions can
be grouped into three generations. Each generation contains four particles; one up- and one
down-type quark, one charged lepton and one neutral lepton. The masses of the charged
leptons and quarks increase with the generation. The six quarks of the SM can be grouped
into three SU (2) doublets;
u
d
 ,
c
s
 ,
t
b

The up-type quarks (up, charm, top) have charge+23 e and the down-type quarks (down, strange,
beauty/bottom) have charge −13 e, where e is the electron charge. Quarks also have another
quantum number, the colour charge, that can be seen as the analogue of the electric charge.
The colour charge exists in three different states (red, green and blue), but quarks cannot propag-
ate as free particles. They rather group to form hadronic matter, also known as hadrons. There
are two kinds of hadrons; mesons and baryons. Mesons are quark-antiquark systems, e. g. the
pion, and baryons are three-quark system, e. g.protons and neutrons. Quarks and anti-quarks
have a baryon number of 13 and −13 , respectively.
There are six leptons and they can be classified as charged leptons (electron e, muon µ, tau
τ) and neutral leptons (electron neutrino νe , muon neutrino νµ, tau neutrino ντ):
νe
e−
 ,
νµ
µ−
 ,
ντ
τ−

Each lepton has a characteristic quantum number, called lepton number (L). Negatively (pos-
itively) charged leptons have L =−1 (L = 1) and neutral leptons have L = 1. The lepton number
is conserved in all the interactions and the conservation applies to each family separately.
Forces of Nature
Forces in the SM are described by gauge theories, where the interactions are mediated by a
vector gauge boson.
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QED describes the electromagnetic force, which affects quarks and charged leptons (neut-
rinos are only affected by the weak force, mediated by the W ± and Z 0 bosons), and it is medi-
ated by the photon (γ).
The weak interaction is associated with handedness i. e., the projection of a particle spin
onto its direction of motion. Both leptons and quarks have left- and right-handed components.
However, only the left-handed (right-handed) component for neutrinos (anti-neutrinos) has
been observed. This means that nature prefers to produce left-handed neutrinos and right-
handed anti-neutrinos, this is the parity violation [13].
The strong interaction, mediated by the gluon (electrically neutral and massless), is de-
scribed by Quantum Chromodynamics (QCD). Its coupling (αs) increases with increasing dis-
tance and is smaller at short range. In particular, αs evolves as a function of the transferred
four-momentum squared, Q2, as follows:
αs(Q
2)∝ 1
n f log
(
Q2
Λ2QCD
) (1.2)
where n f is the number of quarks with mass below Q
2 and ΛQCD is the QCD characteristic
scale. Equation 1.2 shows that αs decreases as a function of ΛQCD, but at the same time it
quickly diverges when Q2 gets closer to Λ. In other words, as the condition αs ¿ 1 only holds
for Q2 ÀΛQCD, QCD can be treated perturbatively1 only at high energy scales2. Furthermore,
QCD has three important features:
• confinement: quarks or gluons cannot be observed as free particles, but only colourless
“singlet” states can be observed as “jets”, namely collimated cone-shaped sprays of had-
rons;
• asymptotic freedom: interactions between quarks and gluons become weaker as the en-
ergy scale increases and the corresponding length scale decreases, as αs → 0 for Q2 →∞
• hadronisation: when quarks or gluons are pulled apart, the production of pairs of had-
rons, produced from the vacuum, is energetically preferred to an increase in distance.
Table 1.1 summarises the forces described in the SM and the main characteristics of the
mediators. The gravitational force is believed to be mediated by the graviton but, as already
mentioned, since it is not included in the SM it will not be further discussed.
1.1.1 Electroweak Symmetry Breaking and the Higgs mechanism
In 1979 Sheldon Glashow, Abdus Salam, and Steven Weinberg were awarded the Nobel Prize
in Physics for their contributions to the so called electroweak unification [14, 15, 16]. In the
1 Perturbation theory (quantum mechanics) is an approximation to describe a complicated quantum system in
terms of a simpler one.
2 Perturbation theory can only be used when the coupling constant (expansion parameter) is small.
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Table 1.1: Forces and mediators described by the SM
Force Name Symbol Mass [GeV] Charge
Electromagnetic Photon γ 0 0
Weak
W W ± 80.398 ±e
Z Z 0 91.188 0
Strong Gluon g 0 0
mathematical description of the SM in 1.1, the electroweak interaction is described by U (1)Y ⊗
SU (2)L .
The four electroweak physical bosons W ±, Z and γ are related to the four unphysical gauge
bosons W α=1,2,3µ and Bµ. In particular, to obtain the physical bosons the gauge bosons have to
mix as follows;
Aµ =W 3µ sinθW +Bµ cosθW (1.3)
Zµ =W 3µ cosθW −Bµ sinθW (1.4)
W ±µ =
1p
2
(
W 1µ ∓ iW 2µ
)
(1.5)
Here, θW is the Weinberg angle which is the angle by which spontaneous symmetry breaking
rotates the original gauge bosons W 3µ and Bµ into the physical Z and γ. Aµ and Zµ are the
photon and the Z boson fields, respectively. The θW angle can be experimentally determined
in terms of the coupling strengths, of the Bµ(g1) and the W αµ (g2) to the fermions, using the
relation tanθW = g1/g2.
The mass terms for both gauge bosons and fermionic fields are forbidden by the elec-
troweak gauge as they are not invariant under gauge transformations. Nonetheless, it was
experimentally proven that W and Z bosons have mass [11], therefore in order for the SM as-
sumption to hold, the electroweak symmetry must be broken.
The SM Lagrangian can be written as the sum of the various Lagrangians describing the
three interactions and the masses of the elementary particles as follows:
LSM =LEWK+LQCD+LMass (1.6)
In order for the SM Lagrangian to remain a re-normalisable theory, the mass terms
(
LMass
)
cannot be inserted by hand. A mechanism, that can preserve the gauge symmetry in the SM
and can solve the inconsistency arising from the mass difference between the gauge bosons
and the physical ones is needed. A British theoretical physicist, Peter Higgs (29 May 1929, New-
castle upon Tyne, UK), came up with a brilliant solution for which he was awarded the Nobel
Prize in Physics in 2013. Higgs proposed [17] that broken symmetry in the electroweak theory
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could explain the origin of masses of elementary particles, and in particular of W and Z bo-
sons. The mechanism introduces a scalar field, known as the Higgs field, thought to couple to
both massive fermions and bosons. The SU (2) doublet is then introduced in the SM;
φ=
φ+
φ0
 (1.7)
with φ+ and φ0 generic complex fields:
φ+ = φ1+ iφ2p
2
, φ0 = φ3+ iφ4p
2
(1.8)
Consider a Lagrangian of the form:
LHiggs = (∂µφ)∗
(
∂µφ
)−V (φ) (1.9)
where V (φ) is now the Higgs potential. Re-normalisability and SU (2)L ⊗U (1)Y invariance re-
quire the Higgs potential to be of the following form:
V (φ)=µ2φ†φ+λ
(
φ†φ
)2
(1.10)
The Lagrangian in Equation 1.9 is the Higgs Lagrangian if φ is chosen to be the following:
φ=
φ+
φ0
=
 G+
1p
2
(
v +H + iG0
)
Here, the complex scalar field G± and the real scalar field G0 correspond to Goldstone bosons,
and the real scalar field H is the SM Higgs boson field [18]. These massless scalars are absorbed
due to the gauge transformations by the electroweak gauge bosons of the SM:
φ=
φ+
φ0
=
 0
1p
2
(
v +H)
 (1.11)
The form of the Higgs potential in Equation 1.10 (if λ and µ are chosen to be real) is dis-
played in Figure 1.2. Such potential has a non-zero ground state, v , also known as Vacuum
Expectation Value (VEV):
φ0 =
 0
1p
2
v
 (1.12)
Such representation remains invariant under U (1) allowing electric charge conservation. How-
ever, the SM gauge symmetry 1.1 is broken into SU (2)L ⊗U (1)Y .
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Figure 1.2: The Higgs potential in the complex plane.
In summary, to generate particle masses
gauge symmetry must be broken. How-
ever, in order for the theory to remain re-
normalisable, the global Lagrangian sym-
metry must be preserved. This can be solved
by introducing the concept of spontaneous
symmetry breaking (SSB): a mechanism that
allows a symmetric Lagrangian, but not a
symmetric vacuum. In particular, given a
Lagrangian invariant under a certain trans-
formation, TX , and a generic set of states, that transform under TX as the elements of a mul-
tiplet, the symmetry is spontaneously broken if one of those states is arbitrarily chosen as the
ground state of the system. The interaction of the Higgs field with the SU (2)⊗U (1) gauge fields,
W α=1,2,3µ , result in the three gauge bosons fields acquiring mass whilst the Aµ field remains
massless.
1.1.2 Limitations of the Standard Model
The SM has been extensively validated at the Large Electron-Positron Collider (LEP) at CERN
(Geneva), Tevatron at Fermilab (Chicago, IL), and SPEAR/PEP at SLAC (Stanford, CA). The first
Run of the LHC (Run 1) extended the validation beyond the energy limits of previous colliders
as shown in Figure 1.3: the agreement, between the measured production cross-section of vari-
ous SM processes and the SM predictions, looks very good. However, there are some funda-
mental questions that still have no answer.
Hierarchy Problem
Due to the coupling of the Higgs field to the fermionic fields, the one-loop corrections to the
Higgs mass receive several contributions [20]. In particular, looking at Figure 1.4:
∆m2H =−
|λ f |2
8pi2
Λ2UV+ . . . (1.13)
where,λ f is the coupling constant to the fermionic field;∆m
2
H is the difference between the ob-
served Higgs mass m2H and the bare mass, m
0
H (Lagrangian parameter); ΛUV is the ultraviolet
momentum cut-off, selected to be at the Planck scale (∼ 2 ·1018 GeV), at which a QFT descrip-
tion of gravity is believed to become possible. The correction to the Higgs mass will be around
30 orders of magnitude larger than Higgs mass itself, in contrast to what has been measured.
This difference just mentioned, between the electroweak scale and the Planck scale arisen from
the quantum corrections to the Higgs mass, is the so-called Hierarchy Problem [20].
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Figure 1.3: Summary of several SM total production cross-section measurements, corrected for leptonic branching
fractions, compared to the corresponding theoretical expectations. All theoretical expectations were
calculated at NLO or higher. The luminosity used for each measurement is indicated close to the data
point. Uncertainties for the theoretical predictions are quoted from the original ATLAS papers. They
were not always evaluated using the same prescriptions for PDFs and scales. Not all measurements are
statistically significant yet [19].
Figure 1.4: One-loop quantum corrections to the Higgs mass. A fermion correction with coupling λ f .
Neutrino Masses
The Super-Kamiokande Collaboration in 1998 [21], and SNO Collaboration in 2001 [22], have
provided measurements of the neutrino flux from solar and atmospheric sources. The Nobel
Prize in Physics 2015 was awarded jointly to Takaaki Kajita and Arthur B. McDonald “for the dis-
covery of neutrino oscillations, which shows that neutrinos have mass” [23]. This feature con-
tradicts the description of the neutrinos in the SM, which are assumed to be massless, therefore
there needs to be a mechanism that generates neutrino masses. One possibility would be to
add Majorana mass terms or to add additional right-handed neutrinos with a very heavy mass,
known as the see-saw mechanism [24].
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Dark Matter
Although Dark Matter (DM) has never been directly observed, its existence is inferred from
its gravitational effects. For example, looking at galaxies rotation, it was observed that the ro-
tation speed was higher than expected, given the amount of visible matter [25]. A proof for
the existence of a non-baryonic dark component of the universe has been provided by as-
trophysical observations. The DM abundance has been measured to be 27% of the universe
content [26, 27, 28]. Two different explanations arose during the last century to justify this
effect: there is either matter that cannot be seen by us (in terms of visible light), which con-
tributes to the galactic mass, or general relativity works differently at galactic distances. The
former is believed to be the most likely explanation and it implies the existence of new particles
which do not interact via electromagnetic interaction, the so-called Weakly Interacting Massive
Particles (WIMPs) [29]: a neutral particle with weak-scale mass and weak interactions, whose
thermal relic density may naturally fit the observed DM abundance. Although the nature of DM
is still unknown, the most studied candidate, in various theoretical frameworks, is represented
by a WIMP.
R-parity conserving SUSY models provide a natural WIMP candidate for DM, the neut-
ralino. Chapter 5 presents the signal selection employed in a search for t˜1 → t + χ˜01 and to
interpret the results in terms of DM models. Additionally, Appendix A also briefly presents the
selection employed to isolate a scenario in which DM is produced in association with third-
generation quarks.
1.2 Supersymmetry and the MSSM
One of the main motivations for SUSY is the cancellation of quadratic divergences to ∆m2H
via the introduction of the so-called SUSY particles, with a half-integer spin difference with
respect to their SM partners. This provides a solution to the hierarchy problem as the Higgs
mass squared potential receives corrections from a new scalar of mass of the form:
∆m2H =−
∣∣λS∣∣2
16pi2
[
Λ2UV−2m2S ln
(
ΛUV/mS
)+ . . .] (1.14)
where, λS is the coupling of SUSY particles to the Higgs field. This term cancels the fermi-
onic contributions in Equation 1.13 since the couplings are the same, which means that the
experimentally measured mass of the Higgs boson can be obtained without performing any
unnatural tuning of the parameters [30, 31]. This is what makes SUSY a natural theory3.
The running of gauge coupling constants4 is predicted by the SM, but, as previously men-
tioned, although the electroweak unification occurs at∼ 100 GeV, it is not the case for the strong
force. In the Minimal Supersymmetric Standard Model (MSSM) [32], due to the addition of
3 The Naturalness of a theory is a property for which dimensionless ratios between free parameters should assume
sensible values and that free parameters are not fine-tuned.
4 The coupling strength, as a function of energy, is calculable given a value at a fixed scale.
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new particles involved in the gauge interactions, a new set of coefficients arises. As shown in
Figure 1.5 the three lines, representing electromagnetic (dashed blue), weak (dashed red) and
strong (solid green) interactions respectively, do not meet at one point, but they do with the
introduction of supersymmetry. This can therefore be considered an approximate unification
of all three gauge couplings at the Planck scale, which is an indication for a potential Grand
Unification Theory (GUT) that could be obtained within a supersymmetric model. In addition,
together with the unification at the GUT scale, another good motivation for SUSY searches is
that, if SUSY is MSSM-like (mSUSY not heavier than ∼ 1 TeV), it can be discovered at the LHC.
Figure 1.5: The inverse couplings of electromagnetic (dashed blue), weak (dashed red) and strong (solid green)
interactions with the SM (left) and a supersymmetric model (right). In the SM the three lines do not
meet at one point, but with the introduction of supersymmetry, and assuming that the supersymmetric
particles are not heavier than about 1 TeV, they do meet.
SUSY introduces a space-time symmetry that relates bosons to fermions and vice-versa, via
a transformation of the form of:
Q
∣∣fermion〉= ∣∣boson〉 , Q ∣∣boson〉= ∣∣fermion〉 (1.15)
For each SM particle there exists a supersymmetric partner, generally called sparticle (where
the s stands for “superpartner”), with a spin difference of ∆s = 1/2. Each pair of partners is
arranged in a so-called supermultiplet. The two components have same masses and quantum
numbers, but different spin, due to their relation to the Q operator (and its properties).
Sleptons and squarks interact as their SM equivalent. The superpartners of the left-handed
fermion components couple weakly, while the superpartners of the right-handed SM fermion
components do not couple at all. Gauge supermultiplets contain a vector boson and two spin-
1
2 fermions. Spin-1 bosons are arranged in gauge multiplets, and their superpartners, referred
to as gauginos, are spin- 12 fermions. Unlike the SM, the Spin-0 Higgs boson has two supermul-
tiplets containing sparticles with different weak isospin values, referred to as Hu and Hd , which
are required to give mass to both the up- and down-type sparticles. Higgs SUSY partners are
called the Higgsinos.
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As of today, SUSY particles have not been observed, resulting in the assumption that SUSY
must be a broken symmetry, otherwise superpartners would have the same masses as their SM
equivalent. However, if sparticles were to be too heavy (close to the Planck scale), the hier-
archy problem would be re-introduced and therefore would still remain unsolved. The soft
SUSY breaking mechanism, described in Section 1.2.1, overcomes this problem by imposing
constraints on the masses of sparticles to a range that can be experimentally explored.
1.2.1 Minimal Supersymmetric Standard Model
There does not exist a unique extension of a supersymmetric SM, i. e. SUSY is not a well-defined
model but it is more a framework within which various SM extensions can be derived. The
MSSM is a minimal supersymmetric extension of the SM, defined by essentially doubling up
the number of particles in the SM theory in order to include all the SM particles as well as their
corresponding superpartners.
Soft SUSY breaking
The mass spectrum of the SUSY particles must sit somewhere at a larger scale than the SM one,
as supersymmetric particles have not been discovered at the mass scale of their SM partners.
This gives us a hint that supersymmetry cannot be an exact symmetry and therefore it is broken.
There has to be an analogy here with the electroweak symmetry breaking discussed in 1.1.1,
where the symmetry is broken by a non-zero VEV. The mechanism must be spontaneous in
order for the broken supersymmetry to still provide a solution to the hierarchy problem: a big
alteration of the relationship between the fermionic and scalar couplings will result in a non-
cancellation of the corrections to the Higgs mass squared parameter. This equates to adding
terms to the SUSY Lagrangian which are gauge invariant and violate SUSY, but contain only
masses and couplings with positive mass dimension. The total Lagrangian is defined as;
LMSSM =LSUSY+Lsoft (1.16)
where all the additional terms are contained withinLsoft and the original SUSY invariant inter-
action terms are contained withinLSUSY. A new set of parameters is then introduced into this
SM extension. These parameters determine the mixing between the flavour eigenstates and
the SUSY phenomenology, which will be discussed in Section 1.2.2.
MSSM mass spectrum
As per the SM gauge bosons, the gaugino masses are affected by electroweak symmetry break-
ing. The new states, introduced in theLsoft, mix to form the mass eigenstates of the sparticles.
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The neutral Winos (W˜ 0), Binos (B˜ 0), and Higgsinos (H˜ 0) mix to form the four neutralinos χ˜0i
(i = 1,2,3,4):

χ˜01
χ˜02
χ˜03
χ˜04
=

M1 0 −cβsW mZ cW sβmZ
0 M2 cβcW mZ −cW sβmZ
−cβsW mZ cβsW mZ 0 −µ
sβcW mZ −sβcW mZ −µ 0


B˜ 0
W˜ 0
H˜ 0u
H˜ 0d
 (1.17)
Here, cβ = cosβ, (sβ) = sinβ, cW = cosθW and (sW ) = sinθW . M1, M2 are related to gaugino
masses and µ to Higgsinos mass, tanβ is the ratio of the VEVs of the two Higgs doublet fields,
θW is the ratio of the electroweak coupling constants and, mZ (mW ) is the mass of the Z (W )
boson. The neutralino indices are conventionally assumed to increase with their masses. The
charged winos (W˜ ±) and Higgsinos (H˜±) mix to form four charginos, χ˜±i (i = 1,2):
χ˜±1
χ˜±2
=
 M2 p2mW sβp
2mW cβ µ
W˜ ±
H˜±
 (1.18)
Charginos and neutralinos mix as described in Equation 1.18 and 1.17 and will be referred
to as bino-like, wino-like or higgsino-like depending on their phenomenology. Gluinos do not
mix as they carry colour charge.
The Higgs sector is also affected. There are five mass eigenstates, h0, H 0, A0, and H±. These,
together with the other MSSM particles are listed in Table 1.2.
Table 1.2: SUSY particles in the MSSM
Name Spin Gauge Eigenstates Mass Eigenstates
Squarks (q˜) 0
u˜L u˜R d˜L d˜R (same)
c˜L c˜R s˜L s˜R (same)
t˜L t˜R b˜L b˜R t˜1 t˜2 b˜1 b˜2
Sleptons (l˜ ) 0
e˜L e˜R ν˜L (same)
µ˜L µ˜R ν˜L (same)
τ˜L τ˜R ν˜τ τ˜1 τ˜2 ν˜τ
Higgs bosons 0 H 0u H
0
d H
+
u H
−
d h
0 H 0 A0 H±
Neutralinos (χ˜0j ) 1/2 B˜
0 W˜ 0 H˜ 0u H˜
0
d χ˜
0
1 χ˜
0
2 χ˜
0
3 χ˜
0
4
Charginos (χ˜±i ) 1/2 W˜
± H˜+u H˜−u χ˜±1 χ˜
±
2
Gluino 1/2 g˜ (same)
Gravitino 3/2 G˜ (same)
In the MSSM the squark sector is specified by the mass matrix in the basis (q˜L , q˜R ) with q˜ = t˜
or b˜ [33]. A rotation matrix can also be defined for left- and right-handed squarks and sleptons,
15 1.2 Supersymmetry and the MSSM
although in the MSSM the mixing is assumed to be non-zero only for the third-generation
scalar partners. Stop (t˜L, t˜R), sbottom (b˜L, b˜R), and stau (τ˜L, τ˜R) rotate into mass eigenstates, t˜1,
t˜2, b˜1, b˜2, τ˜1, τ˜2, respectively, as described in Equation 1.19 [34]:
M 2q˜ =
 m2q˜L aq mq
aq mq m2q˜R
 (1.19)
with
m2q˜L =M 2Q˜ +m
2
Z cos2β
(
I qL3 −eq sin2θW
)
+m2q ,
m2q˜R =M 2{U˜ ,D˜}+m
2
Z cos2βeq sin
2θW +m2q ,
aq mq =

(
At −µcotβ
)
mt , (q˜ = t˜ )(
Ab −µ tanβ
)
mt , (q˜ = b˜)
(1.20)
Here, I qL3 is the third component of the weak isospin and eq the electric charge of the quark q .
M{Q˜,U˜ ,D˜} and At ,b are soft SUSY–breaking parameters, µ is the higgsino mass parameter, and
tanβ, as previously mentioned, is the ratio of Higgs field VEVs. By diagonalising the matrix in
Equation 1.19 one gets the mass eigenstates
q˜1 = q˜L cosθq˜ + q˜R sinθq˜ (1.21)
q˜2 =−q˜L sinθq˜ + q˜R cosθq˜ (1.22)
with the mass eigenvalues mq˜1 , mq˜2 (mq˜1 <mq˜2 ) and the mixing angle θq˜
(
−pi/2< θq˜ ≤pi/2
)
.
1.2.2 Phenomenology of Supersymmetry
As previously mentioned, the introduction of SUSY particles overcomes the problem of an un-
natural fine-tuning to the Higgs mass due to its quadratic corrections.
R-parity
The most general MSSM can contain operators that violate baryon and/or lepton number, thus
allowing the decay of the proton. The non-observation of proton decays forbids the existence
of such terms. A possibility to avoid these operators is to introduce a new discrete symmetry
named R-parity. The conserved quantum number is defined as;
PR = (−1)3(B−L)+2s (1.23)
where B , L, and s are the baryon, lepton, and spin number, respectively.
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The SM particles have R = 1 and SUSY partners have R =−1. When R-parity conservation
is imposed on MSSM models, the mixing between particles and sparticles cannot occur, res-
ulting in the number of SUSY particles to be even at every interaction vertex. Furthermore,
all sparticles must be pair-produced and the Lightest Supersymmetric Particle (LSP) has to be
stable and can be a good Dark Matter candidate.
Although SUSY searches in an R-parity violating (RPV) scenario have been extensively in-
vestigated by the particle-physics community, in this work only R-parity conserving (RPC)
models, where the χ˜
0
1 is assumed to be the LSP, were considered.
Phenomenological MSSM (pMSSM)
As mentioned in 1.2.1, once the SUSY soft breaking occurred, the unconstrained MSSM has
more than 100 parameters in addition to the SM ones. This makes the SUSY searches, e. g. find-
ing regions in parameter space that are consistent with the data, rather impractical. However,
the number of free parameters can be reduced down to 19 if the following assumptions are
made;
• there is no new source of CP-violation (CKM matrix is the only source)
• there are no Flavour Changing Neutral Currents (FCNC)
• the masses of the first- and second-generation sfermions are identical (first- and second-
generation universality)
The introduction of such constraints allows the definition of the so-called Phenomenological
MSSM (pMSSM), summarised in Table 1.3.
Table 1.3: Parameters in the pMSSM.
Parameter Description N. of parameters
M1, M2, M3 Bino, Wino and gluino masses 3
MA pseudo-scalar Higgs boson mass 1
µ higgsino mass 1
mq˜ , mu˜R , md˜R , first- and second-generation squark masses 3
mQ˜L , m t˜ , mb˜ third generation squark masses 3
ml˜ , me˜R first- and second-generation slepton masses 2
mL˜ , mτ˜R third-generation slepton masses 2
At , Ab , Aτ third-generation trilinear couplings 3
tanβ two-higgs-doublet fields VEVs ratio 1
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Such parameter space is still rather large and it makes pMSSM searches extremely challenging
and difficult to exclude. To overcome this problem simplified models are introduced. In other
words, a certain signal process is extracted from the model and only particles contributing to
a certain decay mode will be considered, e. g. t˜1 → t + χ˜01 only targets the 2-body decay ignor-
ing the remaining SUSY mass spectrum. The number of parameters will then reduce to 2; m t˜
and mχ˜0 , allowing the reinterpretation of the results and providing a powerful tool to constrain
various models.
In this work only analyses based on such simplified models will be presented.
Phenomenology of the top squark
Figure 1.6 shows SUSY particle production cross-sections in pp collisions at
p
s = 13 TeV for
squarks that do not contribute to gluino production diagrams and vice versa, i. e. treating squarks
and gluinos as decoupled by making the cross-section of squark pair-production the same for
all families. While gluino pair-production cross-sections are fairly large, SUSY electroweak
production cross-sections of neutralinos and charginos are considerably lower. The slepton
production cross-section, which is not displayed, would sit just below the higgsino-like char-
gino/neutralino production cross-section.
Figure 1.6: NLO+NLL production cross-sections as a function of mass at
p
s = 13 TeV [35]
Various decay modes of pair-produced stops exist, depending on the masses of the decay
products;
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• t˜ → t χ˜01
• t˜ → b χ˜±1 → b W χ˜01 (on/off-shell W ) or t˜ → b W χ˜01 (off-shell top)
• t˜ → c χ˜01
• t˜ → b f f ′ χ˜01
Figure 1.7 shows a schematic representation of the parameter space (m t˜1 ,mχ˜01 ) and the dif-
ferent regions where each of the above-mentioned process dominates.
Figure 1.7: Illustration of stop decay modes in the (m t˜1 ,mχ˜01
) mass place where the χ˜
0
1 is assumed to be the LSP.
The dashed blue lines indicate thresholds separating regions where different processes dominate.
In the models considered in this work, either χ˜
0
2 or χ˜
±
1 is assumed to be the so-called Next to
Lightest Supersymmetric Particle (NLSP). Three different decay scenarios were considered: (a)
where both top squarks decay via t˜ → t (∗) χ˜015; (b) at least one of the stops decays via t˜ → b χ˜±1 →
b W (∗) χ˜01; (c) where mχ˜02 is small enough to allow one stop to decay via t˜ → t χ˜
0
2 → h/Z χ˜01.
Here, h is the SM Higgs boson (125 GeV), as illustrated in Figure 1.8(a)−(c), respectively. Fur-
thermore, top squarks can also be indirectly produced through the so-called gluino-mediated
stop production, as shown in Figure 1.8(d).
Third-generation SUSY analyses, e. g. stop pair-production (t˜ t˜ ) or sbottom pair-production
(b˜b˜) are very challenging, due to the cross-section being around a factor of six smaller than t t¯
production (when m t˜1 ∼mt ), which usually is one of the main backgrounds. Furthermore, the
cross-section of such processes dramatically decreases with increasing mq˜ . Nonetheless, for
example, searches for direct t˜1 production with t˜1 → t + χ˜01 are sensitive in a scenario where
m t˜1 Àmt +mχ˜01 as the large E
miss
T , from the neutralinos, provides discriminating power for t t¯
rejection. Further details will be discussed in Chapter 5.
5 The symbol (*) indicates off-shell production
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t˜
t˜
t
tp
p
χ˜01
b
W
χ˜01
b
W
(a) t˜ → t (∗)χ˜01 (b) t˜ → b χ˜±1 → bW (∗)χ˜01
t˜
t˜
χ˜02
χ˜±1
p
p
t
χ˜01
h/Z
b
χ˜01
W
(c) t˜ → t χ˜02 → h/Z χ˜01
(d) g˜ → t t˜ → t χ˜01+soft
Figure 1.8: Diagrams of the decay topologies of the signal models considered in this work. The term “soft" refers to
decay products that have transverse momenta below the detector thresholds.
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2THE ATLAS EXPERIMENT ATTHE LHC
We are rather like children, who
must take a watch to pieces to see
how it works.
Sir Ernest Rutherford
ATLAS (A Toroidal LHC ApparatuS) is one of the four main experiments1 taking data at a
centre-of-mass energy of 13 TeV using beams delivered by the LHC. In this chapter an overview
of the LHC will be given in Section 2.1, then the A Toroidal LHC ApparatuS (ATLAS) detector will
be described in Section 2.2, and finally the Trigger system, used to cleverly select the data, will
be described in Section 2.3. A more in-depth description of the Trigger algorithms the author
has been involved in will be given in Chapter 3.
2.1 The LHC
As of today, the LHC [36] is the world’s largest and most powerful particle accelerator. It was de-
signed to help answer some of the fundamental open questions in particle physics by colliding
protons at an unprecedented energy and luminosity. It is located at the European Organization
for Nuclear Research (CERN), in the Geneva area, at a depth ranging from 50 to 175 metres un-
derground. It consists of a 27-kilometre ring made of superconducting magnets, and inside it
two high-energy particle beams travel in opposite directions and in separate beam pipes.
The beams are guided around the ring by a strong magnetic field generated by coils - made
of special electric cables - that can operate in a superconducting regime. A total of 1232 super-
conducting dipole and 392 quadrupole magnets, with an average magnetic field of 8.3 T, are
employed and kept at a temperature below 1.7 K, in order to preserve their superconducting
properties. The former are used to bend the beams and the latter to keep them focused while
they get accelerated. The beams are accelerated by radiofrequency (RF) cavities. An RF cavity is
a metallic chamber that contains an electromagnetic field. Charged particles that pass through
1 The others being CMS (Compact Muon Solenoid), ALICE (A Large Ion Collider Experiment), and LHCb (Large
Hadron Collider beauty)
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the cavity are affected by the electromagnetic field, which transfers energy pushing them for-
wards along the beam line. The field in the RF cavities of the LHC oscillates at 400 MHz. In
order to sort the beams in “bunches”, protons with different energies arriving earlier or later
will be accelerated or decelerated so that they stay close in energy.
The collider first went live on September 2008 even though, due to a magnet quench incid-
ent that damaged over 50 superconducting magnets, it has been fully operational since Novem-
ber 2009, when low-energy beams circulated in the tunnel for the first time since the incident.
This also marked the start of the main research programme and the beginning of the so-called
Run 1: first operational run (2009−2013).
Performance of the LHC
In June 2015 the LHC restarted delivering physics data, after a two-year upgrade programme,
the so-called Long Shut down 1 (LS1), during which the magnets were upgraded to handle the
current required to circulate 13-TeV beams. It was the beginning of the so-called Run 2 - second
operational run (2015−2018) - during which the LHC collided up to 1011 bunches of protons
every 25 ns at the design luminosity2 of 2·1034cm−2s−1. The definition of the luminosity is [37]:
L = f nb N1N2
4piσxσy
(2.1)
where nb is the number of bunches, N1 and N2 are the numbers of protons per bunch (assumed
to be equal) in each of the colliding beams, f is the revolution frequency of the bunches, and
4piσxσy is the transverse area of the bunches at the interaction point, described by the gaussian
widths σx and σy (horizontal and vertical dimensions of the beam). The luminosity is related
to the number of collisions occurring during a certain experiment via the following expression:
Nevent =Lσevent (2.2)
where σevent is the cross section of the process under investigation. The LHC has not only col-
lided protons but also heavy ions, in particular lead nuclei at
p
sN N = 5.02 TeV, at a luminosity
of 1027cm−2s−1[38].
Acceleration stages
Before reaching the maximum energy, the proton beams are accelerated by smaller accelerat-
ors through various stages. Figure 2.1 shows a sketch of the CERN’s accelerator complex. It all
begins with the Linear Accelerator 2 (LINAC2). Here protons are accelerated up to 50 MeV, and
then injected in the Proton Synchrotron Booster (PSB) where they reach 1.4 GeV. The next stage
is the Proton Synchrotron, which boosts the beams up to 25 GeV and then Super Proton Syn-
chrotron (SPS) makes them reach energies up to 450 GeV. Eventually, the beams are injected in
2 the highest luminosity the detector was designed to cope with
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Figure 2.1: CERN Accelerator complex. The LHC is the last ring (dark grey line). Smaller machines are used for
early-stage acceleration and also to provide beams for other experiments [39].
bunches with a 25 ns spacing into the LHC, where they travel in opposite directions, while they
are accelerated to up to a centre-of-mass energy of 13 TeV. Once the bunches reach the max-
imum energy, they are made collide at four different points, inside four experiments around
the ring [36].
The heavy ion beams acceleration procedure is slightly different. Their journey starts at
Linear Accelerator 3 (LINAC3) and the Low Energy Ion Ring (LEIR), before they make their way
into the Proton Synchrotron where they follow the same path as the protons.
The four large detectors at the collision points are; the multi-purpose detectors ATLAS [40],
and Compact Muon Solenoid (CMS) [41], Large Hadron Collider beauty (LHCb) detector [42],
which focuses on flavour physics, and A Large Ion Collider Experiment (ALICE) [43] which spe-
cialises in heavy ion physics. The big four are not the only experiments at the CERN’s acceler-
ator complex. There also are smaller experiments based at the four caverns about the collision
points e.g. TOTal cross section, Elastic scattering and diffraction dissociation Measurement at
the LHC (TOTEM) [44], Large Hadron Collider forward (LHCf) [45] and Monopole & Exotics
Detector At the LHC (MoEDAL) [46], but these will not be discussed any further.
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Figure 2.2: Cut-away view of the ATLAS detector. The dimensions of the detector are 25 m in height and 44 m in
length. The overall weight of the detector is approximately 7000 tonnes(taken from [39]).
2.2 The ATLAS Detector
ATLAS is a general-purpose detector designed to collect data with the highest luminosity provided
by the LHC. It is located at CERN’s Point 1 cavern and it measures about 45 m in length and 25
m in diameter. It has a forward-backward symmetric cylindrical geometry with respect to the
interaction point and it is designed to reconstruct and measure physics objects such as elec-
trons, muons, photons and hadronic jets. Its design was optimised to be as sensitive as possible
to the discovery of the Higgs boson and Beyond Standard Model (BSM) physics. In fact, thanks
to its various sub-systems, ATLAS is able to observe all possible decay products by covering
nearly 4pi steradians of solid angle.
In Figure 2.2 a cut-away view of ATLAS with all its components is shown. The innermost
layer is the Inner Detector (ID) which is the core of the tracking system and consists of a Pixel,
a SemiConductor Tracker (SCT), and a Transition Radiation Tracker (TRT). It is submerged in a
2 T magnetic field, generated by a thin superconducting solenoid, which bends all the charged
particles’ trajectories allowing transverse momentum measurement. The electromagnetic and
hadronic calorimeters form the next layer and they are both used to perform precise energy
measurements of photons, electrons, and hadronic jets. Finally, the outermost layer corres-
ponds to the Muon Spectrometer (MS), enclosed in a toroidal magnetic field, which, together
with the ID, allows precise measurement of the momenta and positions of muons. These sub-
detectors will be discussed in more detail in the following sections.
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The ATLAS coordinate system
A coordinate system is used for the spatial definition of the sub-systems and kinematic meas-
urement of physics processes. This system is defined starting from the interaction point, defined
as the origin. The z-axis is defined by the beam direction and the x − y plan, as transverse to
the beam direction.
A quantity, known as pseudo-rapidity (η), is defined to describe the angle of a particle com-
ing out of the collision, with respect to the beam axis:
η≡− ln
(
tan
(
θ/2
))
where θ is the polar angle. The azimuthal angle (φ), is defined around the beam axis. In the
(η,φ) space a distance ∆R can be therefore defined as:
∆R =
√
∆η2+∆φ2
where ∆η and ∆φ are the differences in pseudo-rapidity and azimuthal angle between any two
objects. A central and a forward region of pseudo-rapidity are also defined such that the de-
tector components are described as part of the barrel if they belong to the former or as part of
the end-caps if they belong to the latter.
2.2.1 The Magnet System
(a) Geometry of magnet windings and tile calorimeter
steel. The eight barrel toroid coils, with the end-cap
coils interleaved are visible. The solenoid winding lies
inside the calorimeter volume(taken from [40]).
(b) Schematic view of the superconducting mag-
nets(taken from [47]).
Figure 2.3: The ATLAS magnet system.
The ATLAS magnet system, 26 m long with a 22 m diameter, generates the magnetic field
needed to bend the trajectories of charged particles in order to perform momentum measure-
ment. Figure 2.3(a) and 2.3(b) show the geometry of the system and its components, which are
made of NbTi - superconducting material - and will be described in the following paragraphs.
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The Central Solenoid
With an axial length of 5.8 m, an inner radius of 2.46 m, and an outer radius of 2.56 m, the cent-
ral solenoid magnet is located between the ID and the Electromagnetic Calorimeter (ECAL). Its
function is to bend the charged particles that go through the ID and it is aligned to the beam
axis providing a 2 T axial magnetic field that allows accurate momentum measurement up to
100 GeV [47].
The Barrel and the End-cap Toroids
Figure 2.3(b) displays the toroid magnetic system that surrounds the calorimeters. With its cyl-
indrical shape this component consists of a barrel and two end-caps toroids. The barrel toroid
is comprised of eight coils and produces an approximately 0.5 T toroidal magnetic field for the
central muon detectors. The end-cap toroids, also comprised of eight coils each, produce an
approximately 1 T toroidal magnetic field, which is required to provide bending power for the
end-cap regions of the muon spectrometer.
2.2.2 The Inner Detector
The ID [48] is the innermost component of the ATLAS detector i. e. the nearest sub-detector to
the interaction region and it is used to reconstruct charged particle tracks used in the selection
of physics objects. In fact, it allows robust track reconstruction, with accurate impact para-
meter resolution (∼ 20µm) and precise primary and Secondary Vertex (SV) reconstruction for
charged particles (tracks) above 500 MeV and within |η| < 2.5.
(a) Overview of the ATLAS ID with labels and dimen-
sions.
(b) Diagram of the ATLAS ID and its sub-detectors.
Figure 2.4: The ATLAS Inner Detector (taken from [49]).
The ID is comprised of independent and concentric sub-systems, which are all shown in
Figure 2.4:
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Insertable B-Layer (IBL):
innermost Pixel Detector layer added during ATLAS Run 2 upgrade (2013/2014) to im-
prove vertexing, by a factor ∼ 1.4, and impact parameter reconstruction, by a factor 2;
Silicon Pixel Tracker (Pixel):
made of silicon pixel layers and used mainly for reconstructing both the primary and
secondary vertices in an event;
SCT:
comprised of silicon micro-strip layers; thanks to its resolution (17×580µm) it can ac-
curately measure particle momenta;
TRT:
final layer comprised of various layers of gaseous straw tube elements surrounded by
transition radiation material.
These sub-detectors will be discussed in the following paragraphs.
IBL
The IBL [50] is the innermost Pixel Detector layer as shown in Figure 2.4(b). It is comprised of
6M channels and each pixel measures 50×250µm. Its resolution is 8×40µm. The addition of
this new layer produced an improvement on the quality of the impact parameter reconstruc-
tion of tracks almost by a factor 2, and almost by a factor 1.4 on the resolution of the recon-
structed Primary Vertex (PV), highly important e. g. for the tagging of bottom-quark-initiated
jets (b-jets).
Pixel
The Pixel detector is comprised of 1750 identical sensorchip-hybrid modules, each covering an
active area of 16.4 × 60.8 mm. The total number of modules correspond to roughly 80 million
semiconductor silicon pixels. The nominal pixel size is 50 µm in the φ direction and 400 µm
in the barrel region, along the z-axis (beam axis) [51]. The reason why such a large number
of pixels is employed is the need to cope with the high luminosity in ATLAS. The silicon pixel
detector measures 48.4 cm in diameter and 6.2 m in length providing a pseudo-rapidity cov-
erage of |η| < 2.5. Figure 2.4(b) shows the three concentric barrel layers placed at 50.5 mm,
88.5 mm and 122.5 mm respectively. Furthermore, the Pixel detector is made of six disk lay-
ers, three for each forward region, such that when a charged particle crosses the layers it will
generate a signal at least in three space points. The fine granularity of this detector allows ac-
curate measurement and precise vertex reconstruction, as it provides a more accurate position
measurement as a large detection area is available. It has a resolution of 10×115µm.
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SCT
The SCT is made of 4088 modules of silicon micro-strip detectors arranged in four concentric
barrel layers. It is mainly used for precise momentum reconstruction over a range |η| < 2.5
and it was designed for precision measurement of position using four points (corresponding
to eight silicon layers), obtained as track hits when crossing the layers. Figure 2.4(b) shows
the structure of the SCT with its four concentric barrel layers with radii ranging from 299 mm
to 514 mm and two end-cap layers. Each module has an intrinsic resolution of 17 µm in the
R −φ direction and 580 µm in the z direction. As the SCT is further away from the beam-pipe
than the Pixel detector, it has to cope with reduced particle density. This allows for reduced
granularity maintaining the same level of performance of the Pixel detector: SCT uses ∼ 6.3
million read-out channels.
TRT
The last and outermost of the sub-systems in the ID is the TRT. It is a gaseous detector which
consists of 4 mm diameter straw tubes wound from a multilayer film reinforced with carbon
fibres and containing a 30 µm gold plated tungsten wire in the centre. The straw is filled with a
gas mixture of 70% Xe, 27% CO2 and 3% O2 [52]. As shown in Figure 2.4(b), its section consists
of three concentric layers with radii ranging from 554 mm to 1082 mm, each of which has 32
modules containing approximately 50,000 straws, 1.44 m in length, aligned parallel to the beam
direction with independent read-out at both ends. The gas is ionised when a charged particle
passes through it and electrons (ions) are collected at the anode (cathode). A current in the
wire will be created and as the electric field in the tube is known, the distance from the wire
can be calculated using the time that electrons take to drift to the wire. Furthermore, the TRT
is capable of performing particle identification on the particles that pass through it by utilising
the detection of transition radiation photons that are emitted when a highly relativistic charged
particle crosses a boundary between two media with different dielectric constants. The separ-
ation between, e. g. electrons and charged pions is achieved by observing the amount of trans-
ition radiation produced, since this is dependent on how relativistic the charged particle is.
The TRT has an intrinsic resolution of 130 µm and, on average, 35 hits are observed within
such sub-system when a charged particle passes through.
Performance of the ID
As previously mentioned, the tracking performed by the ID is indispensable to measure the
properties of objects such as leptons and jets, as well as interaction vertices in a certain event
and secondary vertices, which are used e. g. to identify bottom-quark-initiated jets (b−jets).
Both jets and b−jets are expected in the final states that are being searched for in this thesis.
The overall performance of the ID depends on the three sub-systems and it can be de-
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scribed in terms of momentum resolution:
σpT
pT
= 1.6±0.1%⊕ (53±2) ·10
−5
GeV
×pT (2.3)
measured in [53] using cosmic muons before the addition of the IBL. Equation 2.3 shows that
the ID has a momentum resolution of ∼ 1.6% at low momenta (∼ 1 GeV) and of ∼ 50% at 1 TeV.
2.2.3 The Calorimeters
Figure 2.5: A computer generated image of the full calorimeter.
The ATLAS Calorimeter system, shown in Figure 2.5, is comprised of two main sub-systems;
the ECAL and Hadronic Calorimeter (HCAL), which are designed to stop and measure the en-
ergy of electromagnetic-interacting and hadronic particles respectively. The combination of
the two provides full coverage in φ and |η| < 4.95. Particles slow down and lose energy generat-
ing showers when crossing different layers. The ECAL is comprised of one barrel and two end-
cap sectors employing Liquid Argon (LAr). The showers here develop as electron pairs which
are then collected. An electromagnetic shower occurs when a high-energy electron, positron
or photon passes through a material. Above a few MeV - regime below which the dominant
effects are the photoelectric and Compton scattering -, photons primarily interact via pair pro-
duction. High-energy electrons and positrons emit photons via bremsstrahlung. This process,
together with pair production, continues until the energy of the emitted photons are below the
pair production threshold. At this point the energy loss of electrons start to dominate.
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The HCAL is also comprised of one barrel and two end-cap sectors. The sensors in the
barrel of the HCAL are tiles of scintillating plastic whereas LAr is employed for the end-cap. A
forward region, the closest possible to the beam, is covered by a LAr forward calorimeter (FCal).
The LAr and Tile Calorimeter will be briefly discussed in the following paragraphs.
The Liquid Argon Calorimeter
The ECAL is comprised of multiple layers of LAr sampler and lead absorber. The choice of
its accordion-geometry design brought two main advantages; full φ coverage with no non-
interactive regions (no cracks); fast extraction of signals coming from both front or rear end
of the electrodes. It is made of two half-barrel wheels, both placed in the barrel cryostat,
that provide a pseudo-rapidity coverage up to
∣∣η∣∣ < 1.475 and two end-cap detectors provid-
ing 1.375 ≤ |η| ≤ 3.20 coverage in two end-cap cryostats. The junction between the barrel and
end cap components defines the crack region and any signal coming from the crack region is
therefore discarded.
In the
∣∣η∣∣< 1.8 region there is an additional layer, placed at the front of the calorimeter, that
is made of a thin (0.5 cm in the end-cap and 1.1 cm in the barrel) LAr layer with no absorber [54].
This additional layer was designed to correct for the energy lost, as particles enter the calori-
meter, by taking a measurement just before the majority of the electromagnetic shower is de-
veloped.
The Tile calorimeter
The main purpose of the hadronic calorimeter is to measure the energy of hadronic showers.
It is built employing steel and scintillating tiles coupled to optical fibres which are read out by
photo-multipliers. As shown in Figure 2.5, the HCAL is made up of three cylinders; a central
barrel, 5.64 m long covering a region |η| < 1.0, and two extended barrel, 2.91 m long covering
a region 0.8 < |η| < 1.7. Each cylinder is made up of 64 modules and each module is in turn
made up of three layers. Ultimately, the smallest section of the calorimeter module is a cell
with a ∆φ×∆η = 0.1×0.1 granularity for the two innermost layers and ∆φ×∆η = 0.2×0.1 for
the outermost one.
Performance of the Calorimeter
The performance of the calorimeter is important to measure the properties of the jets used in
the analyses presented in this thesis. This has been assessed using test beam data and, once
the noise has been subtracted from the experimental measurements these are fit using Equa-
tion 2.4
σ(E)
E
= ap
E [ GeV]
⊕b (2.4)
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Here, a is the stochastic term and b is a constant that includes local non-uniformities in the
calorimeter response.
The ECAL performance in the barrel was assessed firing an electron beam at a module that
is identical to those in ATLAS and the fitted energy resolution isσ(E)/E = (10±0.4)%/pE⊕(0.4±
0.1)% with a variation of no more than 0.7% for the entire coverage of the calorimeter.
The HCAL performance in the barrel was assessed firing a pion beam at a prototype detect-
ors of the LAr electromagnetic and tile calorimeters. The fitted energy resolution (with an ad-
ded term to account for electronic noise) isσ(E)/E = (52±1.0)%/pE⊕(3.0±0.1)%⊕(1.6±0.1)/E .
2.2.4 The Muon Spectrometer
The MS [55], shown in Figure 2.6, is the outermost sub-system of the whole ATLAS detector. As
such, it surrounds the calorimeters and its main function is to perform precision measurement
of muons momenta. The deflection of muon tracks employing large superconducting air-core
toroid magnets and high-precision tracking chambers is at the heart of such high precision
measurement.
Figure 2.6: Cut-away view of the ATLAS muon system(taken from [40]).
The MS is comprised of one large barrel toroid, covering the region
∣∣η∣∣≤ 1.4, and two end-
cap toroids, covering 1.6< ∣∣η∣∣≤ 2.7 which are employed together to achieve the track-bending
effect wanted. The magnitude of the magnetic field in the barrel, generated by eight large su-
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perconducting coils, ranges from 0.5 to 2 T. Around the beam axis, three cylindrical layers make
way for the chambers, placed in planes perpendicular to the beam, used to measure tracks.
Monitored Drift Tubes (MDTs) are employed over most of the pseudo-rapidity range to
provide precision measurement of track coordinates in the bending direction. An MDT is es-
sentially a set of 30-mm-diameter Aluminium tubes containing a W-Re (Tungsten-Rhenium)
wire, surrounded by a non-flammable Ar-CH4-N2 mixture at a pressure of 3 bar. The resolution
a single wire can give on the particle position is 80 µm enhanced by having multiple layers of
tubes for each module.
Cathode Strip Chambers (CSCs) are instead employed at large pseudo-rapidity (2 < |η| <
2.7). They work similarly to the MDT but instead of tubes there are cathode strips above and be-
low the anode wires. In particular, one set is orthogonal to the wires for precision measurement
and the other one parallel to the wires providing a measurement of the transverse coordinate.
The gas employed between the strips and wires is a non-flammable mixture of Ar-CO2-CF2.
Thin-Gap Chambers (TGCs) are employed in the end-cap region and Resistive-Plate Cham-
bers (RPCs) in the barrel. The TGCs are very similar to the CSCs. They provide large signals and
in a very narrow time window making them ideal for triggering purposes.
The RPCs are also gas-based detectors. They are comprised of two parallel resistive plates
held apart by insulating spacers, and a uniform electric field is employed to generate a limited
avalanche multiplication centred around the primary ionisation electron. This will then be
detected by aluminium strips separated from the plates by an insulating film.
2.3 The ATLAS Trigger System
The ATLAS Trigger System is at the heart of data taking. It is an essential component of any
nuclear or particle physics experiment as it is responsible for deciding whether or not to store
an event for later study. The ATLAS trigger has the main function of reducing the event rate
from ∼ 40 MHz bunch-crossing3 to ∼ 1 kHz.
The Trigger system employs a two-level system: a hardware-based trigger, Level-1 (L1), and
a software-based, High Level Trigger (HLT). L1 processes low-granularity information from
the calorimeter and the muon spectrometer and identifies the so-called Regions of Interest
(RoIs)4 before making a decision. Event data from other sub-system are temporarily stored in
memories whilst L1 decision is taken.
Further investigations are left to HLT which is made of software running on a cluster of
computers (HLT farm). Additionally, a Fast TracKer (FTK) system [56] (to be installed before the
end of Run 2) will process events that are accepted by L1 trigger, and seed the HLT algorithms.
It will provide global ID track reconstruction at the L1 trigger rate using lookup tables stored in
custom associative memory chips for the pattern recognition.
3 The term bunch-crossing is hereby used when referring to a collision between two bunches of protons.
4 η−φ regions where event features have been found by the L1 selection process.
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The ATLAS trigger system will be further discussed in Chapter 3, however the Run-1-to-
Run-2 upgrade of the ATLAS trigger will not be discussed any further.
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Software is a great combination
between artistry and engineering.
Bill Gates
The ATLAS trigger system together with its performance will be presented in this chapter.
A brief introduction of the reason behind the need of a trigger system, together with its imple-
mentation in ATLAS, will be discussed in Section 3.1. The L1 trigger and HLT will be discussed
in Sections 3.2 and 3.3, respectively. Finally, Section 3.4 will be dedicated to the performance
of the HLT for low-pT single-lepton, missing transverse energy
(
E missT
)
, and medium- and high-
pT b−jet triggers. The former two triggers are the most relevant for the analysis discussed in
Chapters 5, 6, and 7. The study of the performance of these triggers has been part of the qual-
ification task1 of the author, and the results of these studies were published in a paper in the
European Physics Journal [57].
3.1 Overview
More than 80 fb−1 of pp collisions were delivered in 2016 and 2017 by the LHC and, because
of storage space limitations, it is not feasible to save all the information about the collision
after every bunch crossing. The ATLAS Trigger System is indispensable to reducing the read-
out rate to a sensible value without affecting the physics programme of ATLAS, e. g. discarding
potentially interesting events. A multiple-level architecture is employed to allow the trigger
enough time to identify interesting events, using both software- and hardware-based real-time
algorithms.
Figure 3.1 shows the Trigger and Data Acquisition (TDAQ) system. This is comprised of
both a hardware-based first-level trigger (L1) and a software-based HLT, as already mentioned
in Section 2.3. The L1 trigger decision is formed by the Central Trigger Processor (CTP), which
receives inputs from the L1 Calorimeter (L1Calo) and L1 Muon (L1Muon) triggers. Once the
1 In order to become an ATLAS author every active ATLAS researcher should spend 50% of their time on a technical
task (in their first year), moving to 30% the year after.
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events pass the L1 selection, they are buffered in the Read-Out System (ROS) and processed by
the HLT, which receives information on the Region of Interest (RoI) from L1 to be used for track
reconstruction in the trigger algorithms. An RoI in the HLT is an extended wedge-shaped spatial
region in the detector, originating from and extending along the beam-line (see Figure 3.6 at
page 40).
Figure 3.1: The ATLAS TDAQ system. L1Topo and FTK [57] have not been used for the results shown in this thesis.
The trigger system is configured via the so-called trigger menu, which contains the multi-
plicity requirement (number of tracks) and the pre-scale factors2 for the selected events. Ad-
ditionally, the menu is meant to define the trigger chains - usually referred to just as trigger -
that start from an L1 trigger and specify a sequence of reconstruction and selection steps for
the specific trigger signatures required in the trigger chain. This is named after the following
convention:
TriggerLevel_TypeAndThreshold_Identification_Isolation
Here, “TriggerLevel” refers to either L1 or HLT, “TypeAndThreshold” refers to the type of ob-
ject to trigger on (electron, muon, E missT , etc.) and its energy threshold. If any identifica-
tion and/or isolation criteria are included, these are appended at the end of the name, e. g.:
2 A factor associated with a trigger at each level that indicates what fraction of events, that could pass this trigger
selection, is actually accepted.
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HLT_e24_lhmedium is an electron trigger with a 24 GeV threshold, using “medium” identifica-
tion criteria, which will be further discussed in Chapter 4.
3.2 Level-1 Trigger
The L1 trigger decision is essentially taken by the CTP, based on the information from the L1
calorimeter and L1 muon trigger systems. Additionally, a Level-1 Topological (L1Topo) trigger3,
fed with energy and direction information about the objects found by the L1Calo and L1Muon
triggers, is employed [40, 57, 58].
The L1 trigger system is implemented in fast custom electronics to keep the decision time
around 2.5 µs and its decision is used as a seed for the HLT.
The L1 Calorimeter Trigger
Figure 3.2: Illustration of a trigger tower cluster (from
[59]).
The L1Calo trigger [40, 60] is based on in-
puts from the electromagnetic and hadronic
calorimeters within the region |η| < 4.9. It
provides triggers for objects such as elec-
trons/photons, taus, jets, and global trans-
verse energy. Dedicated analogue trigger sig-
nals, provided by the ATLAS calorimeters in-
dependently from the signals read out and
used at the HLT and offline, make the L1Calo
trigger decision, which is based on the in-
formation from analogue sums of calori-
meter elements, called trigger towers, instead
of using the full granularity of the calori-
meter. The trigger towers have a size of ap-
proximately ∆η×∆φ= 0.1 in the central part
of the calorimeter, |η| < 2.5, and they get larger and less regular in the forward region. Separate
trigger towers are employed for electromagnetic and hadronic calorimeters. Furthermore, two
processor systems run the trigger algorithms, once the signals have been digitised: the first,
called cluster processor, uses the full L1 trigger granularity information in the central region to
look for small and localised clusters, which are the typical energy deposit left by an electron,
photon or tau; the second, the jet and energy-sum processor, uses 2×2 sums of trigger towers
(jet elements), to identify jet candidates and form missing transverse energy, E missT , and total
transverse energy, ET. As an example, Figure 3.2 shows a sketch of the electron/photon and tau
triggers. The trigger algorithm identifies a Region of Interest as a 2×2 trigger tower cluster in the
electromagnetic calorimeter for which the transverse-energy sum, released in at least one of the
3 Two FPGA-based (Field-Programmable Gate Arrays) processor modules
36 3.2 Level-1 Trigger
four possible pairs of nearest neighbour towers (1×2 or 2×1), exceeds a pre-defined threshold.
Additionally, jets RoIs are defined as 4× 4, 6× 6 or 8× 8 trigger-tower windows for which the
summed electromagnetic and hadronic transverse energy exceeds pre-defined thresholds and
which surround a 2×2 trigger tower core that is a local maximum used to define the coordinates
of the jet RoI.
The L1 Muon Trigger
The L1Muon trigger system [61] processes input data from fast muon trigger sub-detectors and
its main task is to select muon candidates with a pT threshold of 6 GeV and identify the bunch
crossing in which they were produced.
Figure 3.3 shows how muons are triggered at L1. The RPC system in the barrel region
(|η| < 1.05) and the TGC system in the end-cap regions (1.05 < |η| < 2.4) are employed. They
provide a rough measurements of muon-candidate pT, η, andφ. Three planes in the barrel and
three in each endcap form the trigger chambers. Each plane is comprised of two to four layers
and muon candidates are identified by forming coincidences between the muon planes. Coin-
cidences are formed by requiring hits that lie within parametrised geometrical muon roads. A
road, as the example shown in Figure 3.3, essentially contains the trajectories, from the interac-
tion point, of either positively or negatively charged muons with a pT above a given threshold.
In particular six programmable pT thresholds are employed at L1, divided into two sets: three
low-pT thresholds meant to cover values up to 10 GeV, and three high-pT thresholds meant to
cover pT > 10 GeV.
The CTP
The CTP [40] applies the multiplicity requirements and pre-scale factors specified in the trig-
ger menu to the inputs from the L1 trigger systems and forms the L1 trigger decision. Timing
and control signals4 are employed to distribute the L1 trigger decision to all ATLAS sub-detector
readout systems. The CTP is responsible for applying the so-called preventive dead-time mech-
anism that limits the minimum time between two consecutive L1 accepts (simple dead-time
O (100ns)), and restricts the number of L1 accepts allowed in a given period (complex dead-
time). This avoids both overlapping readout windows and overflowing buffers. In addition, a
busy dead-time can be introduced by ATLAS sub-detectors to temporarily throttle the trigger
rate. These dead-times are used to monitor the total L1 trigger rate, and individual trigger rates
that need to be monitored before and after any pre-scales and/or any vetoes that have been
applied. Furthermore, such information is also used to provide a measure of the L1 dead-time,
which has to be accounted for when determining the luminosity [59].
4 The timing signals are defined with respect to the LHC bunch crossings: a 25 ns time window centred on the
instant at which a proton bunch might cross the ATLAS interaction point.
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Figure 3.3: A schematic view of the L1Muon trigger chambers (from [59]).
3.3 High-Level Trigger
The events that are accepted by L1 are then buffered in the ROS and processed by the HLT using
information that is not available at L1, such as finer-granularity calorimeter inputs, precision
measurements from the MS and tracking information from the ID. The HLT receives RoIs in-
formation from L1 and performs the reconstruction within them. As needed, the reconstruc-
tion performed by the HLT software can either be run within RoIs or performing a so-called full
scan of the detector. In order to reduce the processing time, a two-stage approach is employed
for most HLT triggers: a first reconstruction (fast) to reject the majority of events; a second pre-
cision reconstruction for the remaining events (slower). Events that are accepted by the HLT
are transferred to local storage at the experimental site and exported to the CERN’s computing
centre for offline reconstruction [57].
3.4 Performance of ID Triggers
The track reconstruction in the Inner Detector is a vital component of the trigger decision in the
HLT. A robust reconstruction of particle trajectories is an essential prerequisite for triggering
on electrons, muons, taus, and b-jets. Furthermore, it is also used for triggering on inclusive pp
interactions and for the on-line determination of the beam spot, the luminous region produced
by the collisions of proton beams, where the reconstructed tracks provide the input for vertex
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reconstruction.
3.4.1 Inner detector tracking
The ID tracking in the trigger also includes information from the IBL, which significantly im-
proves the tracking performance and in particular the impact parameter resolution [50]. The
tracking algorithms are called Fast Tracking and Precision Tracking. The former is comprised
of trigger-specific pattern recognition algorithms, unlike the latter which is heavily based on
offline-tracking algorithms. As already mentioned, once an RoI has been identified by L1, the
algorithms are typically configured to run within it. Furthermore, in order to reduce Central
Processing Unit (CPU) usage, the offline track-finding is seeded with tracks and space-points
identified by fast tracking stage seeds. The running of the full HLT reconstruction for each event
on an individual node allows for the two stages of the trigger to share the data preparation, so
detector information only needs to be read out once.
Unlike the tracking of electrons and muons, which is run employing a single-stage ap-
proach, the hadronic tau and b−jet tracking is run employing an advanced multi-stage ap-
proach, in order to reduce the detector volume of the RoIs. The first stage is needed to identify
leading tracks within an RoI by running the Fast Track Finder (FTF) algorithm. This RoI will
have a narrow (η,φ) coordinate, but a long z coordinate. The leading tracks are then used to
construct a second-stage RoI, constrained in η and φ, and very tightly constrained in polar
angle and with a small z position width. The FTF is then run again within the wider second-
stage RoI, followed by the Precision Tracking [57, 62]. In this second stage, an optimised subset
of the tracking algorithms used offline is employed, which is slower than the first but, in return,
identifies objects constructed starting from the inner detector tracks.
3.4.2 Performance of ID Triggers at HLT
The performance of the tracking was estimated using 13-TeV pp collision events collected in
July 2015 by the ATLAS detector. In order to be as unbiased as possible, specific monitoring
triggers that do not require a track to be present for the event to be accepted are used to estim-
ate the efficiency of the tracking algorithms. All the quantities used to estimate the perform-
ance of the tracking, i. e. efficiencies, residuals and resolutions, are calculated with respect to
the tracks found by the offline reconstruction software. In particular, the efficiency is defined
as the fraction of offline reference tracks that are matched to a trigger track
E = Ntrigger
Noffline
(3.1)
The tracking efficiency has been estimated for electrons and muons for the single-stage
tracking, and for b-jets for the multi-stage approach, as part of the author’s qualification task.
The reconstructed tracks are required to have at least two (six) Pixel (SCT) clusters and lie within
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the region |η| < 2.5. The closest trigger track within a cone of size ∆R =∆η2+∆φ2 = 0.05 of the
offline reconstructed track is selected as the matching trigger track.
Electrons
Figure 3.4 shows the tracking efficiency for the 24 GeV electron trigger as a function of η and
pT of the offline track. The tracking efficiency is measured with respect to offline tracks with
pT > 20 GeV for tight offline electron candidates from the 24 GeV electron support trigger,
which does not use the trigger tracks in the selection, despite being identical to the physics
trigger. The FTF and Precision Tracking efficiencies are all above 99% within the whole pseudo-
rapidity range. The small efficiency drop at low pT is due to bremsstrahlung energy loss by
electrons [57].
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Figure 3.4: The ID tracking efficiency for the 24 GeV electron trigger is shown as a function of the (a) η and (b)
pT of the track of the offline electron candidate. Uncertainties based on Bayesian statistics are shown
(from [57]).
Muons
Figure 3.5(a) shows the muon tracking performance with respect to offline muon candidates
with pT > 6 GeV selected by the 6 GeV muon support trigger as a function of the offline muon
pT. The efficiency is well above 99% in the entire pT range for both FTF and Precision Tracking.
Figure 3.5(b) shows the resolution of the transverse track impact parameter with respect to
offline as a function of the offline muon pT. FTF and Precision Tracking resolutions are better
than 17 and 15 µm, respectively, for muon candidates with offline pT > 20 GeV. The difference
(∼ 10%) between the two algorithms is driven by the fact that Precision Tracking (black solid
points) uses the space points found by the FTF (red open points), but refits them using the
offline algorithm. In other words, Precision Tracking runs a faster version of the full offline
track fit and it performs better.
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Figure 3.5: The ID tracking performance for the 6 GeV muon trigger; (a) efficiency as a function of the offline recon-
structed muon pT, (b) the resolution of the transverse impact parameter, d0 as a function of the offline
reconstructed muon pT. Uncertainties based on Bayesian statistics are shown (from [57]).
b-jets
As previously mentioned, the b-jet triggers tracking algorithms are run in a larger RoI than for
electrons or muons and, in order to limit CPU usage, multiple stage track reconstruction was
implemented and deployed during Run 2.
First, the leading track and its position along the beam-line are determined by executing
fast tracking in an RoI that is fully extended along the beam-line, in the |z| < 225 mm region,
but narrow (0.1) in both η and φ, as shown in the blue-shaded region in Figure 3.6. The second
stage is then run, using this position along the beam-line, to reconstruct all tracks in an RoI that
is larger (0.4) in both η and φ but limited to |∆z| < 10 mm with respect to the leading track, as
shown by the green-shaded region in Figure 3.6.
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Figure 11: The ID trigger muon tracking performance is shown with respect to loose muon candidate tracks from the
6 GeV muon trigger with pT > 6 GeV; (a) the e ciency versus the o ine reconstructed muon pT, (b) the resolution
on the transverse impact parameter, d0 versus o ine reconstructed muon pT. The o ine reconstructed muon tracks
are required to have at least two pixel cl sters, and at least six SCT clusters are required to lie in the region |⌘ | < 2.5
and pT > 6 GeV. The closest matching trigger track within a cone of  R < 0.05 of the o ine reconstructed track
is selected as t matching trigger tr ck. Bayesian uncertainties are shown.
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with respect to this leading track. For evaluation purposes, the tau lepton signatures can also be executed399
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Figure 11: The ID trigger muon tracking performance is shown with respect to loose muon candidate tracks from the
6 GeV muon trigger with pT > 6 GeV; (a) the e ciency versus the o ine reconstructed muon pT, (b) the resolution
on the transverse impact parameter, d0 versus o ine reconstructed muon pT. The o ine reconstructed muon tracks
are required to have at least two pixel clusters, and at least six SCT clusters are required to lie in the region |⌘ | < 2.5
and pT > 6 GeV. The closest matching trigger track within a cone of R < 0.05 of the o i e reconstructed track
is selected as the matching trigger track. Bayesian uncertainties are shown.
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Figure 3.6: An illustration of the RoIs from the single-stage and two-stage tau lepton trigger tracking, show in plan
view (x-z plane) along the transverse direction and i perspective view. The z-axis is lo g th beam
lin . The combined tracking v lum of th 1st and 2nd stage RoI in the wo-stage tracking approach is
significantly smaller t n the RoI in the one-st ge tracking sch me (from [57]).
The first-stage vertex tracking takes all jets identified by the jet trigger with η> 30 GeV and
reconstructs tracks with the FTF in a narrow region in η and φ around the jet axis for each jet,
but with |z| < 225 mm along the beam line.
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Following this step, the primary vertex reconstruction [63] is performed using the tracks
from the fast tracking stage. This vertex is used to define wider RoIs around the jet axes, with
|∆η| < 0.4 and |∆φ| < 0.4 but with |∆z| < 20 mm relative to the primary vertex z position. These
RoIs are then used for the second-stage reconstruction that runs the fast track finder in the
wider η and φ regions followed by the Precision Tracking, secondary vertexing and b-tagging
algorithms, which will not be discussed in this work.
The performance of the primary vertexing in the b-jet vertex tracking can be seen in Fig-
ure 3.7(a), which shows the vertex finding efficiency with respect to offline vertices in jet events
with at least one jet with transverse energy above 55, 110, or 260 GeV and with no additional
b-tagging requirement. The efficiency is shown as a function of the number of offline tracks
with pT > 1 GeV that lie within the boundary of the wider RoI (defined above) from the selected
jets. The efficiency rises sharply and is above 90% for vertices with three or more tracks, and
rises to more than 99.5% for vertices with five or more tracks. The resolution in z with respect
to the offline z position as shown in Figure 3.7(b) is better than 100 µm for vertices with two or
more offline tracks and improves to 60 µm for vertices with ten or more offline tracks.
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Figure 3.7: The trigger performance for primary vertices in the b-jet signatures for 55, 110 and 260 GeV jet triggers;
(a) the vertexing efficiency as a function of the number of offline tracks within the jets used for the vertex
tracking, (b) the resolution in z of the vertex with respect to the offline vertex position as a function of
the number of offline tracks from the offline vertex (from [57]).
Missing Transverse Energy, E missT
Several algorithms exist to reconstruct the E missT at the HLT. The missing HT
5 (MHT) algorithm
calculates E missT as the negative sum of transverse energy of calibrated jets, constructed from
calibrated topological clusters of calorimeter cells. This algorithm is the most relevant to the
analysis presented in Chapter 5. The cell algorithm is based on the negative sum of transverse
energy deposited in calorimeter cells above a certain noise threshold. Unlike the cell algorithm,
which calculates E missT on the electromagnetic scale, the MHT algorithm looks at jets calib-
rated using Jet Energy Scale (JES) [64]. Pufit, a third algorithm, was employed to disentangle
5 HT is the scalar sum of the various pTs in the event, HT =
∑
i
piT.
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calorimeter deposits from the hard-scatter, from those originating from pile-up interactions by
grouping towers made out of topological clusters into a pile-up and a hard-scatter category.
This grouping is based on their energy, where the threshold itself is dependent on the overall
event activity measured by the total energy deposited in the calorimeter. The assumption is
that the contribution to E missT due to pile-up interactions is zero. Nevertheless a minimisation,
which takes into account resolution terms, determines an effective energy density from pile-up
interaction which allows a vanishing contribution to E missT by the pile-up calorimeter towers.
This correction is then subtracted from the hard-scatter towers. The negative sum of transverse
energy of those pile-up corrected hard-scatter towers will provide the final E missT value [65].
Figure 3.8 shows the turn-on curves for various E missT triggers: Figure 3.8(a) shows the ef-
ficiency as a function of modified6 offline E missT for three different E
miss
T trigger algorithms,
using early 2016 pp collision data. The events have been selected using single lepton (elec-
tron or muon) triggers. The x-axis shows the offline E missT calculated from the sum of elec-
trons, photons and jets, without the contributions from the muons. Three different E missT high-
level trigger algorithms are shown: HLT_xe80_tc_lcw_L1XE50 calculates E missT based on calib-
rated clusters of calorimeter cells, and has a threshold of 80 GeV. HLT_xe90_mht_L1XE50 cal-
culates E missT based on reconstructed jets, and it has a threshold of 90 GeV. HLT_xe100_L1XE50
calculates E missT based on calorimeter cells calibrated at the electromagnetic scale, and has a
threshold of 100 GeV. All three algorithms are seeded by a Level-1 trigger with a threshold of
50 GeV which is also shown; Figure 3.8(b) shows the combined L1 and HLT efficiency of the
missing transverse energy triggers HLT_xe110_pufit_L1XE50 and
HLT_xe110_mht_L1XE50 as well as the efficiency of the corresponding L1 trigger (L1_XE50) as
a function of the reconstructed E missT (modified to count muons as invisible) using pp colli-
sion data collected in 2017. The events shown are taken from data with a W → `ν selection to
provide a sample enriched in real E missT . The HLT E
miss
T of the pufit algorithm is calculated as the
negative of the transverse momentum vector sum of all calorimeter topological clusters correc-
ted for pile-up. The pile-up correction is done by grouping the clusters into coarser “towers”
which are then marked as pile-up if their ET falls below a pile-up-dependent threshold.
6 To calculate the E missT efficiency, e. g. in events with muons, a muon trigger must be employed, therefore muon
contributions are removed.
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Figure 3.8: Turn-on curves of various E missT triggers. Figure 3.8(a) shows the efficiency as a function of offline E
miss
T
for three different E missT trigger algorithms: HLT_xe80_tc_lcw_L1XE50, HLT_xe90_mht_L1XE50, and
HLT_xe100_L1XE50. All three algorithms are seeded by a Level-1 trigger algorithm with a nominal
threshold of 50 GeV which is also shown; Figure 3.8(b) shows missing transverse energy trigger efficien-
cies for HLT_xe110_pufit_L1XE50 and HLT_xe110_mht_L1XE50 and for the corresponding L1 seed
L1_XE50 (from [66]).
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4EVENT SIMULATION ANDOBJECT RECONSTRUCTION
Nature isn’t classical, dammit, and
if you want to make a simulation of
nature, you’d better make it
quantum mechanical, and by golly
it’s a wonderful problem, because it
doesn’t look so easy.
Richard P. Feynman
Figure 4.1: The different stages of the work flow needed to pro-
duce analysable simulated and real data outputs.
The white boxes represent the processes, and their
outputs are shown in black balloons: RDO, ESD,
and the final product, AOD. The green ‘AtlFast’ box
represents the alternative simulation method ATL-
FAST [67], discussed in Section 4.1. Finally, the blue
box shows the stage at which the actual ATLAS data
events begin processing.
The ATLAS software framework Athena [68],
which is based on the Gaudi [69] frame-
work developed by the LHCb collabor-
ation [42], is used to reconstruct phys-
ics objects to be used by analysers, as
the data collected and recorded by the
ATLAS detector requires processing. The
Athena framework is capable of deal-
ing with various aspects of the experi-
ment software, e. g. triggering or the pro-
cessing of simulated data. Custom soft-
ware, in particular Monte Carlo (MC)
simulations, is used to simulate physics
events used to model background and
signal processes. These are produced
through different stages, as shown in
Figure 4.1, the last of which produces an
analyser-friendly output.
In this chapter the stages of simula-
tion and reconstruction of physics ob-
jects will be briefly explained: event generation will be discussed in Section 4.1; the recon-
struction of physics object, such as “electrons”, “photons”, “muons”, “jets”, in both real data and
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simulated MC events will be presented in Section 4.2, as these are the most relevant objects for
the analysis discussed in Chapters 5-7.
4.1 Generation of Monte Carlo-simulated events
MC event generators [70] are extensively used in particle physics to simulate physics processes.
A combination of perturbative and phenomenological calculations is employed, to produce
randomly distributed physics events of a given type, with stable final state particles. As already
mentioned in Chapter 2, the ATLAS detector collects pp- and heavy-ion-collision data. When
two protons collide at such high energy in the centre of mass, the collision essentially occurs
between the constituent partons1. Three valence quarks (uud), the gluons mediating the strong
interactions between the valence quarks, and the sea quarks produced in virtual qq¯ pairs due
to interacting gluons, are included as partons. Figure 4.2 shows one of these interactions which
is known as a Deep Inelastic Scattering (DIS) process: the substructure of the proton is probed
(therefore deep), by an incoming particle, in this case a proton, and the particles in the final
states are in general different from the initial ones (therefore inelastic).
Figure 4.2: Example of a pp DIS event.
An important, yet simplifying, dimen-
sionless physical quantity is the Bjorken scal-
ing variable [73], the fraction (x) of the pro-
ton momentum carried by an interacting
parton. The measure of momentum transfer
Q2 in such events is related to the total mo-
mentum transferred by the exchanged boson
q by Q2 = −q2. Parton Distribution Func-
tions (PDFs) are used to describe mathemat-
ically the parton content of the colliding pro-
tons in order to model their interaction.
The pp scattering at the LHC can be cat-
egorised in processes such as hard, which
can be described with perturbation theory, or
soft, which involve non-perturbative QCD ef-
fects. Typically, a pp collision involves a hard
scattering process between two partons, one
for each proton, and a certain number of soft processes, such as Initial State Radiation (ISR),
Final State Radiation (FSR), and Underlying Event (UE). The ISR involves particles, radiated
by partons, which will interact in the hard process prior to their scattering. Partons which are
not involved in the hard scattering process, the so-called spectators, form the UE. The FSR
refers to particles that are radiated from the final state products of the hard scattering. Further-
1 “Feynman [71] interpreted the Bjorken scaling as the point-like nature of the nucleon’s constituents when they were
incoherently scattered by the incident electron. Feynman named the point-like constituents partons. This is the
parton model.”(taken from [72])
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more, parton showering is a process in which particles in the event that have colour can radiate
gluons and/or produce qq¯ pairs. Products of these showers will undergo the process of had-
ronisation during which colourless hadron states are produced if Q2 is of the order of 1 GeV.
Such a process occurs due to confinement.
In order to allow analysers to select samples with relevant processes, MC samples are di-
vided into categories depending upon the hard-process specified before generation. For spe-
cific analyses, it is also possible to filter events to only produce a given final state, e. g. asking
for zero leptons. This is done in order not to waste computational resources on events which
would not pass analysis-specific selection criteria. The effect of the selection is taken into ac-
count by applying filter efficiencies when the analysis is carried out. The HEPMC format is
used to store the output of simulated data outputs [74].
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Figure 4.3: PDF from HERAPDF1.0, for up and down
valence quarks xuv and xdv , gluons xg , and
sea quarks xS = 2x(U¯+D¯), using a momentum
transfer of Q2 = 10 GeV2 (from [75]).
PDFs [76] describe mathematically the prob-
ability density of constituent partons of the
interacting protons to have a given fraction
(x) of the nucleon momentum. They de-
pend upon the parton type, such as valence
quark, gluon, or sea quark, and the mo-
mentum transfer Q2. Although perturbat-
ive calculations of the PDFs are not feas-
ible, the DGLAP [77, 78] evolution equations,
using a range of hard scattering data from
both fixed target and collider experiments,
can be used to estimate the dependence of
the PDFs as a function of Q2 for a given par-
ton. In other words, PDFs describe the evolu-
tion of the structure functions of quarks and
gluons as a function of the running2 strong
coupling constant αs . Figure 4.3 shows the
PDFs, calculated with input from HERA [75]
and CTEQ [79] at Q2 = 10 GeV2 for valence quarks, gluons, and sea quarks.
Matrix Element
The Matrix Element (ME) calculation involves perturbative quantum field theory calculations,
and it is used to simulate the hard process at high Q2 O (1 GeV). Such calculations are not
simple to perform, and are usually carried out only to Leading Order (LO) or Next-to-Leading
Order (NLO) in an expansion in αs . High momentum quarks and gluons in the event, i. e.
2 “Running” refers to a dependence on Q2
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hard emission, such as gluon splitting into two gluons (g → g g ), a gluon decaying to a quark-
antiquark pair (g → qq¯), and a quark radiating a gluon (q → g q) can be added to the matrix
element.
Parton Showers
The processes just mentioned in the previous section can also occur at lower energies. In this
case, due to its non-perturbative nature, the emission of extra soft objects cannot be modelled
with the ME calculation, but they can be handled using the Parton Shower (PS) phenomenolo-
gical modelling. HERWIG [80], PYTHIA [81], and SHERPA [82] collaborations have developed
the most used PS models across the High-Energy Physics (HEP) community. In particular,
the algorithms to simulate the PS employ Markov chains [83] and the probabilities for any of
the above-mentioned processes to occur. At intermediate Q2, gluon/quark radiation may be
treated as a hard emission or part of the PS, meaning that, in a given event double-counting
might occur. To overcome such issue, the Catani-Krauss-Kuhn-Webber (CKKW) [84] and the
Michelangelo L. Mangano (MLM) [85] schemes are employed to determine whether the emis-
sions are part of the ME or PS.
Hadronisation
When the energy of the partons decrease below 1 GeV they will undergo hadronisation. As pre-
viously mentioned in Section 1.1, once the quarks and gluons in the final state reach a Q2 of the
order of ΛQCD ∼ 200 MeV, the recombination into colourless objects must occur. The model-
ling of the production of such bound states, hadronisation, involves non-perturbative QCD and
many more parameters than the parton showering. Phenomenological models, tuned using
data, are then needed. The cluster model [86], used by HERWIG, and the Lund string model [87],
used by PYTHIA, are most often employed.
Underlying Event
Partons not involved in the hard process of the event, referred to as the UE [88], can lead to
a certain number of soft interactions at a lower energy scale, therefore producing additional
hadronic activity in the event. Once again, phenomenological models are used to account for
such effect which is modelled within SHERPA and PYTHIA where a whole lot of additional free
tuned-to-data parameters are included. More details can be found in [88].
Detector simulation
Although at this stage the output of the MC generators contains all the kinematic features of
the event, it is not yet possible to compare simulated events to the ATLAS collected data, as the
interactions of the particles passing through the detectors are not yet included. The GEANT4
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software [89], included within the ATLAS offline software, is used to simulate the energy de-
posited within the detector. In a first stage, the interactions of the particles with the various
sub-systems is simulated; following this, energy deposits are converted into detector-output-
like signals (voltage, times, etc.). This is the so-called digitisation. The output is now produced
with a format that is identical to the one produced by the ATLAS Trigger and Data Acquisition
system, therefore MC and collected ATLAS data can now be consistently processed by the same
trigger and reconstruction software. In addition, to fully simulate MC events, ATLAS also em-
ploys a fast simulation software (ATLFAST-II (AF2) [67]), where, in order to reduce the usage of
the available computational resources, a parametrised description of the showers in the calor-
imeters is implemented.
4.2 Object Reconstruction
Once MC samples are digitised, the signals have to be turned into tracks and calorimeter de-
posits which, in turn, have to be processed and reconstructed into physics object: electrons,
photons, muons, jets, taus, and missing transverse energy
(
E missT
)
. Initially, a set of loose defin-
itions is employed in order for various analyses to use such objects. Later, a set of tighter cuts
can be applied depending on what a particular analysis needs to focus on. This approach in-
creases the purity of the selected objects at the expense of selection efficiency. The criteria used
to define the physics objects, relevant to the analysis presented in this thesis, will be presented
in the following paragraphs.
Tracks and vertices
When a charged particle passes through the detector, all the ID sub-systems (pixel, SCT and
TRT components), register “hits”and then, tracing the particle’s trajectory, the hits are recon-
structed into a “track”. The most used algorithm is the so-called inside-out method: it works
outwards from the centre of the ID to produce a track once it has initially grouped together
hits in the pixel and SCT sub-systems. If this track is then compatible with hits in the TRT
detector, then these hits are also included and the track is accepted. On the contrary, the back-
tracking algorithm tries to reconstruct a track starting from the TRT to the SCT and Pixel de-
tectors. Tracks can also be reconstructed using only the hits in the TRT. A number of selection
cuts are applied to the tracks in order to achieve the required quality. Signals produced in other
parts of the detector are then used to match ID tracks up with charged-particle candidates, e. g.
ECAL cluster for an electron track. The η and φ values are then assigned to tracks using their
direction with respect to the origin3 in the co-ordinate system described in Section 2.2. The re-
lation that links the pT of a track to its bending radius and the magnetic field is pT = 0.3×B×R,
where the pT is given in GeV, the magnetic field B in Tesla, and the radius R in meters. Moreover
the following variables are defined:
3 This is assumed to be the position of the primary interaction
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• d0 : the distance of closest approach between the track and the origin
• z0 : the z-plane component of d0;
• z0 sinθ : the projection of d0 onto the z-axis
For every bunch crossing, the average number of interactions 〈µ〉, often referred to as pile-
up, can be computed. In particular, this was computed in both Run 1 and 2 and it was found
to be 〈µ〉 ∼ 21 and 〈µ〉 ∼ 32, respectively. Vertex reconstruction is needed for various purposes
e. g. to differentiate objects produced in the hard scattering from other pile-up interactions. As
the bunch length is finite, pp interactions are spread out along the z coordinate. In order to
reconstruct the PV, i. e. the vertex associated to the hard scattering interaction, tracks are back-
tracked to the beam line. Table 4.1 shows a set of cuts applied to the reconstructed ID tracks to
be used for vertex reconstruction.
Table 4.1: Cuts applied to the tracks. In particular the # of shared modules refers to 1 shared Pixel hit or 2 shared
SCT hits; # of Pixel holes refers to holes that exist when a hit is expected in a layer of sensors given the
fitted trajectory of the track but none is found; # Si hits refers to hits in the IBL, Pixel and SCT.
Variable Cut
pT > 400 MeV
|η| < 2.5
# IBL hits + B Layer hits ≥ 1
# shared modules ≤ 1
# Pixel holes == 0
# SCT holes ≤ 1
# Si hits
≥ 9 if |η| ≤ 1.65
≥ 11 if |η| > 1.65
A global maximum in the z coordinate of reconstructed tracks is searched for first, to find
a vertex seed. The vertex position is then fitted using an algorithm called the Adaptive Vertex
Fitting algorithm [90, 91]. The vertex position is determined by fitting to ID tracks with the least
squares fitting method. Outlier tracks, defined as tracks that are far from the vertex centre,
are assigned lower weights in the fit than tracks close to the vertex centre. Outlier tracks are
likely to be noise tracks that do not actually originate from the vertex the algorithm tries to
reconstruct. By weighting these tracks less in the fit, the adaptive fitting algorithm is able to
decrease sensitivity to these noise tracks. As the true position of the vertex centre (as well as
which tracks are outliers) is not known a priori, the algorithm iteratively tries to fit the vertex:
all tracks weights are initialised with high values and after each fit iteration the weight of the
outlier tracks is decreased. The algorithm then determines both the vertex centre and which
tracks are outliers with increasing accuracy after each iteration. Finally, the algorithm will stop
once the fitted vertex centre does not change any more. Once a vertex is found, tracks which
are incompatible with the vertex found will form a new vertex seed. The vertex reconstruction
50 4.2 Object Reconstruction
process will terminate once all the tracks have been clustered into vertices or no additional
vertices can be found. Among all the vertices found by the algorithm, the PV will be the one
with the highest sum of the squared momenta of the associated tracks
(
Σp2T
)
. The remaining
primary vertices found by the algorithm, if any, are referred to as pile-up vertices. Further detail
about the algorithm can be found in references [90, 91].
Secondary vertices (SVs) can also be reconstructed by looking at the displacement of tracks
with respect to the PV position. This can be due to the distance travelled by a decaying particle
whose lifetime is sufficiently long for the decay length to be of the order of few millimetres (e. g.
b-quarks).
Electrons and Photons
The reconstruction of electrons and photons employs a sliding-window algorithm [92, 93]. This
algorithm looks for clusters of energy deposits in the ECAL performing a scan over blocks of
3×5 cells, each measuring ∆η×∆φ = 0.025×0.025. Electron candidates are reconstructed as
clusters matched to a track in the ID, and after the matching the calorimeter cluster is rebuilt
using blocks of 3×7 cells in the barrel and 5×5 in the end-caps. Photon candidates are clusters
with no ID tracks matched, however it is also possible to reconstruct converted photons which
produce an e+e− pair before reaching the ECAL. In particular, once the identified clusters are
matched to reconstructed ID tracks (required to have a minimum number of pixel and silicon
hits) a cluster is either considered as an electron or a photon candidate, if it satisfies one of the
following criteria:
electron: one single reconstructed ID track with an associated vertex;
unconverted photon: no ID tracks;
converted photon: two opposite-signed collinear tracks (consistent with electrons) are asso-
ciated with a secondary vertex;
converted photon: single track is present but there are missing hits in the IBL
In order to achieve better cancellation of systematics when using electrons to measure the
photon response, the same window size is employed for electrons and photons [92]. Monte-
Carlo-based algorithms and data-driven corrections, derived from Z → ee events, are em-
ployed to carry out energy calibration [92]. Figure 4.4 shows an illustration of the electron
reconstruction algorithm.
Once electrons and photons have been reconstructed, an additional set of criteria is em-
ployed to rule out any potential misidentification. In particular, the identification is based on a
Likelihood (LH) algorithm that depends on variables such as shower shape, radiation deposited
in the TRT, and associated-track properties. Identification Working Points (WPs), i. e. Loose,
Medium and Tight, are used to identify electrons with different selection-strength, which will
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Figure 4.4: Schematic view of the electron reconstruction and identification (taken from [94]).
reflect in different efficiencies and purities:4 the tighter the identification is, the purer the se-
lected object will be. Figure 4.5 shows the reconstruction and identification efficiencies using
2016 data for electrons, and 2015+2016 for unconverted photons. Here, the data-MC discrep-
ancy in the electron identification performance is due to a mis-modelling of the TRT conditions
in addition to known mis-modelling of calorimeter shower shapes in the GEANT4 detector sim-
ulation [95]. Nonetheless, scale factors were derived from data and applied to the Monte Carlo,
to match the performance observed in the data.
The shower shape and the amount of hadronic activity behind the electromagnetic (EM)
cluster are at the heart of photon identification. The EM showers originating from photons and
those originating from neutral mesons e. g. pi0 can be distinguished by looking at the energy
deposited in the cells within the first and second layer of the ECAL [97]. Two categories of
photons are reconstructed employing two identification WPs: Loose and Tight. The former
are typically used for triggering, the latter for physics analysis (such as the one presented in
Chapter 5).
Muons
The muon selection procedure proceeds by using two independent track fits in the ID and MS,
which are later combined using different algorithms. A set of categories of muons can be re-
constructed with the ATLAS detector [98] and they can be listed as it follows:
Combined: when muon candidate tracks are found in both ID and MS, these candidate tracks
are re-fit to obtain a combined muon track that describes the trajectory of the particle
through the whole detector, taking into account the energy loss in the calorimeter;
4 Defined as number of actual electrons (photons) among the selected candidates.
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(a) Electron reconstruction and identification
efficiencies in Z → ee events as a function
of ET, integrated over the full pseudo-rapidity
range. The data efficiencies are obtained by
applying data/MC efficiency ratios that were
measured in J/ψ→ e+e− and Z → ee events
to MC simulation. The total statistical and sys-
tematic uncertainty is shown.
(b) Photon identification efficiencies using the full 2015+
2016 dataset. Comparison of the data-driven measure-
ments (radiative Z decay, electron extrapolation and mat-
rix method [96]) of the identification efficiency for uncon-
verted photons as a function of ET in the region 10 GeV <
ET < 1500 GeV for the pseudo-rapidity interval |η| < 0.6.
The error bars represent the sum in quadrature of the
statistical and systematic uncertainties estimated in each
method.
Figure 4.5: Electron and photon reconstruction and identification efficiencies (taken from [95]).
Extrapolated: the trajectory of candidates in the forward region (2.5< |η| < 2.7) that produced
a track in the MS but fell outside the ID acceptance, is reconstructed using the MS track
only, loosening its compatibility requirement with the interaction point;
Segment tagged: these are candidates whose tracks in the ID are found to have a correspond-
ing hit in the inner layer of the MS. These are generally muons with low pT or which fell
into the cracks in the MS;
Calorimeter tagged: these are candidates whose ID tracks can be matched with an energy
deposit in the calorimeter compatible with the signature of a Minimum Ionising Particle
(MIP), with no associated MS tracks. These are mainly muons in the central pseudo-
rapidity region (|η| < 0.1) which fell into a crack in the barrel of the MS;
In order to separate prompt muons from those coming from pion and kaon decays, further
identification requirements are employed, e. g. track quality requirements in the ID and the MS,
normalised χ2 of the combined ID-MS track fit, etc.
Figure 4.6 shows reconstruction and identification efficiencies as a function of pT and η.
For muons, in order to meet all the different requirements of the various ATLAS analyses, a set
of WPs is defined (Loose, Medium, and Tight). The performance of the muon identification
is studied using the so-called tag-and-probe method5 in Z → µµ or J/ψ→ µµ events. Further
details can be found at [98].
5 Method used to select, from known resonances such as Z → ee unbiased samples of electrons (probes) by using
strict selection requirements on the second object produced from the particle’s decay (tags) [100].
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Loose/Medium/Tight identification algorithms
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Figure 4.6: Muon reconstruction and identification efficiencies (taken from [99]).
Jets
As already mentioned in Sections 1.1 and 4.1, due to QCD confinement when a pp collision
occurs, a spray of hadronic matter, or jet, is produced. A jet in the ATLAS detector is an object
that released its energy in both ECAL and HCAL via EM and hadronic showers and, as it is
generally comprised of a certain number of charged particles, it also has ID tracks associated
with the showers. The identification and the reconstruction of jets is important for the analysis
discussed in Chapter 5.
Jets are reconstructed by clustering energy deposits in the calorimeter. First, calorimeter
cells are clustered into topological clusters (topo-clusters)[101, 102]. A single calorimeter cell
that passes a 4σ signal-above-noise threshold is identified as a seed cell, and neighbouring cells
are then added to the cluster if they pass a 2σ signal-over-noise threshold. Each time a cell is
added to the cluster, cells neighbouring the newly added cell are also considered to be neigh-
bours of the cluster, and so the cluster grows until no new neighboring cells are added because
they do not pass the signal-over-noise threshold [103]. Jet-finding algorithms, which treat jets
as massless objects with four-vectors of energy E = Σi E celli , are then fed with energy and pos-
ition information of such clusters. The standard algorithm within the ATLAS Collaboration is
the anti-kt jet algorithm, which forms a collection of jets by iteratively recombining the input
clusters. The algorithm essentially groups two object into a single one according to a distance
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di j , defined as:
di j =min
(
k2pti ,k
2p
t j
) ∆2i j
R2
(4.1)
where i and j are topological cluster indices, kt is the transverse momentum of each topolo-
gical cluster, ∆2i j = ∆φ2i j +∆η2i j is the distance between the two topological clusters, and R is
an input parameter into the algorithm which, in the analysis presented in this work, is set to
R = 0.4. The topological clusters i and j which minimise di j are then combined to form larger
individual clusters. The next iteration takes into account the larger individual clusters as well
as the remaining initial topological clusters and combines them according to the same proced-
ure, which is repeated until all remaining topological-cluster pairs satisfy ∆i j > R. Additional
information can be found at [104].
The calorimeter response can be described in terms of the EM/Hadronic ratio, as this is a
measure of how the calorimeter responds to EM and hadronic radiation: an ideal calorimeter
would have EM/Hadronic ∼ 1. However, the reconstruction of jets from calorimeter clusters
underestimates the hadronic energy deposits due to the non-compensation of the calorimeter
as the reconstruction occurs at the characteristic electromagnetic scale. For such reason a cal-
ibration procedure is employed. In particular, the Electromagnetic + Jet Energy Scale scheme
is employed [64] where a set of corrections is applied to match the energy of the initial partons.
It is possible to define the JES by employing the following corrections:
vertex correction: once the anti-kt algorithm has reconstructed the jets, their four-vectors,
initially pointing at the centre of the detector, are adjusted to point to the primary vertex;
pile-up correction: pile-up effect on the jets energy is reduced by using an area-based sub-
traction procedure [105];
jet energy and η correction: additional calibration based on energy and pseudo-rapidity cor-
rections where the kinematical properties of the reconstructed jet (pT and η) are com-
pared to the ones derived from MC simulations;
global sequential correction: individual jet-property based correction for properties such as
the fraction of energy deposited in different calorimeter layers or the number and type of
associated tracks [106];
in-situ corrections: the measured pT of the jet is corrected using multi-jet andγ/Z +jets events,
where the momentum of a probe jet is balanced against a well-measured reference ob-
ject [107].
To complete the jet identification, the Jet vertex Tagger (JVT) variable [108] is used. This
variable is proportional to the fraction of charged tracks within the jets that point to the primary
vertex and tests the compatibility between the reconstructed jet and the hard-scatter charged
particles within the jet [109].
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b-tagged jets
Figure 4.7: Diagram showing the common principle of
identification of jets initiated by b-quark de-
cays [110].
The identification and the reconstruction of
jets originated from b-quarks is also im-
portant, as they also are part of the fi-
nal state of the analysis presented in this
work. The standard jet-reconstruction pro-
cedure discussed above applies to b−jets too,
with the addition of dedicated algorithms
(b-tagging [111]) employed to identify a b-
hadron within their cone. A diagram, show-
ing the difference between light jets and
b−jets, is shown in Figure 4.7. Due to their
lifetime (∼ 10−12 s), b-hadrons can travel a
measurable distance in the detector before
decaying (∼ 1 mm for a 20-GeV b−jet), there-
fore producing a SV which, together with a requirement on the impact parameter d0, already
provides a useful discrimination tool for jet flavour. Unfortunately, c−jets also leave a similar
signature within the ATLAS detector. Although on average they travel a shorter distance due to
their shorter lifetime [112], their presence introduces a source of background for b-tagging.
Algorithms for b-tagging, such as, I2PD and I3PD [113]6, Secondary Vertex Finding [114],
and Decay Chain Multi-Vertex Algorithm (JetFitter) [115], are widely employed within the ATLAS
Collaboration. Their outputs are combined to feed a single multivariate tagger, the Multivariate
algorithm (MV2), which is used by many analyses as it is, at the time of writing, the algorithm
with the highest discriminating power for jet flavour tagging. MV2 is a Boosted Decisions Tree
(BDT) algorithm [116] implemented within the ROOT TMVA package [117, 118] and is provided
in three different versions: MV2c00, MV2c10, and MV2c20. MV2c00 denotes the MV2 algorithm
where no c−jet contribution was present in the training. MV2c10 (MV2c20) denotes the MV2
outputs where a 7% (15%) c−jet fraction was present in the background sample [111] and it
was used for the analyses presented in this thesis. Figure 4.8 shows the performance of differ-
ent configurations of such a tagger. In particular, the b-tagging efficiency is compared to the
c−jets and light-jet rejection which can be defined as the inverse of the mis-tag rates. Further-
more, the more c−jets there are in the background training sample the better the rejection will
be, as opposite to the case where no c−jets are included.
Missing Transverse Energy, E missT
As previously mentioned, particles like neutrinos or potential DM candidates escape the ATLAS
detector. When these particles are produced, a momentum imbalance in the transverse plane
will characterise the event, as shown in Figure 4.9 where a simulated event with two jets and
6 The significance of the transverse impact parameter (IP) of the tracks
(
d0/σd0
)
is used by both algorithms
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(a) Light-flavour jet rejection versus b−jet efficiency
for 2015 and 2016 configurations of the MV2 b-
tagging algorithm evaluated on t t¯ events.
(b) c−jet rejection versus b−jet efficiency for 2015
and 2016 configurations of the MV2 b-tagging al-
gorithm evaluated t t¯ events.
Figure 4.8: Performance of the MV2 tagger in t t¯ events. Various fractions of c−jets in the background training
sample were considered (taken from [119]).
Figure 4.9: ATLAS Event display for an event that has jets (blue solid lines) and E missT (red dashed line) (taken
from [120]).
E missT is displayed. The missing transverse momentum
(
pmissT
)
can be estimated using the four-
momenta of all the visible detected objects in the event [121]. It provides an estimate of the
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total momentum of the particles that escaped the ATLAS detector and it is defined as:
pmissT =−
∑
i
pi ,objT (4.2)
Here, pi ,objT represents the transverse momentum of the i -th visible object in the event. The
Missing Transverse Energy E missT , is therefore defined as the magnitude of p
miss
T .
The E missT is reconstructed by selecting calibrated objects to measure the missing transverse
momentum in the event. The (x, y) components of the E missT are calculated as:
E missx(y) = E miss,ex(y) +E
miss,µ
x(y) +E miss,τx(y) +E
miss,jets
x(y) +E
miss,γ
x(y) +E miss,softx(y) (4.3)
where each object term is given by the negative vectorial sum of the momenta of the respective
calibrated objects. In the analyses presented in this work, terms containing τ leptons were not
considered as τ reconstruction was never explicitly performed. The soft term is reconstructed
from detector signal objects not associated with any object passing the selection cuts, e. g. ID
tracks (track-based soft term) or calorimeter signals (calorimeter-based soft term). From the
components in Equation 4.3 the magnitude of E missT and the azimuthal angle φ
miss are calcu-
lated as:
E missT =
√(
E missx
)2+ (E missy )2 ; φmiss = arctan
E missy
E missx
 (4.4)
The E missT performance is studied in two complementary topologies, with and without genu-
ine E missT , such as W → eν and Z →µµ, in both data and MC in order to test the reconstruction
algorithms and correct for any potential biases [121].
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5ANALYSIS STRATEGY ANDOPTIMISATION
However beautiful the strategy, you
should occasionally look at the
results.
Winston Churchill
In this chapter the analysis strategy, together with the optimisation of the search for the
direct pair-production of the supersymmetric partner of the top quark in all-hadronic final
states using a dataset of 36.1fb−1 pp collisions at a centre-of-mass energy
p
s = 13 TeV, will be
presented. In particular, an excursus on the simplified SUSY models considered for the analysis
optimisation will be given in Section 5.1; the objects used in both data and MC will be presented
in Section 5.2; the triggers employed will be discussed in Section 5.3; the selection of the events
will be described in Section 5.4; an overview of the SM backgrounds, and the samples used, will
be given in Section 5.5; finally, the signal region optimisation strategy, one of the author’s main
contributions to the analysis, will be extensively presented in Section 5.6.
5.1 SUSY signals
As already introduced in Section 1.2.2, the signals considered in this work are generated using
simplified models, meaning that the t˜ , the χ˜
0
1, the χ˜
0
2, and the χ˜
±
1 , are the only SUSY particles
considered. In such models, either χ˜
0
2 or χ˜
±
1 is assumed to be the NLSP and, the chargino-
neutralino mass splitting ∆m(χ˜
±
1 , χ˜
0
1) is assumed to be 1 GeV, in accordance with the natural-
ness argument. This implies that the χ˜
±
1 will promptly decay to W ∗χ˜
0
1 , with the W emitted as
a virtual particle. The decay products of the created virtual W will therefore be low pT objects
which will not be reconstructed by the ATLAS detector.
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Figure 5.1: Diagrams of the decay topologies of the signal models considered in this work.
5.1.1 Benchmark processes
Figure 5.1(a)−(d) shows the diagrams corresponding to the decay scenarios considered in this
work. In particular, (a) where both top squarks decay1 via t˜ → t (∗) χ˜01 (one-step decay); (b)
where at least one of the stops decays via t˜ → b χ˜±1 → b W (∗) χ˜01 (two-step decay); (c) where
mχ˜02 is small enough to allow one stop to decay via t˜ → t χ˜
0
2 → h/Z χ˜01 where h is the SM Higgs
boson. Essentially, the experimental signatures searched for in this analysis are characterised
by the presence of four or more jets and missing transverse momentum.
The results of the analysis presented in this and the following chapters were interpreted
in the simplified models where only one- and two-step decays scenarios are allowed and, as
already mentioned, the latter will be referred to as a natural SUSY-inspired mixed grid, i. e.
∆m(χ˜
±
1 , χ˜
0
1)= 1 GeV [122, 123, 124]. Furthermore, in both scenarios the LSP is considered to be
a pure bino state. The results will also be interpreted in two slices of the pMSSM models: wino-
NLSP and well-tempered neutralino pMSSM [125, 126]. A fourth scenario, in addition to direct
pair production, was considered: top squarks can also be indirectly produced via gluino decays,
as illustrated in Figure 5.1 (d). In such model, the mass difference between the top squark
and the neutralino is considered to be relatively small, ∆m(t˜1, χ˜
0
1) = 5 GeV, allowing the jets
originating from the stop decay to have a pT below the reconstruction threshold of the ATLAS
detector, resulting in an experimental signature nearly equivalent to the one in Figure 5.1(a).
5.1.2 MC samples
A grid of points across the
(
m t˜1 −mχ˜01
)
plane with a 50-GeV spacing is generated to simulate the
above-mentioned simplified models. The signal models were generated using MG5_aMC@NLO
1 The symbol (*) indicates off-shell production
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2.2-2.4 [127] interfaced to PYTHIA8 [128] for the PS and hadronisation. EvtGen 1.2.0 [129]
was employed for the decays of the b- and c-hadrons. The tree-level ME calculation includes
the emission of up to two additional partons for all signal samples. The NNPDF2.3LO PDF [130]
set was used to generate the signal samples with the A14 [131] tune for the UE and shower
parameters. Additionally, the CKKW prescription [132] was used for the Matrix Element–Parton
Shower matching.
The various signal cross sections were all calculated to next-to-leading order in the strong
coupling constant, with the addition of soft-gluon emission re-summation at next-to-leading-
logarithm accuracy (NLO+NLL) [133, 134, 135]. The sparticle mass spectra for pMSSM mod-
els were calculated using Softsusy 3.7.3 [136, 137] while the decays of each sparticle were
performed by HDECAY 3.4 [138] and SDECAY 1.5/1.5a [139]. Finally, various PDF sets, factor-
isation, and re-normalisation scales were used to generate an envelope of cross-section predic-
tions, within which a nominal value and uncertainty were chosen. Further details can be found
in [35].
5.2 Objects definition
The physics objects used in this analysis are obtained using the algorithms discussed in Sec-
tion 4.2. They are required to pass a first loose selection to be categorised as baseline objects.
An additional procedure is employed to remove potentially overlapping objects, e. g. a lepton
that is identified as a jet, or a lepton that falls within the same jet cone. A so-called Overlap
Removal (OR) procedure, whose inputs are two baseline objects, is employed to resolve such
ambiguities by discarding one of the two objects by looking at their distance (∆R) and applying
some selection criteria, as shown in Table 5.1.
Table 5.1: List of the possible ambiguities with relative criteria and decisions.
Ambiguity Criterion Object kept Object removed
electron/jet
∆R(e, jet)< 0.2 electron jet
0.2≤∆R(e, jet)< 0.4 jet electron
electron/b−jet ∆R(e,b−jet)< 0.2 b−jet electron
muon/jet
∆R(µ, jet)< 0.4 and
muon jet
Ntracks < 3, ptrackT > 500 MeV
photon/electron ∆R(e,γ)< 0.4 electron photon
photon/muon ∆R(µ,γ)< 0.4 muon photon
photon/jet ∆R(jet,γ)< 0.4 jet photon
The data-driven estimation of t t¯+Z events using t t¯+γ (discussed in Section 6.2) is the only
part of the analysis that used reconstructed photons. In particular, the OR is modified accord-
ingly to avoid that an object will appear in multiple collections (double-counting). The various
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baseline and signal objects are defined as:
Electrons baseline electrons are required to have |η| < 2.47, pT > 7 GeV and have to pass a
VeryLoose likelihood-based selection (further details in [140, 141]). Electron candidates
which pass the OR, have a pT > 20 GeV (pT > 28 GeV) in events selected with a E missT
(lepton) trigger, satisfy d0/σd0 < 5, z0 sinθ < 0.5, and pass a Tight likelihood-based se-
lection isolation, are identified as “signal” electrons;
Muons baseline muons have to pass a Loose selection [142], satisfy |η| < 2.7 and pT > 6 GeV.
Further requirements are imposed on muon candidates to tag them as signal. In particu-
lar, they have to pass the OR, a Medium quality selection [142], and satisfy |d0| < 3σd0 and
|z0× sinθ| < 0.5. Additionally, the pT requirement is tightened up to 20 GeV (28 GeV) in
regions with a E missT (lepton) trigger;
Photons baseline photons have to pass a Tight [96] selection, and have pT > 25 GeV and |η| <
2.37. Additionally, baseline photon candidates are required to have pT > 130 GeV and
satisfy a tighter isolation selection, in order to be tagged as signal;
Jets as already mentioned in Chapter 4.2, jets are reconstructed using the anti-kt algorithm
with R = 0.4. Baseline jets are required to have pT > 20 GeV and |η| < 4.8. Signal jets have
to pass the OR, satisfy the JVT requirement, and have |η| < 2.8 and pT > 20 GeV;
b-tagged jets baseline jets in the event are identified as originating from the decay of a b-quark
based on the MV2c10 jet tagger which uses the a 77% fixed-cut WP. The pT threshold ap-
plied to signal jets is also applied to b−jets and the requirement on the pseudorapidity is
relaxed down to |η| < 2.5;
Missing transverse energy the E missT is reconstructed as described in Section 4.2. Baseline
muons, electrons, and jets after overlap removal are used in the E missT recalculation. Ad-
ditionally, in the analysis carried out during Run-1 [143] another E missT -related quantity
was introduced. The track-based E missT , derived from the sum of the pT of the tracks
associated with the objects in the event, was found to have discriminating power to re-
ject fake E missT . The p
miss,track
T , whose magnitude is E
miss,track
T , from the tracking system
is computed using the vector sum of the reconstructed inner detector tracks, pmiss,trackT =∑tracks
i p
i
T, with pT > 500 MeV and |η| < 2.5, that are associated with the PV in the event.
Ultimately, leptons are also required to satisfy pT-dependent track- and calorimeter-based
isolation criteria. The calorimeter-based isolation is determined by taking the ratio of the sum
of energy deposits in a cone of R = 0.2 around the electron or muon candidate and the energy
deposits associated with the electron and muon. The track-based isolation is estimated in a
similar way but using a variable cone size with a maximum value of R = 0.2 for electrons and
R = 0.3 for muons.
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5.3 Triggers used
As previously discussed in Chapter 2 and 3, physics events are recorded once they passed a
certain trigger. In particular, an E missT trigger is used to select events in signal-enriched regions,
SR, where no leptons, but jets and missing ET are required; a single-lepton (or photon) trigger is
used to select events in background-enriched regions, where 1-lepton (or photon) is required.
A breakdown of all the lowest unprescaled online triggers used will be presented below.
Events with E missT > 70 GeV (in 2015 data) or E missT > 90 GeV (in 2016 data) are selected.
In 2016 due to the increasing instantaneous luminosity, the E missT threshold has later been in-
creased to 100 and 110 GeV. Once the events have passed the trigger and have been fully recon-
structed offline, a cut on the offline E missT at 200 GeV is required to stay in the plateau region,
where the trigger is fully efficient (Figure 3.8);
Events are selected with a single-electron trigger by using a logic OR of three electron-trigger
chains: the first consists of a 24-GeV threshold (26 GeV in 2016 data); the second chain uses a
60-GeV threshold without additional isolation requirement; the third uses a 120-GeV threshold
to be efficient at high ET. A peT > 27 GeV cut is applied offline to both 2015 and 2016 datasets to
stay in the plateau region;
Events are selected with a single-muon trigger by using a logic OR of two chains: a first chain
with a 20-GeV threshold is used in 2015 data and 26-GeV threshold, together with an isolation
requirement, in 2016 data; a second chain with a 50-GeV threshold is employed for both 2015
and 2016 data. A pµT > 27 GeV is applied offline to both 2015 and 2016 datasets to stay in the
plateau region;
Events are selected with a single-photon trigger by using only one chain: a 120 GeV (140
GeV) threshold is employed in 2015 (2016). Additionally, in order to ensure full trigger efficiency
a pγT > 150 GeV cut is applied offline.
5.4 Event selection
A cut-and-count strategy is at the heart of the analysis presented here. Dedicated sets of dis-
criminating variables are employed to isolate, where possible, the targeted signals from the
main SM backgrounds. Equally, background-enriched regions are defined to control the mod-
elling of such backgrounds. The number of events passing such selections is used as the main
observable, to predict both signal and background processes either by means of MC samples,
or using data-driven techniques. In general, a combination of the two is used.
Because of the different operating conditions of the detector (different configurations in
2015 and 2016), some selections, e. g. trigger requirements or calibration parameters, are ap-
plied differently in 2015 and 2016. However, as the MC samples are employed for all the vari-
ous periods of data taking, the simulated events are assigned a random number that identifies a
given ATLAS run. In this way it is possible to associate the simulated events with specific peri-
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ods of operation so that their parameters can be modified according with what is done with
data.
5.4.1 Event cleaning
In order to remove events where a detector fault might have occurred, a set of offline cuts is
applied to clean the event sample used. The first requirement for an event to be a good physics
event is the existence of a primary vertex with a minimum of two tracks, with pT > 400 MeV, as-
sociated with it. In addition, the status of both ECAL and HCAL for that event is checked: if any
of the calorimeters returned an error state, the event is discarded. Furthermore, to reduce and
suppress the fake-jet contamination a bad jet requirement is defined by introducing quality
requirements on a variety of jet parameters, e. g. the fraction of energy deposited in the differ-
ent layers of the calorimeters, and the fraction of jet pT measured by the tracks in the Inner
Detector. Events containing bad jets that passed the OR are discarded. Similarly, events con-
taining baseline muon candidates, whose relative uncertainty on e/p is larger than 20%, and
which were found before the OR, are discarded. This also applies to events containing cosmic
muons, which were not removed by the OR procedure.
5.5 Standard Model backgrounds
As already anticipated in Section 1.1.2, a wide variety of SM processes exist whose cross sections
are significantly larger than SUSY signal ones. In order for the analysis to robustly target the
desired signal, the accurate modelling of such backgrounds is fundamental. The signal region
definitions, whose modelling is strictly related to the sensitivity reached by the analysis, need
an accurate knowledge of the kinematical properties of both targeted signals and backgrounds.
The backgrounds which contribute to the search of direct stop-pair production in final states
with jets and E missT , with their relative MC samples employed, will be discussed below.
Top pair production: t t¯ production is a major background for many third-generation SUSY
analyses at the LHC. The dominant top-quark decay is t → bW with a Branching Ratio
(BR) of∼ 99.8%, which in turn yields two oppositely charged b−jets and W bosons. These
will then yield 0-lepton, 1-lepton, and 2-lepton final states, with 45.7%, 43.8%, and 10.5%
BRs respectively, giving the name to the fully hadronic, semi-leptonic, and di-leptonic t t¯
decays, respectively;
Single top production: the production of one single top is also possible at the LHC. The differ-
ent decays are usually referred to as s-channel, t-channel, and W t channel, the last one
being the most relevant for this analysis since it yields a W ;
Z boson production in association with jets: the production of a Z boson in association with
jets is a major background in both 0-lepton plus E missT and 2-lepton final states because
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of the Z → νν and the Z → `` decays (` = e,µ,τ), with a BR of ∼ 20% and ∼ 10%, re-
spectively. Although the hadronic decay of the Z boson (Z → qq) has the largest BR
(∼ 70%), this is not relevant for third-generation SUSY searches, as the multi-jet back-
ground dominates. The Z + jets MC samples are generated categorising at truth level
the events depending on the flavours of the hadrons produced in association with the Z
boson:
• b-filtered: containing at least one b-hadron;
• c-filtered: containing at least one c-hadron (no b-hadrons);
• light-filtered: no b- or c-hadrons included;
In this analysis the major contribution from this background comes from the b-filtered
sub-sample, as the selected events contain b−jets;
W boson production in association with jets: the production of W bosons in association with
jets is a relevant background in 1-lepton final states, due to the W → `ν decay which has
a BR of ∼ 32%. The dominant hadronic decay of the W , W → qq ′, produces a multi-jet
final state which, again, is irrelevant for this analysis. The W + jets samples are equally
categorised depending on the flavour of the hadrons produced in association with the W
boson;
Di-boson production: the production of pairs of bosons, W W , W Z , and Z Z , can also be a
source of background in channels with leptons or jets, depending on the decay mode of
each boson, this background represents a negligible contribution for this analysis;
Top pair production in association with a vector boson: the cross section of the production
of top pairs in association with a vector boson or a Higgs boson is smaller than the other
processes considered so far. Nevertheless, such background can be a prominent back-
ground for third-generation SUSY analyses. In particular, the top-pair production in as-
sociation with a Z boson, with the Z boson decaying to neutrinos, t t¯ + Z → νν¯, does
represent an irreducible background as it yields a final state with jets and E missT which
looks identical to the signal searched for. For such reason a data-driven technique is em-
ployed to estimate this background, where the top pair production in association with
a photon
(
t t¯ +γ) is used instead. This is one of the main contribution of the author to
this analysis, therefore further details on the method for its estimation will be given in
Section 6.2;
Multi-jet: the multi-jet production is the process with the highest cross section among the
ones mentioned so far, and even though such events do not contain neither leptons nor
E missT they could resemble the signal due to either isolated but mis-reconstructed leptons
or large measured E missT due to detector resolution. Despite the low probability of such
occurrence, the high rate of such background might generate a non-negligible contribu-
tion;
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For most of the listed backgrounds, a set of additional sub-samples is generated in order to
estimate the theoretical uncertainties associated with the generation of the process. The vari-
ations of re-normalisation, factorisation, CKKW matching scales, different PDF sets or had-
ronisation models, are included in these sub-samples and, are used to estimate the systematic
uncertainties associated to the theoretical uncertainties on these backgrounds.
5.5.1 MC samples
SM background samples are generated using different MC event generators: Z + jets and W +
jets events are generated with SHERPA [82] using the NNPDF3.0NNLO [130] PDF set and the UE
tune provided by SHERPA itself [82]; t t¯ and single-top production are simulated with POWHEG-
BOX 2 [144] and interfaced to PYTHIA [81] for PS and hadronisation, with the CT10 [131] PDF set.
MG5_AMC@NLO interfaced to PYTHIA for PS and hadronisation is used to generate the t t¯+V
and t t¯+γ samples at NLO with the NNPDF3.0NLO PDF set. The underlying-event tune used is
A14 with the NNPDF2.3LO PDF set. For the estimation of t t¯+Z via t t¯+γ, W /Z +γ processes are
generated with SHERPA [82] using the CT10 PDF set, and finally, the same procedure is used for
the generation of di-boson production events.
5.6 Signal Regions optimisation
The experimental signature for all signal topologies described in Section 5.1 is the presence of
multiple jets, two of which are required to have passed the b-tagging selection, a significant
amount of missing transverse momentum, and no leptons (electrons or muons).
The different topologies and kinematic regimes which can be optimised when searching
for the final states described in Figure 5.1 allow the definition of different “signal regions”, SR:
SRA: sensitive to the production of high-mass t˜ pairs with a large t˜–χ˜
0
1 mass splitting∆m
(
t˜1, χ˜
0
1
)
.
The optimisation of the variables used to define this region is done by using a specific sig-
nal point defined by: (m t˜1 ,mχ˜01 )= (1000,1) GeV;
SRB: targets decays involving top squarks with high stop mass but with smaller ∆m
(
t˜1, χ˜
0
1
)
.
The optimisation of the variables used to define this region is done by using a specific
signal point defined by: (m t˜1 ,mχ˜01 )= (600,300) GeV;
SRC: designed for the so-called “highly compressed region”, where, ∆m
(
t˜1, χ˜
0
1
)
∼ mt . To im-
prove sensitivity to such decays the optimisation of the variables used to define this
region is done by using specific signal points: (m t˜1 ,mχ˜01 ) = (500,327), and (m t˜1 ,mχ˜01 ) =
(300,127) GeV;
SRD: targets the t˜1 → bχ˜±1 decay, with mχ˜±1 = 2mχ˜01 , where no top-quark candidates are recon-
structed. The optimisation of the variables used to define this region is done by using
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specific signal points defined by: (m t˜1 ,mχ˜01 ) = (400,50) GeV and (m t˜1 ,mχ˜01 ) = (700,100)
GeV;
SRE: sensitive to highly boosted scenarios that can occur in gluino-mediated stop production.
The optimisation of the variables used to define this region is done by using a specific
signal point defined by: (mg˜ ,m t˜1 ,mχ˜01 )= (1700,400,395) GeV.
5.6.1 Preliminary selection and discriminating key variables
A pre-selection, essentially a basic selection of candidate events common to all the SRs, is per-
formed by applying trigger and event-cleaning cuts. The physics objects, reconstructed as dis-
cussed in Section 4.2, are used to build the variables used to discriminate the SUSY signal from
the SM background:
HT: the scalar sum of the pT of all signal anti-kt R = 0.4 jets;∣∣∣∣∆φ(jet0,1,pmissT )∣∣∣∣: the difference in φ between the two leading jets (ordered in pT) and pmissT .
This variable provides a good rejection of events containing fake E missT originating from
QCD, hadronic t t¯ , and detector resolution effects;
miT: the transverse mass (mT) between the i
th jet and the E missT in the event
miT =
√
2p jet,iT E
miss
T
[
1−cos∆φ
(
pjet,iT ,p
miss
T
)]
,
where p jet,iT is the transverse momentum of the i
th jet;
mb,minT : transverse mass between closest b-jet to E
miss
T and E
miss
T . This variable provides very
good discrimination between signal and semi-leptonic t t¯ background;
mb,maxT : transverse mass between farthest b-jet to E
miss
T and E
miss
T . This variable provides very
good discrimination between signal and semi-leptonic t t¯ background;
∆R
(
b,b
)
: the angular separation between the two jets with the highest MV2c10 weight. This
variable provides additional discrimination against background where the two jets with
highest b-tagging weights originate from a gluon splitting;
mχ
2
T2 : the stransverse mass. This is built using direction and magnitude of the p
miss
T in the
transverse plan and the direction of two top-quark candidates reconstructed using a χ2
method. The minimisation is done in terms of a so-called χ2-like penalty function
χ2 = (mcand−mtrue)2 /mtrue,
where mcand is the candidate mass and mtrue is set to 80.4 GeV and 173.2 GeV for W can-
didates and top candidates, respectively. First, W boson candidates are formed by using
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single or pairs of anti-kt R = 0.4 jets, and then combined with additional b−jets in the
event to construct the top candidates. These, selected by the χ2 method, are only used
for the momenta in mχ
2
T2. The mass hypotheses are set to 173.2 GeV and 0 GeV for the top
quarks and the invisible particles, respectively. The mχ
2
T2 variable is particularly useful to
reconstruct top candidate with lower momenta, where the re-clustering was not optimal.
Further details on mχ
2
T2 can be found at [145, 146].
A summary of the pre-selection cuts is shown in Table 5.2, where three groups of cuts are
listed: the first, a E missT cut of 250 GeV, to stay in a region where the trigger is fully efficient,
as already mentioned in Section 5.4. The second, a lepton veto2, together with a cut on the
number of jets (at least four, ordered in pT > 80, 80, 40, 40 GeV), at least one of which must
be b-tagged, as signal events tend to have more energetic jets than the background, to se-
lect hadronic t t¯ events. The third, an angular separation between the azimuthal angle of the
two highest-pT jets and the pmissT , to reject events with mis-measured E
miss
T originating from
SM-background decays. In addition, in order to further reject these events, a requirement on
pmiss,trackT to be aligned in φ with respect to the p
miss
T calculated from the calorimeter system, is
employed.
Table 5.2: Selection criteria common to all SRs in addition to the event cleaning.
Object Selection
Trigger E missT
E missT > 250 GeV
Nlep 0
anti-kt R = 0.4 jets ≥ 4, pT > 80,80,40,40 GeV
b-tagged jets ≥ 1∣∣∣∣∆φ(jet0,1,pmissT )∣∣∣∣ > 0.4
E miss,trackT > 30 GeV∣∣∣∣∆φ(pmissT ,pmiss,trackT )
∣∣∣∣ <pi/3
Top quark mass reconstruction In addition to the above-mentioned variables, another set
of variables is needed to select SRs targeting the pair production of t˜1 → t + χ˜01: the reconstruc-
tion of two hadronically decaying top quarks in the event using the jet re-clustering algorithm,
performed using the anti-kt algorithm (with a larger distance parameter R = 1.2), fed with the
calibrated anti-kt R = 0.4 jet collection (further details can be found in [104]). The highest-
(second-highest) pT re-clustered jet is chosen to be the first (second) top candidate. The best
2 The event must contain exactly 0 baseline electron candidates and 0 baseline muon candidates
68 5.6 Signal Regions optimisation
signal sensitivity is reached by using R = 1.2 and R = 0.8, for top and W candidates, respect-
ively [4, 147]. The variables used are the masses of the R = 1.2 and R = 0.8 leading and sub-
leading jets, indicated by m0jet,R=1.2, m
1
jet,R=1.2, m
0
jet,R=0.8, m
1
jet,R=0.8, respectively. Such variables
help reduce the SM backgrounds. The E missT value provides the highest discriminating power
against SM t t¯ production, as it results from the undetected χ˜
0
1 neutralinos in the signal. In order
to further reject t t¯ events in which one W boson decays via a charged lepton plus a neutrino
two additional requirements are employed. The first is on the transverse mass (mT) calculated
from the E missT and the b-tagged jet closest in φ to the p
miss
T direction:
mb,minT =
√
2 pbT E
miss
T
[
1−cos∆φ
(
pbT,p
miss
T
)]
> 200 GeV,
which ideally (i. e. without considering resolution effects) has an end-point at the top mass
value for the t t¯ background, as it can be seen in Figure 5.2(b).
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Figure 5.2: Distributions of the discriminating variables discussed in the text: (a) m0jet,R=1.2 and (b) m
b,min
T after the
pre-selection and an additional mb,minT > 50 GeV requirement. The Data/SM plots display the ratio of
data events to the total SM prediction. The band around the SM prediction and in the ratio plots illus-
trates the combination of both statistical and detector-related systematic uncertainties (taken from [4]).
τ veto An additional requirement is applied to reject those events with semi hadronically de-
caying τ-lepton candidates that are likely to have been yielded from a W → τν decay. In partic-
ular, events are rejected when they contain a non-b-tagged jet, within |η| < 2.5, with fewer than
4 tracks associated with it (pT > 500 MeV), and when the angular difference, in φ, between the
jet and pmissT is less thanpi/5. The systematic uncertainties associated to the τ veto were studied
in a paper - to which the author did not contribute -, produced during a previous version of the
analysis carried out during Run 1, and were found to be negligible [143].
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5.6.2 Optimisation strategy
The optimisation of the SRs is a fundamental part of every cut-and-count analysis. The goal is
to find the best combination of cuts to remove as many background events as possible while re-
taining the largest possible fraction of signal events. A set of dedicated discriminating variables
is therefore employed in each SR.
In order to represent the discovery significance of the signal model targeted, a Figure of
Merit (FoM) is employed. In counting experiments the “significance” gives an estimate of the
probability that an observed event count in a signal region could have been produced by the
sole fluctuations of the backgrounds in that region. In particular, the optimisation of the cuts,
of which each SR selection is comprised of, is performed by maximising the value of the sig-
nificance ZN [148]. The ZN formula, implemented in the RooStats [149] package within the
ROOT framework [117], is widely employed in various SUSY searches, and it can be written in a
simple way as:
ZN =
Nsig√
Nbkg+ (Nbkgσbkg)2
(5.1)
where, Nsig, Nbkg, and σbkg are the signal yields, background yields, and the relative systematic
uncertainty on the background, respectively. Equation 5.1 essentially gives a general idea of
what the discovery significance would be, given a certain number of events in a SR, the Poisson
error on the background
√
Nbkg and the systematic uncertainty σbkgNbkg on the background.
A so-called blinding procedure is employed to avoid any potential biases that may affect
the analysers during the optimisation of the SRs. In particular, the number of events in the data
that fall into a SR is hidden until the modelling of the backgrounds falling into that SR has been
solidly tested using background-enriched Control Regions (CRs) and Validation Regions (VRs).
These are extensively discussed in Chapter 6.
Signal Regions A and B
As already anticipated, SRA and SRB are optimised to target t˜1 → t+ χ˜01 decays, where the stop-
neutralino mass splitting is above the top-quark mass. The fully hadronic t t¯ decay yields six
distinct jets and typically they can be reconstructed as six R = 0.4 anti-kt jets, whose transverse
shape is circular with a radius equal to the anti-kt R parameter. However, when the two top
quarks are produced with enough boost (when their mutual distance is smaller than 2R in the
η–φ space) in general there is no more one-to-one correspondence between the top-quark and
its daughter jet. For this reason, the two top candidates are reconstructed by feeding the anti-kt
clustering algorithm [104] with R = 0.4 jets, using re-clustered radius parameters of R = 0.8 and
R = 1.2. Two R = 1.2 re-clustered jets are required and the distribution of the leading R = 1.2
re-clustered jet mass, for the main backgrounds and the signal, is shown in Figure 5.2(a).
The main discriminating variables to define SRA and SRB are the re-clustered top masses,
70 5.6 Signal Regions optimisation
 [GeV]0
=1.2Rjet, m
200 400 600 800
 
[G
eV
]
1
=
1.
2
R
jet
, 
m
0
200
400
600
800
Fr
ac
tio
n 
of
 e
ve
nt
s
0.00
0.02
0.04
ATLAS
Simulation 
 = 13 TeVs
) = (1000,1) GeV0χ∼
1
,1t
~( 
TT
TW
T0
Figure 5.3: 2D distribution of m0jet,R=1.2 and m
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jet,R=1.2 top candidate masses to illustrate the signal-region categor-
ies (TT, TW, and T0) in simulated direct stop-pair production samples with (m t˜ ,mχ˜01
) = (1000,1) GeV
after the pre-selection requirement. The black lines represent the requirements on the re-clustered jet
masses (taken from [4]).
with R = 1.2 and R = 0.8, mb,minT , ∆R
(
b,b
)
, and E missT in the definition of SRA. The definition of
the SRs, according to the requirements on these variables, is summarised in Table 5.3. Further
to the definition of the two SRs, events are grouped into three categories, as shown in Figure 5.3.
The definition of each category is based on the number of reconstructed top candidates:
TT: includes events with two reconstructed top candidates with masses m0jet,R=1.2 > 120 GeV
and m1jet,R=1.2 > 120 GeV;
TW: contains events with one reconstructed leading-pT top candidate with m0jet,R=1.2 > 120 GeV
and one reconstructed sub-leading W candidate from the sub-leading R = 1.2 re-clustered
mass with 60<m1jet,R=1.2 < 120 GeV;
T0: represents events with only one leading top candidate (m0jet,R=1.2 > 120 GeV and m1jet,R=1.2 <
60 GeV).
For the benchmark point (m t˜1 ,mχ˜01 ) = (1000,1) GeV, used for the optimisation of SRA, almost
the totality of the events (∼ 91%) fall into the three categories - TT=38%, TW=22%, and T0=31%
- once the pre-selection cuts are applied, while for the benchmark point (m t˜1 ,mχ˜01 )= (600,300)
GeV, used for the optimisation of SRB, the fraction of events that fall into the top categories
is: TT=14%, TW=20%, T0=35%. A dedicated optimisation on each of such categories taking
into account differences in kinematics is performed, resulting in the three sets of SRs (SR-TT,
SR-TW, SR-T0), defined in Table 5.3.
In the definition of SRA an additional requirement on the stransverse mass
(
mχ
2
T2
)
is applied.
In order to maximise the signal sensitivity, the three top categories in SRA and SRB are then
statistically combined when extracting the final results of this analysis.
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Table 5.3: Selection criteria for SRA and SRB, in addition to the cuts listed in Table 5.2. SRA and SRB are separated
into topological categories based on the number of reconstructed top quarks.
Signal Region
top Categories
TT TW T0
A
m0jet,R=0.8 > 60 GeV
∆R
(
b,b
) > 1 -
mχ
2
T2 > 400 GeV > 400 GeV > 500 GeV
E missT > 400 GeV > 500 GeV > 550 GeV
B
mb,maxT > 200 GeV
∆R
(
b,b
) > 1.2
A and B
m0jet,R=1.2 > 120 GeV
m1jet,R=1.2 > 120 GeV [60,120] GeV < 60 GeV
mb,minT > 200 GeV
Nb−jet ≥ 2
τ-veto yes∣∣∣∣∆φ(jet0,1,2,pmissT )∣∣∣∣ > 0.4
Figure 5.4: Background composition in Signal Region A.
Figures 5.4 and 5.5 show the background composition in each of the SR categories. The
main backgrounds are Z + jets and t t¯+V , followed by t t¯ , W + jets, and single top production.
As it will be shown in Section 6.1, dedicated CRs to estimate these backgrounds are used for
the TT, TW, and T0 categories. In particular, for the Z + jets background a set of three 2-lepton
CRs is used, while to control the t t¯ and W + jets backgrounds two orthogonal sets of 1-lepton
control regions are used. As the t t¯+Z (→ νν¯) is an irreducible background, its normalisation is
instead obtained by using a 1-lepton-1-photon t t¯+γ CR, as it will be shown in 6.2.
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Figure 5.5: Background composition in Signal Region B.
The di-boson background contributes less than 1% of the total background in both SRs
therefore no effort will be put in the design of a CR specific for this background. Furthermore,
due to the large E missT requirement, contributions from the multi-jet background are expected
to be negligible in both SRA and SRB. Nonetheless, this background will be estimated using the
so-called jet smearing method [150].
Signal Region C
Signal Region C targets a kinematic regime of direct top-squark pair production, where the
stop-neutralino mass splitting is around the top quark mass. The signature of such decays,
when (m t˜1 ,mχ˜01 ) ∼ mt , consists of considerably softer jets and low E
miss
T . As it can be seen
by looking at the background composition of this SR in Figure 5.6, this topology is very sim-
ilar to a non-resonant t t¯ production which makes signal-background separation challenging.
Nonetheless, the presence of ISR can help exploit kinematical differences between stop de-
cays and t t¯ production. In particular, when the event is characterised by the presence of a
high-momentum ISR - reconstructed as an ISR system formed by multiple jets - the system
comprised of the two top squarks is produced with a boost in the transverse plane.
A new dedicated set of variables can be defined employing the so-called Recursive Jigsaw
Technique (RJR). Such technique is used to divide each event into hemispheres: an ISR and
a sparticle hemisphere. The latter is comprised of a pair of top-squark candidates both de-
caying via t + χ˜01. Objects are grouped together based on their proximity in the lab frame’s
transverse plane by minimizing the reconstructed transverse masses of the ISR system and
sparticle system simultaneously over all choices of object assignment. A dedicated set of kin-
ematic variables is then defined, based on this assignment of objects to either the ISR system or
the sparticle system. This method is equivalent to grouping the event objects according to the
axis of maximum back-to-back pT in the event’s centre-of-mass (CM) frame where the vectorial
sum of all the pT of the accepted objects is zero. In events with a high-pT ISR gluon, the axis of
maximum back-to-back pT approximates the direction of the ISR and sparticles’ back-to-back
recoil. Additional details on such technique can be found in Ref. [151].
The ratio of the E missT to the pT of the ISR system in the CM frame of the entire (ISR plus di-
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Figure 5.6: Background composition in Signal Region C.
Table 5.4: Selection criteria for SRC, in addition to the pre-selection listed in Table 5.2. The SRs are separated into
RISR-based windows.
Selection SRC1 SRC2 SRC3 SRC4 SRC5
RISR 0.30–0.40 0.40–0.50 0.50–0.60 0.60–0.70 0.70–0.80
Nb−jet ≥ 1
N Sb−jet ≥ 1
N Sjet ≥ 5
p0,ST,b > 40 GeV
mS > 300 GeV
∆φ(ISR,pmissT ) > 3.0
pISRT > 400 GeV
p4,ST > 50 GeV
top-squark) system
(
pISRT
)
, defined as RISR, is proportional to the ratio of the χ˜
0
1 and t˜ masses
and it is defined as it follows [152, 153]:
RISR ≡
E missT
pISRT
∼
mχ˜01
m t˜
.
Additionally, the following discriminating key variables are used in the optimisation of SRC:
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NSb−jet: number of b−jets associated with the sparticle hemisphere;
NSjet: number of jets associated with the sparticle hemisphere;
p0,ST,b : pT of the leading b−jet in the sparticle hemisphere;
p4,ST : pT of the fourth-leading jet in the sparticle hemisphere;
∆φ(ISR, pmissT ): angular separation in φ of the ISR and the E
miss
T in the CM frame;
p ISRT : pT of the ISR system, evaluated in the CM frame;
mS: transverse mass between the whole sparticle system and E missT ;
mV/mS: ratio of the transverse mass of the only the visible part of the sparticle system without
E missT and the whole sparticle system including E
miss
T .
Table 5.4 lists the selection criteria for SRC. Five different non-overlapping RISR-based sub
regions (windows) are employed, each of which is optimised using different signal points, e. g.
SRC2 is optimised for (m t˜ ,mχ˜01 ) = (300,127) GeV; SRC4 is optimised for (m t˜ ,mχ˜01 ) = (500,327).
Additionally, a minimum of five jets are required to be assigned to the sparticle hemisphere of
the event
(
N Sjet
)
, and at least one of them
(
N Sb−jet
)
must be b-tagged. Requirements on pISRT , the
highest-pT b−jet in the sparticle hemisphere
(
p0,ST,b
)
, and the fourth-leading jet in the sparticle
hemisphere
(
p4,ST
)
, are also applied. Furthermore, the transverse mass built from the sparticle
system and the E missT
(
mS
)
, is required to be above 300 GeV. Finally, the angular distance in φ
between the ISR system and the pmissT in the CM frame is required to be above 3. As with SRA
and SRB, the five RISR windows are statistically combined in the final results to improve signal
sensitivity.
Signal Region D
Signal Region D targets direct stop pair production where both top squarks decay via t˜ → bχ˜±1
and the chargino mass is set to be mχ˜±1 = 2mχ˜0 . The signature in this region is of six jets, two of
which b-tagged. In this SR no top-quark reconstruction is needed.
SRD is divided into two sub-regions, SRD-low and SRD-high, which are optimised for m t˜ =
400 GeV with mχ˜0 = 50 GeV, and m t˜ = 700 GeV with mχ˜0 = 100 GeV, respectively. As it can be
seen in Figure 5.7 the main backgrounds in SRD are Z + jets and W + jets. The production of
t t¯ , together with single top, and t t¯+V , yields around the same number of events.
In this SR, at least five jets are required, two of which must be b-tagged. As previously anti-
cipated, a cut on the distance between the two jets with the highest MV2c10 weights is required
to reject event with two b−jets originated from gluon splitting. On top of the discriminating
variables already discussed for the other SR, the scalar sum of the transverse momenta of the
two jets with the highest MV2c10 weights
(
p0,bT +p1,bT
)
together with the second
(
p1T
)
, fourth(
p3T
)
, and fifth
(
p4T
)
jet transverse momenta, are used as discriminating variables to provide
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Table 5.5: Selection criteria for SRD, in addition to the common pre-selection shown in Table 5.2.
Selection SRD-low SRD-high∣∣∣∣∆φ(jet0,1,2,pmissT )∣∣∣∣ > 0.4
Nb−jet ≥2
∆R
(
b,b
) > 0.8
p0,bT +p
1,b
T > 300 GeV > 400 GeV
τ-veto yes
p1T > 150 GeV
p3T > 100 GeV > 80 GeV
p4T > 60 GeV
mb,minT > 250 GeV > 350 GeV
mb,maxT > 300 GeV > 450 GeV
Figure 5.7: Background composition in Signal Region D.
further background rejection. Finally, tighter requirements on the leading and sub-leading jet
pT are made for SRD-high. Table 5.5 shows a summary of SRD selection.
Signal Region E
Unlike the previous SRs, SRE is designed for signal models in which top quarks are produced
highly boosted. The scenarios targeted by this SR can arise from either direct pair production of
high-mass stop quarks, or from the gluino-mediated compressed stop production with a large
gluino-stop mass splitting. In this regime, re-clustered jets with R = 0.8 are employed for the
optimisation of the experimental sensitivity to such highly boosted top quarks. In particular,
the signal point used for the optimisation is mg˜ = 1700 GeV, m t˜ = 400 GeV, and mχ˜0 = 395 GeV.
Figure 5.8 shows the background composition in SRE. The main backgrounds are Z + jets
and t t¯+V followed by single top, W + jets, and t t¯ production. A dedicated 2-lepton Z + jets CR is
employed for the normalisation of such background. In this SR, at least two jets out of the four
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(or more) required jets must be b-tagged. Additional discrimination is provided by the E missT
significance: E missT /
p
HT, where HT is the scalar sum of the pT of all the reconstructed R = 0.4
jets in the event. The selection criteria for SRE, optimised for mg˜ = 1700 GeV,m t˜ = 400 GeV,
and mχ˜0 = 395 GeV, are listed in Table 5.6.
Figure 5.8: Background composition in Signal Region E.
Table 5.6: Selection criteria for SRE in addition to the
common pre-selection cuts listed in Table 5.2
Selection SRE∣∣∣∣∆φ(jet0,1,2,pmissT )∣∣∣∣ > 0.4
Nb−jet ≥2
m0jet,R=0.8 > 120 GeV
m1jet,R=0.8 > 80 GeV
mb,minT > 200 GeV
E missT > 550 GeV
HT > 800 GeV
E missT /
p
HT > 18
p
GeV
5.7 Summary
This chapter presented the analysis strategy for the SUSY signals searched for and the SRs em-
ployed to isolate them. Five sets of SRs are defined; SRA, SRB, SRC, SRD, and SRE.
SRA: targets scenarios in which high-mass t˜ pairs with a large t˜–χ˜
0
1 mass splitting ∆m
(
t˜1, χ˜
0
1
)
are produced, e. g. (m t˜1 ,mχ˜01 ) = (1000,1) GeV. These events are characterised by large
E missT . See Figure 5.1(a)
SRB: addresses decays involving top squarks with high stop mass but with smaller∆m
(
t˜1, χ˜
0
1
)
,
e. g. (m t˜1 ,mχ˜01 ) = (600,300) GeV. These events are characterised by small E
miss
T . See Fig-
ure 5.1(a)
SRC: designed for the “highly compressed” scenarios in which ∆m
(
t˜1, χ˜
0
1
)
is around the top
mass, e. g. (m t˜1 ,mχ˜01 )= (500,327) GeV. These events resemble the t t¯ production.
SRD: targets the t˜1 → bχ˜±1 decay. Here no top-quark reconstruction is required. The optim-
isation of the variables used to define this region is done by using specific signal points
defined by: (m t˜1 ,mχ˜01 ) = (400,50) GeV and (m t˜1 ,mχ˜01 ) = (700,100) GeV. See Figure 5.1(b)-
(c).
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SRE: sensitive to highly boosted scenarios that can occur in gluino-mediated stop production.
The optimisation of the variables used to define this region is done by using a specific
signal point defined by: (mg˜ ,m t˜1 ,mχ˜01 )= (1700,400,395) GeV. See Figure 5.1(d).
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6BACKGROUND ESTIMATION
The discipline of desire is the
background of character.
John Locke
This chapter will describe the background estimation strategy for the main backgrounds
of this analysis, already introduced in Section 5.5, and will give an overview of the systematic
uncertainties - both experimental and theoretical - relevant for the analysis carried out. In
particular, Section 6.1 provides an overview of the main reducible backgrounds and how they
have been modelled in the analysis; in Section 6.2 the estimation of the irreducible background
t t¯+Z will be extensively discussed, as it represents one of the author’s major contribution to the
analysis; finally, the systematic uncertainties will be presented in Section 6.3. The author also
contributed to another analysis - the search for Dark Matter produced in association with third-
generation quarks - through the estimation of the irreducible background t t¯+Z , which, again,
was an irreducible background. The results of this analysis will be presented in Appendix A.
6.1 Nominal background estimation
CRs are implemented in order to estimate the various background yields in the SRs, so that one
should not rely solely on the yields that one would obtain by applying the SR selection to the
MC simulations of a background process. The CRs are designed to be selections orthogonal
to the SRs. For example, one would ideally design a CR such that it is fully dominated by a
given background process, therefore suppressing the signal contamination. The CRs are used
to derive a normalisation factor for each relevant background, by rescaling the expected MC
yields in the CR to the observed number of data events in the same CR. The prediction of the
yields of a given background in SR is then rescaled according to the normalisation found in the
CR. As an example, consider the case of one SR and one CR. Ideally, if the CR is 100% pure, the
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expected background yields in SR
(
N expSR
)
can be written as:
N expSR =µMC ·N MCSR with µ≡
N dataCR
N MCCR
(6.1)
Here, µ is the normalisation scale factor, N MCSR is the number of MC events in SR, N
MC
CR is the
number of MC events in CR, and N dataCR is the number of observed events in CR. Furthermore,
by defining the Transfer Factor (TF) as the ratio of the MC yields in the SR and CR, one can
define the expected background yields in the SR as:
N expSR = T f ·N dataCR with T f ≡
N MCSR
N MCCR
(6.2)
This procedure allows a data-driven estimation of the expected background yields in the SR,
relying on the MC simulation only for the computation of the TF, and it is widely employed
by several SUSY analyses in ATLAS. Furthermore, it also allows N expSR to be determined with
an uncertainty given by the Poisson error on the N dataCR and the uncertainty on the CR-to-SR
extrapolation. There are several background processes to be normalised in an independent set
of CRs, and these usually have contamination from other background processes. The above-
mentioned equations then turn into a system of n equations (Equation 6.3), with n number of
background processes to control. These are then solved to obtain the various normalisation
factors (µi ):

N dataCR,1 =µ1N MC,1CR,1 +µ2N MC,2CR,1 +·· ·+µn N MC,nCR,1
N dataCR,2 =µ1N MC,1CR,2 +µ2N MC,2CR,2 +·· ·+µn N MC,nCR,2
. . .
N dataCR,n =µ1N MC,1CR,n +µ2N MC,2CR,n +·· ·+µn N MC,nCR,n
(6.3)
Here, N MC,iCR,j is the number of events in the i
th process, taken from the MC simulation, that
passed the j th CR selection, and N dataCR,k is the number of data events in the observed k
th CR.
Such procedure is validated in so-called VRs, designed to be “in between” CRs and SRs. The
purpose of the VRs is to validate the background estimation in the CRs in a region close to the
SRs, so that when extrapolating the background estimation from CR to SR there is no bias in
the estimated TFs. A sketch of how SRs, CRs, and VRs are selected is shown in Figure 6.1. If the
estimate in the CR is correct, the background expected in the corresponding VR should match
the number of observed data events in the VR. The data-MC agreement in VRs represents a
green light towards the unblinding of the blinded SRs.
For the estimation of the major sources of reducible background, 1-lepton and 2-lepton CRs
are employed. In particular, a 2-lepton CR is used for the estimation of the Z + jets background
(CRZ) and a 1-lepton CR is employed for the estimation of t t¯ (CRT), single top (CRST), and
W + jets (CRW) backgrounds. Additionally, a dedicated set of variable is employed:
80 6.1 Nominal background estimation
observable	  1	  
ob
se
rv
ab
le
	  2
	  
Figure 6.1: A schematic view of an analysis strategy with multiple CRs, VRs, and SRs using two observables. The
CR-to-SR extrapolation is verified by employing VRs that lie in the extrapolation phase space (taken
from [154].
N`: number of leptons in the event;
p`T: transverse momentum of the leading lepton;
m``: invariant mass of the Same Flavour Opposite Sign (SFOS) lepton pair in the event;
mT(`,EmissT ): transverse mass calculated from the E
miss
T and the transverse momentum of the
lepton;
Emiss
′
T : the transverse momenta of the selected leptons are added to the p
miss
T , e. g. to mimic
the Z → νν¯ decays in the SRs, forming the quantity E miss′T . Essentially, this is a corrected
version of E missT to treat the leptons as neutrinos. The prime notation is used for all the
variables that depend on E miss
′
T .
6.1.1 Control regions definition
The background estimation strategy is based on five independent CRs to control Z + jets, t t¯ ,
single top, W + jets, and t t¯+Z backgrounds. Where enough statistics are available, CRs are
designed to estimate backgrounds in different kinematic regions of the SRs. A description of
the nominal background estimation strategy is given below, except for the estimation of the
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irreducible background t t¯+Z , which will be discussed in Section 6.2 as a different technique is
employed. The remaining backgrounds whose contributions are negligible are di-boson and
multi-jet. The former is estimated directly using the yields obtained from MC simulations. The
latter is estimated using the jet smearing method, a procedure described in [155] and [150]
which will not be discussed. A detailed description of all the selections employed for the estim-
ation of the above-mentioned backgrounds can be found in Appendix B.
Z + jets CR (CRZ) The estimation of the Z → νν¯ background is performed via the design of a
2-lepton Z → ``CR. Although the branching fraction of Z → `` is smaller than Z → νν¯, a
purer CR can be obtained by defining the CR in such a way. As all the SRs (exception made
for SRD) have requirements on the E missT selection, jet multiplicity, and b−tagged jets, in
order to ensure as little CR-to-SR extrapolation as possible the same kinematic cuts are
applied in CRZ. SRA and SRB share a set of two Z CRs: one is shared by the TT and TW
categories (due to statistical limitations) and one is dedicated to the T0 category (CRZAB-
TT-TW, CRZAB-T0). A common Z CR is used for SRD (CRZD). Finally, a Z CR with tighter
HT requirements is used for SRE. The CRs are defined by using events passing a single-
lepton trigger, and in addition requiring a cut on 2 Same Flavour Opposite Sign leptons.
To reduce the top contamination, the requirements E missT < 50 GeV, and E miss
′
T > 100 GeV
are applied. Furthermore, a Z -mass window cut on the invariant mass of the leptons pair
is applied, to reduce other backgrounds contamination. A detailed CR definition is given
in Table B.1
t t¯ CR (CRT) As already mentioned, these CRs are all defined by using events required to pass a
E missT trigger. In addition, in order to emulate the hadronic τ decays in the SRs the lepton
is treated as a non-b-tagged jet in the computation of all jet-related variables. Similarly
to CRZ, CRT is then further divided to address the various SRs (see Table B.2).
W + jets CR (CRW) CRW, very similar to CRT, also employs a E missT trigger, but here only 1
b−jet is required. In addition, a looser and inverted cut on m0jet,R=1.2, together with a
requirement ∆R(b0,1,`)min, defined as the minimum ∆R between the two jets with the
highest b-tag weight and the selected lepton, ensures that CRW is orthogonal to CRT (see
Table B.3).
Single top CR (CRST) In CRST, also similar to CRT and CRW, two b−jets are required. Further-
more, the requirement on the ∆R of the two leading-weight b−jets is necessary to reject
a large part of the remaining t t¯ background (see Table B.3).
6.1.2 Validation regions
To validate the estimation of the various backgrounds, VRs are employed where possible. In
particular, the following VRs are defined:
Z + jets VR (VRZ) 0-lepton VRs are designed to validate the background estimate for Z + jets
in the SRs. Similarly to the strategy used in the CR, dedicated sets of VRs are employed:
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VRZAB, VRZD, VRZE. No VRZ is designed for SRC due to the negligible contribution of the
Z background in this region. In practice, to ensure orthogonality to the SRs, the require-
ment on one or more of the following variables is inverted: ∆R
(
b,b
)
, m0jet,R=1.2, m
0
jet,R=0.8.
A detailed list of the VRZ selections, after the common pre-selection shown in Table 5.2,
is shown in Table B.4.
t t¯ VR (VRTT) Following the same strategy discussed so far, in order to validate the t t¯ back-
ground, 0-lepton VRs sharing the same common pre-selection close to the SRA and SRB
definitions are designed for each of the top categories: VRTA-TT, VRTA-TW, VRTA-T0,
VRTB-TT, VRTB-TW, VRTB-T0. To ensure orthogonality with the SRs the mb,minT require-
ment is inverted in all VRs. In particular, for the definition of VRTA, the SRA requirements
are unchanged except for mχ
2
T2 which is not being applied, 100 <mb,minT < 200 GeV, and
the E missT requirement being loosened by 100 GeV. The requirements for VRTB are the
same as in the SRs except for mb,minT , being changed to 100<mb,minT < 200 GeV for VRTB-
TT, 140<mb,minT < 200 GeV for VRTB-TW, and 160<mb,minT < 200 GeV for VRTB-T0. The
VRTC keeps the same requirements as Signal Region C except for the looser requirements
of mS > 100 GeV, p4,ST > 40 GeV and N Sjet > 4. The ∆φ(ISR,pmissT ) requirement is inverted
and mV/mS < 0.6 is applied in addition to the existing selection. The VR VRTD, target-
ing SRD, is formed by applying the following requirements: 100 < mb,minT < 200 GeV,
p0,bT + p1,bT > 300 GeV, p3T > 80 GeV, and mb,maxT > 300 GeV. All other requirements are
applied exactly as in SRD-low except for the requirement on p4T which is not applied. Fi-
nally, VRTE, dedicated to SRE, ensures a minimum extrapolation as it applies the same
requirements on the number of b-jets, m0jet,R=0.8, and m
1
jet,R=0.8, and inverts the m
b,min
T
requirement to 100<mb,minT < 200 GeV (see Tables B.5 and B.6).
W + jets VR (VRW) For the validation of the W + jets background a unique 1-lepton-1-b−jet
VR is used to test such background in all the SRs, with the only difference with respect
to CRW being ∆R(b0,1,`)min, which is greater than 1.8 in the VR plus two additional re-
quirements, namely mb,minT > 150 GeV and m0jet,R=1.2 < 70 GeV which are included in the
definition of VRW (see Table B.7).
Ultimately, in order to determine the normalisations of the SM backgrounds for Z , t t¯ , W ,
single top, t t¯+Z , and their estimates, in each SRs, the observed numbers of events in the vari-
ous CRs are included in a binned profile likelihood fit, which will be discussed in Section 7.1.
A simultaneous fit, to best match the observed data in each CR, taking into account all the
contributions from the various backgrounds, is performed to determine the SM background
normalisation factors.
6.2 Estimation of the t t¯+Z irreducible background
The production of top pairs in association with a vector boson (t t¯+V ) is the second most im-
portant background in most SRs. Precisely, such background is completely dominated by t t¯ +
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Z (→ νν¯), as the t t¯ +W (→ `ν) contribution in the SR is negligible due to the presence of the
lepton in the final state. As already anticipated in various parts of this work, t t¯+Z (→ νν¯) yields
a final state with kinematic properties identical to the signal, namely two top quarks (six jets, if
both tops are fully reconstructed) and E missT from the neutrinos coming from the Z decay. Un-
fortunately, as of today, although the ATLAS collaboration has allocated some effort on this, no
SM measurement of such process has been published, especially due to the presence of large
E missT making the isolation of such signature quite difficult.
A data-driven technique, similar to the one adopted in [156], is employed to estimate this
background. The normalisation of t t¯+Z in the SR is estimated by designing a 1-lepton-1-
photon t t¯+γ control region (CRTTGamma). Despite the difference in cross-section (σaMC@NLO
t t¯+Z ∼
150 pb, σaMC@NLO
t t¯+γ ∼ 215 pb), the validity of the technique is supported by the similarities of the
t t¯+Z and t t¯+γ Feynman diagrams, as shown in Figure 6.2. This CR is designed to minimise the
differences between the two processes and keep the theoretical uncertainties from the extra-
polation of the γ to the Z as small as possible.
(a) (b)
Figure 6.2: Diagrams of the production of top-antitop pairs associated with a Z boson (a) and a photon (b).
The strategy is based on the addition of the transverse momentum of the γ in the event
(
pγT
)
to the computation of the E missT to mimic the neutrinos from the Z decay. In this context, the γ
pT is approximately the missing transverse momentum, p
γ
T ∼ E missT .
Events in this CR are required to pass the same lepton triggers and lepton-pT requirements
required in all the other 1-lepton CRs. In addition, an isolated photon with pγT > 150 GeV is
required. Figure 6.3 shows the truth-level pT distributions of the Z and the γ. The former is
taken from the t t¯+Z MC sample and obtained by requiring a basic SR-like selection compris-
ing at least four jets, two of which b-tagged, zero baseline and signal leptons, and a lower cut
of 150 GeV on the pT of the Z . The latter is taken from the t t¯+γ MC sample and obtained by
requiring a basic CR-like selection including at least four jets, two of which b-tagged, 1 lepton
and 1 photon, and a lower cut of 150 GeV on the pT of the γ. The agreement found in Figure 6.3
ensures the applicability of the method and, more importantly, that the shape of the pT distri-
butions of the two bosons taken from the two MC samples, is essentially the same in the whole
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kinematic range. This, in turn, ensures that the extrapolation of the t t¯+Z yields in SR from the
CR
(
pγT
)
to SR
(
E missT
)
will be safe. In addition, similarly to what is done for CRZ, the photon pT
is used for the estimation of E missT -related variables. Finally, in order to avoid double-counting
of t t¯ simulated events where a hard photon is emitted, the MCTruthClassifier [157] tool is
employed to perform a truth-level selection of photons irradiated by a top quark. Table 6.1
shows the detailed selection applied.
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Figure 6.3: Ratio plot of the pT of the Z and γ bosons at truth level obtained by requiring CR-like and SR-like selec-
tions as described in the text.
The estimation of the t t¯+Z yields in the SR is based on an approximation of what was
already shown in Equations 6.2 and 6.3:
N exp
t t¯+Z ,SR ∼N
obs
CR ·
N MC
t t¯+Z ,SR
N MC
t t¯+γ,CR
with T f ≡
N MC
t t¯+Z ,SR
N MC
t t¯+γ,CR
(6.4)
where, N exp
t t¯+Z ,SR is the expected t t¯+Z yields in the SR, N
obs
CR is the observed number of events
in the t t¯+γ CR, N MC
t t¯+Z ,SR is the number of t t¯+Z events falling into the SRs, and N
MC
t t¯+γ,CR is the
number of t t¯+γ events in the t t¯+γCR taken from the MC simulation. As previously mentioned,
if the CR were 100% pure (no contamination from other background processes) Equation 6.4
would not be approximate, but exact.
Table 6.2 shows the breakdown of the various processes entering into the CRTTGamma se-
lection shown in Table 6.1. The purity, defined as the number of simulated t t¯+γ events divided
by the total number of simulated events, is 87%. The normalisation factor, µt t¯+γ = 1.29, defined
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Table 6.1: Selection criteria for CRTTGamma.
Selection CRTTGamma
Trigger lepton
N` 1
Lepton pT 28 GeV
Nγ 1
γ pT > 150 GeV
Njets ≥ 4
Jet pT (80,80,40,40) GeV
Nb−jets ≥ 2
Table 6.2: Background composition of t t¯+γ CR. The
yields are obtained pre-fit. The uncer-
tainties shown are statistical only.
Process Yield
t t¯+γ 111.76±1.45
V +γ 6.29±0.63
t t¯ 5.14±1.20
t t¯ +V 2.34±0.25
single Top 2.07±0.80
Z 0.66±0.17
W 0.04±0.02
Total MC 128.29±2.17
Data 161
CRTTGamma ( 87%)
µt t¯+γ 1.29±0.12
in Equation 6.5 (where N MCTOT,CR represents the total number of simulated events falling into the
t t¯+γ CR), is obtained.
µt t¯+γ =
N obsCR −
(
N MCTOT,CR−N MCt t¯+γ,CR
)
N MC
t t¯+γ,CR
(6.5)
Additionally the agreement between the observed data and the MC predictions was checked
in the E missT and mT
(
`,E missT
)
distributions, shown in Figure 6.4, to rule out any potential fake
lepton that would show up at low values of mT
(
`,E missT
)
. The agreement found in the low
mT
(
`,E missT
)
region is a reasonable indication of no significant fake contributions.
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Figure 6.4: Distributions of the E missT and mT
(
`,E missT
)
for fake lepton checks. Agreement at low mT
(
`,E missT
)
is
an indication of no significant contributions from fake leptons. The ratio between data and MC is given
in the bottom panel. The hashed area in both the top and lower panel represents the uncertainty due to
MC statistics.
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Figures 6.5 and 6.6 show a selection of the distributions of those variables for which an
extrapolation from CR to SR is present (due to different cuts in CR and SR). In particular, the
distributions of pγT, m
χ2
T2(corrected with the photon pT), m
b,min
T (corrected with the photon pT),
mb,maxT (corrected with the photon pT), HT, and ∆R
(
b,b
)
, are shown in Figures 6.5 (a), (b), (c),
(d), (e), and (f), respectively, and the distributions of all the jet masses, m0jet,R=1.2, m
1
jet,R=1.2,
m0jet,R=0.8, m
1
jet,R=0.8 are shown in Figure 6.6 (a), (b), (c), and (d).
Finally, a 0-lepton t t¯+γ VR was also considered but it was found to have a too low t t¯+γ
contribution, with γ+ jets being the main contaminant and it was therefore dropped. Never-
theless, the use of the same kinematic selection in CR and SR, together with the good data/MC
agreement found in the main distributions, gives confidence in the accuracy of the method.
6.3 Systematic uncertainties
An overview of the sources of systematic uncertainty, relevant for the analysis presented in this
thesis, will be presented in this section. In particular, as both experimental effects and the-
oretical modelling of signal and background processes produce sources of uncertainty, these
will be discussed in two separate paragraphs. The systematic uncertainties presented here af-
fect the predicted background yields in the SRs and are either used when evaluating a given
background yield in the SR, by relying on the sole MC prediction, or when computing the un-
certainty on the TF.
6.3.1 Experimental uncertainties
For each of the reconstructed physics objects an experimental uncertainty is assigned. The
uncertainties are estimated by using dedicated calibrations of each physics object (electrons,
muons, jets, b−jets, and E missT ) and are then added to the MC samples, e. g. lepton/photon
reconstruction efficiencies, JES, Jet Energy Resolution (JER), b-tagging efficiencies, E missT re-
construction, etc. The systematics are handled by following the ATLAS Combined Performance
group recommendations. A list of non-negligible experimental uncertainties is presented here:
Jet Energy Scale (JES) and JER: these uncertainties arise from the measured momentum of
the jets, which need to be calibrated to the right energy scale [158]. The uncertainty
on the JES varies with the jet pT and pseudorapidity η and is derived using test beam
data [159]. In order to obtain the uncertainty in the event yield, the JES uncertainty is var-
ied by ±1σ in the MC simulation. The JER uncertainty is obtained with an in-situ meas-
urement of the jet-response asymmetry in di-jet events [160] and an additional smearing
to the pT of the jet is applied to estimate the impact of the resolution effects on the event
yields. The JES and JER variations applied to the jet momenta are then propagated to the
E missT ;
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Figure 6.5: Data/MC distributions of the photon pT (a) [4], m
χ2
T2 (b), m
b,min
T (c), m
b,max
T (d), HT (e), ∆R
(
b,b
)
(f).
The ratio between data and MC is given in the bottom panel. The hashed area in both the top and lower
panels represents the uncertainty due to MC statistics. The rightmost bin includes overflow events.
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Figure 6.6: Data/MC distributions of the re-clustered jet masses, m0jet,R=1.2 (a), m
1
jet,R=1.2 (b), m
0
jet,R=0.8 (c),
m1jet,R=0.8 (d). The ratio between data and MC is given in the bottom panel. The hashed area in both
the top and lower panels represents the uncertainty due to MC statistics. The rightmost bin includes
overflow events.
b-tagging: because of the two b-tagged jets requirement in both signal and the majority of
background estimations, the b-tagging is a main source of uncertainty. Scale factor un-
certainties in b-tagging depend on the kinematics of the jet and also on the jet flavour.
Three kinds of uncertainties on the b−jet weight, called nominal, up, and down, are cal-
culated, propagating the estimated uncertainties to the scale factors for b−jets. Addi-
tionally, the variations are applied separately to b−jets, c-jets and light jets, with flavour
determined from the truth information in the simulated MC samples;
EmissT Soft-term Resolution and Scale: scale and resolution uncertainties of individual objects
need to be propagated to E missT . Specific systematic uncertainties on the scale and resolu-
tion of the E missT soft term are derived through in-situ methods using Z →µµ events [121]
and considered in this analysis;
Jet vertex Tagger (JVT): pT-dependent JVT Scale Factors (SFs) are modified within the uncer-
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tainties, obtained from dedicated measurements in Z →µµ events [108];
Lepton efficiencies: lepton reconstruction and identification efficiencies have contributions
to the backgrounds. For electrons, the uncertainties originate from the e/gamma res-
olution and scale and from the electron reconstruction efficiency. Similarly, for muons
the uncertainties originate from the muon resolution and reconstruction efficiency, the
isolation and the momentum scale;
Pileup: an event-level weight is employed to correct the distribution of the pileup parameter
µ in the MC samples, to be matched to the one observed in the 2015+2016 dataset. Nev-
ertheless, if the selections of the analysis are not sensitive to pileup the impact of the
reweighing should be negligible. The uncertainty due to pileup reweighing is treated as a
two-sided variation in the event weights;
Trigger: trigger efficiency SFs are also a source of uncertainty, and they are therefore imple-
mented using results taken from dedicated measurements [57];
Luminosity: lastly a 3.2% uncertainty on the luminosity of the 2015+2016 dataset is added [161].
Ultimately, Table 6.3 shows the main sources of experimental systematic uncertainty in the
SM background estimates for SRA and SRB: the main sources are the JER and the JES, which
reaches 17% in SRC5; the b-tagging efficiency, which is nowhere larger than 9%; the E missT soft
term, mostly significant in SRC5 where it reaches 15%; the pile-up modelling which reaches
14% in SRC5. The jet- and lepton-related uncertainties are propagated to the calculation of
the E missT , and additional uncertainties in the energy and resolution of the soft term are also
included [162]. Finally, lepton reconstruction and identification uncertainties are also con-
sidered but have a small impact [4]. Table 6.4 shows the uncertainties for SRC, SRD, and SRE.
6.3.2 Theory uncertainties
The theoretical uncertainty in each signal region is evaluated by considering variations with
respect to the nominal settings and choices for the event generation. For each of the vari-
ations considered, the systematic uncertainty is estimated as an uncertainty on the TF, pre-
viously defined in Equation 6.2. In particular, the following recipe is followed for the main
backgrounds;
V + jets: the uncertainties in the production of W /Z bosons plus jets are estimated by varying
the parameters within the Sherpa MC samples related to the factorisation, renormalisa-
tion, resummation and CKKW matching scales. The theory uncertainty on the normal-
isation of the W /Z boson production is then obtained by comparing the MC predictions
on the TF. The uncertainty on the TF is computed with the following equation:
∆X =
T upf −T downf
T upf +T downf
(6.6)
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Table 6.3: Systematic uncertainties, larger than 1% for at least one SR, for SRA and SRB in percent relative to the
total background estimates. µt t¯+Z , µt t¯ , µZ , µW , and µsingle top refer to the uncertainties due to the nor-
malisation from a CR for a given SR and background. The theory uncertainties are the total uncertainties
for a given background.
SRA-TT SRA-TW SRA-T0 SRB-TT SRB-TW SRB-T0
Total syst. unc. 24 23 15 19 14 15
t t¯ theory 10 6 3 10 11 12
t t¯+V theory 2 <1 <1 1 <1 <1
Z theory 1 3 2 <1 1 <1
Single top theory 6 3 5 3 4 5
Di-boson theory <1 2 <1 <1 <1 <1
µt t¯ <1 <1 <1 2 2 1
µt t¯+Z 6 3 2 4 3 2
µZ 6 10 7 5 6 4
µW 1 1 1 2 1 2
µsingle top 5 3 5 4 4 5
JER 10 12 4 3 4 3
JES 4 7 1 7 4 <1
b-tagging 1 3 2 5 4 4
E missT soft term 2 2 <1 1 <1 <1
Multi-jet estimate 1 <1 <1 2 2 <1
Pileup 10 5 5 8 1 3
where X is the systematic variation; the resulting impact on the total background yields
from the Z + jets theoretical uncertainties reaches a maximum of 3% and the uncertain-
ties from the W + jets sample variations are less than 3%.
top production: theory systematics on the t t¯ and single top (W t ) backgrounds are evaluated
as the difference between the predictions of the nominal MC samples, described in Sec-
tion 5.5.1, and alternative samples with different generators. A number of uncertainties
contributes to the total t t¯ theory uncertainties: the extra radiation emitted by the ini-
tial and final state of the scattering process, estimated using modified parameters in the
nominal Powheg+Pythia generator; hadronisation and PS uncertainties are obtained by
comparing the yields of the nominal sample with those of alternative MC samples gen-
erated with Powheg and showered with Herwig, and the event-generator uncertainty is
estimated by comparing Powheg+Herwig with an alternative MadGraph+Herwig; lastly,
an extra source of uncertainty is produced by the combined modelling of the t t¯ and
single top (W t ) processes, whose final states produced are the same and therefore a
quantum mechanical interference affects them. Such effect is estimated using dedic-
ated LO samples of t t¯ , W t , and inclusive W W bb production. These are generated with
MadGraph, and the sum of t t¯ and W t predictions is compared to the W W bb prediction.
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Table 6.4: Systematic uncertainties, larger than 1% for at least one SR, for SRC, SRD, and SRE in percent relative
to the total background estimates. µt t¯+Z , µt t¯ , µZ , µW , and µsingle top refer to the uncertainties due
to the normalisation from a CR for a given SR and background. The theory uncertainties are the total
uncertainties for a given background.
SRC1 SRC2 SRC3 SRC4 SRC5 SRD-low SRD-high SRE
Total syst. unc. 31 18 18 16 80 25 18 22
t t¯ theory 27 11 14 11 71 12 10 11
t t¯+V theory <1 <1 <1 <1 <1 <1 <1 1
Z theory <1 <1 <1 <1 <1 <1 <1 2
W theory <1 <1 1 3 2 <1 <1 1
Single top theory 3 2 2 3 <1 5 6 12
µt t¯ 4 6 6 5 5 1 1 <1
µt t¯+Z <1 <1 <1 <1 <1 2 2 4
µZ <1 <1 <1 <1 <1 4 5 5
µW <1 <1 1 3 3 3 1 2
µsingle top 3 2 2 3 <1 5 6 6
JER 4 10 6 5 10 3 6 4
JES 4 5 2 2 17 8 4 5
b-tagging 2 2 <1 2 4 9 7 <1
E missT soft term 1 3 2 3 15 4 3 2
Multi-jet estimate 12 3 <1 <1 <1 2 2 <1
Pileup <1 1 <1 2 14 9 <1 2
The largest impact of the total t t¯ theory systematic uncertainties on the total background
yields arises for SRC and it varies from 11% to 71% as the RISR requirement is tightened.
t t¯+V : for the irreducible t t¯+V background, the theoretical uncertainty is estimated using the
following variations: renormalisation and factorisation scales varied up and down by a
factor of two; the choice of PDF, in both t t¯+V and t t¯+γ MC simulations; a comparison
between MC@NLO and OpenLoops+SHERPA generators. The uncertainties on the TFs, ob-
tained as previously mentioned, were calculated using such method resulting in a max-
imum uncertainty of 2% in SRA-TT.
di-boson: it was chosen to assign a conservative 50% uncertainty to this minor background,
along the same lines as per the Run-1 analysis [143];
SUSY signal: theory systematic uncertainties on the signal samples are generally dominated
by the uncertainties in the choice of the PDF set and in the renormalisation and factor-
isation scales [163]. Such uncertainties range across the various SRs between 10% and
25% for the t˜ → t (∗)χ˜01 grid. The cross-section uncertainty is ∼ 15− 20% for direct stop
production and ∼ 15− 30% for gluino production [133, 134, 135, 35] depending on the
top-squark and gluino masses.
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6.4 Summary
This chapter presented those backgrounds whose experimental signatures resemble the one of
the signal searched for, jets plus E missT , and how they enter in the SRs, discussed in Chapter 5.
The design of the CRs and the VRs employed to estimate the number of events of each process
falling into the SRs was also presented. The main backgrounds are Z (→ νν) + jets, t t¯+ Z → νν¯,
t t¯ , W + jets, and single top. A summary of the CRs and VRs employed is given below;
Z + jets is estimated via Z → ``. CRZ employs a set of 2-lepton CRs and VRZ employs a set of
0-lepton VRs, both targeting the various top categories;
t t¯+ Z →νν¯ is estimated via t t¯+γ. CRTTGamma is a 1-lepton-1-photon CR: the pT of the
photon is added to the E missT to mimic the neutrinos from the Z decay; additionally a
lower cut of 150 GeV, well above the Z mass, is applied to it. No VR could be designed
due to high γ+ jets contamination;
t t¯ is estimated using a set of 1-lepton CRs, CRT, and a set of 0-lepton VRs, VRT, targeting the
various top categories;
W + jets is estimated using a 1-lepton CRs, CRW; a 1-lepton VR, VRW, is also designed;
Single top is estimated employing a 1-lepton CR, CRST; no VR was designed;
Ultimately, a strategy for the estimation of the theory uncertainties for the t t¯+Z back-
ground was also presented and the largest uncertainty was found to be 2% in SRA-TT.
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7RESULTS AND STATISTICALINTERPRETATION
In God we trust. All others must
bring data.
William E. Deming
The results of this analysis were published in a paper in the Journal of High Energy Physics
in September 2017 [4]. A previous version of the analysis was also made public, using 13.3fb−1
collected at
p
s = 13 TeV, with an earlier subset of the whole 2015+2016 dataset, documented in
an ATLAS conference note [147]. Although both versions contain the author’s contribution on
the optimisation of the SRs and the estimation of the irreducible background t t¯+Z (→ νν), only
the results of the most recent analysis will be discussed here, as it represents the most updated,
improved and extended version. The chapter is structured as it follows: Section 7.1 is dedicated
to a brief overview of the statistical analysis and the tools employed; the results together with
their interpretations will be shown in Section 7.2. In addition, the results of the background
estimation procedure, previously presented in Chapter 6, will be shown in Appendix A for an
interpretation of the results in terms of production of a Dark Matter candidate in association
with third-generation quarks.
7.1 Statistical analysis
Although a basic estimate of the value of the relevant parameters in the signal and control re-
gions can be obtained by solving systems as the one in Equation 6.3, a statistical tool, that takes
into account all the uncertainties (statistical and systematic), is needed to produce quantitat-
ive results. The statistical tool - widely used in the ATLAS SUSY working group - to produce the
analysis results is the HistFitter framework [154]. In particular, this framework is used for the
implementation of two procedures: parameter estimation, such as SM background normalisa-
tion factors in Equation 6.3, and hypothesis testing, which allows the parameters from a given
dataset to be measured, and the compatibility of the results obtained from the data analysis to
be checked with a given hypothesis. HistFitter uses a frequentist approach, where an event’s
probability is defined as the limit of its relative frequency in a large number of trials.
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7.1.1 Estimation of the parameters and the statistical hypothesis testing
The interpretation of the data in control, validation, and signal regions needs the estimation
of the SM background normalisation factors, µb, and the signal strength, µs. Given a set of
selection cuts, the expected number of events in a region R
(
NR
)
can be calculated as:
NR =µsNs+
∑
i
µibN
i
b (7.1)
Here, N ib and Ns are the expected MC yields for the i
th background and the signal, respectively.
Taking into account all the systematic uncertainties, a set of so-called nuisance parameters,
describing how signal and background are affected by the uncertainties, can be introduced
and Equation 7.1 will be modified as it follows:
NR =µsNs
1+∑
j
θ
j
sσ
j
s
+∑
i
µibN
i
b
1+∑
j
θ
i j
b σ
i j
b
 (7.2)
θ
j
s is the j
th nuisance parameter. The numbers σ js and σ
i j
b are the signal and backgrounds
yields after taking into account the effect of the systematics. Equation 7.2 is built to reflect
a ±1σ variation due to the systematic error σ when θ = ±1, and to return the nominal (non
varied) yields when θ = 0.
A likelihood function, L, containing all the relevant parameters and information from the
analysis, allows the extraction of the SM background normalisation factors, µb, signal strength,
µs, and the nuisance parameters θ. The number of observed events in every SR or CR can be
used to constrain the free parameters contained in the likelihood function, of which a general
expression is the following:
L
(
Nobs,θ0|µs,µb,θ
)
= PSR×PCR×Csyst =
= ∏
i∈CR,SR
P
(
N obsi |Ni
(
µs,µb,θ
))×Csyst (7.3)
This is the product of Poisson distributions of event counts
(
N obs
)
in SRs or CRs (PSR, PCR),
times a distribution describing the impact of the systematic uncertainties, Csyst. The Poisson
factors contain the normalisation factors µs, µb, and the nuisance parameter θ which is intro-
duced to constrain the systematic uncertainty in the fit. Csyst can generally be treated as a unit
Gaussian function such that the fitted values of θi are expected to be approximately 0±1, al-
lowing the expected size of the systematic uncertainties to be reproduced using Equation 7.2.
Further details can be found in Ref. [154]. The values of the relevant SM background norm-
alisation parameters are then obtained by a Maximum Likelihood Estimation (MLE), once the
likelihood in Equation 7.3 is constructed. Such procedure is discussed in detail in Ref. [164].
To determine whether a BSM signal is discovered or excluded, a statistical procedure known
as statistical hypothesis testing is employed [165]. A so-called null hypothesis H0, to be tested
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against an alternative H1, is defined. In particular, the discovery test for a BSM signal is made
by choosing H0 and H1 as the background-only and the signal-plus-background hypotheses,
respectively. If such test returns a negative result, namely no BSM signal is found, exclusion
limits are set by inverting the procedure.
The testing procedure is based on the following: a test statistic t , with a probability distribu-
tion f (t ) is defined together with a function of the observed data that assumes large values if the
data are incompatible with the null hypothesis (H0). A large number of pseudo-experiments
(also known as toys) are employed to determine the shape of f (t ). In such toys all the values of
the physical observables can be randomly generated under the null hypothesis.
The null hypothesis (H0) is tested through the computation of a p-value, which represents
the probability of observing a larger incompatibility of the data with the predictions in an in-
finite number of repetitions of the experiment under the assumption that H0 is valid. Once the
distribution f (t ) is known, the computation of the p-value can be carried out as:
p =
∫ inf
tµ,obs
f (t )d t (7.4)
µt
)µ|µf(t
,obsµt
p−value
(a)
x
(x)ϕ
Z
p−value
(b)
Figure 7.1: Illustration of the relation between the p-value obtained from an observed value of the test statistic
tµ (a), and the standard normal distribution showing the relation between the significance Z and the
p-value (taken from [166]).
where, as shown in Figure 7.1 (a), f (t ) is integrated from the observed value of the test statistic,
tµ,obs, to infinity. In fact, a quantity which is equivalent to the p-value, the significance, Z , is
instead considered. For convenience, the p-value is converted into the significance, Z , defined
as the number of standard deviationsσ from the mean of a Gaussian distribution for which the
integral of the tail of the curve is equal to p:
Z =Φ−1 (1−p) (7.5)
Here, Φ−1 is the inverse of the cumulative distribution of the Gaussian, as it can be seen from
Figure 7.1 (b). The particle physics community has chosen Z = 5 (Z = 3) as the minimum value
of significance needed to claim a discovery (evidence) against the background-only hypothesis.
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Such value of significance correspond to a p-value of 2.87×10−7 and p = 0.0013, respectively.
A significance of 1.64σ (p = 0.05) is instead used to exclude a given signal model.
The choice of an appropriate test t is an important step in the statistical hypothesis testing
procedure. From Equation 7.3 a statistic test can be obtained as it follows:
λ
(
µs
)= L
(
µs,
ˆˆθ
)
L
(
µˆs, θˆ
) (7.6)
where the vector θ takes into account the background normalisation factors and the nuisance
parameters related to the systematic uncertainties. The numerator L
(
µs,
ˆˆθ
)
is the maximum for
a given value of µs, while the denominator L
(
µˆs, θˆ
)
corresponds to the absolute maximum of
the likelihood function. As shown in Equation 7.6, 0<λ< 1: the larger the values the better the
agreement of the data with the hypothesis being tested. It is possible to define a test statistic,
with the range required by the definition of the p-value in Equation 7.4, as tµ,obs = −2lnλ
(
µ
)
,
where the larger the values the lower the compatibility between the observed data and the hy-
pothesis being tested. Two test statistics can be defined, one for discovery and one for exclu-
sion.
The discovery of a new signal is targeted by testing the background only hypothesis, and
in particular by using a Profile Likelihood Ratio (PLR) function with µs = 0, with the following
definition:
q0 =
−2lnλ (0) µˆs ≥ 00 µˆs < 0 (7.7)
The test statistic q0 is set to 0 for negative µˆs such that the exclusion of the background-only
hypothesis, when a deficit of events is observed in the SRs, can be avoided.
The exclusion of a signal model employs a test statistic defined as follows:
qµ =
−2lnλ
(
µs
)
µˆs ≤µs
0 µˆs >µs
(7.8)
Here, a non-zero signal strength µs is assumed in the null hypothesis.
Unfortunately, for signal models to which the analysis is poorly sensitive, Equation 7.8 can
return a non-negligible probability and, although it can be argued that any constraint on such
models should not be put, it is still possible that in the signal-plus-background hypothesis low
p-values can be obtained when the observed events in the SRs are fewer than the predicted
ones. The introduction of an alternative Figure of Merit (FoM) for the exclusion can be em-
ployed [167]:
CLs =
pµs
1−pb
(7.9)
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where pb and pµs correspond to the p-values of the background-only and signal-plus-background
hypotheses, respectively. A 95% Confidence Level (CL) is reached when CLs < 0.05, i. e. a threshold
of Z = 2. Ultimately, when discovery and exclusion test statistics show similar distributions,
this will translate into a numerator and denominator of the same order (Equation 7.9), which
guarantees that signals are not excluded, as one would expect.
7.1.2 Discovery and exclusion
The parameter estimation discussed in Section 7.1 is the heart of the estimation of the SM-
background normalisation factors, which is an essential part of the background estimation
procedure discussed in Section 6.1. All the various CR selections are plugged in a likelihood
function of the form of Equation 7.3 which is then maximised in order to determine all the
normalisation factors, nuisance parameters, and correlations between them. The so-obtained
parameters are then used in Equation 7.1.
The statistical hypothesis testing procedure discussed in Section 7.1 is used to evaluate the
p-value for the background-only hypothesis to interpret the results in all the SRs. The likeli-
hood function, including all the CRs and the SR being tested, is employed to build a PLR func-
tion. The yield predictions in such SR are then determined solely by looking at the SM processes
i. e. the signal strength, µs, is set to 0. The Equation 7.7 is then used to compute the p-value and
the significance Z .
Finally, if no excess is observed in any of the SRs, the CLs method is used to set exclu-
sion limits on several signal hypotheses by computing the q0 and qµ test statistics under the
background-only hypothesis for a given signal strength, employing the minimisation of vari-
ous likelihood functions.
7.2 Results and Interpretation
In this section the results of this analysis will be presented. The results of the background-only
fit and the unblinded SRs, together with the relevant distributions, will be discussed in Sec-
tion 7.2.1 and 7.2.2, respectively. Finally, in Section 7.2.3 the limits on different signal models
will be presented, if no evidence for new physics is found.
7.2.1 Background-only fit
The accuracy of the background estimation strategy, discussed in Chapter 6 is verified through
dedicated sets of VRs. As previously anticipated, in such regions the data are expected to match
the SM predictions within the uncertainties, as the signal contamination is expected to be low.
Figure 6.1 shows where the VRs should generally lay such that the impact of any potential bias
that may affect the TFs can be assessed. Before unblinding the data in the SRs, the neces-
sary condition to be checked is the agreement between data and predictions in the VRs. Then
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the signal, if any, will be expected to appear in the SRs as an excess of events with respect to
the background-only hypothesis, with no corresponding effect in the VRs. In the case of a
background-only fit, a likelihood fit is performed only using the various CRs described in Sec-
tion 6.1.1 and Appendix B. Figure 7.2 shows the comparison between observed data and MC
predictions of all relevant variables in the CRs.
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Figure 7.2: Distributions of the most relevant variables: (a) m
χ2
′
T2 in CRZAB-T0, (b) E
miss′
T in CRZE, (c) RISR in CRTC,
(d) mb,maxT in CRW, (e) the transverse momentum of the second-leading-pT jet in CRST. The stacked
histograms show the SM prediction, normalised using scale factors derived from the simultaneous fit
to all backgrounds, discussed in Section 7.1. The ratio of data events to the total SM prediction is also
shown. The uncertainty band around the SM prediction and in the ratio plot illustrates the combination
of MC statistical and detector-related systematic uncertainties. The rightmost bin includes overflow
events [4].
The result of the simultaneous fit procedure, described in Section 7.1, performed for each
VR is shown in Figure 7.3, which displays the agreement between data and MC predictions.
Here, the normalisation factors of the various SM background estimation - all between 0.9−1.3
- were used. Additionally, in all the VRs the signal contamination was checked for all the signals
considered that have not yet been excluded. The largest signal contamination is ∼ 25% in the
VRTs for top-squark masses below 350 GeV and in VRZD and VRZE near top-squark masses of
700 GeV.
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Figure 7.3: Yields for all the VRs after the likelihood fit. The stacked histograms show the SM prediction and the un-
certainty band around the SM prediction shows the total uncertainty, which consists of the MC statistical
uncertainties, detector-related systematic uncertainties, and theoretical uncertainties in the extrapola-
tion from CR to VR.
7.2.2 Opening Pandora’s box: unblinded SRs
The good agreement found in the CRs and VRs gives confidence in the modelling of the relev-
ant SM backgrounds and their estimation, therefore the SRs can now be unblinded. The event
data counts are compared to the expected total number of background events in Tables 7.1, 7.2,
and 7.3. Figure 7.4 shows a summary of all the SR yields after having performed the simultan-
eous likelihood fit.
The analysis yielded no significant excess above the SM prediction in any of the SRs, as it
can be seen in Figure 7.4. The smallest p-values are 27%, 27%, and 29% for SRB-T0, SRD-high,
and SRA-TT, respectively. The largest deficit in the data is observed in SRC4 where only one
event is observed against 7.7 expected background events and this is probably due to the very
low statistics.
Figure 7.5 shows the N −1 distributions, obtained by applying all the SR selections but the
cut on the variable plotted, of E missT , m
χ2
T2, m
b,max
T , mT, RISR, and HT, for the various SRs, with
RISR being shown combining SRC1–5. The background predictions in these distributions are
scaled to the values determined from the simultaneous fit. A good data-SM prediction agree-
ment is observed across the whole kinematical range in the displayed plots, confirming once
again the reliability of the presented background estimation strategy.
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Table 7.1: Observed and expected yields, before and after the fit, for SRA and SRB. The uncertainties include MC
statistical uncertainties, detector-related systematic uncertainties, and theoretical uncertainties in the
extrapolation from CR to SR [4].
SRA-TT SRA-TW SRA-T0 SRB-TT SRB-TW SRB-T0
Observed 11 9 18 38 53 206
Total SM (fit) 8.6 ±2.1 9.3 ±2.2 18.7 ±2.7 39.3 ±7.6 52.4 ±7.4 179 ±26
t t¯ 0.71 + 0.91− 0.71 0.51
+ 0.55
− 0.51 1.31±0.64 7.3 ±4.3 12.4 ±5.9 43 ±22
W + jets 0.82±0.15 0.89±0.56 2.00±0.83 7.8 ±2.8 4.8 ±1.2 25.8 ± 8.8
Z + jets 2.5 ±1.3 4.9 ±1.9 9.8 ±1.6 9.0 ±2.8 16.8 ±4.1 60.7 ± 9.6
t t¯+V 3.16±0.66 1.84±0.39 2.60±0.53 9.3 ±1.7 10.8 ±1.6 20.5 ± 3.2
Single top 1.20±0.81 0.70±0.42 2.9 ±1.5 4.2 ±2.2 5.9 ±2.8 26 ±13
Dibosons −− 0.35±0.26 −− 0.13±0.07 0.60±0.43 1.04± 0.73
Multijets 0.21±0.10 0.14±0.09 0.12±0.07 1.54±0.64 1.01±0.88 1.8 ± 1.5
Total SM (exp) 7.1 7.9 16.3 32.4 46.1 162
Table 7.2: Observed and expected yields, before and after the fit. The uncertainties include MC statistical uncertain-
ties, detector-related systematic uncertainties, and theoretical uncertainties in the extrapolation from CR
to SR [4].
SRC1 SRC2 SRC3 SRC4 SRC5
Observed 20 22 22 1 0
Total SM (fit) 20.6 ±6.5 27.6 ±4.9 18.9 ±3.4 7.7 ±1.2 0.91±0.73
t t¯ 12.9 ±5.9 22.1 ±4.3 14.6 ±3.2 4.91±0.97 0.63 + 0.70− 0.63
W + jets 0.80±0.37 1.93±0.49 1.91±0.62 1.93±0.46 0.21±0.12
Z + jets −− −− −− −− −−
t t¯+V 0.29±0.16 0.59±0.38 0.56±0.31 0.08±0.08 0.06±0.02
Single top 1.7 ±1.3 1.2 + 1.4− 1.2 1.22±0.69 0.72±0.37 −−
Dibosons 0.39±0.33 0.21 + 0.23− 0.21 0.28±0.18 −− −−
Multijets 4.6 ±2.4 1.58±0.77 0.32±0.17 0.04±0.02 −−
Total SM (exp) 25.4 36.0 24.2 9.2 1.1
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Table 7.3: Observed and expected yields, before and after the fit, for SRD and SRE. The uncertainties include MC
statistical uncertainties, detector-related systematic uncertainties, and theoretical uncertainties in the
extrapolation from CR to SR [4].
SRD-low SRD-high SRE
Observed 27 11 3
Total SM (fit) 25.1 ±6.2 8.5 ±1.5 3.64±0.79
t t¯ 3.3 ±3.3 0.98±0.88 0.21 + 0.39− 0.21
W + jets 6.1 ±2.9 1.06±0.34 0.52±0.27
Z + jets 6.9 ±1.5 3.21±0.62 1.36±0.25
t t¯+V 3.94±0.85 1.37±0.32 0.89±0.19
Single top 3.8 ±2.1 1.51±0.74 0.66±0.49
Dibosons −− −− −−
Multijets 1.12±0.37 0.40±0.15 −−
Total SM (exp.) 22.4 7.7 3.02
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Figure 7.4: Yields for all signal regions after the likelihood fit. The stacked histograms show the SM prediction and
the hatched uncertainty band around the SM prediction shows total uncertainty, which consists of the
MC statistical uncertainties, detector-related systematic uncertainties, and theoretical uncertainties in
the extrapolation from CR to SR [4].
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Figure 7.5: Distributions of E missT for SRA-TT, m
χ2
T2 for SRA-T0, m
b,max
T for SRB-TW, RISR for SRC1–5, m
b,max
T for
SRD-high and HT for SRE obtained after having performed the likelihood fit. The stacked histograms
show the SM prediction and the hatched uncertainty band around the SM prediction shows the MC
statistical and detector-related systematic uncertainties. For each variable, the distribution for a repres-
entative signal point is shown [4].
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7.2.3 Setting the limits
As no excess over the SM is observed in any of the investigated SRs, exclusion limits are set.
In particular, the CLs method, discussed in Section 7.1, is used to perform the exclusion fits.
Model-independent limits on the visible BSM cross section, defined asσvis = S95obs/
∫
L d t , where
S95obs is the 95% CL upper limit on the number of signal events, are reported in Table 7.4.
Table 7.4: Left to right: 95% CL upper limits on the average visible cross section (〈σA²〉95obs ) where the average comes
from possibly multiple production channels and on the number of signal events (S95obs ). The third column
(S95exp ) shows the 95% CL upper limit on the number of signal events, given the expected number (and
±1σ excursions of the expected number) of background events. The discovery p-value (p) and the cor-
responding significance (Z ) are shown in the last column [4].
Signal channel 〈σA²〉95obs [fb] S95obs S95exp p (Z )
SRA-TT 0.30 11.0 8.7+3.0−1.4 0.23 (0.74)
SRA-TW 0.27 9.6 9.6+2.8−2.1 0.50 (0.00)
SRA-T0 0.31 11.2 11.5+3.8−2.0 0.50 (0.00)
SRB-TT 0.54 19.6 20.0+6.5−4.9 0.50 (0.00)
SRB-TW 0.60 21.7 21.0+7.3−4.3 0.50 (0.00)
SRB-T0 2.19 80 58+23−17 0.13 (1.15)
SRC1 0.42 15.1 15.8+4.8−3.5 0.50 (0.00)
SRC2 0.31 11.2 13.9+5.9−3.6 0.50 (0.00)
SRC3 0.42 15.3 12.3+4.7−3.4 0.27 (0.62)
SRC4 0.10 3.5 6.7+2.8−1.8 0.50 (0.00)
SRC5 0.09 3.2 3.0+1.1−0.1 0.23 (0.74)
SRD-low 0.50 17.9 16.4+6.3−4.0 0.36 (0.35)
SRD-high 0.30 10.9 8.0+3.4−1.3 0.21 (0.79)
SRE 0.17 6.1 6.4+1.4−2.4 0.50 (0.00)
The detector acceptance multiplied by the efficiency, A · ², is calculated for all the SRs and
the equivalent benchmark points. In particular, for signal regions designed to aim at the high-
energy final states (SRA and SRE) A · ² is estimated to be 9% and 6% for their respective sig-
nal benchmark points: m t˜ = 1000 GeV,mχ˜0 = 1 GeV; and mg˜ = 1700 GeV,m t˜ = 400 GeV,mχ˜0 =
395 GeV. In SRB, SRD-low, and SRD-high the estimates of A ·² is 1.4%, 0.05%, and 0.5% for m t˜ =
600 GeV,mχ˜0 = 300 GeV; m t˜ = 400 GeV,mχ˜±1 = 100 GeV,mχ˜0 = 50 GeV; and m t˜ = 700 GeV,mχ˜±1 =
200 GeV,mχ˜0 = 100 GeV, where the branching ratio, B(t˜ → bχ˜±1 ) = 100% is assumed for the SRD
samples. The combination of SRC1–5 through the RISR windows shows an A · ² of 0.08% for
m t˜ = 400 GeV,mχ˜0 = 227 GeV. Furthermore, orthogonal signal subregions, namely SRA-TT,
SRA-TW, and SRA-T0, are statistically combined by multiplying their likelihood functions, and
the same procedure is applied to the SRB and SRC signal subregions. For the overlapping SRs
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SRD-low and SRD-high, the signal region with the smallest expected CLs value is chosen for
each signal model. Once the signal subregions are combined or chosen, the signal region with
the smallest expected CLs is chosen for each signal model in the t˜–χ˜
0
1 signal grid. The expected
limits are determined by setting the nominal event yield in each SR to the mean background
expectation; contours that correspond to±1σ uncertainties in the background estimates, σexp,
are also evaluated. The observed event yields determine the observed limits for each SR; these
are evaluated for the nominal signal cross sections as well as for ±1σ theory uncertainties in
those cross sections, denoted by σSUSYtheory.
The observed (solid red line) and expected (solid blue line) exclusion contours at 95% CL
in the t˜–χ˜
0
1 mass plane are shown in Figure 7.6. The data excluded top-squark masses between
450 and 950 GeV for χ˜
0
1 masses below 160 GeV, extending Run-1 limits by 260 GeV. The newly
explored “diagonal” case, where m t˜ ≈mt+mχ˜0 , was also added. Here top-squark masses in the
range 235−590 GeV are excluded.
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Figure 7.6: Observed (red solid line) and expected (blue solid line) exclusion contours at 95% CL as a function of
t˜ and χ˜
0
1 masses in the scenario where both top squarks decay via t˜ → t (∗)χ˜01. Masses that are within
the contours are excluded. Uncertainty bands corresponding to the ±1σ variation of the expected limit
(yellow band) and the sensitivity of the observed limit to ±1σ variations of the signal theoretical un-
certainties (red dotted lines) are also indicated [4]. Observed limits from all third-generation Run-1
searches [168] at
p
s = 8 TeV overlaid for comparison in blue (taken from [4]).
Signal models where top-squark decays into bχ˜
±
1 , or into additional massive neutralinos,
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are interpreted in four different scenarios [4]:
Natural SUSY-inspired mixed grid: this is a simplified model [169] where mχ˜±1 = mχ˜0 +1 GeV
with two decay modes, t˜ → bχ˜±1 and t˜ → t χ˜01. Only on-shell top-quark decays are con-
sidered. The maximal mixing between the partners of the left- and right-handed top
quarks, and the nature of the χ˜
0
1 (pure bino) is assumed to be the same as for the B(t˜ →
t χ˜
0
1)=100% case. The branching ratio to t˜ → t χ˜01 is set to 0%, 25%, 50%, and 75%. The
limits obtained are shown in Figure 7.7 [4]).
Non-asymptotic higgsino: a simplified model inspired to the pMSSM with a higgsino LSP,
mχ˜±1 =mχ˜0 +5 GeV, and mχ˜02 =mχ˜0 +10 GeV. This assumes three sets of branching ra-
tios for the considered decays of t˜ → t χ˜02, t˜ → t χ˜01, t˜ → bχ˜±1 [169]. In particular, a set of
branching ratios with B(t˜ → t χ˜02, t˜ → t χ˜01, t˜ → bχ˜±1 ) = 33%, 33%, 33%, which is equivalent
to a pMSSM model with the lightest top squark mostly consisting of the superpartner of
left-handed top quark and tanβ = 60, is considered; and other two sets of branching ra-
tios B(t˜ → t χ˜02, t˜ → t χ˜01, t˜ → bχ˜±1 ) = 45%, 10%, 45% and B(t˜ → t χ˜02, t˜ → t χ˜01, t˜ → bχ˜±1 ) =
25%, 50%, 25% are considered. These correspond to the scenarios in which mq˜L3 <m t˜R ,
independently of the choice of tanβ, and m t˜R < mq˜L3 with tanβ = 20, respectively. As
mentioned in Chapter 1, mq˜L3 represents the left-handed third-generation mass para-
meter and m t˜R is the mass parameter of the superpartner to the right-handed top quark.
The limits for this interpretation are shown in Figure 7.8 in the m t˜ -mχ˜0 plane [4]).
Wino-NLSP pMSSM: this is a pMSSM model where the LSP is bino-like with mass M1 and the
NLSP is wino-like with mass M2, with M2 = 2M1 and m t˜ > M1 [169]. Limits (Figure 7.9)
are set for both positive and negative higgsino mass parameter, µ, as a function of the t˜
and χ˜
0
1 masses which can be translated to different M1 and mq˜L3. In this interpretation
only bottom- and top-squark production are considered. Furthermore, in this model
the allowed decays in the top-squark production scenario are t˜ → t χ˜02 → h/Z χ˜01, with a
maximum branching ratio of 33%, and t˜ → bχ˜±1 . The χ˜02 decay into either a h or Z is
determined by the sign of µ. In addition, the t˜ → t χ˜01 decay with 100% branching ratio
is also considered along the diagonal region. The equivalent decays in bottom-squark
production are b˜ → t χ˜±1 and b˜ → bχ˜02 [4]).
Well-tempered neutralino pMSSM: in this pMSSM model three light neutralinos and a light
chargino (mixtures of bino and higgsino states), are considered with masses within 50 GeV
of the lightest state [170, 171]. Such model is designed to satisfy the SM Higgs boson mass
and the dark-matter relic density (0.10<Ωh2 < 0.12, whereΩ is energy density parameter
and h is the Planck constant [172]). The limits for this model are shown in Figure 7.10.
In this interpretation only bottom- and top-squark production are considered. Further-
more, the signal grid points were produced in two planes, µ-m t˜R and µ-mq˜L3, and then
projected to the corresponding t˜ and χ˜
0
1 masse85 [4]).
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Figure 7.7: Observed (solid line) and expected (dashed line) exclusion contours at 95% CL as a function of t˜ and χ˜
0
1
masses and branching ratio to t˜ → t χ˜01 in the natural SUSY-inspired mixed grid scenario where mχ˜±1 =
mχ˜0 +1 GeV (taken from [4]).
Finally, the results for SRE are interpreted for gluino-mediated top-squark production via
gluino decays in terms of the t˜-g˜ mass plane with ∆m(t˜ , χ˜
0
1) = 5 GeV. Figure 7.11 shows the
exclusion plot of gluino masses up to mg˜ = 1800 GeV with m t˜ < 800 GeV [4]).
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CONCLUSIONS
Every new beginning comes from
some other beginning’s end.
Seneca
The main outcome presented in this thesis is the best result to date of the search for the su-
persymmetric partner of the top quark in all-hadronic final states using the full 36.1fb−1 data-
set (2015+2016) of pp collisions at a centre-of-mass energy ps = 13 TeV delivered by the LHC
and collected by the ATLAS detector [4]. The t t¯ + Z (→ νν¯) irreducible SM background and
the relative theory uncertainties were estimated using a data-driven t t¯+γ CR and scenarios in
which R-parity is conserved were targeted and final states with high-pT jets and large miss-
ing transverse momentum, were addressed using selection criteria optimised accordingly. No
significant deviation between the expected Standard Model events and the data was found.
A statistical interpretation of the results was carried out in order to set 95% CL exclusion
limits on the parameters of the models considered resulting in the exclusion of top-squark
masses in the range 450− 1000 GeV for χ˜01 masses below 160 GeV improving the Run-1 res-
ults [143] by almost 400 GeV. A new SR was designed to address the diagonal case, m t˜1 ∼mt +
mχ˜01 , where top-squark masses in the range 235− 590 GeV are excluded. Additionally, limits
that take into account an additional decay of t˜1 → bχ˜±1 were set excluding top-squark masses
between 450 and 850 GeV for neutralino masses below 240 GeV and B(t˜1 → t χ˜01) = 50% for
mχ˜± =mχ˜01+1 GeV. Limits were also derived in two pMSSM models, where one model assumes
a wino-like NLSP and the other model is constrained by the dark-matter relic density. In addi-
tion, limits were set in terms of one pMSSM-inspired simplified model where mχ˜±1 =mχ˜01+5 GeV
and mχ˜02 =mχ˜01 +10 GeV. Gluino masses were constrained to be above 1800 GeV for t˜1 masses
below 800 GeV for gluino-mediated top squark production where m t˜1 =mχ˜01 +5 GeV.
The data-driven estimation of the irreducible t t¯+Z (→ νν¯) background and its relative the-
ory uncertainties was also used in another ATLAS search, for dark matter produced in associ-
ation with third-generation quarks [175], of which a brief overview was presented. Here, me-
diator masses between 10 and 50 GeV for scalar mediators, assuming couplings equal to unity
and a dark-matter mass of 1 GeV, were excluded at 95% CL. Finally, even though the analysis
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was expected to be sensitive to models with pseudoscalar mediators with masses between 10
and 100 GeV, limits could not be set for this model for the coupling assumption of g = 1.0 due
to a small excess in the observed data.
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At t¯ +Z ESTIMATION FOR ADARK MATTER SEARCH
The data-driven background estimation technique, already discussed in Section 6.2, and the
theory uncertainties calculation prescription presented in Section 6.3, were also used in the
search for dark matter produced in association with third-generation quarks, which was pub-
lished in October 2017 in the Eur. Phys. J. [175]. The author’s contribution to this analysis only
regarded the t t¯+Z background estimation and the computation of the relevant theory uncer-
tainties and, as such, only these two topics will be hereby covered.
A.1 Overview of the analysis
directly, leading to a di↵erent phenomenology. For completeness, we exam-
ine a model where   is a Standard Model (SM) singlet, a Dirac fermion; the
mediating particle, labeled  , is a charged scalar color triplet and the SM parti-
cle is a quark. Such models have been studied in Refs. [?, ?, ?, ?, ?, ?]. However,
these models have not been studied as extensively as others in this Forum.
Following the example of Ref. [?], the interaction Lagrangian is written as
 /a
g
g
t¯
 
 ¯
t
 /a
g
g
b¯
 
 ¯
b
 b
 b
g
b
 ¯
b
 
Figure 1: Representative Feynman diagram showing the pair production of Dark
Matter particles in association with tt¯ (or bb¯).
1
Figure A.1: Representative diagram at
the lowest order for spin-
0 mediator associated pro-
duction with top quarks
t t¯+φ/a (taken from [175]).
The analysis also used 36.1fb−1 of pp collisions delivered by
the LHC and recorded with the ATLAS detector, and it tar-
geted final states with either bottom- or top-quark pairs and
missing transverse momentum. In particular, only the fi-
nal state with two top quarks and missing transverse mo-
mentum, as shown in Figure A.1, will be considered here.
The 0` final state of this analysis essentially yields an experi-
mental signature identical to the one discussed in Chapter 5,
namely 4 or more jets, two of which b-tagged, and miss-
ing transverse momentum. For such reason, the physics ob-
jects used in this analysis, and the variables employed for the
design of a t t¯+γ CR to estimate the t t¯+Z background, are the
same as those already extensively discussed in Chapters 5,
and 6.
Five SRs are employed in this analysis: SRb1, SRb2, SRt1, SRt2, and SRt3. SRb1 and SRb2
are optimised for models in which DM is produced in association with one or two b-quarks and
these will not be further considered as the author did not contribute to this part of th an lysis.
SRt1, SRt2, and SRt3, are optimised to isolate events in which DM is produced in association
with a top-antitop pair, that either decays fully hadronically (SRt1 and SRt2) or dileptonically
(SRt3) [175]. While the t t¯ + Z (→ νν¯) is an irreducible background in SRt1 and SRt2, it is neg-
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Table A.1: Summary of the kinematic and topology-dependent selections for signal regions SRt1 and SRt2 [175].
SRt3 is not reported as it was not relevant for the estimation of the t t¯+Z background.
Observable SRt1 SRt2
Trigger E missT
anti-kt R = 0.4 jets ≥ 4, pT > 80,80,40,40 GeV
Nb−jets ≥ 2
N` 0
E missT [GeV] > 300
pT leading b−jet [GeV] > 20
m0jet,R=0.8 [GeV] > 80 -
m1jet,R=0.8 [GeV] > 80 -
mb,minT [GeV] > 150 > 200
mb,maxT [GeV] > 250 -
∆R
(
b,b
) > 1.5
E missT /
p
ΣET [
p
GeV] - > 12
∆φ(j,pmissT ) [rad] > 0.4
E miss,trackT [GeV] > 30
∆φ(pmissT ,p
miss,track
T ) [rad] <pi/3
ligible in SRt3 and therefore such SR will be neglected here. SRt1 and SRt2 have a very similar
background composition as the one discussed in Chapter 5 and they target low (< 100 GeV) and
high (between 100 and 350 GeV) mediator mass assumptions, respectively. Table A.1 shows the
SRt1 and SRt2 selections.
A.2 The estimation of the irreducible t t¯+Z background
As in the t˜0` analysis - the search for top squarks in all-hadronic final states presented in
Chapters 5, 6, and 7 - the t t¯+V events, and in particular t t¯+Z events where the Z boson decays
into neutrinos, represent an irreducible background for the SRs targeting dark matter produced
in association with top quarks (Figure A.1). Once again, a data-driven approach is employed to
estimate such background. In particular, events with pγT >mZ, resembling t t¯ + Z (→ νν¯) ones,
are selected. The CRγ selection, detailed in Table A.2, allows to select events with exactly one
energetic tight photon and at least one lepton from the decay of the t t¯ system. Such CR es-
sentially is identical to the one in Table 6.1 already shown in Section 6.2 (page 82), except for
the applied trigger which is a single-photon instead of a single-lepton trigger. This strategy was
found to allow the CR CRγ to better mimic the hard kinematic requirements of the two SRs tar-
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Table A.2: Summary of the CRγ selection for the t t¯+Z
background estimation.
Observable CRγ
Trigger photon
Njets ≥ 4
Nb−jets ≥ 2
Nγ 1
pγT [GeV] > 150
N` 1
pT(`1) [GeV] > 28
Table A.3: Background composition of t t¯+γ CR. Pre-fit
yields, statistical and detector systematic un-
certainties shown.
Process Yield
t t¯+γ 89.50±2.02
V +γ 5.01±1.12
t t¯ 4.26±0.94
t t¯ +V 1.79±0.23
single Top 1.86±0.52
Z 0.56±0.13
W 0.03±0.01
Total MC 103.01±2.69
Data 124
CRγ purity ( 87%)
µt t¯+γ 1.22±0.13
geting the signal in Figure A.1 [175]. Finally, in order to mimic the expected missing transverse
momentum spectrum of Z → νν¯ events, the pT of the photon
(
pγT
)
is vectorially added to the
pmissT , to form a variable called E
miss
T,γ .
A.3 Results
A normalisation factor for the t t¯+Z SM background, µt t¯+Z = 1.22, was obtained by performing
the background-only fit - employing the same procedure discussed in Chapter 7 - including
all the SM backgrounds. Figure A.2 shows the distribution of E missT,γ in CRγ where a very good
data/MC agreement was found. Lastly, by employing the same procedure discussed in Sec-
tion 6.3 the theory uncertainties were computed and found to be between 6%−10% across the
various SRs. Additionally, Table A.3 shows the background composition of CRγ, where an 87%
purity was reached.
The data is found to be compatible with the background predictions in each one of the
SRs. In particular, in each SR the observed yields in data are above the expected background
but within 1.3 standard deviations of its uncertainty, too low to suggest the presence of any of
the searched signal. A model-independent fit [154], where both CRs and SRs are included, is
employed to derive 95% CL upper limits on the visible cross-section of new BSM processes,
defined as cross-section times acceptance times efficiency (〈σA²〉95obs) and obtained as the up-
per limit on the number of BSM events divided by the total integrated luminosity. No system-
atic uncertainties for the signal are assumed for such limits and any possible signal contamin-
ation in the CRs is neglected.
Figures A.3 and A.4 show upper limits at 95% CL on σ/σ(g = 1.0), namely the signal cross-
section scaled to the signal cross-section for coupling g = 1. To derive the results for the fully
hadronic t t¯ final state the region SRt1 or SRt2 with the best expected sensitivity is used. The
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Figure A.2: Comparison of the data with the post-fit Monte Carlo prediction of the E missT,γ distribution in CRγ.
The bottom panel shows the ratio of the data to the MC prediction. The band includes all system-
atic detector-related and theory uncertainties. The last bins include overflows, where applicable (taken
from [175]).
SRt1 was originally optimised for low-mass scalar mediators, while SRt2 was optimised for
high-mass scalar mediators and pseudoscalar mediators. However, SRt1 is strongly affected by
systematic uncertainties in the t t¯ modelling and therefore SRt2 sets more stringent limits for
the whole parameter space. These limits are obtained both as a function of the mediator mass,
assuming a specific DM mass of 1 GeV (Figure A.3), and as a function of the DM mass, assum-
ing a specific mediator mass of 10 GeV (Figure A.4). Both the scalar and pseudoscalar mediator
cases are considered. The sensitivity for t t¯ +φ/a on-shell decays is approximately constant for
masses below 100 GeV, with SRt3 excluding the g = 1 assumption for scalar mediator masses
up to 50 GeV. For a given mediator mass the acceptance of the analysis is independent of the
value of the DM mass as long as m(φ/a)> 2m(χ) is fulfilled. Under these conditions, exclusion
limits for DM masses differing from the one presented can be inferred from the result shown
in Figure A.3. Due to the smaller Yukawa enhancement of bb¯+φ/a final states, it is possible to
exclude cross-sections 300 times the nominal values for g = 1.
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Figure A.3: Exclusion limits for colour-neutral t t¯/bb¯+φ scalar (a) and t t¯/bb¯+a pseudoscalar (b) models as a func-
tion of the mediator mass for a DM mass of 1 GeV. The limits are calculated at 95% CL and are ex-
pressed in terms of the ratio of the excluded cross-section to the nominal cross-section for a coupling
assumption of g = gq = gχ = 1, where gχ is the DM–mediator coupling, and gq the flavour-universal
SM–mediator coupling. The solid (dashed) lines shows the observed (expected) exclusion limits for the
different signal regions, according to the colour code specified in the legend. To derive the results for
the fully hadronic t t¯ final state the region SRt1 or SRt2 providing the better expected sensitivity is used
(taken from [175].
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Figure A.4: Exclusion limits for colour-neutral t t¯ +φ scalar (a) and t t¯ + a pseudoscalar (b) models as a function of
the DM mass for a mediator mass of 10 GeV. The limits are calculated at 95% CL and are expressed in
terms of the ratio of the excluded cross-section to the nominal cross-section for a coupling assumption
of g = gq = gχ = 1, where gχ is the DM–mediator coupling, and gq the flavour-universal SM–mediator
coupling. The solid (dashed) lines shows the observed (expected) exclusion limits for the different signal
regions, according to the colour code specified in the legend. To derive the results for the fully hadronic
t t¯ final state the region SRt1 or SRt2 providing the better expected sensitivity is used (taken from [175].
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BSUMMARY OF THEBACKGROUND ESTIMATION
A summary with the all the detailed selections of the presented CRs is given in Tables B.1
(CRZ), B.2 (CRT), and B.3 (CRW and CRST). Additionally, Tables B.4, B.5, B.6 show the detailed
selections for the VRs of the Z + jets and t t¯ backgrounds in SR, respectively. The details about
the estimation of t t¯+Z are omitted as this has been extensively discussed in Section 6.2.
Table B.1: Selection criteria for the Z + jets control regions used to estimate the Z + jets background contributions
in the SRs.
Selection CRZAB-TT-TW CRZAB-T0 CRZD CRZE
Trigger electron or muon
N` 2 SFOS
p`T > 28 GeV
m`` [86,96] GeV
E missT < 50 GeV
E miss
′
T > 100 GeV
Njet ≥ 4
Nb−jet ≥ 2
p0T, p
1
T, p
2
T, p
3
T 80,80,40,40 GeV
m0jet,R=1.2 > 120 GeV -
m1jet,R=1.2 > 60 GeV < 60 GeV -
mb,min
′
T - > 200GeV
mb,max
′
T - > 200GeV -
HT - > 500GeV
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Table B.3: Selection criteria for the W + jets and single-top CR definitions.
Selection CRW CRST
Trigger E missT
E missT > 250 GeV
N` 1
p`T > 20 GeV
Njet ≥ 4 (including lepton)
p0T, p
1
T,p
2
T,p
3
T 80,80,40,40 GeV
Nb−jet 1 ≥ 2∣∣∣∣∆φ(jet0,1,pmissT )∣∣∣∣ > 0.4
mT(`,E missT ) [30,100] GeV
∆R
(
b,`
)
min > 2.0
∆R
(
b,b
)
- > 1.5
m0jet,R=1.2 < 60 GeV > 120 GeV
mb,minT - > 200 GeV
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Table B.4: Selection criteria for the Z VRs used to validate the Z background estimates in the SRs.
Selection VRZAB VRZD VRZE
Njet ≥ 4 ≥ 5 ≥ 4
Jet p0T, p
1
T > 80,> 80 GeV > 150,> 80 GeV > 80,> 80 GeV
Nb−jet ≥ 2
τ-veto yes no
mb,minT > 200 GeV
mb,maxT - > 200 GeV -
m0jet,R=1.2 < 120 GeV -
m0jet,R=0.8 - < 120 GeV
∆R
(
b,b
) < 1.0 < 0.8 < 1.0
E missT /
p
HT - > 14
p
GeV
HT - > 500 GeV
Table B.5: Validation region definitions, in addition to the requirements presented in Table 5.2 for VRTA and VRTB.
VRT Selection TT TW T0
m0jet,R=1.2 > 120 GeV
m1jet,R=1.2 > 120 GeV 60−120 GeV < 60 GeV
mb,minT > 100,< 200 GeV > 140,< 200 GeV > 160,< 200 GeV
Number of b-jets ≥ 2
A
m0jet,R=0.8 > 60 GeV
∆R
(
b,b
) > 1 -
E missT > 300 GeV > 400 GeV > 450 GeV
B
∆R
(
b,b
) > 1.2
mb,maxT > 200 GeV
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Table B.6: Summary of the selection for the 0-lepton top VRs VRTC, VRTD, and VRTE, in addition to the require-
ments presented in Table 5.2.
Selection VRTC VRTD VRTE
τ-veto - yes -
Njets ≥ 4 ≥ 5 ≥ 4
jet p1T - > 150 GeV -
jet p3T - > 80 GeV -
Nb−jets ≥ 1 ≥ 2
b-jet p0T+p
1
T - > 300 GeV -
mb,minT - > 100,< 200 GeV
mb,maxT - > 300 GeV -
m0jet,R=0.8 - > 120GeV
m1jet,R=0.8 - > 80GeV
∆R
(
b,b
)
- > 0.8 -
N Sjet ≥ 4 -
N Sb−jet ≥ 1 -
p0,ST,b ≥ 40 GeV -
p4,ST > 40 GeV -
pISRT ≥ 400 GeV -
mS > 100 GeV -
mV/mS < 0.6 -
∆φ(ISR,pmissT ) < 3.00 -
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Table B.7: Summary of the selection for the 1-lepton W +jets validation region. The signal lepton is treated as a jet.
The same E missT triggers as mentioned in Table 5.2 are used.
Selection VRW
Number of leptons 1
Number of jets (incl. lepton) ≥ 4
pT of jets (incl. lepton) in GeV (80,80,40,40)
Number of b-jets ≥ 2
min
∣∣∣∣∆φ(jet0−1,pmissT )∣∣∣∣ > 0.4
E missT > 250 GeV
mT
(
`,E missT
)
> 30,< 100 GeV
m0jet,R=1.2 < 70GeV
mb,minT 150 GeV
∆R(b0,1,`)min > 1.8
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