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Abstract. We present some recent results on smooth vectors for unitary ir-
reducible representations of nilpotent Lie groups. Applications to the Weyl-
Pedersen calculus of pseudo-differential operators with symbols on the coad-
joint orbits are also discussed.
1. Introduction
‘Weyl-Pedersen calculus’ is the name proposed in [BB09c] for the remarkable
correspondence a 7→ Oppi(a) constructed by N.V. Pedersen in [Pe94] as a gener-
alization of the pseudo-differential Weyl calculus on Rn. Here π : G → B(H ) is
any unitary irreducible representation of a connected, simply connected, nilpotent
Lie group G, the symbol a can be any tempered distribution on the coadjoint or-
bit O corresponding to π by the orbit method of [Ki62], and Oppi(a) is a linear
operator in the representation space H , which is in general unbounded. When
π is the Schro¨dinger representation of the (2n+ 1)-dimensional Heisenberg group,
the correspondence a 7→ Oppi(a) is precisely the calculus suggested by H. Weyl in
[We28] for applications to quantum mechanics. This calculus was later developed
by L. Ho¨rmander in [Hor79] and made into a powerful calculus of pseudo-differential
operators on Rn; see [Hor07].
In the present paper we discuss the classical notion of smooth vectors —and the
related notion of smooth operators— with a view toward their crucial importance
for the Weyl-Pedersen calculus. We then approach a related circle of ideas that
recently emerged in [BB09c], namely the modulation spaces for unitary irreducible
representations of nilpotent Lie groups. We take the opportunity of this discussion
to extend some known facts to a setting where they hold true in a natural degree
of generality (see for instance Theorem 3.13 below). We also take a close look at
some new examples of unitary irreducible representations and find out their related
notions which illustrate the main theme of the present paper: the preduals of the
corresponding coadjoint orbits, their ambiguity function, or their space of smooth
vectors (see Proposition 5.6 and Corollary 5.7).
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Let us mention that the importance of the Weyl-Pedersen calculus and the re-
lated circle of ideas goes far beyond the framework of representation theory of nilpo-
tent Lie groups. Many other interesting developments within the theory of partial
differential equations and the finite-dimensional Lie theory can be found for in-
stance in the references [An69], [An72], [How80], [Mi82], [Me83], [How84], [HRW84],
[HN85], [Mi86], [FG92], [Man91], [Man95], and [Mai07]. Moreover, one can use
a similar construction even for representations of certain infinite-dimensional Lie
groups in order to provide a geometric explanation for the gauge covariance for the
magnetic Weyl calculus of [MP04], [IMP07], [IMP09], [MP09] and the references
therein. The representation theoretic approach to the magnetic Weyl calculus has
been taken up in the papers [BB09a], [BB09b]; see also the survey [BB09d].
The structure of the present paper is summarized in the following table of con-
tents:
Contents
1. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
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2.2. Smooth vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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4. Weyl-Pedersen calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.1. Preduals for coadjoint orbits . . . . . . . . . . . . . . . . . . . . . . . 13
4.2. Weyl-Pedersen calculus and Moyal identities . . . . . . . . . . . . . . 15
5. Modulation spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.1. Semidirect products . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
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5.3. A specific irreducible representation on L2(O) . . . . . . . . . . . . . 19
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Notation and background. Throughout the paper we denote by S (V ) the
Schwartz space on a finite-dimensional real vector space V . That is, S (V ) is the
set of all smooth functions that decay faster than any polynomial together with their
partial derivatives of arbitrary order. Its topological dual —the space of tempered
distributions on V — is denoted by S ′(V ). We shall also have the occasion to
use these notions with V replaced by a coadjoint orbit of a nilpotent Lie group.
In this situation we need the notion of polynomial structure on a manifold; see
Sect. 1 in [Pe89] for details. We use 〈·, ·〉 to denote any duality pairing between
finite-dimensional real vector spaces whose meaning is clear from the context.
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We shall also use the convention that the Lie groups are denoted by upper case
Latin letters and the Lie algebras are denoted by the corresponding lower case
Gothic letters.
As regards the background information for the present paper, we refer to [Hor07],
[Fo89], and [Gr01] for basic notions of pseudo-differential Weyl calculus on Rn. The
necessary notions of representation theory for nilpotent Lie groups (in particular,
the correspondence between the coadjoint orbits and the unitary irreducible repre-
sentations) can be found in [Pu67], [CG90], and [Ki04]; see also [Wa72] and [Ki76].
Our references for topological vector spaces, nuclear spaces, and related topics are
[Sch66], [Tr67], and [Co68].
2. Smooth vectors for Lie group representations
The smooth vectors have been a basic tool in representation theory of Lie groups;
see for instance the early paper [G˚a47] and the classical monographs [Wa72] and
[Ki76]. In this section we discuss some of the very basic properties of the smooth
vectors for the purpose of providing the necessary background for the later devel-
opments in the present paper.
Notation 2.1. Throughout this section we shall use the following notation:
• G is a connected unimodular Lie group with the Lie algebra g;
• dx denotes a fixed Haar measure on G;
• V and Y are some complex Banach spaces;
• π : G → B(Y ) is a representation which is continuous, in the sense that
for every x ∈ Y the mapping π(·)x : G→ Y is continuous.

2.1. Distribution theory on Lie groups. Some references for distribution the-
ory on Lie groups are [Br56] and [Wa72]. The present subsection just records a few
basic notions and properties needed later.
Definition 2.2. We define the spaces of test functions on the Lie group G as
follows:
(1) The space
E (G,V ) := {φ : G→ V | φ is smooth}
with the usual topology of a Fre´chet space (given by the uniform conver-
gence on compact sets of functions and their partial derivatives in local
charts).
(2) The space
D(G,V ) := {φ ∈ E (G,V ) | supp φ is compact}
with the usual topology of an inductive limit of Fre´chet spaces.
If V = C then we denote simply E (G,C) = E (G) and D(G,C) = D(G). For every
integer m ≥ 1 we shall also need the function space
Cm0 (G) := {φ : G→ C | φ is of class C
m and supp φ is compact}
with its usual topology of an inductive limit of Banach spaces.
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We then define the spaces of vector valued distributions
D ′Y (G,V ) := {u : D(G,V )→ Y | u is linear and continuous}
and
E ′Y (G,V ) := {u : E (G,V )→ Y | u is linear and continuous}
and endow them with the topology of pointwise convergence. We denote the eval-
uation mapping by
〈·, ·〉 : D ′Y (G,V )×D(G,V )→ Y , 〈u, φ〉 := u(φ),
and similarly for 〈·, ·〉 : E ′Y (G,V )× E (G,V )→ Y .
For V = C we denote simply E ′Y (G,C) = E ′Y (G) and D ′Y (G,C) = D ′Y (G).
If also Y = C, then we further denote E ′Y (G) = E ′(G) and D ′Y (G) = D ′(G). 
Definition 2.3. The support of the distribution u ∈ D ′Y (G,V ) is denoted by
suppu and is defined as the intersection of all the closed sets F ⊆ G such that for
every φ ∈ D(G,V ) with F ∩ suppφ = ∅ we have 〈u, φ〉 = 0. 
Remark 2.4. Let L1
loc
(G) denote the linear space of (equivalence classes of) mea-
surable functions on G which are absolutely integrable with respect to the Haar
measure dx on every compact subset of G. Then there exists a natural linear
embedding L1
loc
(G) →֒ D ′(G). Specifically, every f ∈ L1loc(G) gives rise to a distri-
bution also denoted by f and defined by
(∀φ ∈ D(G)) 〈f, φ〉 =
∫
G
fφdx.
Note that L1loc(G) contains many function spaces on G, like the space of continuous
functions, or the space of smooth functions E (G), or the Lebesgue space Lp(G) if
1 ≤ p ≤ ∞ etc. 
Remark 2.5. We have
E ′(G) = {u ∈ D ′(G) | suppu is compact}.
For every compact set K ⊆ G we denote E ′K(G) = {u ∈ D
′(G) | suppu ⊆ K}. 
Remark 2.6. We recall from [Sch66] and [Tr67] that the locally convex spaces E (G)
and D(G) are nuclear. Moreover, we have the linear topological isomorphisms
E (G,Y ) ≃ E (G)⊗̂Y and D(G,Y ) ≃ D(G)⊗̂Y ,
which are natural in the sense that every pair (φ, y) ∈ E (G) × Y corresponds to
the function φ(·)y ∈ E (G,Y ). Also recall the the linear topological isomorphisms
E (G)⊗̂E (G) ≃ E (G×G) and D(G)⊗̂D(G) ≃ D(G×G)
that take a pair (φ1, φ2) ∈ D(G)×D(G) to the function φ1⊗φ2 defined by (x1, x2) 7→
φ1(x1)φ2(x2). 
Example 2.7. Here are some examples of vector valued distributions that will be
needed in the sequel.
(1) For arbitrary g ∈ G the Y -valued Dirac distribution δYg ∈ E
′Y (G,Y ) is
defined by
δYg : E (G,Y )→ Y , 〈δ
Y
g , φ〉 = φ(g).
If Y = C then we denote simply δYg = δg.
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(2) By using Remark 2.6, one can define a canonical linear mapping
E ′(G)→ E ′Y (G,Y ), u 7→ u⊗ idY ,
which takes every distribution u : E (G)→ C to its tensor product with the
identity operator idY : Y → Y .

Definition 2.8. Let u1, u2 ∈ E ′(G). Then the tensor product of distributions
u1⊗u2 ∈ E
′(G×G) can be defined by using Remark 2.6 such that 〈u1⊗u2, φ1⊗φ2〉 =
〈u1, φ1〉 · 〈u2, φ2〉. On the other hand, there exists a continuous linear co-product
E (G)→ E (G×G), φ 7→ φ∆,
where φ∆(x1, x2) := φ(x1x2) whenever x1, x2 ∈ G and φ ∈ E (G). The convolution
product of distributions u1 ∗ u2 ∈ E ′(G) is defined by
(∀φ ∈ E (G)) 〈u1 ∗ u2, φ〉 := 〈u1 ⊗ u2, φ
∆〉.
The convolution product makes the distribution space E ′(G) into an associative
algebra whose unit element is the Dirac distribution δ1 ∈ E
′(G). 
Example 2.9. Let us consider a few simple properties of the convolution product.
(1) For arbitrary g1, g2 ∈ G we have δg1 ∗ δg2 = δg1g2 .
(2) For every u1, u2 ∈ E ′(G) we have
supp (u1 ∗ u2) ⊆ {x1x2 | xj ∈ suppuj for j = 1, 2}.

Definition 2.10. We shall think of g as a real subalgebra of its complexification
gC := C ⊗R g, hence gC = g ∔ ig. The universal enveloping algebra U(gC) is the
complex unital associative algebra satisfying the following conditions:
(1) The complexification gC is a Lie subalgebra of U(gC).
(2) For every complex unital associative algebra A and every linear mapping
θ : gC → A satisfying θ([X,Y ]) = θ(X)θ(Y ) − θ(Y )θ(X) for all X,Y ∈ gC
there exists a unique extension of θ to a homomorphism of complex unital
associative algebras U(gC)→ A .
One can prove that there always exists an algebra U(gC) satisfying these conditions
and it is uniquely determined up to an isomorphism of complex unital associative al-
gebras. Moreover, there exists a unique (complex-)linear mapping U(gC)→ U(gC),
u 7→ u⊥ such that
(vw)⊥ = w⊥v⊥, (w⊥)⊥ = w, and X⊥ = −X
for every u, v ∈ U(gC) and X ∈ g. (See [Dix74] for more details). 
Example 2.11. If g is an abelian Lie algebra of dimension n, then U(gC) is
the algebra of polynomials C[x1, . . . , xn] and for every p ∈ C[x1, . . . , xn] we have
p⊥(x1, . . . , xn) = p(−x1, . . . ,−xn). 
We are going to describe in Remark 2.13 some realizations of the universal en-
veloping algebra U(gC) which are needed later. To this end we first introduce the
regular representations of G on distribution spaces.
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Definition 2.12. We shall need the translation maps λg : G → G, x 7→ gx and
ρg : G → G, x 7→ xg defined by an arbitrary element g ∈ G. The corresponding
regular representations of G on the distribution space D ′(G) are defined by
λ : G→ End (D ′(G)), 〈λ(g)u, φ〉 = 〈u, φ ◦ λg〉
and
ρ : G→ End (D ′(G)), 〈ρ(g)u, φ〉 = 〈u, φ ◦ ρg−1〉
whenever g ∈ G, u ∈ D ′(G), and φ ∈ D(G). For every X ∈ g and φ ∈ E (G) we
also define the functions
λ˙(X)φ : G→ C, (λ˙(X)φ)(z) =
d
dt
∣∣∣
t=0
φ(expG(−tX)z)
and
ρ˙(X)φ : G→ C, (ρ˙(X)φ)(z) =
d
dt
∣∣∣
t=0
φ(z expG(tX)).
Then we can define the derivatives of the regular representations by
λ˙ : g → End (D ′(G)), 〈λ˙(X)u, φ〉 := 〈u, λ˙(−X)φ〉
and
ρ˙ : g → End (D ′(G)), 〈ρ˙(X)u, φ〉 := 〈u, ρ˙(−X)φ〉.
These derivatives are homomorphisms of Lie algebras, hence condition (2) in Defi-
nition 2.10 shows that they can be uniquely extended to unital homomorphisms of
associative algebras U(gC) → End (D ′(G)). These extensions will also be denoted
by λ˙ : U(gC)→ End (D ′(G)) and ρ˙ : U(gC)→ End (D ′(G)), respectively.
For later use, we also introduce the notation φ⊥(x) := φ(x−1) for every φ ∈ E (G)
and x ∈ G. This gives rise to the idempotent linear mapping
D ′(G)→ D ′(G), u 7→ u⊥,
where 〈u⊥, φ〉 := 〈u, φ⊥〉 for u ∈ D ′(G) and φ ∈ D(G). 
Remark 2.13. With Definition 2.12 at hand, we can describe some realizations of
the universal enveloping algebra U(gC) as follows. For the sake of simplicity, let us
denote by E ′
1
(G) the space of distributions on G with the support contained in {1},
thought of as a complex unital associative algebra with respect to the convolution
product, cf. Example 2.9. (This set should actually be denoted by E ′{1}(G) according
to Remark 2.5.) Recall that δ1 ∈ E ′(G) is the Dirac distribution at 1 ∈ G.
Both mappings
U(gC)→ E
′
1
(G), w 7→ λ˙(w)δ1,
U(gC)→ E
′
1
(G), w 7→ ρ˙(w)δ1
are isomorphisms of complex unital associative algebras. (See for instance Th. 1 in
Sect. 10.4 of [Ki76].) These isomorphisms are related by the commutative diagram
U(gC)
w 7→w⊥//
λ˙(·)δ1

U(gC)
ρ˙(·)δ1

E ′
1
(G)
u7→u⊥ // E ′
1
(G)
where the horizontal arrows stand for the mappings introduced in Definitions 2.10
and 2.12, respectively. From now on, we perform the identification U(gC) ≃ E
′
1
(G)
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by means of the mapping w 7→ ρ˙(w)δ1, by writing simply w instead of ρ˙(w)δ1
whenever w ∈ U(gC). 
Proposition 2.14. For every integer m ≥ 1 and every compact neighbourhood K
of 1 ∈ G there exist finitely many elements u1, . . . , uN ∈ U(gC) and the functions
φ1, . . . , φN ∈ C
m
0 (G) with
N⋃
j=1
suppφj ⊆ K such that δ1 =
N∑
j=1
φj ∗ uj.
Proof. Use Lemme 2 in [Ro76] or Lemma 2.3 in [DDJP09]; see also the proof of
Lemme 1.1 in [Ca76]. 
2.2. Smooth vectors.
Definition 2.15. The smooth vectors for the representation π : G → B(Y ) are
the elements of the linear subspace of Y defined by
Y∞ := {y ∈ Y | π(·)y ∈ E (G,Y )}.
The linear space Y∞ will be endowed with the linear topology which makes the
linear injective map
Y∞ → E (G,Y ), y 7→ π(·)y
into a linear topological isomorphism onto its image.
For every distribution u ∈ E ′(G) and every smooth vector y ∈ Y∞ we then define
π˙(u)y := 〈u⊗̂idY , π(·)y〉 ∈ Y .

Proposition 2.16. The following assertions hold:
(1) The space of smooth vectors Y∞ is a Fre´chet space and the inclusion map
Y∞ →֒ Y is continuous.
(2) The space Y∞ is dense in Y .
(3) For every u ∈ E ′(G) we have π˙(u)Y∞ ⊆ Y∞.
(4) The mapping π˙ : E ′(G)→ End (Y∞) is a homomorphism of unital associa-
tive algebras.
(5) For every X ∈ g and y ∈ Y∞ we have π˙(X)y :=
d
dt
∣∣∣
t=0
π(expG(tX))y.
(6) For every y ∈ Y∞ we have a smooth mapping π(·)y : G→ Y∞.
Proof. See for instance [Wa72] and Sect. 10.5 in [Ki76]. 
Notation 2.17. We shall always denote by Y−∞ the space of continuous antilinear
functionals on the Fre´chet space Y∞. 
Proposition 2.18. For every integer m ≥ 1 there exist finitely many functions
φ1, . . . , φN ∈ Cm0 (G) such that for every y ∈ Y∞ there exist y1, . . . , yN ∈ Y satis-
fying the equality y = π˙(φ1)y1 + · · ·+ π˙(φN )yN .
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Proof. Use Proposition 2.14 to get u1, . . . , uN ∈ U(gC) and φ1, . . . , φN ∈ Cm0 (G)
with δ1 =
N∑
j=1
φj ∗ uj. Then Proposition 2.16 shows that
y = π˙(δ1)y =
N∑
j=1
π˙(φj)π˙(uj)y =
N∑
j=1
π˙(φj)yj ,
where we have denoted yj := π˙(uj)y for j = 1, . . . , N . 
Remark 2.19. As we already mentioned, the smooth vectors for representations
of Lie groups were discussed in detail in [Wa72]. Other important references in
this connection are [G˚a47], [G˚a60], [Ki76], [Ca76], [CGP77], [DM78], [RT87], and
[CG90]. 
3. Smooth operators for unitary representations
We are going to discuss here the space of smooth operators for a given representa-
tion of a Lie group. The method of investigation was suggested in [Pe94] and relies
on exhibiting this space of operators as the space of smooth vectors for a suitable
representation (see Definition 3.11). The main result is recorded as Theorem 3.13
and it is particularly significant in the case of unitary irreducible representations
of nilpotent Lie groups (Corollary 3.14).
Notation 3.1. In this section we shall use the following notation:
• G is a connected unimodular Lie group with the Lie algebra g;
• dx denotes a fixed Haar measure on G;
• H is a complex Hilbert space;
• π : G → B(H ) is a continuous unitary representation, and H∞ is the
corresponding space of smooth vectors.

The following notion of smooth operator was singled out on page 349 in [How77]
and then further developed in [Pe94].
Definition 3.2. The set B(H )∞ of smooth operators for the representation π is
defined as the set of all operators T ∈ B(H ) satisfying the following conditions:
(1) We have T (H ) + T ∗(H ) ⊆ H∞.
(2) For every u ∈ U(gC) the operators π˙(u)T and π˙(u)T ∗ are bounded on H .

Example 3.3. For every x, y ∈ H∞ the rank-one operator (· | x)y belongs to the
space of smooth operators B(H )∞. We shall see in Corollary 3.16 that the linear
span of these rank-one operators is dense in B(H )∞ provided that G is a nilpotent
Lie group and π is an irreducible representation. 
Remark 3.4. It follows at once by Definition 3.2 that B(H )∞ is an associative
∗-subalgebra of B(H ). 
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Definition 3.5. We shall say that the representation π has a smooth character if
for every φ ∈ D(G) we have π(φ) ∈ S1(H ) and the linear mapping
D(G)→ S1(H ), φ 7→ π˙(φ)
is continuous. In this case we define the corresponding character as
χpi : D(G)→ C, χpi(φ) := Trπ(φ).
Note that χpi ∈ D ′(G). 
Example 3.6. Every unitary irreducible representation of a nilpotent Lie group
has a smooth character; see for instance Th. 2 in §5 of Ch. II, Part.II in [Pu67]. 
Remark 3.7. If the representation π has a smooth character, then there exists a
continuous seminorm p(·) on D(G) such that
(∀φ ∈ D(G)) ‖π˙(φ)‖1 ≤ p(φ).
In view of the definition of the topology on D(G) and of the fact that D(G) is dense
in Cm0 (G) for every m ≥ 1, it then easily follows that for every compact subset
K ⊂ G there exists an integer m ≥ 1 such that for every φ ∈ Cm0 (G) ∩ E
′
K(G) we
have π˙(φ) ∈ S1(H ), and moreover the mapping
Cm0 (G) ∩ E
′
K(G)→ S1(H ), φ 7→ π˙(φ)
is linear and continuous. 
Definition 3.8. An admissible ideal is a non-trivial two-sided ideal J of B(H )
with the following properties:
(1) The ideal J is endowed with a complete norm ‖ · ‖J such that for every
A,B ∈ B(H ) and T ∈ J we have ‖ATB‖J ≤ ‖A‖ · ‖T ‖J · ‖B‖ and
‖T ∗‖J = ‖T ‖J .
(2) The ideal F (H ) of finite-rank operators is a dense subspace of J .
(3) For every x, y ∈ H we have ‖(· | x)y‖J = ‖x‖ · ‖y‖.

Example 3.9. Every Schatten idealSp(H ) with 1 ≤ p ≤ ∞ is an admissible ideal.
There exist many other examples of admissible ideals; see for instance [GK69]. 
Remark 3.10. Let J be an admissible ideal. By using condition (2) in Defini-
tion 3.8 with A = idH and B = (· | x)x for x ∈ H , and then taking into account
condition (3), it follows that ‖Tx‖ ≤ ‖T ‖J · ‖x‖. That is, for every T ∈ J we
have ‖T ‖ ≤ ‖T ‖J .
On the other hand, it follows at once by condition (3) in Definition 3.8 that for
every T ∈ F (H ) we have ‖T ‖J ≤ ‖T ‖1. Since F (H ) is dense in S1(H ), we get
(∀T ∈ S1(H )) ‖T ‖ ≤ ‖T ‖J ≤ ‖T ‖1.
In particular, we have S1(H ) ⊆ J . 
Definition 3.11. For every admissible ideal J we define a linear representation
π⊗2J : G×G→ B(J ) by
π⊗2J (g1, g2)T := π(g1)Tπ(g2)
−1
for every g1, g2 ∈ G and T ∈ J . 
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Lemma 3.12. The representation π⊗2J : G × G → B(J ) is continuous for every
admissible ideal J .
Proof. If T ∈ F (H ), then it is straightforward to check that π⊗2J (·)T : G×G→ J
is a continuous mapping.
Now let T ∈ J arbitrary. Since J is admissible, there exists a sequence {Tk}k≥1
in F (H ) such that lim
k→∞
‖T − Tk‖J = 0. On the other hand, since π is a unitary
representation, it follows that for k = 1, 2, . . . and every (g1, g2) ∈ G×G we have
‖π⊗2J (g1, g2)T − π
⊗2
J (g1, g2)Tk‖J ≤ ‖T − Tk‖J .
Therefore π⊗2J (·)T : G×G→ J is the uniform limit on G×G of the sequence of
continuous mappings π⊗2J (·)T , hence it is in turn continuous. 
Theorem 3.13. Let π : G → B(H ) be a continuous unitary representation, as-
sume that J ⊂ B(H ) is an admissible ideal, and denote by J∞ the space of
smooth vectors for the corresponding representation π⊗2J . Then the following asser-
tions hold:
(1) We have J∞ ⊆ B(H )∞.
(2) If the Fre´chet space of smooth vectors H∞ is nuclear, then we have
J∞ = B(H )∞ ⊆ S1(H ),
and the Fre´chet space J∞ does not depend on the choice of the admissible
ideal J .
Proof. (1) To prove the inclusion J∞ ⊆ B(H )∞, let T ∈ J∞ arbitrary, hence
the mapping
G×G→ J , (g1, g2) 7→ π
⊗2
J (g1, g2)T = π(g1)Tπ(g2)
−1
is smooth. In particular, the mapping π(·)T : G → J is smooth. On the other
hand, it follows by Remark 3.10 that for arbitrary x ∈ H we have a continuous
linear mapping J → H , T 7→ Tx. Hence the mapping π(·)Tx : G → H will be
smooth as a composition of two smooth mappings. Thus for arbitrary x ∈ H we
have Tx ∈ H∞. Moreover, since the operation of taking the Hilbert space adjoint
is (R-linear and) continuous on J by condition (1) in Definition 3.8, it follows at
once that T ∗ ∈ J∞. Hence by the above reasoning with T replaced by T ∗ we get
T ∗x ∈ H∞ for arbitrary x ∈ H . Thus the operator T satisfies condition (1) in
Definition 3.2. To check condition (2) in the same definition just note that since
the mapping π(·)T : G→ J is smooth, it follows that for every u ∈ U(gC) we have
π˙(u)T ∈ J , hence π˙(u)T ∈ B(H ). Since we have seen above that T ∗ ∈ J∞,
it also follows that π˙(u)T ∗ ∈ B(H ). This completes the proof of the fact that
T ∈ B(H )∞.
(2) If H∞ is a nuclear space, then the inclusion map H∞ →֒ H is a nuclear
operator (see Prop. 7.2 in Ch. III of [Sch66]). Since condition (1) in Definition 3.2
shows an arbitrary operator T ∈ B(H )∞ factorizes as H
T
−→H∞ →֒ H , it follows
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that T ∈ S1(H ) (see Cor. 2 to Prop. 7.2 in Ch. III of [Sch66]). Thus, by taking
into account the above Assertion (1), we get
J∞ ⊆ B(H )∞ ⊆ S1(H ). (3.1)
To see that J∞ does not depend on the choice of the admissible ideal J , we shall
prove the equality of Fre´chet spaces
J∞ = S1(H )∞, (3.2)
where the right-hand side denotes the space of smooth vectors for the representation
π⊗2
S1(H )
: G×G→ B(S1(H )). First recall from Remark 3.10 that we have a con-
tinuous inclusion map S1(H ) →֒ J , which clearly intertwines the representations
π⊗2
S1(H )
and π⊗2J . It then easily follows by Definition 2.15 that we have a continuous
inclusion map for the corresponding spaces of smooth vectors S1(H )∞ →֒ J∞.
On the other hand, we have already proved that J∞ ⊆ S1(H ), hence there exists
the following commutative diagram
J∞ //

S1(H )
zzvv
v
v
v
v
v
v
v
J
whose arrows stand for inclusion maps between Fre´chet or Banach spaces. The
arrows that point to J are continuous inclusions (by Remark 3.10 and Propo-
sition 2.16(1)), hence the closed graph theorem implies that the inclusion map
J∞ →֒ S1(H ) is continuous as well. Since for arbitrary T ∈ J∞ the mapping
G × G → J∞, (g1, g2) 7→ π(g1)Tπ(g2)−1 is smooth by Proposition 2.16(6), it
then follows that the mapping G×G → S1(H ), (g1, g2) 7→ π(g1)Tπ(g2)−1 is also
smooth, hence T ∈ S1(H )∞. Thus J∞ = S1(H )∞ as sets. Since both sides of
this equality are Fre´chet spaces and we have already seen that the inclusion map
S1(H )∞ →֒ J∞ is continuous, it follows by the open mapping theorem that we
have the equality of Fre´chet spaces in (3.2).
Finally, note that for arbitrary T ∈ B(H )∞ and every u ∈ U(gC) we have
π˙(u)T, π˙(u)T ∗ ∈ B(H )∞ (see Definition 3.2). On the other hand, we have proved
above that B(H )∞ ⊆ S1(H ), hence π˙(u)T, π˙(u)T ∗ ∈ S1(H ) for all u ∈ U(gC),
and this implies that T ∈ S1(H )∞. Thus B(H )∞ ⊆ S1(H )∞, and then by
using Assertion (1) with J = S1(H ) we get B(H )∞ = S1(H )∞. Now by (3.2)
and (3.1) we get J∞ = B(H )∞ ⊆ S1(H ), and this completes the proof. 
Corollary 3.14. Assume that G is a nilpotent Lie group and π : G→ B(H ) is a
unitary irreducible representation. If J ⊂ B(H ) is an admissible ideal, and we
denote by J∞ the space of smooth vectors for the corresponding representation π
⊗2
J ,
Then the following assertions hold:
(1) The Fre´chet space of smooth vectors H∞ is nuclear.
(2) We have J∞ = B(H )∞ ⊆ S1(H ), and the Fre´chet space J∞ does not
depend on the choice of the admissible ideal J .
(3) The space of smooth operators B(H )∞ has the natural structure of a nu-
clear Fre´chet space.
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Proof. Since the representation π is irreducible, there exists a linear topological
isomorphism from the Fre´chet space H∞ onto the Schwartz space of rapidly de-
creasing functions S (Rd/2), where d is equal to the dimension of the coadjoint
orbit of G corresponding to the representation π. (This follows by Th. 1 in §5 of
Ch. II, Part. II in [Pu67]; see also the Cor. to Th. 3.1 in [CGP77], or [CG90].) On
the other hand, it is well known that the Schwartz space S (Rd/2) is nuclear (see
for instance Ex. 5 in §8 of Ch. III in [Sch66]). Therefore the Fre´chet space H∞ is
nuclear, and then Theorem 3.13 applies.
Finally, by using Assertion (2) when J = S2(H ) (the Hilbert-Schmidt ideal),
it follows that B(H )∞ is equal to the space of smooth vectors for the unitary
representation π⊗2
S2(H )
, hence it is a Fre´chet space in a natural way. On the other
hand, the representation π⊗2
S2(H )
is irreducible since so is π. (See for instance
the proof of Lemma 2.18(a) in [BB09c].) Now the fact that B(H )∞ is nuclear
follows by the above Assertion (1) applied for the unitary irreducible representa-
tion π⊗2
S2(H )
: G×G→ B(S2(H )). 
Corollary 3.15. If G is a nilpotent Lie group and π : G → B(H ) is a unitary
irreducible representation, then the operators in B(H )∞ are precisely the regular-
izing operators. That is, A ∈ B(H )∞ if and only if A extends to a continuous
linear map A : H−∞ → H∞, so that the diagram
H−∞
A //H∞ _

H
A //?

OO
H
is commutative
Proof. By the closed graph theorem, it is enough to prove that if A ∈ B(H )∞
and f ∈ H−∞, then Af ∈ H∞, in the sense that there exists a smooth vector
denoted Af such that for every φ ∈ H∞ we have (f | A∗φ) = (Af | φ). This
is a consequence of the above Proposition 2.16(3), Corollary3.14, and Th. 1.3(b)
in [Ca76].
Conversely, it follows by Definition 3.2 that the restriction to H of every con-
tinuous linear map A : H−∞ → H∞ belongs to B(H )∞. 
Corollary 3.16. Assume that G is a nilpotent Lie group and π : G → B(H )
is a unitary irreducible representation. The linear space spanned by the operators
(· | x)y with x, y ∈ H∞ is dense in B(H )∞.
Proof. Let T ∈ B(H )∞ arbitrary. Then Corollary 3.14(2) shows that T is a
smooth vector for the representation π⊗2
S2(H )
: G ×G → B(S2(H )). It follows by
Proposition 2.18 that there exist finitely many functions φ1, . . . , φN ∈ Cm0 (G×G)
and the operators Y1, . . . , YN ∈ S2(H ) such that
T = π⊗2
S2(H )
(φ1)Y1 + · · ·+ π
⊗2
S2(H )
(φN )YN .
Since D(G×G) is dense in Cm0 (G ×G) and D(G) ⊗ D(G) is dense in D(G ×G),
it follows by Proposition 2.16(4) that T can be approximated in B(H )∞ by finite
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linear combinations of operators of the form
π⊗2
S2(H )
(ψ1 ⊗ ψ2)Y = π(ψ1)Y π(ψ
⊥
2 )
with ψ1, ψ2 ∈ D(G) and Y ∈ S2(H ). On the other hand, such an Y can be
approximated in S2(H ) by finite linear combinations of operators (· | v2)v1 with
v1, v2 ∈ H . The corollary now follows by noticing that
π(ψ1)((· | v2)v1)π(ψ
⊥
2 ) = (· | π(ψ¯
⊥
2 )v2)π(ψ1)v1
and recalling that π(ψ)v ∈ H∞ when ψ ∈ D(G) and v ∈ H ([G˚a47]). 
Remark 3.17. Let J ⊂ B(H ) be any admissible ideal. If the representation
π has a smooth character, then the corresponding space of smooth vectors H∞ is
nuclear according to Th. 2.6 in [Ca76], hence the above Theorem 3.13(2) applies.
The inclusion J∞ ⊆ S1(H ) can be alternatively proved in this case as follows.
Let T ∈ J∞ arbitrary. Since the representation π has a smooth character, we have
a continuous linear mapping
D(G)→ S1(H ), φ 7→ π˙(φ).
On the other hand, note that for every φ1, φ2 ∈ D(G) we have π
⊗2
J (φ1 ⊗ φ2)T =
π˙(φ1)T π˙(φ
⊥
2 ). Hence for arbitrary Y ∈ J we get a jointly continuous trilinear
mapping
D(G) ×D(G)×J → S1(H ), (φ1, φ2, Y ) 7→ π
⊗2
J (φ1 ⊗ φ2)Y,
which extends to a jointly continuous bilinear mapping
D(G×G)×J → S1(H ), (φ, Y ) 7→ π
⊗2
J (φ)Y.
(See also Remark 2.6.) By an argument similar to the one of Remark 3.7, we can
further extend the above mapping to a continuous bilinear mapping
(Cm0 (G×G) ∩ E
′
K(G×G))×J → S1(H ), (φ, Y ) 7→ π
⊗2
J (φ)Y (3.3)
for a suitable compact neighborhood K of (1,1) ∈ G × G and a suitably large
integer m ≥ 1. On the other hand, since T ∈ J∞, it follows by Proposition 2.18
that there exist finitely many functions φ1, . . . , φN ∈ Cm0 (G×G)∩ E
′
K(G×G) and
the operators Y1, . . . , YN ∈ J such that T = π
⊗2
J (φ1)Y1+ · · ·+ π
⊗2
J (φN )YN , hence
by (3.3) we get T ∈ S1(H ). 
4. Weyl-Pedersen calculus
In the present section we provide a brief discussion of the remarkable Weyl cor-
respondence constructed in [Pe94] and we shall also describe some complementary
results which were recently obtained in [BB09c].
4.1. Preduals for coadjoint orbits. This subsection records some properties
of the coadjoint orbits of nilpotent Lie groups which play a crucial role for the
construction of the Weyl-Pedersen calculus.
Setting 4.1. We shall use the following notation:
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(1) Let G be a connected, simply connected, nilpotent Lie group with Lie
algebra g. Then the exponential map expG : g → G is a diffeomorphism
with the inverse denoted by logG : G→ g.
(2) We denote by g∗ the linear dual space to g and by 〈·, ·〉 : g∗ × g → R the
natural duality pairing.
(3) Let ξ0 ∈ g∗ with the corresponding coadjoint orbit O := Ad
∗
G(G)ξ0 ⊆ g
∗.
(4) Let π : G → B(H ) be any unitary irreducible representations associated
with the coadjoint orbit O by Kirillov’s theorem ([Ki62]).
(5) The isotropy group at ξ0 is Gξ0 := {g ∈ G | Ad
∗
G(g)ξ0 = ξ0} with the
corresponding isotropy Lie algebra gξ0 = {X ∈ g | ξ0 ◦ adgX = 0}. If we
denote the center of g by z := {X ∈ g | [X, g] = {0}}, then it is clear that
z ⊆ gξ0 .
(6) Let n := dim g and fix a sequence of ideals in g,
{0} = g0 ⊂ g1 ⊂ · · · ⊂ gn = g
such that dim(gj/gj−1) = 1 and [g, gj] ⊆ gj−1 for j = 1, . . . , n.
(7) Pick any Xj ∈ gj \ gj−1 for j = 1, . . . , n, so that the set {X1, . . . , Xn} will
be a Jordan-Ho¨lder basis in g.

Definition 4.2. Consider the set of jump indices of the coadjoint orbit O with
respect to the aforementioned Jordan-Ho¨lder basis {X1, . . . , Xn} ⊂ g,
e := {j ∈ {1, . . . , n} | gj 6⊆ gj−1 + gξ0} = {j ∈ {1, . . . , n} | Xj 6∈ gj−1 + gξ0}
and then define the corresponding predual of the coadjoint orbit O,
ge := span {Xj | j ∈ e} ⊆ g.
We note the direct sum decomposition g = gξ0 ∔ ge. 
Remark 4.3. Let {ξ1, . . . , ξn} ⊂ g∗ be the dual basis for {X1, . . . , Xn} ⊂ g. Then
the coadjoint orbit O can be described in terms of the jump indices mentioned in
Definition 4.2. More specifically, if we denote
g∗O := span {ξj | j ∈ e} and g
⊥
O := span {ξj | j 6∈ e},
then the coadjoint orbit O ⊂ g∗ ≃ g∗e × g
⊥
e is the graph of a certain polynomial
mapping g∗e → g
⊥
e . This leads to the following pieces of information on O:
(1) dimO = dim ge = card e =: d;
(2) if we let j1 < · · · < jd such that e = {j1, . . . , jd}, then the mapping
O → Rd, ξ → (〈ξ,Xj1 〉, . . . , 〈ξ,Xjd〉)
is a global chart which takes the Liouville measure of O to a Lebesgue
measure on Rd.
We define the Fourier transform S (O)→ S (ge) by
(∀X ∈ ge) â(X) =
∫
O
e−i〈ξ,X〉a(ξ)dξ
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for every a ∈ S (O), where dξ stands for a Liouville measure on O. This Fourier
transform is invertible. The Lebesgue measure on ge can be normalized such that
the Fourier transform extends to a unitary operator
L2(O)→ L2(ge), a 7→ â,
and its inverse is defined by the usual formula. We shall always consider the predual
ge endowed with this normalized measure. (See for instance Lemma 1.6.1 in [Pe89]
and Lemma 4.1.1 in [Pe94] for more details and proofs for the above assertions.) 
Remark 4.4. Some basic references for the geometry of coadjoint orbits of nilpo-
tent Lie groups include [Pu67], [Pe84], [Pe88], [Pe89], and [CG90]; see also [BB09d].

4.2. Weyl-Pedersen calculus and Moyal identities. We begin this subsection
by the general construction of a Weyl correspondence due to [Pe94].
Definition 4.5. The Weyl-Pedersen calculus Oppi(·) for the unitary representa-
tion π is defined for every a ∈ S (O) by
Oppi(a) =
∫
ge
â(X)π(expGX)dX ∈ B(H ).
We call Oppi(a) is the pseudo-differential operator with the symbol a ∈ S (O). 
Theorem 4.6. The Weyl-Pedersen calculus has the following properties:
(1) For every symbol a ∈ S (O) we have Oppi(a) ∈ B(H )∞ and the mapping
S (O)→ B(H )∞, a 7→ Op
pi(a) is a linear topological isomorphism.
(2) For every T ∈ B(H )∞ we have T = Op
pi(a), where a ∈ S (O) satisfies
the condition â(X) = Tr (π(expGX)
−1T ) for every X ∈ ge.
(3) For every a, b ∈ S (O) we have
(a) Oppi(a¯) = Oppi(a)∗;
(b) Tr (Oppi(a)) =
∫
O
a(ξ)dξ;
(c) Tr (Oppi(a)Oppi(b)) =
∫
O
a(ξ)b(ξ)dξ;
(d) Tr (Oppi(a)Oppi(b)∗) =
∫
O
a(ξ)b(ξ)dξ.
Proof. See Th. 4.1.4 and Th. 2.2.7 in [Pe94]. 
Definition 4.7. Recall from Remark 3.4 that B(H )∞ is an involutive associa-
tive subalgebra of B(H ). It then follows by Theorem 4.6(1) that there exists an
uniquely defined bilinear associative Moyal product
S (O)×S (O)→ S (O), (a, b) 7→ a#pib
such that
(∀a, b ∈ S (O)) Oppi(a#pib) = Oppi(a)Oppi(b).
Thus S (O) is made into an involutive associative algebra such that the mapping
S (O)→ B(H )∞, a 7→ Op
pi(a) is an algebra isomorphism. 
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Notation 4.8. Recall that H−∞ is the space of continuous antilinear functionals
on H∞ and the corresponding pairing will be denoted by (· | ·) : H−∞×H∞ → C.
just as the scalar product in H , since they agree on H∞ × H∞ if we think of
the natural inclusions H∞ →֒ H →֒ H−∞. (See for instance [Ca76] for more
details.) 
Definition 4.9. If f ∈ H−∞ and φ ∈ H∞, or f, φ ∈ H , then we define the
corresponding ambiguity function
A (f, φ) = Aφf : ge → C, (Aφf)(X) = (f | π(expGX)φ).
For φ ∈ H−∞ and f ∈ H∞ we also define (Aφf)(X) = (φ | π(expG(−X))f)
whenever X ∈ ge.
It follows by Proposition 4.10(1) below that if f, φ ∈ H , then Aφf ∈ L2(ge),
so we can use the aforementioned Fourier transform to define the corresponding
cross-Wigner distribution W (f, φ) ∈ L2(O) such that Ŵ (f, φ) := Aφf . 
The second equality in Proposition 4.10(1) below could be referred to as the
Moyal identity since that classical identity (see for instance [Gr01]) is recovered in
the special case when G is a simply connected Heisenberg group.
Proposition 4.10. The following assertions hold:
(1) If φ ∈ H , then Aφf ∈ L
2(ge). We have
(Aφ1f1 | Aφ2f2)L2(ge) = (f1 | f2)H · (φ2 | φ1)H
= (W (f1, φ1) | W (f2, φ2))L2(O)
(4.1)
for arbitrary φ1, φ2, f1, f2 ∈ H .
(2) If φ0 ∈ H with ‖φ0‖ = 1, then the operator Aφ0 : H → L
2(ge), f 7→ Aφ0f ,
is an isometry and we have∫
ge
(Aφ0f)(X) · π(expGX)φdX = (φ | φ0)f
for every φ ∈ H∞ and f ∈ H . In particular,∫
ge
(Aφ0f)(X) · π(expGX)φ0 dX = f
for arbitrary f ∈ H .
Proof. See [BB09c]. 
Corollary 4.11. The following assertions hold:
(1) For each a ∈ S (O) we have
(Oppi(a)φ | f)H = (â | Aφf)L2(ge) = (a | W (f, φ))L2(O)
whenever φ, f ∈ H . Similar equalities hold if a ∈ S ′(O) and φ, f ∈ H∞.
(2) If φ1, φ2 ∈ H∞ and a := W (φ1, φ2) ∈ S (O), then Op
pi(a) is a rank-one
operator, namely Oppi(a) = (· | φ2)φ1.
Proof. See [BB09c]. 
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Assertion (3) in the following corollary in the special case of square-integrable
representations reduces to a theorem of [Co84] and [CM96]. One thus recovers
Th. 2.3 in [GZ01] in the case of the Schro¨dinger representation of the Heisenberg
group.
Corollary 4.12. If φ0 ∈ H∞ with ‖φ0‖ = 1, then the following assertions hold:
(1) For every f ∈ H−∞ we have∫
ge
(Aφ0f)(X) · π(expGX)φ0 dX = f (4.2)
where the integral is convergent in the weak∗-topology of H−∞.
(2) If f ∈ H∞, then the above integral converges in the Fre´chet topology of
H∞.
(3) If f ∈ H−∞, then we have f ∈ H∞ if and only if Aφ0f ∈ S (ge).
Proof. See [BB09c]. 
Remark 4.13. Let B(H )∗∞ be the topological dual of the Fre´chet space B(H )∞
and denote by 〈·, ·〉 either of the duality pairings
B(H )∗∞ ×B(H )∞ → C and S
′(O)×S (O)→ C.
Then for every tempered distribution a ∈ S ′(O) we can use Theorem 4.6(1) to
define Oppi(a) ∈ B(H )∗∞ such that
(∀b ∈ S (O)) 〈Oppi(a),Oppi(b)〉 = 〈a, b〉
Just as in Definition 4.5 we call Oppi(a) the pseudo-differential operator with the
symbol a ∈ S ′(O). Note that if actually a ∈ S (O), then the present notation
agrees with Definition 4.5 because of Theorem 4.6(3c).
The continuity properties of the above pseudo-differential operators can be inves-
tigated by using modulation spaces of symbols; see [BB09c] for details. Specifically,
one can introduce modulation spaces M r,sφ (π) for every unitary irreducible repre-
sentation π : G → B(H ). We always have H∞ ⊆ M
r,s
φ (π) and M
2,2
φ (π) = H .
There exists a natural representation π# : G ⋉G → B(L2(O)) such that for suit-
able Φ ∈ S (O)\{0}, the Weyl calculus Oppi(·) defines a continuous linear mapping
from the modulation space M∞,1Φ (π
#) into the space of bounded linear operators
on H . One of the main theorems of [GH99] is recovered in the special case when
π is the Schro¨dinger representation of the (2n+ 1)-dimensional Heisenberg group.
Some new results related to this circle of ideas will be established in Section 5
below. 
Remark 4.14 ([BB09c]). We can define the cross-Wigner distribution W (f1, f2) ∈
S ′(O) for arbitrary f1, f2 ∈ H−∞ as follows. By using Corollary 3.15 we can define
for f1, f2 ∈ H−∞ the continuous antilinear functional
Tf1,f2 : B(H )∞ → C, Tf1,f2(A) := (f1 | Af2).
That is, Tf1,f2 ∈ B(H )
∗
∞, and then Th. 4.1.4(5) in [Pe94] shows that there exists
a unique distribution af1,f2 ∈ S
′(O) such that Oppi(af1,f2) = Tf1,f2 . Now define
W (f1, f2) := af1,f2 .
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We can consider the rank-one operator Sf1,f2 := (· | f2)f1 : H∞ → H−∞ and for
arbitrary A ∈ B(H )∞ thought of as a continuous linear map A : H−∞ → H∞ as
above we have
Tr (Sf1,f2A) = (f1 | Af2) = Tf1,f2(A).
Thus the trace duality pairing allows us to identify the functional Tf1,f2 ∈ B(H )
∗
∞
with the rank-one operator (· | f2)f1, and then we can write
(∀f1, f2 ∈ H−∞) Op
pi(W (f1, f2)) = (· | f2)f1. (4.3)
In particular, it follows that the above extension of the cross-Wigner distribution
to a mapping W (·, ·) : H−∞×H−∞ → S
′(O) allows us to generalize the assertion
of Corollary 4.11(2) to arbitrary φ1, φ2 ∈ H−∞. 
5. Modulation spaces
The modulation spaces play a central role in the time-frequency analysis (see
[Gr01]) and proved to be a very useful tool in the study of continuity properties
of pseudo-differential operators ([GH99]). These classical ideas can be formulated
within the representation theory of the Heisenberg groups, and this representation
theoretic viewpoint turned out to be very effective in order to extend the corre-
sponding notions to unitary irreducible representations of arbitrary nilpotent Lie
groups (see [BB09c]). In the first two subsections of the present section we shall pro-
vide some preparations and then describe the general notion of modulation spaces
introduced in [BB09c]. We eventually illustrate this notion by discussing a specific
class of irreducible representations on Hilbert spaces of the form L2(O), where O is
any coadjoint orbit of a nilpotent Lie group (see Proposition 5.6 and Remark 5.8).
5.1. Semidirect products.
Definition 5.1. Let G1 and G2 be connected Lie groups and assume that we have
a continuous group homomorphism α : G1 → AutG2, g1 7→ αg1 . The correspond-
ing semidirect product of Lie groups G1 ⋉α G2 is the connected Lie group whose
underlying manifold is the Cartesian product G1 ×G2 and whose group operation
is given by
(g1, g2) · (h1, h2) = (g1h1, θh−1
1
(g2)h2) (5.1)
whenever gj , hj ∈ Gj for j = 1, 2.
Let us denote by α˙ : g1 → Der g2 the homomorphism of Lie algebras defined as
the differential of the Lie group homomorphism G1 → Aut g2, g1 7→ L(αg1). Then
the semidirect product of Lie algebras g1 ⋉α˙ g2 is the Lie algebra whose underlying
linear space is the Cartesian product g1 × g2 with the Lie bracket given by
[(X1, X2), (Y1, Y2)] = ([X1, Y1], α˙(X1)Y2 − α˙(Y1)X2 + [X2, Y2]) (5.2)
if Xj , Yj ∈ gj for j = 1, 2. One can prove that g1⋉α˙ g2 is the Lie algebra of the Lie
group G1 ⋉α G2 (see for instance Ch. 9 in [Ho65]). 
Remark 5.2. Assume that G1 and G2 are nilpotent Lie groups and α : G1 →
AutG2 is a unipotent automorphism. That is, for every X1 ∈ g1 there exists an
integer m ≥ 1 such that α˙(X1)m = 0. Then an inspection of (5.2) shows that
g1 ⋉α˙ g2 is a nilpotent Lie algebra, hence G1 ⋉α G2 is a nilpotent Lie group. 
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Example 5.3. Let G be a nilpotent Lie group. If we specialize Definition 5.1 for
G1 := G, G2 = (g,+), and α := AdG : G → Aut g, then we get the semidirect
product G⋉AdG g which is a nilpotent Lie group by Remark 5.2 and is isomorphic
to the tangent group TG. The Lie algebra of G⋉AdG g is g⋉adg g0 (where g0 stands
for the abelian Lie algebra that has the same underlying linear space as g) and the
corresponding exponential map is given by
expG⋉AdGg
(X,Y ) = (expGX,
1∫
0
AdG(expG(sX))Y ds)
= (expGX,
1∫
0
es·adgXY ds)
for every (X,Y ) ∈ g⋉adg g0 (see for instance Prop. 2.7(2) in [BB09a]). 
5.2. Modulation spaces for unitary representations. In this short subsection
we just recall the definition of the modulation spaces for the unitary irreducible
representations of nilpotent Lie groups. We refer to [BB09c] for a more detailed
discussion of this notion.
Definition 5.4. Let φ ∈ H∞ \ {0} be fixed and assume that we have a direct sum
decomposition ge = g
1
e ∔ g
2
e.
Then let 1 ≤ r, s ≤ ∞ and for arbitrary f ∈ H−∞ define
‖f‖Mr,s
φ
=
(∫
g2e
(∫
g1e
|(Aφf)(X1, X2)|
rdX1
)s/r
dX2
)1/s
∈ [0,∞]
with the usual conventions if r or s is infinite. Then we call the space
M r,sφ (π) := {f ∈ H−∞ | ‖f‖Mr,sφ <∞}
a modulation space for the irreducible unitary representation π : G→ B(H ) with
respect to the decomposition ge ≃ g1e×g
2
e and the window vector φ ∈ H∞\{0}. 
Example 5.5. For any choice of φ ∈ H∞ \ {0} in Definition 5.4 we have
M2,2φ (π) = H .
Indeed, this equality holds since ‖Aφf‖L2(ge) = ‖φ‖ · ‖f‖ for every f ∈ H (see
Proposition 4.10 above). 
5.3. A specific irreducible representation on L2(O). We are going to con-
struct here some irreducible representations on the Hilbert spaces of the form L2(O),
where O can be any coadjoint orbit of a nilpotent Lie group. A different construc-
tion involving the Moyal product (see Definition 4.7) was used in Def. 2.19 in the
paper [BB09c] in order to get a representation π# with the same representation
space L2(O). The modulation spaces for π# turned out to be relevant for estab-
lishing the continuity properties of the pseudo-differential operators obtained by the
Weyl-Pedersen calculus for any unitary representation associated with the coadjoint
orbit O. (See also Remark 4.13.)
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Proposition 5.6. Let Z be the center of the connected, simply connected, nilpotent
Lie group G with the corresponding Lie algebra z ⊆ g. Endow the coadjoint orbit O
with a Liouville measure and define
π˜ : G⋉Ad g → B(L
2(O)), (π˜(g, Y )f)(ξ) = ei〈ξ,Y 〉f(Ad∗G(g
−1)ξ).
Then the following assertions hold:
(1) The group G˜ := G⋉Ad g is nilpotent and its center is Z × z.
(2) π˜ is a unitary irreducible representation of G˜.
(3) Let us denote by g˜ = g⋉adg g0 the Lie algebra of G˜ (where g0 stands for the
abelian Lie algebra with the same underlying linear space as g) and define
X˜j =
{
(0, Xj) for j = 1, . . . , n,
(Xj−n, 0) for j = n+ 1, . . . , 2n.
Then X˜1, . . . , X˜2n is a Jordan-Ho¨lder basis in g˜ and the corresponding pre-
dual for the coadjoint orbit O˜ ⊆ g˜∗ associated with the representation π˜
is
g˜e = ge × ge ⊆ g˜,
where e˜ is the set of jump indices for O˜.
(4) The space of smooth vectors for the representation π˜ is S (O).
Proof. (1) Recall that the multiplication in the semi-direct product group G˜ is given
by
(g1, Y1) · (g2, Y2) = (g1g2, Y1 +AdG(g1)Y2)
while the bracket in the corresponding Lie algebra g˜ = g⋉ad g is defined by
[(X1, Y1), (X2, Y2)] = ([X1, X2], [X1, Y2]− [X2, Y1]). (5.3)
An inspection of these equations quickly leads to the conclusion that g˜ is a nilpotent
Lie algebra with the center z× z.
(2) If (g1, Y1), (g2, Y2) ∈ G˜ and f ∈ L2(O), then for ξ ∈ O we have
π˜(g1, Y1)(π˜(g2, Y2)f)(ξ) = e
i〈ξ,Y1〉(π˜(g2, Y2)f)(Ad
∗
G(g
−1
1 )ξ)
= ei〈ξ,Y1〉ei〈Ad
∗
G(g
−1
1
)ξ,Y2〉f(Ad∗G(g
−1
2 )Ad
∗
G(g
−1
1 )ξ)
= ei〈ξ,Y1+AdG(g1)Y2〉f(Ad∗G((g1g2)
−1)ξ)
hence π˜(g1, Y1)π˜(g2, Y2) = π˜((g1, Y1)(g2, Y2)). Next note that the representation π˜
is unitary since the Liouville measure on O is invariant under the coadjoint action
of G.
To see that π˜ is irreducible, let T : L2(O) → L2(O) be any bounded linear
operator satisfying T π˜(g, Y ) = π˜(g, Y )T for arbitrary (g, Y ) ∈ G˜. We have to
check that T is a scalar multiple of the identity operator on L2(O). By applying
the assumption for g = 1 ∈ G we see that T belongs to the commutant of the family
of multiplication operators by the functions in the family {ei〈Y,·〉 | Y ∈ g} ⊆ L∞(O).
On the other hand, we recall that the mapping
O → Rd, ξ → (〈ξ,Xj1 〉, . . . , 〈ξ,Xjd〉)
is a global chart which takes the Liouville measure of O to a Lebesgue measure
on Rd (see for Remark 4.3). Then we can use the Fourier transform to see that the
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linear subspace generated by {ei〈Y,·〉 | Y ∈ g} is weak∗-dense in L∞(O) (≃ L1(O)∗).
Therefore the operator T : L2(O) → L2(O) commutes with all the multiplication
operators by functions in L∞(O), and then it has to be in turn the multiplication
operator by some function φ ∈ L∞(O). Now, by using the assumption that T
commutes with π(g, 0) for arbitrary g ∈ G, it easily follows that φ has to be a
constant function since the coadjoint action of G on the orbit O is transitive.
(3) It is straightforward to check that X˜1, . . . , X˜2n is a Jordan-Ho¨lder basis
in g˜. Next note that S (O) is contained in the space of smooth vectors for the
representation π˜ and for arbitrary f ∈ S (O) and (X,Y ) ∈ g˜ we have
(∀ξ ∈ O) (dπ˜(X,Y )f)(ξ) = i〈ξ, Y 〉f(ξ) +
d
dt
∣∣∣
t=0
f(ξ ◦ etadgX). (5.4)
It then follows by a straightforward application of Prop. 2.4.1 in [Pe84] and by
Lemmas 1.4.1 and 1.5.1 in [Pe89] that the set of jump indices for the coadjoint
orbit O˜ is e˜ = {j1, . . . , jd, n+ j1, . . . , n+ jd}, and then g˜e = ge × ge ⊆ g˜.
(4) It follows by (5.4) and by Lemmas 1.4.1 and 1.5.1 in [Pe89] again that there
exists a polynomial chart on O such that in the corresponding chart, the associative
algebra generated by the image of dπ˜ contains all the linear partial differential op-
erators with polynomial coefficients. This implies that the space of smooth vectors
for the representation π˜ is equal to S (O), as asserted. 
Corollary 5.7. Assume the setting of Proposition 5.6. The ambiguity function
A˜ : L2(O)× L2(O)→ L2(g˜e) = L2(ge × ge)
for the representation π˜ : G˜→ B(L2(H )) is given by the formula
(A˜φf)(X,Y ) =
∫
O
e
−i〈ξ,
1R
0
es·adgXY ds〉
f(ξ)φ(ξ ◦ eadgX)dξ
for arbitrary X,Y ∈ ge and f, φ ∈ L
2(O).
Proof. For every f, h ∈ L2(O) we have
(A˜φf)(X,Y ) = (f | π˜(exp eG(X,Y ))φ)L2(O). (5.5)
On the other hand, for the element (X,Y ) ∈ g˜ we have
exp eG(X,Y ) = (expGX,
1∫
0
AdG(expG(sX))Y ds) = (expGX,
1∫
0
es·adgXY ds)
(see Example 5.3) hence
(π˜(exp eG(X,Y ))φ)(ξ) = e
i〈ξ,
1R
0
es·adgXY ds〉
φ(Ad∗G(expG(−X))ξ)
= e
i〈ξ,
1R
0
es·adgXY ds〉
φ(ξ ◦ eadgX)
and then the conclusion follows by (5.5). 
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Remark 5.8. Assume the setting of the above Proposition 5.6. It follows by
Corollary 5.7 along with Schur’s criterion for integral operators that there ex-
ists a constant CΦ > 0 such that for every F ∈ L2(O) and Y ∈ ge we have
‖A˜ΦF (·, Y )‖L2(ge) ≤ CΦ‖F‖L2(O), hence ‖F‖M2,∞
Φ
(epi) ≤ CΦ‖F‖L2(O). Therefore
there exists a continuous inclusion map L2(O) →֒ M2,∞Φ (π˜). See also [BB09b] for
similar inclusion maps for the modulation spaces in the setting of the magnetic
Weyl calculus on nilpotent Lie groups. 
Example 5.9. Assume that g is two-step nilpotent Lie algebra, that is, we have
[g, [g, g]] = {0}. Let O ⊆ g∗ be any nontrivial coadjoint orbit and pick ξ0 ∈ O. If
we denote by z the center of g, then
O = {ξ ∈ g∗ | ξ|z = ξ0|z},
since O is a flat orbit. Then by Corollary 5.7 along with the fact that [g, g] ⊆ z we
get
(A˜φf)(X,Y ) =
∫
O
e
−i〈ξ,
1R
0
es·adgXY ds〉
f(ξ)φ(ξ ◦ eadgX)dξ
=
∫
O
e−i〈ξ,Y+
1
2
[X,Y ]〉f(ξ)φ(ξ + ξ ◦ adgX)dξ
= e−
i
2
〈ξ0,[X,Y ]〉
∫
O
e−i〈ξ,Y 〉f(ξ)φ(ξ + ξ0 ◦ adgX)dξ.
The above formula and suitable global coordinates on O, one shows that the am-
biguity function of the representation π˜ agrees with the ambiguity function of the
Schro¨dinger representation of a certain Heisenberg group, as defined in [Gr01]. 
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