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Abstract
In this paper, we introduce a particular family of processes with values on the nonnegative integers
that describes the dynamics of populations where individuals are allowed to have different types of
interactions. The types of interactions that we consider include (pairwise) competition, annihilation
and cooperation and interaction among several individuals that can be considered as catastrophes.
We call such families of processes branching processes with interactions. The aim of this paper is to
study their long term behaviour under a specific regime of the pairwise interaction parameters that
we introduce as subcritical cooperative regime.
Under such regime, we prove that a process in this class comes down from infinity and has a moment
dual which turns out to be a jump-diffusion that can be thought as the evolution of the frequency of a
trait or phenotype and some of the parameters have a classical interpretation in terms of population
genetics. The moment dual is an important tool in order to characterize the stationary distribution of
branching processes with interactions whenever such distribution exists but it is an interesting object
on its own right.
Keywords — Branching coalescing processes, coming down from infinity, stability,
moment duality, population genetics.
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1 Introduction and main results.
Branching processes is one of the most important families of probabilistic models that describe the dy-
namics of a given population. The simplest branching model is the so-called Bienaymé-Galton-Watson
(BGW) process which is a Markov chain whose time steps are the non overlapping generations with
individuals reproducing independently and giving birth to a (random) number of offspring in the next
generation. These random offsprings have all the same probability distribution.
In the continuous time setting, a similar model can also be introduced. In this case, each individual
possesses an exponential clock that when it rings the individual dies and is replaced by a random number
of offsprings. The number of offsprings and the exponential clock associated to each individual are
independent and identically distributed. This model possesses overlapping generations and it is known
as BGW process in continuous time. Since we are only interested in the continuous time setting, we will
refer to them as BGW process and omit the word continuous time.
∗AGC acknwoledge support from the German Research Foundation through the Priority Programme 1590 Probabilistic
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In order to make this probabilistic model more realistic, many authors have introduced different types
of density-dependence to branching processes (see for instance Jagers [16], Lambert [20] and the references
therein). One approach consists in generalising the birth and death rates of continuous time branching
processes by considering polynomial rates as functions of the population size. This way of modelling
density dependence seems to be popular in the biology community (see for instance [25, 28]).
In this manuscript, we follow this approach by considering polynomial rates as functions of the popula-
tion size that can be interpreted as different type of interactions between individuals. To be more precise,
we are interested in a model that considers several specific phenomena such as (pairwise) competition
pressure, annihilation and cooperation; and interaction among several individuals that can be considered
as catastrophes. We call this family of processes as branching processes with interactions.
Before we provide a formal definition of branching processes with interactions, we recall some examples
that have already appeared in the literature. Our first example is the so-called logistic branching process
which was deeply studied by Lambert in [20]. In this model each individual produces a random number
of offspring independently of each other, similarly to BGW processes, but also considers competition
pressure, in other words each pair of individuals interacts at a fixe rate and one of them is killed as
result of this interaction. The logistic branching process L = (Lt, t ≥ 0) with positive parameters c and
(pii, i ≥ 1) such that
∑
pii = ρ > 0, is a continuous time Markov chain with values in N := N ∪ {0} with
infinitesimal generator Q = (qi,j)i,j≥0 where
qi,j =

ipij−i, if i ≥ 1 and j > i,
di+ ci(i− 1) if i ≥ 1 and j = i− 1,
−i(d+ ρ+ c(i− 1)) if i ≥ 1 and j = i,
0 otherwise.
Observe that pii/ρ represents the probability of having i new individuals born at each reproduction event.
It turns out that the logistic branching process is also useful in the field of population genetics.
To be more precise, it appears in a duality relationship with the frequency of a phenotype with selective
disadvantage in a given population which can be modelled by the following stochastic differential equation
(SDE)
Xt = x− ρ
∫ t
0
Xs(1−Xs)ds+
∫ t
0
√
Xs(1−Xs)dBs,
where x ≥ 0, ρ > 0 and B = (Bt, t ≥ 0) is a standard Brownian motion (see Krone and Neuhauser
[18, 19]). Krone and Neuhauser observed that one can study the above SDE using the block counting
process of the ancestral selection graph which turns out to be a particular case of the logistic branching
process. Namely, if we take c = 1, d = 0, pi1 = ρ and pii = 0 for all i > 1 in the logistic branching
process defined before, the moments of X = (Xt, t ≥ 0) can be written in terms of the moment-generating
function of L as follows
Ex[Xnt ] = En[xLt ], x ∈ [0, 1], n ∈ N, t > 0,
where Ex and En denote the expectations of X starting from x and L starting from n individuals,
respectively.
The above relationship is known as moment duality and appears between many interesting branch-
ing processes with interactions and frequency processes that arise in population genetics. For instance,
Athreya and Swart [2] considered the following moment duality: let ρ, c, d ≥ 0 and denote by C = (Ct, t ≥
0) for the process that counts the number of particles of the branching-coalescing process defined by the
initial value C0 = n and the following dynamics; each particle splits into two particles at rate ρ, each par-
ticle dies at rate d and each ordered pair of particles coalesce into one particle at rate c. All these events
occur independently of each other. The authors in [2] called this process as the (1, ρ, c, d)-braco-process.
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Note that the braco-process is also a particular case of the logistic branching process with parameter
c, d ≥ 0, pi1 = ρ and pii = 0 for all i > 1. Its dual process X = (Xt, t ≥ 0) is the unique strong solution
taking values in [0, 1] of the SDE
Xt = x0 +
∫ t
0
(ρ− d)Xsds−
∫ t
0
ρX2sds+
∫ t
0
√
2cXs(1−Xs)dBs, t ≥ 0,
where B denotes a standard Brownian motion. Athreya and Swart called this process the resampling-
selection process with selection rate ρ, resampling rate c and mutation rate d or shortly the (1, ρ, c, d)-
resem-process. In particular, they observed the following moment duality
Ex[(1−Xt)n] = En[(1− x)Ct ], x ∈ [0, 1], n ∈ N, t > 0,
where Ex and En denote the expectations of X starting from x and C starting from n individuals,
respectively. Recently, Alkemper and Hutzenthaler [1] derived a unified stochastic picture for the moment
duality between the reseampling-selection model with the branching coalescing particle process of Athreya
and Swart. It is important to note that the previous duality relationships include the moment duality
between the Wright-Fisher diffusion and the so-called Kingman’s coalescent.
Other type of duality relationships have been considered for haploid population models and two-sex
population models by Möhle [27] and for the Wright-Fisher diffusions with d-types and the Moran model
(both in presence and absence of mutation) by Carinci et al. [7].
Due to the power of this relationship, the question of which models allow a moment duality is inter-
esting on its own right. In Section 2.1, we provide conditions for this moment duality to hold for a large
family of branching processes with interactions that include existing examples in the literature. However,
the aim of this manuscript is the long term behaviour of branching processes with interactions and we
use the moment duality technique as a tool to determine the invariant distribution whenever it exists. In
particular, we consider interactions that had appeared independently in the literature, and that had been
studied before using moment duality.
As in the examples of above, we are interested in branching processes where individuals die and
reproduce as in the BGW process. That is to say, that each individual in the population dies at rate
d ≥ 0 and each individual produces i new individuals at rate pii/ρ ≥ 0, for i ∈ N and ρ > 0. Our model
also includes the following types of pairwise interactions:
i) competition pressure: each pair of individuals interact at a fixed rate c ≥ 0 and one of them is killed
as result of this interaction (see for instance Athreya and Swart [2] and Lambert [20])
ii) annihilation: each pair of individuals interact at a fixed rate a ≥ 0 and both of them are killed as
result of this interaction (see for instance Athreya and Swart [3] and Blath and Kurt [5])
iii) cooperation: each pair of individuals interact and produce i new individuals at rate bi ≥ 0, for i ∈ N
(see for instance Sturm and Swart [33])
Finally, we consider interactions among several individuals in the sense of Λ-coalescent events as in Foucart
[11] and Griffiths [14] that we call catastrophes. Let Λ be a finite measure on [0, 1]. If n individuals are
present in the population, each k − 1-tuple die simultaneously at rate
λn,k :=
∫ 1
0
yk(1− y)n−kΛ(dy)
y2
, for 2 ≤ k ≤ n.
We refer to Pitman [30] and Sagitov [32] for a proper definition of Λ-coalescent events and processes.
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The branching process with interactions Z = (Zt, t ≥ 0) with positive parameters d, c, a, bi, pii, for
i ≥ 1, and parameter Λ, a finite measure on [0, 1], such that
ρ :=
∑
i≥1
pii <∞, λi :=
i∑
k=2
(
i
k
)
λi,k and b :=
∑
i≥1
bi <∞,
is a continuous time Markov chain with values in N with infinitesimal generator Q = (qi,j)i,j≥0 given by
qi,j =

ipij−i + i(i− 1)bj−i, if i ≥ 1 and j > i,
di+ ci(i− 1) + (i2)λi,2 if i ≥ 1 and j = i− 1,
ai(i− 1) + (i3)λi,3 if i ≥ 2 and j = i− 2,(
i
k
)
λi,k if i ≥ k > 3 and j = i− k + 1,
−i(d+ ρ)− i(i− 1)(b+ c+ a)− λi if i ≥ 2 and j = i,
−d− ρ if i = 1 and j = 1
0 otherwise.
Equivalently, the infinitesimal generator Q of Z acts as follows. For f : N → R, in the domain of Q, we
have
Qf(n) = dn[f(n− 1)− f(n)] +
∞∑
i=1
npii[f(n+ i)− f(n)]
+ n(n− 1)a[f(n− 2)− f(n)] + n(n− 1)c[f(n− 1)− f(n)]
+ n(n− 1)
∞∑
i=1
bi[f(n+ i)− f(n)] +
n∑
k=2
(
n
k
)
λn,k[f(n− k + 1)− f(n)].
(1.1)
For our purposes, we introduce the following parameters
m := −d+
∑
i≥1
ipii and ς := −c− 2a+
∑
i≥1
ibi,
that we assume to be finite. As we will see below, we can characterise the long term behaviour of branching
processes with interactions depending on the value of what we call the cooperative parameter ς. We say
that a branching process with interactions is supercritical, critical or subcritical cooperative accordingly
as ς is strictly positive, zero or strictly negative.
In order to understand the long term behaviour for this family of processes, we use stability theory
for continuous time Markov chains (see for instance Tweedie [34], Chen [8], Meyn and Tweedie [26] and
the notes of Hairer [15]). Our first main result says that a branching process with interactions Z which
is subcritical or critical cooperative (ς ≤ 0) is conservative or in other words that it does not explode in
finite time. In the particular case when there are no catastrophes and ς > 0, then process Z explodes in
finite time with positive probability.
In the sequel, we denote by Pn for the law of the process Z starting from n ≥ 0.
Theorem 1. Let Z = (Zt, t ≥ 0) be a branching process with interactions such that m <∞. If the process
is subcritical or critical cooperative, then the process Z is conservative, i.e.
Pn(Zt <∞) = 1, for any n, t ≥ 0.
Moreover if there are no catastrophes, i.e. Λ ≡ 0, and Z is supercritical cooperative then the process Z
explodes in finite time with positive probability.
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The proof of the first part of our previous result follows from a Lyapunov type condition for non-
explosion found in Chen [8], for the supercritical case we use a coupling argument. The supercritical
cooperative regime seems to be more involved under the presence of catastrophes. Nonetheless, we believe
that there must be cases when the process may explode.
In the sequel, we assume that the process satisfies m < ∞ and that it is subcritical cooperative, i.e
ς < 0. Our next result, actually says that Z is positive recurrent except for the states {0, 1} that can be
absorbing or/and not accessible depending on the values of the parameters of the process. For simplicity,
we only deal with the case with no annihilation since the annihilation case is more involved and will be
studied at the end of this section.
Proposition 1. Assume that Z = (Zt, t ≥ 0) is a subcritical cooperative branching process with interac-
tions, then Z is positive recurrent. In particular, if there is no annihilation, i.e. a = 0, we have
i) if d = 0 and ρ = 0, then the states {1} and {0} are absorbing and not accessible, respectively,
ii) if d = 0 and ρ > 0, then the state {1} is also positive recurrent and {0} is not accessible,
iii) if d > 0, the state {0} is absorbing.
The proof of our previous result follows from a Foster-Lyapunov conditions for positive recurrence.
Recurrence in the critical cooperative case also does not seems easy to handle. Actually a different
approach than the one we present here for the subcritical cooperative case is needed and we conjecture
that the criteria for recurrence not only depends on the cooperative parameters but also on the branching
parameters. Further developments on the critical case will appear in González-Casanova and Pardo [12]
where a particular example is treated.
When a = 0 = d and ρ > 0; and since Z is irreducible and positive recurrent then there exist a unique
stationary distribution (see for instance Theorem 21.14 in [21]). Thus a natural question arise: can we
determine the invariant distribution of Z? In order to provide a positive answer to this question, we first
introduce the moment dual of Z when a = 0 and which also holds in the critical cooperative case.
The unique moment dual of the branching process with interactions Z is a jump-diffusion taking values
in [0, 1] that can be defined as the unique strong solution of the following stochastic differential equation
(SDE for short)
dXt = µ(Xt)dt+ σ(Xt)dBt +
∫
(0,1]
∫
(0,1]
z
(
1{u≤Xt−} −Xt−
)
N˜(dt,dz, du), (1.2)
where N˜ is a compensated Poisson random measure on (0,∞)× (0, 1]2 with intensity dtz−2Λ(dz)du, the
functions µ : [0, 1]→ R and σ : [0, 1]→ R are continuous and satisfy
µ(x) := d(1− x) +
∑
i=1
pii(x
i+1 − x) and σ2(x) := c(x− x2) +
∞∑
i=1
bi(x
i+2 − x2).
We denote by Px, for the law of the process X starting from x ∈ [0, 1].
Theorem 2. Assume that a = 0 and ς ≤ 0, then the SDE (1.2) with starting point X0 ∈ [0, 1] has a
unique strong solution taking values on [0, 1]. Moreover, if we denote by X such unique solution, then
it is the unique (in distribution) moment dual of Z, the subcritical cooperative branching process with
interactions having the same parameters as X. More precisely, for x ∈ [0, 1] and n ∈ N, we have
Ex[Xnt ] = En[xZt ] for t > 0.
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The process X = (Xt, t ≥ 0) can be thought as the evolution of the frequency of a trait or phenotype
and some of the parameters have a classical interpretation in terms of population genetics. For instance,
d represents the rate at which a mutation affects an individual, pi1 has been interpreted as the weak
selection parameter, c is also known as the strength of the random genetic drift and the Poisson random
measure N may model the occurrence of reproduction events that affect large fractions of the population.
Recently, the parameters (pii, i ≥ 2), have been interpreted in terms of frequency dependent selection in
Gonzalez-Casanova and Spanò [13].
The interpretation of the parameters (bi, i ≥ 1) are not so classic. In Gonzalez-Casanova and Pardo
[12] a biological interpretation of the parameter b1 is studied and it can be related to the efficiency of
individuals to consume resources. In other words, the interpretation of the parameters (bi, i ≥ 1) can then
be understood as frequency dependent effective population size, in the sense of Gonzalez-Casanova and
Spanò [13].
To be more precise, let us imagine a Wright-Fisher model where the population size is coupled with
the frequency of individuals of a given type in such a way that its frequency process X(N) = (X(N)n , n ≥ 0)
is a Markov chain taking values in [0, 1] such that conditionally on X(N)n−1 = x ∈ [0, 1], the r.v. bNxcXNn
is distributed as a Binomial r.v. with parameters bNxc and x, where
Nx =
N
1− b1x,
and x 7→ bxc denotes the floor function. The interpretation of Nx is related to efficiency, indeed assume
that at each generation there are N units of resources available and consider that there are two types
of individuals: the inefficient population that consists of individuals that need 1 unit of resources to be
created and the efficient population that requires 1− b1 units of resources. Since, in a given generation,
the frequency of efficient individuals is x, the number of individuals that the next generation will be able
to sustain is approximately Nx. In other words, we can interpret the process X(N) as the frequency of
efficient individuals. Now observe that for all x ∈ [0, 1], we have
E
[
X(N)n
∣∣∣X(N)n−1 = x] = x, Var[X(N)n ∣∣∣X(N)n−1 = x] = x(1− x)bNxc ∼ x(1− x)(1− b1x)N ,
as N increases. From the previous observation, it is not so difficult to believe that the scaling limit of
(X
(N)
bNtc, t ≥ 0) when N goes to infinity, is the unique strong solution of the following SDE
dXt =
√
Xt(1−Xt)(1− b1Xt)dBt,
which belongs to the family of diffusions described by the SDE (1.2) when Λ ≡ 0.
It is important to note that recently, Foucart [11] and Griffiths [14] studied asymptotic properties of
the so-called Λ-Wright-Fisher process with selection using the moment duality. The latter process can
be defined as the unique strong solution of the SDE (1.2) with µ(x) = α(x2 − x) and σ(x) = 0 and
its unique moment dual is a binary branching process with Λ-catastrophes. Foucart and Griffiths were
interested in understanding under which conditions does the solution of such SDE eventually goes to
one with probability one. This question can be interpreted in a biological sense as follows: under which
condition fixation of the fittest phenotype is certain, in a population with skewed reproduction?
As we mention before, the moment duality property has been used recently by Gonzalez-Casanova
and Spanò [13] for different purposes. The authors in [13] studied a model related to selection which
happens to be moment dual to the solution of the SDE (1.2) with c, d = 0 and bi = 0, for i ∈ N and used
the moment duality to understand under which conditions fixation of the fitness phenotype is certain. It
is important to note that the results that we will present here are complementary to those obtained in
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Foucart [11], Griffiths [14] and Gonzalez-Casanova and Spanò [13]. As we will see below fixation at 1 of
the process X is related to determining the invariant distribution of Z.
One of our main results shows that when there is no annihilation and d = 0 and ρ > 0, the invariant
distribution of Z can be determined by the fixation at 1 of its moment dual X.
Theorem 3. Assume that there is no annihilation, i.e. a = 0, and d = 0 and ρ > 0. Then a subcritical
cooperative branching process with interactions Z has a unique stationary distribution here denoted by µ.
Moreover,
lim
t→∞ supn≥0
||Pn(Zt = ·)− µ(·)|| = 0. (1.3)
and if X is the unique moment dual of Z, then limt→∞ Px(Xt ∈ {0, 1}) = 1 for x ∈ (0, 1), and the
generating function associated to µ satisfies
f(x) :=
∑
n≥0
xnµ(n) = lim
t→∞Px(Xt = 1) = Px(XT0,1 = 1),
where T0,1 denotes the fixation time of X, i.e. T0,1 := inf{t ≥ 0 : Xt = {0, 1}}.
It is important to note that when there are no catastrophes, i.e. Λ ≡ 0, the invariant distribution of
Z can be determined explicitly in terms of the scale function of the diffusion described by the SDE (1.2)
as it is explained below.
Corollary 1. Assume that there is no annihilation neither catastrophes. If d = 0 and ρ > 0, we have∑
n≥0
xnµ(n) = Px(XT0,1 = 1) =
S(x)− S(0)
S(1)− S(0) ,
where S denotes the so-called scale function of X which satisfies
S(x) =
∫ x
0
exp
{
−
∫ y
θ
2µ(z)
σ2(z)
dz
}
dy,
where θ is an arbitrary positive number.
Before we continue with our exposition, we study an interesting example where the invariant distri-
bution of Z can be computed in a closed form. Assume that there are no catastrophes and let d = 0,
pi1 = ρ, b1 = b, c > b and pii = 0 = bi, for i ≥ 2. In this particular case, the unique strong solution X of
the SDE (1.2) is a diffusion whose parameters are given by
µ(x) := ρ(x2 − x) and σ2(x) := c(x− x2) + b(x3 − x2).
If 2ρ 6= b, the scale function associated to the diffusion X satisfies
S(x) =
∫ x
0
exp
{
−2ρ
b
∫ y
θ
dv
c
b − v
}
dy = K
(
1−
(
1− b
c
x
)1− 2ρ
b
)
, for x ∈ [0, 1],
where θ is an arbitrary positive number and K is a constant that depends on (c, b, ρ, θ) which is positive
or negative accordingly as 2ρ < b or b < 2ρ. If 2ρ = b, then
S(x) = K ln
(
1
1− bcx
)
, for x ∈ [0, 1],
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with K positive. If b < 2ρ, we have
∑
n≥0
xnµ(n) =
S(x)− S(0)
S(1)− S(0) = Cc,b,ρ
((
1− b
c
x
)1− 2ρ
b
− 1
)
,
where
Cc,b,ρ =
((
1− b
c
)1− 2ρ
b
− 1
)−1
.
By the binomial theorem, we deduce
µ(k) = Cc,b,ρ
Γ
(
2ρ
b − 1 + k
)
Γ
(
2ρ
b − 1
)
k!
(
b
c
)k
, k ≥ 1,
where Γ denotes the so-called Gamma function. The invariant distribution for the case b > 2ρ is the same
but instead of using the binomial theorem we need to use the generating function of a Beta-Geometric
distribution with parameters (1− 2ρb , 2ρb ).
In the case 2ρ = b, the representation of the function f(z) = − ln(1 − z), for z ∈ (0, 1), as an
hypergeometric function leads to
µ(k) = C˜c,b
(
b
c
)k 1
k
, k ≥ 1,
with
C˜c,b =
(
ln
(
1
1− bc
))−1
.
The moment duality is also useful to show that a subcritical cooperative branching process with
interactions and no annihilation comes down from infinity. Formally, we define the law P∞ starting from
infinity with values in N∪{∞} as the limits of the laws Pn of the process issued from n. When the limiting
process is non-degenerate, it hits finite values in finite time with positive probability. This behaviour is
captured by the notion of coming down from infinity.
Theorem 4. Assume that there is no annihilation, i.e. a = 0. Then a subcritical cooperative branching
process with interactions Z comes down from infinity.
Another interesting consequence of the moment duality and Proposition 1, is the following result that
describes the asymptotic behaviour of jump-diffusions of the form (1.2). In particular, we can determine
the probability of fixation at 1 of the jump-diffusion X.
Corollary 2. Let X be the unique strong solution of (1.2) which is the unique moment dual of a subcritical
cooperative branching process with interactions Z and no annihilation (i.e. a = 0). Then
i) if d = 0 and pii = 0, for all i ∈ N,
lim
t→∞Px(Xt = 1) = x = 1− limt→∞Px(Xt = 0).
ii) if d = 0 and
∑∞
i=1 pii > 0,
lim
t→∞Px(Xt = 1) =
∞∑
i=1
µ(i)xi,
where µ is the unique stationary distribution µ of Z.
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iii) if d > 0,
lim
t→∞Px(Xt = 1) = 1.
Finally, we assume a > 0. This case has been studied before in different contexts, see for instance
[3, 4, 5, 6] and the references therein. It is important to note that in this case monotonicity is lost, in the
sense that it is not true that a bigger population has more probability of survival. For instance, if there
are two individuals (or particles) the probability of extinction is higher than if there is only one individual
(or one particle). Monotonicity is a very important and useful property, thus the case a > 0 seems to be
technically more involved and many properties of processes with annihilation events remain unknown.
We point out that in this case there is also a moment duality relationship between a branching process
with interactions and a jump-diffusion similar to (1.2) but with diffusion coefficient given by
σ2(x) := a(1− x2) + c(x− x2) +
∞∑
i=1
bi(x
i+2 − x2), for x ∈ [−1, 1].
In this case, the existence of a unique strong solution is more complicated than the case when a = 0.
Since there is no relevant interpretation for the moment dual of Z and we are interested on the long term
behaviour of the latter, which can be studied via a coupling argument and not using moment duality, we
do not prove the previous claim. Moreover determining the invariant distribution of Z (whenever it exist)
in terms of the probability of fixation at -1 or 1 seems also more complicated.
Finally, our last result provide a detailed description of the long term behaviour of Z in the case when
a > 0. As it was claimed before, the behaviour of Z is more involved than the case with no annihilation.
Proposition 2. Let Z be a subcritical cooperative branching process with interactions with a > 0 and let
τ0,1 = inf{t > 0 : Zt ∈ {0, 1}} and τi = inf{t > 0 : Zt = i},
for i ∈ {0, 1}.
i) If d = 0, and
a) either Λ(0, 1] > 0, c > 0 or
∑∞
i=1 pi2i−1 +
∑∞
i=1 b2i−1 > 0,
a.1) if ρ = 0, then Z gets absorbed in {0, 1} and supn≥1En[τ0,1] <∞,
a.2) if ρ > 0, then Z gets absorbed in {0} and supn≥1En[τ0] <∞.
b) Λ(0, 1] = 0, c = 0 and
∑∞
i=1 pi2i−1 +
∑∞
i=1 b2i−1 = 0,
b.1) if Z0 = 2n for some n ≥ 1, then Z takes values in the even numbers, gets absorbed in the
state {0} and supn≥1En[τ0] <∞,
b.2) if Z0 = 2n+ 1 for some n ≥ 0, then Z takes values in the odd numbers. Further,
b.2.1) if ρ = 0, then the process Z gets absorbed in the states {1} and supn≥1En[τ1] <∞
b.2.2) if ρ > 0, then the process Z has unique stationary distribution µ. Moreover,
lim
t→∞ supn≥0
||Pn(Zt = ·)− µ(·)|| = 0.
ii) If d > 0, then then Z gets absorbed in the state {0} and supn≥1En[τ0] <∞.
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Figure 1: This figure exemplifies the long term behaviour of branching processes with interactions in the subcritical
cooperative regime depending on its parameters. Doted lines mean that the parameter is different to zero while
continuous lines mean that the parameter is zero. For example if a = 0, d = 0 and pii = 0 for all i ≥ 1, we take the
right edge three times. In this case the process gets absorbed at {1}. The symbol µ means that the process has a
non degenerated stationary distribution.
2 Proofs
2.1 Proof of Theorem 1
Proof. For the first part of the statement, we observe from the form of the intensities (qi,j)i,j≥0, the fact
that ς ≤ 0 and Theorem 1.11 in Chen [8] (see also Theorem 2.2 in Tweedie [34] for the case m ≤ 0 and
Theorem 2.1 in Meyn and Tweedie [26] for the case m > 0) applied to the function ϕi = i, for i ≥ 0, that∑
j≥0
qi,j(j − i) = im+ i(i− 1)ς −
i∑
k=2
(k − 1)
(
i
k
)
λi,k ≤ im, for i ≥ 0,
implying that the process Z does not explode (or it is unique or regular in the terminology of [8]).
For the second statement, we assume that the measure Λ is identically zero and that ς > 0. We first
treat the case when d = ρ = 0. In order to do so, we introduce A = (At, t ≥ 0) a compound Poisson
process with parameter a+ b+ c and jump distribution η satisfying
η(i) =

a
a+ b+ c
if i = −2,
c
a+ b+ c
if i = −1,
bi
a+ b+ c
if i ≥ 1.
We also consider the function g(i) = i(i − 1) which is non negative for i ≥ 0 and satisfies g(i) = 0 for
i = 0, 1. Hence, from Theorems 6.1.1 and 6.1.3 in Ethier and Kurtz [10] the random time changed process
Zt = A∫ t
0 g(Zs)ds
, t ≤ θ0,1 := inf{s : As = 0 or 1},
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defines a Markov process with absorbing states {0, 1} and whose infinitesimal generator is given by
Qf(n) = n(n− 1)Af(n),
where, for f : N→ R, the infinitesimal generator A acts as follows
Af(n) = a[f(n− 2)− f(n)] + c[f(n− 1)− f(n)] +
∞∑
i=1
bi[f(n+ i)− f(n)].
In other words, the process Z has the same law as a branching process with interactions with parameters
a, c and bi, for i ≥ 1.
In the same probability space, we also consider a Poisson process A˜ with parameter δ ∈ (0, ς), then
by using a similar random time change as above we introduce a branching process with interactions with
parameters c = a = 0, b1 = δ > 0 and bi = 0, for i ≥ 2. We observe that the process Z˜ explodes a.s.
Indeed, let us define τ˜+i = inf{t > 0 : Z˜t ≥ i} and observe that its life-time, here denoted by τ˜∞, satisfies
τ˜∞ = supi≥1 τ˜
+
i . Thus, we see
E˜2[τ˜∞] =
∞∑
i=1
E˜i[τ˜
+
i+1] =
1
δ
∞∑
i=2
1
i(i− 1) <∞, (2.4)
where E˜n denotes the expectation of Z˜ starting from n ≥ 2. The previous identity implies that τ˜∞ is
finite a.s or equivalently that Z˜ explodes a.s.
Next, we assume that A0 = n > m = A˜0 and define the event E = {At > A˜t, for all t > 0}. It
is straightforward to deduce that the process St = At − A˜t, for t ≥ 0, is a compound Poisson process
starting from n −m > 0 and drifting to ∞, since ς > δ. Hence with positive probability the process S
stays strictly positive, implying that P(E|S0 = n−m) > 0. In other words, conditionally on E and given
that S0 = n−m > 0, we have that the process Z˜ is stochastically dominated by Z and since the former
explodes then Z also explodes. This proves our statement for the case d = ρ = 0.
For the case d+ ρ > 0, our analysis will be based in the following coupling argument. Let us consider
two branching processes with interactions, Z = (Zt, t ≥ 0) and Z = (Zt, t ≥ 0), with respective parameters
d, a, c, bi and pii, for i ≥ 1, such that d + ρ > 0; and d =
∑∞
i=1 pii = 0, c = c + d, a = a and bi = bi, for
all i ≥ 1, where  is chosen positive and such that
− 2a− c+
∞∑
i=1
ibi = −2a− c− d+
∞∑
i=1
ibi > 0. (2.5)
We denote by Pn the law of Z starting from Z0 = n. We also observe, from above, that Z explodes with
positive probability. Moreover, let n0 = inf{n ∈ N : 1 < (n−1)} and note that for any starting condition
Z0 = Z0 = n > n0, we necessarily have
nd+ n(n− 1)c < n(n− 1)c = n(n− 1)d+ n(n− 1)c.
Next, we consider the following coupling between the Markov chains Z and Z. Let us introduce the
process {(Ut, U t), t ≥ 0} with the following dynamics: for all t < γn0 := inf{t > 0 : U t ≤ n0}, the couple
(Ut, U t) has the following transitions rates, for m ≥ n,
(Ut, U t) goes from (n,m) to

(n+ i,m+ i), with rate n(n− 1)bi,
(n+ i,m), with rate npii + n(n− 1)bi,
(n− 1,m− 1), with rate m(m− 1)c+ min{m(m− 1)d, nd},
(n,m− 1), with rate (m(m− 1)d− nd)+,
(n− 1,m), with rate (nd−m(m− 1)d)+,
(n− 2,m− 2) with rate n(n− 1)a.
(2.6)
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where a+ denotes the positive part of a, and for t ≥ γn0 , the Markov chains Ut and U t evolve independently
with the same transition rates as Z and Z, respectively. We denote by P(n,m) the law of {(Ut, U t), t ≥ 0}
starting from (n,m). Note from our construction, that the Markov chains U and U are equal in distribution
to Z and Z, respectively. Furthermore, we necessarily have
P(n,n)
(
Ut ≥ Ut, for t < γn0
)
= 1.
We deduce for n > n0, P(n,n)(Ut = ∞) > P(n,n)(U t = ∞, γn0 > t) where the right hand side of the
inequality is positive for t sufficiently large. The latter implies that Z is not conservative.
For the proof of Proposition 1, we verify the Foster-Lyapunov conditions for positive recurrence. In
order to do so, we consider the jump Markov chain associate to Z that we denote by (Yn, n ≥ 0) and
whose jump matrix is given by P = (pi,j)i,j≥0 where
pi,j =
{ −qi,j/qi,i if j 6= i
0 if j = i,
for i ≥ 1 and p0,0 = 1. On the other hand, we recall that if a state is recurrent or transient for the jump
chain Y then the state is also recurrent or transient for the chain Z. See for instance the monograph of
Norris [29] for further details of Markov chains and its associated jump chain.
Proof of Proposition 1. We apply the Foster-Lyapunov criteria (see for instance Proposition 1.3 in Hairer
[15] or Theorem 4.2 in Meyn and Tweedie [26]) to analyse the class properties of the state space of the
jump chain Y and implicitly those of Z. Let us consider the discrete generator associated to Y which is
defined as follows
Lf(i) = Pf(i)− f(i) = − 1
qi,i
∑
j≥0
qi,jf(j),
for f : N → R. We choose the Lyapunov function to be f(i) = Ci for i ∈ N and C a positive constant
that we will specify later. According to the Foster-Lyapunov criteria we know that if Lf(i) ≤ −1 for all
but finitely many values of i, then Y is positive recurrent. Hence straightforward computations leads to
Lf(i) = − C
qi,i
(
im+ i(i− 1)ς −
i∑
k=2
(k − 1)
(
i
k
)
λi,k
)
≤ C
(
m
(i− 1)(b+ c+ a) +
ς
(b+ c+ a)
−
∑i
k=2(k − 1)
(
i
k
)
λi,k
i(i− 1)(b+ c+ a)
)
.
(2.7)
For i sufficiently large, we can clearly choose C in such a way that Lf(i) ≤ −1, implying that the
Foster-Lyapunov criteria holds. In other words, the set E is positive recurrent.
The classification of the states {0, 1} follows directly from the way the parameters d and ρ are chosen
and the fact that the cooperation and competition parameters need at least two individuals.
2.2 Moment duality property and proof of Theorem 2.
The aim of this section is to prove Theorem 2 which characterizes a class of jump-diffusions which fulfills
the moment duality property with respect to branching processes with interactions and without annihi-
lation, i.e. a = 0. This moment duality will be very helpful for our purposes. The proof of Theorem 2 is
implicit in the discussion below (see Lemmas 1 and 2).
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In order to prove Theorem 2 , we first introduce such class of jump-diffusions via the following SDE
dXt = µ(Xt)dt+ σ(Xt)dBt +
∫
(0,1]
∫
(0,1]
zg(Xt−, u)N˜(dt,dz,du), (2.8)
where N˜ is a compensated Poisson random measure on (0,∞)× (0, 1]2 with intensity dtz−2Λ(dz)du, the
function g(x, u) is defined by
g(x, u) = 1{u≤1∧x} − (1 ∧ x)1{x≥0},
the functions µ : R→ R and σ : R→ R are continuous and satisfy
µ(x) = d1{x<0} +
(
d(1− x) +
∑
i=1
pii(x
i+1 − x)
)
1{x∈[0,1]},
and
σ2(x) =
(
c(x− x2) +
∞∑
i=1
bi(x
i+2 − x2)
)
1{x∈[0,1]},
for some positive constants d, c, bi, pii, for i ≥ 1.
Lemma 1. Fix d, c, bi, pii, for i ≥ 1, where all terms are positive. If such coefficients satisfy ς ≤ 0, then
the SDE (2.8) with starting point X0 ∈ [0, 1] has a unique strong solution taking values on [0, 1].
Proof. We first observe that if X satisfies (2.8) with X0 ∈ [0, 1], a.s., then Xt ∈ [0, 1] for all t ≥ 0, a.s.
Suppose that there exist  > 0 such that τ := inf{t ≥ 0 : Xt ≤ −} is finite with positive probability.
Then on the event {τ <∞}, we have Xτ = − and
τ > τ0 = inf{s < τ : Xt ≤ 0,∀s ≤ t ≤ τ}.
So we take r ≥ 0 such that {τ0 ≤ r < τ} occurs with strictly positive probability and on that event, we
observe
Xt∧τ = Xr∧τ + d(t ∧ τ − r ∧ τ), t ≥ r,
implying that t 7→ Xt∧τ is non-decreasing on [r,∞). Since Xr > − on {τ0 ≤ r < τ}, we get a
contradiction. The previous argument implies that Xt ≥ 0, a.s. A similar argument proves that Xt ≤ 1,
a.s. We leave the details to the reader.
Now, we show that X has a unique strong solution on [0, 1]. In order to do so, we first observe that
for x, y ∈ [0, 1]
|µ(x)− µ(y)| ≤
d+∑
i≥1
(i+ 1)pii
 |x− y|.
The latter inequality implies that µ is Lipschitz continuous on [0, 1].
On the other hand, we also observe that σ satisfies, for all x, y ∈ [0, 1] ,
|σ2(x))− σ2(y)| ≤
∣∣∣∣∣c(x− y) + c(y2 − x2) +
∞∑
i=1
bi
[
x2+i − yi+2 − (x2 − y2)]∣∣∣∣∣
≤
(
3c+
∞∑
i=1
bi(i+ 2) + 2
∞∑
i=1
bi
)
|x− y|,
implying from our assumptions that σ is Hölder continuous on [0, 1] with exponent 1/2.
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Finally, we observe from Corollary 6.2 in Li and Pu [22], that x 7→ x+ g1(x, u) is non-decreasing and
for any 0 ≤ x, y ≤ 1, ∫
(0,1]
Λ(dz)
z2
∫ 1
0
z2|g(x, r)− g(y, r)| ≤ |x− y|
∫
(0,1]
Λ(dz).
Hence conditions (3.a),(3.b) and (5.a) in Li and Pu [22] are satisfied, implying that there is a unique
strong solution to the SDE (2.8).
Let X = (Xt, t ≥ 0) be the unique strong solution of the SDE (2.8) and Z = (Zt, t ≥ 0) be a
branching process with interactions and parameters d, c, pii, bi, for i ≥ 1, satisfying ς < 0, and λi,k, for
i ≥ k ≥ 2. Both processes are Feller processes taking values on [0, 1] and N respectively. Recall that Px
and Pn, denote the laws of X starting from x ∈ [0, 1] and Z starting from n ≥ 0, respectively, and that
Pn(Zt <∞) = 1 for any n, t ≥ 0.
We denote by A for the infinitesimal generator of the process X which is defined for any f continuous
function such that
Af(x) := lim
t↓0
Ex[f(Xt)]− f(x)
t
exist. If such limit exist then we say that f ∈ DA, the domain of the infinitesimal generator A. Observe
that the infinitesimal generator A satisfies for f ∈ C2b ([0, 1],R), the set of twice continuously differentiable
bounded functions, and x ∈ [0, 1]
Af(x) = µ(x)f ′(x) + σ
2(x)
2
f ′′(x) +
∫
[0,1]
(
xf(x(1− z) + z) + (1− x)f(x(1− z))− f(x)
)Λ(dz)
z2
,
where µ, σ : [0, 1] → R and Λ are defined as above. On the other hand, recall that the infinitesimal
generator Q of the process Z satisfies (1.1) and we denote by DQ for its domain.
In practice, an effective methodology to show duality between two Markov processes is via their
infinitesimal generator. Indeed, we have the following useful result of Jansen and Kurt in [17] (see
Proposition 1.2).
Proposition 3. Let (Y (1)t , t ≥ 0) and (Y (2)t , t ≥ 0) be two Markov processes taking values on E1 and E2,
respectively. We denote by P (1) and P (2) for their respective semigroups and by L(1) and L(2) for their
respective infinitesimal generators. We also let H : E1 × E2 → R be a bounded and continuous function
such that H(x, ·), P (1)t H(x, ·) ∈ DL(1) for all x ∈ E1, t > 0 and H(·, y), P (2)t H(·, y) ∈ DL(2) for all y ∈ E2,
t > 0, where DL(1) and DL(2) denote the respective infinitesimal generators of L(1) and L(2). Then
L(1)H(x, y) = L(2)H(x, y) for all x ∈ E1, y ∈ E2,
if and only if (Y (1)t , t ≥ 0) and (Y (2), t ≥ 0) are dual with respect H.
If the function H is such that H(x, y) = xy, the above duality relationship is known as moment duality.
The moment duality between X and Z reads as follows.
Lemma 2. Let X be the unique strong solution of the SDE (2.8) then it is the unique (in distribution)
moment dual of Z a branching process with interactions and no annihilation. More precisely, for x ∈ [0, 1]
and n ∈ N, we have
Ex[Xnt ] = En[xZt ] for t > 0.
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Proof. Lets introduce the function H(n, x) = xn and observe that for x ∈ (0, 1) and n ≥ 1, we have
A(xn) = nd(xn−1 − xn) +
∑
i=1
pii(x
n+i − xn) + n(n− 1)
∞∑
i=1
bi(x
n+i − xn)
+ n(n− 1)c(xn−1 − xn) +
∫
[0,1]
(
x(x(1− z) + z)n + (1− x)(x(1− z))n − xn
)Λ(dz)
z2
.
On the other hand, let B be a Bernoulli r.v. taking the value 1 with probability x and 0 with probability
1− x. Thus, for n ≥ 2, we observe
x(x(1− z) + z)n + (1− x)(x(1− z))n − xn = E
[
(x(1− z) +Bz)n
]
− xn
= E
[
n∑
k=0
(
n
k
)
xn−k(1− z)n−kzkBk
]
− xn
=
n∑
k=2
(
n
k
)
xn−k+1(1− z)n−kzk + xn(1− z)n + nxn(1− z)n−1z − xn
=
n∑
k=2
(
n
k
)
xn−k+1(1− z)n−kzk − xn
(
1− (1− z)n − n(1− z)n−1z
)
=
n∑
k=2
(
n
k
)
(1− z)n−kzk
(
xn−k+1 − xn
)
.
Hence, for n ≥ 2, we deduce∫
[0,1]
(
x(x(1− z) + z)n + (1− x)(x(1− z))n − xn
)Λ(dz)
z2
=
n∑
k=2
(
n
k
)
λn,k[x
n−k+1 − xn],
implying that A(xn) = Q(xn) for x ∈ [0, 1] and n ≥ 1.
Uniqueness follows from the fact that polynomials are a separating family of functions in [0, 1] and
Proposition 3.6 of [17]. This completes the proof.
We finish this section with the following useful Lemma which provides an upper bound for the expected
fixation time of the process X defined by (2.8) with µ ≡ 0 and Λ ≡ 0. We will use this Lemma for the
proof of Theorems 3 and 4. In particular, we have that the fixation time for X with µ ≡ 0, Λ ≡ 0 and
starting at x ∈ [0, 1] is finite Px-a.s.
Lemma 3. Let X be the process defined by the SDE (2.8) with ς < 0, Λ ≡ 0, d = 0, pii = 0, for all i ∈ N
and recall T0,1 = inf{t > 0 : Xt ∈ {0, 1}}. Then for any x ∈ [0, 1]
Ex[T0,1] ≤ − 2
c−∑∞i=1 ibi
(
(1− x) ln(1− x) + x lnx
)
.
Moreover, we have Px(XT0,1 = 1) = x.
Proof. Since Λ ≡ 0, d = 0 and pii = 0, for all i ∈ N, we observe that the process X, under Px, satisfies
the following SDE
Xt = x+
∫ t
0
σ(Xs)dBs, (2.9)
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where σ is defined as above. The process X is a diffusion taking values on [0, 1] with {0, 1} as absorbing
states. Observe that its associated scale function is given by S(y) = y + c, where c is a constant, and its
associated speed measure satisfies
m(dy) =
2
σ2(y)
dy.
Hence from Corollary VII 3.8 in [31], we have
Ex[T0,1] = 2
∫ 1
0
G(x, y)
1
σ2(y)
dy,
where
G(x, y) =

x(1− y) if 0 ≤ x ≤ y ≤ 1,
y(1− x) if 0 ≤ y ≤ x ≤ 1,
0 otherwise.
Now, we observe that for y ∈ [0, 1], the following inequality holds
σ2(y) ≥
(
c−
∞∑
i=1
ibi
)
y(1− y),
implying
Ex[T0,1] ≤ 2(
c−∑∞i=1 ibi)
(∫ x
0
y(1− x)
y(1− y)dy +
∫ 1
x
x(1− y)
y(1− y)dy
)
= − 2(
c−∑∞i=1 ibi)
(
(1− x) ln(1− x) + x lnx
)
,
which provides the desired inequality.
Finally, since X is a local martingale taking values on [0, 1], it is a uniformly integrable martingale.
Hence from the optimal stopping Theorem, we deduce
x = E1[X0] = Ex[XT0,1 ] = Px(XT0,1 = 1).
Now the proof is completed.
2.3 Proof of Theorem 3 & Corollary 2
For the proof of Theorem 3, we need the following Lemma.
Lemma 4. Assume that there is no annihilation, no death and no branching, i.e. a = 0, d = 0 and ρ = 0.
Then
sup
n≥1
En
[
τ1
]
<∞,
where τ1 = inf{t > 0 : Zt = 1}.
Proof. In order to proof the statement, it is enough to show the case when there are no catastrophes since
an order preserving coupling can be established. Indeed, we can stochastically dominate the case with
catastrophes with another branching processes with interactions with the same parameters but with no
catastrophes. We refer to Section 2 of López et al. [24] for the conditions on the intensities (qi,j)i,j≥0 in
order to have existence of an order preserving coupling.
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From the moment duality, i.e. Lemma 2, we get
En[x
Zt ] = Ex[Xnt ] = Ex
[
Xnt 1{T0,1≥t}
]
+ Ex
[
XnT0,11{T0,1<t}
]
.
Thus by taking t goes to ∞, the dominated convergence Theorem and recalling that T0,1 is finite Px-a.s.
(see Lemma 3), we observe
lim
t→∞En[x
Zt ] = Px(XT0,1 = 1) = x. (2.10)
On the other hand, again from the moment duality between X and Z, we deduce the following inequality
Pn(Zt = 1) =
En[x
Zt ]−∑∞i=2 xiPn(Zt = i)
x
≥ En[x
Zt ]
x
− x.
Therefore from identity (2.10), we get
lim
t→∞Pn(Zt = 1) ≥ 1− x.
This implies that for every  ∈ (0, 1 − x), there exist t1 > 0 such that x−1En[xZt1 ] − x > . Putting all
the pieces together, we conclude that for every n ∈ N,
Pn(Zt1 = 1) > .
Next we observe, using the Markov property of Z starting from n ∈ N at times (jt1)j≥1, that σ1 is
stochastically dominated by a Geometric random variable with parameter , here denoted by Υ, that
represents the number of steps that takes to the discretized Markov chain (Zjt1 , j ≥ 0) to reach the state
1. In other words, for any n ≥ 0, we have
Pn(τ1 > nt1) ≤ P(Υ > nt1).
The latter inequality implies, in particular, that
sup
n≥1
En
[
τ1
]
<
t1

,
which completes the proof.
Proof of Theorem 3 . We first deal with the case with no catastrophes i.e. Λ ≡ 0. From our assumptions
Z has parameters d = 0, c, pii, bi, for i ≥ 1, such that
∑∞
i=1 pii > 0. Our arguments will be based on
following coupling argument. More precisely, let us consider two branching processes with interactions,
Z = (Zt, t ≥ 0) and Z = (Zt, t ≥ 0), with respective parameters a = d = 0, c, bi and pii, for i ≥ 1, such
that ρ > 0; and d = a =
∑∞
i=1 pii = 0, c = c and bi = bi + pii, for all i ≥ 1, where  is chosen positive and
such that
− c+
∞∑
i=1
ibi = −c+
∞∑
i=1
ibi + 
∞∑
i=1
ipii < 0. (2.11)
We denote by Pn the law of Z starting from Z0 = n and observe, from the first part of the proof
and under our assumptions, that Z does not explode and gets absorbed in state {1}. Moreover, let
n0 = inf{n ∈ N : 2 < (n − 1)} and observe that for any starting condition Z0 = Z0 = n > n0, we
necessarily have
npii + n(n− 1)bi < n(n− 1)bi = n(n− 1)pii + n(n− 1)bi.
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Next, we consider the following coupling between the Markov chains Z and Z. Let us introduce the
process {(Ut, U t), t ≥ 0} with the following dynamics: for all t < γn0 := inf{t > 0 : Ut ≤ n0}, the couple
(Ut, U t) has the following transitions rates, for m ≥ n
(Ut, U t) goes from (n,m) to

(n+ i,m+ i), with rate npii + n(n− 1)bi,
(n,m+ i), with rate m(m− 1)bi − npii + n(n− 1)bi,
(n− 1,m− 1), with rate n(n− 1)c,
(n,m− 1), with rate m(m− 1)c− n(n− 1)c,
(2.12)
and for t ≥ γn0 , the Markov chains Ut and U t evolve independently with the same transition rates as Z
and Z, respectively. We denote by P(n,m) the law of {(Ut, U t), t ≥ 0} starting from (n,m). Note that
from our construction, the Markov chains U and U are equal in distribution to Z and Z, respectively.
We refer to Chapters IV and V in Lindvall [23] for further details of this type of couplings and stochastic
dominance.
Furthermore, we necessarily have
P(n,n)
(
Ut ≤ Ut, for t < γn0
)
= 1,
where P(n,n) denotes the law of {(Ut, U t), t ≥ 0} starting from (n, n). Hence, from Lemma 4 and the fact
that Z and Z are skip-down-free (or skip-free to the left), we deduce
En[τn0 ] = E[γn0 |U0 = n] ≤ E[γn0 |U0 = n] = En[τn0 ] < En[τ1] < K, (2.13)
where γn0 := inf{t > 0 : U t ≤ n0}, τ i := inf{t > 0 : Zt = i} and K is a positive constant that does not
depend on n.
On the other hand since the process Z is positive recurrent, we apply Theorem 21.14 of [21], to
conclude that there exist a unique stationary distribution for Z, here denoted by µ. To finish the proof
of the first statement, we use Markov’s inequality and (2.13) to deduce
Pn(τn0 > a) <
K
a
, for every n ≥ n0.
This allow us to compute the total variation distance between Pn(Zt = ·) and µ(·) by conditioning on
the event {τn0 > t0}, where t0 ∈ (0, t). In other words
||Pn(Zt = ·)− µ(·)|| ≤||Pn(Zt = ·, τn0 ≤ t0)− µ(·)||
+Pn(τn0 > t0)||Pn(Zt = ·|τn0 > t0)− µ(·)||
≤
∫ t0
0
||Pn0(Zt−s = ·)− µ(·)||Pn(τn0 ∈ ds) +
K
t0
.
Therefore using again Theorem 21.14 of [21], we observe
||Pn0(Zt−s = ·)− µ(·)|| → 0 as t→∞,
for all s ∈ [0, t0] and thus we conclude that
lim
t→∞ supn≥0
||Pn(Zt = ·)− µ(·)|| < K
t0
.
Since t0 was taken arbitrary, we deduce (1.3).
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For the case with catastrophes, we use an order preserving coupling. In other words, we introduce two
branching processes Z and Z with the same parameters d = d = 0, c = c, pii = pii, bi = bi, for i ∈ N, but
the former take catastrophes into account and the latter has no catastrophes. Again, we refer to Section
2 of López et al. [24] for the conditions on the intensities (qi,j)i,j≥0 in order to have existence of an order
preserving coupling which are clearly satisfied by Z and Z. We denote by Pn for the law of Z starting at
n. Hence, the order preserving and the upper bound in (2.13) implies
En[τn0 ] ≤ En[τn0 ] ≤ K for n ≥ n0,
where τ i := inf{t > 0 : Zt = i} and K is a positive constant that does not depend on n. Then we proceed
similarly as in the case with no catastrophes in order to provide the uniform convergence to stationarity
in the total variation norm. We leave the details to the reader.
In order to prove last statement of this Theorem, we first assume that limt→∞ Px(Xt ∈ {0, 1}) < 1.
This implies that limt→∞ Ex[Xnt ] < limt→∞ Ex[Xt], since for every x ∈ (0, 1), xn is strictly smaller than
x. From the moment duality between Z and X and since µ is the invariant distribution of Z, we obtain∑
i≥0
xiµ(i) = lim
t→∞En[x
Zt ] = lim
t→∞Ex[X
n
t ] < lim
t→∞Ex[Xt] = limt→∞E1[x
Zt ] =
∑
i≥0
xiµ(i),
which contradicts our hypothesis. In other words, we conclude limt→∞ Px(Xt ∈ {0, 1}) = 1 for any
starting point x ∈ (0, 1). Finally, we use the left-hand side of identity (2.10) in order to deduce that µ
satisfies for any x ∈ (0, 1), ∑
i≥0
xiµ(i) = lim
t→∞Px(Xt = 1).
This completes the proof.
The proof of Corollary 1 follows from the theory of diffusions, so we skip its proof. We refer to the
monograph of Revuz and Yor [31] for details about the two sided exit problem and its relationship with
scale functions. Next we prove Corollary 2.
Proof of Corollary 2. On the one hand, we observe that using the dominated convergence Theorem and
the moment duality between Z and X that for any x ∈ (0, 1) and n ≥ 1, we have
Ex
[
lim
t→∞X
n
t
]
= lim
t→∞Ex[X
n
t ] = lim
t→∞En[x
Zt ] = En
[
lim
t→∞x
Zt
]
.
From Theorem 3, we observe that the limit of the generating function of Z does not depend on the starting
state n. This implies that all the moments of limt→∞Xt must be equal. Since the limt of X must be in
[0, 1] and the latter observation, we deduce that Px(limt→∞Xt ∈ {0, 1}) = 1 and thus
Px
(
lim
t→∞Xt = 1
)
= Ex
[
lim
t→∞X
n
t
]
= En
[
lim
t→∞x
Zt
]
.
The proof is completed once we compute En[limt→∞ xZt ] in each of the three cases of Theorem 3.
2.4 Proof of Theorem 4
For the proof of Theorem 4, we need Lemma 4 and the following result.
Lemma 5. Assume that a = 0, d > 0 and ρ > 0. Then
sup
n≥1
En
[
τ0
]
<∞,
where τ0 = inf{t > 0 : Zt = 0}.
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Proof. In order to prove this Lemma, we use again a coupling method. From our assumptions Z has
parameters d > 0, c, pii, bi, for i ≥ 1, and λi,k, for i ≥ k ≥ 2. For our purposes we also consider a
branching process with interactions Z = (Zt, t ≥ 0) with parameters d = 0, c = c, pii = pii, bi = bi, for all
i ∈ N, and λi,k = λi,k, for i ≥ k ≥ 2. We denote by Pn its law starting from Z0 = n. Observe that the
process Z fulfills the conditions of Theorem 3 and thus there exist a unique stationary distribution µ. In
particular,
lim
t→∞Pn(Zt = 1) = µ({1}) > 0,
and this is a uniform limit on the variable n. Thus for every  ∈ (0, µ({1})) there exists t0 > 0 such that
inf
n≥0
Pn(Zt0 = 1) > .
Since the processes only differ in the death parameter, the order preserving coupling is straightforward.
Let us denote such coupling by {(Ut, U t), t ≥ 0}. In particular, we have that Ut and U t are equal in
distribution to Zt and Zt, respectively. As we said before such coupling preserves order, meaning that
Ut ≤ Ut, for t ≥ 0, almost surely.
On the other hand, we observe that P(Uh = 0|U0 = 1) > 0 for h > 0. Hence, we conclude that for n ∈ N
Pn(Zt0+h = 0) =P(Ut0+h = 0|U0 = n)
>P(Ut0+h = 0|Ut0 = 1)P(Ut0 = 1|U0 = n)
>P(Uh = 0|U0 = 1)P(U t0 = 1|U0 = n)
>P1(Zh = 0).
Again, it is important to note that the right hand side of the previous equation does not depend on n.
From the Markov property we deduce that
Pn(τ0 > t) ≤Pn(τ0 > bt/(t0 + h)ct0)
<(1−P1(Zh = 0))bt/(t0+h)c.
This allow us to conclude that stochastically τ0 ≤ (t0 + h)G where G is Geometric random variable
with parameter P1(Zh = 0). Note that G is independent of the starting condition n. This leads to the
conclusion that, for every n ∈ N,
En[τ0] <
t0 + h
P1(Zh = 0)
<∞,
which completes the proof.
Proof of Theorem 4. In order to prove our result, we first deduce that under our assumptions the se-
quence (Pn)n≥1 converges weakly in the space of probability measures on D(N ∪ {∞}, [0, T ]), the space
of Skorokhod of càdlàg functions on [0, T ] with values in N ∪ {∞}. We follow the tightness argument
provided on the proof of Theorem 1 in Donelly [9]. We observe that the process does not possesses in-
stantaneous states and also that it is stochastically monotone with respect to the starting point. In other
words, condition (A1) of Theorem 1 in [9] is satisfied. Moreover, under our assumptions the process does
not explode and condition (A2) is also satisfied by denoting BNn the branching process with interactions
starting from n and stopped at state N .
Then tightness holds and we identify the finite marginal distributions by noticing that for k ≥ 1, for
t1, . . . tk ≥ 0, and for n1, . . . , nk ∈ N, the probabilities Pn(Zt1 ≤ n1, · · · , Ztk ≤ nk) are non-increasing
with respect to n.
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In order to prove that the process comes down from infinity, we study the limit of En[τ1] as n goes
to ∞ which in particular implies that it hits finite values in finite time with positive probability. If the
parameters d, c, pii, bi, for i ≥ 1, and λi,k, for i ≥ k ≥ 2 are as in Lemmas 4 and 5, then it is clear
that limn→∞En[τ1] < ∞. If the parameters are as in Theorem 3, then identity (1.3) implies that there
exists a time t0 such that supn≥1Pn(Zt0 = 1) > µ(1)/2. By the Markov property, for every n ≥ 1,
we observe Pn(τ1 > kt0) < Pn(Zit0 6= 1, for all i ∈ {1, 2, ..., k}) < (1 − µ(1)/2)k. This implies that
En[τ1] < 2/µ(1) <∞ for all n ≥ 1, in other words we have limn→∞En[τ1] < 2/µ(1). This completes the
proof.
2.5 Proof of Proposition 2
Proof of Proposition 2. We first deduce that for any choice of parameter it holds that
sup
n≥1
En[τ0,1] <∞.
Let us first assume that a = 0. If d > 0 or d = 0 and pii = 0 for all i ∈ N, then the result follows
immediately from Lemmas 4 and 5. If d = 0 and pii > 0 for some i ∈ N, then identity 1.3 assures that for
all  < µ(1) there exists t > 0 such that infn≥1Pn(Zt = 1) > . Thus, by the strong Markov property
we conclude
sup
n≥1
En[τ0,1] ≤ sup
n≥1
En[τ1] ≤ t

<∞.
Next, we assume a > 0. In this case, we will use again an order preserving coupling. Let Z be a branching
process with interactions with parameters a > 0, d, c, pii, bi, and λi,k, for i ≥ k ≥ 2 that represents the
catastrophes. Recall that Pn denotes its law starting from Z0 = n. We also consider another branching
process with interactions Z = (Zt, t ≥ 0), with parameters a = 0, d = d, pii = pii, c = c+ a, bi = bi for all
i ∈ N and λi,k, for i ≥ k ≥ 2. We denote by Pn its law starting from Z0 = n. Since the only parameters in
which the processes Z and Z differ are the annihilation and competition, the coupling is straightforward
(every time there is an annihilation event in Z there is a competition event in Z).
Let us denote by {(Ut, U t), t ≥ 0} such coupling and observe
Ut ≤ Ut, for t ≥ 0, almost surely.
Since U has no annihilation, we conclude by the previous argument that
sup
n≥1
En[τ0,1] < sup
n≥1
En[τ0,1] <∞,
where τ0,1 denotes the first hitting time of the states {0, 1} of the process Z. Whenever d > 0, we have
sup
n≥1
En[τ0] < sup
n≥1
En[τ0] <∞.
This prove part (ii).
Next recall that that a state {m} is accessible from n ∈ N, if for every t > 0
Pn(Zt = m) > 0.
From the first part of the proof, we know that Z visits {0, 1}. Observe that if Z visits the state {0} it
will get absorbed, but if it visits the state {1} it will get absorbed if and only if d = 0 and pii = 0 for all
i ≥ 1. The proofs of parts (a) and (b) relies in verifying whether the states {0} and {1} are absorbing
states or not.
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For part (a), the assumptions assure that for every n > 1 there exist some number i ∈ Z such that Z
goes from n to n+ 2i− 1 at a positive rate. Since a > 0, then Z goes from n to n− 2 at a positive rate.
In other words, the states {0} and {1} are accessible.
On the other hand, we deduce that {1} is an absorbing state if and only if ∑∞i=1 pii = 0. If {1} is
an absorbing state, then from the first part of the proof, we deduce supn≥1En[τ0,1] < ∞. If {1} is not
absorbing, then {0} is accessible from {1}, which implies that there exists  > 0 and t > 0 such that
P1(Zt = 0) > .
Using the strong Markov property we conclude
sup
n≥1
En[τ0] <
1

(
sup
n≥1
En[τ0,1] + t
)
<∞.
This completes the proof of part (a).
For part (b), we observe that Z only makes two sided jumps of even size, then the support ofPn(Zt = ·)
are the even or the odd numbers depending the value n. If n is even, then {1} is not accessible and {0}
is accessible. In other words, τ0,1 = τ0 and by the first part of our proof, we conclude supn≥1En[τ0] <∞.
Similarly, if n is odd then {1} is accessible but not the state {0}. In this case τ0,1 = τ1 and again from
the first part of the proof we conclude supn≥1En[τ1] <∞.
On the other hand under our assumptions, we deduce that {1} is an absorbing state if and only if∑∞
i=1 pii = 0. If
∑∞
i=1 pii > 0, we have that {1} is positive recurrent. The uniform convergence to the
stationary distribution in this case follows form similar arguments as those used in Theorem 3, part (ii).
We leave the details to the reader.
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