ABSTRACT: In this study, an improved cooperative integrated guidance and control (IGC) design method is proposed based on distributed networks to address the guidance and control problem of multiple interceptor missiles. An IGC model for a leading interceptor is constructed based on the relative kinematic relations between missiles and a target and the kinematic equations of the missiles in a pitch channel. The unknown disturbances of the model are estimated using a fi nite-time disturbance observer (FTDO). Then, the control algorithm for the leading interceptor is designed according to the disturbance estimation and nonsingular fast dynamic surface sliding mode control (SMC). To enhance the rate of convergence of the cooperative control commands for the interceptors, an improved cooperative control strategy is proposed based on the leader-follower distributed network. Consequently, the two velocity components of the interceptor in the pitch channel can be obtained, which are subsequently converted to the total velocity and fl ight path angle commands of the interceptor using kinematic relations. The control algorithm for the following interceptor is similarly designed using an FTDO and dynamic surface SMC. The effectiveness of the improved distributed cooperative control strategy for multiple interceptors is validated through simulations.
INTRODUCTION
With the advancement of anti-missile technology, cooperative multi-missile attack and defense is attracting increasing attention owing to its unique strengths. As a result, the development of cooperative multi-missile guidance and control technology, which is a key element for ensuring the attack and defense performance of a weapon system, has gained momentum. Th rough coordination between missiles, cooperative engagement integrates multiple interceptor missiles as a united combat group that is informationsharing, function-complementary, and tactics-cooperative. Using the group advantage, a multi-missile system can execute a multilayer all-around attack on an enemy's defense system or a target with overall-promoted penetration capabilities and carries out tasks that are diffi cult for a single interceptor missile to perform. Th erefore, it is of practical signifi cance to study the cooperative guidance and control of multiple interceptors (Zhao and Yang 2017; Daughtery and Qu 2014) .
With respect to the cooperative guidance and control of multi-interceptors, Jeon et al. (2010) and Lee et al. (2007) propose a guidance law with controllable attack time and angle-of-attack constraint and apply it to the salvo attack of anti-ship missiles. 
Integrated Guidance and Control of Multiple

IGC MODEL FOR THE LEADING INTERCEPTOR
The engagement geometry of the leading interceptor and target in the pitch channel are shown in Fig. 1 . In Fig. 1 , M and T denote the interceptor missile and target, respectively; a m4ε and a tε are the accelerations of the missile and target, respectively; V m and V t represent missile velocity and target velocity, respectively; θ m and θ t are the flight path angles of the missile and target, respectively; q ε is the missile/target LOS angle; R is the distance between the missile and target. The relative kinematic model of the interceptor in the longitudinal plane can be obtained as (Eq. 1):
In Fig. 1 , M and T denote the interceptor missile and target, respectively; am4ε and atε are the accelerations of the missile and target, respectively; Vm and Vt represent missile velocity and target velocity, respectively; θm and θt are the flight path angles of the missile and target, respectively; qε is the missile/target LOS angle; R is the distance between the missile and target. The relative kinematic model of the interceptor in the longitudinal plane can be obtained as (Eq. 1) (1) The kinematic model of the leading interceptor in the pitch channel is expressed as (Eq. 2) where S is the reference area of the missile; m the missile mass; α is the angle of attack (AOA); ωz is the pitch angular velocity; q is the dynamic pressure; dα and are the perturbation and uncertain disturbance in each part of the system, respectively; Jz is the rotational inertia of the missile; , , and denote the aerodynamic force and moment coefficients; and Mz is the control moment of the missile in the pitch channel.
Based on Eqs. 1 and 2, if we define x1 = qε, , x3 = α, and x4 = ωz, the nonlinear IGC model of the leading interceptor in the pitch channel can be written as (Eq. 3)
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The longitudinal acceleration of the target, a tε , can be estimated using the following FTDO (Eq. 5):
interceptor, an FTDO is designed to estimate these terms.
Defining and , from Eq. 1, we have (Eq. 4)
The longitudinal acceleration of the target, atε, can be estimated using the following FTDO (Eq.
where ; and are the disturbance estimates of vε and atε, respectively; λ20, λ21, λ22, σ20, σ21, and σ22 are the design parameters of the FTDO; q2 and p2 are terminal parameters with 0 < p2 < q2.
According Shtessel et al. (2007) , the FTDO error system is stable during finite time; thus, we define the estimation error of the target acceleration as e21 = z21 -atε.
Similarly, the disturbances of the leading interceptor in the AOA loop and pitch angular velocity loop, dα and , can be estimated by (Eqs. 6 and 7) The longitudinal acceleration of the target, atε, can be estimated using the following FTDO (Eq.
Similarly, the disturbances of the leading interceptor in the AOA loop and pitch angular velocity loop, dα and , can be estimated by (Eqs. 6 and 7) 
where g3 = a33x3 + x4; g4 = a43x3 + a44x4 + b4u; and are the estimated values of dα and with estimation errors of e31 = z31 -dα and , respectively.
DESIGN OF THE NONSINGULAR FAST DYNAMIC SMC CONTROLLER
The interceptor IGC model is a mismatched uncertain system; we designed a nonsingular fas dynamic surface SMC model as the control algorithm for the leading interceptor, based on the IGC model (Eq. 3) and FTDO estimations (Eqs. 5 to 7).
1) According to dynamic surface SMC design, the second subsystem in Eq. 3 is considered. x2d i defined as the system tracking command signal. 
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The interceptor IGC model is a mismatched uncertain system; we designed a nonsingular fast dynamic surface SMC model as the control algorithm for the leading interceptor, based on the IGC model (Eq. 3) and FTDO estimations (Eqs. 5 to 7).
1) According to dynamic surface SMC design, the second subsystem in Eq. 3 is considered. x2d is defined as the system tracking command signal.
The first dynamic error surface is defined as (Eq. 8)
The derivative of s2 is determined to obtain the error dynamic equation , , , ,
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The derivative of s 2 is determined to obtain the error dynamic equation (Eq. 9):
The derivative of s2 is determined to obtain the error dynamic equation (9) The FTDO-estimated from Eq. 5 is substituted into Eq. 9 to acquire the virtual control 2  1  2  23 23 2  2  23 22 2  2  3 ( ) ( )
input of the first dynamic surface (Eq. 10)
where k2 > 0. To prevent the increase in computational complexity owing to the 'explosion of terms'
when finding the derivative of the virtual control input, is fed through a first-order low-pass filter to obtain the filtered virtual control input (Eq. 11)
where τ3 is the time constant of the filter. Hence, the derivative of the virtual control input after error surface filtering is (Eq. 12)
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Based on the design approach of the first dynamic surface, the FTDO-estimated from Eq.
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• The second dynamic error surface is defined as (Eq. 13):
The derivative of s 3 is determined to obtain the error dynamic equation (Eq. 14):
Based on the design approach of the first dynamic surface, the FTDO-estimated ˜ d a from Eq. 6 is substituted into Eq. 14 to acquire the virtual control input for the second dynamic surface (Eq. 15):
is fed through a low-pass filter to obtain (Eq. 16):
where τ 4 is the time constant of the filter. Hence, the derivative of the virtual control input after error surface filtering is (Eq. 17):
• The third dynamic error surface is defined as (Eq. 18):
The derivative of s 4 is determined to obtain the error dynamic equation (Eq. 19):
To prevent singularity in the leading interceptor system and to converge to the equilibrium position within limited time, we design a nonsingular fast sliding mode reaching law (Eq. 20): (19) To prevent singularity in the leading interceptor system and to converge to the equilibrium position within limited time, we design a nonsingular fast sliding mode reaching law (Eq. 20):
(20)
and odd, 1 < p/q < 2, ka > 0, kb > 0, and 0 < ∂ < 1.
Based on Eqs. 19 and 20 and the FTDO-estimated from Eq. 7, the improved nonsingular fast dynamic surface SMC law of the leading interceptor is (Eq. 21)
where k4 > 0, k5 > 0, 1 < p/q < 2, and 0 < ∂ < 1.
STABILITY ANALYSIS
It is assumed that the estimation errors of the FTDO system satisfy (Eq. 22)
where N2, N3, and N4 are positive constants.
Filtering errors are defined as follows (Eq. 23):
,
The derivatives of y3 and y4 are determined to obtain the dynamic errors of filtering (Eq. 24).
Based on Eqs. 8 to 18 and 23, we have where and odd, 1 < p/q < 2, ka > 0, kb > 0, and 0 < ∂ < 1.
The derivatives of y3 and y4 are determined to obtain the dynamic errors of filtering (Eq. 24). ,
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The derivatives of y3 and y4 are determined to obtain the dynamic errors of filtering (Eq. 24). , 
where . It is assumed that , where is a positive constant. 
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Based on Eqs. 19 and 20 and the FTDO-estimated ˜ d ω z from Eq. 7, the improved nonsingular fast dynamic surface SMC law of the leading interceptor is (Eq. 21):
where k 4 > 0, k 5 > 0, 1 < p/q < 2, and 0 < ∂ < 1.
It is assumed that the estimation errors of the FTDO system satisfy (Eq. 22):
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The derivatives of y 3 and y 4 are determined to obtain the dynamic errors of filtering (Eq. 24):
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Based on Eqs. 25 to 28, the following can be obtained (Eqs. 31 to 35):
According to the nonlinear IGC model in Eq. 3, the Lyapunov function is considered as 
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According to the nonlinear IGC model in Eq. 3, the Lyapunov function is considered as:
The derivatives of both sides of Eq. (36) are determined to obtain (Eq. 37):
The design parameters should satisfy (Eq. 38):
where κ is a constant, and κ > 0. Thus, we have:
where κ is a constant, and κ > 0. Thus, we have (39) where .
From Eq. 39, we finally have (Eq. 40)
Therefore, system convergence can be ensured by appropriately adjusting design parameters k k3, k4, k5, τ3, and τ4. If k2, k3, k4, and k5 are increased while τ3 and τ4 are reduced, a sufficiently larg κ can be ensured so that filtering error and error surface are sufficiently small. This ensures contro accuracy.
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Therefore, system convergence can be ensured by appropriately adjusting design parameters k2, k3, k4, k5, τ3, and τ4. If k2, k3, k4, and k5 are increased while τ3 and τ4 are reduced, a sufficiently large κ can be ensured so that filtering error and error surface are sufficiently small. This ensures control accuracy.
where From Eq. 39, we finally have (Eq. 40):
Therefore, system convergence can be ensured by appropriately adjusting design parameters k 2 , k 3 , k 4 , k 5 , τ 3 , and τ 4 . If k 2 , k 3 , k 4 , and k 5 are increased while τ 3 and τ 4 are reduced, a sufficiently large κ can be ensured so that filtering error and error surface are sufficiently small. This ensures control accuracy.
DESIGN OF DISTRIBUTED NETWORK BASED COOPERATIVE CONTROL STRATEGY
The problem of the cooperative control of multiple intelligent agents can be described as a graph, which can be analyzed using graph theory. For the guidance and control of multiple interceptor missiles, one missile acquires the state information of other missiles through information exchange to achieve coordination among them. Therefore, a leader-follower topological structure that consists of one leading interceptor and n following interceptors can be built. This structure is described using an undirected graph. Regarding each missile as a communication node, the information exchange between missiles is expressed as 
The problem of the cooperative control of multiple intelligent agents can be described as a graph, which can be analyzed using graph theory. For the guidance and control of multiple interceptor missiles, one missile acquires the state information of other missiles through information exchange to achieve coordination among them. Therefore, a leader-follower topological structure that consists of one leading interceptor and n following interceptors can be built. This structure is described using an undirected graph. Regarding each missile as a communication node, the information exchange between missiles is expressed as , where represents the set formed by all missile nodes, Ē denotes the links between nodes, and is the adjacency matrix of the undirected graph. If information exchange exists between nodes i and j, then āij > 0; otherwise, āij = 0. is the Laplace matrix of , the elements of which satisfy (Eq.
41)
In a multi-missile topology with a leading interceptor, the leading interceptor features an independent state that does not change with followers. The purpose of including the leader state into the synchronization algorithm as part of the cooperative control strategy is that follower states should approach the leader state.
Let represent whether each follower can acquire the information of the leader, where implies yes and implies no.
Based on the fixed leader-follower topology, an improved cooperative control strategy for 
multiple interceptors can be designed using the distributed network method, as follows (Eq. 42):
where x0 denotes the position of the leader; xi, denotes the position of a follower;
denotes the velocity of a follower; ∂i > 0; and are constants. 
In a multi-missile topology with a leading interceptor, the leading interceptor features an independent state that does not change with followers. The purpose of including the leader state into the synchronization algorithm as part of the cooperative control strategy is that follower states should approach the leader state. • If G -is connected, the eigenvalue of L -is , which is referred to as the algebraic connectivity of the graph; a larger value indicates a more connected network.
• 0 is one eigenvalue of L -, and the corresponding eigenvector is 1. connectivity of the graph; a larger value indicates a more connected network.
2) 0 is one eigenvalue of , and the corresponding eigenvector is 1.
Defining an error variable, ei = xi -x0, we have (Eq. 43)
The Lyapunov function is defined as (Eq. 44) (44) where e = [e1,e2,...,en]
We define , , and ∂ = min{∂i}. The derivatives of Eq. 44 are 2) 0 is one eigenvalue of , and the corresponding eigenvector is 1.
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REALIZATION OF THE DISTRIBUTED NETWORK BASED COOPERATIVE CONTROL STRATEGY
The essence of multi-interceptor cooperative attack is to coordinate the positions of following interceptors and the leading interceptor. Therefore, to realize the distributed network synchronization strategy, each interceptor in the network must follow the velocity commands provided by the synchronization strategy given by Eq. 42.
The kinematic relations of the interceptors in the network that participate in coordinated attack are (Eq. 48):
provided by the synchronization strategy given by Eq. 42.
The kinematic relations of the interceptors in the network that participate in coordinated attack are (Eq. 48)
where and represent the two velocity components within the inertial frame of interceptor i in the pitch channel.
Based on the distributed network synchronization strategy given in Eq. 42, the missile velocity reference commands are Based on the distributed network synchronization strategy given in Eq. 42, the missile velocity reference commands are (49) Using Eqs. 48 and 49, the total velocity and flight path angle of the interceptor are obtained as (Eq. 50) (50) The signal must be filtered to obtain the derivative of the total velocity and flight path angle, .
Let and be the actual command and ideal command of the required signal, respectively. We obtain (Eq. 51) 
where ζn and ωn are the damping and bandwidth of the filter, respectively. The use of the filter can effectively address the differentiation problem of the command signals without affecting the amplitudes of the commands and their derivatives.
DESIGN OF FOLLOWING INTERCEPTOR CONTROLLER
It can be seen that the commands provided by the cooperative control strategy can be converted to velocity and flight path angle commands. The controller for following interceptors adopts the dynamic surface SMC algorithm to achieve command signal tracking for the missiles in the cooperative network. Assuming that missile velocities are controllable and air resistance and gravity can be neglected, the flight velocity of a follower can be expressed as (Eq. 52) (52) where Pi is engine thrust. 
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From Eq. 53, an error surface is defined as (53) where is the filtered total velocity of the interceptor. The derivative of sv is obtained as (Eq. 54)
It can be seen that the commands provided by the cooperative control strategy can be converted to velocity and flight path angle commands. The controller for following interceptors adopts the dynamic surface SMC algorithm to achieve command signal tracking for the missiles in the cooperative network. Assuming that missile velocities are controllable and air resistance and gravity can be neglected, the flight velocity of a follower can be expressed as (Eq. 52)
where Pi is engine thrust.
From Eq. 53, an error surface is defined as (53) where is the filtered total velocity of the interceptor. The derivative of sv is obtained as (Eq. 54) 
It can be seen that the commands provided by the cooperative control strategy can be converted to velocity and flight path angle commands. The controller for following interceptors adopts the dynamic surface SMC algorithm to achieve command signal tracking for the missiles in the cooperative network. Assuming that missile velocities are controllable and air resistance and gravity can be neglected, the flight velocity of a follower can be expressed as (Eq. 52) (52) where Pi is engine thrust. From Eq. 53, an error surface is defined as (53) where is the filtered total velocity of the interceptor. The derivative of sv is obtained as (Eq. 54)
where is the derivative of .
The signal must be filtered to obtain the derivative of the total velocity and flight path angle, x -.
. Let x -and x -* 1 be the actual command and ideal command of the required signal, respectively. We obtain (Eq. 51):
where ζ n and ω n are the damping and bandwidth of the filter, respectively. The use of the filter can effectively address the differentiation problem of the command signals without affecting the amplitudes of the commands and their derivatives.
It can be seen that the commands provided by the cooperative control strategy can be converted to velocity and flight path angle commands. The controller for following interceptors adopts the dynamic surface SMC algorithm to achieve command signal tracking for the missiles in the cooperative network. Assuming that missile velocities are controllable and air resistance and gravity can be neglected, the flight velocity of a follower can be expressed as (Eq. 52):
where P i is engine thrust.
From Eq. 53, an error surface is defined as:
where V -mi is the filtered total velocity of the interceptor. The derivative of s v is obtained as (Eq. 54):
V -mi
is the derivative of V -mi . The sliding mode reaching law provided below is used to ensure that interceptor velocity can rapidly follow the system command. 
Based on the FTDO estimates and kinematic model in the pitch channel, the controller for following interceptors is designed using the dynamic surface SMC law.
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Based on the FTDO estimates and kinematic model in the pitch channel, the co following interceptors is designed using the dynamic surface SMC law.
1) The first dynamic error surface is defined as (Eq. 59)
The derivative of si1 is obtained (Eq. 60)
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• The second dynamic error surface is defined as (Eq. 63):
The derivate of si2 is determined (Eq. 64)
Similar to the first dynamic surface, the virtual control input of the second dynamic surface is (Eq. 65)
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The following sliding mode reaching law is used to ensure a high rate of system (Eq. 69)
The dynamic surface SMC law for following interceptors is (Eq. 70)
where ki31 > 0, ki32 > 0, and 0 < λi3 < 1.
The stability of the control algorithm for followers can be proved using Eq
Simulation validation
To validate the effectiveness of the improved distributed cooperative assume a communication topology in which the leader can communicate with and neighboring communication exists between the followers, as shown i conditions of the leader, followers, and target are listed in Table 1 . The derivate of s i2 is determined (Eq. 64):
Similar to the first dynamic surface, the virtual control input of the second dynamic surface is (Eq. 65):
where
is fed through the following low-pass filter to obtain (Eq. 66):
where τ i3 > 0 is the time constant of the filter.
• The third dynamic error surface is defined as (Eq. 67):
The derivative of s i3 is determined (Eq. 68):
The following sliding mode reaching law is used to ensure a high rate of convergence for the system (Eq. 69):
The dynamic surface SMC law for following interceptors is (Eq. 70):
where k i31 > 0, k i32 > 0, and 0 < λ i3 < 1. The stability of the control algorithm for followers can be proved using Eqs. 20 to 40.
SIMULATION VALIDATION
To validate the effectiveness of the improved distributed cooperative IGC algorithm, we assume a communication topology in which the leader can communicate with three other followers and neighboring communication exists between the followers, as shown in Fig. 2 . The initial conditions of the leader, followers, and target are listed in Table 1 .
The parameters of the FTDO are provided below. The regular and improved distributed cooperative control strategies are examined in the simulations. The formula for the former is (Eq. 71): 
The parameters of the FTDO are provided below.
1) FTDO parameters of the leader: λ20 = λ30 = λ40 = 2, λ21 = λ31 = λ41 = 1.5, λ22 = λ32 = λ42 = 2, q2 = q3 = q4 = 0.5, p2 = p3 = p4 = 8, σ20 = σ21 = σ22 = σ30 = σ31 = σ32 = σ40 = σ41 = σ42 = 0.1, L2 = 100, L3 = 10, and L4 = 50.
2) FTDO parameters of the followers: λi10 = λi11 = λi12 = 2, λi11 = λi21 = λi31 = 1.5, λi12 = λi22 = λi32 = 1.5, qi1 = qi2 = qi3 0.5, pi1 = pi2 = pi3 = 8, and Li1 = Li2 = Li3 = 10.
Parameters of the dynamic surface SMC algorithm:
1) Parameters for the leader control law: k2 = 5, k3 = 10, k4 = 12, k5 = 16, ∂ = 0.6, and x2d = 0.
2) Parameters for the follower control law: kv1 = kv2 = 2.5, ki1 = 5, ki2 = 2.5, ki3 = 10, ki31 = 40, ki32 = 5, and λi1 = λi3 = λv = 0.6.
Parameters for the filter: τ3 = τ4 = τi2 = τi3 = 0.002, ζn = 0.8, and ωn = 40.
Parameters for the distributed cooperative control strategy: , , and ∂i = 0.6.
It is assumed that the disturbance in the system is d3 = d4 = di1 = di2 = di3 = 0.1sin(t) and the target acceleration is a = 5 m/s 2 .
The regular and improved distributed cooperative control strategies are examined in the simulations. The formula for the former is (Eq. 71)
Simulation results are obtained using the parameters given above, and they are compared in
Figs. 3 to 12. The trajectories of the interceptors and target obtained using the two strategies are shown in Figs. 3 and 8. A comparison between the figures shows that when the improved strategy is used, follower trajectories gradually approach the target trajectory with a higher rate of convergence and smoother trajectory curves, and followers are able to hit the target by following the leader.
The velocity curves of the interceptors obtained using the two strategies are shown in Figs. 4 and 9. Convergence is reached at 6-8 s using the improved strategy, whereas it is reached at 8-10 s using the regular strategy. Comparisons between Figs. 5 and 10, 6 and 11, and 7 and 12 suggest that the improved strategy proposed in this study provides a higher rate of convergence and smoother transition with strong robustness.
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CONCLUSION
An improved distributed network cooperative IGC algorithm is developed based on the leader-follower topology to address the multi-interceptor IGC problem. The controller for the leading interceptor is designed based on an FTDO and the nonsingular fast dynamic surface SMC law, whose stability is proved using the Lyapunov principle. An improved multi-interceptor cooperative control strategy is proposed based on distributed network cooperative control. The following interceptor controller is similarly designed using an FTDO and dynamic surface SMC. The algorithm is validated using simulations. It is demonstrated that the developed algorithm can meet the cooperative guidance and control requirements of multiple interceptors while increasing the rate of convergence for the interceptors that react to cooperative control commands.
