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Abstract
Today’s power systems are becoming heavily loaded and operating close to their stability
limit. This raises issue of voltage security and small signal stability, which may lead to
the system being forced to operate way below its rated capacity. The impact of renewable
technology such as wind and other technologies are likely to further strain existing power
networks and infrastructure, hence, likely to adversely affect voltage stability of the power
network. The intermittency associated with these sources could also adversely affect on
the damping of the system’s oscillatory modes.
The work presented in this thesis develops techniques for identifying which controls are
effective to improve voltage security margins. Using distributed series impedance, a
device that can either increase or reduce line impedance, and margin sensitivity, it is
shown that voltage stability margin can be effectively enhanced. Validation is performed
on a 39 bus system following a major line outage contingency. Ways of improving the
accuracy of margin sensitivity with respect to various controls are presented.
Techniques for designing controllers to improve system mode damping have been devel-
oped. Unlike techniques using predominately state-space method, these which utilise
polynomial methods, yield robust controller of low order and whose structure can be
pre-specified. Three techniques are presented. The first uses Kharitonov’s theorem and
results in bilinear matrix inequality (BMI) stability conditions. The second uses the the-
ory of positive polynomials which results in linear matrix inequality (LMI) conditions for
stability. The last uses conic programming to the controller design problem as a two part
problem, first involving phase compensation design, then gain tuning. The effectiveness
of the techniques is validated by designing controller for an 68 bus test system model.
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Chapter 1
Introduction
Electric power systems in the current context have been going through phenomenal tran-
sition. More and more renewable sources are being connected to various grids in order
to meet carbon emission reduction targets. In the UK about 27GW of wind generation
is planned for installation by 2020. This presents new challenges as well as opportunities
to power system design, operation and control. Most of the UK transmission system was
built in the 1960s. The challenges facing the system now could not be foreseen. As such
the system faces many bottlenecks, often operating close to various limits.
Such changes have implications on the power system’s transfer capability and stability.
One of the many challenges is that most renewable sources are highly intermittent, which
presents problems for system planning and operation. Because of this it is difficult to
maintain sufficient generation reserve [1], [2]. Intermittency also results in unpredictable
power flows across the system. This has implications on stability. If the resulting fluctu-
ations in power are big enough, they may excite under-damped system modes and cause
power oscillations which may cause the system to separate. The reactive power flows
would also be affected, with implication on voltage stability.
The increase in penetration of renewable sources will necessitate enhancing the transmis-
sion system’s capacity in order to accommodate this new power generation. This could
21
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be achieved by building new lines, and substations. However this is very expensive and
would require complex planning process, which could be very lengthy. Existing network
could also be enhanced by using flexible AC transmission systems (FACTS) devices. Big
off-shore wind farms which are being planned for the UK could only effectively be con-
nected to the main land system using HVDC. As an opportunity, FACTS and HVDC
can be very useful for stabilizing the entire system if properly designed and located.
1.1 Enhancing system capacity
Enhancing the transmission system capacity cannot be realised by just building new lines.
Over long and medium length transmission line the transfer capability of power systems
is mostly limited by voltage and angle stability as the St Claire curve in Figure 1.1 shows.
Voltage stability is the ability of the system to maintain acceptable voltage when the load
increases [3]. When the load increases beyond a certain threshold, the voltage collapses.
Angle stability on the other hand has to do with the angular separation among generators
in the system. A multi-machine system has oscillatory modes, associated with generator
states, which if they are poorly damped result in oscillation of the angular separation
among the machines, which could becomes so severe as to lead to the system separating
or even to collapse [4].
1.1.1 Voltage stability
Voltage stability analysis and control are important aspects for secure operation of power
systems. Voltage stability directly influences the power transfer capability of a system
as Figure 1.1 shows. Utilities run many voltage security assessments to ensure sufficient
voltage stability margin under various operating contingencies. With increasing loading
of power systems, there have been several voltage collapse incidents which have led to
system blackout in many parts of the world. Table 1.1 shows a list of such incidents.
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Figure 1.1: St. Claire curve showing power transfer limitations in transmission lines
Table 1.1: Voltage collapse incidents
System blackout Year
NYPS (USA) 1970, 2003
France 1978, 1990
Holland-Denmark 1979
Western Coordinating Council (WECC, USA) 1981, 1996
Belgium 1982
Sweden 1983
England 1986
Japan 1987
Voltage stability incidents can be classified according to the time-scale over which they
evolve [5]. Short term voltage instability is usually associated with individual components
of the system, such as motor load, HVDC and big reactive power loads. The duration
is typically few seconds. Long term voltage stability incidents may range over several
minutes, and involve significant parts of the system. Long term voltage stability will be
presented in this chapter. Since they evolve over minutes, static tools will be used for
analysis and design. Since voltage stability has to do with increasing load power while
maintaining acceptable voltage across the system, one of the most convenient ways to
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Figure 1.2: Voltage-power relationship of a simple two bus system
study voltage collapse is through the power-voltage curve (PV-curve). A typical PV-
curve is shown in Figure 1.2 [6]. For stable operation the system must operate in the
upper part of the curve with reference to the critical loading point. If the loading of the
system increase to the critical loading λ∗ the system reaches point of collapse. Beyond
this loading the voltage quickly deteriorates, and folds back towards zero. Hence, one
of the objectives of a system operator is to ensure that there is enough margin from
the point of operation on the PV-curve to the collapse point. Moreover, the sufficient
margin must be maintained for several operating contingencies. This is key to avoiding
collapse following the contingencies. For example following a line tripping, the PV-curve
may change, reducing the critical loading in the process as Figure 1.2 shows. Load
dynamics, generator reactive power limits and other system component dynamics, for
example tap changer, play important roles in the voltage stability of a system. Although
these are not in the scope of this chapter, excellent work on their effects and modelling
have been presented in [5] and [6]. For a big power system, it is extremely difficult to
obtain PV-curves analytically. Instead continuation power flow is used. This uses a
modified power flow analysis and homotopy methods to obtain power flow solutions at
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the collapse point and beyond [7]. This is not possible using normal power flow tools as
the system Jacobian become singular near the collapse point.
Incorporating voltage stability in optimal power flow (OPF), otherwise known as voltage
security constrained optimal power flow (VS-OPF), can be an effective way of ensuring
sufficient stability margins for a system [8], [9]. Properly scheduling generation around
the system can greatly help to reduce reactive power losses in the system and ease over-
loading in the transmission system. However, such programs may take several minutes
for a single run, with others running up to three minutes [10]. This may be too late to
deal with most voltage collapse incidents. Faster methods for voltage security assessment
are available [5], [11], [12]. These methods involve assessing the voltage stability, not
only on the current operating condition, but also over several contingencies.
1.1.2 Angle stability
Power system oscillations, resulting from angular instability or poorly damped modes can
be detrimental to a system. Oscillations may give rise to vibrations in generators which
could physically damage them or their supporting infrastructure [13], [14]. They have
also been known to be one of the major causes of several system collapse incidents around
the world. Oscillatory modes of generators are often determined by carrying out small
signal analysis, hence, angular stability referred to in this thesis is small signal stability.
Large-disturbance angle stability (transient stability) is no longer a major limiting factor
on transfer capability for most systems. There have been significant developments that
have led to improvement of in transient stability performance of power systems achieved
through use of high-speed fault clearing, high-response exciters, series capacitors, and
special protection schemes [6]. Hence, the focus of the thesis is on small signal stability.
The oscillations can be distinguished into two types, local oscillations which occur when
generators in the same area oscillate with respect to each other, and inter-area oscillations
occurring among machines in different areas. These oscillations exhibit poor damping
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and have a frequency range of 0.1 Hz to 2.5 Hz. Different devices are used to damp power
Table 1.2: Collapse incidents resulting from power system oscillation
System Year
Detroit Edison 1960s, 1985
Finland-Sweden-Norway-Denmark 1960s
Saskatchewan-Manitoba-Western Ontario 1966
Italy-Yugoslavia-Austria 1971-1974
Western Coordinating Council (WECC) 1964, 1996
Mid continental area power pool (MAPP) 1971,1972
South East Australia 1975
Scotland-England 1978
Taiwan 1985
Ghana-Ivory Coast 1985
Southern Brazil 1975-1980, 1984
oscillations. Power system stabilizers (PSS), are among the most effective devices to do
this [15], [16], [17] and [18]. The PSSs are installed on individual machines and, hence
are effective for damping local oscillations. They are installed as additional modulating
input to the generator exciter. The input signals of the PSSs are usually generator power
or speed.
Apart from the PSS, FACTS have also been shown to be effective in damping oscil-
lations [19], [20], [21], [22]. FACTS are primarily installed to improve some aspect of
power transmission. Many FACTS manufacturers include power oscillation damping as
one of the important functions of their equipment. For example in the Brazilian power
system, FACTS have been employed to damp tie line oscillations in the North-South
interconnection [23], [24]. Various FACTS devices can be used to damp these oscilla-
tions: static VAr compensator (SVC), thyristor controlled series compensator (TCSC)
and static synchronous compensator (STATCOM). These either act by modulating the
reactive power or the active power or both, as with the STATCOM. The advantage
with FACTS controllers is that they are located in the network where the controllability
and observability of the inter-area oscillations are better hence they perform compara-
bly better in damping them over coordinated PSS action. This is widely acknowledged
and verified in practice, [22], [23]. This cannot however, substitute the PSS as they are
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economic and effective for local mode damping.
1.1.3 Robust controller design
There are several techniques for designing oscillation damping controllers. Most of these
techniques use linear control theory for the design. It is important that the resulting
controllers are robust, in order to ensure that they will perform at various system oper-
ating conditions and contingencies. H∞ norm optimization which seeks to minimize the
infinity norm of the system plant error over the frequency of consideration. The draw-
back with this method is that it usually yields controllers with a complex structure and
of high order. Also when H∞ norm is used which is the maximum bound on some error,
the resulting design may end up being a lot more conservative than necessary. Other
methods found in the literature are the H2 norm optimization and H∞ loop shaping.
Like the H∞ norm method it also results in high order controllers and rely on different
model reduction techniques to reduce the order of the controller to practical size and
structure [25], [26], [27].
It has been shown that several control system problems, including that of controller
design, can be reformulated as an optimization problem [28]. Optimization is especially
useful when there are many control devices, as it is important to coordinate their op-
eration and design in order to maximize effectiveness and minimize adverse effects of
interactions among them. To this effect several methods have been proposed in the
liturature: nonlinear constrained optimization [29],[30], linear programming [31], mul-
tivariable root locus following techniques [32] and sequential conic programming [33].
However, most of these designs do not directly deal with or ensure robustness. A good
design must ensure robustness in the design stage.
Several papers address robustness in power systems control design. One approach uses
H∞ techniques with mixed sensitivity LMI formulation to design a multiple input single
output TCSC controller, using global signals to damp inter-area oscillatory modes [21].
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However, the approach does not result in a simple controller structure and the global sig-
nal approach relies heavily on the performance and reliability of the phasor measurement
units (PMUs) and the communication systems used to acquire the signals. Another uses
non-smooth optimisation technique to design power oscillation damping (POD) TCSC
controllers for the Brazilian North-South interconnection [24]. This approach uses H∞-
like constraints but is designed to accept simple controller structure a priori, hence, does
not need controller order reduction. Another approach uses constrained nonlinear opti-
misation. This is a ‘blind’ optimisation approach which uses a modal performance index
with robustness, stability and sensitivity constraints [29]. Another approach expresses
the coordinated gain tuning of PSS as a nonlinear least squares error problem and uses
Newton method to solve it [32]. A comprehensive study of robust control techniques in
power systems has been presented in [25].
1.1.4 Polynomial control methods
Most modern robust controller design techniques use state space methods, alternatively
polynomial methods dealing with transfer functions directly. This approach allows low
order controllers with transfer functions of flexible degree of numerator and denominator
polynomials to be designed. Few applications of polynomial control design methods exist
in the power system control literature [34]. Nevertheless, there is much general theory
on the subject [35].
One key result for polynomial control design is Kharitonov’s theorem. The theorem
allows the stability of an entire interval polynomial to be ascertained if four special poly-
nomials are stable [35]. A generalisation of the theorem was given in [36], an important
result which has been useful in controller synthesis.
The following reviews some of the earlier robust controller design techniques using poly-
nomial methods. In [37] the authors use Kharitonov’s theorem to design a static feedback
controller (proportional controller) for a plant with only denominator interval uncer-
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tainty. Quadratic optimal control design is then used to stabilise the four plants obtained
from considering the four possible plants obtained when the Kharitonov polynomials of
the denominator are derived. They argue that a proportional controller is appropriate
since the special structure required to apply the theorem to the closed loop system is
preserved in this case. The drawback of the method is that in most cases uncertainty
appears in both numerator and denominator of a plant. Moreover proportional control
may not be enough to stabilise a plant or meet certain performance requirements such as
damping. In [38] the authors show that to stabilise an interval plant with both numerator
and denominator uncertainty with a first order compensator one only need to stabilize
sixteen plants derived from considering all the combinations of four Kharitonov’s poly-
nomials of the numerator and four of the denominator. In [39], the authors use the
generalised Kharitonov’s Theorem to design stabilising proportional (P), proportional-
integral (PI), and proportional-intergral-differential (PID) controllers for interval plants.
Another technique is to use the generalized Kharitonov’s theorem to formulate the prob-
lem of stabilising an interval plant into a BMI optimisation problem [34],[40]. A power
system controller design application can be found in [41]. The authors applied the gener-
alized Kharitonov’s Theorem to check the robust stability a single machine power system
when there are PSS gain and lead-lag time constant perturbations.
Most of the previous results were developed in the 1980s and early 1990s. Most of these
results were for single input/output systems (SISO) with no simple multi-input/multi-
output system (MIMO) extensions. Recently, polynomial methods have had a revival.
Important analysis and synthesis result have been obtained using sum of squares and
linear matrix inequalities [26], [42]. Robust controllers can also be designed for polytopic
polynomial matrix systems using these techniques [26]. H∞ like performance design
has also been demonstrated [26]. The major draw-back of these methods is that the
formulation often leads to very large scale LMI problems, which will require a lot of
computing power for power system design problems of practical size. Since design is a
planning issue, computational requirement is of diminishing importance.
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1.2 Research contributions
The thesis makes contributions to the area of voltage stability control and robust control
of poorly damped power systems by exploring and designing new techniques for control.
• It demonstrates system loading capacity enhancement using margin sensitivity
estimate. Distributed series impedance (DSI) is shown to be effective for both
loading enhancement and over-loading relief.
• Shows how to improve accuracy and confidence in margin sensitivity estimates.
• Develops two-parameter continuation technique as means for improving margin
sensitivity estimates.
• Develops technique for designing damping improvement controllers for interval
plants using a BMI formulation extending the results of [34]. It is shown that
if the some controller parameters are constrained positive, the problem reduces to
one with eight BMI constraints.
• Extends the preceding damping controller formulation to MIMO systems of poly-
nomial matrices using the results of [43], and of positive polynomial, which yield
an LMI problem by applying [26].
• Extends the results of [33] to coordinated PSS/FACTS controller design, using a
technique that successively modifies the phase compensation design resulting in an
‘easier’ approach than the simultaneous gain and phase tuning of [33].
• The work also raises important questions in these areas, which the scope of the
current research did not address, but does lay important foundations for. These
include, developing efficient algorithms for multi-parameter continuation power
flow, which will greatly improve margin sensitivity estimation and control design
for voltage stability. Finding a more computationally efficient formulation the
damping control design in the MIMO polynomial matrix framework.
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1.3 Outline
The thesis is organised as follows. In Chapter 2, different components of the power
system are presented and mathematical models derived for use in the remainder of work.
Chapter 3 deals with enhancing power system capability from a voltage stability angle.
Margin sensitivity to various controls is derived, and used to estimate their effectiveness
in increasing the margin from voltage collapse point. Ways of improving margin sensi-
tivity estimates for the controls are explored. Chapter 4 looks at enhancing the system
capability from small signal stability angle. Polynomial methods for designing system
damping improvement controller are presented, first for SISO systems, then for MIMO
systems. Chapter 5 takes an optimisation approach to the problem of designing damp-
ing controllers. The problem is formulated as conic constraint optimisation. Several test
cases are presented, which validate the usefulness and effectiveness of the method. A
summary of key results is presented in Chapter 6. Future research directions are also
presented in line with the work presented in the thesis.
Chapter 2
System Modelling
In order to design controllers for power systems, mathematical models are used to de-
scribe the characteristics of its different components. In this chapter, a model in the form
of algebraic equations, which describe the static behaviour of the system, and differen-
tial equations, which model the system’s dynamic behaviour is presented. The modelling
presented in this chapter has been well described in [25], [44], [7], [45] and is included
here for completeness of discussion of the ideas presented.
2.1 Power flow equations
The equations (2.1) describe the balance of real and reactive power at bus i of the N -bus
power system.
−PGi + PLi +
N∑
k=1
ViVk(Gikcosθik + Biksinθik) = 0
−QGi +QLi +
N∑
k=1
ViVk(Giksinθik −Bikcosθik)−BsiV
2
i = 0
i = 1, 2, · · · , N
(2.1)
PGi and QGi are generated real and reactive power at bus i. PLi and QLi are bus i real
and reactive power load. Bik and Bsi are the line and shunt susceptance respectively.
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Gik is the line conductance. θik is the angle difference of bus voltage Vi phase angle (θi)
and bus voltage Vk phase angle (θk).
2.1.1 Voltage stability study model
For voltage stability studies and design presented in this thesis a static model is used. It
uses (2.1) augmented with a loading parameter, λ, which is used to represent the level
of loading.
−PGi(1 +KGiλ) + PL0i(1 +KLiλ) +
N∑
k=1
ViVk(Gikcosθik + Biksinθik) = 0
−QGi +QLi(1 +KLiλ) +
N∑
k=1
ViVk(Giksinθik −Bikcosθik)−BsiV
2
i = 0
i = 1, 2, · · · , N.
(2.2)
KGi andKLi are factors that show how λ affects each generator and load, with
N∑
i=1
KGi = 1
and
N∑
i=1
KLi = 1. Dynamic equations are sometimes used in addition to (2.2) to model
fast developing voltage incidents, which are beyond the scope of this work [5], [7].
2.2 Generator modelling
The dynamics of the generator and its controls are modelled using differential equations.
These relate to generator rotor speed (ω); rotor angular displacement (δ); direct and
quadrature components of induced transient electro-magnetic force (e.m.f.) due to flux
linkage, E
′
d and E
′
q, respectively); direct and quadrature components of sub-transient
induced e.m.f due to flux linkage in the damper windings (φ1d and φ2q, respectively);
and the excitation system [46], [45], [47].
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2.2.1 Generator dynamics
d
dt
δi = ωi − ωs (2.3)
d
dt
ωi =
ωs
2H
[Tmi −Di(ωi − ωs)−
(X
′′
di
−Xlsi)
(X
′
di
−Xlsi)
E
′
qiIqi −
(X
′
di
−X
′′
di
)
(X
′
di
−Xlsi)
ψ1diIqi · · ·
· · · −
(X
′′
qi−Xlsi)
(X
′
qi−Xlsi)
E
′
diIdi +
(X
′
qi−X
′′
qi)
(X
′
qi−Xlsi)
ψ
′
2qiIdi + (X
′′
qi −X
′′
di)IdiIqi]
(2.4)
d
dt
E
′
qi =
1
T
′
qoi
[−E
′
qi−(Xdi−X
′
di){−Idi−
(X
′
di −X
′′
di)
(X
′
di −Xlsi)
2
[ψ1di−(X
′
di−Xlsi)Idi−E
′
qi]}+Efdi]
(2.5)
d
dt
E
′
di = −
1
T
′
qoi
[E
′
di+(Xqi−X
′
qi){Iqi−
(X
′
qi −X
′′
qi)
(X
′
qi −Xlsi)
2
[−ψ2qi+(X
′
qi−Xlsi)Iqi−E
′
di]}] (2.6)
d
dt
ψ1di =
1
T
′′
doi
[−ψ1di + Eqi + (X
′
di −Xlsi)Idi] (2.7)
d
dt
ψ2qi =
1
T
′′
qoi
[ψ2qi + Edi − (X
′
qi −Xlsi)Iqi] (2.8)
i = 1, 2, . . . ,m, where m is the number of generators; Idi and Iqi are the direct and
quadrature components of the generator stator current; Xdi, X
′
di, and X
′′
di are the di-
rect components of the synchronous, transient and sub-transient reactance, respectively,
while, Xqi, X
′
qi, and X
′′
qi are the respective quadrature components; Xlsi is the armature
leakage reactance. T
′
doi and T
′′
doi are d-axis open-circuit transient and sub-transient time
constants, respectively, while, T
′
qoi and T
′′
qoi are the respective q-axis components. Efdi
is the field voltage. The stator output voltage is modelled by two algebraic equations,
Vicos(δi − θi)−
(X
′′
di −Xlsi)
(X
′
di −Xlsi)
E
′
qi −
(X
′
di −X
′′
di)
(X
′
di −Xlsi)
ψ1di +RsiIqi −X
′′
diIdi = 0 (2.9)
Visin(δi − θi) +
(X
′′
qi −Xlsi)
(X
′
qi −Xlsi)
E
′
di −
(X
′
qi −X
′′
qi)
(X
′
qi −Xlsi)
ψ2qi −RsiIdi −X
′′
qiIdi = 0. (2.10)
Vi is the magnitude of the generator terminal voltage; θi is the generator terminal voltage
angle; and Rsi is the armature resistance. The generator power output is modelled by
two algebraic equations for the real and reactive power as follows. This gives PGi and
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QGi in the power flow equations (2.1).
PGi = Vicos(δi − θi)Iqi − Visin(δi − θi)Idi (2.11)
QGi = −Visin(δi − θi)Iqi − Vicos(δi − θi)Idi (2.12)
2.2.2 Excitation system
There are different types of generator excitation systems. In this thesis three types are
used. Manual excitation, static exciter, of type IEEE-ST1A and DC exciter of type,
IEEE-DC1A. These are modelled as follows [48], [49].
Manual exciter
Efd = Efd−ref (2.13)
Static exciter (IEEE-ST1A)
d
dt
Vtri = −
1
Ttri
(Vtri − Vti) (2.14)
Efdi = Kai(Vrefi − Vtri) (2.15)
DC exciter (IEEE-DC1A)
d
dt
Vtri = −
1
Ttri
(Vtri − Vti) (2.16)
d
dt
Efdi =
1
TEi
(KEiEfdi + EfdiAexe
BexEfdi − Vri) (2.17)
d
dt
RFi = −
1
TFi
(RFi − Efdi) (2.18)
d
dt
Vri =
1
TAi
[
KAiKFi
TFi
RFi +KAi(Vrefi − Vtri)−
KAiKFi
TFi
Efdi − Vri] (2.19)
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Efdiref is the reference setting of field voltage Efdi on a manually excited generator.
Vtri is the terminal voltage sensor output. Other variables and symbols carry standard
definitions [45].
2.3 Modelling FACTS
To model the effect of the FACTS devices on the power flow in the system, the power
injection model is used [50], [25]. This effect of the device is modelled as real and reactive
power injection on the buses between which it is connected. A small signal model is used
to model the dynamic behaviour of the device. The use of these models is well established
[25],[22], [46].
2.3.1 Static Var compensator (SVC)
Since an SVC is a shunt connected device providing variable reactive power at the con-
nection bus, its power flow injection is given by the shunt reactive power,
Qk = V
2
k Bsvc. (2.20)
Bsvc is effective fixed suspectance of the device connected to bus k. The small signal
dynamic model is shown in Figure 2.1 Book:Pal. This gives the following dynamic
equations,
d
dt
∆Vt−svc =
1
Tm
(∆Vt −∆Vt−svc) (2.21)
d
dt
∆Vr−svc =
1
Tv2
(−∆Vr−svc −Kv∆Vt−svc +KvVref +KvVss−svc) (2.22)
d
dt
∆Bsvc = −
1
Tsvc
[−∆Bsvc+(1−
Tv1
Tv2
)∆Vr−svc,k−(
Kv,kTv1,k
Tv2,k
)Vt−svc,k]+
KvTv1
Tv2Tsvc
[∆Vss−svc+∆Vt].
(2.23)
Tsvc is the device switching time constant, Tm is the measurement delay time constant,
Tv1 and Tv2 are time constants of the voltage regulator blocks and Kv is the regulator
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Figure 2.1: Small signal model of an SVC
block gain. ∆Vt is the small signal deviation of the terminal voltage. ∆Vr−svc and,
∆Vt−svc, are voltage deviations as shown in Figure 2.1. ∆Vref , is the device set reference
voltage and ∆Vss−svc is a supplementary input for connecting an oscillation damping
controller.
2.3.2 Thyristor controlled series compensator (TCSC)
The TCSC is connected in the line between bus k and m. Its action can be thought of
as regulating the series reactance, Xkm, in the line by some factor kc. This is modelled
by reactive and real power injections at buses k and m as given by Equations (2.24) to
(2.27) respectively.
Pk =
kc
kc − 1
VkVmBkmsin(θk − θm) (2.24)
Qk =
kc
kc − 1
Bkm[V
2
k − VkVmcos(θk − θm)] (2.25)
Pm =
kc
kc − 1
VmVkBkmsin(θm − θk) (2.26)
Qk =
kc
kc − 1
Bkm[V
2
m − VmVkcos(θm − θk)] (2.27)
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Figure 2.2: Small signal model of a TCSC
The small signal model of the TCSC is shown in Figure 2.2 [25]. The differential equation
governing the dynamic behaviour of the device is,
d
dt
∆kc =
1
Ttcsc
(−∆kc +∆kc−ref +∆kc−ss). (2.28)
Ttcsc is the device switching time constant. ∆kc−ref is the reference setting while ∆kc−ss
is the additional input for connecting a controller for damping oscillation. ∆kmin and
∆kmax are the minimum and maximum allowable deviations of kc.
2.3.3 Thyristor controlled phase shifter (TCPS)
A TCPS controls the voltage angle of the buses between which it is connected by intro-
ducing some phase shift φ. It provides both real and reactive power flow control in the
transmission line. This effect is modelled by reactive and real power injections at buses
k and m as given by (2.29) to(2.32).
Pk = VkVm[Gkm{cosθkm − cos(θkm + φ)}+ Bkm{sinθkm − sin(θkm + φ)}] (2.29)
Qk = VkVm[Gkm{sinθkm − sin(θkm + φ)} −Bkm{cosθkm − cos(θkm + φ)}] (2.30)
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Figure 2.3: Small signal model of a TCPS
Pm = VmVk[Gmk{cosθmk − cos(θmk + φ)}+ Bmk{sinθmk − sin(θmk + φ)}] (2.31)
Qm = VmVk[Gmk{sinθmk − sin(θmk + φ)} −Bmk{cosθmk − cos(θmk + φ)}] (2.32)
The small signal model of the TCPS is shown in Figure 2.3 [46]. Differential equation
(2.33) governs its dynamic behaviour.
d
dt
∆φi =
1
Ttcps
(−∆φ+∆φref +∆φss). (2.33)
Ttcps is the device switching time constant. ∆φref is the reference setting while ∆φss
is the additional input for connecting a controller for damping oscillation. ∆φmin and
∆φmax are the minimum and maximum allowable deviations values of φ.
Alternative models for different components exist, depending on how much detail one
needs to show in the dynamical behaviour of the system. For example the two damper
winding induced sub-transient e.m.f. components cold be ignored, reducing the number
of dynamic states, the generator could also be modelled classically, reducing further the
number of states [44]. Typical values of the parameters used in the model can be found
in various references [25], [44].
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2.4 Linear model
The dynamic and algebraic equation (2.1) to (2.33) are non-linear. They in the form
given by equations (2.34) and (2.35).
x˙ = f(x, υ, u, t) (2.34)
g(x, υ, u) = 0 (2.35)
The state vector x is a vector of all the dynamic variables δi, ωi, E
′
qi, E
′
di, ψ1di, ψ2qi,
Vtri, Efdi, RFi, Vri, ∆Vt−svci, ∆Vr−svci, ∆Bsvci, ∆kci, ∆φi. υ is the vector of algebraic
variables, and u is the vector of inputs. t is the time operator. The vector of outputs, y,
is given by,
y = h(x, υ, u). (2.36)
The variable h is some nonlinear output function mapping the system states and inputs
to the outputs y. Equations (2.34) to (2.36) can be linearised about some operating
point, p = p0, p0 = {x, υ, u : x = x0, υ = υ0, u = u0}, using Jacobian linearisation as
follows;
∆x˙ =
∂f
∂t
|p=p0∆x+
∂f
∂t
|p=p0∆υ +
∂f
∂t
|p=p0∆u (2.37)
0 =
∂g
∂t
|p=p0∆x+
∂g
∂t
|p=p0∆υ +
∂g
∂t
|p=p0∆u (2.38)
∆y =
∂h
∂t
|p=p0∆x+
∂h
∂t
|p=p0∆υ +
∂h
∂t
|p=p0∆u (2.39)
The algebraic variables, ∆υ can be eliminated from the system (2.37) to (2.39), as long
as ∂g
∂t
|p=p0 is full rank. The standard state-space model (2.40), is obtained by performing
this elimination.
x˙ = Ax+Bu
y = Cx+Du
(2.40)
A is the system matrix, B is the input matrix, C is the output matrix and the matrix
D relates to the direct influence of the input on the outputs. It is a zero matrix if the
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inputs do not influence the outputs directly. The matrices A, B, C and D are constant
real matrices.
2.4.1 Matrix Fractional Description (MFD)
A transfer function G(s) can be obtained directly from (2.40),
G(s) = C(Is− A)−1B +D (2.41)
It is often more useful to express the transfer function, as a ‘ratio’ of two proper polyno-
mial matrices, as form that is called the matrix fractional description. The right MFD
of G(s) is,
G(s) = B(s)A(s)−1. (2.42)
MFD can be obtained by first expressing G(s) in the Smith-Macmillan form. P (s) =
L(s)M(s)R(s). M(s) is the Macmillan form of P (s), L(s) and R(s) are left and right
unimodular polynomial matrices (the inverse are also a polynomial matrix). P (s) is
a polynomial matrix such that, G(s) = 1
d(s)
P (s), with d(s) a polynomial. G(s) =
L(s)M(s)[d(s)R(s)−1]−1. Since R(s)−1 is a polynomial matrix, B(s) = L(s)M(s) and
A(s) = d(s)R(s)−1. The left MFD, G(s) = A(s)−1B(s), can be obtained in a similar
manner, with B(s) =M(s)R(s) and A(s) = d(s)L(s)−1.
Chapter 3
Enhancing Power System Loading
Capability through Voltage Stability
3.1 Introduction
Voltage stability margin is an important limitation to the loading capacity of a power
system. As power systems become more stressed due to load increase or changing power
flow patterns the problem of voltage instability becomes more pronounced. This chapter
looks at the mechanism through which voltage instability develops and measures for pre-
vention. The notion of margin sensitivity with respect to various controls is presented
as a means of assessing effectiveness of these controls. One control device that is em-
phasised is the distributed series impedance (DSI), which not only can enhance voltage
stability margin, but also relieves overloading in transmission lines.
3.2 Mechanism of Voltage Collapse
Voltage stability is defined as the ability of a system to maintain voltage such that when
load admittance is increased, load power will increase, so that both power and voltage
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are controllable [3]. It may also be defined as the ability of a system to maintain accept-
able steady state voltage both during normal operation and following a disturbance [51].
Voltage collapse can be simulated by uniformly increasing loading across the system. To
achieve this, power flow equations (3.1), are augmented by the loading factor λ which is
used to increase the loading gradually in subsequent power flows. The voltage decreases
until the system goes through a bifurcation at which point the system is said to be in
collapse. The point of voltage collapse and bifurcation is characterised by the load flow
Jacobian becoming singular. Because of this, normal load flow cannot be used to study
the voltage collapse near the bifurcation point. Continuation power flow is used instead.
g(x, λ) =

gp
gq


=


−PG0i(1 +KGiλ) + PL0i(1 +KL0iλ)
· · ·+
N∑
k=1
ViVk(Gikcosθik + Biksinθik) = 0
−QG0i +QL0i(1 +KL0iλ)
· · ·+
N∑
k=1
ViVk(Giksinθik −Bikcosθik)−BsiV
2
i = 0
i = 1, 2, · · · , N.
(3.1)
PG0i and QG0i are generated real and reactive power and PL0i and QL0i are real and
reactive power load at bus i. Bik and Bsi are the line and shunt susceptance respectively.
Gik is the line conductance, θik is the phase angle difference of bus voltage Vi and bus
voltage Vk. N is the total number of buses in the system.
3.2.1 Continuation power flow
The loading factor, λ, in the power flow equations (3.1) is mostly used as a continuation
parameter, in a so called predictor-corrector process as the following describes [7]. The
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process follows a modified Newton-Raphson method.
Predictor process
First an augumented Jacobian of (3.1) is formed as shown in (3.2). ek is a vector with zero
entries except in one chosen position. The position is chosen such that the overall Jaug is
non-singular. To get a pridicted solution, the normalised tangent vector t = [dθ, dV, dλ]T ,
must be obtained. The vector, t is such that, ekt = 1. The vector is obtained from (3.3).
Equation (3.4) then gives the predicted solution. The step length, σ must be chosen
appropriately, as this is key to convergence in the corrector stage [7].
Jaug =

gθ gV gλ
ek

 (3.2)

gθ gV gλ
ek


[
t
]
=


0
0
±1

 (3.3)


θk+1
V k+1
λk+1

 =


θk
V k
λk

+ σ
[
tk
]
(3.4)
Corrector process
The preceding solution is used as an initial guess in this step. Substituting it back into
(3.1) to get a mismatch ∆gp and ∆gq, just as in the Newton-Raphson method. To find
a next guess, λk is used as a continuation variable, and kept constant. Equations (3.5)
and (3.6) then give the desired point. The process is repeated until mismatch is within
specified tolerance. This final solution is then used in the next predictor stage. Near
the bifurcation point, the continuation parameter may have to be changed, from λ to a
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variable with a bigger component in tangent vector, t.


∆θk+1
∆V k+1
∆λk+1

 = −J
−1
aug


∆gkp
∆gkq
0

 (3.5)


θk+1
V k+1
λk+1

 =


θk
V k
λk

+ σ


∆θk+1
∆V k+1
∆λk+1

 (3.6)
Several continuation power flow programs exist. In carrying out this study the author
used, PSAT, which is an open source power system analysis tool, capable of performing
CPF [52], [53].
3.3 Preventing Voltage Collapse
In order to enhance voltage stability and avert collapse various measures are deployed
as discussed below [6],[54], [11].
3.3.1 Shunt capacitors
Shunt capacitors provides reactive power, and since they are mostly close to the load
they tend to boost the voltage, as reactive loss in transmission lines is reduced. They
have to be located strategically to help minimize generator reactive power by providing
load reactive power locally.
3.3.2 Series capacitors
Capacitors connected in series effectively shorten long transmission lines. They reduce
reactive power loss in the lines, and hence reduce voltage drop.
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3.3.3 Raising the operating voltage
Sometimes utilities raise the system operating voltages to prop-up depressed voltages
across the system.
3.3.4 Secondary and tertiary voltage regulation schemes
This scheme was successfully used in France [10]. It involves aggregating system buses
into voltage coherent areas. Pilot buses are chosen for each area. These are then used
to improve the voltage across the system by optimising reactive generation and other
reactive power sources. Hierarchy of control loops can be formed hence, secondary and
tertiary schemes.
3.3.5 Load shedding
Load shedding is the most effective way to prevent voltage collapse. It is however used
as a last resort. It can be done manually, if the voltage collapse is slow. Automatic
schemes also exist [55]. This is useful for fast acting collapse.
3.4 Margin Sensitivity
How does one know which measures to deploy and which are likely to be more effective? If
one is to carry out load shedding which buses should be shed and how much? Determining
the margin sensitivities of the various control measures can help answer these questions
[56].
Using margin sensitivities it will be shown that one can use series compensation, e.g.
using distributed series impedance (DSI) and other control measures such as redistribut-
ing generation to effectively enhance voltage stability. Most of the work presented here
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is drawn from the paper that the author presented in [57].
3.4.1 What is margin sensitivity?
In steady state a system is described by a set of equations of the form (3.7). For a power
system these are simply power flow equations (3.1).
f(x, λ, p) = 0 (3.7)
x is the vector of state variables, λ is the vector of real and reactive load, p is some pa-
rameter representing the system’s electrical and topological data. A bifurcation occurs
at voltage collapse point. Let x∗, λ∗, p∗ be the values of x, λ, p at this point. Equation
(3.8) is obtained by linearising (3.7) around this point.
fx|∗∆x+ fλ|∗∆λ+ fp|∗∆p = 0 (3.8)
fx|∗ is the Jacobian of (3.7) with respect to state variables x evaluated at the point of
voltage collapse. fλ|∗ and fp|∗ are the Jacobians of (3.7) with respect to λ and p respec-
tively, evaluated at the point of voltage collapse. At the critical point, fx|∗ is singular,
normally with one zero eigenvalue. Let w be the left eigenvector of corresponding to the
zero eigenvalue. Pre-multiplying (3.8) with w gives (3.9).
wfλ|∗∆λ+ wfp|∗∆p = 0 (3.9)
The loading margin (voltage stability margin), L, is calculated by applying (3.10). λ0 is
the initial value of kˆ and is a unit vector measured in some norm of choice. It specifies
the direction of load increase leading to collapse. Substituting (3.11) into (3.9) and re-
arranging, yields the sensitivity formula (3.12).
λ = λ0 + kˆL (3.10)
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Figure 3.1: NYPS-NETS 39 Bus Power System
∆λ = kˆ∆L (3.11)
∆L =
wfp|∗∆p
wfλ|∗kˆ
(3.12)
Calculating voltage stability margin sensitivity to various control measures enables the
different control actions to be ranked according to their effectiveness. One can then
estimate what the effect of applying the control will be, usually, fairly accurately. The
accuracy of applying the linear estimate of margin sensitivity to the different controls can
be significantly reduced if too large a control is applied. An instance of this is shown in
Figure 3.3. It shows that when load on bus 20 of the 39 bus New England power system
(Figure 5.1), is shed in excess of 40 MW, linearity is lost and the estimate becomes
inaccurate. Certain controls may also inherently produce nonlinear margin sensitivity
[56]. In [56], the authors propose the use of second order estimates in such cases. This
however comes with a cost of greater computational burden as second order Jacobians
have to be calculated.
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Figure 3.2: VAr support at bus 2
3.5 Margin Sensitivity Analysis of Various Control
Measures
Margin sensitivity is used in the following. Effects of deploying various voltage stability
control measures are thus easily estimated. These include VAr injection from switching
in shunt capacitors, load shedding, and changing generator loading (re-dispatch).
3.5.1 VAr injection
Loading margin change with respect to shunt capacitor VAr injection can be found using
(3.12), and is given by:
∆L =
wfBci |∗∆Bci
wfλ|∗kˆ
(3.13)
Bci is the shunt capacitance injected at bus i, fBci is the Jacobian of (3.1) with respect
to Bci evaluated at voltage collapse point. An improvement of 70MW is obtained for 60
MVAr injection at bus 2, as shown in Figure 5.2.
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Figure 3.3: Load shedding at bus 20
3.5.2 Load shedding
Load shedding is always used as a last resort but can be very effective in improving
loading margin if done well. Buses with high sensitivity must be identified and these
should be the prime candidates for the load shedding. Margin change with respect to
active load can be found using (3.12) as follows:
∆L =
wfPL0i|∗∆PL0i
wfλ|∗kˆ
(3.14)
PL0i is the real power (load) at bus i. fPL0i is the Jacobian of (3.1) with respect to PL0i
evaluated at voltage collapse point. As shown in Figure 3.3, improvement in load margin
of about 90 MW is obtained for 100 MW load shed at bus 20.
3.5.3 Re-distributing generation
In re-distributing generation, load on one generator is moved to another. In essence, KGi
in (3.1) is changed. It is increased for generators receiving the redistributed load and
reduced for those losing the load. Hence, by looking at the loading margin sensitivity
with respect to KGi, one can compute how the re-distribution will affect the margin.
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Figure 3.4: Re-distribution of generator loading
Using (3.12) the margin sensitivity with respect to KGi is given by:
∆L =
wfKGi |∗
wfλ|∗kˆ
(3.15)
The margin sensitivity to different generators’ loading is given in Figure 3.4. It shows
that the load margin is most sensitive to generator G6 and least sensitive to generator
G10. By moving 300 MW from generator G6 to G10 the loading margin improved from
43.25% to 68.86%.
3.6 Enhancing loading margin using DSI
In view of making power systems smarter, different new technologies are being proposed.
One such device is the distributed series impedance (DSI) [58]. This can be crudely seen
as a small version of the thyristor controlled series capacitor (TCSC). Unlike the TCSC
though it is a small device capable of being hooked-up to existing power pylons as
Figure 3.5 shows. They are also cheaper than conventional TCSC FACTS devices as
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Figure 3.5: DSIs connected in a transmission network
they do not require any footprint and its supporting infrastructure. Estimates put the
cost of a DSI device at less than U.S.$ 100/kVA, where as conventional FACTS typically
cost U.S.$ 120- U.S.$ 150/kVA [59]. Another advantage of the DSI of a conventional
FACTS device is that they are easy to deploy and maintain. They are also more reliable
and their modular nature means that they can be deployed anywhere in the system
with magnitude depending on the level of compensation required [58]. Moreover their
usefulness in achieving power flow control and easing network congestion have been
demonstrated [59].
3.6.1 DSI operation
Like the thyristor controlled series compensator (TCSC), the DSI modulates line impedance,
adding series reactive impedance or capacitive impedance depending on the control ap-
plied. A schematic diagram of the device is shown in Figure 3.6 [60]. SM is an electrome-
chanical switch which is normally closed, thereby bypassing the transformer. When it is
open, switching on switch S1 allows a reactive reactance XM+XL to be injected in series
with the line, while switching on S2 injects a capacitive reactance XM−XC . Distributed
series reactance (DSR) only has the series reactance (with the switched series capaci-
tor being excluded). Distributed static series compensator (DSSC) on the other hand
excludes the series reactance. Since the devices are small, high level of compensation
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Figure 3.6: Circuit schematic of a DSI
Figure 3.7: Profile of line impedance as modules are switched
can be achieved by connecting several devices in a line. The total effective impedance
injected into the line would be as in Figure 3.7, where N is the total number of devices
switched [58]. Control of the devices can be coordinated by designing an appropriate
communication link among them and central operation point. Alternatively, the devices
could be designed to work autonomously [59].
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3.6.2 Margin sensitivity for DSI compensation
In steady state a DSI model can be modelled by a series impedance XDSI as in Figure
3.8. The total impedance XT is given by
XT = (1 + kc)Xjk.
XT is the total line reactance, kc is the percentage compensation and Xjk is the line
reactance before compensation. Assuming XM  XL and XM  XC , for capacitive
compensation,
kc = −
NXC
Xjk
.
N is the number of devices connected in the line, XC andXL the capacitive and inductive
reactance, switched by each device, respectively. For reactive compensation,
kc =
NXL
Xjk
.
Typical range of kc is -0.25 to 0.25 (this is in keeping with the past series compensation
schemes). Margin sensitivity with respect to the injected series impedance due to a
DSI device can easily be calculated. With a DSI devices included in a power system,
Equation (3.1), g(x, λ,BDSI) can be explicitly written as,


−PGoi(1 +KGiλ) + PL0i(1 +KL0iλ)
· · ·+
N∑
k=1
ViVk(Gikcosθik + (Bik + BDSIik)sinθik) = 0
−QG0i +QL0i(1 +KL0iλ)
· · ·+
N∑
k=1
ViVk(Giksinθik − (Bik +BDSIik)cosθik)− BsiV
2
i = 0
i = 1, 2, · · · , N
(3.16)
BDSIik is then given by,
BDSIik = (
1
1 + kc
− 1)Bik
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Figure 3.8: DSI steady state model
Bik = (
1
Xik
)
Using (3.12) the sensitivity of the loading margin with respect to BDSIik, (3.17), can
thus be obtained.
∆L =
wfBDSIik |∗
wfλ|∗
∆BDSIik. (3.17)
Direction vector, kˆ is unity. fBDSIik |∗ is a vector in <
2N×1 evaluated at point of collapse.
Its kth entry is ViVksinθik and the k +Nth entry is −ViVkcosθik.
3.6.3 DSI compensation of NYPS-NETS power system
Using margin sensitivity, the following shows how to improve the system loading by
applying DSI compensation. The system experiences a single line contingency (outage
on line 21-22). During such a contingency, the system becomes strained, and the loading
margin is reduced. Evaluating the margin sensitivity with respect to BDSI for different
lines, shows which lines are effective for compensation, as Figure 3.9 shows. The figure
shows that line 23-24 has the highest sensitivity. Therefore, this is a very good candidate
for DSI control. Another factor that has to be considered before a DSI is placed is the
length of the line. If the line is too short then compensation of that line may not be
desirable as this may have an effect of shortening the line further. The effect of DSI
compensation of this line is shown in Figure 3.10. It shows that an improvement in
loading margin of 260MW is obtained for 25% compensation.
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Figure 3.9: Sensitivity with respect to BDSI
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Figure 3.10: Loading margin with increasing BDSI in line 23-24
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3.7 DSI Compensation, Margin Sensitivity and Cur-
rent Limiting
DSI also have the potential at current limiting for critically loaded lines, which may have
a direct bearing of the system voltage stability. To illustrate the effects of line ratings
on critical loading margin, a double line flow rating violation is used. In the modified
39 bus system, of Figure 3.1, line 21-22 is the most heavily loaded passing 1064 MVA
when the system is at critical loading (173.7% of λ). Line 5-6 is the second most heavily
loaded line with 912 MVA passing through at the critical loading. If DSIs are placed
in these lines, thereby allowing them to effectively increase the line reactance, the MVA
flows through the lines can be reduced, or maintained at their rated MVA values when
the increase of system load would otherwise overload the lines (and eventually trip them,
further jeopardizing stability margin by imposing a single, or double contingency on the
system). For example, if the allowed line 21-22 and line 5-6 MVA flows are 1010 MVA
and 872 MVA respectively, by increasing the reactance of both lines by approximately
25%, the flow in line 21-22 reduces to 1009 MVA, and line 5-6 to 871 MVA. While the
critical loading level without line flow constraints would have been 173.7%, the critical
point of the system with both critical lines constrained to their rated MVA flows is only
slightly reduced to 171.9%. In contrast, if the lines were not equipped with current
limiters, the system critical loading level after double contingency which would trip both
lines when they reach MVA overload levels would be only 140.7%.
3.8 Improving Margin Sensitivity Estimates
3.8.1 Parameterization of the bifurcation surface
Calculating loading margin sensitivity with respect to different system parameters, by
deriving linear and quadratic estimates is very useful as has been shown in the previous
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sections. The method relies on parameterising the bifurcation surface, Ψ(x, λ, p) = 0 by
the parameter, p as follows:
Ψ(X(p), L(p), p) = 0. (3.18)
Such a parameterisation is possible, if the conditions set out by the implicit function
theorem are satisfied.
Implicit function theorem
Consider the map G : <n ×< → <n. Let the following be satisfied,
G(x0, λ0) = 0, x0 ∈ <
n, λ0 ∈ <,
Gx(x0, λ0) is non singular,
G and Gx is smooth near x0. Then there exists a unique, smooth function, x(λ), such
that G(x(λ), λ) = 0, ∀λ in the neighbourhood of λ0, Λ. x(λ0) = x0. In [56], the theorem
is applied to obtain margin sensitivity, as follows.
Ψ(x, λ, p) =


g(x, λ, p) = 0
w(x, λ, p)gx(x, λ, p)v(x, λ, p) = 0
(3.19)
For u = (x, λ)T , it is shown that Ψu(x0, λ0, p0) is non-singular hence the parameterisation
(3.19) is possible. From the conclusions of the theorem, if the function L(p) can be
obtained then it is possible to know how the critical loading λ0 varies with the parameter
p. However this function cannot usually be found analytically. In [56], first and second
order approximations have been used to approximate the function. For a first order
approximation,
L(p) = λ0 +M∆p.
M is the margin sensitivity with respect to the parameter, p and is given by (3.12).
It has been shown by way of various examples that this approximation is valid over a
useful range. However cases exist where the approximation is very inaccurate. Even
in [56], several examples are given where the linear approximation is unsatisfactory,
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requiring a second order approximation. By applying the implicit function theorem
in the neighbourhood Λ, where parameterisation (3.19) is valid, margin sensitivity can
be found. Within this neighbourhood the margin sensitivity estimate will be accurate.
Clearly, the major difficulty lies in finding Λ. A crude way of finding it would be by
gradually increasing λ from λ = λ0, until the condition G(x(λ), λ) = 0 is violated.
Applying this to (3.19) with first order approximation,
L(p) = λ0 + Lp∆p
X(p) = X0 +Xp∆p
Ψ(X(p), L(p), p) = 0
(3.20)
In this case ∆p is gradually increased from 0 until (3.20) is violated, giving the maximum
allowable ∆pmax.
3.8.2 39 bus system example
The system in Figure 3.1 will be used for this example. The aim of the example is to
study the effect of varying the installed DSI on the margin sensitivity. It is necessary to
find the range over which the approximation of the margin sensitivity is valid (i.e. find
maximum ∆p) by applying the analysis above. Because of the nonlinearity of Ψ(x, λ, p)
requiring Ψ(X(p), L(p), p) = 0 may be too tight and restrictive. Instead it will be deemed
sufficient if,
‖Ψ(X(p), L(p), p)‖ = c. (3.21)
c ∈ < is chosen small. For the case in point, when the DSI compensation is set at 4%
we have c = 0.94. The comparison of the actual margin and that obtained from the
estimated margin for this case is shown in Figure 3.11. The analysis above simply put
says that if ∆p is small enough then one will be on the bifurcation surface exactly. This is
evident from Figure 3.11. Hence, one could improve the accuracy of the estimated margin
sensitivity by carrying out several calculations of the sensitivity with pnew = p0 + ∆p
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Figure 3.11: Loading margin sensitivity with increasing BDSI in line 23-24
up to the desired ∆pmax, similar to the way as accuracy is improved during a corrector
stage of a CPF. A simulation of this process is shown in Figures 3.12, 3.13 and 3.14. The
number of steps before a new margin sensitivity is derived can be set to correspond to a
∆pmax that will ensure that (3.21) is not violated. For example in Figure 3.12, c = 0.24,
for Figure 3.13, c = 0.48 and c = 0.71 for Figure 3.14.
The main challenge of applying this method is the need to get a good estimate of the
function X(p) even though it is not directly related to getting the desired function, L(p).
Here a first order approximation has been used, which in some cases may not be good
enough.
3.9 Two Parameter Continuation
Instead of using only one parameter in the continuation, two could be used as the fol-
lowing shows. Given a system depending on two parameters,
f(x, u, λ) = 0, x ∈ <n, u ∈ <, λ ∈ <. (3.22)
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Figure 3.12: Margin sensitivity with respect to DSI installed in line 23-24 (sensitivity
calculated at each step)
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Figure 3.13: Margin sensitivity with respect to DSI installed in line 23-24 (sensitivity
re-calculated every other step)
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Figure 3.14: Margin sensitivity with respect to DSI installed in line 23-24 (sensitivity
re-calculated every 3 steps)
u and λ are bifurcation parameters. As discussed in [61], the continuation problem (3.23)
to (3.24) of the system (3.22) is obtained. At the voltage collapse point the system usually
develops a fold bifurcation, hence the second equation in (3.24).
f(x, u, λ) = 0 (3.23)
detgx(x, u, λ) = 0. (3.24)
Continuation is then carried out as in the preceding sections. It would be difficult to
deal with the determinant equation in (3.24) when performing the continuation. It would
be extremely difficult to explicitly obtain its derivatives, hence, it is replaced with the
function,
h(x, u, λ) = 0. (3.25)
The function (3.25) vanishes with (3.24) and is given by,
h(x, u, λ) =
detgx(x, u, λ)
detM(x, u, λ)
(3.26)
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M(x, u, λ) =

 gx(x, u, λ) v
wT 0

 (3.27)
gx(x, u, λ)w = 0 (3.28)
〈v, w〉 = 1. (3.29)
For the derivation of (3.26) to (3.29) see [62]. Moreover it shown in [62] that the derivative
of (3.26) is explicitly given by,
hz = −〈v, gz(x, u, λ)w〉. (3.30)
z is either x, u or λ. The continuation method of the preceding sections can then
be applied to this formulation. Usually u is a parameter used to drive the system
to bifurcation, but in this case the second parameter will be some system parameter,
representing a control measure, for driving the system away from the collapse point.
3.9.1 Two-parameter Bifurcation: Single Bus System
Consider the system in Figure 3.15. The power flow equations of this system are given
by,
P (1 + λ) + V E
X
sinθ = 0
Q(1 + λ)− V E
X
cosθ + V
2
X
= 0.
(3.31)
Equation (3.31) is in the form (3.22) with x = (θ, V ). The continuation problem can be
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Figure 3.15: A simple two bus system
Figure 3.16: Two parameter continuation for a two bus network
setup as discussed in the preceding section. Taking u = 1
X
, the result given in Figure 3.16
is obtained. In this case u is a control parameter, which as Figure 3.16 shows drives the
system away from the bifurcation. The nose of the surface obtained, shows this collapse
point changes with the control u.
3.9.2 Discussion
Although the two-parameter continuation is an accurate way to determine how the crit-
ical loading changes with a control, it is computationally intensive, hence, would be
suitable to use as a complement to the margin sensitivity method. It would be useful to
verify margin sensitivity results and ascertain whether, linearity assumptions of certain
controls are correct. For larger systems, the continuation power flow method described
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in previous section can be modified accordingly using (3.22) to (3.27). However tools are
available from applied mathematics for carrying out two parameter bifurcation analysis
[63].
3.10 Conclusion
Dealing with voltage stability limitations is important in enhancing a system’s transfer
capacity. It has been shown that through margin sensitivity, the effectiveness of different
control devices in improving loading margin has been assessed. Using margin sensitivity,
it has been shown that DSIs can be placed in suitable locations so as to result in sub-
stantial improvement in the stability margin. When there is more than one device the
technique can be used to locate the devices in areas with high sensitivity. Additional con-
siderations such as reducing the effect of adverse interactions among the devices should
also be used in picking the locations. An optimal power flow can be used to identify and
reduce such interactions. As has been shown, the DSIs can also be useful in limiting
current in transmission lines, thereby avoiding line tripping which could otherwise lead
to system collapse.
Methods for further improving confidence in estimates of sensitivity can be achieved. The
potential of using two parameter continuation, as an alternative to margin sensitivity
has been explored. However this is computationally intensive, and may be useful for
verifying margin sensitivity results. However a potential methodology for reducing this
computation burden must be explored.
Chapter 4
Low Order Damping Controller
Design Using Polynomial Methods
4.1 Introduction
Polynomial methods have been developed as an alternative to the state-space approach
which has dominated modern control theory since it was introduced in the 1960s. The
approach uses transfer function polynomials to analyse stability of a system. A major
breakthrough for this approach was the development of Kharitonov’s theorem. The
theorem guarantees stability of real interval polynomials defined by (4.1) or complex
interval polynomials defined by (4.2).
p(s) = p0 + p1s+ p2s
2 + · · ·+ pns
n
pi ∈ [p
−
i , p
+
i ]
(4.1)
q(s) = (α0 + jβ0) + (α1 + jβ1)s+ (α2 + jβ2)s
2 + · · ·+ (αn + jβn)s
n
αi ∈ [α
−
i , α
+
i ]
βi ∈ [β
−
i , β
+
i ]
(4.2)
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The variables p−i , α
−
i and β
−
i are lower bounds on the polynomial coefficients pi, αi and
βi while p
+
i , α
+
i and β
+
i are the coefficients’ upper bound.
4.1.1 Kharitonov’s theorem
Kharitonov’s theorem relates to the stability of interval polynomial [64]. An interval
polynomial is said to be stable if all the polynomials p(s) (q(s) for complex interval
polynomial) have all their roots in the right half plane of the complex plane. It can be
stated for both real and complex interval polynomials.
Real case
The theorem states that the interval polynomial (4.1) is stable if and only if the set of
four vertex polynomials (4.3) is stable provided the coefficients perturb independently
within their respective intervals and do not lose degree i.e. the interval of the leading
coefficient does not include zero.
Complex case
The complex case of the theorem states that the complex interval polynomial (4.2) is
stable if and only if the set of eight vertex polynomials (4.4) is stable [35]. The assumption
of no loss of degree and independent coefficient perturbation must also be fulfilled. The
proof of the theorem is omitted here, but several proofs can be found in the literature
[64], [35]. In this form the theorem is very useful for stability analysis. To be able to
carry out controller synthesis a generalised version has been proposed [36], [35].
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2 + p+3 s
3 + p+4 s
4 + · · ·
k2(s) = p+0 + p
+
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4 + · · ·
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+
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−
2 + jβ
+
2 )s
2 + (α+3 + jβ
+
3 )s
3 + (α+4 + jβ
−
4 )s
4 + · · ·
l4(s) = (α+0 + jβ
+
0 ) + (α
+
1 + jβ
−
1 )s+ (α
−
2 + jβ
−
2 )s
2 + (α+3 + jβ
+
3 )s
3 + (α+4 + jβ
+
4 )s
4 + · · ·
l5(s) = (α−0 + jβ
−
0 ) + (α
+
1 + jβ
−
1 )s+ (α
+
2 + jβ
+
2 )s
2 + (α−3 + jβ
+
3 )s
3 + (α−4 + jβ
−
4 )s
4 + · · ·
l6(s) = (α−0 + jβ
+
0 ) + (α
−
1 + jβ
−
1 )s+ (α
+
2 + jβ
−
2 )s
2 + (α+3 + jβ
+
3 )s
3 + (α−4 + jβ
+
4 )s
4 + · · ·
l7(s) = (α+0 + jβ
−
0 ) + (α
+
1 + jβ
+
1 )s+ (α
−
2 + jβ
+
2 )s
2 + (α−3 + jβ
−
3 )s
3 + (α+4 + jβ
−
4 )s
4 + · · ·
l8(s) = (α+0 + jβ
+
0 ) + (α
−
1 + jβ
+
1 )s+ (α
−
2 + jβ
−
2 )s
2 + (α+3 + jβ
−
3 )s
3 + (α+4 + jβ
+
4 )s
4 + · · ·
(4.4)
The Generalised Kharitonov theorem
Given an interval polynomial r(s) = p0 + p1s + p2s
2 + · · · + pns
n, with pi ∈ [p
−
i , p
+
i ].
Let the four Kharitonov polynomials of r(s) be k1(s), k2(s), k3(s), and k4(s). Let t be
an arbitrary integer and the set r1(s), r2(s), r3(s), · · · , rt(s) be a t-tuple of polynomials
where each interval polynomial ri(s) i = 1, 2, · · · , t has its four Kharitonov polynomials
k1i (s), k
2
i (s), k
3
i (s), and k
4
i (s). Let α1, α2, · · · , αt be a t-tuple of fixed polynomials of the
form αi(s) = s
fi(mis+ ni), where fi is an arbitrary integer and mi and ni are arbitrary
real numbers. Consider the following interval polynomial:
α1r1(s) + α2r2(s) + · · ·+ αtrt(s) (4.5)
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Figure 4.1: Feedback control system
The generalised Kharitonov’s theorem states that if the interval polynomials ri(s) perturb
independently of each other, then a necessary and sufficient condition for the interval
polynomial (4.5) to be stable is that all vertex t-tuples in the set K :=
{
α1k
j
1(s) +
α2k
j
2(s) + · · ·+ αtk
j
t (s) : j = 1, 2, · · · , 4
}
are stable. There are 4t distinct elements in K.
If the polynomials ri(s) do not perturb independently, the preceding statement becomes
only a sufficient condition for the stability of (4.5) [35].
4.2 Controller synthesis using bilinear matrix inequal-
ities
The generalised Kharitonov theorem is used to derive fixed order stabilising controller.
The problem can be stated as follows. Given a system transfer function g(s) = b(s)
a(s)
in Figure 4.1, with a(s) and b(s) being interval polynomials, formulate a fixed order
stabilising controller h(s) = y(s)
x(s)
with x(s) = x0 + x1s + x2s
2 + · · · + xdxs
dx and y(s) =
y0 + y1s+ y2s
2 + · · ·+ ydys
dy .
The closed loop stability of the system in Figure 4.1 requires that the characteristic
polynomial δ(s) = a(s)x(s) + b(s)y(s) is stable. δ(s) is itself an interval polynomial.
If x(s) and y(s) have the form of α(s) in (4.5) then the stability of the entire interval
polynomial δ(s) can be achieved by stabilising the 4t polynomials described by the gen-
eralised Kharitonov’s theorem with t = 2. These polynomials are δ(s)i, i = 1, 2, · · · , N ,
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with N = 42 = 16, formed by setting a(s) and b(s) to their respective Kharitonov poly-
nomials ri(s) = k
j
i (s), i = 1, 2, · · · , N , and j = 1, 2, · · · , 4. Controller coefficients can
be gathered into a single vector, z = [z0, z1, · · · , zn] = [x0, x1, · · · , xdx , y0, y1, · · · , ydy ],
n = dx + dy + 1. For different fixed order controllers the characteristic polynomials δ(s)
can be redefined as in Table 4.1 using basis polynomials of a(s) and b(s) [34].
Table 4.1: Characteristic polynomial for fixed controller
Type Characteristic polynomial (δ(s)) Structure
Proportional(P) x0︸︷︷︸
α1
a︸︷︷︸
r1
+ y0︸︷︷︸
α2
b︸︷︷︸
r2
= z0 a︸︷︷︸
pi0
+z1 b︸︷︷︸
pi1
z0 = 1
PI s︸︷︷︸
α1
a︸︷︷︸
r1
+(y0 + y1s)︸ ︷︷ ︸
α2
b︸︷︷︸
r2
= z0 a︸︷︷︸
pi0
+z1 sa︸︷︷︸
pi1
+z2 b︸︷︷︸
pi2
+z3 sb︸︷︷︸
pi3
z0 = 0, z1 = 1
First order (x0 + x1s)︸ ︷︷ ︸
α1
a︸︷︷︸
r1
+(y0 + y1s)︸ ︷︷ ︸
α2
b︸︷︷︸
r2
= z0 a︸︷︷︸
pi0
+z1 sa︸︷︷︸
pi1
+z2 b︸︷︷︸
pi2
+z3 sb︸︷︷︸
pi3
z1 = 1
PID (x0 + x1s)︸ ︷︷ ︸
α1
a︸︷︷︸
r1
+(y0 + y1s)︸ ︷︷ ︸
α2
b︸︷︷︸
r2
+ y2s
2︸︷︷︸
α3
b︸︷︷︸
r3
= z0 a︸︷︷︸
pi0
+z1 sa︸︷︷︸
pi1
+z2 b︸︷︷︸
pi2
+z3 sb︸︷︷︸
pi3
+z4 s
2b︸︷︷︸
pi4
z0 = 0, z1 = 1
Second order (x0 + x1s)︸ ︷︷ ︸
α1
a︸︷︷︸
r1
+ x2s
2︸︷︷︸
α2
a︸︷︷︸
r2
+(y0 + y1s)︸ ︷︷ ︸
α3
b︸︷︷︸
r3
= z0 a︸︷︷︸
pi0
+z1 sa︸︷︷︸
pi1
+z2 s
2a︸︷︷︸
pi2
+z3 b︸︷︷︸
pi3
+z4 sb︸︷︷︸
pi4
z2 = 1
Third order (x0 + x1s)︸ ︷︷ ︸
α1
a︸︷︷︸
r1
+(x2 + x3s)s
2︸ ︷︷ ︸
α2
a︸︷︷︸
r2
+(y0 + y1s)︸ ︷︷ ︸
α3
b︸︷︷︸
r3
= z0 a︸︷︷︸
pi0
+z1 sa︸︷︷︸
pi1
+z2 s
2a︸︷︷︸
pi2
+z3 s
3a︸︷︷︸
pi3
+z4 b︸︷︷︸
pi4
+z5 sb︸︷︷︸
pi5
z3 = 1
The Table 4.1 shows the different characteristic polynomials that must be stabilised to
ensure stability of the system with various types of controllers. As seen from the table,
for the higher order controllers the some of the ris are the same (for instance r1 =
r2 = a for the second order controller) so that the condition for independent parameter
perturbation is not satisfied. For these cases only the sufficiency part of the generalised
Kharitonov theorem is used. The characteristic polynomials can alternatively be written
using controller parameters (zi) and basis polynomials (pik). The basis polynomial is
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defined as pik = s
ka or pik = s
kb, i = 1, 2, · · · , N , k = 0, 1, 2, · · · , as shown in Table 4.1.
According to the generalised Kharitonov theorem, to stabilise the entire interval close
loop system, it suffices to replace the basis polynomials with t-tuples of the set of their
Kharitonov polynomials. The characteristic polynomials δi(s) can then be compactly
written as
δi =
nb∑
j=0
(zjpij). (4.6)
As before i = 1, 2, · · · , N with N = 4t and nb is the number of basis polynomials.
The set of equations (4.6) can be expressed as bilinear matrix inequalities (BMI) which
can then be solved using some BMI solver. To do this it requires defining Bezoutian and
Hermite-Fujiwara matrices.
Bezoutian matrix: Given a pair of polynomials p(s) = p0 + p1s + p2s
2 + · · · + pms
m
and q(s) = q0 + q1s + q2s
2 + · · · + qms
m the Bezoutian matrix of p(s) and q(s) is the
m×m symmetric matrix B(p(s), q(s)) with entries
bjk =
j−1∑
l=j+k−m−1
(pj+k−1ql − qj+k−l−1pl). (4.7)
It is assumed that pl = ql = 0 for l < 0 or l > m.
Hermite-Fujiwara matrix: Given a polynomial p(s) = peven(s
2) + spodd(s
2) of degree
m, let p∗(s) = peven(s
2) − spodd(s
2). Let bjk denote the entries of the Bezoutian matrix
B(p(s), p∗(s)). Then the Hermite-Fujiwara matrix of p(s) of order m is the m×m matrix
Hm(p(s)) with entries
hjk = (−1)
−jbjk. (4.8)
The indicies j, k = 1, 2, 3, · · · ,m.
Using the Hermite-Fujjiwara matrix the stability condition of a polynomial p(s) can be
expressed as a linear matrix inequality (LMI) using the following theorem [34].
Theorem 1: A polynomial p(s) of degree m is Hurwitz stable if and only if the Hermite-
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Fujiwara matrix H(p(s)) is positive definite.
When the polynomial is written in the form (4.6) the following lemma, due to [34], can
be used to formulate the stability condition and a BMI optimisation problem.
Lemma 1: Given a real vector z = [z0, z1, z2, · · · , zn], and n + 1 polynomials, pi(s) =
pi,even(s
2) + spi,odd(s
2), i = 1, 2, 3, · · · ,m, of degree ≤ m, then it holds that the m order
Fujjiwara matrix of (4.6) is,
Hm(
n∑
i=0
zipi(s)) =
nb∑
j=0
n∑
k=0
zjzkHm(pj,even(s
2) + spk,odd(s
2)). (4.9)
Hence forth, Hm(pj,even(s
2) + spk,odd(s
2)) will be written compactly as Hjk. According
to [34], the condition for stability of (4.6) is,
n∑
j=0
nb∑
k=0
zjzkHi,jk > 0. (4.10)
With i = 1, 2, · · · , N .
4.3 Designing damping controllers
The BMI optimisation of the preceding section must be modified to enable design of
controllers guaranteeing some minimum damping ratio. To guarantee a damping ratio
of ζ, all the closed loop poles of the controlled system must in the sector defined by θ,
as shown in Figure 4.2. This region is called the θ-stability. The minimum damping
achieved by the system is given by ζ = sin(θ). Usually for power system oscillation
damping applications a damping factor of 0.1 is considered sufficient. Hence, for most
of the examples in this Chapter a damping ratio of 10% is targeted (corresponding to
θ = 5.74◦). The following theorem due to [35], gives the condition for θ-stability of an
interval polynomial.
Theorem 2: θ-stability of an interval polynomial. An interval polynomial h(s) is
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Figure 4.2: θ-stability region
θ-stable if and only if the set of all its vertex polynomials, VI := h(s) : hi = h
+
i orhi = h
−
i ,
i = 1, 2, · · · , n is stable. This means that to guarantee some minimum damping ratio
for the interval plant, a large number of polynomials would have to be stabilised. In the
following it is shown how, this number can be reduced.
4.3.1 Reducing number of constraints for the controller design
By making assumptions on the controller, the number of polynomials required to sta-
bilise the interval plant can be significantly reduced.
Proposition 1: Suppose the controller parameters, z = [z0, z1, · · · , zn] are all con-
strained to be positive, then the problem of stabilising (4.6) reduces to the problem of
stabilising (4.11).
δi =
nb∑
j=0
(zjKij) (4.11)
i = 1, 2, 3, 4 with Kij is the i-th Kharitonov polynomial of basis polynomial pj.
Proof: Suppose T (s) = to + t1s + · · · + tns
n, tk = [t
−
k , t
+
k ], k = 0, 1, 2, · · · , n, is an
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interval polynomial formed from the set of characteristic polynomials (4.6) then, t−k =
mini{
nb∑
j=0
zjp
k
ij},and t
+
k = maxi{
nb∑
j=0
zjp
k
ij}, i = 1, 2, · · · , N . p
k
ij is the coeficient of s
k in
the polynomial pij. It then follows that the Kharitonov polynomials of T (s) are given
by (4.9). Hence, the stability of (4.11) implies that of (4.6).
4.3.2 Damping controller constraints
Constraints for damping controllers like those of (4.10) can be derived following the
formulation of Hurwitz stabilising controller of the previous section. A polynomial p(s)
will have all its roots in the region described by Figure 4.2 if the polynomial p(se−jθ)
has all its roots in the negative left half plane. This transformation effectively rotates
the s-plane clockwise about the real axis by the angle θ. The closed loop characteristic
polynomial for a controlled system like that in (4.6) can be transformed in a similar way
as shown by equation (4.12).
δi =
nb∑
j=0
(zjpij(se
−jθ)) (4.12)
Proposition 2
Suppose a controller with all parameters z = [z0, z1, · · · , zn] constrained to be positive
is given. Then the problem of guaranteeing θ-stability of (4.12), where the polynomials
pij are interval polynomials, reduces to that of stabilising (4.13).
δi =
nb∑
j=0
zjLij (4.13)
i = 1, 2, 3, · · · , 8 with Lij is the i-th complex Kharitonov polynomial of basis polynomial
pj(se
jθ). The proof is similar to that of Proposition 1, with complex Kharitonov polyno-
mials being used instead of the real polynomials. A corollary to this, is that when some
or all of the controller parameters zi are constrained to be negative, then the stability
condition (4.13) will be as before but the Lij for those negative zi’s isthe i-th complex
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Kharitonov polynomial of basis polynomial p′j(se
jθ). The polynomial p′j(s) is defined as
pj(s) = [α
−
0 , α
+
0 ] + [α
−
1 , α
+
1 ]s+ [α
−
2 , α
+
2 ]s
2 + · · ·+ [α−n , α
+
n ]s
n with the interval coefficients
α−i and α
+
i , i = 0, 1, 2, · · · , n, interchanged and swapped in sign. The problem of de-
signing stabilizing controller with parameter vector z, meeting the minimum damping
ratio ζ = sin(θ) for the closed loop system, can then formulated into a BMI constraint
problem. The formulation requires the use of complex Hermite Matrices [65].
Definition: Complex Hermite matrix
A complex Hermite matrix of the polynomial f(s) =
n∑
k=0
bks
k is the symmetric matrix H
whose entries (hpq) are given by (4.14).
1
2
hpq = (−1)
(p+q)/2
p∑
k=1
(−1)k<(bn−k+1b
∗
n−p−q+k)
p+ q = even, p ≤ q
1
2
hpq = (−1)
(p+q−1)/2
p∑
k=1
(−1)k=(bn−k+1b
∗
n−p−q+k)
p+ q = odd, p ≤ q
hpq = hqp
(4.14)
n1∑
j=0
n1∑
k=0
zjzkFi,jk > 0.
Fi,jk = H(Lij), j = k
Fi,jk =
1
2
(
H(Lij + Lik)−H(Lij − Lik)
)
, j 6= k
i = 1, 2, 3, · · · , 8
n1 = dx + dy + 2
(4.15)
The derivation of (4.15) is shown in Appendix 1.
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4.3.3 BMI optimisation formulation of damping controller de-
sign
The BMI constraints are non-convex, as such standard convex optimisation techniques
cannot be used. The problem can be solved by converting the constraints into linear
matrix inequalities (LMI) with a rank one constraints [34], [40]. Another approach is to
‘convexfy’ the problem turning it into a standard semi-definite programme (SDP) then
using an SDP solver.
Here a BMI solver (PENBMI), which uses the later approach is used [66]. PENBMI
solves the standard problem,
minz f(z) = c
T z
s.t
zL ≤ z ≤ zU
bL ≤ Az ≤ bU
Qi0 +
n∑
j=1
Qi,jzj +
n∑
j=1
n∑
k=1
zjzkQi,jk ≤ 0.
i = 1, 2, 3, · · · , Nq
(4.16)
To solve the control design BMI optimisation problems, (4.10) and (4.15) they must be
expressed in the standard PENBMI setup as follows:
minz f(z) = c
T z
s.t
zL ≤ z ≤ zU
αI +
n∑
j=1
n∑
k=1
−zjzkFi,jk ≤ 0
i = 1, 2, 3, · · · , Nq.
(4.17)
The vector cT can be chosen arbitrarily since this is feasibility problem. The lower
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Figure 4.3: Single machine infinite bus power system
limit of the controller parameter vector zL is zero, since the controller parameters are
constrained positive. The upper limit zU is an infinite vector. The element αI, with α a
small positive real number, is added since a strict inequality is needed. For the problem
in (4.10), Fi,kj = Hi,kj and Nq = 4, while for (4.15), Nq = 8.
4.4 Infinite bus power system example
The following example applied the technique of this chapter to design a controller to
regulates the voltage in order to improve under damped modes for the single machine
infinite bus power system in Figure 4.3. First the system is modelled as described in
Chapter 2. The operating conditions being considered are given in Table 4.2. The
Table 4.2: Single machine power system operating condition
Case no. P (p.u) Q (p.u) No. of circuits out
1 0.9 0.56 0
2 1.0 0.62 0
3 0.8 0.50 0
4 0.9 0.56 1
5 1.0 0.62 1
6 0.8 0.50 1
7 1.05 0.56 1
8 1.05 0.56 0
coefficients of the system transfer function for each operating condition are grouped so
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that they are contained within intervals of the maximum and minimum coefficient across
all the operating conditions. Case 1 to 4, are grouped into one interval plant and the rest
into another. The plants are grouped together if their corresponding coefficients in the
numerator and denominator polynomials close to each other. Alternatively, the plants
could be grouped according to the similarity of their corresponding operating conditions.
For example, the plants corresponding to the operating conditions with a line trip could
be grouped together. The two interval plants obtained as follows:
g1(s) =
b1(s)
a1(s)
= [3965.57,5686.27]+[4187.08,5805.58]s+[811.70,1005.25]s
2
[54630.52,80988.40]+[18961.82,28312.95]s+[3611.76,4006.35]s2+[670.47,735.58]s3+[25.42,26.08]s4+s5
(4.18)
g2(s) =
b2(s)
a2(s)
= [3859.21,5757.82]+[4074.78,5878.63]s+[789.93,1017.90]s
2
[44989.52,81610.34]+[14570.59,25786.25]s+[3432.94,3730.71]s2+[665.24,746.08]s3+[25.42,26.08]s4+s5
(4.19)
The next step is to form the basis polynomials, that will form part of (4.13). A first
order controller of the form (4.20) will be designed. This gives the basis polynomials
(4.22) for g1(s).
h(s) =
z4s+ z3
z2s+ z1
(4.20)
p1(s) = a1
p2(s) = sa1(s)
p3(s) = b1
p4(s) = sb1(s).
(4.21)
For the second interval plant the basis polynomials are,
p′1(s) = a1
p′2(s) = sa1(s)
p′3(s) = b1
p′4(s) = sb1(s).
(4.22)
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Figure 4.4: Open loop and closed loop modes of the single machine power system
The two interval plants gives rise to two sets of BMI constraints as follows.
n1∑
j=0
n1∑
k=0
zjzkF1i,jk > 0.
n1∑
j=0
n1∑
k=0
zjzkF2i,jk > 0.
(4.23)
Here F1i,jk and F2i,jk are Fi,jk for the first and second interval plants respectively. The
optimisation problem (4.17) can then be constructed with the two sets of constraints.
The problem is then solved using PENBMI.
4.4.1 Controller design
The optimisation gives the controller in (4.24). The controller results in improvement of
system modes as shown in Figure 4.4. This simple example shows the steps to implement
the method discussed in this chapter.
h(s) =
0.3685s+ 0.009841
s+ 0.000159
(4.24)
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Figure 4.5: Two area, four machine power system
4.5 Four machine power system example
The technique is now applied to design of a damping controller oscillatory modes of the
four machine power system shown in Figure 4.5 [18]. The system has three modes shown
in Figure 4.7. The controller design must be robust to the cases shown in Table 4.3. For
Table 4.3: Four machine power system operating condition
Case no. Tie line flow Outage Load Model
1 400 MW No outage Constant Impedance
2 400 MW Line 7-8 Constant Impedance
3 400 MW Line 8-9 Constant Impedance
4 300 MW No outage Constant Impedance
5 500 MW No outage Constant Impedance
each operation case, a plant transfer function is obtained. Since the number of plants
is small, no interval plants will be formed. The BMI optimisation control design can be
applied directly to the plants. However to reduce the computation burden, the order of
the plants is reduced from the original 39, to 8. The frequency response of the original
plant and the reduced plant are compared in Figure 4.6. The two responses match well
enough at the frequencies of interest (0.1 to 2 Hz), hence, the reduced system is deemed
good enough.
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Figure 4.6: Frequency response of the full and reduced systems
4.5.1 Controller design
Following the procedure of the previous example, a third order controller of the form
(4.25) is designed for five transfer functions.
h(s) =
z6s+ z5
z4s3 + z3s2 + z2s+ z1
(4.25)
Controller parameters z1 to z4 are constrained positive, where as parameters z5 and z6
are constrained negative. The BMI optimisation yields the controller,
h(s) =
−13.6647s− 58.5286
s3 + 6.3750s2 + 50.4483s+ 125.02669
. (4.26)
The closed loop system shows improvement of the poorly damped modes, especially on
the inter-area mode, which has improvement in damping ratio of over 10% as Figure 4.7
shows.
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Figure 4.7: Open and closed loop plant oscillatory modes
4.5.2 System simulation
This simulation is carried out on the full nonlinear system. The system experiences a
three phase to ground fault on the line near bus 8. The fault lasts for 80 ms and is then
cleared by tripping the line between bus 8 and 7. Figure 4.8 shows the deviation in power
flow between bus 9 and 10. Figure 4.9 and 4.10 show the relative angular separation
between generator 1 and 3, and generator 2 and 4 respectively.
When the fault occurs, the inter-area mode is excited, resulting in power and angle
oscillations as Figures 4.8 to 4.10 show. The designed controller acts well and damps the
oscillations well.
4.6 68 bus NY-NETS test system example
Figure 4.11 shows the 68 bus NYPS-NETS test power system model [25]. The system
has several FACTS devices installed: a controlled phase shifter (CPS), controlled series
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Figure 4.8: Deviation in power flow between bus 10 and 9
Figure 4.9: Dynamic response of the system angular separation between G1 and G3
compensator (CSC) and a static Var compensator (SVC). The system also has a power
system stabiliser installed on generator G9 which is tuned to stabilises local oscillatory
modes for the operating conditions shown in Table4.4. However the system still has some
poorly damped inter-area modes as Figure 4.12 shows.
The objective is to design a controller that will improve the damping of the inter-area
modes. The target damping ratio is 10%.
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Figure 4.10: Dynamic response of the system angular separation between G2 and G4
Figure 4.11: 68 bus NYPS-NETS test power system
4.6.1 Controller design
Since there are three devices, three controllers are designed using the BMI optimisation
technique of the Chapter. The controllers are designed one at a time, since the BMI
method is suited to a SISO approach. To avoid adverse effects of the controllers on each
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Table 4.4: Sixteen machine power system operating conditions
Case no. Tie-Line Flow Line Outage Type of Load
1 700 MW no outage CI
2 700 MW 53-54 CI
3 700 MW 60-61 CI
4 700 MW 27-53 CI
5 100 MW no outage CI
6 900 MW no outage CI
7 700 MW no outage 50% CI & 50% CC
8 700 MW no outage 50% CI & 50% CP
9 700 MW 53-54 & 60-61 CI
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Figure 4.12: Uncontrolled system oscillatory modes
other, the controllers are designed sequentially. The first controller is designed then this
loop is closed then the second followed by the third controller.
A controller structure similar to the previous example is chosen. The controllers have a
first order numerator and a third order denominator. A similar design procedure as in
the previous example is also used. A linear model of the system is obtained as described
in Chapter 2. The model is then reduced to 12-th order. The SISO transfer function
obtained is used to design the CPS controller. The closed loop poles for the controlled
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Figure 4.13: Closed loop system oscillatory modes with CPS
system are shown in Figure 4.13. The controller is given by (4.27).
C1(s) =
0.1561s− 2.0452
−2.7586s3 − 10.2959s2 − 13.5847s− 0.7951
(4.27)
With the CPS loop closed a SISO transfer function for the CSC loop is obtained which
is then used to design the CSC controller. The closed loop poles for this controller are
shown in Figure 4.14. The controller is given by (4.28).
C2(s) =
4.5380s− 1.1143
1.9580s3 + 4.3213s2 + 7.9918s+ 1.4635
(4.28)
Finally, the CSC loop is closed and a SISO transfer function for the SVC loop is obtained.
The SVC controller is then designed. The final closed loop system has the modes shown
in Figure 4.15 with the controller is given by (4.29).
C3(s) =
−8.1970s− 1.9607
0.0700s3 + 0.4196s2 + 4.2416s+ 0.3364
(4.29)
When these controllers are applied to the full order system the closed loop modes shown
in Figure 4.16 are obtained.
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Figure 4.14: Closed loop system oscillatory modes with CPS and CSC
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Figure 4.15: Closed loop system oscillatory modes with CPS, CSC and SVC
4.6.2 System simulation
A three phase to ground fault on bus 20 is simulated on the system to verify the effective-
ness of the controllers. The fault lasts for 80 ms and is then cleared. The system response
of both the controlled and uncontrolled system for a selection of operating conditions is
shown in Figures 4.17 to 4.20.
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Figure 4.16: Closed loop system oscillatory modes
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Figure 4.17: System response following fault for case 1
4.6.3 Discussion of results
The simulation shows the effectiveness of the controllers over a range of operating con-
ditions. However, for case 9, which has double line outage, the damping is degraded.
However, the closed loop system is still stable.
The SISO approach does not seem to adversely affect the overall system response. This
is due to the sequential design of each SISO controller and good choice of control signals.
It is also noted that changing the order of the sequence of design of the SISO controllers
leads to different controller co-efficient values, but qualitatively the robust damping is
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Figure 4.18: System response following fault for case 2
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Figure 4.19: System response following fault for case 3
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Figure 4.20: System response following fault for case 9
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guaranteed. It is also possible that further iterations of the design procedure could
lead to improved results. For this example though, this was not needed as the required
damping was obtained with just the one iteration.
A major drawback for this approach is the limitation of the BMI solver. The solver
cannot handle large systems as such system reduction is necessary. In this design a 12 th
order reduced models was used. The order was enough to capture the inter-area modes
which are the focus of the design as Figures 4.13, 4.14 and 4.15 show. If the system order
is very large the BMI optimisation problem becomes ill-conditioned leading to unreliable
solutions.
4.7 Polynomial methods for MIMO systems
Most of the time it is advantageous and even necessary to design controllers in a mul-
tivariable, multi-input and multi-output (MIMO) framework. This helps to capture in-
teractions among controllers in the system and thus remedy any adverse effects right at
the design stage. In the following, polynomial methods for MIMO systems are presented
and applied to design power system oscillation damping controllers.
4.7.1 Extension of Kharitonov theorem to MIMO systems
Kharitonov’s theorem cannot be applied directly to MIMO systems. There is no equiv-
alent theorem for these systems [43]. However several ‘Kharitonov-like’ results for dif-
ferent families of MFD plants can be found in the literature [67], [68], [43]. In [43] the
authors redefined the notion of interval polynomial for matrix polynomials using positive
semidefinite matrices instead of matrix element intervals.
Definition: Matrix intervals
A matrix A belongs to the matrix interval [A,A] if (A−A) and (A−A) are positive semi
definite. In addition, for the interval to exist (A− A) must be positive semi definite.
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Definition: An interval polynomial matrix is of the form,
M(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + · · ·+ (An−1 + jBn−1s
n−1) + Isn
Ai ∈ [Ai,Ai]
Bi ∈ [Bi,Bi]
(4.30)
The interval polynomial matrix M(s) is said to be stable if all polynomials det(M(s))
are stable. To derive ‘Kharitonov-like’ conditions for the stability of (4.30), [43] uses the
notion of strong stability of matrix polynomials.
Definition: Strong stability
A matrix polynomial, P (s) = P0+P1s+P2s
2+ · · ·+Pns
n is said to be strongly stable if
the scalar polynomials, p(s) = uTP (s)u are stable for all unit vectors, u. This condition
is termed strong stability because if P (s) is strongly stable then it is stable, however
not all stable matrix polynomials are stable, i.e. this is only a sufficient condition for
stability. Using, the preceeding definition of interval for matrix polynomials and the
notion of strong stability, a minimal set of eight ‘Kharitonov’ polynomial matrices need
to be stable to ensure stability of the interval polynomial matrix (IPM), (4.30) [43]. These
eight IPMs are given by (4.31). For stability of (4.30) it suffices that the polynomials
ln(s) = u
TLi(s)u, i = 1, 2, · · · , 8 are stable for all unit vectors u. If P (s) is a 4 × 4
polynomial matrix, then there will be 32 polynomials ln(S).
L1(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + (A3 + jB3)s
3 + (A4 + jB4)s
4 + · · ·
L2(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + (A3 + jB3)s
3 + (A4 + jB4)s
4 + · · ·
L3(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + (A3 + jB3)s
3 + (A4 + jB4)s
4 + · · ·
L4(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + (A3 + jB3)s
3 + (A4 + jB4)s
4 + · · ·
L5(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + (A3 + jB3)s
3 + (A4 + jB4)s
4 + · · ·
L6(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + (A3 + jB3)s
3 + (A4 + jB4)s
4 + · · ·
L7(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + (A3 + jB3)s
3 + (A4 + jB4)s
4 + · · ·
L8(s) = (A0 + jB0) + (A1 + jB1)s+ (A2 + jB2)s
2 + (A3 + jB3)s
3 + (A4 + jB4)s
4 + · · ·
(4.31)
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Figure 4.21: MIMO feedback control system
4.7.2 Designing MIMO controllers using strong stability
Using the preceding notion of strong stability controllers could be designed. Consider
the feedback control system in Figure 4.21. The system is stable if and only if (4.32) is
stable.
A(s)X(s) + B(s)Y (s) (4.32)
Equation 4.32 could be expressed in the form of (4.30) as follows. Suppose X(s) and
Y (s) are third order controllers of the form,
X(s) =


x01 0 0 0
0 x02 0 0
0 0 x03 0
0 0 0 x04


+


x11 0 0 0
0 x12 0 0
0 0 x13 0
0 0 0 x14


s+ · · ·+


x31 0 0 0
0 x32 0 0
0 0 x33 0
0 0 0 x34


s3
Y (s) =


y01 0 0 0
0 y02 0 0
0 0 y03 0
0 0 0 y04


+


y11 0 0 0
0 y12 0 0
0 0 y13 0
0 0 0 y14


s+ · · ·+


y31 0 0 0
0 y32 0 0
0 0 y33 0
0 0 0 y34


s3.
(4.33)
Equation (4.32) can then be written as,
A01(s)x01+A02(s)x02+· · ·+A34(s)x34+· · ·+B01(s)y01+B02(s)y02+· · ·+B34(s)y34 (4.34)
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A01, A02, · · · , B34 can be found by noting that,
A(s)X(s) + B(s)Y (s) =


I
Is
Is2
...
Isn+3


T
H


X0
X1
X2
X3
Y0
Y1
Y2
Y3


. (4.35)
H =


A0 0 0 0 B0 0 0 0
A1 A0 0 0 B1 B0 0 0
A2 A1 A0 0 B2 B1 B0 0
A3 A2 A1 A0 B3 A2 B1 B0
A4 A3 A2 A1 B4 B3 B2 B1
A5 A4 A3 A2 B5 B4 B3 B2
...
...
...
...
...
...
...
...
An An−1 An−2 An−3 Bn Bn−1 Bn−2 Bn−3
0 An An−1 An−2 0 Bn Bn−1 Bn−2
0 0 An An−1 0 0 Bn Bn−1
0 0 0 An 0 0 0 Bn


(4.36)
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The expression (4.34) can be obtained by noting that,


X0
X1
X2
X3
Y0
Y1
Y2
Y3


=


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


x01 +


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0


x02
+ · · ·+


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1


x34 + · · ·+


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1


y34.
(4.37)
Say there are m plants under consideration, then there will be m expressions of the form
(4.34). These could be drawn into a single interval matrix polynomial as follows. The
term A01(s)x01 and all the other terms in (4.34), of the m expressions can be written as,
A01,i(s)x01 = ((A001,i + jB001,i) + (A101,i + jB101,i)s+ · · ·+ (Ak01,i + jBk01,i)s
k)x01
i = 1, 2, · · · ,m.
(4.38)
For X(s) and Y (s) as described above k = n+3, where n is the order of the plant, A(s).
The interval can be found by the following SDP constraints (4.39) and (4.40) if indeed
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they are solvable.
(A001,i −A001)  0
(A001 −A001,i)  0
(A001 −A001)  0
...
(Ak01,i −Ak01)  0
(Ak01 −Ak01,i)  0
(Ak01 −Ak01)  0
(4.39)
(B001,i − B001)  0
(B001 − B001,i)  0
(B001 − B001)  0
...
(Bk01,i − Bk01)  0
(Bk01 − Bk01,i)  0
(Bk01 − Bk01)  0
(4.40)
This can be done for all the terms of (4.34). The eight ‘Kharitonov’ polynomials Li(s) can
then be obtained following (4.31). Using strong stability polynomials pk(s) = uLk(s)u
can be obtained. The polynomials pk(s) are of the form,
pk(s) = px,01(s)x01 + px,02(s)x02 + · · ·+ px,34(s)x34 + py,01y01 + · · ·+ py,34(s)y34
k = 1, 2, 3, · · · ,m
(4.41)
The Equations (4.41) are in the form of (4.6), therefore they can be solved using BMI
optimisation (4.10).
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4.8 Stability condition of polynomial matrices via
positive polynomials
The notion of strict positive realness has been used to derive stability conditions of matrix
polynomials [26]. A rational matrix polynomial G(s), is said to be strictly positive real
(SPR) when,
ReG(s)  0 for all s ∈ ∂D. (4.42)
∂D is the boundary of the stability region D, in the complex (s-plane) which is given by,
D = {s :

 1
s


∗

 a b
b∗ c


︸ ︷︷ ︸
H

 1
s

 < 0}. (4.43)
For the choice of H in (4.44), the stability region is the left-half of the s-plane. A result
due to [26], [69], establishes conditions for stability of a polynomial matrix, using this
notion of strict positive realness.
H =

 0 1
1 0

 (4.44)
Theorem: Given two square polynomial matrices, N(s) = N0 + N1s + · · · + Nds
d and
D(s) = D0 + D1s + · · · + Dds
d, N(s) is stable if and only if there exist a stable D(s)
such that N(s)D(s)−1 is strictly positive real. For proof see [26]. As a corollary to this
result, LMI conditions for the stability of N(s) given a stable D(s) can be obtained.
Let the matrices of matrix coefficients for N(s) and D(s) be, N = [N0N1 · · ·Nd] and
D = [D0D1 · · · ] respectively. N(s) is stable and hence N(s)D(s)
−1 strictly positive real,
if and only if there exists a matrix P = P ∗ such that,
D∗N +N∗D −H(P )  0. (4.45)
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Figure 4.22: MIMO feedback control system
H(P ) is given by,
H(P ) = u∗

 aP bP
b∗P cP

 u . (4.46)
u =


I 0
. . .
...
I 0
0 I
...
. . .
0 I


(4.47)
The dimensions of the terms are P ∈ <dn×dn, I ∈ <n×n and, u ∈ <2dn×n(d+1). The LMI
(4.45) gives a convex inner approximation of the solution space. The matrix D is called
the central polynomial. For robust stabilisation of a number of Polynomial matrices,
which may represent operating points of a plant, (4.48) can be modified as follows:
D∗Ni +N
∗
i D −H(Pi)  0. (4.48)
4.8.1 Design of a robust fixed order controller
Consider the problem of stabilising the system of Figure 4.22 with a fixed order controller.
4.21. The closed loop system is stable if and only if the matrix polynomial N(s) =
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X(s)A(s) + Y (s)B(s), obtained from the plant matrix fractional description (MFD),
B(s)A(s)−1 and controller MFD X(s)−1Y (s), is stable. The theorem above can then be
applied to get an LMI stability condition. Consider X and Y given by (4.33). It then
follows that the matrix N will be,
N =


X0
X1
X2
X3
Y0
Y1
Y2
Y3


T 

A0 A1 A2 A3 A4 A5 · · · An 0 0 0
0 A0 A1 A2 A3 A4 A5 · · · An 0 0
0 0 A0 A1 A2 A3 A4 A5 · · · An 0
0 0 0 A0 A1 A2 A3 A4 A5 · · · An
B0 B1 B2 B3 B4 B5 · · · Bn 0 0 0
0 B0 B1 B2 B3 B4 B5 · · · Bn 0 0
0 0 B0 B1 B2 B3 B4 B5 · · · Bn 0
0 0 0 B0 B1 B2 B3 B4 B5 · · · Bn


. (4.49)
An appropriate central polynomial D can be found using some other design technique,
and used as an ‘initial point’ to the LMI problem (4.45). If there are many operating
conditions of the plant, represented by several MFDs, Ai(s)
−1Bi(s) then several coeffi-
cient matrices, Ni of the form (4.49) can be found. The LMI problem (4.48) can then
be used to find a fixed stabilising controller X(s)−1Y (s).
4.8.2 Designing damping controllers
Choosing appropriate values of a, b and c of (4.43), which are reflected in the term H(P )
in the LMI problem (4.48) will change the stability region for the design. To achieve
desired damping an approximate damping region can be used. For example choosing
a = 0, b = 36 and c = 1 produces the region bounded by a circle of radius 18 as Figure
4.23 shows.
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Figure 4.23: Damping region approximated by an arc
4.9 Design of damping controller for a 68 bus test
system model
4.9.1 System modelling
The problem of designing a controller to damp power system oscillation in the power
system of Figure 4.11 over multiple operating conditions can be expressed in the form of
(4.48) as described in the preceding section. The operating conditions being considered
are shown in Table 4.4. First a state space model of the system is obtained. The model
is then reduced to a ninth order system. An MFD of the system is then obtained as
described in Chapter 2.
4.9.2 Controller design
A third order controller will be designed. The controller, C(s) = X(s)−1Y (s), has X(s)
and Y (s) the same as in (4.33). The stability region is chosen in a similar way as in
Figure 4.23. The problem (4.48) is then solved for the nine operating conditions using
the SDP solver SeDuMi. To solve the problem, it is expressed in standard SeDuMi dual
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Figure 4.24: Open and closed loop poles of the 68 bus system
form,
min cTy
subject to :
tI + F0 + F1y1 + · · ·+ Fpyp  0.
(4.50)
SeDuMi solves a semi-definite problem. To meet the ‘strict’ positive definite requirement
of (4.48), the term tI in (4.48) will be minimised. Hence, c is vector with all zero entries,
except on the position corresponding to t.
4.9.3 Results and simulation
Figures 4.24 and 4.25 show improvement in the open loop poles of the system when the
designed controller is implemented. Figure 4.24 corresponds to controller 1, designed
with the approximate damping area shown, which is given by a = 0, b = 6 and c = 1.
Figure 4.25 corresponds to controller 2, designed with the approximate damping area
shown, which is given by a = 0, b = 26 and c = 1. Figures 4.26 to 4.27 show the
simulation results following a three-phase to ground line fault near bus 20 which is
cleared after 80 ms for the closed loop system with controller 1.
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Figure 4.25: Open and closed loop poles of the 68 bus system
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Figure 4.26: System response following a cleared fault at bus 20 for controller 1
4.9.4 Discussion of results
As Figure 4.24 shows, the first design, which uses a tighter approximation of the damping
region, results in improved damping for both inter-area and local modes which is backed
by the nonlinear simulation on the full system in Figure 4.26. The other approximate
damping region in Figure 4.25, still has one unstable mode which the controller fails to
stabilise, hence, the controller is not used. This could be attributed to the less ‘tight’
approximation of the stability region. Another thing to note is that the system reduction,
which reduces the system to ninth order, does not show some of the local modes. However
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Figure 4.27: System response following a cleared fault at bus 20 for controller 2
this does not result in any performance degradation in the full system as the non-linear
simulation bears. A larger order reduction could be used, but this results in very large
LMIs requiring a lot of computing power.
Chapter 5
Low Order Damping Controller
Design Using Sequential Conic
Programming
In this chapter another method for designing oscillation damping controllers which are
both low order and robust is presented. The method uses conic programming to co-
ordinate the design of several PSSs to improve the damping of oscillatory modes. The
method is computationally efficient and can handle large systems easily, without the need
for system reduction. The effectiveness and flexibility of the method is demonstrated by
designing oscillation damping controllers for various FACTS devices and PSS. Moreover
the method is generic, and can be directly used to design controllers for other devices,
such as HVDC, with any chosen structure.
5.1 Phase Compensation Design
The design of a controller H(s) = K∠H(s) can be broken down into two stages: the
design of the phase ∠H(s) (also called phase compensation) and the design of the pure
gain K. Following this procedure, firstly, phase compensation is performed for the PSS
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and FACTS devices. Then using conic optimization the pure gains of the controllers are
tuned until the required performance is achieved.
5.1.1 PSS phase design
The PSS design must ensure that enough damping torque is provided at the oscillation
modes of interest. The design uses the GEP method, [17]. The PSS transfer function is
given by the following:
Hpss(s) = xpss
sTw(1 + sT1)(1 + sT3)
(1 + sTw)(1 + sT2)(1 + sT4)
. (5.1)
T1 and T3 are the PSS lead time constants. T2 and T4 are the lag time constants. Tw
is the washout time constant and xpss is the PSS pure gain. Following the method in
[70], the PSS parameters T1,T2,T3,T4 are designed so that the frequency response H(jω)
closely matches that of the ideal phase lead required of the transfer function between the
generator electrical power output and the exciter input Vref of machine without the PSS
installed. As such the PSS will induce a damping torque to deviations in its input signal.
The range of ω must cover the frequency range of the oscillation modes of interest (in
the case of inter-area and local oscillations 0.1Hz to 3Hz). The design must also ensure
a slight phase lag from the ideal phase lead at the lower frequencies in order to provide
adequate synchronizing torque [18].
5.1.2 FACTS phase compensation design
Although it is possible to find the damping torque induced by various FACTS and
the corresponding transfer function as for the case with the PSS, this is not straight
forward and relies on various simplifying assumptions [71], [72]. As such the procedure
in subsection A above cannot be applied here.
Following [31], residues will be used to design the FACTS phase compensation that is
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required in order to enable a left shift in the desired poorly damped modes. As shown
in [70], changing a pure gain (∆x) of a dynamic feedback H(s) will introduce a shift in
a mode λj of ∆λj = RjH(λj)∆x. When there are many feedback controllers the change
will be:
∆λj =
Ns∑
k=1
RjkHk(λj)∆xk. (5.2)
Rjk is the residue associated with the j th eigenvalue, λj, and k th FACTS device. Hk is
the transfer function of the k th FACTS device. ∆xk is the change in the k th FACTS
pure gain and Ns is the total number of controllers.
The FACTS controllers Hk(s) can be chosen with the same structure as (5.1), that is:
H(s) = xfacts
sTw(1 + sT1)(1 + sT3)
(1 + sTw)(1 + sT2)(1 + sT4)
(5.3)
where xfacts is the FACTS controller pure gain.
To effect a pure left shift in the mode, the angle of ∆λj must be ±180
◦. However if the
angle is between 90◦and 270◦(i.e. between 90◦and 180◦, or between -90◦and -180◦) a left
shift would still be achieved, even though this could prove less effective in improving the
damping as it will influence the synchronising torque. Hence the criterion used for the
FACTS phase compensation design is:
∠Rj + ∠H(λj) = ±180
◦. (5.4)
5.1.3 Robust design
It is necessary for any design that is obtained to have robust performance for all system
operating conditions under consideration. As such all operating conditions must be
considered during the phase compensation design. Now it is shown how to extend the
phase design of PSS and FACTS to such a framework.
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PSS
For the PSS this can be achieved by solving the following optimization problem to
match the PSS frequency response to that of the ideal phase lead transfer function,
Gideal (transfer function between Vref and the generator power output, with angle and
speed kept constant), over all the operating conditions, Nc within the frequency range
of interest (0.1 to 3Hz):
minT1,T2,T3,T4
Nc∑
c=1
‖Hpss(jω)−G
c
ideal(jω)‖
∀ω ∈ [frequency range of interest]
(5.5)
Gcideal is the system ideal phase lead transfer function for c th operating condition. All
other variables are as defined before. When doing this it is important to consider the
observations in [73], which proposes having two phase lead blocks and a phase lag block,
which by so doing avoids deteriorating synchronizing torque at these low frequencies.
The unconstrained optimization problem (5.5) is highly nonlinear and could be solved
by unconstrained optimization techniques. In this paper, a straightforward approach
is taken. The practical range of the optimization variables is finite. For example Ti
may belong to a set {0, 0.1, 0.2, ..., 1}, i = 1, 2, 3, 4. A grid-search/grid-walk algorithm,
which is a variant of the method of coordinate directions, is used to search for the global
minimum of (5.5) by enumerating all points in that set [74], [75], [76]. The grid-walk
then refines the search in the neighbourhood of the obtained minimum to get the true
global minimum.
FACTS
Similarly for FACTS, the following optimization will ensure a robust design:
min
T1,T2,T3,T4
Nm∑
k=1
‖∠Rkj + ∠H(λj)∓ 180
◦‖. (5.6)
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Nm is the total number of modes of interest. Other variables are as defined before. If
there are multiple modes and controllers, each controller could be designed to tackle one
mode only, hence (5.6) would be used for each controller. However since the system has
other modes which may be adversely affected, the input signals to FACTS controllers
must be chosen so that only the mode of interest has high residues with respect to the
other modes of interest. The signals can be chosen as in [25]. Even with careful choice
of signals, some modes may still have non-negligible residues in many controllers, hence,
(5.6) could affect the shifting of those modes. This is mitigated by multiplying the
magnitude of the residue of each mode to (5.6) and summing over all modes of interest
(Nm) as shown below:
min
T1,T2,T3,T4
Nc∑
c=1
Nm∑
j=1
‖|Rcj|(∠R
c
j + ∠H(λj)∓ 180
◦)‖. (5.7)
The optimization problem (5.7) is solved in a similar manner to (5.5), using the grid-
search/grid-walk algorithm.
5.2 Coordinated Gain Tuning
After the compensation has been designed the gains xpss and xfacts are tuned in order
to effect a left shift in the modes of interest. When there are many devices, the tuning
must be coordinated. Here this will be done by adapting the procedure given in [33].
In the procedure the gains are optimized such that the distance between the desired
and current eigenvalues (i.e. for the poorly damped modes) is minimized. To ensure
robustness, this is done over all given operating conditions. This optimization problem
is set up as follows:
min
tj ,∆xk,α
?
j
Nc∑
c=1
Nm∑
j=1
tcj (5.8)
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subject to:
tcj ≥
√
(tcRj)
2 + (tcIj)
2
tcRj = <(λ
?
j − λ
0
j)−
Ns∑
k=1
<(RcjkHk(λj))∆xk
tcIj = =(λ
?
j − λ
0
j)−
Ns∑
k=1
=(RcjkHk(λj))∆xk
(5.9)
λ?j = −α
?
j + jω
?
j
ω?j = tan(cos
−1ζ
′
)α?j
α?j ≥ 0
ζ
′
> ζ
(5.10)
x0k +∆xk ≥ 0
|∆xk| ≤ ρ
j = 1, 2, · · · , Nm
k = 1, 2, · · · , Ns
c = 1, 2, · · · , Nc
(5.11)
tcj,∆xk, α
?
j are the optimization design variables. <(·) and =(·) are operators yielding
real and imaginary part of specified quantities, respectively. tcRj] and t
c
Ij are projections
of tcj onto the real axis and imaginary axes respectively. ζ
′
is the damping ratio, and is
chosen slightly greater than the actual damping ratio to be attained, ζ. The damping
lines formed by these two damping ratios describe a confidence region [33]. λ?j and λ
0
j
are the j th desired and current eigenvalues (modes). x0k is the initial value of xk and ρ
is the trust limit of increment ∆xk. All other variables are as defined earlier.
Additional constraints must be enforced on the rest of the well damped modes to ensure
that the optimization does not adversely affect them. These are as follows:
=(λ0l ) +
Ns∑
k=1
<(RclkHk(λl))∆xk ≤
−tan(θ)(<(λ0l ) +
Ns∑
k=1
=(RclkHk(λl))∆xk)
(5.12)
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=(λ0l ) +
Ns∑
k=1
<(RclkHk(λl))∆xk ≥
tan(θ)(<(λ0l ) +
Ns∑
k=1
=(RclkHk(λl))∆xk)
(5.13)
<(λ0l ) +
Ns∑
k=1
<(RclkHk(λl))∆xk ≤ 0
θ = cos−1(ζl)
l = 1, · · · , Nw
(5.14)
Nw is the total number of well damped modes. ζl is the l th well damped eigenvalue.
The optimization problem has several conic constraints, which may be solved by widely
available conic or semi-definite programming solvers [77]. Here the SDP solver SeDuMi
has been used [78]. It is also possible to combined both phase design and gain tuning.
However this is slightly more computationally demanding and might not be worth the
effort as the benefit it will bring is marginal [33]. In the next section, a modification of
the above method will be described.
5.3 Modification of the Coordinated Gain Tuning
5.3.1 Modification of phase compensation design
Several iterations of (5.8)-(5.14) are necessary to achieve the desired damping. However,
keeping the same phase compensation design throughout these subsequent iterations
makes the algorithm to fail to converge. This happens because at each iteration the
residues change. This then leads to the original FACTS phase compensation design
being rendered invalid for subsequent iterations. Similar observations are given in [70],
where the relation ∆λ = RλHk(λ))∆x, which is central in the above design, is shown to
be accurate for only small changes (i.e. when ∆x is small enough).
To overcome this problem, it is proposed to update the phase compensation design after
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Figure 5.1: Re-designing Phase Compensation
some iterations. The process can be thought of as introducing another controller loop
(see Figure 5.1).
G(s) is the system transfer function. K1(s) and K2(s) are controller transfer functions.
If K1(s) =
nk1(s)
dk(s)
and K2(s) =
nk2(s)
dk(s)
then in Figure 5.1 we will have the closed loop
transfer function as:
G
1 +Gnk1+nk2
dk
. (5.15)
As (5.15) shows, adding controller K2 with the same denominator as K1 does not change
the structure and order of the closed loop system. The phase compensation redesign
process can be achieved as before but with G replaced by Gcl =
G
1+GK1
and H with
H
′
= K2 =
nk2
dk
. More loops can similarly be added without disturbing the structure of
the controller.
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5.3.2 Modified sequential conic programming algorithm
As in [33] this algorithm incrementally shifts the poorly damped eigenvalues by sequen-
tially solving a series of conic quadratic optimization problems specified by (5.8) and
constraints (5.9) to (5.13). The user has to specify ρ, ζ ′ and ζ. The method seeks to
shift the eigenvalues into the conic sector marked by the ζ and ζ ′ damping lines. Put
in another way, if ones wants to achieve a damping of ζ, then one must overstate the
damping to ζ ′. It is also important in the coordinated design with FACTS that ζ be in-
creased in small stages from the current damping until the desired damping is achieved.
The algorithm of [33] is modified as follows:
Step 0
Form the linear state-space equations for given operating conditions.
Step 1
If the phase compensation design for the FACTS controllers is no longer valid redo the
design by applying (5.6).
Step 2
Compute the system eigenvalues. The zero eigenvalues that are attributed to modeling
assumptions are neglected.
Step 3
Compute the damping ratio corresponding to each of the system modes. If all damping
ratios are greater than ζ, print the solution and terminate the run.
Step 4
For each eigenvalue identified in Step 2, compute the residues associated with the feed-
back of the PSS outputs to their inputs.
Step 5
Solve the conic quadratic program given by(5.8) to (5.14) to determine ∆xk for k =
1, . . . , Ns.
Step 6
Update the current values of x0k by the corresponding increments in step 5.
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Step 7
Update the state-space representation due to PSS and FACTS feedback and go to step
1.
5.4 Results on 68 Bus System
5.4.1 Controller design
The 68 bus NYPS-NETS test system is shown in Figure 4.11. Nine operating conditions
will be considered in the design as shown in Table 4.4. The system has local modes
between 1 to 2 Hz and inter-area modes at around 0.4 Hz, 0.5 Hz, 0.52 Hz and 0.8
Hz. Figure 5.2, shows the open loop modes over all the operating conditions. It shows
that some of the modes are in fact unstable. The aim of the design is to stabilize all
unstable local modes and improve the damping of inter-area modes. Following [25], the
system is stabilized using a PSS and three FACTS: a thyristor controlled series capacitor
(TCSC), a thyristor controlled phase shifter (TCPS) and a static VAr compensator
(SVC). Although TCPS is not a practical device, it is included in the study to show the
method’s versatility.
The location of the controllers and their stabilizing signals must be chosen carefully to
ensure that modes of interest are observable and controllable. Either remote or local
signals can be chosen. In this design local signals are used [25] (see Figure 4.11), but
global signals could also be used instead [21]. The signals used in the design of the PSS
and FACTS are shown in Figure 4.11.
The phase design is carried out as described in Section II, with the objective of stabilizing
all unstable local modes (to achieve at least 5% damping) and achieve 10% damping for
the inter-area modes (except for the 0.8 Hz mode, which is deemed to have sufficient
damping). The gain tuning is then carried out according to the algorithm in Section IV.
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Figure 5.2 shows that damping of the modes has improved and the set objective is
achieved. The figure shows this over all operating conditions.
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Figure 5.2: Open and closed loop system modes
5.4.2 Other controller configurations
To demonstrate the flexibility of the method, different schemes for stabilizing the system
are now shown. These involve using TCSCs, TCPSs and SVCs to stabilize all local and
inter-area modes. Location of the devices are chosen using residues, [79], and partici-
pation factors, [18]. Controllers are then designed using the method presented in this
paper.
Stabilization using TCSCs
Thirteen TCSCs are placed in the system using the method of residues. The resulting
closed loop system is stable, and the design achieves damping ratio of at least 5.6% over
all the operating condition as Figure 5.3 shows.
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Figure 5.3: Open and closed loop modes for a system with TCSC controllers
Stabilization using TCPS
For this case 16 TCPSs are placed in the system. The improvement in the system with
10% percent damping ratio and the results are shown in Figures 5.4 and 5.8.
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Figure 5.4: Open and closed loop modes for a system with TCPS controllers
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Stabilization using SVCs
Figures 5.5 and 5.9 show the results for a design with 10 SVCs. A minimum of 6.2%
damping ratio is obtained over all the modes.
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Figure 5.5: Open and closed loop modes for a system with SVC controllers
Stabilization with SVCs and TCPS using global signals
Global signals should be employed be used instead of local signals if equipment such
as phasor measurement units (PMU) are used. The results of the design are shown
in Figures 5.6 and 5.10. Generator power flows from different machines in the system
are used as global signals. These are remote signals which are relayed to the controller
through a wide area mesurement system.
5.4.3 Simulation results
The following simulation test is done to validate the effectiveness of the control design in
damping oscillations. A solid three phase fault on the line near bus 20 is simulated. The
fault lasts for 80 ms and is then cleared. Figure 5.7 shows the response of the system
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Figure 5.6: Open and closed loop modes for a system with TCPS and SVC controllers
with global signals used
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Figure 5.7: System response following fault for first operating condition
with and without damping controllers for the first operating condition. The controlled
system is for the first design presented in Section A. Simulation results for the other
controller configurations are shown in Figures 5.8 to 5.10.
5.4. Results on 68 Bus System 117
0 5 10 15 20 25
−50
−45
−40
−35
−30
−25
−20
−15
−10
−5
0
Time (Seconds)
An
gl
e(G
1−
G1
5) 
(de
gre
es
)
 
 
Controlled system
Open loop system
Figure 5.8: Response following fault on the 68 bus system. TCPS controllers are installed
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Figure 5.9: Response following fault on the 68 bus system. SVC controllers are installed
5.4.4 Discussion of results
The first design of the controller achieves the set objectives, attaining 10% damping
for inter-area modes for all operating conditions as Figure 5.2 shows. This improved
damping means that the system performs well following a fault as shown in Figure 5.7.
Typically ζ
′
is 10% over the desired damping ζ.
Improving damping for all local and inter-area modes using several TCSCs, TCPSs and
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Figure 5.10: Response following fault on the 68 bus system. TCPS & SVC controllers
are installed
SVCs demonstrates the algorithm’s generality. Figures 5.3 to 5.5 and simulation results
in Figures 5.8 to 5.9 show this improved performance. The TCSC’s and TCPS’s damping
ability varies greatly with the power transfer level in the given transmission line. It is
also difficult to improve local mode damping using the TCSCs and SVCs. The PSS
remains the better choice for doing this.
The performance of the controllers can be gauged using different indices, [80], [33], [81].
They indicate performance in terms of control effort, peak overshoot and settling time.
Chapter 6
Conclusion
Voltage and angle stability constraints are the main causes of power transfer limitation in
transmission systems. This may lead to transmission lines being loaded below their rated
capacity and other resources being underutilised. In other situations, such as following
a contingency, the system may become unstable, leading to voltage collapse across the
system, or poorly damped system oscillation may arise. The thesis presents effective ways
of identifying and designing controllers that make the system stable, thereby enhancing
the transfer capability.
Using margin sensitivity with respect to a control measure is an effective way to determine
which controls to deploy in order to enhance the voltage loadability of the system. Since
voltage instability is a highly non-linear phenomenon, usually stemming from the system
undergoing a saddle node bifurcation process, the margin sensitivity is only a ‘linear’
estimate. The thesis shows how one can improve confidence in such an estimate. Using
two parameter continuation, it is shown that a more accurate picture of the sensitivity of
the margin to the control measure can be obtained. However, this can be computationally
involving.
Angle instability manifests as unstable or poorly damped power oscillations, which may
prevent rated power transfers across interconnected systems or from generators. The
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thesis presents techniques for designing low order controllers using various polynomial
methods. These methods unlike most state-space methods, allow controllers to be spec-
ified with a predetermined simple structure. Kharitonov theorem has been used to
design such damping controllers, by expressing the control design as a BMI optimisa-
tion problem. However, this formulation is well suited to SISO systems, which has been
demonstrated by examples and nonlinear simulation of the controlled system. MIMO
system extensions yielding BMI constraints can be obtained, although these are likely
to be computationally expensive.
Using the theory of positive polynomials, the controller design problem can be ‘convex-
ified’ by obtaining simple LMI conditions, which can be specified for various stability
domains. Although this can be effective, as the presented design examples show, the
toll of the ‘convexification’ is that it yields an LMI optimisation problem of large scale,
especially when a lot of operating points are being considered. The other drawback of
the method is that it requires a good starting point (i.e. a good central polynomial, D
must be chosen) to be determined.
The conic optimisation formulation of the problem does not suffer from such disadvan-
tage. Using the phase compensation and gain tuning technique, espoused by the thesis
the problem of improving damping of system modes can be solved sequentially. More-
over, the technique allows the improvement in the modes to be made gradually, hence
yielding a ‘simpler’ problem, which can be easily solved. However, as with most opti-
misation problem it is necessary to choose the proper size of the region of confidence
(denoted in the thesis by δ
′
) the problem to be able to converge. For example a bigger
region may be chosen at first then contracted if this does not lead to a convergent so-
lution. The various design examples presented show the flexibility and efficiency of the
method. It can also handle fairly large systems. All the examples presented were solved
without any need for system reduction.
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6.1 Further research direction
There are some areas which the scope of the current work has not addressed but would
be of interest to pursue.
Develop efficient algorithms for multi-parameter continuation power flow
The Chapter 3, proposed use of two-parameter bifurcation as a way of improving margin
sensitivity estimates. The second parameter in the continuation representing the applied
control. The effect of the control is that it changes the surface of the bifurcation, from
which one can easily determine the change of the loading margin. Further work is needed
for doing two parameter continuation. And if feasible, even multi-parameter continua-
tion, where the other parameters beyond the first, which is the loading parameter, are
parameters representing various controls. There is some work which has been done in
the field of applied mathematics which could be a good starting point [62], [63].
Unified treatment of voltage and angle stability
In the scope of the work of this thesis, it has sufficed to treat voltage stability as a static
problem. This has enabled the problem of angle stability, which is largely a dynamic
problem, to be treated separately. However, it may sometimes be necessary to treat
voltage stability dynamically [5]. In this case the two problems must be solved together,
especially when their timescales of occurrence are close.
Dealing with delays
New application in power systems, such as wide area monitoring systems (WAMS),
presents new possibilities in power system control and protection, making available sig-
nals from far parts of the system for control. Delays are important and must be addressed
in designing such control systems. Interval polynomials could be a natural way of cap-
turing the impact of delays on a system, hence, the work in Chapter 4 could be applied.
Computationally efficient MIMO polynomial design
As has been discussed, the current formulation yields a very large LMI optimisation
problem when considering multiple operating conditions. If it would be possible to find
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more computationally efficient optimisation formulation of the problem, then problem
of a larger scale could be tackled.
Other paradigms
The techniques are generic and have been shown to have merit by tackling fairly large
power system models. It would be of interest to use them to tackle other paradigms,
such as designing controllers for HVDC systems.
Appendix 1: Derivation of BMI
formulation for complex polynomials
Consider the polynomial p(s) = z1p1(s) + z2p2(s) + z3p3(s) + · · · + znpn(s), which is a
linear sum of other polynomials p1(s) to pn(s). The complex Hermite-Fujiwara matrix
of P is such that:
H(z1p1(s) + z2p2(s) + z3p3(s) + · · ·+ znpn(s))
= F11(z
2
1) + F12(z1z2) + F13(z1z3) + · · ·+ F22(z
2
2) + F21(z2z1) + · · ·+ Fnn(z
2
n).
This can be expressed as,
H(z1p1(s) + z2p2(s) + z3p3(s) + · · ·+ znpn(s))
= z21F11 + z1z2F12 + z1z3F13 + · · ·+ z
2
nFnn = H
′
(z1, z2, z3, . . . , zn).
Fi is some m-th order matrix. This expression is possible since the Hermite-Fujiwara
matrix is simply a bilinear combination of polynomial coefficients. Note also the follow-
ing:
F11 = H
′
(z1 = 1, z2 = 0, z3 = 0, . . . , zn = 0) = H(z1p1(s))|z1=1 = H(p1)
F12 + F21
= H
′
(z1 = 1, z2 = 1, z3 = 0, . . .)−H
′
(z1 = 1, z2 = 0, z3 = 0, . . .)−H
′
(z1 = 0, z2 = 1, z3 = 0, . . .)
= H(z1p1 + z2p2)|z1=1,z2=1 −H(z1p1)|z1=1 −H(z2p2)|z2=1
= H(z1p1 + z2p2)|z1=1,z2=1 −H(p1)−H(p2)
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Fjj = H
′
(z1 = 0z2 = 1, z3 = 0, . . . , zj = 1, . . . , zn = 0) = H
′
(pj)
j = 1, 2, 3, . . . , n
Fjk + Fkj = H(zjpj + zkpk)|zj=1,zk=1 −H(zjpj)|zj=1 −H(zkpk)|zk=1
j = 1, 2, 3, . . . , n
k = 1, 2, 3, . . . , n
Since z1Z2 and z2Z1 are the same we can introduce a new matrix F
′
jk = F
′
kj such that,
H(z1p1(s) + z2p2(s) + z3p3(s) + · · ·+ znpn(s)) = z
2
1F11 + · · ·+ zjzkF
′
jk + zkzjF
′
kj + · · · .
F
′
jk is chosen such that F
′
jk =
Fjk+Fkj
2
. In the following the
′
will be dropped, hence,
Fjk = Fkj =
H(pj + pk)−H(pj)−H(pk)
2
Publications
1. D. Simfukwe, B.C. Pal, M. Begovic, D. Divan and Y. Song, “Control of power sys-
tem static stability using distributed static series compensators,” Power & Energy
Society General Meeting, 2009. IEEE, vol., no., 26-30 July 2009, pp.1-6.
Abstract
Distributed static series compensators (DSSC) are used to modulate series impedance
of critical transmission lines in order to improve voltage stability margin. Voltage
margin sensitivity is derived with respect to the applied control using DSSC. An
example where applying load shedding results in reduction in margin is presented.
In this case a DSSC is able to increase the margin substantially.
2. D. Simfukwe, B.C. Pal, “Improving system loading capacity using margin sensitiv-
ity and continuation,” Bulk Power System Dynamics and Control - VIII (iREP),
2010. iREP Symposium, vol., no., 1-6 Aug 2010, pp.1-4.
Abstract
Margin sensitivity is useful in determining the effectiveness of different parame-
ters for the purpose of enhancing system loading margin. The paper shows that
determining margin sensitivity is equivalent to a predictor stage of a continuation
technique similar to CPF and that for cases in which sensitivity is not adequately
accurate adding a few corrector steps would leads to better results. The paper
also shows how two parameter continuation technique can be adapted to assess the
effect of different controls on loading margin.
3. D. Simfukwe, B.C. Pal, R.A. Jabr, N. Martins, “Robust and low order design of
125
126 Chapter 6. Conclusion
FACTS and power system stabilizers for oscillation damping,” IET Generation,
Transmission and Distribution, (accepted for publication).
Abstract
The paper presents a method for the coordinated design of low order robust con-
trollers for stabilizing power system oscillations. The design uses conic program-
ming to shift under-damped or unstable modes into a region of sufficient damping
of the complex plane and involves two stages. The first stage is a phase com-
pensation design that accounts for multiple operating conditions with flexible AC
transmission systems (FACTS) and power system stabilizers (PSS), unlike our ear-
lier approach involving PSS only. The second stage is gain tuning. This is done
effectively in a coordinated way using conic programming. An example demon-
strates the method’s ability to design coordinated FACTS and PSS controllers
resulting in damping oscillations over all given operating conditions of the power
system with very simple and low order control structure.
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