ABSTRACT Degradation modeling and remaining useful life (RUL) prediction for products with multiple degradation features are hot topics in the prognostic and health management. The key to this problem is to describe the dependence among multiple degradation features effectively. In this paper, a multivariate degradation modeling approach based on the Bayesian dynamic linear model (BDLM) is proposed to calculate the RULs of degradation features, and the Copula function is employed to capture the dependence among RUL distributions. A combined BDLM is used to establish the multivariate degradation model, which includes two typical BDLMs, namely, the linear growth model and seasonal factors model. After the model parameters get calibrated by the maximum likelihood estimation, the model can predict the degradation process of features. Once the failure thresholds are given, the probability density function and cumulative distribution function (CDF) of RUL for each degradation feature can be obtained. Since these RUL distributions are not independent of each other, the Copula function is adopted herein to couple the CDFs. Finally, some practical testing data of a microwave component, which has two degradation features, are utilized to validate our proposed method. This paper provides a new idea for the multivariate degradation modeling and RUL prediction.
I. INTRODUCTION
Prognostic and health management (PHM) has been intensively studied as an effective tool for managing life cycles of machines and reducing maintenance cost. Degradation modeling and remaining useful life (RUL) prediction is the core of prognostics [1] . An accurate RUL prediction could provide the basis for maintenance decisions, spare parts provision, and preventing fatal failures.
The existing RUL prediction methods can be categorized into two broad classes, i.e., physics of failure (PoF) models and data-driven approaches [1] . The PoF models are achieved on the basis of acquired knowledge of the failure mechanisms. However, it is difficult, if not impossible, to understand the physical failure mechanisms of a complex component or system. On the other hand, the data-driven approaches do not rely on the failure mechanisms of machines, which only rely on available past observed data and statistical models [2] .
They are low cost approaches and have the advantage of better applicability [3] . Due to these advantages, datadriven approaches have become the popular RUL prediction methods. There have been excellent literature reviews over the last decade on data driven approaches for RUL prediction. Si et al. [2] reviewed the developments of the RUL estimation models based on statistical data driven approaches. Javed et al. [3] performed a comprehensive survey on prognostics approaches and discussed the application point of view for each category. They classified data-driven approaches as machine learning and statistical learning approaches, and elaborated their close links. These reviews papers cover most of RUL prediction methods. However, they share one thing in common in that they only discussed the cases involving a single degradation feature.
However, the machine degradation is usually reflected by several interrelated features. Such features may include not only the functional and/or performance parameters of the machines, but also some indirect degradation features extracted from raw sensory signals [4] , such as vibration, force and acoustic signals, temperature and voltage. Therefore, a machine may have multiple features and they may be not independent of each other. For the high dimensional degradation data, the principal component analysis, singular value decomposition, self-organizing map, or clustering method are often used to implement feature dimension reduction and determine the most suitable feature to conduct degradation modeling and RUL prediction [5] . These studies often assume that the high dimensional features could transform into single feature or some low dimensional independent features through feature dimension reduction, which is only suitable for the situations that multiple features are linear correlation. However, in the field of PHM, little effort has been focused on the mathematical modeling of multiple dependent features.
The degradation data of multiple features over time could constitute a set of time series. Dynamic linear model (DLM) provides a new way for the degradation modeling with multiple dependent features, which is widely used in the time series analysis [6] - [8] . The dynamic linear model was first proposed by West and Harrison [9] . In order to deal with the multivariate problems, Triantafyllopoulos [10] developed a Bayesian dynamic linear model (BDLM) to forecast the multivariate time series based on Wishart and singular multivariate beta distributions, which considers the dependency among multivariate time series. Lau et al. [11] used the multivariate DLM to monitor influenza activity throughout epidemics based on multivariate data. Lee et al. [12] adopted a kind of multivariate DLM to dig the concealed phonotactic structure out of the phone-likelihood vectors. It can be seen that the DLM has been successfully applied in many fields to model multivariate time series, however, scarce studies have been conducted on the degradation modeling and RUL prediction of multiple dependent features.
Using aforementioned multivariate degradation model, the RUL distribution of each feature can be estimated. Then, another problem is to estimate the RUL joint distribution of a machine with multiple dependent features, which is helpful for the future maintenance schedule planning. In the literature, two popular methods have been utilized to identify a multivariate joint probability, namely, multivariate normal distribution [13] and the copulas method [14] - [20] . In practice, assuming a multivariate normal distribution may not be suitable for all conditions. As a useful alternative, the copulas can estimate the multivariate joint distribution by combining the marginal distributions using a joint dependence structure, and do not impose constraints on the univariate marginal distributions [21] . Due to the flexibility, the copulas method has been extensively applied in the field of reliability analysis [14] , [15] , degradation modeling [16] - [18] , warranty claims and prognostics [19] , [20] , [22] .
In this paper, a novel multivariate degradation modeling and remaining useful life prediction method based on dynamic linear model and copulas is proposed. The overview of the proposed method is shown in Fig. 1 . The BDLM, consists with linear growth model and seasonal factor model, is introduced to describe the degradation processes with multiple dependent features. Model parameters are estimated using maximum likelihood estimation (MLE). Kalman filtering is used for handling the iterative updating based on the observed degradation data. Using the updating results, it can predict the degradation trend and bounds. Then, after setting the failure threshold for each degradation feature, a random sampling procedure is employed for the prediction of marginal RUL distribution. Copulas are used to link the dependency among multiple RUL distributions and provides the RUL joint distribution of a machine.
The advantage of the proposed method is that it can take the comprehensive consideration of dependency. In the degradation process, the BDLM captures the dependency among multiple features during degradation process. Besides, the Copulas describe the dependency of RUL distributions for multiple degradation features. By this way, the dependency can be better described, which can improve the precise of the RUL prediction.
The reminder of this paper is organized as follows. Section 2 presents the theory of Bayesian dynamic linear model, elaborates the methods of multivariate degradation modeling and remaining useful life prediction. The Copula function is described in Section 3, and is used for calculating the joint RULs distribution. Section 4 performs a case study to verify the validity of the proposed model. Finally, some conclusions are drawn in Section 5. [23] .
II. A BAYESIAN DYNAMIC LINEAR MODEL FOR RUL PREDICTION

B. DYNAMIC LINEAR MODEL
Dynamic linear model is an important class of state space model, where the state vector is specified by a normal prior distribution. Markovian dependence is arguably the simplest form of the dependence structures among the observation data [24] . However, the Markovian structure assumption for the observations may not be appropriate in many applications. State space models build on the relatively simple dependence structure of a Markov chain to define more complex models for the observations [24] .
Formally, the state space model mainly consists of two parts: one is an unobservable Markov chain θ t , called state process; the other is y t , which is an imprecise measurement of θ t and depends on θ t only. The information flow of a state space model is represented in Fig. 2 [24] . As a state space model, the dynamic linear model (DLM) was developed by West and Harrison [9] in the Bayesian forecasting framework. The DLM consists of two basic equations: state equation and observation equation [24] .
Observation equation
and state equation
where y t is the observation data at time t, θ t is the state vector at time t, Z and T are observation matrix and state matrix respectively. v t is the observation error, N (0, V ) is the multivariate normal distribution with mean 0 and covariance variance V , also known as the observational variance. w t is the random changes of state vector, N (0, W ) is the multivariate normal distribution with mean 0 and covariance variance W . Both v t and w t are white-noise errors following normal distribution with a priori known variance matrices V and W , respectively. Next, two typical DLMs, namely linear growth and seasonal factors model, are briefly introduced.
1) LINEAR GROWTH MODEL
Linear growth model is a commonly used class of dynamic linear model, which assumes that the current level changes linearly through time [7] . The state vector of linear growth model is θ t = [µ t , β t ] , where µ t and β t are the parameters of state vector θ t at time t, which are related to the corresponding state parameters at t − 1 by the state equation. The observation matrix Z and state matrix T can be expressed as
Then, according to (2) and (3), the linear growth model can be expressed as
State equation:
where v t is the observation error, w t,1 and w t,2 are the errors of state vector. 
2) SEASONAL FACTORS MODEL
The seasonal factors α i must be imposed a identifiability constrain, a common choice is 
C. BIVARIATE DEGRADATION MODEL
Bivariate degradation process is a special case of the multivariate situations, and it is the foundation of the multivariate degradation research. This study focuses on the RUL prediction in the situation of bivariate dependent features. The linear growth model and seasonal factors model are combined to VOLUME 5, 2017 establish a bivariate Bayesian dynamic linear model, in order to model the bivariate dependent degradation process.
1) BIVARIATE LINEAR GROWTH MODEL
In a bivariate linear growth model, y (1) i,t is the ith observation data at time t, i = 1, 2. θ (1) t is the state vector at time t. Z 1 and T 1 are the observation matrix and state matrix respectively.
The observation equation is
where v t is the observation error, v t ∼ N (0, V ),
The state equation can be expressed as
where θ
(1) t = µ 1,t , β 1,t , µ 2,t , β 2,t , w t is the state error, and
2) BIVARIATE SEASONAL FACTORS MODEL
In a bivariate seasonal factors model, suppose the periods for both of the degradation features are s, then a pure seasonal factors model without fluctuation is used to model the periodic data. y (2) i,t is the ith observation data at time t, i = 1, 2. θ (2) t is the state vector at time t. Z 2 and T 2 are the observation matrix and state matrix respectively.
where
, α j and τ j are the seasonal factors of each degradation feature, j = 1, 2, . . . , s − 1. T 2 is the state matrix of bivariate seasonal factors model,
where T 2,i is state matrix of seasonal factors model for each degradation feature, i = 1, 2,
3) COMBINED BIVARIATE BDLM 
Then, the observation equation can be represented by
Finally, the state equation can be expressed as 
where p(·) represents the normal distribution. Then, the model parameters could be estimated by maximizing the joint log-likelihood function (15).
2) ITERATIVE UPDATING
After constructing the degradation model using Bayesian dynamic linear model, it is significant to estimate the degradation state. Once the new observation data are available, we could utilize the forward-recursive algorithm Kalman filtering and backward-recursive algorithm Kalman smoothing to update the model parameters.
a: KALMAN FILTERING
Kalman filtering can update the BDLM based on observed data under Bayesian framework. It is a suitable choice for the state estimating, due to the observation data y t and state vector θ t follow normal distribution for any t ≥ 1 [9] .
For a normal distribution, it can be determined once the mean and variance are given. The details of the filtering in the Bayesian framework are presented as follows [24] .
Given the initial information:
, where m 0 and C 0 are the initial mean and standard deviation of state vector θ 0 , θ 0 |D 0 represents the initial knowledge given the information D 0 .
Step 1 initialization: At time t = 0, given the information D 0 , the initial parameters of θ is specified as
where m 0 and C 0 are the prior values.
Step 2 a priori estimation: The posteriori distribution at time t − 1 is used to estimate the prior distribution θ t |D t−1 ∼ N (a t , R t ) at time t, i.e.
Step 3 forecast: The mean and variance of the priori distribution θ t |D t−1 is used to predict the mean f t and variance Q t of y t ,
Step 4 update: After the observation data y t is available, update the posteriori distribution of θ t , the updated mean and variance under D t are
where e t = y t − f t .
Step 5 : Remove to the next time point, and implement these Steps from Step 2 until to the end of observation data.
b: KALMAN SMOOTHING
In some cases, one may want to retrospectively reconstruct the behavior of system to study the underlying information. So the backward-recursive algorithm can be applied to achieve this goal. The Kalman smoother is also performed in the dynamic linear model [24] .
If all information has been known as D all , and θ
This step is implemented until t = 0, then all the smoothing data can be obtained.
E. RUL PREDICTION OF EACH FEATURE
Using the established BDLM, it is convenient to predict the degradation model, and calculate the corresponding RUL distribution for each degradation feature.
The remaining useful life is defined as the time from the current moment to the end of its useful life [2] . Commonly, the end of useful life is the degradation curve passes through a predefined failure threshold in the first time. The principle of the RUL prediction is illustrated as Fig. 3 . The flow chart for estimating the RUL distribution of each feature based on BDLM is shown in Fig. 4 . Firstly, the bivariate BDLM degradation model is established based on linear growth model and seasonal factors model, and Kalman filtering is implemented under Bayesian forecasting framework for model estimation. Secondly, the result of the Kalman filtering is used as the initial distribution, and the degradation trend and bounds for future time are predicted. Finally, the RUL distribution of each degradation feature is predicted using sampling method.
Suppose the failure threshold of a degradation feature as M , then the remaining useful life can be calculated by
So it is necessary to predict the y t+r . The means and variances of the state vector θ t+k and observation y t+k for the future time t + k are calculated as follows [26] , k = 1, 2, . . . N , where N is a positive integer.
When the information D t at time t is known, the Kalman filtering is used to update the posteriori distribution of θ t at VOLUME 5, 2017 time t, namely θ t |D t ∼ N (m t , C t ), which is used as the initial distribution for the prediction.
Let a t (0) = m t , R t (0) = C t be the initiations for prediction, then for k ≥ 1, θ t+k |D t ∼ N (a t (k), R t (k)), which could be calculated by
The y t+k with given information D t follows normal distribution y t+k |D t ∼ N (f t (k), Q t (k)).
On this basis, the probability density function (PDF) and cumulative distribution function (CDF) of the RUL can be estimated based on a sampling approach with the following steps.
Step 1: A random sampling is implemented based on y t+k ∼ N (f t (k), Q t (k)) to generate y t+k , k = 1, 2, . . . N , which is used as a simulated degradation process.
Step 2: For a given failure threshold M , a RUL can be calculated based on (25) and the simulated degradation data in Step 1.
Step 3: Repeat Step 1 and Step 2 for K times (K ≥ 1000), then one can get K RULs.
Step 4: Kernel smoothing function estimation method [27] is used to fit the CDF F(x) and PDF f (x) of RULs.
III. THE ESTIMATION OF JOINT RULs DISTRIBUTION
Section II has predicted the RUL distribution for each degradation feature. While, the machine's RUL prediction is more significant and meaningful in PHM, which reflects the condition of a system. Since the multiple degradation features are not independent with each other, it is not appropriate to ignore the dependency among multiple RUL distributions.
Copulas provide a convenient approach to describe the dependency and identifying multivariate probability distribution.
A. COPULA THEORY
Copulas model separately the marginal distributions and the joint-dependence structure [21] . The theoretical basis of Copula function is Sklar 's theorem [28] , which proves the existence and uniqueness of Copula function.
Sklar 's theorem: Let H be a bivariate joint distribution function with margins F(x) and G(y). Then there exists a copula C such that for all x, y in R,
If F(x) and G(y) are continuous, then C is unique. Conversely, if C is a copula and F(x) and G(y) are distribution functions, then the function H (x, y) defined by (30) 
is a joint distribution function with margins F(x) and G(y).
A two-dimensional copula is a function C from I 2 to I = [0, 1] with the following properties [29] :
(1) Boundary conditions: for every u in I,
and
(2) Which is 2-increasing on I 2 , i.e., for every u 1 ,
Furthermore, let c(u, v) = ∂ 2 C(u, v)/∂u∂v be the density of copula function C, then the PDF corresponding to joint distribution function H (x, y) can be calculated as
where, f (x) andg(y) are the PDFs of margins F(x) and G(y) respectively. In this paper, five commonly used Copula families are selected for analysis, as shown in TABLE 1 [16] .
In order to select the most suitable Copula family to describe the joint distribution function, the Akaike information criterion (AIC) is used to quantify the fitting effect of Copulas. The Copula family with smaller AIC value fits better. The AIC is defined as
where q denotes the number of unknown parameters in the model, ln(L) is the maximum value of the log-likelihood function.
B. THE PDF OF THE MACHINE'S RUL DISTRIBUTION
Suppose M i is the failure threshold for ith degradation features, the remaining useful life RUL i for ith degradation feature is calculated by (25) , i = 1, 2. The RUL for a machine can be expressed as
In this paper, the CDF of RUL i can be calculated using the proposed method in Section II, which is denoted by F i (t), i = 1, 2. If the degradation features are independent, then the CDF of machine's RUL F(t) is calculated as
And the PDF of machine's RUL f (t) is
To capture the dependency among the RULs of multiple degradation features, the Copulas are employed to establish the machine's RUL distribution,
Then the PDF of the machine's RUL distribution can be calculated as
IV. CASE STUDY
A case study on a microwave machine is carried out to demonstrate the effectiveness of the proposed method. In order to predict its remaining useful life, two key features of the machine, power gain A and power gain B, are monitored during the operation process, the monitoring data are shown in Fig. 5 . Fig. 6 depicts the scatter plots of a specimen's two degradation features. It is clearly to see that two degradation features have obvious dependency. Bayesian Dynamic linear model is used to establish bivariate degradation model for the microwave machine. The model consists of two parts: one is the linear growth model, the other is seasonal factors model, whose period is set to 7. The proposed degradation model is the superposition of the two class of model. The observation matrix and state matrix for the bivariate Bayesian dynamic linear model are (11) and (12) respectively, where s = 7. The Kalman filtering and Kalman smoothing algorithm are applied to the bivariate BDLM, and the results for two degradation features are shown in Fig. 7 and Fig. 8 respectively.
Besides, based on the bivariate BDLM degradation model, the 500 degradation value and variance are predicted using (28) and (29) , where t = 174, k = 500. The failure thresholds for two degradation features are set to be 22 and 20 respectively, the prediction results are shown in Fig. 9 and Fig. 10 .
The proposed sampling approach is used and the PDF of the fitted distribution for two degradation features are shown in Fig. 11 .
The CDF of fitted distributions are used as the marginal distribution, several commonly used Copula functions are used to describe the dependency of RUL for two degradation features. AIC is used to choose the best Copula function. The Gumbel Copula is proved to be the best one with the AIC value of −122.8222, and the PDF of joint distribution function based on Gumbel Copula is shown in Fig. 12 . In addition, when assuming power gain A and B are independent with each other, the degradation models for power gain A and B are established using univariate BDLM, respectively. The RUL distributions for two features are evaluated using the random sampling method in this paper. And the machine's RUL distribution is obtained based on (37) and (38), as shown in Fig. 12 . It is clearly to see that the independent RUL expectation is lower than dependent RUL expectation. In other words, making the independent assumption may be under-estimate the system reliability.
In order to show the changes of remaining useful life of the product, the first 100 predict value of each degradation feature are added to the original data, the degradation model is reestablished and the parameters are re-estimated. The model reestablishing is repeated 4 times, the first 100 predict value of last model is added to the original data to estimate the new model parameters. In each time, a PDF of remaining useful life for each degradation feature obtained and shown in Fig. 13 and Fig. 14 .
Five Copula families are also used to couple the CDFs of two features' RUL under different monitoring time. And the AIC is adopted to calculate the goodness-of-fit scores of different Copula families. On the monitoring time of 174 day and 274 day, Gumbel Copula is proved to be the best one with the AIC value of −122.8222 and −165.2588. On the monitoring time of 374 day, 474 day and 574 day, Gaussian Copula is selected with the minimum AIC of −13.5743, −13.3552, and −588.9102. Then, the joint PDFs of the microwave machine's RUL distribution at different monitor point are calculated and illustrated in Fig. 15 , which can be further used for maintenance decision-making.
V. CONCLUSIONS
This paper proposes a multivariate degradation modeling approach based on BDLM to calculate the RULs of degradation features. And the Copula method is employed to capture the dependency among RUL distributions. A practical testing of the microwave machine with bivariate degradation features are utilized to validate the method. Some conclusions can be drawn.
In the proposed method, the dependence of different degradation features is considered both in multivariate degradation modeling and RUL prediction, which can account for the dependence sufficiently and effectively. It provides a good alternative for the degradation modeling with multiple degradation features.
The current study just selects two typical BDLMs, linear growth model and seasonal factors model. In the future, more types of BDLM should be investigated. 
