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Abstract-Based on the identification technique of active constraints, we propose a Newton-like 
algorithm and a quasi-Newton algorithm for solving the box-constrained optimization problem. The 
two algorithms require only the solution of a lower-dimensional system of linear equations at each 
iteration. In the proposed quasi-Newton algorithm, we make use of an approximate direction deriva- 
tive of the multiplier functions so that only first-order derivatives of the objective function are needed 
to evaluate. Under mild assumptions, global convergence of the two algorithms is established. In 
particular, locally quadratic convergence for the Newton-like algorithm and locally superlinear conver- 
gence for the quasi-Newton algorithm are obtained without assuming that the strict complementarity 
condition holds at the solution. @ 2003 Elsevier Science Ltd. All rights reserved. 
Keywords-Box-constrained optimization, System of linear equations, Exact penalty function, 
Global convergence, Superlinear convergence. 
1. INTRODUCTION 
We consider the nonlinear optimization problem with simple bound constraints 
min f(x), s.t. 1 Ix 5 u, (1) 
where f : R” + R is assumed to be twice continuously differentiable and li < ui for every 
i E I := (1,. . . , n}. In this paper, we only consider the case in which all bounds are limited; i.e., 
I, > -oo and ui < +oo for every i E I. 
There have been proposed a number of algorithms for solving the nonlinearly constrained 
optimization problem; e.g., see [l-11], etc. Among these algorithms, the sequential quadratic 
programming (SQP) method is a class of very effective methods and has been widely investigated 
by many authors; see [1,3,7,9]. However, SQP algorithms share a common feature: one must 
solve an inequality constrained quadratic programming subproblem at each iteration so that the 
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amount of computation per iteration is larger. Hence, it is desirable to design algorithms which 
only require the solution of linear systems. To this end, many methods have been developed; e.g., 
see [4] for a review of these methods. But those results in the literature typically require the strict 
complementarity condition in order to guarantee locally superlinear convergence of the related al- 
gorithm. Recently, Facchinei and Lucidi (41 proposed some Newton and quasi-Newton algorithms 
for the solution of inequality constrained optimization and established superlinear convergence 
without requiring the strict complementarity condition. However, only local convergence of the 
proposed algorithms was analyzed. 
The bound constrained optimization problem has also attracted much attention; see [5,6, 
12-151. In recent years, many methods have been developed to identify exactly active con- 
straints at the solution. Some identification techniques can identify active constraints without 
assuming that the strict complementarity condition holds at the solution; see [4,16]. However, the 
direction obtained by using these techniques does not allow us to develop a globally convergent 
algorithm. 
In this paper, based on the identification technique of active constraints, we present a Newton- 
like algorithm and a quasi-Newton algorithm for solving problem (1). At each iteration, the 
proposed algorithms only need to solve a lower-dimensional system of linear equations associ- 
ated with some subvector of the variable x so that the amount of computation per iteration is 
much less. In the proposed quasi-Newton algorithm, we make use of an approximate direction 
derivative of the multiplier functions to avoid the calculation of second-order derivatives of the 
objective function. In order to obtain global convergence, we use as merit function the class of 
differentiable exact penalty functions introduced by Facchinei and Lucidi [13]. We not only prove 
global convergence of the two algorithms, but also establish locally quadratic convergence for the 
Newton-like algorithm and locally superlinear convergence for the quasi-Newton algorithm. In 
particular, we do not require the strict complementarity condition in local convergence analysis 
of the two algorithms. 
We observe that algorithms described in [5,6] also solved a system of linear equations at each 
iteration. In fact, the system of linear equations used in this paper, similar to that in [5,6], can be 
regarded as the direct application of the linear system in [4] to the box-constrained optimization 
problem. Moreover, the merit functions used in this paper and in [5,6] belong to the class of 
differentiable exact penalty functions introduced by Facchinei and Lucidi [13]. Compared with 
algorithms proposed in [5,6], our algorithms possess the following features. 
l The algorithms incorporate a simply automatic adjustment rule for the choice of the 
penalty parameter. 
l The algorithms perform only the Armijo linesearch procedure and are extremely refined 
from the theoretical point of view. 
l The quasi-Newton algorithm only uses first-order derivatives of the objective function 
Under suitable conditions, we deduce convergence results similar to those in [5,6]. 
This paper is organized as follows. In the next section, we state several basic concepts and 
derive some preliminary results. In Section 3, we describe in detail how to calculate the search 
direction in algorithms proposed in Sections 4 and 5, and recall some important results on the 
merit function introduced. In Sections 4 and 5, we propose a Newton-like algorithm and a 
quasi-Newton algorithm for solving problem (l), respectively, and prove that these algorithms 
are globally and locally superlinearly/quadratically convergent. 
Throughout this paper, the symbol ]/ I] will refer to the Euclidean vector norm or its associated 
matrix norm. Given h : EP --t llP and a subset J of I, we denote by hJ(x) the subvector of h(x) 
with components hi(x), i E J and by VhJ(x) the transposed Jacobian of hJ(x). Given H E RnX” 
with rows Hi, i E I and subsets J, j of I, we denote by HJ the IJ( x n submatrix of H with 
rows Hi, i E J and by H,j the IJI x l.fl su ma rix of H with elements Hi,j, i E J, j E j. Given b t 
a vector u E R”, we denote by diag(u) the diagonal matrix whose ith diagonal element is u,. 
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2. PRELIMINARIES 
We denote the feasible set of problem (1) by 
.F := {x E R” 115 x 5 u}, 
In this paper, we consider the algorithms which start from some feasible point z, and generate 
a sequence of points belonging to the following open set: 
d:={sERn)l-o<<<<++}, 
where CY E Rn and /3 E Rn are two fixed vectors with positive components. Throughout this 
paper, we assume that the next assumption holds. 
ASSUMPTION A. The set A is bounded. 
The above assumption guarantees that no unbounded sequence is generated in the minimization 
process, and it is often substituted by the assumption: the level sets of the objective function in 
unconstrained optimization are compact or the sequence of points generated by some algorithm 
is bounded. 
A triplet (z*, X*, p*) E Rnxnxn is called a KKT triplet for problem (1) if the KKT conditions 
Of (x*) - x* + /.L* = 0, 
x* > 0, (1 - x*)T x* = 0, 
lI* 10, (x* - qT p* = 0, (2) 
1 < x* I ‘11, 
hold. The point z* is called a KKT point of problem (1). Moreover, the strict complementarity 
condition is said to hold at the KKT triplet (x*, X*, CL*) if xz = li implies X; > 0 and xa = U, 
implies & > 0. 
For x E llP, we define the following index sets: 
Lo(x) := {i 1 xi = li}, 
u)(x) := {i 1 xi = Ui}, 
Fe(x) := {i 1 li < xi < Ui}. 
(3) 
It is not difficult to show that the KKT conditions (2) are equivalent to the following conditions: 
1 I x* I u, 
Of (x*)i = 0, vi E Fo (x*) , 
Vf (x*)i 2 0, V’iE LlJ(x*), 
(4) 
Of (x*)i L 0, vi E u, (xc*). 
We now define the estimates L(x; E) and V(x; E) of the active constraint sets LO(X) and i&(x) 
as 
L(x; E) := {i 1 li - oi < xi < li + min [$(x)Xd(x),~~]}, 
U(x;&) := {i 1 ui - min [$&)p&), -,i] I xi -c ui + A} , 
(5) 
where yi E (0, (Q - li)/2) for every i E I a fixed constant; 
a(x):=a-1+x and b(x) := p + u - x; 
X : lRn + llV and /-L : Rn + EP are multiplier functions; i.e., they satisfy the following conditions: 
(i) they are continuous; 
(ii) if (x*, X*, p*) is a KKT triplet for problem (l), then X(X*) = X* and P(x*) = p*. 
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See [4,13] for details on the multiplier function. In this paper, we use the following multiplier 
functions, which were introduced in [13] and are twice continuously differentiable: 
(Xi - t&)2 
Mx) := (xi _ 42 + (li _ xi)2vfi(x), vi E I, 
(li - Xi)2 
l4x) I== -(xi _ ui>2 + (li _ xi)2Yfi(4! vi E 1. 
(6) 
(7) 
Let 
F(x; E) := I \ (L(x; E) u U(x; E)) 
denote the estimate of the set Fe(x). Then the sets L(x;E), U(X;E), and F(x;E) are pairwise 
disjoint for every x E A and E 2 0. Define 
L+(Z) := {i ) xi = li and x,(x) > 0}, 
U+(X) := {i 1 xi = ‘Eli and pi(~) > 0). 
Similar to the proof of Theorem 2.1 in [4], we deduce the following results. 
THEOREM 2.1. Let (z*, X*, p*) be a KKT triplet for problem (1). Then, there exist a neighbor- 
hood fl of x* and a constant E > 0 such that, for all x E R and E E (0, c], we have 
L+ (x*) c L(z; E) 2 Lo (x*1, 
u+ (x*1 c U(x:; E) c uo (x*), 
Fo (x*) C F(x; E) E {i 1 A; = 0 and b,’ = 0). 
(8) 
Furthermore, if the strict complementarity condition holds at (x*, X*, p*), then for all x E R and 
E E (O,$ 
L(x; E) = Lo (Xc*), 
U(x;&) = uo (xc*), 
F(x; E) = Fo (x*) 
3. CALCULATING THE SEARCH DIRECTION 
In this paper, we consider the algorithms defined by an iteration process of the form 
xk+l = xk + cykdk, (9) 
where d” is the search direction and cyk E [0, I] is the step size. In this section, we will consider 
how to build the direction dk, and in the next two sections we will discuss how to determine the 
step size ak. 
As in [4], the direction dk used in (9) is obtained by solving the linear system 
(10) 
where E is the n x n unit matrix and Lk := L(zk;&‘), F” := F(xk;ck), and Uk := U(X~;E~). 
It is obvious that the calculation of dk is based on the estimates of the sets Lo(z) and UC,(X), as 
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introduced in the previous section. From (lo), it is not difficult 
can also be obtained by solving the following linear system: 
to deduce that the direction d” 
(11) 
where submatrix B& ,Fk is assumed to be nonsingular. It follows from the above system that 
the components of dk corresponding to indexes in L”, Uk, and F”, respectively, satisfy 
d:k = (1 -x~)~L, (12) 
dk,, = (u - xk)ub , (13) 
B&,kd$ = -VfFk (x”) - B&‘cd$ - B&Cd;h. (14) 
PROPOSITION 3.1. For every xk E A, dk = 0 if and only if xk is a KKT point of problem (1). 
PROOF. First assume dk = 0. Note that d$ = 0 implies that x!& = 1~” and hence, it follows 
from the definition of L(x; E) that XL& (z”) 2 0. Combined with the definition of X(x), we have 
Lk C LO (x”) and Vfp (x”) 2 0. (15) 
Similar to the above discussion, we deduce 
u” c u, (x”) and Vfp (2) 5 0. (16) 
Furthermore, it follows from (14) that 
Vfp (2) = 0. (17) 
From (15)-(17), we deduce that xk satisfies (4), and hence zk is a KKT point of problem (1). 
Now assume that xk is a KKT point of problem (1). By the definition of the multiplier function, 
we have X(xk) 2 0. Hence, it follows from (5) that Lo(x”) c L”. On the other hand, we claim 
Lk C Lo(xk). Suppose by contradiction that there exists some i E L” but x” # li. Then x” > 1, 
and hence, it follows from (4) that ofi = 0, which contradicts i E Lk. The above analysis 
shows that we have L” = Lo(xk). 
Analogously, we deduce Uk = Us(xk) and Fk = Fo(x”). This, together with (4) and (12)-(14), 
implies dk = 0. The proof is complete. 
We now introduce the following merit function for problem (1): 
P(x; E) := f(x) + X(x)3-(x; E) + /.+)5(x; E) + f 5 [ * + +$I ) 
t=l 1. 
where the multiplier functions X(z) and p(z) are defined in (6) and (7), respectively; vectors 
r(x; E) and s(z; E) consist of the following components, respectively: 
Ti(X; E) := msx [li - Xi, -%Ui(X)A,(X)] , ViE I, 
Si(X;E) := lWLX [Xi - Ui, -%bi(X)/&(X)] , 
(18) 
Vi E I. 
The above merit function belongs to the class of continuously differentiable exact penalty 
functions introduced in [13]. 
On the boundary dd of A, at least one component of u(x) or b(x) goes to zero. This shows 
that the penalty function P(x;E) goes to infinity as x approaches ad, and hence its level sets 
(contained in A) are compact. We collect some properties of P in the following proposition; the 
interested reader is referred to [13] for more details. 
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PROPOSITION 3.2. The following statements hold. 
(i) For any E > 0, P(z; E) is continuously differentiable at all x E A, with gradient 
VP(x; E) = VX(z)r(x; E) - i diag (&) diwz (,+ s) dx;e) 
+ Vp(x)s(x; E) + f diag (&)diag(2+$$)si(x;e). 
(ii) For any E > 0, P(x; E) 5 f(x) for all x E F. 
(iii) If (x*, X*,p*) is a KKT triplet for problem (I), then VP(x*;&) = 0, T(x*; E) = 0, 
s(x*; E) = 0, and P(x*; E) = f(x*). 
Note that, by using the expression of the multiplier functions and rearranging all terms, Of(x) 
does not appear explicitly in formula (19). For the sake of convenience, we write 
where 
VP(x; &)Td = 7-(x; E)TvX(x)Td + s(x; &)TVp(x)Td 
+ 2 [<i(X; 6) + %(x;E)] 4, 
ix1 
<j(X; E) := -& [z + s] ri(X; E), 
Q(X;E) := & [2+%] Si(X;E) 
(20) 
(21) 
4. A NEWTON-LIKE ALGORITHM 
In this section, we assume Bk = V2f(xk) for all k. We now state a Newton-like algorithm for 
the solution of problem (1) as follows. 
ALGORITHM 4.1. Choose 6, o E (0, l), t9 E (0,1/2), EOTO > 0. Set x0 := xa and k := 0. 
STEP 1. Set i := 0. 
STEP 2. Denote 
Lkli := L (x’;E~,~) , uk4 .- .- U (x~;E~,~) , and Fk,” := F (xk;Ek,i) . 
STEP 3. Compute the direction dkvi by (12)-(14) with Lh = Lkvi, Uk = Uk*i, and Fk = Fkyi. 
If dkli = 0 stop. 
STEP 4. If ’ 
vp (xk; Eki)T &i 5 -i (&i)T Bkdkd, (22) 
then set Ek := skli, dk := dkTi, and go to Step 6. 
STEP 5. Set i := i + 1, ekli := oekli-l. If P(x”; ekli) > P(x”; ekpi), go to Step 7; otherwise, go to 
Step 2. 
STEP 6. Find the smallest integer j = 0, 1, . . . such that xk + @dk E A and 
P (x” + Gjdk; &“) 5 P (xk; E”) + 0&P (zk; e”)’ dk. (23) 
Set ale := bj and xk+l := xk + akdk. Set k := k + 1 and .zklo := ck-‘; go to Step 1. 
STEP 7. Set ekto := ek,i and xk := x0; go to Step 1. 
Note that the above algorithm performs only the Armijo linesearch procedure and is extremely 
refined from the theoretical point of view. In order to prove the well-definedness and global 
convergence of the algorithm, we need the following assumption. 
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ASSUMPTION B. There exists a positive number ~51 such that for all k and d E E%IFkI, 
dT (V2f (xk))Fk,Fk d2 6111dl12. 
The next proposition shows that Algorithm 4.1 is well defined. 
PROPOSITION 4.1. Algorithm 4.1 cannot cycle infinitely between Steps 2 and 5. 
PROOF. We only need to prove the assertion: if i E A, then for E sufficiently small, 
VP (2; E)~ d” 5 -; (d’)T &“, 
where fi = V2f(Z), and d” := d(5’;E) is the solution to (12)-(14) with Lk, U”, F” replaced by 
L(Z; E), U(Z; E), F(5; E), respectively: 
If z& = li and Xi(Z) > 0, then for any E > 0, df = 0, and hence we have 
[C (5; E) + vi (5; E)] dz = 0. (24) 
If Fi = ui and pi(Z) 1 0, then for any E > 0, dt = 0, and hence we also have 
[<i (5; 6) + vi (5; E)] df = 0. (25) 
If li < f, < ui, or li = li and Xi(?) < 0, or Zi = pi and pi(Z) < 0, then for E > 0 sufficiently 
small, 
Ti (5; E) = -tCAi (2) Xi (2) and si (E;e) = + (it) ,l& (5). 
Thus, we obtain 
[ei (2; E) + vi (5; E)] d; = (1 - :X,(g)) Xi (5) df - (1 - ipi( /JL~ (5) dZ 
= (h(z) - pi(5)) dz + 9 (-Xi (c?)~ + pi (zE)~) dz 
= Vfi (2) df + i (-hi (2)’ + pi (cE)~) df. 
(26) 
If 2i < li, then dF = 1, - Ii > 0 and for E sufficiently small, 
So, we have 
Ti (55; &) = li - Ii and Si (5; E) = -ibi (2) /.& (5) . 
[& (5; E) + vi (5; E)] df = - (li - zi)2 - (1 - :pi (2)) (li - 5i) /J( (2). (27) 
If & > ui, then dz = ui - Zi < 0 and for E sufficiently small, 
Ti (5; E) = -;ai (5) xi (2) and si (5; E) = & - ui. 
Hence, we get 
[(i (5; E) + vi (5; E)] di = - (1 - f& (5)) (Zi - Ui) Xi (5) 
-& (2+%) (&-%J2. 
(28) 
We now consider two possible cases below. 
1814 Y.-F. YANG 
CASE 1. 5 E .F. In this case, we have 
which implies that, for E sufficiently small, 
L (2; E) = {i 1 fi = li and Xi (5) 2 0). 
Analogously, we deduce that, for E sufficiently small, 
U(~;E) = {i I?i = '1~i and pi(Z) 10). 
Thus, L(Z:; E), F(Z; E), U(i?:; E), and d” are independent on the parameter E when E is sufficiently 
small; we denote them by L, F, U, and d, respectively. Note that T(2’;~) -+ 0 and s(~;E) --+ 0, as 
E -+ 0; and if we come to Step 4, then d # 0. By (24)-(26) and noting that dt = 0 and du = 0, 
it follows from (20) and (14) that 
liiOVP (5; E)~ d’ = VfF (z?)~ dF = -d;l&dF = -dTl?d, 
which together with Assumption B shows that the assertion holds. 
CASE 2. E E A \ F. Note that d’ has at most a finite number of different choices for different 
parameter E. Moreover, 2 E A \ F indicates that there exists at least one index i such that ?f?i < 1, 
or 5% > Ui. Hence, it follows from (24)-(28) that 
liio VP (5; E)~ d’ = --co, 
which implies the assertion. The proof is complete. 
Denote 
Lk := L (2+;2) ) F” := F (z”; E”) , and uk := u (xk;sk) . 
By Proposition 3.1, if Algorithm 4.1 terminates in Step 3, i.e., dkli = 0, then xk is a KKT point 
of problem (1). Without loss of generality, we assume that Algorithm 4.1 generates an infinite 
sequence {zk}. The next proposition implies that every limit point of the sequence {xk} belongs 
to A whenever {Ed} goes to zero. 
PROPOSITION 4.2. Let {zk} and {Ed} be two sequences such that xk E A, P(zk; Ed) < P(z”; ck) 
for any lc, and {Ed} 4 0. Then, every limit point of the sequence {z”} belongs to A. 
PROOF. Without loss of generality, we assume {x”} + 5. We will prove 5 E A. Suppose that the 
assertion does not hold; i.e., 2 E ad. Then, there exists at least one index i so that & = li - Q, 
or 5i = pi + pi. However, if ii = li - CY~, then ui(zk) -+ O+ and T~(z’;E’) + ai such that 
r,(xk; &k)/ai(xk) + +oo. Analogously, if Zi = ui + pi, then si(z”;~“)/bi(X~) -+ +OO. Therefore, 
we deduce 
Ek [P (&Ek) - P (zO;Ek)] 
=ck [f(x”) -l-X(x~)TT(x%k) +p(cqTS(xk;&k) 
- f (x0) - x (x0)’ T (x0; &“) - p (x0)’ s (x0; E”)] 
n 
+x 
[ 
Ti (Xk; E”)’ ?-i (x0; Ek) 2 + si (xk; Ek)2 Si (X”;Ek)2 
i=l 
ai - ai (x0) bi(xk) - bi (x0) 
--$ +oo, 
which contradicts P(xk; Ed) - P(z’; .E~) 5 0 for all k. The proof is complete. 
(29) 
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PROPOSITION 4.3. Under Assumptions A and B, the penalty parameter E can be reduced only 
a finite number of times at Step 5. 
PROOF. Suppose that the assertion does not hold. Then, there exist sequences {x”} C A 
and {Ed} generated by Algorithm 4.1, such that 
xk + 2, B” -+ B, Ek -+ 0, 
and 
Vl'(x";~~)~ dk > -$zI~)~ Bkdk, (30) 
where Bk = V2f(zk) b = V2f(-) 2 , and dk := d(zk;Ek) is the solution to (11). Without loss of 
generality, we assume’that for all k, 
L” = L, Uk = u, and Fk = F. 
By (20), we can write 
VP (x~;E~)~ dk = (r”)’ VA (z")' dk + (sk)’ Vp (z")' dk 
+ 2 [Ei (xk; E”) + vi (xk; ck)] df, 
i=l 
(31) 
where rk := r(zk; Ek) and sk := s(~~;E~). Furthermore, by (5) and (18), it is easy to deduce that 
for k sufficiently large, we have 
rf = dk t7 s” = -$, (x”) pi (x”) , vi E L, (32) 
rf = -~CQ (x”) Xi (x”) , S: = -&, vi E u, (33) 
and 
7-f = -gCZi (X”) Xi (X”) , Sf = -gbi (X”) /Ai (X”) , VIE F. (34) 
By Proposition 4.2, we only need to consider two possible cases below. We will get a contra- 
diction in each case. 
CASE 1. 5 E A \ F. In formula (31), it is obvious that the first and second terms are bounded. 
We now consider the third term. 
Note that ri(Z;O) = max{li - 5i,O}, Vi E L and si(E;O) = max{Z, - ui,O}, Vi E U are all 
nonnegative; hence, 5 E A \ F indicates that at least one of them is positive, which implies that 
at least one of rk, i E L and $, i E U goes to a positive constant as k + co. Therefore, it follows 
from (32) and (33) that for k sufficiently large, we have 
c [<i (xk; E”) + vi (xk; E”)] d: 
=-;[xJ$)(2+&)) (r3’+$&) (2+&J w2] (35) 
- C [l - $Pi (x*)1 /A (X”) 7-F - C [I - f Ai (Zk)] Xi (Z”) Sf, 
iEL iEU 
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which goes to -00, as k -+ 00. Moreover, 
5 [& (xk; E”) + rli (xk; Ek)] 4 
= c [(l -fxi cxk)) Ai (x”) - (1 - f/& (xk)) pLi (xk)] df (36) 
iEF 
= vfF b”> d$ - ; c [xi (z”)” - pLi (zk)2] d: 
iEF 
is bounded. The above analysis shows that VP(xk; ck)Tdk + -00, which contradicts (30). 
CASE 2. 2 E 3. It is not difficult to deduce that L C Lo(Z) and U C UC,(?), which imply that 
d; -+ 0, db + 0, and d$ -+ & = -i$‘,vfF (5). 
First assume dF # 0. Note that rk --+ 0, sk -+ 0, and the right-hand side of (35) goes to 
nonpositive constant or -oo. Hence, it follows from (31)-(36) that 
lim VP (Xk;Ek)T d” 5 VfF (Z)T 2~ = --(isfi~,~(IF, 
k-+ca 
which contradicts (30). 
Now assume JF = 0. From (30)-(36), we deduce 
0 < f (dk)T Bkdk + VP (x~;E~)~ dk 
= f (dk)T Bkdk + (T”)’ VA (x”)’ dk + (s~)~ Vp (x”)‘d” 
-$kailtxkJ (2+&) (dr)2-~(1-%Qi(xk))Pi(xk)d: 
+ c (l - cxi cxk)) xi cxk> d! - 5 Ek/,il(xk) (z - &$j) (d:)2 
iEU 
+ C [ (1 - $A$ (Xk)) Xi (X”) - (1 - G/Li (Xk)) /ii (X’)] df 
iEF 
(37) 
=-&+q@+$q) w’+ $&T) (z - &) m2] 
+ f (dk)T Bkdk + VfF (X”)’ ds - f C (Xi (X”)’ - pi (Xk)2) dr 
IEF 
- C (1 - $pi (x*,) pi (x”) dt + C (I- f& (x~)) A; (x”) df 
(EL iEcJ 
+ (r”)’ VA (x”)’ dk + (s”)’ V/.L~ (xk)’ dk. 
For i E L, we have 
(li - Xr)’ 
(Pi (x”>l = (x” _ ui)2 + pi - x”)2 ‘Ofi (xkN 
[Vfi (xk> I 
= (xt _ q2 + (ii - xf)’ Ida2 ) 
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which implies 
Analogously, we also have 
lh Wll = O wGll> . (39) 
BY (6), (7), (14), (32)-(34), (3% (3% and noting that {VX(zk)}, {V/.L(~~)}, and {Bk} are 
bounded, we obtain 
(4 T VA (3’ d” = 0 WII IVII) + 0 msll IPII) + 0 (II4 II IV II> 
= 0 WI1 IP”ll> +0 kk lb WII lP”ll> +0 k” Ilx, (~“>II I JW 
= o (Ii”kLiI \idkb + o k” IlvfF txk)\i lldkII) + o bk lld”ull lldkII) 
(40) 
= 0 wtll IPkll> + O k” IMI lP”ll) f Ok” IPbll d”ll) 
and 
(SkJT VP bk)’ d” = O(Ek II&II Pkll> + 0 k” IPill Ildkll> + 0 (II&II lld”ll> . 
By (14), we have 
(41) 
; (dk)T Bkdk + VfF (x”)’ d$ = ; (d;)’ Btdk + f (d;)T Bbdk 
- f (d;) T B;,,d; - ; (d;) T B&d: - ; (d;) T B$,udb. 
(42) 
Moreover, we get 
- 
c [I - $4 (xk)] pi (x”) dfi+c [1 - $i (xk)] xi cx”) df = CJ (IId; II’) +o (I/d; 11”) (43) 
(EL iEU 
and 
-pi (xk)2]d' = -f C[Xi(Z") +/~i(~?~")]vf$ (xk)@ 
%EF (44) 
= o (Sk iofF (x”)II lld”Fll> = 0 (&” lld”II lld”Fll) 
Combining (37) with (40)-( 44), and taking into account Assumption B, we deduce that, for ~~ 
sufficiently small, the right-hand side of (37) is a negative-definite quadratic form in IId: 11, lldb 11, 
and Ild$II. So, we get a contradiction. The assertion is proved. 
The above proposition shows that after a finite number of reductions, the value of the param- 
eter E is kept fixed. Without loss of generality, we assume that ek = E for all JL The following is 
the global convergence theorem for Algorithm 4.1. 
THEOREM 4.1. Under Assumptions A and B, each accumulation point of the sequence {x”} 
generated by Algorithm 4.1 is a KKT point of problem (1). 
PROOF. We first prove the following result: 
iiir Ildkll = 0. (45) 
Since {P(zk; E)} is monotonically decreasing and bounded from below, {P(s”; E)} is convergent. 
It follows from (22) and (23) that 
kl?m akvP (xk; 2)’ d” = 0. (46) 
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Suppose that (45) is false. Then there exist a constant y > 0 and a subsequence {x’} of {xk}, 
such that for all r, 
lld’ll ’ Y. (47) 
By (22), (46), and (47), we have 
lim c? = 0. (48) 7-03 
Moreover, passing to a subsequence if necessary, we can assume that limr-,oo xr = f E A and 
lim,,, dr = d Then d # 0 and VP(Z;b)Td < 0. Let Z := or/b. By the construction of 
Algorithm 4.1, we deduce that, for T sufficiently large, 
[p (Xv + 6’d’; g) - p (2’; g)] > evp (xr. E)T d’ 
3 
I (4% 
Passing to the limit in (49), we get 
(1 - @VP (2; Z)T d 2 0, 
which contradicts VP(Z;,$Ti < 0 and 0 < 8 < 1. Therefore, (45) is proved. 
We now turn to the proof of the assertion. Without loss of generality, we assume that 
limk+ooxk = Z E A and that Lk = L, U” = U, and Fk = F for all k. By continuity and (45), 
the assertion follows immediately from Proposition 3.1. The proof is complete. 
Let x* be a limit point of the sequence {xk} generated by Algorithm 4.1 and let X* and p* be 
the related multipliers. By Theorem 4.1, (x*,X*, p*) is a KKT triplet for problem (1). In order 
to obtain a superlinear convergence rate without assuming the strict complementarity condition, 
we need the following strong second-order sufficient condition, which is stronger than the usual 
KKT second-order sufficient condition. 
ASSUMPTION C. A strong second-order suffJcient condition holds at (x*, X*, p*); i.e., the Hessian 
V2f(x*) is positive definite on the subspace {y E JR* 1 y; = 0, Vi E L+(x*) U U+(x*)}. 
We are now ready to present rate of convergence result for Algorithm 4.1. We first introduce 
the concept of the semismoothness of the vector-valued functions; see [17] for details. 
Let G : ll?? -+ R” be locally Lipschitzian at x E Wn . If for any h E Wn, 
lim W’l (50) 
wG(z+th’) 
h’+h, t10 
exists, then we say that G is semismooth at x. Here aG(x) denotes the Clarke generalized 
Jacobian of G(x) at x. 
THEOREM 4.2. Suppose that the Hessian V2f is semismooth on A and that Assumptions A, B, 
and C hold. Then 
(i) the whole sequence {x”} converges to z*; 
(ii) for k sufficiently large, the unit steplength is accepted by the algorithm, i.e., 
xk+l = xk + dk; 
(iii) the convergence rate is quadratic. 
PROOF. Assumption C implies that x* is an isolated limit point of {x”}. Assertion (i) then is a 
direct consequence of (45) and Proposition 5.4 in [18]. 
Since X(x) and p(x) are twice continuously differentiable, it follows from (19) that VP(x; 6) is 
semismooth on A. Moreover, dk can be obtained by solving (10). This means that a local Newton- 
like algorithm for the solution of inequality constrained optimization in (41 can be applied to the 
above algorithm. Assertions (ii) and (iii) readily follow from Theorem 3.2 in [19] and Theorem 3.1 
in [4]. 
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5. A QUASI-NEWTON ALGORITHM 
In the previous section, we proposed a Newton-like algorithm for solving problem (1). How- 
ever, the algorithm requires the calculation of second-order derivatives of the objective function, 
which increases the computation effort of the algorithm, especially when second-order derivatives 
are difficult to calculate. To overcome the shortcoming, in this section we develop a quasi- 
Newton algorithm for the solution of problem (1) in which we use Bk E Rnxn to approximate 
the second-order derivative V2f(zk), and use finite difference to approximate the terms VX(X)~~ 
and Vp(z)Td contained in P(z; c)Td, as was done in [3]. Therefore, the proposed algorithm only 
needs to evaluate first-order derivatives of the objective function. 
Denote 
DP(x, d; E, t) = T-(X; E)~DX(Z, d; t) + s(z; ~)~D,u(x, d; t) 
(51) 
where 
DX(x, d; t) := f [X(x + td) - X(x)] , 
Dp(x, d; t) := f [p(x + td) - p(x)] . 
A quasi-Newton aIgorithm for solving problem (1) is stated as follows. 
ALGORITHM 5.1. Choose B” E Wnxn, 6, 0 E (O,l), 0 E (0,1/2), &Ot” > 0. Set z” := x, and 
k := 0. 
STEP 1. Set i := 0 and aklo := 1. 
STEP 2. Denote 
L”$ .- .- L (XyQ) , uk,i ._ u ,kiEk,i) , .- ( 
md Fki := F (xk; ,ki) . 
STEP 3. Compute the direction dkli by (12)-(14) with L” = Lk~i, Uk = Uk,i, and Fk = Fkvi. 
If dkpi = 0 stop , . 
STEP 4. If 
DP (xk, dkgi; skti, ,$i) 5 -i (&,i)T Bk&i, (52) 
then go to Step 6. 
STEP 5. Set &k,i := cf&k,i. If P(xk; EkTi) > P(xO; &kli ), go to Step 8; otherwise, go to Step 2. 
STEP 6. If xk + akTidkli E A and 
p (xk + ak,i&Ti;Ek,i) 5 p (xk; &i) + &+Dp (xk, &ii&i, &i) , (53) 
set d” := dkli .and go to Step 7; otherwise, set i := i + 1, &kli := E~,~-‘, aklz := &Y”>~-‘, go to 
Step 2. 
STEP 7. Set, E~+‘,O := .E~I~, CY’ := crkli, and xk+l := xk + akdk; generate Bk+l. Set k := k + 1 
and go to Step 1. 
STEP 8. Set, .E~~O := .ckti, xk := x0; generate a new Bk and go to Step 1. 
Instead of Assumption B, we assume that the following hypothesis on the choice of the ma- 
trix B” holds. 
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ASSUMPTION Bl. The matrix sequence {Bk} is bounded and there exists a positive number 61 
such that for all k and d E iRIFkl, 
dT (Bk)Fk,Fk d2 ~d1412~ 
It readily follows from the proof of Proposition 3.5 in [3] that the cycle between Steps 2 and 6 
is finite. By the differentiability of X(Z) and p( z , we deduce that DX(zk,dk;cxk) = O(/dkII) and ) 
R+“,d”; ak) = OW”ll), as xk -+ 2 and dk -+ 0. Moreover, we have, for any E > 0, 
lim DP(y, v; E, t) = VP(x; E)~w. 
VT; 
t10 
THEOREM 5.1. Under Assumptions A and Bl, the following statements hold. 
(i) Algorithm 5.1 cannot cycle infinitely between Steps 2 and 5, Steps 2 and 6, respectively. 
That is, Algorithm 5.1 is well defined. 
(ii) The penalty parameter E can be reduced only a finite number of times at Step 5. 
(iii) limk,, lldkjj = 0. 
(iv) Each accumulation point of the sequence {x”} generated by Algorithm 5.1 is a KKT point 
of problem (1). 
The proof of the above results is similar to that of the corresponding results in the previous 
section, and we omit the process. The next theorem presents the rate of convergence result for 
Algorithm 5.1. 
THEOREM 5.2. Suppose that the Hessian V2f is semismooth on A and that Assumptions A, Bl, 
and C hold. Then the whole sequence {xk} converges to x*. lkthermore, if 
;“, II(B” - V2L(x*J*)).dkII 
-t lld”ll = ” 
or equivalently, 
>“, II Pk - V2L (Xkl Xk>>,k dkll 
I(dkll = ” 
then for k sufficiently large, the unit steplength is accepted by the algorithm (i.e., xk+’ = xk +d”) 
and the convergence rate is superlinear. 
PROOF. The proof is similar to that of Theorem 4.2 except that this time a local quasi-Newton 
algorithm for the solution of inequality constrained optimization in [4] can be applied to Algo- 
rithm 5.1. From Theorem 3.2 in [19] and Theorem 5.2 in [4], we can deduce the second assertion. 
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