Due to the popularity of mobile devices and increasing demands of software applications, more and more individual developers join this industry. However, software defects top at the cost of software development. Software metrics are able to show some indication of software defect. This paper reviews popular static code and object-oriented metrics and summarizes heuristics for using the metrics. Correlations between software defect and metrics are presented. Finally, advantages and disadvantages of metrics are discussed.According to the summary of correlation analyses, some metricsshow inconsistent relationships with software defect. Implications to practice and research are provided.
INTRODUCTION
The demand of software development is getting stronger year after year. Specifically, due to the prevalence of mobile devices such as smartphones and tablets, the need of mobile applicationsis unimaginable. For example, 35 billion of Apps have been downloaded from Apple, Inc. and the company has paid more than $6.5 million dollars to the developers [26] . The cost, both time and money, for software development is normally high. Jim Johnson, a chairman of a research companyThe Standish Group, stated that "faulty software costs businesses $78 billion per year" [18] .Most of the mobile applications such as Apps for Apple's iOS devices are developed by individuals. The cost could be easily underestimated. Among the costs on software development, software defects usually top at the cost of software development.
Software defects can be measured in two ways: defect density and failure density [4] . Defect density shows the total number of defects found in every thousand lines of program source code. Failure density indicates the total number of detected failures per thousand lines of code. In order to detect software defects, software metrics are normally used. In the literature, not all software metrics are found to be related to software defect. However, there is a limited amount of studies focusing on summarizing both static code and object oriented metrics in relations to software defect. This paper attempts to review popular static code and object oriented metrics, to highlight highly correlated metrics with software defect, to summarize heuristic values for using these metrics, and to offer pros and cons of these metrics.
The rest of the paper is organized as follows.Popular static code metricsare first discussed in the second section and then object oriented metrics in the third section. In the fourth section, summary of heuristics, correlations between metrics and software defect, and advantages and disadvantages of the metrics are provided. Finally,implications to practice and research are provided.
STATIC CODE METRICS 2.1 Source Lines of Code (SLOC)
SLOC is one of the oldest static code metrics for evaluating software defects. Akiyama [6] established an estimated regression relating lines of code LOC and defect DEF:
Based on this regression equation, it is expected to see about 41 software defects when the SLOC of the software program is 2,000. Park [23] further defined physical SLOC that it includes executable lines, declarations, compiler directives, and empty lines. Comments are excluded in counting physical SLOC. Logical SLOC was defined similarly to exclude begin and end symbols that delimit (sub)program bodies, then, else, otherwise symbols, etc. Bhatt et al. [8] defined executable physical LOC as the total LOC minus blank and comment lines. The executable logical LOC was defined as the number of statements that is executed. When the size of SLOC is larger, it is harder to understand and maintain the software program. Also, it is more prone to defect.O'Neill [22] suggested that it would take an hour to inspect 250 to 500 lines of code during new development and 1000 to 1500 lines of code during maintenance stage.
The vocabulary n is the total number of distinct operators and distinct operands n 1 + n 2 . The size of the program N is the total number of operator instances and operand instances N 1 + N 2 . In order to lower the chance of software defects, McCabe Software [21] suggested to limit the size of program N to 300, the volume V to 1500, difficult D to 30, effort E to 300,and estimated bugs B to 0.6.
McCabe Cyclomatic Complexity (CC)
McCabe Cyclomatic Complexity metric [20] , based on a directed graph, is to quantify the complexity of a software program. The Cyclomatic Complexity is computed as follows:
where Eis the number of edges of the graph; Nis the number of nodes of the graph; Pis the number of connected components.
A high value of Cyclomatic Complexity indicates high complexity of a program which is harder to understand, test, modify, and maintain. In order to reduce the risk of software development, it is suggested to limit the Cyclomatic Complexity to 10 [33] . Based on different level of risks, Foreman et al. [14] suggested different threshold values of Cyclomatic Complexity when evaluating the risk of a software program. When the Cyclomatic Complexity is less than or equal to 10, the program is simple and the risk is low. The program is more complex and it is considered moderate risk when the Cyclomatic Complexity is between 11 and 20. For a complex program, the Cyclomatic Complexity is between 21 and 50 and the risk is high. The value of Cyclomatic Complexity greater than 50 indicates that a program becomes untestable and the risk is very high.
OBJECT-ORIENTED METRICS 3.1 Chidamber & Kemerer (CK) Metrics Suite
Although Halstead Metrics can be used in object-oriented programs, it does not cover important aspects of object oriented programming such as inheritance, coupling, etc. The CK metrics suite is designed for measuring object-oriented programs [13] . The suite includes six metrics discussed as follows.
Weighted Method per Class (WMC)
The WMC indicates the total complexity of an object-oriented class, measured by the number of methods defined in the class when all methods' complexity are considered unity. In software development, it is suggested to have smalleramount of methods rather than larger amount of methods. Smaller amount of methods will reduce program complexity and increase readability of program [15] .
Depth of Inheritance Tree (DIT)
Assuming that class inheritance in object-oriented programming can be described as a hierarchical tree, a class in the lower level of the three has more methods and variables to inherit from its upper level of classes. The DIT indicates the maximum length from a class to its root class, which is the depth of the hierarchy. The larger the DIT, the higher the level of inheritance is. Cartwright and Shepperd [12] found that DIT is related to the defect density of classes.
Number of Children (NOC)
NOC shows the number of immediate sub-classes derived from a base class. The NOC represents the width of the class hierarchy. High value of NOC indicates high reuse of the base class.If the base class is thoroughly tested, high reuse of the base class could reduce the chance of defect. However, in the software defect literature, there is no conclusive result relating the NOC to defect (see summary of studies in Table 2 discussed later). NOC was found to be positively, negative, or none related with software defect in those studies.
Coupling between Object Classes (CBO)
Coupling is defined as "the measure of the strength of association established by a connection from one module to another" [30] .CBO measures the interdependence of two classes. Coupling between two classes happens when one class uses methods or variables defined by another class. It is harder for another program to reuse the highly coupled classes in a program due to the complexity. When coupling between classes is high, it would be more time consuming for programmers to clearly understand the codes and make further changes.Sahraoui et al. [25] suggested to avoid CBO values above 14.
Response for a Class (RFC)
RFC is defined as "a set of methods that can potentially be executed in response to a message received by an object of that class" [13] .RFC indicates the number of methods in the response set of the class. Prior studies (e.g. [29, 36] )found that high value of RFC is associated with software defect. When RFC is high, the classes are more complex and hard to understand, test, and even debug. A low RFC, therefore, is preferred.
Lack of Cohesion (LCOM)
In object oriented programming, cohesion refers to the degree to which the elements of a module belongs together [34] .The unrelated elements are supposed to be kept outside the module. Therefore, when the cohesion is high, the abstraction of a module is well managed and readability and manageability of the program is also increased. High cohesion could also reduce the risk of program errors. LCOM is a measure to identify the cohesion of a class.The LOCM is defined as the number of pairs of dissimilar methods in a class minus the number of pairs of methods in a class that have something in common.It is possible to obtain a negative LCOM, and 0 is assigned in this case. As desired to reach high cohesion, a low value of LOCM is preferred. LCOM was found to be a significant measure indicating software defects [5, 29, 35, 36] .
Metrics for Object-Oriented Design (MOOD)
Abreuand Carapuça[1] proposed a set of metrics called Metrics for Object Oriented Design (MOOD) to measure object-oriented programs, meeting the following criteria:
metrics determination should be formallydefined non-size metrics should be system sizeindependent metrics should be dimensionless or expressed in some consistent unit system metrics should be obtainable early in thelife-cycle metrics should be down-scalable metrics should be easily computable. metrics should be language independent.
A set of six metrics were suggested as follows.
Method Hiding Factor (MHF)
MHF is to measure the ratio of the sum of the invisibilities of all methods in all classes to the total number ofall methods. Invisibility of a method indicates a ratio of total invisible classes to the number of classes, excluding itself.
MHF is defined as
is total number of methods defined,TC is the total number of classes in the program,
In object oriented programming, an interface of an object is created to include a group of methods without implementing the behavior of methods. The interface is visible to the whole program. However, the implementation of the interface is hidden to itself. MHF is 0 when all methods are public. When all methods are private, the MHF is 1. MHF was found to be moderately and negatively correlated with defect density[4]. Defect density would decrease when MHF increases. However, higher MHF shows limited functionality since most methods are specific and hard for reuse, which is contradicting to the spirit of object-oriented programming advocating object reuse.
Attribute Hiding Factor (AHF)
AHF is very similar to MHF, while AHF measures the invisibilities of attributes defined and MHF indicates the invisibilities of methods defined. AHF follows the ratio of the sum of the invisibilities of all methods in all classes to the total number of all methods. AHF can be calculated by 
Coupling Factor (CF)
Similar to the CBO in Chidamber & Kemerer Metrics, CF is a measure for coupling of classes. CF represents a ratio of noninherence couplings to maximum possible couplings. The possible value of CF ranges from 0 (no classes are coupled) to 1 (all classes are coupled to all other classes).Abreuand Carapuça [1] suggested that CF should be below 0.52. It is found that CF is highly correlated with software defect density [4].
Method Inheritance Factor (MIF)
MIF measures the ratio of total number of inherited methods in all classes to the total number of available methods for all classes. It is defined as
is total number of methods defined in class C i and )
is total number of inherited methods in class C i . A high MIF indicates a large portion of methods in a class were inherited from parent classes. When a class defines more of its own methods, the MIF is getting lower.It is suggested to keep the MIF between 0.25 and 0.37 [1].
Attribute Inheritance Factor (AIF)
AIF is very similar to MIF while AIF is a measure for inherited attributes and MIF is a measure for inherited methods.AIF indicates the ratio of total number of inherited attributes in all classes to the total number of available attributes in all classes. AIF is prepared as
is total number of attributes defined in class C i and )
is total number of inherited attributes in class C i . The AIF was found to be negatively correlated with software defect [4].
Polymorphism Factor (PF)
Polymorphism is an object-oriented programming principle which allows message passing with different implementations. PF is to measure the ratio of the total number of overriding methods in all classes to the sum of maximum number of possible distinct polymorphic situations in all classes. When a larger amount of methods are overridden in derived classes, the PF increases.It is more or less conclusive to keep PF lower than 0.1[2, 3, 4, 17].
SUMMARY OF METRICS
In order to reduce the chance of software defect, recommended values of metrics were suggested in the literature. The results are included in subsection 4.1.
Correlations between software defect and software metrics are discussed in the subsection 4.2. Finally, the advantages and disadvantages of the software metrics are discussed in subsection 4.3. 
Heuristics of Metrics

Software Defect and Metrics
The software metrics,no matter static code metrics or objectoriented metrics, covered in this study are not all highly correlated with software defect. This section summarizes the findings in the literature and organizes the results in Table 2 . Metrics are included in the first column. The second column shows the relationships between metrics and a commonly used software defect variable-defect density. The third column reports the corresponding studies.
In CK suite, consistent relationships were identified between defect and metrics (Weighted Method per Class, Response for a Class, and Lack of Cohesion). However, inconsistent relationships were identified between defect and the rest of three metrics (Depth of Inheritance Tree, Number of Children, Coupling between Object Classes). AHF was the only metric found in MOOD suite not correlated with defect. 
Advantages and Disadvantages of Metrics
Based on the features and functionalities of the software metrics discussed in this paper, the pros and cons of software metrics are provided in Table 3 . 
CONCLUSIONS AND IMPLICATIONS
Based on the summary of heuristics using metrics and correlations between software defect and metrics, some consistency and inconsistency were identified.Next, the potential implications of this paper for practice as well as research are discussed.
Implication for practice
There are severalimplications for practice, especially for software developers and project managers. Some metrics were found to be highly correlated with software defect. When conducting software development projects, some of the metrics can be easily prepared even during early development life cycle. Based on their suggested values, projects can be better managed and controlled.
Implication for research
Due to the inconsistent findings of some metrics relating to software defect, future studies could systematically validate these metrics using different projects in different scales. Different programming languages may have different impacts on the use of metrics. Future studies can compare and contrast the same projects written in different languages or for different platforms. Mobile applications could be one of the best candidates since the same application may be prepared using different programming languages and target to different platforms such as iOS, Android, Microsoft Windows Phone, etc.
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