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LINEARIZATION OF HOLOMORPHIC FAMILIES OF ALGEBRAIC
AUTOMORPHISMS OF THE AFFINE PLANE
SHIGERU KURODA, FRANK KUTZSCHEBAUCH, AND TOMASZ PEŁKA
Abstract. Let G be a reductive group. We prove that a holomorphic family of polynomial actions of G
on the complex plane C2, holomorphically parametrized by a smooth open Riemann surface, is linearizable.
In particular, a certain class of actions of reductive groups on C3 is linearizable. Our main tool is some
restrictive Oka property for groups of equivariant algebraic automorphisms of the complex plane, which we
prove in this article.
Contents
1. Introduction 1
2. Preliminaries 3
3. Removing poles after Kraft–Russell–Sathaye 5
4. Equivariant automorphisms of the affine plane 6
5. Oka properties for groups of equivariant automorphisms 9
6. Proof of Theorems 1.3 and 1.4 12
References 13
1. Introduction
Both the algebraic and the holomorphic versions of the Linearization Problem have received much
attention since the 1970’s. We refer to the overview [Kut19] for more information.
Linearization Problem. Suppose a reductive group G is acting algebraically/holomorphically on Cn,
n ≥ 2, Does there exist an algebraic/holomorphic change of variables α ∈ Autalg/Authol(C
n) such that
α ◦G ◦ α−1 is linear?
Both versions have negative answers in general. The first counterexamples to the algebraic linearization
problem were found by Schwarz [Sch89]. They come from non-trivial G-vector bundles over representa-
tions. Presently, there are algebraic counterexamples known for all semisimple groups [Kno91].
For the algebraic case, we do not know counterexamples for abelian groups G. In fact, for abelian
G all algebraic G-vector bundles over representations are algebraically trivial [MMJP96]. Holomorphic
G-vector bundles over representations are holomorphically trivial [HK95], thus counterexamples had to
be constructed differently.
In the holomorphic case, counterexamples are known for all reductive groups G. These were found by
Derksen and the second author [DK98], who prove that for a given reductive group G there is a dimension
N(G) such that on Cn for all n ≥ N(G) there is a non-linearizable action of G. Still, it is very intriguing
to find, for a fixed group G, the smallest dimension in which there are non-linearizable actions of G. Up
to now, the smallest known dimension for non-linearizable actions is four, for G = Z/2Z [DK98, 4.3].
In this article, we prove linearization for a very special sort of G-actions on C3. Our result makes a
mixture of the algebraic and holomorphic categories.
Definition 1.1. Let X be a complex manifold and let G be a reductive group. A holomorphic family of
algebraic G-actions on Cn parametrized by X is a holomorphic G-action on X × Cn of the form
G× (X × Cn) ∋ (g, (x, z)) 7→ (x, ν(g, x)(z)) ∋ X ×Cn,
for some holomorphic map ν : G×X −→ Autalg(C
n).
1991 Mathematics Subject Classification. Primary: 14R20, 32M05; Secondary: 14R10, 32M17, 32Q56.
Key words and phrases. linearization of group actions, Oka properties, affine plane.
The first author was partially supported by JSPS KAKENHI Grant Number 18K03219.
The second author was partially supported by Schweizerischer Nationalfonds Grant 200021-116165 .
1
LINEARIZATION OF HOLOMORPHIC FAMILIES OF ALGEBRAIC AUTOMORPHISMS OF C2 2
Here, a map α from a complex space Y to Autalg(C
n) is holomorphic if the corresponding map Y ×Cn ∋
(y, z) 7→ α(y)(z) −→ Cn is holomorphic.
In the special case X = Ck, a holomorphic family of algebraic G actions on Cn gives a holomorphic
G-action on Ck+n (of a very particular type).
Definition 1.2. We say that a holomorphic family of algebraic G-actions on Cn given by ν : G×X −→
Autalg(C
n) is parametrically linearizable if there is a holomorphic map ψ : X −→ Authol(C
n) and a linear
representation ρ : G −→ GLn(C) such that
(1.1) ψ(z) ◦ ν(g, z) ◦ ψ(z)−1 = ρ(g)
for all g ∈ G and z ∈ X. In this case, we say that ψ linearizes G.
Clearly if a holomorphic family of algebraic G-actions is parametrically linearizable, then every indi-
vidual member νx(·) := ν(·, x) : G −→ Autalg(C
n) of the family is linearizable. It is therefore natural to
consider the case n = 2, where it is known that actions of reductive groups are algebraically linearizable
[Kam79, Corollary 4.4]. This fact is a corollary of the Jung-van der Kulk theorem.
Our main result is the following theorem.
Theorem 1.3. Let G be a reductive group and let X be an open Riemann surface. Then every holomorphic
family of algebraic G-actions on C2 parametrized by X is parametrically linearizable.
It is natural to strengthen Definition 1.2 by requiring that the holomorphic linearizing map ψ takes
values in Autalg(C
n). We do not know if Theorem 1.3 still holds for such ψ, see Remark 6.2 for cyclic
groups. In the case of reductive non-cyclic groups we can prove this stronger version:
Theorem 1.4. Let G be a reductive non-cyclic group and let X be an open Riemann surface. Then
every holomorphic family of algebraic G-actions on C2 parametrized by X is parametrically algebraically
linearizable.
These theorems imply immediately the following linearization result for reductive group actions on C3.
Corollary 1.5. Let G be a reductive group acting on C3 such that the first projection is G-equivariant,
and the induced G-action on each fiber is algebraic. Then the action of G is holomorphically linearizable.
Remark 1.6. It is also an open question if one can generalize Theorem 1.3 to Cn for n > 3, or to
higher-dimensional parameter spaces X. Our proof relies strongly both on the explicit description of
Autalg(C
2), and on extension properties for meromorphic functions on X, neither of which is available in
higher dimensions.
Remark 1.7 (cf. [DK98, Remark 4.7]). Linearization of holomorphic finite group actions on C2 is still
unknown. For example, consider the manifold Xϕ := {(x, y, z) ∈ C
3 : f(x, y) = z2}, where ϕ : C →֒ C2
is a non-straightenable holomorphic embedding and f ∈ O(C2) is a generator of the ideal of the image
ϕ(C). The Z2-action λ · (x, y, z) = (x, y, λz), λ = ±1 has a categorical (here = geometrical) quotient
with Luna stratification ϕ(C) ⊂ C2. Since the embedding was non-straightenable this quotient cannot be
biholomorphic to the Luna quotient of a linear Z2-action on C
2. If the manifold Xϕ were biholomorphic
to C2 we had constructed a non-linearizable action on C2. Thus in order to solve the holomorphic
linearization problem for Z2-actions on C
2 one has to decide whether Xϕ is biholomorphic to C
2 or not.
Let us now outline the proof of Theorem 1.3.
Recall that by [Kam79, Corollary 4.4], any action of a reductive group G on the affine plane A2
k
over
an arbitrary field k is linearizable, see Lemma 2.6. If ν : G × X −→ Autalg(C
2) is a holomorphic map
which gives a family of G-actions, then applying the above result for the field k=M(X) of meromorphic
functions on X, one gets a meromorphic map ψ : X −→ Autalg(C
2) as in (1.1).
To prove Theorem 1.3, we need to remove the poles of ψ. This is done in Section 6 by replacing ψ
with ψ ◦ α for a suitable meromorphic map α : X −→ AutGalg(C
2), where AutGalg(C
2) = {ϕ ∈ Autalg(C
2) :
∀g∈G : ϕ ◦ g = g ◦ϕ}. A germ of such α at a pole of ψ is given by the proof of [KR14, Lemma 3.3], which
we recall in Lemma 3.1. To extend such germs to a global α, we use the following proposition.
Proposition 1.8 (see Proposition 5.1). Let G ⊆ Autalg(C
2) be a reductive subgroup. Then the basic
Oka property with approximation and jet interpolation (BOPAJI) holds for maps from (connected) open
Riemann surfaces to AutGalg(C
2) which are of bounded degree.
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For a definition of BOPAJI and related notions see Section 5. This result is an equivariant version
of the case G= Autalg(C
2) of [FL14, Theroem 1.2]. Its proof, given in Section 5A, relies on an explicit
description of the space of germs of holomorphic maps to AutGalg(C
2). We will use the one given by [FM89]
for trivial G, which is a consequence of Jung theorem. We adapt it to our G-equivariant setting in Section
4. Interestingly, if G is not cyclic, then by Corollary 4.5 AutGalg(C
2) is a connected Lie group, hence a
genuine Oka manifold. Therefore, if G is not cyclic, it is easy to construct α : X −→ AutGalg(C
2) which
removes all poles of ψ in (1.1) at once, thus proving Theorem 1.4.
If G is cyclic then AutGalg(C
2) is more complicated. To prove Theorem 1.3, we use Proposition 1.8 to
remove poles one by one, and get ψ by by passing to the limit. Therefore, our ψ in Theorem 1.3 takes
values in Authol(C
2) instead of Autalg(C
2).
2. Preliminaries
2A. The space of holomorphic maps to Authol(C
n) and Autalg(C
n)
We will now recall some basic properties of the spaces of holomorphic maps from a Stein space to
Autalg(C
n) and Authol(C
n), and fix notation for a remaining part of the article.
As usual, we denote by O(X) the ring of holomorphic functions on X, and by OX,z the ring of holo-
morphic germs at a point z ∈ X. We write M(X) and MX,z for the fields of meromorphic functions on
X and germs at z ∈ X: they are fields of fractions of O(X) and OX,z, respectively.
Recall that a map ψ : X −→ Authol(C
n) is holomorphic if the associated map ψ̂ : X × Cn ∋ (z, x) 7→
ψ(z)(x) ∈ Cn is holomorphic. A map ψ : U −→ Authol(C
n) from a Zariski-open subset U ⊆ X is
meromorphic if ψ̂ extends to a meromorphic map whose divisor Dψ of poles is contained in the fibers of
the projection X × Cn −→ Cn. The divisor of poles of ψ is by definition the direct image of Dψ onto X.
Clearly, ψ is holomorphic on its complement.
Holomorphic (or meromorphic) maps to Autalg(C
n) are the same as automorphisms of Cn with holo-
morphic (respectively, meromorphic) coefficients. More precisely, we have the following lemma.
Lemma 2.1. Let ψ : X −→ Authol(C
n) be meromorphic. Write ψ(z)(x) =
∑
ι∈Nn aι(z)x
ι for (z, x) ∈
X × Cn. Then for every ι ∈ Nn, aι : X −→ C
n is meromorphic, holomorphic away from the poles of ψ.
Proof. It follows from the Cauchy integral formula aι(z) =
1
(2pii)n
∫
∂Dn
ψ̂(z,ζ)
ζι+1
dζ. 
For two meromorphic maps α, β : X −→ Authol(Cn) we write α ◦ β for a meromorphic map X ∋ z 7→
α(z) ◦ β(z) ∈ Authol(C
n). Moreover, we denote by id the constant map X ∋ z 7→ idnC ∈ Authol(C
n).
The space Authol(C
n), equipped with a usual compact-open topology, admits a complete metric:
(2.1) d(α, β) =
∞∑
j=1
2−j(min{ sup
|x|6j
||α(x) − β(x)||, 1} +min{ sup
|x|6j
||α−1(x)− β−1(x)||, 1}),
cf. [KK11, 4.1] or [For17, p. 108]. Clearly, a holomorphic map X −→ Authol(C
n) is continuous in this
topology. Hence the set of all such maps is equipped with a compact-open topology, too. The following
lemma summarizes some basic, well-known facts about this space.
Lemma 2.2. Let H denote the space of holomorphic maps from a Stein space X to Authol(C
n).
(a) The map H×H ∋ (α, β) 7→ α ◦ β ∈ H is continuous.
(b) The map H ∋
∑
ι aιx
ι 7→ (aι) ∈
∏
ιO(X)
n is a homeomorphism onto its image. In other words, maps
to Authol(C
n) depend continuously on their coefficients.
(c) Let K0 ⊆ K1 ⊆ . . . be an exhaustive family of compact subsets of X, i.e. X =
⋃
jKj . Then H is
completely metrizable by
d(α, β) =
∞∑
j=0
2−j min{dKj (α, β), 1},
where for a compact set K we write dK(α, β) = supx∈K d(α(x), β(x)), for d as in (2.1).
Proof. Part (a) follows from the fact that X and Cn are locally compact, see [Eng89, 3.4.2]. Part (b) is
once again a consequence of Cauchy integral formula, see Lemma 2.1. The formula in (c) says that the
compact-open topology is the topology of uniform convergence on compacts [Eng89, 8.2.6] 
We now restrict our attention to maps to Autalg(C
n). By Lemma 2.1, they are the same as algebraic
automorphisms of Cn with holomorphic coefficients. A stronger version of this statement is given by
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Lemma 2.3(b) below. For a ring R, we write R[n] = R[x] = R[x1,, . . . , xn] and A
n
R = SpecR
[n] for an
affine n-space over SpecR. In particular, Aut(AnC) = Autalg(C
n).
Lemma 2.3. Let X be an irreducible Stein space.
(a) Let ψ : X −→ Autalg(C
n) be holomorphic. Then ψ is of bounded degree, that is, there is N > 0 such
that degψ(z) 6 N for all z ∈ X.
(b) The space of holomorphic (respectively, meromorphic) maps X −→ Autalg(C
n) is naturally isomor-
phic to Aut(AnO(X)) (respectively, Aut(A
n
M(X))) as O(X)-schemes (respectively, M(X)-schemes).
Proof. (a) Write ψ(z)(x) =
∑
ι aιx
ι. Then aι ∈ O(X)
n by Lemma 2.1. Hence XN := {z ∈ X : degψ(z) 6
N} =
⋂
|ι|>N{aι = 0} is closed. Because ψ(z) ∈ Autalg(C
n) for every z ∈ X, we have X =
⋃
N>1XN . Now
Baire category theorem implies that some XM has nonempty interior. Because aι ∈ O(X)
n, it follows
that aι = 0 for |α| > M , that is, X = XM .
(b) Part (a) and Lemma 2.1 imply that every such map can be written as a polynomial automorphism
with holomorphic (resp. mereomorphic) coefficients. This gives the required isomorphism. 
2B. Modifying germs of maps to Autalg(C
n)
In Section 3 we will recall the method of Kraft-Russell to remove a single pole of ψ in (1.1). For this,
we will need to work locally, with the space of germs of holomorphic maps X −→ Autalg(C
n). By Lemma
2.3(b), it can be identified with Aut(AnMX,z). This leads to the following setting.
Let R be an equicharacteristic discrete valuation ring with field of fractions k. Let t be a generator of
the maximal ideal m of R, let κ = R/m be the residue class field. For α ∈ R we denote by α its residue
mod m.
Denote by v the m-adic valuation on k. For p ∈ R[n] we define v(p) as a smallest integer such that
some coefficient of t−v(p)p is not in m; and for α = (α1, . . . , αn) ∈ End(A
n
k
) we put v(α) = mini v(αi).
For an integer r, we say that α, β ∈ End(An
k
) agree up to an order r if v(α − β) > r. In our context, we
will say that two meromorphic maps α, β : X −→ Aut(Cn) agree up to an order r at some z ∈ X if their
germs αz, βz ∈ Aut(A
2
MX,z
) do so. In particular, two holomorphic maps α, β agree up to order 0 at z if
and only if α(z) = β(z).
We now make two simple observations, which will allow us to replace α from Lemma 3.1 by any β
which agrees with α up to a sufficiently high order.
Lemma 2.4. Fix r ∈ N. Assume that for j ∈ {1, . . . ,m}, αj , βj ∈ End(A
n
k
) agree up to an order r and
fix the origin, i.e. αj(0) = βj(0) = 0. Then αm ◦ · · · ◦ α1 agrees with βm ◦ · · · ◦ β1 up to an order r, too.
Proof. By induction, it suffices to prove this lemma for m = 2. Put γj = αj−βj . Then α2 ◦α1−β2 ◦β1 =
γ2 ◦ α1 + β2 ◦ γ1. By assumption, v(γ1), v(γ2) > r. Thus it suffices to show that for any α, β ∈ End(A
n
k
)
such that v(α) > r or v(β) > r , we have v(α ◦ β) > r. This follows from the fact that the coefficients of
α◦β are of the form
∑
i aibi, where ai are coefficients of α, and bi are some polynomials in the coefficients
of β, which are not constant since α fixes the origin. 
Lemma 2.5. Fix α1, . . . , αm ∈ End(A
n
k
) such that αm ◦ · · · ◦ α1 ∈ End(A
n
R). Then there is r ∈ N such
that for every β1, . . . , βm ∈ End(A
n
k
) satisfying v(αj − βj) > r, we have βm ◦ · · · ◦ β1 ∈ End(A
n
R).
Proof. Put v0 = max{0,−minj v(αj)}. In other words, writing all coefficients of α1, . . . , αm as Laurent
series of t, v0 is the maximal order of their poles. Write αj(x) =
∑
ι∈I aj,ιx
ι for some aj,ι ∈ k
n and a finite
set I ⊆ Nn (independent of j). Put U = {1, . . . ,m}× I×{1, . . . , n} and s = #U . By induction on m, one
easily shows that there is a finite set V ⊆ Nn and pν ∈ (Z
[s])n, ν ∈ V , with the following property: for
any γ1, . . . , γm ∈ End(A
n
k
), γj(x) =
∑
ι∈I gj,ιx
ι, the composition γm ◦ · · · ◦γ1 writes as x 7→
∑
ν∈V pν(g)x
ν .
Put d = maxν∈V,i∈{1,...,n} deg(pν)i and r = sdv0 > 0. Fix γ1, . . . , γm ∈ End(A
n
k
) as above, and assume
v(γj) > r for all j ∈ {1, . . . ,m}. We claim that pν(a + g) ∈ R
n for all ν ∈ V . Write the i-th coordinate
of pν as pν(y)i =
∑
ι∈Ns cιy
ι, cι ∈ Z, where i ∈ {1, . . . , n}. Then
pν(a+ g)i =
∑
ι∈Ns
cι
∏
u∈U
(au + gu)
ιu =
∑
ι∈Ns
cι
∏
u∈U
(
ιu∑
k=0
(ιu
k
)
aιu−ku g
k
u) = pν(a)i +
∑
j∈J
µjηj, ηj :=
∏
u∈U
a
ku,j
u g
lu,j
u
for some finite J , µj ∈ Z and ku,j , lu,j ∈ {0, . . . , d} such that for every j ∈ J , there is u ∈ U such that
lu,j 6= 0. Thus v(ηj) =
∑
u∈U (ku,jv(au) + lu,jv(gu)) > −sdv0 + r = 0. It follows that
∑
j µjηj ∈ R.
By assumption, pν(a)i ∈ R, since it is a coefficient of αm◦· · ·◦α1 ∈ End(A
n
R). Therefore, pν(a+g)i ∈ R,
so pν(a + g) ∈ R
n, as claimed. Thus for βj = αj + γj we have βm ◦ · · · ◦ β1 ∈ End(A
n
R), which ends the
proof. 
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2C. Linearizing group actions on the affine plane
Given a ring extension R ⊆ S, we identify Aut(AnR) with a subgroup of Aut(A
n
S) via base change
SpecS −→ SpecR. We treat GLn(R) as a subgroup of Aut(A
n
R), too.
Let κ be a field, and let G be a reductive, κ-linear group, and let R be a ring containing κ. Assume
that G ⊆ Aut(AnR). We say that ψ ∈ Aut(A
n
R) linearizes G over R if
(2.2) there is a representation ρ : G −→ GLn(κ) such that ψ ◦ g ◦ ψ
−1 = ρ(g) for every g ∈ G.
We say that G is linearizable over R if there is such ψ. Note that for κ = C, R = O(X), this agrees with
Definition 1.2.
We now restrict our attention to n = 2. Then the Jung–van der Kulk theorem [Jun42, vdK53], see
[Nag72, Theorem 3.3], asserts that for any field k, Aut(A2
k
) is an amalgamated product of the affine group
Aff := Aff2(k) = k+ ⋊GL2(k) and the group of elementary automorphisms
E = {(x, y) 7→ (αx+ p(y), βy + β′) : α, β ∈ k∗, β′ ∈ k, p ∈ k[y]}.
For a subgroup G ⊆ Aut(A2), we write AutG(A2) = {ϕ ∈ Aut(A2) : ∀g∈G ϕ◦g = g◦ϕ}. For H ⊆ Aut(A
2
k
)
we write HG = H∩AutG(A2
k
) for a centralizer of G in H: in particular, we write AffG := Aff ∩AutG(A2
k
),
EG := E ∩AutG(A2
k
), GLG2 (k) := GL2(k) ∩Aut
G
alg(A
2
k
), etc.
The following lemma is a well-known consequence of van der Kulk theorem, see [Kam79, Corolary 4.4]
or [Kur15, Proposition 2.2]. We sketch the argument in our setting following [KR14, Lemma 3.1].
Lemma 2.6. Let κ ⊆ k be a field extension. Then any κ-linear reductive subgroup G ⊆ Aut(A2
k
) is
linearizable over k.
Proof. Since G ⊆ Aut(A2
k
) is algebraic, it has bounded length as a subgroup of Aff ∗E, which by [Ser80,
Theorem 8] implies that ϕ−1Gϕ ⊆ Aff or E for some ϕ ∈ Aut(A2
k
), see [Kra96, Corollary 1]. Be-
cause G is reductive, it follows that ϕ−1Gϕ ⊆ GL2(k). Since by assumption G is a κ-linear group,
every representation of G is defined over κ, see [Mil18, 20.7]. Hence for some α ∈ Aut(A2
k
) we have
α−1(ϕ−1Gϕ)α ⊆ GL2(κ). Thus ψ := ϕα linearizes G over k. 
Once k gets replaced by a ring R, no analogue of van der Kulk theorem is available, and Lemma 2.6
becomes a difficult problem. It was solved by Sathaye [Sat83] if R is a discrete valuation ring, and by
Kraft and Russell [KR14, Theorem D] if R is a coordinate ring of a factorial affine curve. More generally,
[Kur15, Theorem 1.1] solves it in case R is a PID or even UFD (under some assumptions).
In our Theorem 1.3, R = O(X) is ring of holomorphic function on an open Riemann surface. A key
step in our proof is a (slightly modified) argument of Kraft and Russell, given in Lemma 3.1 below. Its
more general version is proved in [Kur15, Theorem 1.1(i)], see Lemma 3.2 loc. cit. for the key claim.
3. Removing poles after Kraft–Russell–Sathaye
In this section, we recall the argument of Kraft–Russell, which will allow us to remove each pole of ψ
in (1.1). We use notation introduced in Section 2B.
Lemma 3.1 ([KR14, Lemma 3.3]). Let R be an equicharacteristic zero discrete valuation ring with field
of fractions k and residue field κ ⊆ R. Let G be a reductive κ-linear subgroup of Aut(A2R). Assume
that there is ψ ∈ Aut(A2
k
) which linearizes G over k, see (2.2). Then there is α ∈ AutG(A2
k
) such that
ψ ◦ α ∈ Aut(A2R).
Proof. By (2.2), there is a representation ρ : G −→ GL2(κ) such that ψ ◦ g ◦ ψ
−1 = ρ(g) for all g ∈ G.
Define β ∈ Aut(A2
k
) by β(x) = t−v(ψ)x. Then clearly β ◦ ρ(g) = ρ(g) ◦ β, so by (2.2) α := ψ−1 ◦ β ◦ψ ∈
AutG(A2
k
). Replacing ψ by ψ ◦ α, we obtain that v(ψ) = 0, so ψ ∈ End(A2R).
Let V ⊆ R[x] be a vector space over κ spanned by ψ∗x1 and ψ
∗x2. By (2.2), (V, ρ) is a representation
of G over κ. Moreover, since v(ψ) = 0, the induced representation (V , ρ) is nontrivial. Now, ψ : A2κ −→ V
is a G-equivariant morphism between affine spaces.
Claim 1. Replacing ψ by ψ ◦ α for some α ∈ AffG2 (k), we can assume that dimκ V = 2.
Proof. Assume dimκ V = 1. Then the κ-linear map V ∋ w 7→ w ∈ V has one-dimensional kernel, say
{f = 0} for some f ∈ V ∗. Since that map is G-equivariant, the line spanκ{f} ⊆ V
∗ is G-invariant, that
is, f ◦ ρ(g) ∈ spanκ{f} for every g ∈ G. Since G is reductive, we can find a basis (f, h) of V
∗ ⊆ R[x] such
that spanκ{h} is G-invariant, too. Define β ∈ Aut(A
2
k
) by β(f, h) = (t−v(f)f, h). Because spanκ{f} and
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spanκ{h} are G-invariant, β ◦ ρ(g) = ρ(g) ◦ β, and as before it follows that α := ψ
−1 ◦ β ◦ ψ ∈ AutG(A2
k
).
Moreover, β|V is an isomorphism, so replacing ψ by ψ ◦ α we get dimκ V = 2. 
Let us introduce the following notation. For ϕ ∈ Aut(A2
k
) and j ∈ {1, 2} put wj(ϕ) = minw{t
wxj ∈
ϕ∗R[x]}, that is, wj(ϕ) = max{0,−v((ϕ
−1)∗xj)}. Note that if τ ∈ Aut(A
2
R) then wj(τ ◦ϕ) = wj(ϕ). Put
w(ϕ) = w1(ϕ) + w2(ϕ). Then w(ϕ) > 0, with equality if and only if ϕ ∈ Aut(A
2
R).
We need to show that if w(ψ) > 0 then there exists α ∈ AutG(A2
k
) such that ψ ◦ α ∈ End(A2R) and
w(ψ ◦ α) < w(ψ). The lemma will then follow by induction on w(ψ). Therefore, assume w(ψ) > 0, say,
w1(ψ) > 0.
Claim 2. There exists τ ∈ Aut(A2R) such that t|(ψ◦τ)
∗x1 and δ(g) := τ ◦ρ(g)◦τ
−1 ∈ GL2(κ) is a diagonal
matrix for every g ∈ G.
Proof. By assumption, w(ψ) > 0, so ψ : A2κ −→ V is not surjective. Because ψ is proper, the image
ψ(A2κ) ⊆ V is closed, and by definition it spans V as a κ-vector space. By Claim 1, V
∼= A2κ, so ψ(A
2
κ) is
a curve, say C, of degree at least two. Let f ∈ κ[V ] be the equation of C. Because ψ is G-equivariant,
the ideal (f) ⊆ κ[V ] is G-invariant, and therefore, the line spanκ{f} ⊆ κ[V ] is G-invariant, too.
By [Sat83, Remark 2.1], κ[C] is a polynomial ring in one variable over κ. Since κ[C] = κ[V ]/(f) and
κ is of characteristic zero, it follows from the Abhyankar–Moh–Suzuki theorem [AM75, Suz74] that f is
a coordinate of κ[V ], i.e. κ[f, h] = κ[V ] for some h ∈ κ[V ]. Put τ := (f, h) ∈ Aut(A2κ) ⊆ Aut(A
2
R). Now
(ψ ◦ τ)∗x1 = ψ
∗
f = 0, since (f) = kerψ by definition of f . Hence t|(ψ ◦ τ)∗x1, as required.
Recall that spanκ{f} is G-invariant, that is, ρ(g)
∗f = λ(g)f for some homomorphism λ : G −→ κ∗.
Recall that deg f > 1, since {f = 0} spans V . Now [Coh85, Theorem 8.5, Chapter 6] shows that replacing,
if necessary, h by h− µfd for some µ ∈ κ∗ and d ∈ N , we can assume deg h < deg f .
Now for any g ∈ G, we have τ ◦ ρ(g) = (λ(g)f, h′), where h′ := ρ(g)∗h has the same properties as h,
that is, deg h′ = degh < deg f and κ[f, h] = κ[f, h′]. It follows that h′ = a(g)(h) for some homomorphism
a : G −→ Aff1(κ). Because G is reductive, a(G) is conjugate to a subgroup of κ
∗. Replacing h by some
h + c, c ∈ κ we can assume that in fact a(G) ⊆ κ∗. Therefore, τ ◦ ρ(g) = δ(g) ◦ τ for some diagonal
δ(g) = (λ(g), a(g)) ∈ GL2(κ); which ends the proof of the claim. 
Let τ ∈ Aut(A2R) be as in Claim 2. Define β ∈ Aut(A
2
k
) by β(x1, x2) = (t
−r1x1, t
−r2x2), where
rj = v((ψ◦τ)
∗xj). By Claim 2, r1 > 0. Clearly, β◦δ(g) = δ(g)◦β, hence by (2.2), α := (τ◦ψ)
−1◦β◦(τ◦ψ) ∈
AutG(A2
k
).
We claim that w1(ψ ◦ α) < w1(ψ). Since τ ∈ Aut(A
2
R), we have w := w1(ψ) = w1(τ ◦ ψ) and
w′ := w1(ψ ◦ α) = w1(τ ◦ψ ◦ α) = w1(β ◦ τ ◦ ψ). Write τ ◦ψ(x) = y, and β ◦ τ ◦ ψ(x) = z, so zj = t
−rjyj.
Then
(3.1) twx1 =
∑
i,j
aijy
i
1y
j
2 =
∑
i,j
aijt
r1i+r2jzi1z
j
2
for some aij ∈ R. By assumption, w, r1 > 0. If r2 > 0, too, then (3.1) gives a00 = 0, and dividing (3.1)
by t we infer that tw−1x1 ∈ R[z1, z2], so w
′ 6 w − 1. Similarly, if r2 = 0 then z2 6= 0 and (3.1) gives∑
a0jz
j
2 = 0, so a0j = 0 for all j. Again, dividing (3.1) by t gives w
′ 6 w − 1, which ends the proof. 
Remark 3.2 (cf. [KR14, Remark 3.1]). Claim 2 in the proof of Lemma 3.1 implies that G is diagonalizable,
hence abelian. In fact, in this case G acts on the curve C = ψ(A2κ)
∼= A1κ, and since C spans V , this action
is faithful. In particular, G ⊆ κ∗.
On the other hand, if G 6⊆ κ∗ then the proof of Lemma 3.1 ends after Claim 1, and the resulting
α ∈ AutG(A2
k
) is affine. In Corollary 4.5 we will see that in fact all G-equivariant automorphisms of A2
k
are affine if G 6⊆ κ∗.
However, if G ⊆ κ∗ then α is constructed inductively, by composing conjugates of affine maps via τ ◦ψ,
where τ is as in Claim 2. Hence degα depends both on deg(τ ◦ ψ) and on the number of inductive steps,
which in turn depends on the order w(ψ) of the pole of ψ−1. Therefore, it seems that this method cannot
be used to remove infinitely many poles at once, see Remark 6.2.
4. Equivariant automorphisms of the affine plane
In this section, we use the van der Kulk theorem to investigate the structure of AutG(A2
k
) in more
detail. A description which is sufficient for our purposes is given in [FM89], for trivial G. In the following,
we adapt it to the G-equivariant setting.
Fix an arbitrary field k of characteristic zero. The results of [FM89] are stated over k = R or C, but
those which are relevant for us work over k, too.
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Recall that any ϕ ∈ Aut(A2) \ Aff writes as am+1 ◦ em ◦ am ◦ · · · ◦ e1 ◦ a1 for some m > 0, with
elementary ej ∈ E \Aff and affine aj ∈ Aff with a2, . . . , am 6∈ E. Moreover, this decomposition is unique
up to replacing pairs ej , aj by ej ◦ s, s
−1 ◦ aj for some s ∈ Aff ∩E. Therefore, the sequence of integers
(deg e1, . . . ,deg em), called a polydegree of ϕ, does not depend on the decomposition, and is invariant
under linear change of coordinates. For convenience, we define a polydegree of elements of Aff as an
empty sequence. The set of all automorphisms of polydegree d = (d1, . . . , dm) will be denoted by Ad.
For every ϕ ∈ Aut(A2) of degree at least 2, there is a unique line ℓϕ through the origin such that
degϕ(ℓϕ) < degϕ. By [FM89, p. 72], for each nonempty polydegree d, the map
(4.1) γd : Ad ∋ ϕ 7→ (ℓϕ−1 , ℓϕ) ∈ P
1 × P1
is a locally trivial fiber bundle. To write down its sections, parametrize P1 so that the lines {y = 0},
{x = 0} correspond to 0,∞ ∈ P1. More precisely, fix isomorphisms A1 ∋ λ 7→ {y = λx} ∈ U0 = P
1 \ {∞}
and A1 ∋ λ 7→ {y = λx} ∈ U1 = P
1 \ {0}. Then the sections of γ can be written as
(4.2) Uη × Uϑ ×Fd ∋ (λ, µ, f) 7→ aη,λ ◦ f ◦ a
−1
ϑ,µ ∈ A,
where for λ ∈ k we put a0,λ(x, y) = (x, λx+ y) and a1,λ(x, y) = (λx+ y, x).
To describe the fiber Fd over (0, 0), we introduce the following notation. First, put
Ŝ = {(x, y) 7→ (αx+ α′, βy + β′) : α, β ∈ k∗, α′, β′ ∈ k} ⊆ Aff ∩E.
Next, for q ∈ k[y] define eq ∈ E by
eq(x, y) = (x+ yq(y), y).
For s ∈ Ŝ and an m-tuple q = (q1, . . . , qm) ∈ k[y]
m, put
fs,q = s ◦ eqm ◦ τ ◦ eqm−1 ◦ τ . . . τ ◦ eq1, where τ : (x, y) 7→ (y, x).
Now, [FM89, Lemma 2.10] asserts that for a polydegree d = (d1, . . . , dm)
Fd = {fs,q : s ∈ Ŝ, q = (q1, . . . , qm) ∈ k[y]
m, deg qj = dj − 1},
and s, q are determined uniquely by fs,q ∈ Fd.
Now, we pass to the equivariant setting. For G ⊆ GL2(k), we write A
G
d = Ad ∩ Aut
G(A2), FGd =
Fd ∩ Aut
G(A2). Recall that Fd ∼= (A
1
∗)
N × AM for some N,M > 0. Our goal is to show that FGd is a
vanishing set of some of these coordinates.
We will use the following subgroups of Ŝ:
T = {(x, y) 7→ (αx+ α′, βy) : α, β ∈ k∗, α′ ∈ k}
D = {(x, y) 7→ (αx, βy) : α, β ∈ k∗}, Z = {(x, y) 7→ (αx,αy) : α ∈ k∗} = Z(GL2(k)).
Lemma 4.1. Fix g : (x, y) 7→ (λ0x, λ1y), s : (x, y) 7→ (αx+ α
′, βy + β′) ∈ Ŝ and q ∈ k[y]m. Then
g−1 ◦ fs,q ◦ g = fσ,p for σ(x, y) = (
αλm−1
λ0
x+ α
′
λ0
, βλmλ1 y +
β′
λ1
) and pj(y) =
λj
λj+1
qj(λjy)
for j ∈ {1, . . . ,m}, where λj = λ0 if 2|j and λ1 otherwise.
Proof. Put gj = (λjx, λj+1y), so g0 = g. A direct computation shows that for j ∈ {1, . . . ,m} we have
eqj ◦ gj−1 = gj−1 ◦ epj , τ ◦ gj−1 = gj ◦ τ and s ◦ gm−1 = g0 ◦ σ. The result follows. 
If k contains a k-th root of unity, we fix a primitive one ζk.
Lemma 4.2. Fix {id} 6= G ⊆ D and a polydegree d = (d1, . . . , dm) with m > 0. Assume F
G
d 6= ∅. Then
(4.3) G = Hd1 := {(x, y) 7→ (λ
d1x, λy) : λ ∈ H} for some nontrivial subgroup H ⊆ k∗.
If H is not finite then m = 1 and FGd = {s ◦ eλyd1−1 : s ∈ D, λ ∈ k
∗}.
Assume H = 〈ζk〉. If k|d1 then m = 1 and
(4.4) FGd = {s ◦ eq1 ∈ Fd : s ∈ T, ∃q̂1∈k[y] : q1(y) = y
k−1q̂1(y
k)}.
Assume that k ∤ d1. Then k|d1 − 1 (i.e. G ⊆ Z), or 2 ∤ m. Moreover, if m > 2 then gcd(k, d1) = 1. For
j ∈ {1, . . . ,m} define lj as d1 mod k if 2 ∤ j and as the inverse of d1 mod k if 2|j. Then
FGd = {fs,q ∈ Fd : s ∈ D, ∀j∈{1,...,m}∃q̂j∈k[y] : qj(y) = y
lj−1q̂j(y
k)}.
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Proof. Fix g ∈ G, g(x, y) = g(λ0x, λ1y) for some λ0, λ1 ∈ k
∗ as in Lemma 4.1. Recall that every element
f ∈ Fd can be written uniquely as fs,q, so to check when f ∈ F
G
d we can compare s, q with σ, p from
Lemma 4.1. Comparing the leading coefficients of q1 and p1, we see that λ0 = λ
d1
1 . This proves the first
assertion. We need to show that if m > 2 or if q1 is not a scalar multiple of a monomial, then λ1 is a root
of unity.
If q1 is not a multiple of a monomial, so q1(y) has a nonzero coefficient near some y
r−1 for r 6= d1, then
λd11 = λ0 = λ
r
1, so λ
d1−r
1 = 1. If m > 2 then comparing q2 with p2 we see that λ1 = λ
d2
0 = λ
d1d2
1 , hence λ1
is a k-th root of unity for some k|d1d2 − 1. Note that in this case gcd(k, d1) = 1.
Thus G = 〈g〉 with g(x, y) = (ζd1k x, ζky), where gcd(k, d1) = 1 if m > 2. The set F
G
d consists of those
fs,q ∈ Fd for which q = p and s = σ, where p, σ are as in Lemma 4.1: indeed, since G is cyclic, it suffices
to check equivariance only for the generator g. If the coefficient of qj(y) near y
r is nonzero then comparing
qj with pj gives λj+1 = λ
r+1
j . If 2 ∤ j, this condition means that ζ
d1
k = ζ
r+1
k , so r ≡ d1 − 1 ≡ lj − 1
(mod k). If 2|j, we get ζk = (ζ
d1
k )
r+1, so (r + 1)dj ≡ 1 (mod k), and again r ≡ lj − 1 (mod k).
Comparing s with σ we get 2 ∤ m or λ0 = λ1, i.e. G ⊆ Z. Moreover, since λ1 = ζk 6= 1, we see that
s = σ if and only if s ∈ D for k ∤ d1 and s ∈ T for k|d1. Note that the latter is possible only if m = 1, for
otherwise gcd(k, d1) = 1. 
Remark 4.3. Recall that the mapping fs,q ∈ Fd to the coefficients of s and q gives an isomorphism
Fd ∼= (A
1
∗)
M × AN for some M,N > 0. Lemma 4.2 shows that a subvariety FGd ⊆ Fd is defined by
vanishing of a certain subset of these coordinates. In particular, FGd
∼= (A∗1)
M ′×AN
′
for some M ′, N ′ > 0.
Lemma 4.4. For {id} 6= G ⊆ GL2(k) and a polydegree d = (d1, . . . , dm) let γ
G
d : A
G
d −→ P
1 × P1 be the
restriction of γ from (4.1). Assume that AGd is nonempty. Then after some linear change of coordinates,
G = Hd1 as in (4.3) for a subgroup H ⊆ k
∗, and exactly one of the following holds.
(a) H = 〈ζk〉 for some k|d1 − 1. Then γ
G
d endows A
G
d with a structure of an F
G
d -bundle over P
1 × P1.
(b) H = 〈ζk〉 for some k coprime to d1 and k ∤ d1 − 1. Then A
G
d is a disjoint union of two isomorphic
fibers of γG, namely FGd over (0, 0) and {τ ◦ f ◦ τ : f ∈ F
G
d } over (∞,∞).
(c) H is none of the above groups. Then AGd = F
G
d .
Proof. Assume first that G ⊆ Z. Then by Lemma 4.2 G is as in (a). Moreover, since all g ∈ G commute
with a ∈ GL2(k), by (4.2) γ is G-equivariant, and γ
G is an FGd -bundle over P
1 × P1, as claimed.
Assume now that G 6⊆ Z. Recall that for ϕ ∈ Ad, ℓϕ denotes the unique line such that degϕ(ℓϕ) <
degϕ. Now if ϕ ∈ AGd then for every g ∈ G we have g ◦ ϕ = ϕ ◦ g, so ℓϕ = ℓg◦ϕ = ℓϕ◦g = g
−1(ℓϕ), that is,
ℓϕ is an eigenspace of every g ∈ G. After a linear change of coordinates, we can assume ℓϕ = {y = 0}.
Consider the case when AGd contains some ψ with ℓψ 6= ℓϕ. Because all elements of G share the same
eigenspaces ℓϕ, ℓψ, fixing coordinates such that ℓψ = {x = 0} we see that G ⊆ D. On the other hand,
since G 6⊆ Z, at least one g ∈ G has ℓϕ, ℓψ as its only invariant lines. In the parametrization of P
1 as
in (4.2), ℓϕ and ℓψ correspond to 0 and ∞, respectively. Therefore, for every d, A
G
d is contained in the
union of Fd = γ
−1{(0, 0)}, F∞d = γ
−1{(∞,∞)}, F+d = γ
−1{(0,∞)} and F−d = γ
−1{(∞, 0)}.
SinceAGd is nonempty andG 6⊆ Z, by Lemma 4.2 2 ∤ m. SinceF
−
d = {f◦t : f ∈ Fd} = {fs,q′ : fs,q ∈ Fd},
where q′ = (0, q), comparing s with σ from Lemma 4.1 as in the proof of Lemma 4.2, we infer from
2 ∤ m that F−d ∩ A
G
d = ∅. Similarly, since F
+
d = {fs′′,q′′ : fs,q ∈ Fd}, where s
′′ = τ ◦ s ◦ τ and
q′′ = (q, 0), we get F+d ∩ A
G
d = ∅, too. Because by assumption ℓψ 6= ℓϕ for some ψ ∈ A
G
d , we have
∅ 6= F∞d ∩ A
G
d = {τ ◦ f ◦ τ : f ∈ F
Gτ
d }, where G
τ = {τ ◦ g ◦ τ : g ∈ G} ⊆ D. Hence by Lemma 4.2, both
G and Gτ are as in (4.3). The fact that G 6⊆ Z implies now that G is as in (b). In this case Gτ = G, so
F∞d ∩ A
G
d = {τ ◦ f ◦ τ : f ∈ F
G
d }
∼= FGd , as claimed.
It remains to consider the case where all ϕ ∈ AGd share the same ℓϕ = {y = 0}. In particular,
ℓϕ = ℓϕ−1 = {y = 0} for every ϕ ∈ A
G
d , so A
G
d = F
G
d . Since {y = 0} is an eigenspace of all g ∈ G, all
g ∈ G are upper-triangular, that is, g(x, y) = (λ0x+ µy, λ1x) for some λ0, λ1 ∈ k
∗ and µ ∈ k.
We claim that µ = 0 for all g ∈ G. As in Lemma 4.1, we compute that for q1 ∈ k[y]:
eq1 ◦ g = g˜ ◦ er1 , where g˜(x, y) = (λ0x, λ1y), r1(y) =
λ1
λ0
q1(λ1y) +
µ
λ0
.
As in Lemma 4.2, from the uniqueness of (s, q) for fs,q ∈ Fd, we infer that if fs,q ∈ F
G
d for some
q = (q1, . . . , qm) then q1 = r1. Let c ∈ k be the free coefficient of q1. Then q1 = r1 implies that
(4.5) c(λ0 − λ1) = µ.
Suppose that µ 6= 0 for some g ∈ G. Then by (4.5) c 6= 0, and λ1 6= λ0, so g has two invariant
lines, corresponding to different eigenvalues λ0, λ1. The first one is {y = 0}, and by a linear change of
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coordinates, which does not change the above description, we can assume that the second one is {x = 0}.
This implies that the corresponding µ is zero, hence c = 0 by (4.5), a contradiction.
Therefore, G ⊆ D, so G is one of the groups in Lemma 4.2. If G = Gτ := {τ ◦ g ◦ τ : g ∈ G} then as in
the previous case we get τ ◦ f ◦ τ ∈ AGd \ F
G
d , which is impossible. Hence G 6= G
τ , so G is as in (c). 
We now summarize the above results in the simple case when G is not cyclic, treated in Theorem 1.4.
Corollary 4.5. Let G ⊆ GL2(k) be a non-cyclic reductive group. Then one of the following holds:
(a) AutG(A2
k
) = GLG2 (k)
(b) G ∼= k∗, and there is an integer v > 2 such that after some linear change of coordinates
G = {(x, y) 7→ (λvx, λy) : λ ∈ k∗} and AutG(A2k) = {(x, y) 7→ (α1x+ βy
v, α2y) : α1, α2 ∈ k
∗, β ∈ k}.
In particular, if k= C then AutGalg(C
2) is a connected Lie group.
Proof. Because G ⊆ GL2(k), we have Aff
G
2 = GL
G
2 (k). Thus if every G-equivariant automorphism is
affine, then (a) holds. Assume it is not the case, i.e. AGd 6= ∅ for some polydegree d 6= ∅. Because G is not
cyclic, Lemma 4.4(c) implies that AGd = F
G
d . By Lemma 4.2, after some linear change of coordinates, G
is a subgroup of k∗, acting by (x, y) 7→ (λd1x, λy). Because G is not cyclic, in fact G = k∗. In particular,
v := d1 is uniquely determined by the action of G. Lemma 4.2 implies now that d = (v) and (b) holds.
If k = C, then in both cases AutGalg(C
2) is a Lie group. In case (b), AutGalg(C
2) is isomorphic, as a
complex manifold, to C1 × (C∗)2, hence it is connected, as claimed. In case (a), connectedness follows
from a simple Lemma 4.6 below. 
Lemma 4.6. Let G ⊆ GL2(C) be a linear group. Then Aff
G
2 = GL
G
2 (C) is a connected Lie group.
Proof. The first equality follows from the fact that G acts linearly. To see that GLG2 (C) is connected,
note that it is a Zariski-open subset of the space of G-equivariant 2× 2 matrices, which in turn is a linear
subspace of C2×2. The latter is clearly connected, hence GLG2 (C) is connected, too. 
5. Oka properties for groups of equivariant automorphisms
In this section, we prove Proposition 1.8. Before we make it explicit in Proposition 5.1, let us recall
some basic notions of Oka theory. For a general introduction we refer to [For17, §4,5].
The parametric Oka property with approximation and interpolation (POPAI ) of a complex manifold Y
is defined as follows, cf. [For17, 5.4.4]. Let X0 be a closed subvariety of a Stein space X. Let K be a
holomorphically convex compact subset of X. Let P0 ⊂ P be compact subsets of R
m (or sometimes more
general parameter spaces). Eventually, let f : P ×X −→ Y be a continuous map such that
• f(p, ·) : X −→ Y is holomorphic for every p ∈ P0, and
• f(p, ·) is holomorphic on K ∪X0 for every p ∈ P .
We say that Y has POPAI if for any such f , there is a continuous deformation ft : P×X −→ Y, t ∈ [0, 1],
of f = f0 such that
• the deformation is fixed on (P0 ×X) ∪ (P ×X0),
• for every t ∈ [0, 1] and p ∈ P , ft(p, ·) is holomorphic on K, and ft is uniformly close to f on P ×K,
• f1(p, ·) : X −→ Y is holomorphic for every p ∈ P .
Moreover, if we can construct ft with the same jets as f0 along X0, we get Oka property with jet
interpolation (POPAJI).
Taking X0 or K to be empty, one gets parametric Oka properties just with approximation (POPA) or
interpolation (POPI). Taking (P0, P ) = (∅, {p}) gives the basic version of each property (BOPAI, BOPA,
BOPI, etc). An important consequence of BOPI is that any holomorphic map X0 −→ Y which admits a
continuous extension X −→ Y admits a holomorphic one, too.
A fundamental theorem in Oka theory asserts that all these properties, including the above consequence
of BOPI, are equivalent [For17, 5.15.1], so they are referred to as the Oka property. An important class of
Oka manifolds, i.e. complex manifolds with Oka property, are Lie groups (or, more generally, homogeneous
spaces), see [For17, 5.6.1]. Therefore, it is natural to ask for Oka properties for automorphisms groups
of affine varieties. These groups are usually infinite-dimensional, so the equivalence of Oka properties
no longer applies; and to get reasonable results one needs to restrict the class of maps in question. For
example, by Lemma 2.3(a), holomorphic maps to Autalg(C
n) must have bounded degree, which is clearly
not the case for continuous ones.
Research in this direction was initiated by Forstnerič and Lárusson in [FL14], who proved many para-
metric Oka properties for subgroups of Authol(C
n). As we explain in Section 5B below, not all of their
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methods generalize to our G-equivariant setting. In particular, it seems a difficult problem to obtain
parametric Oka properties for subgroups of AutGhol(C
2) if G is cyclic.
Nonetheless, in Proposition 5.1 we show that AutGalg(C
2) admits some basic Oka properties. Our proof
is a generalization of [FL14, §7], where the authors show that Autalg(C
2) admits a basic Oka property
with interpolation on discrete sets. To interpolate such map at a point, the authors use the Oka property
for the space Ad of automorphisms of given polydegree d, see Section 4. By Lemma 4.4, the same holds
in the G-equivariant setting: indeed, by Lemma 4.4 AGd is either F
G
d , or a disjoint union of two copies of
FGd ; or a F
G
d -bundle over P
1 × P1. Since by Remark 4.3 each FGd
∼= (C∗)M ×CN is Oka, AGd is Oka, too;
see [For17, 5.6.4, 5.6.5]. To get approximation one needs to follow this argument a bit more carefully.
5A. Basic Oka property for AutGalg(C
2)
The following Proposition 5.1 is an explicit formulation of Proposition 1.8. We do not know if it holds
for higher-dimensional X, or if it admits parametric versions, see Remark 5.3 and Section 5B below. The
assumption (5.1) is necessary by Lemma 2.3(a).
Proposition 5.1. Let G ⊆ Autalg(C
2) be a reductive subgroup. Let X be a connected, open Riemann
surface. Let K be a compact, O(X)-convex subset of X and let X0 ⊆ X be a discrete set. Fix ε > 0 and
a sequence (rz)z∈X0 ⊆ N. Let ϕ : Ω −→ Aut
G
alg(C
2) be a holomorphic map on some neighborhood Ω ⊆ X
of K ∪X0. Assume that
(5.1) X ∋ z 7→ degϕ(z) ∈ N is bounded.
Then there is a continuous map X × [0, 1] ∋ (x, t) 7→ ϕt(x) ∈ Aut
G
alg(C
2) such that
(a) ϕ0|K∪X0 = ϕ and ϕ1 : X −→ Aut
G
alg(C
2) is holomorphic,
(b) For every t ∈ [0, 1], ϕt is holomorphic on some neighborhood of K and satisfies dK(ϕt, ϕ) < ε,
(c) For every t ∈ [0, 1] and z ∈ X0, ϕt agrees with ϕ up to order rz at z; that is, ϕt(z) = ϕ(z), and, if
rz > 0, ϕt is holomorphic at z and every coefficient of ϕ− ϕt has zero of order at least rz + 1 at z.
By Lemma 2.6 we can choose coordinates on C2 in such a way that G in Proposition 5.1 acts linearly.
If G is not cyclic, then by Corollary 4.5 AutGalg(C) is a connected Lie group, hence an Oka manifold
[For17, 5.6.1]. Therefore, Proposition 5.1 holds for such G. The difficult part is to prove it for cyclic G.
We will use the following combination of Mittag-Leffler and Weierstrass theorems, see [NR11, Exercise
2.16.7 and Theorem 3.12.1] or [Flo48].
Lemma 5.2. Let K,X0,Ω ⊆ X, (rz)z∈X0 and ε be as in Proposition 5.1. Fix f ∈ M(Ω) which is
holomorphic on K and does not vanish on K \X0. Then there is a continuous map X × [0, 1] ∋ (x, t) 7→
ft(x) ∈ P
1 such that each ft ∈ M(Ω) is holomorphic on K; f − ft has zero of order at least rz + 1 at
every z ∈ X0 and satisfies |f − ft| < ε on K, and f1 ∈M(X) ∩O(X \X0)
∗.
Proof. For z ∈ X0 let kz be the order of zero of f at z (so kz < 0 if f is not holomorphic at z), and let L
be the line bundle associated to the divisor
∑
z∈X0 kzz. Shrinking Ω if necessary, we see that f trivializes
L on Ω. Since H2(X,Z) = 0 as X is a Stein space of dimension 1, f extends to a continuous trivialization
f0 of L. The result now follows from the (basic) Oka property for sections of L [For17, 5.4.4]. 
Proof of Proposition 5.1. Recall that by Lemma 2.6 we can assume that G ⊆ GL2(C) acts linearly. If
G is trivial then the proposition follows from [FL14, Theorem 1.2], so we assume that G 6= {id}.
First, we make the following technical simplification, which will allow us to apply Lemma 2.4.
Claim 1. We can assume that ϕ fixes the origin, i.e. ϕ(z)(0) = 0 for every z ∈ Ω.
Proof. Because ϕ(z) is equivariant with respect to the linear action of G, for every g ∈ G we have
g(ϕ(z)(0)) = g(ϕ(z)(g−10)) = (g ◦ ϕ(z) ◦ g−1)(0) = ϕ(z)(0), that is, ϕ(z)(0) is a common eigenvector of
all g ∈ G, with eigenvalue 1. Since G 6= {id}, it follows that ϕ(z)(0) = λ(z)v for some λ ∈ O(Ω) and a
fixed v ∈ C2. By Lemma 5.2, there is a homotopy {λt}t∈[0,1] such that λ1 ∈ O(X), λt is close to λ on K,
and λt agrees with λ up to an order rz at each z ∈ X0. Thus to prove Proposition 5.1, it suffices to prove
it for a holomorphic map Ω ∋ z 7→ ϕ(z) − ϕ(z)(0) ∈ AutGalg(C
2), which clearly fixes the origin. 
By Claim 1 we can, and therefore will, prove our proposition with AutGalg(C
2) replaced by its subgroup
G consisting of those automorphisms which fix the origin of C2. More precisely, we assume that ϕ takes
values in G, and we will construct ϕt with values in G, too.
Claim 2. For some neighborhood U ⊆ Ω of K ∪X0, ϕ|U extends to a continuous map ϕ0 : X −→ G.
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Proof. Let U be an open neighborhood ofK∪X0 such that U ⊆ Ω and ∂U is smooth. Whitehead’s results
give a retraction r : X\U −→ Γ onto an embedded graph Γ containing ∂U : for a very detailed proof of this
fact see e.g. [KS19, Lemma 4]. On the other hand, we have a retraction d0 : G ∋ α 7→ α
′(0) ∈ GLG2 (C),
see [FL14, Lemma 2.1]: indeed, since G acts linearly, α′(0) is G-equivariant whenever α is. By Lemma
4.6, GLG2 (C
2) is a connected manifold, so d0 ◦ ϕ|U extends to a continuous map ϕ˜ : U ∪ Γ −→ GL2(C).
Now, ϕ0 := ϕ˜ ◦ r is the required extension.
We remark that, since K ∪ X0 has no relative holes in X, we could have chosen U in such a way
that there is a retraction h : U ∪ Γ −→ U . This way, instead of extending d0 ◦ ϕ, one could simply put
ϕ˜ = d0 ◦ ϕ|U ◦ h, i.e. contract the graph. 
Claim 3. Let U be a neighborhood of K such that ϕ|U is holomorphic; and let d be the polydegree of
ϕ|U ∈ Aut(A
2
M(U)). Then our proposition holds under following additional assumption: X0 = Xid ∪Xd,
where ϕ agrees up to an order rz with id at every z ∈ Xid and with some αz ∈ A
G
d at every z ∈ Xd.
Proof. If K = ∅, we choose U to be a neighborhood of some z ∈ X0 such that ϕ|U is holomorphic. Thus
in any case, we can assume U 6= ∅. We can also assume that d 6= ∅. Indeed, otherwise ϕ|U∪X0 is affine,
so the claim follows from the Oka property of AffG2 : the latter is Oka because, by Lemma 4.6, it is a
connected Lie group, see [For17, 5.6.1].
Applying Lemma 4.4 over the field M(U), we see that ϕ|U writes as σ
−1 ◦ a ◦ f ◦ σ for some σ, a ∈
GL2(M(U)) and f := fs,q ∈ F
G
d as in Lemma 4.2. Here a comes from (4.2), so it equals id in cases (b),(c)
of Lemma 4.4, and in case (a) it is a composition of maps denoted in (4.2) by aϑ,µ and aη,λ, which are of
type (x, y) 7→ (x, λjx+y) or (λjx+y, x) for some λj ∈M(U), j ∈ {1, 2}. In cases (b),(c) put λ1 = λ2 = 0.
Let c := (c1, . . . , cm) ∈ M(U)
m be a list of all nonzero coefficients of s, of the polynomials in q, and
λj’s. Let k = M(U) or MX,z. For γ ∈ k
m define ϕ〈γ〉 by the same formula as ϕ|U , but with each cj
replaced by γj. We claim that
(5.2) for any γ ∈ km, ϕ〈γ〉 ∈ AutG(A2k) and ϕ
〈γ〉(0) = 0.
Clearly, ϕ〈γ〉 ∈ Aut(A2
k
). To see that ϕ〈γ〉(0) = 0, recall that by Lemma 4.2 ϕ(0) = 0 means that s ∈ D
in (4.4), so it is equivalent to vanishing of certain coefficient of s, and therefore, it holds for ϕ〈γ〉, too. To
prove G-equivariance, assume first that γ ∈ (k∗)m. Then the polydegrees of ϕ〈γ〉 and ϕ|U are the same,
so ϕ〈γ〉 ∈ Ad. By Lemma 4.4, modifying a does not change G-equivariance: indeed, in cases (b),(c) a
stays equal to id, and in case (a) any a is good. Eventually, recall that by Remark 4.3 FGd ⊆ Fd is cut out
by vanishing of certain coefficients. This vanishing holds for the ones in ϕ˜, too, because ϕ˜ differs from ϕz
only by the nonzero ones. Hence ϕ〈γ〉 ∈ AGd , as claimed.
To end the proof of (5.2), note that any ϕ〈γ〉 can be written as a limit of ϕ〈γ˜〉 with γ˜ ∈ (k∗)m, and a
limit of G-equivariant automorphisms is G-equivariant. Alternatively, one can observe that the conditions
of Lemma 4.2 still hold, although the polydegree may drop, so the above proof works in this case, too.
Put X ′0 =
⋃m
j=1X
′
j , where X
′
j is the set of poles of cj ∈ M(U). By Lemma 2.5, for each z ∈ X
′
0 there
is an integer sz > 0 such that if γj agrees with cj up to an order sz at z, then ϕ
〈γ〉 is holomorphic. Now
for every z ∈ X0 ∪X
′
0 define vz as rz if z ∈ X0 \X
′
0, sz if z ∈ X
′
0 \X0 and max{sz, rz} if z ∈ X0 ∩X
′
0.
Recall that for any z ∈ X0 we have αz ∈ A
G
d , so αz = ϕ
〈η〉 for some η ∈ MmX,z. It is also clear that
id = ϕ〈δ〉 for some δ ∈ {0, 1}m ⊆ MmX,z, z ∈ Xid. Thus for all z ∈ X0 ∪X
′
0 there exists ϑ
z ∈ MmX,z such
that the germ of ϕ at z agrees with ϕ〈ϑ
z〉 up to an order vz.
By Lemma 5.2, for any ε0 > 0 there is a (continuous) homotopy {γ
t}t∈[0,1] such that for each j ∈
{1, . . . ,m}, γ0j |U = cj , γ
1
j ∈ M(X) ∩ O(X \X
′
0), γ
t
j agrees with ϑ
z
j up to order vz, and |cj − γ
t
j| < ε0 on
K. Put ϕt = ϕ
〈γt〉. By Lemma 2.2, (t, ϕ) 7→ ϕt is continuous, and we can choose ε0 in such a way that
dK(ϕ,ϕt) < ε, so (b) holds. Now, the choice of vz guarantees that (a) and (c) hold, too. 
Applying Claim 3 to X0 = X0∩K and some smaller ε0 > 0, we get a holomorphic map α : X −→ G such
that dK(ϕ,α) < ε0 and α agrees with id up to an order rz for every z ∈ X0 ∩K. The map β := α
−1 ◦ϕ is
holomorphic on K ∪X0. Since α is holomorphic, it is of bounded degree, so β is of bounded degree, too.
Thus we can write X0 as a finite disjoint union
⊔n
j=1Xj , such that for any z ∈ Xj , the germ of β at z has
polydegree dj . Claim 3 gives a homotopy {β
(j)
t }t∈[0,1] from β
(j)
0 = β to a holomorphic map β
(j)
1 : X −→ G,
such that dK(β, β
(j)
1 ) < ε0 and β
(j)
t agrees up to an order rz with β for every z ∈ Xj , and with id for
every z ∈ X0 \Xj . Now, put
ϕt = β
(n)
t ◦ · · · ◦ β
(1)
t ◦ α.
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Because β1 is holomorphic, ϕ1 is holomorphic, too, so (a) holds. By Lemma 2.2, we can choose ε0 in
such a way that dK(ϕt, ϕ) < ε, so (b) holds, too. For (c), recall that, by the reduction we have made
after Claim 1, all α, β
(j)
t fix the origin. Therefore, Lemma 2.4 implies that at each z ∈ X0, ϕt agrees with
β ◦ α = ϕ up to an order rz, as claimed. 
Remark 5.3. Although [FL14, Theorem 1.2] shows that interpolation on discrete sets (BOPI) works for
maps from arbitrary Stein spaces; to get approximation (BOPA) we need to restrict our attention to maps
from open Riemann surfaces. Indeed, our idea is to treat such map as an element of Aut(A2M(X)), see
Lemma 2.3(b), and decompose it according to Jung’s theorem, so the factors are necessarily meromorphic.
If X has dimension one, we only need to control the order of their poles, which is managed by Lemma
2.5. However, this approach no longer works if the local rings are not DVRs.
5B. Remarks on the parametric Oka property
In view of Proposition 5.1, it is natural to ask if AutGalg(C
2) admits any kind of parametric Oka prop-
erties. If G is not cyclic, then by Corollary 4.5 AutGalg(C
2) is an Oka manifold. Therefore, let us restrict
to the difficult case of cyclic G.
Our proof does not easily generalize to this setting. Indeed, it relies on the explicit description of
Autalg(C
2) given by the Jung-van der Kulk theorem. In order to obtain a parametric Oka property, one
would need it for Aut(A2R), where R is the ring of continuous functions on the parameter space. But, as
we have seen in Section 2C, it is very difficult to get such description when R is not a field.
Up to now, the only parametric Oka properties for Autalg(C
n) were obtained by Forstnerič and Lárusson
in [FL14]. The main tool used for approximation (see e.g. in §3 loc. cit) is the Andersén-Lempert theory,
which builds on the fact that every polynomial vector field on Cn is a finite sum of complete algebraic
vector fields. Moreover, this decomposition can be made holomorphically depending on a parameter by
choosing for each homogeneous part of degree m > 2 a basis consisting of algebraic vector fields of a
special kind, so called shears and overshears, see [For17, 4.9.5] and references there. For an algebraic
proof of this statement see [KL13, Lemmas 7.5 and 7.6].
In our situation, however, there are not enough G-equivariant shears and overshears, as shown by the
following example.
Example 5.4. Let G ∼= Z/3Z be a group generated by ζ3 = e
2pii/3; acting on C2 by ζ3 ·(x, y) = (ζ3x, ζ
2
3y).
Then the G-equivariant shears and overshears are x2p(x3) ∂∂y , y
2p(y3) ∂∂x and yp(x
3) ∂∂y , xp(y
3) ∂∂x for p ∈
C[t]. Clearly, they do not span the space of all G-equivariant algebraic vector fields.
In fact, one can show that the (non-complete) G-equivariant vector field x2y ∂∂x + xy
2 ∂
∂y does not lie
in the Lie algebra generated by any complete G-equivariant algebraic vector fields, let alone shears and
overshears. This follows from the classification of such fields, given in [KLL15, Theorem 5.4].
More generally, if G = 〈ζd〉 ∼= Z/dZ is a cyclic group acting on C
2 by ζd · (x, y) = (ζdx, ζ
e
dy), where
ζd = e
2pii/d and e ∈ {1, . . . , d − 1} is coprime to d, then [KLL15, Corollary 5.5(i)] implies that C2/G has
strong algebraic density property if and only if e|d+1 and e2 6= d+1. Here strong ADP for C2/G means
that all algebraic vector fields on C2/G (equivalently, all G-equivariant ones on C2) lie in the Lie algebra
generated by complete ones.
In particular, if e ∤ d + 1 or e2 = d + 1, e.g. for (d, e) = (3, 2), the Andérsen-Lempert lemma does not
work for G-equivariant vector fields; even if one allows arbitrary complete vector fields instead of just
shears and overshears. This shows that the Forsnterič-Lárusson approach cannot be applied here.
6. Proof of Theorems 1.3 and 1.4
In this section, we combine Lemma 3.1 and Proposition 5.1 to remove all poles of ψ in (1.1).
Fix an open Riemann surface X, a reductive group G and a holomorphic map ν : G×X −→ Autalg(C
2)
defining a holomorphic family of algebraic G-actions on C2 parametrized by X, see Definition 1.1. Recall
that by Lemma 2.3(b), we can identify holomorphic and meromorphic maps X −→ Autalg(C
2) with
elements of Aut(A2O(X)) and Aut(A
2
M(X)), respectively. Thus ν defines an action of G on Aut(A
2
O(X)).
We can now list the ingredients of the proof of Theorems 1.3 and 1.4.
Lemma 6.1. (a) There exists ψ ∈ Aut(A2M(X)) which linearizes G over M(X), see (2.2).
(b) Fix ψ as in (a). Let Z be a set of poles of ψ, and let ψz ∈ Aut(A
2
MX,z
) be a germ of ψ at some z ∈ Z.
Then there is a germ αz ∈ Aut
G(A2MX,z) such that ψz ◦ αz is holomorphic at z.
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(c) In addition to (b), fix an ε > 0, a compact, O(X)-convex subset K ⊆ X and a subset X0 ⊂ Z such
that X0 ∋ z 7→ degαz ∈ N is bounded. Then there is a meromorphic map β : X −→ Aut
G
alg(C
2) which
is holomorphic off X0, such that ψ˜ := ψ ◦ β is holomorphic on X0 ∪X \Z and satisfies dK(ψ˜, ψ) < ε.
In particular, ψ˜ linearizes G over M(X).
Proof. (a) follows from Lemma 2.6 for κ = C, k=M(X).
(b) follows from Lemma 3.1 for R = OX,x.
(c) Note first that by Lemma 2.5, for any z ∈ X0 there is an integer rz > 0 such that for any α˜z which
agrees with αz up to an order rz, ψz ◦ α˜z is holomorphic, too.
Let kz be the order of the pole of αz. By Lemma 5.2, there is χ ∈ O(X) such that χ has a zero of
order kz at each z ∈ X0 and does not vanish elsewhere. For z ∈ X0 let χz be a germ of χ at z, so
χz · αz ∈ Aut(A
2
OX,z
). Since X0 ⊆ X \K is discrete, we can choose a neighborhood Ω of K ∪X0 and a
holomorphic function ϕ : Ω −→ AutGalg(C
2) such that ϕ|K = χ|K and the germ of ϕ at each z ∈ X0 equals
χz · αz. Put M = supz∈K χ(z)
−1.
Fix ε0 > 0. Proposition 5.1 gives a holomorphic map ϕ1 : X −→ Autalg(C
2) such that dK(ϕ1, ϕ) <
ε0
M ,
and ϕ1 agrees with ϕ up to an order rz + kz. It follows that β = χ
−1 · ϕ1 satisfies dK(β, id) < ε0, and β
agrees with αz up to an order rz. By definition of rz, the latter condition means that ψ ◦β is holomorphic
at z. By Lemma 2.2, we can choose ε0 > 0 such that dK(ψ ◦ β, ψ) < ε, as claimed.
The fact that ψ ◦ β linearizes G follows from the G-equivariance of β. Indeed, for any g ∈ G we have
(ψ◦β)◦g◦(ψ◦β)−1 = ψ◦(β◦g◦β−1)◦ψ−1 = ψ◦g◦ψ−1 = ρ(g) for some representation ρ : G −→ GL2(C)
as in (2.2). 
Proof of Theorem 1.4. Let ψ and αz be as in Lemma 6.1. Since G is not cyclic, by Corollary 4.5 the
map z 7→ degαz is bounded (by 1 if G 6⊆ C
∗, and by v if G = C∗). Thus Lemma 6.1(c), applied to K = ∅
and X0 = Z gives ψ˜ ∈ Aut(A
2
O(X)) which linearizes G, as required. 
Proof of Theorem 1.3. Choose an exhaustive family of O(X)-convex compact subsets ∅ = K0 ⊆ K1 ⊆
. . . such that Kj−1 ⊆ intKj. Fix ψ as in Lemma 6.1(a). For j > 1 let Zj := Z ∩Kj be the set of poles
of ψ which lie in Kj . Clearly, Zj is finite, and Z =
⋃
j>1Zj .
Claim. For every j > 0 there is a meromorphic map ψj : X −→ Autalg(C
2) which linearizes G, such that
ψj is holomorphic on Zj ∪ (X \ Z) and dKj−1(ψj , ψj−1) < 2
−j for j > 1.
Proof. We argue by induction on j. For j = 0 we can take ψ0 = ψ. Assume that ψj−1 is constructed for
some j > 1. Since Zj \ Zj−1 is finite, Lemma 6.1(c) applied to X0 = Zj \ Zj−1, K = Kj−1 and ε = 2
−j
gives ψj := ψ˜j−1 which satisfies the required properties. 
Now, each Kj admits a neighborhood Ωj such that (ψi|Ωj )
∞
i=j is a Cauchy sequence with respect to
the metric dKj . Such sequence converges uniformly on Kj to a holomorphic map ϕj : Ω
′
j −→ Authol(C
2)
defined on some (possibly smaller) neighborhood Ω′j of Kj . Because ϕi|Kj = ϕj |Kj for all i > j, we
infer from Lemma 2.2 that (ϕj)
∞
j=0 converges uniformly on compacts to a holomorphic map ϕ : X −→
Authol(C
2). Because each ψj linearizes G, so does their limit ϕ. 
Remark 6.2. Each ψj in the above proof is a map to Autalg(C
2). However, since that space is not
complete, the limit ϕ of ψj takes values in Authol(C
2). We do not know if one can choose ϕ with values
in Autalg(C
2).
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