Abstract-We present new exponential bounds for the Gaussian function (one-and two-dimensional) and its inverse, and for -ary phase-shift-keying (MPSK), -ary differential phase-shift-keying (MDPSK) error probabilities over additive white Gaussian noise channels. More precisely, the new bounds are in the form of the sum of exponential functions that, in the limit, approach the exact value. Then, a quite accurate and simple approximate expression given by the sum of two exponential functions is reported. The results are applied to the general problem of evaluating the average error probability in fading channels. Some examples of applications are also presented for the computation of the pairwise error probability of space-time codes and the average error probability of MPSK and MDPSK in fading channels.
that the accuracy of our results is preserved when used to evaluate the average error probability in fading channels. Some examples of applications are reported for the computation of the pairwise error probability (PEP) for space-time codes (STCs) and the average error probability of -ary phase-shift keying (MPSK) and -ary differential phase-shift keying (MDPSK).
II. IMPROVED EXPONENTIAL-TYPE BOUNDS ON THE
The complementary error function is usually defined as [2] (1)
The tail probability of a unit variance zero mean Gaussian random variable is the function, which is related to the by (2) In the following, we will focus our attention on the , all results also being useful for the function by the relation in (2) .
A few years ago, the following integral of an exponential form for the function appeared in [6] (3)
Although this alternative form can be obtained by trivial manipulations of the results given in Weinstein [7] and Pawula et al. [8] , it is not explicitly stated in either paper.
In the past, some exponential-type bounds have been derived. By adopting the Chernoff-Rubin bound we have, for , the exponential-type bound [1] (4) This can be improved by a factor 1/2. In fact, it is not difficult to show that the following also holds [1] : (5) In [9] , it was observed that the bound in (5) can be derived from (3) by replacing the integrand with its maximum that occurs at as follows: The main idea of this work is that the previous bound can be improved in a simple way. For this purpose, let us first note that since (7) is a monotonically increasing function in for , then choosing arbitrarily values of such that with , we can write the following improved exponential bound: (8) where (9) By increasing , that is the number of values, the bound tends to the exact value. In fact, the right hand side of (8) 
In general, the intermediate points can be chosen arbitrarily, for example, trying to obtain the best bound, or simply equispaced, but satisfying . We verified that the value for the case is a good choice. In Fig. 1 , we report the behavior of (8) with equispaced points, i.e., with . Note that the case is the bound in (10).
III. A TIGHT AND SIMPLE APPROXIMATION FOR THE
Starting from (3), a quite good and simple approximate expression can be obtained for . In fact, by applying the numerical evaluation by trapezoidal rule in the case for an arbitrary point , we have (12) Parameter is chosen here to minimize the integral of the relative error in the range of values of interest (the classical minimum mean square error optimization does not give good results in this case) (13) The optimum value in the range dB has been calculated numerically to be leading to (14) Actually, it can be verified that (14) provides a tight upper bound for . This can be seen in Fig. 2 where the function is plotted. As can be noted, there is good agreement with for a wide range of abscissa values. Expression (14) becomes useful in those communication theory problems (e.g., coding) where an exponential-type function makes the solution or the evaluation simpler, without substantial loss of accuracy. An example of such an application is reported in Section VI.
IV. BOUNDS ON THE
Another important function useful in dealing with statistical problems is the inverse complementary error function, defined as . It is worthwhile observing that, to our knowledge, although some approximations can be found in [10] , bounds on the inverse error function have not been investigated in the literature. Here, we derive simple upper bounds on the inverse function from the exponential-type bounds on previously presented. In fact, the first (trivial) bound from (5) is (15) An improved bound can be derived by inverting (10) as follows: (16) Numerically, it can be verified (see, e.g., Fig. 1 ) that at , the bound in (16) is 0.69, 0.46, and 0.22 dB closer, respectively, to the exact value with respect to the bound in (15) .
V. BOUNDS FOR THE 2-D JOINT GAUSSIAN FUNCTION
A similar approach can be followed to bound the 2-D joint Gaussian function, starting from the representation presented in [17] . There, it was shown that the 2-D Gaussian function can be written as (17) with the correlation coefficient and (18) Here, the inverse tangent function principal value is taken in the interval so that . Since the integrand in each term of (17) These bounds can be applied, for example, to compute the outage probability for dual diversity selection combining over correlated distributed log-normal channels [18] , [19] .
VI. UPPER AND LOWER EXPONENTIAL BOUNDS ON MPSK AND MDPSK SYMBOL-ERROR PROBABILITY
Based on results obtained by Pawula et al. [8] , [15] , the following expressions exist for the symbol-error probability (SEP) of coherent MPSK and differential coherent MPSK (MDPSK): (23) and (24) where is the symbol signal-to-noise ratio (SNR). In (23), the integrand is monotonically increasing in the interval and monotonically decreasing in the interval . It can also be noted that the integrand is symmetric around the value . Thus, to upper and lower bound the SEP, one can first divide the integral into two integrals corresponding to the above integration intervals and then apply the approach discussed in the previous sections. Arbitrarily choosing monotonically increasing values of such that , the following upper and lower sum of exponential bounds are obtained: (25) (26) where and (27) In (24) System performance investigation in fading channels often requires the evaluation of the average error probability over the fading statistics, namely (31) where denotes the error probability conditioned on the instantaneous SNR . In most cases, this task becomes difficult due to the nonlinear dependence of the error probability on , the specific form of the nonlinearity depending on the particular modulation technique employed. Based on the form of in (3), a general result is given in [11] for the evaluation of the above expectation over fading channels for the case where with arbitrary constants . In this paper, we apply the exponential bounds of the previous sections to find a simple and accurate approach for the computation of (31) that does not require any numerical integration.
In general, if the error probability can be upper bounded, as is done in (8), (25), and (28), then we can write (similarly for lower bounds) (32) where (33) is the moment-generating function (MGF) associated with the random variable [11] . Once the MGF of the instantaneous SNR is known (often in closed form), it is simple to evaluate, with the accuracy required, the average probability using (32) without the need to perform any numerical integration.
A. Application to STCs
As an example of an application, consider the evaluation of the average PEP of STCs in the same scenario as in [12] - [14] , [16] corresponding to a four-state quadrature phase-shift-keying (QPSK) STC operating in a Rayleigh-fading environment. The PEP is evaluated for a block length , for two transmitting and one receiving antenna, and (34) where , are the two codewords considered and denotes the symbol energy. In this case, the MGF of for both independent and block fading channels is [11] , [16] (35) where is the single-sided noise power spectral density. By inserting (35) in (32), we obtain the bound on average PEP (36) If the approximation (14) is invoked, a simpler expression for the PEP can be found, namely (37) The accuracy of (36) and (37) can be verified by observing Fig. 3 . For this particular scenario, an exact expression has also been obtained in [16] . The exact curve and the Chernoff bound [13] , [14] are also reported for comparison. For example, at PEP the improvement obtained for and with respect to the Chernoff bound is on the order of 3 dB. Moreover, the approximation (37) leads to a very tight result. These results show that both the bound and the approximation maintain their accuracy even if averaged over the fading. More generally, these bounds and approximations are useful in all cases where the MGF of the argument of the function can be evaluated in a closed form (see [16] for more details about application to STCs). 
B. Average Upper and Lower Bounds on MPSK and MDPSK SEP
The same MGF method can be exploited to find upper and lower bounds on MPSK and MDPSK SEP in fading channels. Starting from (25), (26), (28), and (29), by applying the same methodology followed in previous sections, we get the following bounds on the average SEP:
for MPSK and MDPSK, respectively. The MGF can be evaluated from (33) once the fading statistics are known and is reported for a large variety of channels in [11] .
In Figs. 4 and 5, the accuracy of the bounds can be verified for 8PSK, 16PSK, 8DPSK, and 16DPSK schemes in Rayleigh fading. Also in this case, the accuracy, in terms of SNR required for a fixed target , is preserved for the whole range of SNR of interest. 
VIII. CONCLUSION
In this paper, exponential bounds for one-dimensional and 2-D Gaussian functions have been presented. In the limit of a large number of terms, these bounds approach their corresponding exact values. Moreover, an accurate and simple approximate expression for the function is reported. The general problem regarding the evaluation of the average error probability in fading channels has been addressed by using these bounds and approximation in situations where other kinds of bounds (e.g., Chernoff-Rubin) fail. In particular, some examples have been given for the computation of the PEP of STCs and the average error probability of MPSK and MDPSK in fading channels.
