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A B S T R A C T
This paper presents a novel geometric calibration method for focused light ﬁeld camera to trace the rays of ﬂame
radiance and to reconstruct the three-dimensional (3-D) temperature distribution of a ﬂame. A calibration
model is developed to calculate the corner points and their projections of the focused light ﬁeld camera. The
characteristics of matching main lens and microlens f-numbers are used as an additional constrains for the
calibration. Geometric parameters of the focused light ﬁeld camera are then achieved using Levenberg-
Marquardt algorithm. Total focused images in which all the points are in focus, are utilized to validate the
proposed calibration method. Calibration results are presented and discussed in details. The maximum mean
relative error of the calibration is found less than 0.13%, indicating that the proposed method is capable of
calibrating the focused light ﬁeld camera successfully. The parameters obtained by the calibration are then
utilized to trace the rays of ﬂame radiance. A least square QR-factorization algorithm with Plank's radiation law
is used to reconstruct the 3-D temperature distribution of a ﬂame. Experiments were carried out on an ethylene
air ﬁred combustion test rig to reconstruct the temperature distribution of ﬂames. The ﬂame temperature
obtained by the proposed method is then compared with that obtained by using high-precision thermocouple.
The diﬀerence between the two measurements was found no greater than 6.7%. Experimental results
demonstrated that the proposed calibration method and the applied measurement technique perform well in
the reconstruction of the ﬂame temperature.
1. Introduction
Flame is a 3-D medium with sparse density, particle participation
and self-illumination. It plays an essential role in various industrial
processes such as combustion in power plant and rocket engine. Where
temperature is one of the most important characteristic parameters of
the ﬂame and closely linked to the performance of the combustion
process. In the process of combustion diagnostics, the quantitative
characterization of ﬂame temperature can be used for informing the
operators or the control system to diagnose the state of the ﬂame or to
optimize the process [1]. However, the 3-D temperature measurement
is then crucial for improving the combustion eﬃciency and controlling
the product such as NOx [2–4]. Besides, to achieve an in-depth
understanding of combustion processes, the spatial and temporal
measurement of the ﬂame temperature in a combustion system is also
necessary and an eﬀective means for the 3-D measurement of ﬂame
temperature remains a challenge for combustion engineers and re-
searchers [5,6]. Over the past few years various measurement techni-
ques were developed to reconstruct the temperature distribution of a
ﬂame, such as laser based diagnostics techniques [7–10], single camera
[11–13] and multi-cameras based diagnostics techniques [5,6,14–16].
For example, Doi et al. [8] reconstructed the 3-D temperature
distribution of turbulent ﬂame using multi-directional holographic
interferograms. Ma et al. [9] proposed a novel technique to obtain
simultaneous tomographic images of ﬂame temperature and species
concentration based on hyperspectral absorption spectroscopy. Yang
et al. [10] presented the water vapour multiplexed tunable diode-laser
absorption spectroscopy (TDLAS) technique to obtain the 3-D ﬂame
temperature. However, laser based diagnostics techniques require
more complex system and unsuitable for industrial furnaces due to
the complex setup, high cost of the system. A single CCD (charge-
coupled device) camera or multi-cameras based tomographic techni-
ques [5,6,11–16] are also used for the 3-D temperature measurements.
For instance, Huang et al. [11] proposed a method to reconstruct the
soot temperature and volume fraction of the ﬂame sections. LSQR
(least square QR-factorization algorithm) algorithm and two-color
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technique with a single camera based stereoscopic image system were
used. Brisley et al. [13] developed a prototype instrumentation system
based on two-color pyrometry and image processing techniques to
reconstruct the 3-D ﬂame temperature using a single CCD camera.
Those techniques are simple in structure and thus being easy to install
on a practical furnace but they can only be used under strict condition
such as a high level of rotational symmetry and stable ﬂames. Recently,
Hossain et al. [5] developed an optical tomographic algorithm incor-
porating logical ﬁltered back-projection and simultaneous algebraic
reconstruction techniques to reconstruct the grey-level intensities of
ﬂame sections using optical imaging ﬁber bundles and multi-cameras
based imaging system. The ﬂame temperature is determined from the
reconstructed grey-level intensities based on the two-color principle.
Gong et al. [14] proposed a new combination of optical sectioning
tomography (OST) and two-color method to reconstruct the 3-D
temperature distribution of impinging ﬂames in an opposed multi-
burner gasiﬁer. Though a more reliable and accurate 3-D temperature
reconstruction of ﬂames can be achieved using the multi-cameras
systems compared to single camera systems. But they are in high
system cost, complexity in system setup and installation. Besides, Li
et al. [16] proposed a radiative imaging model and Tikhonov regular-
ization method to reconstruct the 3-D ﬂame temperature ﬁeld.
However, these techniques (single camera or multi-cameras based
techniques) utilized the conventional CCD camera which is unable to
distinguish the direction of ﬂame radiance and hence the radiance of
ﬂame captured by a conventional camera is limited to two-dimensional
(2-D). Whereas the light ﬁeld camera is capable of recording the
direction of each ray with corresponding intensity and 3-D radiance
ﬁeld of the ﬂames through a single exposure [17–20]. And the cone
angle of the ﬂame radiance captured by a single pixel of a light ﬁeld
camera is much smaller than that of a conventional camera [21].
In recent years, the application of the light ﬁeld camera is
increasing with the maturing of the manufacturing technique of
microlens array [22–28]. To determine the 3-D position of the object,
the geometric calibration of the focused light ﬁeld camera is important.
It is also crucial to obtain the intrinsic parameters (such as separation
between the main lens and the CCD sensor) of the light ﬁeld camera for
related applications like ray tracing. However, very limited research
can be found on the geometric calibration of the focused light ﬁeld
camera, particularly for the 3-D temperature reconstruction of a ﬂame
[21,29]. Jeﬀrey et al. [29] preliminary investigated the 3-D measure-
ment of ﬂames with a light ﬁeld camera using image refocusing, 3-D
deconvolution and tomographic reconstruction techniques. However,
feasible methods were not proposed to reconstruct the ﬂame tempera-
ture or to calibrate the focused light ﬁeld camera. Sun et al. [21] also
preliminary reconstructed the 3-D temperature distributions of the
ﬂame using a single light ﬁeld camera where the geometric calibration
of the focused light ﬁeld camera was not considered. Usually, the
relationship between the 3-D point on calibration board and the image
point on the sensor plane for main lens is utilized to calibrate the
conventional camera [30–32]. Because the corner points are imaged
twice by the main lens and microlenses in the focused light ﬁeld
camera, these methods for conventional camera [30–32] cannot be
employed directly to calibrate the focused light ﬁeld camera. Yunsu
et al. [33] developed an eﬃcient geometric calibration method for
traditional light ﬁeld camera (i.e. lytro light ﬁeld camera) using line
features technique. Basically distance between the sensor plane and the
microlens array in the lytro light ﬁeld camera is equal to the focal
length of each microlens. Hence the 3-D point on calibration board is
not imaged directly on the sensor [33]. It is therefore diﬃcult to extract
precise locations of the corner points from raw images captured by the
lytro light ﬁeld camera. To capture the positional information of the
light ﬁeld more densely, the microlenses are focused on the image
produced by the main lens in the focused light ﬁeld camera [34–37]. In
the focused light ﬁeld camera the corner points are imaged on virtual
image plane by main lens and then re-imaged on the CCD sensor by the
microlenses. The points are thus recognizable on the raw image
captured by a focused light ﬁeld camera while there are no recognizable
corner points in the raw image captured by a traditional light ﬁeld
camera. The recognized corner points can then be used for the
calibration process. So the line features are not necessary for the
geometric calibration of the focused light ﬁeld camera. The calibration
model proposed in [33] is not applicable for the focused light ﬁeld
camera since the CCD sensor deviates from the focal plane of the
microlenses. Ole et al. [34] proposed a calibration method for the
focused light ﬁeld camera and the parameters are estimated by
minimizing the residual between the projected model points and the
measured points of calibration pattern. A sequential quadratic pro-
gramming (SQP) algorithm was employed to optimize the residual.
However, a good initialization of the unknown parameters is required
for the accurate optimization, or the algorithm may be converged to
local optima. Klaus et al. [35] employed the total focused images to
calibrate the focused light ﬁeld camera. The total focused image is the
image which is rendered from the raw image captured by the light ﬁeld
camera and each point in the total focused image is on focus. Generally,
a clear total focused image relies on a series of reliable algorithms (e.g.,
refocusing algorithm). The calibration method described in [35] is then
capable of calibrating the focused light ﬁeld camera with high accuracy.
However, the relationship between the virtual image points and their
projections for microlenses is not included in their calibration model.
The preliminary geometric calibration of the focused light ﬁeld camera
using raw light ﬁeld images was presented in [37]. But the method was
performed very poor and the high reprojection errors was found up to
1.8%. The overall optimization was also not considered in the calibra-
tion procedures.
This paper presents a novel geometric calibration method of
focused light ﬁeld camera with overall optimization in the calibration
procedures and the evaluation of the 3-D reconstruction of ﬂame
temperature. The developed geometric calibration model is solved by
incorporating the Levenberg-Marquardt algorithm. To establish the
calibrations, the same f-numbers of main lens and microlens are
applied. The calibrations of a focused light ﬁeld camera are performed
by using a bespoke calibration board. Results obtained from the
calibration are presented and analyzed. Experiments were carried out
on a lab-scale ethylene air ﬁred combustion test rig to reconstruct the
3-D temperature distribution of a ﬂame. The results obtained from the
experiments are presented and discussed. Flame temperature was also
measured by thermocouple and compared with the reconstructed
temperature of the ﬂame and their results are described.
2. Methodology
2.1. Proposed geometric calibration model
Fig. 1 illustrates the schematic diagram of radiative imaging model
of the ﬂame based on a single focused light ﬁeld camera. In this model,
Fig. 1. Schematic diagram of the radiative imaging model of the focused light ﬁeld
camera.
J. Sun et al. Optics Communications 390 (2017) 7–15
8
lm and Sv are the distances from the microlens array to CCD sensor
plane and to virtual image plane, respectively. L and l are the distances
from main lens to the microlens array and to the virtual object plane,
respectively. The virtual image plane is the conjugate plane of the CCD
sensor for microlenses. The virtual object plane of the light ﬁeld camera
is the conjugate plane of the virtual image plane for the main lens. The
point on virtual image plane is called the virtual image point and the
point on virtual focal plane is called the virtual source point. The rays
emitted by one virtual source point are converged to the virtual image
point by main lens and then re-converged to the pixels (i.e. image
points) of the sensor by the microlenses in the focused light ﬁeld
camera [17,18].
In order to trace the directions of the rays of ﬂame radiance, it is
required to calibrate the geometric parameters (L, lm, Sv) of the
focused light ﬁeld camera. Basically, the focused light ﬁeld camera
consists of two layers of lenses: the main lens and the microlens array.
For the lenses, pinhole camera model is applied to construct the
calibration model. Deﬁning the camera coordinate system, the princi-
pal point of the main lens is taken as the origin, x and y axes are
parallel to image plane, and z axis is perpendicular to image plane. The
image coordinate system takes the center of the CCD sensor plane as
the origin, x, y and z axes are parallel to that of the camera coordinate
system. The world coordinate system is deﬁned based on the calibra-
tion board, x and y axes are parallel to the board, and z axis is
perpendicular to the board. The relationship of the corner point (M),
the virtual image point (m’) and the image point (m) are obtained, as




























where x, Mx and Xc are the x camera coordinates of the image point,
center of the corresponding microlens, virtual image point and corner
point, respectively. Zc is the spacing between the calibration board and
the main lens.
Similar to calibration model of conventional camera [31], the
transformation formula Eq. (2) of the corner point (M) and its image
projection (m’) is obtained. The corresponding coordinate vectors (m′§,
M§) of the virtual image point and the corner point are expressed by
Eqs. (3) and (4). Note that the raw light ﬁeld images are employed for
calibration, the coordinate vector (m′§) is obtained from the coordinate
of the image point (m). The ratio of lm/Sv (i.e. βm) is calculated using
Eq. (5) according to the relationship between the virtual image point
(m’) and its projected image points (m1 andm2) and shown in Fig. 2.
The intrinsic matrix A of the focused light ﬁeld camera is given by Eq.
(6) and the parameters α, β and γ are described by Eqs. (7–9).


















































































where s is an arbitrary scale factor and it depends on the distance
between the camera and the calibration board. And the extrinsic
parameters (R, t) are the rotation and translation vectors which relate
the world coordinate system to the camera coordinate system [38]. u1
and u2 are the image coordinates in pixels of the two image points (m1
and m2), respectively. Mu1 and Mu2 are the image coordinates in
pixels of the centers of the corresponding microlens, respectively. dx
and dy are the sizes of the pixel of the CCD sensor and they are
assumed to be known in the calibration model. a denotes the angle of
skewness of two image axes. u0 and v0 are the image coordinates in
pixels of the principal point of the lens, α and β are the scale factors of u
and v axes of the image, and γ is the parameter describing the skewness
of the two image axes.
Total focused images are also applied to the calibration model Eq.
(2) by replacing the calculated coordinates of m’ in Eq. (3) with the
coordinates of detected corner points on these images. They are used as
a comparison to evaluate the accuracy of the calibration results. To
solve the calibration model, Eq. (10) of matching main lens and
microlens f-numbers is utilized. Relative sizes of the main lens and
microlens apertures are optimized so that the sub-images under each
microlens are as large as possible, and have no overlapping in the light








where D and d are the diameters of the main lens and microlens
apertures, respectively. Note that the f-number of the lens refers to the
image-side f-number.
2.2. Light ﬁled camera calibration
Once several images of the calibration board under diﬀerent
orientations (more than three in general) are captured by the focused
light ﬁeld camera by moving the plane, the intrinsic parameters (α, β, γ,
u0 and v0) and extrinsic parameters (three transformation vectors, r1,
r2, r3 and one translation transformation vector, t) are determined by
using Eq. (2) through following steps. The optimization of intrinsic and
extrinsic parameters are processed to improve the calibration accuracy
through ﬁnal reﬁnement (refer to step 4) based on the whole corner
points in all utilized images.
1) The corner point (M) and its projection (m’) is related by a
homography (H’) which is equal to λA[r1 r2 t] (λ is an arbitrary
scalar). Compute the homography for each image using the max-
imum likelihood estimation with the Levenberg-MarquardtFig. 2. Schematic diagram of the calibration model of the focused light ﬁeld camera.
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Algorithm [32,39].
2) The i-th column of matrix H is assumed to be [hi1, hi2, hi3]
T.
Mount the matrix V according to the orthogonality of r1 and r2
using Eqs. (11) and (12). Compute the eigenvector b of VTV
associated with the smallest eigenvalue and obtain the estimation of
[B11, B12, B22, B13, B23, B33].
h h h h h h h h
h h h h h h h h h h
V = [ , + , ,
+ , + , ]
ij i j i j i j i j
i j i j i j i j i j
T
1 1 1 2 2 1 2 2















3) Compute the intrinsic parameters from vector B using Eqs. (13)–
(18) and compute the extrinsic parameters from matrices A and H
using Eqs. (19)–(22).
v B B B B B B B= ( − )/( − )0 12 13 11 23 11 22 122 (13)
λ B B v B B B B B= − [ + ( − )]/33 132 0 12 13 11 23 11 (14)
α λ B= / 11 (15)
β λB B B B= /( − )11 11 22 122 (16)
γ B α β λ= − /12 2 (17)
u γv β B α λ= / − /0 0 13 2 (18)
λr A h=1 −1 1 (19)
λr A h=2 −1 2 (20)
r r r= ×3 1 2 (21)
λt A h= −1 3 (22)
4) Reﬁne all the above parameters by minimizing Eq. (23) with
Levenberg-Marquardt Algorithm. k1 and k2 are the coeﬃcients of
the radial distortion of the main lens [40]. M and n denote the
number of corner points in each image and the number of images,
respectively. In this study, the initial guess of them are set to zero
and the initial guess of A and [R t] are calculated in step 3.










5) Combine the Eqs. (5) and (7) with Eq. (10) for further compute of L,
lm and Sv using Eqs. (24)–(26). Then all the parameters which are
required to trace the rays of ﬂame radiation are derived ﬁnally.
l







S l β= /v m m (25)
L S α dx= +v (26)
2.3. Temperature measurement technique
The directions in 3-D space of the detected rays can be traced from
the camera to the ﬂame accurately based on simple camera pinhole
model [21,41]. The detailed radiation calibration procedure and ray
tracing procedure can be found elsewhere in [21]. The radiation
intensity of the ray of ﬂame radiance is obtained from the grey value
of the ﬂame image using blackbody calibration. A pre-calibrated
blackbody furnace (LANDCAL R1500T) is utilized to calibrate the
radiation intensity.
The relationship between the intensity of the rays of ﬂame radiance
and the ﬂame voxels are established using Eq. (27) [42,43].
I A IB=ccd λ (27)
where Iccd is the matrix of the ﬂame intensity distribution on the CCD
sensor. IBλ is the matrix of all ﬂame voxels. It can be calculated with
the monochromatic intensity of blackbody radiation. A is the coeﬃcient
matrix related to the optical thickness. LSQR algorithm is used to solve
Eq. (27) and to receive the monochromatic intensity of blackbody
radiation Ibλ of each ﬂame voxel [44]. The temperature T of each ﬂame
voxel is then calculated using Eq. (28) according to Planck's law.
T c λ c λ πI= / ln [ /( + 1)]bλ2 1 5 (28)
where c1 is the ﬁrst radiation constant, 3.7418×10
–16 Wm2 and c2 is
the second radiation constant, 1.4388×10−2 m K. λ is the wavelength of
the ray, which is 610 nm in this study.
2.4. Calibration setup
For the calibration, a bespoke calibration board (210 mm×297 mm)
is designed with 15×9 corner points on the board and placed on the
same track with the focused light ﬁeld camera, as shown in Fig. 3. The
board can be rotated and tilted around the support to obtain the images
under diﬀerent angles. A focused light ﬁeld camera [(R29, Raytrix KAI-
29050) interline CCD color image sensor] is used for the calibration.
The number of microlens array of the camera is 207×160. The camera
has a resolution of 6576(H)×4384(V) and the size of each pixel is
5.5×5.5 µm. The focal length of the main lens is 50 mm. The diameter
of the aperture of the main lens is 14 mm and the diameter of each
microlens is 165 µm.
2.5. Validation of virtual image points
Fig. 4(a) shows the raw image of the calibration board with image
points (marked by yellow stars). Two image points of each corner point
can be seen in the ﬁgure and all the corresponding virtual image points
are then calculated using Eq. (5). The virtual image points are treated
as the input data to solve Eq. (4). To investigate the accuracy of the
calculated virtual image points, the total focused images are obtained
using RxLive software of the camera. The total focused images are
calculated using the rendering algorithms [18] which are based on the
microlens array with three kinds of focal lengths. They are considered
with less noise level of the virtual image points compared to the
calculated ones using Eq. (5). As shown in Fig. 4(b), the detected points
(marked by yellow stars) are the virtual image points of corresponding
corner points on the calibration board. Fig. 5 depicts the diﬀerences
between the calculated and the detected virtual image points in
horizontal and vertical directions. It has been found that the diﬀerences
of the corner points are no more than 35 pixels in horizontal direction
and no more than 25 pixels in vertical direction. Results obtained from
Fig. 3. Physical implementation of the geometric calibration of the focused light ﬁeld
camera.
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the calibration indicated that the proposed calibration method [refer to
Section 2.3] is capable of calculating the virtual image points of the raw
images.
2.6. Calibration results
To calibrate the focused light ﬁeld camera, ﬁve raw images of the
calibration board under diﬀerent orientations were captured. The
calibrated parameters of the camera are listed in Table 1 and
Table 2. Table 1 summarizes the intrinsic parameters of the focused
light ﬁeld camera. The resolution of the CCD sensor is 4384 (H) ×6576
(V) and so the image coordinates of the principal points are supposed
to be half of them [i.e., 2192 (H) ×3288 (V)]. The calibrated values of
u0 and v0 are obtained 2251.4 and 3320.8, respectively and it can be
seen that they are close to half of the image coordinate values of 2192
(H) and 3288 (V) with deviations of 2.7% and 0.2%, respectively. In
Tables 1 and 2, the negative value of Sv indicates that the virtual image
plane and CCD sensor plane are on the same side of the microlens
array. Therefore the distance lm from the sensor to the microlens array
is less than the focal length of the microlens array. It has been found
that the distance from the main lens to the virtual image plane (L-Sv) is
50.1927 mm. This value is also very close to the focal length (50 mm)
of the main lens with a deviation of 0.4%. Table 2 shows the extrinsic
parameters corresponding to each image of the calibration board.
These parameters describe the positional relation between the camera
and the calibration board. The calculated value of s indicates the
distance in axial direction between the principal plane of the main lens
and the calibration board. The position of the principal plane is then
determined according to the calibrated value of s and shown in Fig. 6.
In order to evaluate the accuracy of the calibration, the diﬀerences
between the virtual image points and the reprojected ones are also
calculated. Fig. 7 shows the diﬀerences of the corner points on one
image of the calibration board. It can be seen that the diﬀerences are
observed no more than 20 pixels when the raw light ﬁeld images are
used. For the total focused images the diﬀerences are also found no
Fig. 4. Images of the calibration board.
Fig. 5. The diﬀerence between the calculated virtual image points from raw light ﬁeld
image and the detected virtual image points from total focused image.
Table 1
Intrinsic parameters of the focused light field camera.
u0 (pixels) v0 (pixels) lm (mm) Sv (mm) L (mm)
3320.8 2251.4 0.5581 −2.8359 47.3568
Table 2
Extrinsic parameters of the focused light field camera.
Image t (mm) r1 r2 r3 s (mm)
1 −136.50 0.8966 −0.2377 0.3736 681.87
157.41 −0.2593 −0.9658 0.0077
681.87 0.3590 −0.1038 −0.9276
2 −139.42 0.9213 −0.0799 −0.3805 865.08
130.82 0.0112 −0.9728 0.2314
865.08 −0.3887 −0.2175 −0.8953
3 −152.93 0.9691 −0.2465 0.0112 760.69
165.03 −0.2385 −0.9471 −0.2147
760.69 0.0635 0.2054 −0.9766
4 −123.23 0.8642 0.0800 0.4968 659.82
93.55 −0.0550 −0.9664 0.2513
659.82 0.5002 −0.2445 −0.8307
5 −157.74 0.9790 −0.0143 −0.2034 816.08
117.92 −0.0106 −0.9998 0.0192
816.08 −0.2037 −0.0166 −0.9789
Fig. 6. Schematic diagram of distance between the principal plane of the main lens and
the calibration board in axial direction.
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more than 10 pixels. The distances in pixels between the virtual image
points and the reprojected virtual image points are calculated using the
calibrated parameters. Table 3 summarizes the calculated mean and
maximum re-projection errors. The reprojection errors of the calibra-
tion for raw light ﬁeld images and total focused images are less than 36
pixels and 6 pixels, respectively. It can be seen that the proposed
calibration method has improved the reprojection errors by 23 pixels
and improved the accuracy of 1.67% compared to [36].
The reprojection errors of the calibration results from raw light ﬁeld
images are found more than that from total focused images. This is due
to fact that the accuracy of the calibration is decreased with the
increased noise level of virtual image points from raw light ﬁeld images
[refer to Eq. (7)]. The maximum relative error for the raw light ﬁeld
images has been found less than 0.13%. It can therefore be concluded
that the proposed calibration model is capable of calibrating the
geometric features of a focused light ﬁeld camera.
3. 3-D Reconstruction of ﬂame temperature
3.1. Experimental setup
The calibrated focused light ﬁeld camera is placed on one side of the
ﬂame to capture the ﬂame images. A co-ﬂow burner is used in this
study and more details can be found in [21]. This burner is comprised
of an inner tube and an external tube. The inner tube is for fuel ﬂow
and the external one is for air ﬂow. The diameters of the inner and
external tubes are 12 mm and 50 mm, respectively. The space between
the two tubes has an insert of glass bead with the diameter 3 mm and
mesh to minimize the ﬂow non-uniformities. To eliminate the inﬂuence
of ambient light or light reﬂected, the burner is placed inside a chamber
with the black background. In this experiment, the exposure time of the
light ﬁeld camera was set to 0.8 ms and it has been found that the
captured ﬂame images are not too dark and not saturated.
Fig. 7. The diﬀerences between the virtual image points and the reprojected virtual
image points.
Table 3
Reprojection errors of the calibration.
Image Mean Error (pixels) Maximum Error (pixels) RMS (pixels) Mean Relative Error (%)
Raw image Focused image Raw image Focused image Raw image Focused image Raw image Focused image
1 4.0407 1.5181 41.8509 4.7051 5.7396 1.8323 0.1229 0.0462
2 3.4243 1.4606 18.0657 5.5932 4.5013 1.8538 0.1041 0.0444
3 3.9431 1.5104 35.5954 4.7816 5.5695 1.8082 0.1199 0.0459
4 3.7471 1.6596 24.9994 5.9742 4.9985 1.9939 0.1140 0.0505
5 3.5692 1.5293 20.2278 5.322 4.6221 1.8385 0.1086 0.0465
Fig. 8. Schematic diagram of the ﬂame and camera coordinate systems (a) and the
physical implementation of the ﬂame imaging system (b).
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The ﬂame coordinate system is deﬁned as the camera coordinate
system by a shift (ex, ey, ez) of the origin point. This shift is obtained
according to the position of the principal plane of the main lens and is
shown in Fig. 8(a). In this ﬁgure, the origin of the ﬂame coordinate
system was set to the center of ﬂame bottom. Experiments were
conducted on an ethylene-air ﬁred combustion rig to reconstruct the
temperature distribution of ﬂames. The physical experimental setup is
shown in Fig. 8(b). In the experiment, the volumetric ﬂow rates of fuel
and air are supplied 3 mL/s and 0.1 L/s, respectively and air-fuel ratio
was set to 2.38. Fifty ﬂame images were recorded as a raw for this
condition. Fig. 9 shows a typical set of 2-D ﬂame images which were
taken by the experimental setup. The diameter (root part of the ﬂame)
and the height of the ﬂame are calculated 10 mm and 90 mm,
respectively. In this study the ﬂame is divided into 1×4×5 voxels in
circumferential, radial direction and axial direction.
3.2. Reconstruction of ﬂame temperature
Once the ethylene-air diﬀusion ﬂame images are recorded and ﬁve
cross-sections of the ﬂame are selected from 10 mm to 90 mm in axial
Fig. 9. Example of 2-D ﬂame images captured by the focused light ﬁeld camera.
Fig. 10. Raw light ﬁeld image of the ﬂame.
Fig. 11. Reconstructed temperature distributions and corresponding distribution of STD over the cross-sections of the ﬂame, (a) Averaged reconstructed temperature distributions, (b)
Distribution of STDs of the corresponding reconstructed temperature.
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direction (along Z axis) as shown in Fig. 10. The proposed method
described in Section 2.2 is utilized to reconstruct the ﬂame temperature
distribution by applying the traced rays of radiance to the ﬂame
coordinate system. The averaged reconstructed of 3-D temperature
distributions and their standard deviations (STDs) distributions for the
ﬁfty images are shown in Figs. 11(a) and (b). It has been found that the
measured temperature of the ﬂame is within the range of 550–1400 K.
The maximum STD has also been found 80 K. The averaged tempera-
ture of the ﬁve cross-sections have been observed 1156 K, 1167 K,
1191 K, 1157 K and 1130 K, respectively. The cross-sections from
Z=26 mm to Z=42 mm of the ﬂame have the highest temperature
amongst all cross-sections. It can be seen that the highest temperature
is between the center and the edge of the ﬂame in radical direction for
Z=10, Z=26 mm and Z=42 mm. For Z=58 mm and Z=74 mm, the
highest temperature is in the center of the ﬂame. It can also be seen
that the temperature of axial voxels ﬁrstly increased and then
decreased with increasing towards Z. For the radial voxels, the
temperature ﬁrstly increased and then decreased with increasing R
for the middle and bottom cross-sections of the ﬂame (Z < 58 mm). The
reconstructed 3-D temperature distributions of the ﬂame cross-sec-
tions illustrated in Fig. 11(a) agreed well with that presented in [45].
To verify the measurement accuracy, the temperature of the ﬂame
is measured by R type high precision thermocouple. The radiation heat
loss of the medium to the surroundings and the conduction heat loss of
the thermocouple bead is also considered, the temperature is corrected











where T is the actual temperature (K), Tc is the temperature measured
by the thermocouple (K) and Ts is the surroundings temperature (K),
hc is the convective heat transfer coeﬃcient (W m
−2 K−1) which is
dependent upon gas ﬂow conditions and the heat transfer correlation in
terms of Nusselt number (Nu) deﬁned as hcd/k (d is the diameter of
the thermocouple wire and k is the gas conductivity); ε is the emissivity
of thermocouple (ε=0.56) and σ is Stefan-Boltzmann constant. For
each measurement point, the temperature was averaged 50 readings
and seven points on each cross-section were averaged. Fig. 12 illus-
trates the comparisons of the temperature obtained using the thermo-
couple and the proposed technique for the seven points in radial
direction. It can be seen that the reconstructed temperature variation
in radical direction is similar with the thermocouple measurement for
Z=20 mm and Z=40 mm. Good agreement is observed for the both
measurements. The maximum diﬀerence between the reconstructed
and the thermocouple results is 75 K at R=0 mm and Z=20 mm. The
diﬀerence between the two measurements may be caused by several
factors in addition to the diversity of the measurement principles [5].
The relative error between the two measurements has been found no
greater than 6.7%. It is clear that the proposed techniques can
reconstruct the reliable and accurate 3-D temperature distribution of
the ﬂames. Since the ﬂame temperature is reconstructed using the
traced rays of radiance based on calibrated parameters (lm, Sv, L) of the
focused light ﬁeld camera, the calibration error can aﬀects the accuracy
of the ray tracing and thus the temperature reconstruction of the ﬂame.
4. Conclusions
A novel geometric calibration method has been developed to
calibrate the focused light ﬁeld camera. The calibration model was
constructed according to the conjugate relation for camera main lens
between the corner points on calibration board and their projections
(virtual image points). The virtual image points from image points of
raw light ﬁeld image were calculated and then compared with the
detected virtual image points of total focused images. The diﬀerence
between them was found less than 35 pixels and this demonstrated the
feasibility of the proposed method to calculate the virtual image points
of the raw images. The geometric parameters of the focused light ﬁeld
camera based on the calibration model were obtained using Levenberg-
Marquardt algorithm. The maximum mean relative error for the raw
light ﬁeld images is found less than 0.13%. Results obtained from the
calibration demonstrated that the proposed method is capable of
calibrating the geometric features of the focused light ﬁeld camera.
The 3-D temperature distribution of a ﬂame was reconstructed using
ﬂame radiance and LSQR algorithm incorporating Plank's radiation
law. Experiments were carried out on an ethylene air combustion test
rig to reconstruct the 3-D temperature distribution of a ﬂame. The
reconstructed temperatures have been compared with that measured
by thermocouple for seven representative points at two diﬀerent ﬂame
cross-sections in radial distances of the ﬂame axis. The relative error
has been found no greater than 6.7% for the two measurements.
Results obtained from the experiments also demonstrated that the
developed methodology has provided a useful tool for reconstructing
the 3-D ﬂame temperature distributions, which is very useful for the in-
depth understanding and subsequent optimization of industrial pro-
cesses.
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