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Identi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Computer algebra and in particular Gro¨bner bases are powerful tools in experimental
design (Pistone and Wynn, 1996, Biometrika 83, 653{666). This paper applies this al-
gebraic methodology to the identiability of Fourier models. The choice of the class
of trigonometric models forces one to deal with complex entities and algebraic irra-
tional numbers. By means of standard techniques we have implemented a version of the
Buchberger algorithm that computes Gro¨bner bases over the complex rational numbers
and other simple algebraic extensions of the rational numbers. Some examples are fully
carried out.
c© 1998 Academic Press
Introduction
Pistone and Wynn (1996) present a computational algebraic procedure that uses Gro¨bner
bases to solve estimability/identiability problems in the design of experiments for poly-
nomial models. The methodology is applied to a case study in Holliday et al. (1996). The
idea is to shift the focus from the design as a set of points to the design variety and its
associated polynomial ideal, namely the set of polynomials whose solutions are the design
points. Thus each factor of a statistical experiment corresponds to an indeterminate in
the algebraic framework, a design corresponds to an ideal, and the mean of a statistical
linear additive polynomial model is associated to a polynomial. Given a term-ordering on
the indeterminates/factors, Gro¨bner bases techniques allow us to determine an estimable
saturated model, i.e. a polynomial with as many (estimable) terms as design points. This
identiable model corresponds to the order ideal of monomials associated to the Gro¨bner
basis of the design ideal.
A theory of orthogonal experimental fractions for complete Fourier regression models
(using one-generator integer lattice designs) was developed in Riccomagno et al. (1996),
which is mainly concerned with complexity issues as the dimension increases. The idea
was introduced with an example in Bates et al. (1998) and the orthogonality conditions
are expressed in terms of group theory in Bates et al. (1998).
In the present paper we show how the algebraic techniques for identiability apply to
Fourier models. In order to do that we implemented a version of the Buchberger algorithm
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that works over simple algebraic extensions of the rational numbers. We verify the com-
patibility of the two theories: the orthogonality of lattice designs for Fourier models and
the algebraic computational approach to identiability and then we consider less struc-
tured designs. The paper is organized as follows. In Section 1 algebraic identiability is
introduced. In Section 2 we briefly summarize estimability. In Section 3 Fourier models are
rewritten as polynomials. In Section 4 the theory of orthogonal lattice designs for Fourier
models is sketched. Then in Section 5 we describe the modications to the Buchberger
algorithm needed to work in the rational complex eld or other simple rational algebraic
extensions. Our code is available at the CoCoA web http://cocoa.dima.unige.it. Fi-
nally, in Section 6 we present some examples.
As the subject of this paper is on the boundary between computer algebraic geometry
and statistics, we give two basic references: Cox et al. (1996) for the algebra and Berger
and Casella (1992) for basic statistical theory. See also the book by Box et al. (1978) on
experimental design. We use the computer algebra packages CoCoA and Maple.
1. Algebraic Identiability
Let k be an extension of the rationals. For example, it can be a simple algebraic
extension of the rational numbers to include
p
2 or a transcendental extension to include
a parameter, say 0. Let k[x1; : : : ; xd] be the polynomial ring in d indeterminates over the
eld k. A model is an element of k[x1; : : : ; xd]. To help the notation we usually denote
x1; : : : ; xd as x. A term-ordering on the monomials of k[x] is needed. In the examples we
use the lexicographic term-ordering and the degree reverse lexicographic term-ordering.
We shorten them with lex or plex and tdeg, respectively. We refer to Robbiano (1985),
Cox et al. (1996) and Pistone and Wynn (1996) for denitions and examples of term-
orderings.
As in Pistone and Wynn (1996) and Pistone et al. (1996), let the design D be the set
without replications fa1; : : : ;aNg  kd. The design ideal, I(D) is the ideal generated by
the polynomials that vanish simultaneously at the points a1; : : : ;aN , i.e. the vanishing
ideal associated to the variety a1[  [aN . A basis for the design ideal can be computed
by intersecting the vanishing ideals associated to the points a1; : : : ;aN , or by using
specialized linear algebra techniques for radical 0-dimensional ideals (for a full discussion
see Buchberger and Mo¨ller (1982) and Marinari et al. (1993)).
The ideal I(D) is 0-dimensional and radical, a well-known class of ideals. The most
interesting fact from our point of view is that if N is the number of design points then
the cardinality of any vector space basis of k[x]=I(D) is N (see Cox et al. (1996) for a
proof and Pistone and Wynn (1996) for the statistical importance).
A monomial vector space basis for k[x]=I(D) can be found as follows. Let G =
fg1; : : : ; gvg be the reduced Gro¨bner basis for the design ideal I(D) with respect to
the term-ordering  . Then the set of all monomials not divisible by any leading term of
G, i.e. the order ideal of monomials associated to I(D) and  , is a vector space basis of
k[x]=I(D).
The vector space k[x]=I(D) is the set of remainders with respect to the division by
G = fg1; : : : ; gvg and  :
k[x]=I(D) :=

r 2 k[x]
 there exist f; q1; : : : ; qv 2 k[x] s.t. f = Pvj=1 qjgj + rand Lt(r) < Lt(gj) for all j 2 f1; : : : ; vg

We write the remainder of f by G with respect to  as Rem (f;G) (shortly Rem(f;G)).
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Pistone and Wynn (1996) show that the pair (design, term-ordering) identies each
model in k[x]=I(D). With the above notation the notion of algebraic identiability is
summarized by the following application:
ID; : k[x] −! k[x]=I(D)
f 7−! Rem (f;G):
Example 1. Let us consider the following two point design D = f(1; 0; 2); (2; 3; 0)g.
The reduced Gro¨bner basis for I(D) with respect to  = tdeg(x1 > x2 > x3) is G :=
fx2 + 3=2x3 − 3; x1 + 1=2x3 − 2; x23 − 2x3g and gives f1; x3g as identiable terms. The
polynomial f := 1x21 + 2x1x2 + 0 is then confounded/aliased with respect to (D, tdeg)
to the following polynomial r := (−3=21 − 32)x3 + 0 + 41 + 62 because ID; (f) = r.
Moreover, given any polynomial f the remainder of the division by a Gro¨bner basis for
I(D) with respect to a degree-compatible term-ordering is the model of minimum degree
with respect to the term-ordering aliased with f . For computational reasons we prefer to
use reduced Gro¨bner bases but all the above holds for any Gro¨bner basis of I(D).
Let us point out that the above procedure depends strongly on the choice of a term-
ordering. In a recent paper this problem is tackled in a general context via the notion of
fan of an experimental design basically considering the sets ID; for all  term-orderings
(see Caboara et al. (1997), Submitted).
2. A Brieng on Estimation
We assume the multidimensional standard (linear and additive) regression model
Y (x) = X(x) + (x) (x)  N(0; 2); (2.1)
where x 2 W  Qd. We consider the mean of Y (x) that under our assumptions on the
error is
E(Y (x)) = X(x):
As usual the aim is to estimate the parameter vector . Let m be its length.
Let the design, or observation points, be the following set:
D = fai = (ai1 ; : : : ; aid) : i = 1; : : : ; Ng W
with N dierent points in d factors. Let X be the design matrix for the model Y at D
i.e. X[i; j] = Xj(ai) for all i = 1; : : : ; N and j = 1; : : : ;m, and let Y be the vector of
observed values, i.e. Y = fY (ai) : ai 2 Dg. Let ^ be the wanted estimate. When X is
invertible we have ^ = X−1Y and for X full rank, not square (and m < N), we have
^ = (XtX)−1XtY . The estimate so obtained is the best linear unbiased estimator of .
We say that the design D is orthogonal for the model Y if and only if
XtX = NI:
The algebraic method of Pistone and Wynn (1996) looks at what might be called
the direct problem: given the design D it returns estimable models. Specically, it gives
the regression vectors X(x) as a basis of the vector space k[x]=I(D) (having xed a
term-ordering). The design matrix X for a model so obtained is invertible and given an
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observed vector Y we have ^ = X−1Y as usual. Thus, algebraic estimability becomes
the following application:
ID; : Q()[x1; : : : ; xd]QN −! Q[x1; : : : ; xd]=I(D)
(f;Y ) 7−! X(x)(XtX)−1XtY ;
whereX(x) is the regression vector extracted fromRem(f;G), andX is the design matrix
for X(x) and D. Note that by construction the design matrix X is equal to the design
matrix of f at D. In the coecient set Q() the presence of parameters is emphasized.
We consciously used the same symbol for algebraic identiability and estimability to
stress that they interlace both in theory and applications.
We repeat that ID; (f;Y ) and ID; (f) are representatives of an equivalence class. This
is the algebraic counterpart of the statistical concept of model aliasing: two polynomials
f and g are aliased under the design D if ID; (f) = ID; (g). In particular, the inverse
image of ID; (f) gives the set of all polynomials aliased to f under (D; ) (see Holliday
et al. (1996)).
Example 2. With the design in Example 1 and with the tdeg term-ordering we can
estimate models of the type 0 + 1x3. Moreover, r is the estimable model confounded
with f .
3. Fourier Models
This paper is concerned with models whose regression vectors are formed by sinusoids.
We follow Riccomagno et al. (1996) and Bates et al. (1998). Specically, let A+ be a
nite set of d{dimensional integer vectors not containing 0 and such that h 2 A+ implies
−h 2= A+. Then let A = A+ [ f−A+g [ f0g and let the cardinality of A+ be v so that
the number of parameters will be m = 2v + 1. We shall refer to the elements of A as
frequencies to underline the analogy with Fourier transform in engineering. The set A
denes a complete Fourier or trigonometric model as follows
E(Y (x)) = 0 +
p
2
X
h2A+
[h sin(2htx) + h cos(2htx)]
= 0 +
X
h2A+
[he2ih
tx + he−2ih
tx]; (3.1)
where x 2 [0; 1[d= W  Rd, 0; h; h 2 R and 0; h; h 2 C where R and C are the
real numbers and the complex numbers, respectively. The identities to switch from the
real to the complex parameters are
0 = 0;
h =
h − ihp
2
; and
h =
h + ihp
2
:
We consider the complex form as a useful expedient for calculations and refer to Kobilinsky
(1990) for details. Thus, the real form of the parameter and regression vectors are as fol-
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lows
 = f0 : fhgh2A+ : fhgh2A+gt; and
X(x) = f1 : f
p
2 sin(2htx)gh2A+ : f
p
2 cos(2htx)gh2A+g:
Using standard formulae one can rewrite Fourier models as polynomials. This is made
clear by an example. Let us consider the following two-dimensional Fourier model:
E(Y (x1; x2)) = 0 +
p
2(1 sin(2x1) + 1 cos(2x1))
+
p
2(2 sin(4x2) + 2 cos(4x2))
+
p
2(3 sin(2(x1 + x2)) + 3 cos(2(x1 + x2))): (3.2)
A frequency set A+ is f(1; 0); (0; 2); (1; 1)g. Using the addition and subtraction formulae
for sine and cosine it can be rewritten as
E(Y (x1; x2)) = 0 +
p
2(1 sin(2x1) + 1 cos(2x1))
+
p
2(22 sin(2x2) cos(2x2) + 2(2 cos(2x2)2 − 1))
+
p
2(3(sin(2x1) cos(2x2) + cos(2x1) sin(2x2))
+3(cos(2x1) cos(2x2)− sin(2x1) sin(2x2))): (3.3)
Substituting the following identities in (3.3)
s1 := sin(2x1);
c1 := cos(2x1);
s2 := sin(2x2); and
c2 := cos(2x2);
the Fourier model 3.2 can be written as the following set of polynomial equations:8>><>>:
E(Y (c1; c2; s1; s2)) = 0 +
p
2(1s1 + 1c1) +
p
2(22s2c2 + 2(2c22 − 1))
+
p
2(3(s1c2 + c1s2) + 3(c1c2 − s1s2))
c21 + s
2
1 = 1
c22 + s
2
2 = 1
where the equations c21 + s
2
1 = 1 and c
2
2 + s
2
2 = 1 give the sin/cos relations.
The conversion from the Fourier form to the polynomial form and vice-versa can be
performed in several symbolic calculus packages. For example, in Maple it is obtained by
the commands expand, combine and subs as we show next with reference to the above
example:
> # X=2*Pi*x;
> # From Fourier form to polynomial form
> Example:=subs(cos(X[1])=c[1], sin(X[1])=s[1], cos(X[2])=c[2], sin(X[2])=s[2],
> expand( theta[0] + sqrt(2)*( theta[1]*sin(X[1]) + phi[1]*cos(X[1]) )
> + sqrt(2)*( theta[2]*sin(2*X[2])+phi[2]*cos(2*X[2]) )
> + sqrt(2)*( theta[3]*sin(X[1]+X[2])+phi[3]*cos(X[1]+X[2]) ) ) );
Example := 0 +
p
21s1 +
p
21c1 + 2
p
22s2c2 + 2
p
22c22
−
p
22 +
p
23s1c2 +
p
23c1s2 +
p
23c1c2 −
p
23s1s2
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> # From polynomial form to Fourier form
> combine(subs(c[1]=cos(X[1]), s[1]=sin(X[1]), c[2]=cos(X[2]),
s[2]=sin(X[2]), Example), trig );
0 +
p
21 sin(X1) +
p
21 cos(X1) +
p
22 sin(2X2)
+
p
22 cos(2X2) +
p
23 sin(X1 +X2) +
p
23 cos(X1 +X2)
Note that these commands transform exponents of polynomials in frequencies of Four-
ier models (see also Example 3 and Section 6). To benet fully from this correspondence
we have to interpret algebraically the trigonometric condition sin(x)2 + cos(x)2 = 1. We
do this by considering the polynomial ring modulo the ideal generated by the following
polynomials:
c2j + s
2
j − 1 : j = 1; : : : ; d:
Theorem 1. There is a one-to-one correspondence between the following two sets:
M :=
X
h2A
he
2ihtx : A  Zd; A nite;x = (x1; : : : ; xd) and h 2 k(i)

; and
P := k(i)[c1; : : : ; cd; s1; : : : ; sd]=(c21 + s21 − 1; : : : ; c2d + s2d − 1)
where k(i) is the simple algebraic extension of the coecients eld k with the imaginary
unit i.
Proof. First we observe that M and P are rings with the usual operations of addition
and multiplication. Then we exhibit two ring morphisms
 :M−! P and  : P −!M
such that    = idP and    = idM. Let 1  j; k  d; the function  is dened over
the elementary forms through the De Moivre’s identity as follows and then extended by
linearity to the whole ring
e2inxj = cos(2nxj) + i sin(2nxj) = (cos(2xj) + i sin(2xj))n
and thus
(e2inxj ) = (cj + isj)n
where cj = (cos(2xj)) and sj = (sin(2xj)). Moreover, this gives
cos(2nxj) =
1
2
((cos(2xj) + i sin(2xj))n + (cos(2xj)− i sin(2xj))n)
sin(2nxj) =
1
2i
((cos(2xj) + i sin(2xj))n − (cos(2xj)− i sin(2xj))n)
and thus
(cos(2nxj)) =
1
2
((cj + isj)n + (cj − isj)n)
(sin(2nxj)) =
−i
2
((cj + isj)n − (cj − isj)n):
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Conversely,  follows from the following identities:
 (snj ) = sin
n(2xj) =

ei2xj − e−2ixj
2i
n
=
−in
2n
nX
l=0

n
l

(−1)le2ixj(2l−n); and
 (cnj ) = cos
n(2xj) =

e2ixj + e−2ixj
2
n
=
1
2n
nX
l=0

n
l

e2ixj(2l−n):
Observe that cj+isj is invertible in P. Simple but tedious computations prove   = idP
and  = idM. We note that sum of Fourier models corresponds to sum of polynomials:
for (e2ixj ) = cj + isj and (e2ixk) = ck + isk we have that
(e2ixj + e2ixk) = cj + ck + i(sj + sk);
and for the product we have the following identities:
(ei(2xj+2xk)) = (cj + isj)(ck + isk) = (cjck − sjsk) + i(cjsk + sjck); and
(ei(2xj−2xk)) = (cj + isj)(ck − isk) = (cjck + sjsk) + i(cjsk − sjck): 2
The set of complete Fourier models as dened in Bates et al. (1998) is a subset of M,
for example e+2h
tx 2M is not a complete Fourier model.
4. Lattice Designs
In Bates et al. (1998) sucient and necessary conditions for the orthogonality of uni-
form designs supported on one-generator lattice grid with respect to Fourier models are
given. In Subsection 6.1 we test the algebraic methodology for identiability over one
of these orthogonal designs and show how the algebra recaptures the aliasing structure
implied by the group structure of lattice designs. First, we dene one-generator lattices
or good lattice points.
Let g = (g1; g2; : : : ; gd) 2 Zd+ and N 2 Z+ where Z+ is the set of non-negative integer
numbers. Then the lattice generated by g and with N points is dened as follows
Lg;N :=

jg
N

: j = 0; : : : ; N − 1

=

jg1(mod N)
N
;
jg2(mod N)
N
; : : : ;
jgd(mod N)
N

: j = 0; : : : ; N − 1

;
where fxg is the integer part of x, in such a way every lattice point lies in [0; 1[d. One-
generator lattices can be visualized as sets of equidistant points on a line wrapped around
[0; 1[d interpreted as the d-dimensional torus. Due to the periodic structure of this design
one can infer their orthogonality for periodic models such as Fourier. The main result of
Bates et al. (1998) is summarized in the following theorem.
Theorem 2. Let the set A+ = fhj 2 Zd : j = 1; : : : ;mg dene a complete Fourier
model. Consider the lattice design Lg;N and let N be odd. The Fourier model A+ is
identiable by Lg;N if and only if for every j = 0; : : : ; N−12 there exists at most one
hj 2 A+ such that
htjg  j (mod N) or htjg  −j (mod N):
In particular m  N−12 .
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Table 1. Lattice generated by (1; 5) with 13 points.
x1 x2
L1 0 0
L2 1=13 5=13
L3 2=13 10=13
L4 3=13 2=13
L5 4=13 7=13
L6 5=13 12=13
L7 6=13 4=13
L8 7=13 9=13
L9 8=13 1=13
L10 9=13 6=13
L11 10=13 11=13
L12 11=13 3=13
L13 12=13 8=13
Example 3. Consider the two-dimensional lattice L(1;5);13 (see Table 1). It is orthogo-
nal for the Fourier model with frequencies
A+ = f(1; 0); (0; 1); (1; 1); (1;−1); (2; 0); (0; 2)g
because the following numbers are distinct (mod 13) from each other and from their
additive inverse (mod 13)
(1; 0)(1; 5)t  1 (mod 13);
(0; 1)(1; 5)t  5 (mod 13);
(1; 1)(1; 5)t  6 (mod 13);
(1;−1)(1; 5)t  −4 (mod 13);
(2; 0)(1; 5)t  2 (mod 13); and
(0; 2)(1; 5)t  −3 (mod 13):
According to the transformations in the proof of Theorem 1 the set of frequencies A+
corresponds to the following set of polynomials:
f c1 + is1; c2 + is2; (c1 + is1)(c2 + is2);
(c1 + is1)(c2 − is2); (c1 + is1)2; (c2 + is2)2g:
Next, we write the lattice design L(1;5);13 as a system of polynomial equations. Consider
the rst coordinate of L, x1 2 [0; 1[. It is in one-to-one correspondence with the set of
points 
2j
13
: j = 0; : : : ; 12

and it can be interpreted as a set of equidistant angles in a Gaussian plane. Thus the set
of the rst coordinates of L is in one-to-one correspondence with the 13 complex roots
of the unit. In particular, it is in one-to-one correspondence with the solutions of the
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following system of complex equations:
(c1 + is1)13 = 1
c21 + s
2
1 = 1;
where c1 = cos(2x1), s1 = sin(2x1) for x1 2 [0; 1[. Similarly, for the second coordinate
we have 
(c2 + is2)13 = 1
c22 + s
2
2 = 1:
Finally the equation
c2 + is2 = (c1 + is1)5
links the two sets of coordinates according to the lattice rule and the De Moivre’s identity.
In general, the d-dimensional lattice generated by (g1; : : : ; gd) and with N points,
where the gjs and N are mutually prime, corresponds to the following system of complex
polynomials with 3d− 1 equations and 2d+ 1 variables:8>>>>><>>>>>:
(c1 + is1)N = 1; : : : ; (cd + isd)N = 1
(c2 + is2)g1 = (c1 + is1)g2
...
(cd + isd)g1 = (c1 + is1)gd
c21 + s
2
1 = 1; : : : ; c
2
d + s
2
d = 1:
5. Gro¨bner Bases Technology
Theoretically speaking the algebraic theory as exposed in Section 1 works for any
design providing we can determine the design ideal. This is always possible if we work
over a eld that includes all the values assumed by the design points. Most Gro¨bner
bases packages (e.g. in CoCoA and Maple) are built to work with rational numbers. We
observe that for the application of the algebraic theory to classical polynomial regression
models the use of design points with rational coordinates is not a restriction since in real
experiments rational numbers are good approximations of irrational ones.
In the trigonometric case a complication arises from the fact that most of the time
sine and cosine of rational numbers are irrational numbers. Let us consider one such
number, say . The standard algebraic solution is to work not in Q()[x] but in its
isomorphic image Q[x; ]=f(), where f() is the minimal polynomial of . For example
Q(i)[x] ’ Q[x; t]=(t2 + 1) and Q(p2)[x] ’ Q[x; t]=(t2 − 2).
We describe here a variant of the Buchberger algorithm that works on Q[x; t] and,
given an ideal I(D)  Q[x; t] computes its Gro¨bner basis on Q[x; t]=(t2 + 1) ’ Q(i)[x].
This version, based on special treatment of some indeterminates, requires adaptations of
standard methods which are not explicitly found in the literature. The two key points
are as follows:
(1) the elements of Q[x; t] are interpreted as elements of Q[x; t]=(t2 + 1), and hence the
relation t2 = −1 is exploited. In particular, any polynomial we are dealing with is
normalized in such a way the degree of the variable t is at most 1.
(2) The indeterminate t has to behave as a coecient.
Adjustments to the treatment of the ring Q[x; t]:
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(a) the term-ordering  on Q[x] is extended to a term-ordering on Q[x; t] and thus to
Q(i)[x] in such a way that x11   xdd t > t for all 1; : : : ; d; ;  non-negative
integers.
(b) A term x11   xdd t divides a term x11   xdd t if and only if x11   xdd divides
x11   xdd . Note that in this case x11   xdd t divides x11   xdd t for all ;  non
negative integers. That is t behaves like a coecient.
(c) The leading coecient of a polynomial of the form
ax11   xdd t+ bx11   xdd + terms smaller (w.r.t. ) than x11   xdd ;
is at+ b and its leading term is x11   xdd .
(d) When it is necessary to invert a polynomial at+ b (e.g. in the S-polynomial and re-
mainder procedures), the inverse is computed as b−taa2+b2 (the usual complex inverse).
Then, we perform the Buchberger algorithm on the ring Q[x; t] w.r.t. the ordering
dened in (a) with the following modications :
(1) throughout the Buchberger algorithm, the divisibility tests are performed in accor-
dance with (b) and the leading coecients are computed as dened in (c).
(2) The generators of I(D) are divided by t2 + 1.
(3) Throughout the remainder of the procedure, if we multiply some polynomial by t,
then we divide the result by t2 + 1.
It is easy to see that the set of polynomials computed by this version of the Buchberger
algorithm is a Gro¨bner basis for I(D) over Q[x; t]=(t2 +1). Note that any simple algebraic
extension of the rational numbers may be dealt with using the above technique. Another
method of computing Gro¨bner bases over an algebraic extension of the rationals is to add
the minimal polynomial to the generators and run on them the Buchberger algorithm
with some specialized strategy. For details, see Mora and Traverso (1992, Preprint).
Example 4. Let I  Q(i)[x1; x2; x3] be the ideal generated by ((i3+2)x21x2−x33; ix32−x33)
and let us consider tdeg(x1 > x2 > x3). Then we compute the Gro¨bner basis of the ideal
J := (x21x2t
3 + 2x21x2 − x33; x32t− x33)  Q[x1; x2; x3; t]
with respect to the term-ordering
x11 x
2
2 x
3
3 t
 > x11 x
2
2 x
3
3 t
 ,
8<: x
1
1 x
2
2 x
3
3 >tdeg x
1
1 x
2
2 x
3
3
or
x11 x
2
2 x
3
3 = x
1
1 x
2
2 x
3
3 and  > :
The generators of J are divided by t2 + 1, giving
ff1; f2g := f−x21x2t+ 2x21x2 − x33; x32t− x33g:
The leading coecients of f1 and f2 are 2− t and t, respectively. Their leading terms are
x21x2 and x
3
2, respectively. Their S-polynomial is
SPoly(f1; f2) = x22(2− t)−1(−x21x2t+ 2x21x2 − x33)− x21t−1(x32t− x33)
= t−1x21x
3
3 − (2− t)−1x33x22
= −x21x33t−
(t+ 2)
5
x33x
2
2 :
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Table 2. The design D.
x1 x2
D1 0 0
D2 1=4 0
D3 2=4 0
D4 3=4 0
D5 0 1=4
D6 0 2=4
D7 0 3=4
D8 1=4 1=4
D9 2=4 1=4
Completing the Gro¨bner basis gives
G := fx21x2 − 1=5x33t− 2=5x33; x32 + x33t; x21x33 − 2=5x22x33t+ 1=5x22x33g  Q[x1; x2; x3; t];
as to say
G := fx21x2 −
i+ 2
5
x33; x
3
2 + x
3
3i; x
2
1x
3
3 +
−2i+ 1
5
x22x
3
3g  Q(i)[x1; x2; x3]:
6. Examples
In this section we present three examples: the L(1;5);13 design, the design obtained
by the union of the L(1;5);13 and the design D in Table 2 that does not have a group
structure and nally the design F in Table 4. In this section the coecient eld is a
suitable simple algebraic extension of the rational numbers.
example L(1;5);13
With this example we test how the algebraic procedure recaptures the aliasing structure
arising from the group nature of lattice design. As we have seen in Section 4 the ideal
corresponding to L(1;5);13 is generated by the following polynomials:8>>>><>>>>:
(c1 + is1)13 − 1
c21 + s
2
1 − 1
(c2 + is2)13 − 1
c22 + s
2
2 − 1
c2 + is2 − (c1 + is1)5:
Thus we work with polynomials with rational coecients in the 5 (= 4+1) indeterminates
s1; c1; s2; c2; i. With tdeg(c1 > c2 > s1 > s2 > i) the Gro¨bner basis of the design ideal is:
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fc21 + s21 − 1, c22 + s22 − 1;
c1c2s1 + 1=4c2s1 + 1=4c1s2 − 1=2c2s2;
c1s
2
1 − 1=2s22 − 1=4c1 + 1=4;
c1c2s2 + 1=2c1s1 − 1=4c2s1 + 1=4c1s2;
c2s1s2 − 1=4c1c2 − 1=2s21 − 1=4s1s2 + 1=4;
c2s
2
2 − 1=2s21 − 1=4c2 + 1=4;
c2s
2
1 + 1=4c1c2 − 1=4s1s2 − 1=2s22 − 1=2c2 + 1=4;
s31 − 1=2c2s2 − 3=4s1;
c1s
2
2 + 1=4c1c2 − 1=2s21 + 1=4s1s2 − 1=2c1 + 1=4;
c1s1s2 + 1=4c1c2 − 1=4s1s2 + 1=2s22 − 1=4;
s21s2 − 1=4c2s1 − 1=4c1s2 − 1=2c2s2 − 1=2s2;
s1s
2
2 − 1=2c1s1 − 1=4c2s1 + 1=4c1s2 − 1=2s1;
s32 + 1=2c1s1 − 3=4s2g:
Let Lt be the set of (tdeg)-leading terms of the ideal I(D) so obtained
c21; c
2
2; c1c2s1; c1s
2
1; c1c2s2; c2s1s2; c2s
2
2; c2s
2
1; s
3
1; c1s
2
2; c1s1s2; s
2
1s2; s1s
2
2; s
3
2:
Finally, the estimable terms are represented by those terms not divisible by any element
in Lt (see Section 1) and thus we have
1; c1; c2; s1; s2; c1c2; c1s1; c2s1; s21; c1s2; c2s2; s1s2; s
2
2:
Following Theorem 1 from the set of estimable terms we recapture the trigonometric
terms
1; e2ix1 ; e2ix2
given by 1; c1; s1; c2; s2, and
e2i(x1+x2); e2i(x1−x2)
given by c1c2; c1s2; c2s1; s1s2. They correspond to the rst order terms, i.e. the frequency
set
A+ = f(1; 0); (0; 1); (1; 1); (1;−1)g:
The monomials c2s2 and c1s1 give
1
2
(e−2ix1 + e2ix1) =
1
2
sin(22x1);
1
2
(e−2ix2 + e2ix2) =
1
2
sin(22x2)
and from s21 and s
2
2 we obtain
1
2
(e−2i2x1 + e2i2x1) =
1
2
cos(22x1);
1
2
(e−2i2x2 + e2i2x2) =
1
2
cos(22x2)
that together give the second order frequencies (2; 0) and (0; 2). Thus we have found the
model in Equation 3.3.
Using the lex term-ordering we obtain the following set of estimable terms:
1; s2; s22; s
3
2; s
4
2; s
5
2; s
6
2; s
7
2; s
8
2; s
9
2; s
10
2 ; s
11
2 ; s
12
2
from the following Gro¨bner basis:
The Identiability of Fourier Models 257
GB = f c1 − 128s82 + 256s62 − 160s42 + 32s22 − 1;
s1 − 16s52 + 20s32 − 5s2;
c2 − 2048s122 + 6144s102 − 6912s82 + 3584s62 − 840s42 + 72s22 − 1;
s132 − 13=4s112 + 65=16s92 − 39=16s72 + 91=128s52 − 91=1024s32 + 13=4096s2g:
Next we show how with lex we can estimate the model A+ of Example 2. In Maple
the model is written as follows:
> Mod:=theta[0]+theta[1]*cos(X)+theta[2]*sin(X)+theta[3]*cos(Y)+theta[4]*sin(Y)
> +theta[5]*cos(X+Y)+theta[6]*sin(X+Y)+theta[7]*cos(X-Y)+theta[8]*sin(X-Y)
> +theta[9]*cos(2*X)+theta[10]*sin(2*X)+theta[11]*cos(2*Y)+theta[12]*sin(2*Y):
where j (j = 0; : : : ; 12) is the parameter vector to be estimated. We write it in polyno-
mial form with the following command:
> PolMod:=subs(cos(X)=c1,sin(X)=s1,cos(Y)=c2,sin(Y)=s2,expand(Mod)).
Then we divide it out by GB and nd the estimable polynomial aliased with PolMod
and of minimum degree with respect to the lex term-ordering using the Maple command
normalf:
> Ali:=normalf( PolMod,GB,[c1,c2,s1,s2,i],plex);
Ali := (−2568 − 281612)s2 9 + (646 + 5768 + 281612)s2 7
+ (4 − 76 − 98 − 310 − 1112 + 52)s2
+ (12809 + 1281 + 69123)s2 8
+ (−11209 − 2561 − 325 − 35843)s2 6 + 20483s2 12
+ (−5129 − 61443)s2 10 + 0 + 9 + 11 + 1 + 3 + 5 + 7
+ 102412s2 11 + (4009 + 1601 + 485 + 87 + 8403)s2 4
+ (−509 − 321 − 185 − 87 − 211 − 72 3)s2 2
+ (−1126 − 4328 − 123212 + 162)s2 5
+ (410 + 566 + 1208 + 22012 − 202)s2 3:
A linear system links the 13 coecients of the polynomial so obtained (let us call them
j , j = 0; : : : ; 12) to the 13 coecients to be estimated. This is usually the case since
normalf operates linearly on the coecients. As usual we estimate the js (j = 0; : : : ; 12)
and solve the linear system to obtain an estimate of the js (j = 0; : : : ; 12).
example: the union of L(1;5);13 and D
We can compute the Gro¨bner basis for the ideal corresponding to the design D in Ta-
ble 2 over Q(c1; c2; s1; s2). With the tdeg term-ordering we obtain the following Gro¨bner
basis:
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Table 3. Estimable terms by L(1;5);13 [D:
1 1
c1 e
2ix + e−2ix
s1 e
2ix − e−2ix
c2 e
2iy + e−2iy
s2 e
2iy − e−2iy
c1s2 e
2i(x+y) − e−2i(x+y) − (e2i(x−y) − e−2i(x−y))
s21 e
2i2x + e−2i2x
s1s2 e
2i(x+y) + e−2i(x+y) − (e2i(x−y) + e−2i(x−y))
s22 e
2i2y + e−2i2y
s31 e
2i3x − e−2i3x
s21s2 e
2i(2x+y) − e−2i(2x+y) + (e2i(2x−y) + e−2i(2x−y))
s1s
2
2 e
2i(x+2y) − e−2i(x+2y) + (e2i(x−2y) + e−2i(x−2y))
s32 e
2i3y − e−2i3y
s41 e
2i4x + e−2i4x
s31s2 e
2i(3x+y) + e−2i(3x+y) − (e2i(3x−y) + e−2i(3x−y))
s21s
2
2 e
2i(2x+2y) + e−2i(2x+2y) + (e2i(2x−2y) + e−2i(2x+2y))
s1s
3
2 e
2i(x+3y) + e−2i(x+3y) − (e2i(x−3y) + e−2i(x−3y))
s42 e
2i4y + e−2i4y
s1s
4
2 e
2i(x+4y) − e−2i(x+4y) + (e2i(x−4y) − e−2i(x−4y))
s52 e
2i5y − e−2i5y
s62 e
2i6y + e−2i6y
fc2s2; c2s1 + s1s2 − s1;
c1s1; c
2
2 + s
2
2 − 1;
c1c2 + c1s2 − c1 − c2 − s2 + 1;
c21 + s
2
1 − 1;
c1s
2
2 − c1s2 − s22 + s2;
s32 − s2; s1s22 − s1s2;
s21s2 − s1s2; s31 − s1g:
None of the polynomials in the design ideals for L(1;5);13 and D involves the imaginary
unit. Thus we use the standard Buchberger algorithm to calculate the reduced Gro¨bner
basis of the union of D and L(1;5);13, which corresponds to the intersection of the two
design ideals. We have the following set of 21 (= 13 + 9− 1) estimable terms:
1; c1; c2; s1; s2; c1s2; s21; s1s2; s
2
2; s
3
1; s
2
1s2; s1s
2
2; s
3
2; s
4
1; s
3
1s2; s
2
1s
2
2; s1s
3
2; s
4
2; s1s
4
2; s
5
2; s
6
2:
Table 3 shows to which trigonometric terms the estimable set corresponds. As expected
there are the frequency set A estimable with the L(1;5);13 alone. No other frequency is
fully estimable by the bigger design but eects of other frequencies are recaptured: for
example sin(23x) is estimable but not cos(23x). In the interpretation of Table 3 one
needs to bear in mind that linear non-singular transformations of estimable parameters
are estimable. As a consequence constants (even those involving the imaginary unit) are
not reported and neither are terms that already appear in Table 3 read from top to
bottom.
One can test whether a frequency of interest that is a sin/cos pair can be added to
the set of fully estimable frequencies without losing the identiability by exploiting the
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Table 4. The design F .
x1 x2 x3
F1 0 0 0
F2 1=2 0 0
F3 0 1=2 0
F4 0 0 1=2
F5 1=2 1=2 0
F6 1=2 0 1=2
F7 0 1=2 1=2
F8 1=8 1=8 1=8
aliasing/confounding relation mentioned in Section 1. For example cos(23x) cannot be
added to the set A because the terms of the remainder Rem((cos(23x)); G), where G
is the Gro¨bner basis for the 21-point design, are already involved in the denition of A.
example 3
Let F be the 3-dimensional design in Table 4. Because of the point F8 we work over
Q(
p
2
2 ) and thus we consider Q[c1; c2; c3; s1; s2; s3; a]=(a
2 − 1=2), where a plays the role
of
p
2
2 (see Section 5). With tdeg(c1 > c2 > c3 > s1 > s2 > s3 > a) the set of estimable
terms is
1; c1; c2; c3; s3; c1c2; c1c3; c2c3;
that gives only the intercept and the frequency (0; 0; 1) as fully estimable. Using Maple
we nd that the polynomial in Q(
p
2
2 )[c1; c2; c3; s1; s2; s3]=I(F ) aliased with the following
model:
0 + 1 sin(X2 +X3) +  1 cos(X2 +X3) + 2 sin(X1 +X3)
+  2 cos(X1 +X3) + 3 sin(X1 +X2) +  3 cos(X1 +X2)
+ 4 sin(X1 +X2 +X3) +  4 cos(X1 +X2 +X3)
is
( 2 +  4)c1c3 + ( 1 +  4)c2c3 −  4c1 −  4c2 + (2 + 3)c1s3 + 0
+  4 +
1
2
(−5 4 − 21 − 3 − 2 −  2 −  3 −  1)s3
p
2
+ (−3 4 + 4)s3 −  4c3 + ( 3 +  4)c1c2 +  4s3:
From the last equation we have that the parameters 0;  1; 1;  2;  3;  4; 4 are estimable
together with the linear combination 2 +3. This gives the intercept and the frequencies
(0; 1; 1) and (1; 1; 1) as fully estimable.
The last two examples presented show that, from a statistical point of view, a limitation
of the application of the algebraic identiability procedure to Fourier models is that the
saturated model returned does not always make sense because it may include, e.g. a
sin term for a certain frequency but not the cos term. Nevertheless, the models we can
identify can be considered as belonging to a more general class of Fourier regression
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models than those dened in Bates et al. (1998): specically that dened in Theorem 1.
This limitation cannot be overcome because it is intrinsic in the nature of Fourier models.
To conclude we note that with ad hoc modications the technique described in this
paper can be applied to any class of statistical models that forms a ring and for which a
theorem analogous to Theorem 1 holds. An example is the set of exponential models of
the form X
h2A
eh
tx : A  Zd+; A nite and  2 Q

that is in one-to-one correspondence with Q[x].
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