Abstract-In this paper we present some analogies between thermodynamics and certain Shannon theory results. We revisit the previously published results that relate notion of energy and information. We then introduce a thermodynamic system that could be used to store information. The ideal gas is considered. We present the corresponding thermodynamic analysis and establish equivalence with the additive white Gaussian noise (AWGN) channel capacity formula. Specifically, we show that the average energy needed for adiabatic compression of the ideal gas to 1/N of its initial volume is the same as the average energy needed to achieve the capacity C =log2 N of the equivalent AWGN channel. In addition, the analysis is extended to show a link between the gas volume and minimum squared codeword distance. Furthermore, we show that the ideal gas which went through the adiabatic compression, and later settled according to the second law of thermodynamics, will reach an equilibrium state which is directly related to Shannon random coding and joint typicality decoding.
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I. INTRODUCTION
In the early days of information theory a tentative link with thermodynamics and its probabilistic aspects was recognized. Shannon entropy, which was defined in the ground-breaking work [1] , was named after the well known thermodynamic entropy. Thermodynamic entropy, as a measure of how energy is distributed among system components, was introduced by Clausius (circa 1850) while its probabilistic interpretation was attributed to Boltzmann (at the turn of the twentieth century). The functional resemblance between the entropies was recognized by Shannon and Von Neumann. An anecdote goes that Von Neumann advised Shannon to adopt this term because it would give him "... a great edge in debates because nobody really knows what entropy is anyway." [2] Since the beginning, information theory took on a life of its own, but there has been a number of efforts to apply its results in different branches of physics. For example, certain results from information theory are applied in statistical and quantum mechanics [3] , [4] . Furthermore, the notion of information became a central point in many studies in theoretical physics. In particular, there has been an interest in determining the limits on how much information can be stored in unit mass and what the limits on speed of information processing are (see [5] and references therein).
Attempts to understand energy limits of computation led to a number of results connecting thermodynamics and theory of computation [6] . In addition to computation problems, the studies have addressed the issue of how much energy has to be invested into a thermodynamic system to half the number of its available states (i.e., the system loses one bit of information needed to describe its state). Furthermore, it was shown that a knowledge of the system state leads to an ability to extract energy out of the system. For the given amount of knowledge, described by the number of information bits, there is a limit on the energy that can be extracted [7] , [8] . The results will be reviewed later in the text. In this paper, we extend the basic ideas that are used to derive the above results, and focus on the analogies with Shannon theory and communication systems.
The paper is organized as follows. In Section II the basic properties of the ideal gas are presented. Furthermore, we revisit and summarize the previously reported results that relate notion of energy and information. In Section III we show that the average energy needed for adiabatic compression of the ideal gas to 1/N of its initial volume is the same as the average energy needed to communicate C = log2 N bits per channel use over the equivalent additive white Gaussian noise (AWGN) channel (i.e., to achieve the channel capacity C). The analysis is extended to show a link between the gas volume and minimum squared codeword distance. Furthermore, we show that the ideal gas which went through the adiabatic compression, and later settled according to the second law of thermodynamics, will reach an equilibrium state which is directly related to Shannon random coding and joint typicality decoding. We conclude in Section IV. 
Note that it can be shown that a complex AWGN channel is equivalent to a real AWGN channel with two degrees of freedom [9] . Specifically, per each signal dimension the noise variance and the average energy of the transmitted symbol are No/2 and Es/2, respectively.
B. Ideal Gas
In this study we use the ideal gas model. The ideal gas corresponds to a set of particles (i.e., molecules) that are confined within a container. The particles do not interact with each other, except during collisions, which are assumed to be perfectly elastic. Thus, the energy of each particle is exclusively translational kinetic energy. The internal energy U of the gas is the sum of energies of the particles.
A differential change of the internal gas energy is
The average energy of a particle, whose energy depends quadratically on its velocity, equals kT/2 per a degree of freedom, where k is Boltzmann's constant [11] . The change of the average internal energy U is LMk dU =-dT 2 (9) where L is the number of gas particles, and M is the number of degrees of freedom. Furthermore, the following well known relationship connects the gas pressure, volume and temperature as pV =LkT.
Note that the above expression can be directly derived from the classical Newtonian mechanics under the ideal gas assumptions.
Without loss of generality, we will consider the ideal singleparticle gas, L 1, where the particle has two degrees of freedom, M 2. For example, this assumption may correspond to a case of the particle being confined to a plane. Note that we will revisit these assumptions later in the text.
C. Volume Halving
In this subsection we assume that the walls of the container are thermally conductive. The container is submerged into a thermal bath, which is an infinitely large container at the constant temperature T. Let us compress the gas to one half of its initial volume. The compression is done infinitely slowly keeping the temperature of the gas constant. This process is known as isothermal compression. Thus, dT = 0 and the equation (6) becomes kTdV 0 = TdS -pdV = TdS-(1V After compressing the gas to V = V/2, where V is its initial volume, from the above equation we get AW~V2 kTdVkTn (12) dU = dQ-dW (6) where dQ is the thermal energy, i.e., the heat exchanged with the surrounding environment, and dW is the differential mechanical work [10] . The above equation is a consequence of the conservation of energy, i.e., the first law of thermodynamics. The exchanged thermal energy is dQ = TdS (7) where T is the temperature of the gas, while dS is the differential change of its thermodynamic entropy. As mentioned earlier, the thermodynamic entropy is a fundamental quantity that describes how the internal energy U is distributed among the system components (i.e., in this case among the particles of the gas). Further, the differential mechanical work is dW = p dV (8) where p is the pressure that gas exerts on the walls of the container, while dV is the differential change of its volume.
where AW is the external mechanical work that is invested to perform the compression. Let us now argue how the above exercise relates to information.
First, by halving the volume of the thermodynamic system, the number of available states where the gas particle could be is also halved. Therefore, we'll need one information bit less to describe its state compared to the initial full-volume state. Considering the thermodynamics of computation, the result in (12) is determined as the minimum energy needed for discarding one bit during the computation, i.e., information processing. This result is known as Landauer's principle of erasure and plays crucial role in determining how much energy is needed to perform a computation [6] - [8] , [12] .
Second, compressing the gas to one or the other half may be used to record, i.e., store one information bit. For example, if the gas is compressed to its left or right half it will be assigned logical ' Focusing on information and communication aspects, we summarized the above analysis in the following.
Theorem 1: The same amount of energy (kT In 2 Joules) is needed to either store one information bit by the isothermal compression of the ideal gas or communicate one information bit over the equivalent AWGN channel (where No kT).
In both cases, the compression and transmission are infinitely slow. D
D. Energy Extraction
For the sake of simplicity let us assume that that a singleparticle gas occupies the volume V, at the temperature T. As in the previous subsection, the gas container is in the thermal bath. The particle will be in either left or right half of the container with the equal probability. We assume that there is a mechanism to insert a piston either from left or right side of the container.
If there was a knowledge, i.e., information in which half of the container the particle is, the piston could be inserted from the opposite side. It is assumed that no energy is needed to perform the piston insertion. The procedure is depicted in Figure 1 , for the particle being in the left half. One information bit will be sufficient to describe in which half of the container the particle is.
Theorem 2: If there is a knowledge about the state of the ideal gas corresponding to one information bit, kT In 2 Joules of energy can be extracted from the gas via its isothermal expansion. The gas expansion and energy extraction are infinitely slow.EZ In other words, the energy value of one bit of information is kT In 2 Joules.
III. FURTHER ANALOGIES WITH SHANNON THEORY
Unlike the previous two subsections, here we assume that the gas is thermally isolated from its surroundings. Specifically, in the expression (6) the heat exchanged with the surrounding environment is dQ = 0. Thermodynamic processes with dQ = 0 are known to be adiabatic. As said earlier, we will study a single-particle gas, where the particle has two degrees of freedom.
A. Gas Compression and Information Storing
Let us compress the gas to 1/N of its initial volume V, V = V/N. The compression is done adiabatically, without any constraint on how fast it is performed (unlike the case of the isothermal compression that has to be infinitely slow).
Starting from the equations (6), (9), (10) 
The average external work that is invested to perform the compression is equal to the change of the average internal gas energy. In other words, After the insertion, the gas exerts pressure on the piston. Under the pressure, the piston is moving into the direction of the gas expansion. While expanding, the gas performs mechanical work. If the piston is moving infinitely slowly, upon reaching the initial volume V the gas has performed the total work that is equal to the one in (12) . The expansion is isothermal.
The above system is known as Szilard's engine [8] and together with Landauer's principle is extensively used to analyze the famous thought experiment known as Maxwell Demon (see [13] for more details).
We summarized the above in the following.
We now describe how the above process can be used to record, i.e, store information. The gas container of volume V is divided in N disjoint compartments. The compartments are of volume V = V/N. Each compartment will assigned to a unique string of information bits with the length of C = 1g2 N bits.
(19)
Storing of information is done by compressing and confining the ideal gas to one of the N compartments depending on C-bit-long binary word that is being stored. The confined gas may be viewed as data symbol. The rate of the compressed volume change due to the difference in the initial temperature is AV AT(N -1) Iv = V TN+ AT (27) We now pose an equivalent communication problem. The average energy of the transmitted symbol is given in (3) . The noise variance is different than No, i.e., Fig. 2 . The container is divided in N = 8 compartments, with a unique 3-bit binary word assigned to each of the compartments. In this particular example the gas particle is compressed and confined to the compartment corresponding to the binary word '101'.
Based on the expressions (18) The following theorem summarizes the above analysis.
Theorem 3: The same amount of average energy is needed to either store C information bits by the adiabatic compression of the ideal gas or achieve the channel capacity C of the equivalent AWGN channel (where No kT). The ideal gas is compressed to 1 N of its original volume, where N = 2c.
Note the above theorem is more general than Theorem 1. It does not restrict the rate of information storing or transmission.
B. Volume and Codeword Distance
In this subsection we first consider a case when the average energy in (20) is invested to compress the gas, but the initial temperature is different than T, i.e., Consequently, the maximum achievable data rate is
In order to achieve the capacity C in (2), the transmitter sends one of 21c codewords, where n --> oc. The codeword belongs to a set of 21c typical sequences that are uniformly distributed in the signal space [9] , [14] . Due where Q is a proportionality constant and ai = 3a'/1. s is the minimum squared distance between the codewords, and it is proportional to the squared radius of the sphere of exclusion around each codeword (where different codeword spheres must not intersect). Similarly, for a channel with the capacity C' in (29), the above squared distance is
The rate of the minimum squared codeword distance change, due to the difference in the noise variance is .L C. Second Law and Random Coding Let us perform the following information storing procedure. As described earlier, it is done by compressing and confining the ideal gas to one of the N compartments, storing C = lg2 N bits of information. Using n gas containers (where n -* ox), the total of nC bits of information is stored. After the compression, the containers are brought into a thermal contact, while still being thermally isolated from the rest of the environment. Upon the contact, in each of the containers the gas particle is released from the compartment it was confined to as the result of information storing. The particle is free to move within its container and exchange thermal energy with the particles in other containers. The process will lead to a thermal equilibrium of the system. In the following we examine the properties of that equilibrium.
According to the second law of thermodynamics, in the equilibrium the energy is distributed among the system components in the most disorganized way. In other words, the thermodynamic entropy of the system is maximized with respect to the probability density function (PDF) of the gas particle energy, i.e., (38)
The solution of the above constrained optimization is
where A the normalization constant (to satisfy the constraint in (38)). The PDF p(E) is known as Boltzmann distribution and it is distribution of energies of the ideal gas particles (which are identical but distinguishable) [11] . Boltzmann distribution corresponds to the energy of circularly symmetric complex random variable with Gaussian distribution CJV(0, kTN). In other words, F = lXHiyl2 = X2+y2 (40) where X and Y are independent and identically distributed each with Gaussian distribution JA(0, kTN/2).
Based on the above analysis, we conclude the following. Upon reaching the equilibrium, in each container, the gas particle will have energy that is drawn from Boltzmann distribution in (39). As we assumed, each particle has two degrees of freedom. Each degree of freedom has a quantity (e.g., a velocity) that is drawn from Gaussian distribution JVF(O, kTN/2). Therefore we can abstract that each particle has a complex quantity X+iY assigned to it. Thus, upon reaching the thermal equilibrium, the particles in n gas containers that are used to store total of nC bits of information, will be associated with a sequence of complex quantities (for n -->X c).
Immediately after the compression, each particle is confined to the volume V = V/N = V/2C. The 
Based on the above, upon reaching the equilibrium, the state of the system corresponds to a sequence of received samples at the output of the equivalent AWGN channel. Each sample corresponds to a state of one gas container. The average energy per each sample is given in (42) while the samples are drawn from the complex Gaussian distribution. To determine which string of nC bits was stored, i.e., sent over the equivalent channel, the receiver has to determine which set the received sample sequence belongs to (out of 2nc disjoint sets). This is equivalent to the decoding procedure based on joint typicality for the optimal channel coding that is described in [9] . The following theorem summarizes the above analysis.
Theorem 5: nC information bits are stored in n containers with the ideal gas. In each container, C bits are stored by adiabatic compression to one of 2c compartments. Upon the compression, the containers are brought into a thermal contact, and particles are freed from the compartments. Based on the second law of thermodynamics the system will reach the equilibrium. The state of the system will correspond to the output of the equivalent AWGN channel with optimally encoded transmission. To retrieve the stored information a decoding based on joint typicality could be used. D D. Comments on Degrees ofFreedom and Number ofParticles
As said earlier, we have assumed that the gas particle has two degrees of freedom (e.g., the particle is confined to a plane). Similarly, the capacity in (2) corresponds to a channel with two degrees of freedom, e.g., a complex AWGN channel [9] .
The analysis that is presented in the previous subsections can be directly extended to a more general case where both the gas particle and the AWGN channel have M degrees of freedom (i.e., M-dimensional systems)'. Specifically 
Furthermore, we have considered a single-particle ideal gas.
If we consider an L-particle ideal gas, instead of NO = kT and ANo = kAT, NO = LMkT/2 and ANo = LMkAT/2 should be used, respectively. Using the above assumptions, we can repeat the analysis given in the previous subsections. It can be shown that it will lead to the equivalent analogies that are presented in Theorems 3, 4 and 5, but for M degrees of freedom and L gas particles.
IV. CONCLUSIONS
In this paper we presented some analogies between thermodynamics and Shannon theory. We showed that the average energy needed for adiabatic compression of the ideal gas to 1/N of its initial volume is the same as the average energy needed to achieve the capacity C = log2 N of the equivalent AWGN channel. In addition, we presented the link between the gas volume and minimum squared codeword distance. Furthermore, we related the thermal equilibrium of the corresponding system to the equivalent AWGN channel and optimal encoding and decoding that are based on Shannon theory.
Extending the above analogies to study limits on energy and time needed to perform encoding and decoding is of interest for our future work.
1For example, for three degrees of freedom, M = 3, the gas particle freely moves through the three-dimensional space within the container.
