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1.1 Introduction à la dématérialisation
Depuis plusieurs décennies, la dématérialisation, processus qui permet de pas-
ser d'un support physique à une copie numérique, est devenue un sujet d'actualité.
En eﬀet, les enjeux culturels et économiques sont importants. Entre autres projets,
la numérisation de fonds d'archives est de plus en plus fréquente dans un but de
préservation et de diﬀusion. Par exemple, une partie des registres paroissiaux et
d'Etat-civil français a été mise à disposition du grand public à travers le moteur de
recherche RECEL (Registres de l'Etat-Civil En Ligne) 1. Gallica 2, la bibliothèque
numérique de la BnF (Bibliothèque nationale de France) propose un accès gratuit
à diﬀérents documents (livres, presse, cartes et plans, etc). Les documents papiers
étant souvent fragiles, l'utilisation de copies numériques en facilite la manipulation.
Plusieurs grands projets impliquant diﬀérents laboratoires de recherche français et
internationaux ont ainsi vu le jour. Leur but est de travailler sur des problématiques
de valorisation de documents historiques. De 2007 à 2010, le projet NAVIDOMASS 3
a eu pour objectif la création d'outils permettant d'enrichir ces images avec des
données supplémentaires liées à leurs contenus. L'enjeu était de les classer et de
les étudier à travers des bibliothèques numériques. Entre 2011 et 2014, DIGIDOC 4
s'est concentré la mise au point de scanner intelligents s'adaptant aux caractéris-
tiques de documents anciens et fragiles pour améliorer la qualité de la numérisation.
Entre 2008 et 2012, le projet IMPACT 5 a conduit à l'implémentation de solutions
1. http://recel.geonames.org/
2. http://gallica.bnf.fr/
3. Navigation dans des Masses de Documents (NAVIgation into DOcument MASSes en anglais) :
http://navidomass.univ-lr.fr
4. Document Image diGitisation with Interactive DescriptiOn Capability en anglais :
http://l3i.univ-larochelle.fr/DIGIDOC
5. IMProving ACces to Text en anglais : http://www.impact-project.eu
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(a) (b) (c)
FIGURE 1.1  Exemple de documents administratifs : factures et bons de commande.
de reconnaissance automatique de texte dans des documents historiques. Enﬁn de-
puis 2013, le projet transScriptorium 6, toujours en cours, cherche à développer des
systèmes de transcription d'images de documents historiques manuscrits pour aider
à leur indexation et à la recherche de contenu.
Dans ce mémoire, nous nous intéresserons à la dématérialisation de documents ad-
ministratifs, qui, même s'ils ont des caractéristiques similaires à celles des documents
historiques, diﬀèrent en termes de contenu, et de contraintes de traitement. Ces tra-
vaux s'inscrivent dans un contexte industriel fort avec un partenaire privé et pour
ambition d'avoir, je l'espère, un impact économique. Les enjeux seront donc moins
la préservation ou la restauration de ces documents que la mise en place de solutions
eﬃcaces et applicables dans ce contexte particulier.
De nos jours, l'administration publique et les industriels doivent traiter quoti-
diennement de gros volumes de documents papiers de toutes sortes (Figure 1.1).
Une étude réalisée par EY et Dimo Gestion [EY 2014] montre l'impact de la dé-
matérialisation dans les entreprises. Le temps de traitement moyen d'une facture
fournisseur papier serait d'environ 14 jours et coûterait en moyenne 15 euros. Le
processus implique des opérations de tri, de validation, d'archivage, etc. Tout l'in-
térêt du processus de dématérialisation est alors la mise en place d'outils capables
d'extraire automatiquement des données métiers. Dans ce contexte, nous parlerons
de systèmes de LAD/RAD (Lecture/Reconnaissance Automatique de Documents).
Les informations textuelles sont lues par des systèmes de reconnaissance de texte
à partir d'une image préalablement numérisée. Il existe ainsi les techniques de ROC
(Reconnaissance Optique de Caractères, OCR en anglais), ou de RIC (Reconnais-
sance Intelligente de Caractères, ICR en anglais), plus perfectionnées. Pour ﬁnir,
6. http://transcriptorium.eu
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FIGURE 1.2  Illustration d'une solution de GED.
toutes les données ainsi extraites sont injectées dans des bases de données et vont
alimenter des systèmes d'informations.
L'automatisation de certaines tâches réduit fortement les coûts en temps et en res-
sources humaines jusque-là nécessaires. D'une part, les erreurs entrainées par la
saisie manuelle sont limitées et l'ensemble des processus est optimisé. D'autre part,
l'utilisation de copies numériques centralisées, et surtout traçables, oﬀre un meilleur
suivi des documents et des communications, aussi bien au sein de l'entreprise qu'avec
l'extérieur. Les délais de réponse sont ainsi beaucoup plus courts. Enﬁn, d'un point
de vue plus écologique, la numérisation des documents n'entraîne pas forcément une
suppression des supports papiers, mais permet une nette diminution du nombre de
copies. L'ensemble des applications impliquées dans la chaîne de dématérialisation
constitue une solution de GED (Gestion Electronique des Documents). La ﬁgure 1.2
illustre les fonctionnalités d'une GED.
1.2 Problématique et enjeux
Les industriels peuvent être amenés à traiter des documents de tous types qui
sont généralement très riches en termes de contenus, de structures, et de couleurs
(Figure 1.1). Le processus historique implique une étape de simpliﬁcation pour ré-
duire la complexité des traitements et les coûts de stockage. Par conséquent, les
images couleur sont généralement numérisées en noir et blanc grâce à une étape
de binarisation, ou éventuellement converties en niveaux de gris. Elles sont ensuite
analysées pour en extraire des zones d'intérêt qui sont transmises à un système de
reconnaissance de texte (Figure 1.3) aﬁn d'en extraire les informations utiles aux
applications métiers.
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FIGURE 1.3  La chaîne de dématérialisation classique : traitement des images en
noir et blanc.
L'approche classique génère des problèmes du fait des erreurs liées à l'étape de
simpliﬁcation (Figure 1.4). La performance de reconnaissance est dégradée en cas
d'échec de la segmentation, lors de la superposition d'objets graphiques et textuels
notamment. Par exemple, des éléments de couleurs diﬀérentes ne pourront plus être
diﬀérenciés. Certaines informations textuelles peuvent disparaître comme dans le
cas d'un surlignement. De plus, la couleur est généralement porteuse de sens sur
ce type d'images : surlignement, correction... Or ici, toute l'information sémantique
apportée par la couleur disparait du fait de l'étape de binarisation préalable. Des
post-traitements peuvent éventuellement corriger certains problèmes. Cependant, ils
nécessitent souvent une phase de paramétrage, et d'interaction avec un utilisateur.
En revanche, le traitement direct de l'information colorimétrique sans binarisation
pourrait améliorer le processus actuel de dématérialisation.
Certaines approches usuelles, spéciﬁques à l'étude de documents en noir et blanc,
ont été transposées au traitement en niveaux de gris. L'amélioration des technolo-
gies et l'augmentation des capacités de stockage ont levé les verrous scientiﬁques qui
empêchaient jusque là la manipulation des images couleur dans un contexte indus-
triel. Cependant, malgré un intérêt croissant, encore peu de travaux s'intéressent à
l'utilisation directe de la couleur pour la segmentation de documents. La plupart
des méthodes sont dédiées à des tâches particulières, et à des catégories spéciﬁques
d'images, partageant les mêmes caractéristiques structurelles. Elles sont aussi sou-
vent basées sur l'utilisation de modèles permettant l'introduction de connaissances
a priori.
Ces travaux de recherches sont focalisés sur la segmentation bas-niveau des do-
cuments administratifs couleur. Ils se situent donc avant l'étape de reconnaissance
de texte dans la chaîne de dématérialisation (Figure 1.3). Ils ont pour objectif d'uti-
liser l'information colorimétrique pour améliorer les résultats de la segmentation.
Du fait du contexte industriel, notre approche devra être générique et non supervi-
sée, aﬁn de pouvoir analyser tous types de documents administratifs couleur sans
paramétrage et sans interaction avec l'utilisateur. Le contenu des documents et leurs
couleurs étant très variables, notre approche devra aussi être adaptative.
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(a) Images originales (b) Images binarisées
FIGURE 1.4  Erreurs liées à l'étape de binarisation.
1.3 Extraction de couches couleur
Dans ces travaux, nous proposons la segmentation des documents en couches
couleur comme une alternative à l'étape de binarisation qui est source d'erreurs.
Pour pouvoir manipuler facilement l'information colorimétrique, le nombre de cou-
leurs présentes sur l'image doit être réduit en regroupant tous les éléments ayant des
teintes et des niveaux de saturation très proches. C'est à dire que seules les couleurs
dominantes globalement ou localement, lorsqu'elles constituent des régions connexes
compactes, seront conservées. Cependant, la segmentation logique des régions du
document doit aussi être respectée (ex : caractères, mots, graphiques) même si de
petites variations colorimétriques apparaissent au niveau pixel. Une couche couleur
cohérente peut donc être déﬁnie comme un ensemble de pixels ayant à la fois une
apparence colorimétrique très proche et présentant une unité logique ou sémantique.
Aﬁn de respecter la représentation historique, chaque couche est associée à une
image binaire. Pour une couche donnée, un pixel apparait noir sur un fond blanc
lorsqu'il appartient à cette couche. Les industriels ont ainsi la possibilité de réin-
jecter ces images binaires dans la chaîne classique de dématérialisation sans avoir
à remplacer les traitements traditionnellement utilisés. De plus, la segmentation en
couches couleur permet l'ajout d'informations supplémentaires concernant les carac-
téristiques colorimétriques de l'image. Il devient alors possible de décrire les éléments
de l'image en fonction de leur couleur, de diﬀérencier ceux ayant des couleurs dif-
férentes, ou bien de ne traiter que certaines couches spéciﬁques. Des exemples de
couches couleur souhaitées sont présentées sur la ﬁgure 1.5. Elles ont été obtenues
à partir d'une annotation manuelle sur un document réel relativement simple en
termes de structure et de caractéristiques couleur.
La principale diﬃculté de ces travaux provient de la complexité et de la densité
des informations à traiter. Considérons tout d'abord la couleur, la numérisation et
la compression introduisent du bruit sous forme d'artéfacts et de fausses couleurs
qui dégradent l'homogénéité des éléments de l'image (Figure 1.6). Numériquement,
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(a) Image originale
(b) Couche bleue (c) Couche jaune
(d) Couche rouge (e) Couche noire
FIGURE 1.5  Exemple de quatre couches couleur annotées manuellement sur un
document administratif réel. Aﬁn de respecter la représentation traditionnelle, pour
une couche donnée, un pixel apparait noir sur un fond blanc lorsqu'il appartient à
cette couche. La couche de fond n'est pas aﬃchée ici et les données personnelles ont
été masquées.
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FIGURE 1.6  Bruit apparaissant sur une image réelle : apparition de fausses couleurs,
artéfacts de compression.
l'information colorimétrique s'exprime dans un espace couleur dans lequel les cou-
leurs dominantes peuvent théoriquement être extraites en recherchant les nuages de
points. En réalité, ces points formeront plutôt des trainées qui peuvent être diﬃci-
lement exploitables, et ce d'autant plus avec des documents complexes, contenant
par exemple des dégradés de couleurs, et des nuances très proches visuellement (Fi-
gure 1.7). L'une des problématiques consistera donc à trouver automatiquement le
nombre de couleurs présentes dans l'image.
Notre objectif étant l'extraction de n'importe quelle structure présente sur l'image
et non pas uniquement la reconnaissance des éléments textuels, nous sommes alors
confrontés à un problème relevé par le paradoxe de Sayre [Sayre 1973] 7. Ce para-
doxe met en évidence l'interdépendance des problématiques de reconnaissance et de
segmentation. Pour pouvoir être exploitées, nos couches couleur doivent conserver
une certaine unité sémantique par rapport aux régions réelles de l'image. La prise
de décision relative à l'appartenance à une couche couleur ou à une autre doit donc
être suﬃsamment ﬂexible pour regrouper les éléments en prenant en compte à la fois
l'information couleur mais aussi l'identiﬁcation de la structure logique du document.
Par conséquent, la diﬃculté majeure introduite par le contexte de nos travaux est
la segmentation de contenus très hétérogènes sans l'aide de modèles et sans l'ajout
de connaissances a priori.
Finalement, le cadre de nos travaux peut être déﬁni comme suit :
 contraintes industrielles fortes ;
 base de données génériques ;
 segmentation non-supervisée ;
 multi-contenu ;
 détection automatique du nombre de couleurs ;
 conservation de l'information sémantique attachée à la couleur.
7. Paradoxe de Sayre : il faut segmenter pour reconnaître, et il faut reconnaître pour segmenter
[Sayre 1973].
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(a) Image originale. (b) Visualisation dans l'espace RVB.
FIGURE 1.7  Diﬃcultés liées à la visualisation des couleurs dominantes dans un
espace couleur donné.
1.4 Organisation du mémoire
Ce mémoire est organisé de la manière suivante. La première partie sera dé-
diée à l'état-de-l'art qui portera, d'une part, sur les approches traditionnellement
appliquées en analyse de documents, et d'autre part, sur le traitement de l'infor-
mation couleur. Nous introduirons les grands mécanismes de gestion de la couleur
en décrivant tout d'abord des approches appliquées dans le domaine de la vision
par ordinateur. Cependant, les images de documents sont des images particulières
qui sont faites spéciﬁquement pour transmettre de l'information. Par conséquent,
elles diﬀèrent des images naturelles par leur caractère beaucoup plus structuré sur
lequel les approches d'analyse peuvent s'appuyer. La deuxième partie sera consacrée
à nos travaux de recherches concernant la segmentation d'images de documents en
couches couleur.
Nous commencerons, dans le chapitre 2, par caractériser les images de documents,
en mettant en évidence leur complexité en termes de structures, et l'hétérogénéité
de leurs contenus. Du fait du contexte industriel, les méthodes traditionnellement
employées simpliﬁent les images de documents. L'objectif étant la plupart du temps
une classiﬁcation fond/premier-plan, ces images sont alors analysées en noir et blanc.
Nous verrons en quoi ces méthodes sont restrictives et peuvent être sources d'erreurs
lors de l'étape de segmentation.
Le chapitre 3 sera consacré au traitement de l'information couleur. Nous intro-
duirons les principaux mécanismes qui ont été à l'origine des systèmes de codage
de l'information numérique couleur. Nous verrons ensuite quelles sont les stratégies
de segmentation impliquant la gestion de la couleur. Puis, nous orienterons plus
particulièrement cet état-de-l'art sur l'étude des systèmes de réduction couleur qui
en sont une composante essentielle. Pour terminer, nous ferons un inventaire des ap-
proches traitant de la segmentation de documents couleur, en mettant en évidence
les problèmes spéciﬁques liées au traitement de la couleur.
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Nous passerons ensuite à la description de nos travaux. Les diﬀérentes approches
présentées ici ayant été implémentées de manière linéaire, nous présenterons avant
toutes choses les données et les méthodes d'évaluation dans le chapitre 4. Nous avons
expérimenté trois types d'approches : une approche colorimétrique (chapitre 5), une
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2.1 Introduction
Les administrations publiques et les industriels sont amenés à traiter des do-
cuments administratifs de toutes sortes : factures, lettres, formulaires, etc. Avec le
développement important des technologies, de nombreuses solutions de dématériali-
sation ont vu le jour. L'intérêt n'est plus seulement de numériser un document dans
un but d'archivage, mais plutôt d'être capable d'en extraire des données métiers de
manière automatique, pour optimiser la gestion de l'information d'entreprise. Ces
données alimentent des systèmes d'informations, apportant ainsi une plus-value si-
gniﬁcative à l'ensemble des processus liés au cycle de vie des documents.
Bien que généralement structurées par des règles plus ou moins implicites, les images
de documents administratifs sont cependant complexes à analyser, car très hétéro-
gènes en terme de contenus. Les solutions proposées sont par conséquent souvent
dédiées à une catégorie spéciﬁque d'images, et à l'extraction d'un type d'information
particulier. De plus, elles peuvent nécessiter une étape de paramétrage, ou l'injec-
tion de connaissance a priori, impliquant éventuellement une interaction avec un
utilisateur.
A travers ce chapitre, nous réaliserons un bref état-de-l'art des principales tech-
niques d'analyse de documents, et plus particulièrement des documents administra-
tifs. Nous commencerons par caractériser ce type d'images en mettant en évidence
leur complexité. Puis, nous présenterons les techniques historiques de segmentation
qui ont été développées spéciﬁquement pour le traitement des images en noir et
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blanc. En eﬀet, le contexte industriel nécessite une simpliﬁcation des images qui
passe la plupart du temps par une étape de séparation fond/premier-plan. Notre
objectif est ici de présenter les processus d'analyse traditionnels et de montrer en
quoi cette étape de binarisation peut être source d'erreurs. Le chapitre 3 sera dédié
aux traitements spéciﬁques de l'information couleur.
2.2 Caractérisation des images de documents
Au cours de ces travaux nous nous sommes intéressés aux documents adminis-
tratifs de tous types. Ceux-ci sont bien sur très hétérogènes en termes de contenus,
de structures, et de couleurs. Cependant, un document étant fait spéciﬁquement
pour transmettre de l'information, cette dernière doit par conséquent être facile-
ment identiﬁable et lisible. Il est donc possible d'extraire un certain nombre de
caractéristiques communes que nous allons maintenant présenter.
Tout d'abord, un document est construit selon un ensemble de règles explicites
ou implicites qui codiﬁent le placement des diﬀérents éléments. Nous parlerons alors
d'images structurées, voire semi-structurées. Par exemple, un bloc d'adresse se situe
principalement dans la partie supérieure d'une lettre. Un tableau est souvent placé
dans la partie centrale d'une facture. Ou encore, les éléments ont généralement une
orientation horizontale. Les images de documents sont néanmoins complexes du fait
de la densité d'information qu'elles contiennent, et de la richesse de leur contenu
(Figure 2.1).
Nous pouvons classer ce contenu en deux catégories :
 les éléments de base, généralement observés sur les documents administratifs.
Ces informations sont liées au support (tableau 2.1) ;
 les surcharges, qui correspondent le plus souvent à l'ajout d'information de
la part d'un utilisateur du document (tableau 2.2).
Eléments de base : Ce sont globalement les mêmes pour tous les documents
d'une même famille (Figure 2.2). Leurs caractéristiques et leur position sur le docu-
ment sont généralement bien identiﬁées et relativement homogènes. Leur orientation
est souvent rectiligne. Elles ne présentent que peu de variations. Le tableau 2.1 syn-
thétise leurs principales propriétés.
Surcharges : Elles sont pour la plupart propres à un document donné (Figure
2.3). Leur position et leur orientation sont aléatoires, et peuvent présenter des va-
riations importantes. Elles sont souvent placées dans les marges du document, dans
des zones dans lesquelles elles sont facilement visibles. Elles se superposent parfois
à d'autres éléments de l'image. Leur couleur n'est pas homogène et peut être dégra-
dée par des eﬀets de mélange de teinte en cas de chevauchements. Le tableau 2.2
synthétise leurs principales propriétés.
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FIGURE 2.1  Exemple de document administratif réel complexe du fait de son hé-
térogénéité en termes de contenus, de structures, et de couleurs.
La structure physique d'un document décrit l'organisation des diﬀérents éléments
sur ce document. Sa structure logique est liée à la sémantique associée à son contenu.
Prenons l'exemple d'un caractère. Un caractère physique correspond au symbole lui-
même (ex : tracé, caractéristiques géométriques, etc), alors que le caractère logique
fait directement référence à sa signiﬁcation. Un même contenu logique peut avoir
une organisation physique variable suivant le médium utilisé.
Dans la section 2.3, nous décrirons les approches de segmentation permettant l'ex-
traction de ces diﬀérentes structures.
2.3 Segmentation et applications
I stand at the window and see a house, trees, sky. Theoretically I might say there were
327 brightness and nuances of colour. Do I have "327" ? No. I have sky, house, and trees.
Max Wertheimer
La segmentation consiste à partitionner une image en régions exploitables pour
un objectif donné. En fonction de la granularité souhaitée, des informations diﬀé-
rentes seront extraites à plusieurs niveaux grâce à des processus de regroupement.
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(a) Texte imprimé (b) Texte manuscrit
(c) Région uniforme (d) Région texturée (e) Région
Dégradée
(f) Tableau (g) Peignes
(h) Image (i) Logo (j) Filigrane
FIGURE 2.2  Diﬀérents éléments basiques contenus par les documents administratifs.
La ﬁgure 2.4 présente les diﬀérents niveaux d'abstraction auxquels une image peut
être vue. Segmenter est bien souvent un problème diﬃcile. Le champ des techniques
est très vaste. Les stratégies mises en place dépendent des images et de contraintes
liées au domaine d'application.
Du fait du contexte industriel, le processus historique simpliﬁe les images. Celles-
ci sont donc traditionnellement traitées en noir et blanc. En eﬀet, les capacités de
stockage et les technologies existantes ne permettaient pas de traiter des données
complexes telles que les images en couleurs. Nous nous limiterons ici aux techniques
usuelles d'analyse de documents qui ont été développées spéciﬁquement pour ce
type d'images. Pour plus de détails, le lecteur est invité à se référer aux états-de-
l'art détaillés réalisés par [Baird 2014], [Dengel 2014] et [Kise 2014]. Au cours de
cette revue, nous évoquerons aussi quelques travaux dédiés à l'analyse de docu-
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 petites composantes connexes




 longiligne ou curviligne
 petites composantes connexes
 variations colorimétriques possibles
 chevauchement potentiels
Région
(Figures 2.2c, 2.2d et
2.2e)
 homogène, texturée, avec des dégradés
 variable mais souvent de grande taille
 généralement de forme géométrique
Structure graphique
(Figures 2.2f et 2.2g)
 composée de lignes horizontales et verticales
 taille variable





 couleurs et textures variées
Logo
(Figure 2.2i)
 souvent placé en haut ou en bas de l'image
 structure relativement simple
 variable mais souvent de petite taille
 couleurs et textures relativement homogènes
Filigrane
(Figure 2.2j)
 généralement placé au centre de l'image
 structure souvent simple
 variable mais souvent de grande taille
 couleurs et textures variées
 servent de fond
 chevauchements avec d'autres éléments
TABLEAU 2.1  Les éléments de base d'un document et leurs principales propriétés.
ments historiques. Même si ceux-ci ne sont pas soumis aux mêmes contraintes de
traitement (notamment en termes de dégradations), certaines problématiques sont
similaires ; et les processus appliqués pour les résoudre peuvent être facilement trans-
posés aux documents administratifs. Pour terminer, nous aborderons les problèmes
liés à l'étape de binarisation dans la section 2.4.
Le but premier de la segmentation de documents administratifs est l'extraction des
données textuelles qui sont porteuses d'informations. Par conséquent, l'objectif est
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Eléments de base Propriétés
Etiquette
(Figure 2.3a)
 orientation généralement horizontale mais po-
tentiellement oblique
 de taille moyenne
 couleur la plupart du temps homogène
 contient du texte généralement imprimé, mais
avec potentiellement des éléments manuscrits
 de forme rectangulaire





 orientation généralement horizontale mais po-
tentiellement oblique
 de taille moyenne
 couleur souvent non homogène
 contient du texte imprimé, et éventuellement
des structures graphiques





 orientation généralement horizontale mais po-
tentiellement oblique
 possibles variations dans l'alignement
 variable mais souvent de petite taille




 très souvent superposé à du texte
 orientation généralement horizontale mais po-
tentiellement oblique
 souvent de petite taille
 couleur non homogène et potentiellement des
mélanges de teintes avec les éléments surlignés




 composée de traits ou de texte
 superposé ou très proche d'éléments textuels
 orientation généralement horizontale mais po-
tentiellement oblique
 possibles variations dans l'alignement
 souvent petite taille
 couleur homogène ou non avec potentiellement
des mélanges de teintes
 chevauchements potentiels
TABLEAU 2.2  Caractéristiques des diﬀérentes surcharges d'un document.
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(a) Etiquette (b) Tampon
(c) Tampon (d) Surcharge manuscrite
(e) Surlignement (f) Corrections
FIGURE 2.3  Diﬀérentes surcharges pouvant apparaître sur les images de documents.
la localisation et l'identiﬁcation de régions d'intérêt qui sont ensuite transmises à un
système de reconnaissance de texte de type ROC ou RIC. Cependant, nous avons
vu dans la section 2.2 qu'un document ne se résume pas seulement à son contenu
textuel. D'un point de vue global, la segmentation consiste alors à décomposer le
document en ses composantes principales : blocs de texte, graphiques, tableaux, etc.
Par ailleurs, nous pouvons remarquer une certaine hiérarchie entre ces éléments. Par
exemple, un ensemble de caractères forme un mot ; plusieurs mots composent une
ligne de texte ; plusieurs lignes forment un paragraphe.
2.3.1 Stratégies d'analyse
Les images de documents administratifs sont caractérisées par leur structure
répondant à un ensemble de règles plus ou moins explicites, et sur lesquelles les ap-
proches de segmentation peuvent s'appuyer. Plus un document est structuré, plus il
est facile d'en extraire des données de manière automatique. L'analyse de documents
ayant une structure, dite de type Manhattan, constituée de zones rectangulaires,
bien délimitées, et qui ont la même orientation, est considérée comme un problème
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FIGURE 2.4  Niveaux d'abstraction auxquels une image peut être vue. Crédits :
[Dombre 2003] (Figure 3.1)
résolu ([Kise 2014]). L'extraction de certains éléments non homogènes par nature
telle que l'écriture manuscrite peut néanmoins poser problème. Les verrous scien-
tiﬁques identiﬁés sont liés au traitement des documents complexes, faiblement ou
non structurés, et avec des éléments disposés de manière irrégulière sur l'image :
espacement, orientation, alignement non constants, superpositions, etc. La qualité
de l'image et la présence ou non de bruit inﬂuence grandement les résultats de la
segmentation.
Une image de document peut être analysée avec une approche descendante (top-
down en anglais), ou ascendante (bottom-up en anglais). Une approche descendante
traite le document dans son ensemble et le divise récursivement en blocs de plus en
plus ﬁns jusqu'à l'atteinte d'un critère d'arrêt : bloc de texte, puis lignes, puis ca-
ractères. Lorsque la disposition des éléments est connue a priori pour un document
donné, il est souvent intéressant de construire un modèle décrivant les relations entre
les blocs élémentaires, et ainsi aider la phase de segmentation. Ce sont des approches
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dites guidées par le modèle. Au contraire, une méthode ascendante considère tout
d'abord les petits éléments et les agrège peu à peu pour constituer des éléments de
plus haut niveau. Ce sont des stratégies guidées par les données qui se basent sur
un ensemble de caractéristiques mesurées sur l'image sans prendre en compte les
données contextuelles. Il est possible d'adopter une stratégie hybride. Parmi les mé-
thodes de segmentation, certaines s'appuient sur l'analyse des formes des éléments
présents sur l'image, alors que d'autres se basent sur les caractéristiques des régions
de fond pour piloter la segmentation.
Aﬁn de pallier les problèmes cités précédemment, la stratégie de certaines approches
est de se spécialiser dans l'extraction d'éléments spéciﬁques, ou dans l'analyse d'un
type de documents donné. L'avantage principal est alors la possibilité de contraindre
un processus de traitement par un ensemble de paramètres spécialement adaptés à la
réalisation d'une sous-tâche particulière. Cette stratégie requiert donc une étape de
paramétrage, ou l'injection de connaissance a priori notamment avec une phase d'ap-
prentissage. Dans le cas d'un apprentissage, il est nécessaire d'utiliser un ensemble
de données intégrant le plus de variabilité pour éviter une trop grande spécialisation
dans les traitements. En eﬀet, les résultats seront fortement dépendants de cette
base. Le danger de cette spécialisation est de rendre l'approche peu ﬂexible aux
variations éventuelles des caractéristiques prises en compte dans la segmentation.
2.3.2 Techniques usuelles de segmentation
Les approches de segmentation fournissent traditionnellement en sortie une image
binaire avec les éléments extraits apparaissant en noir sur un fond blanc. [Kise 2014]
classe les techniques usuelles en 4 catégories :
 les approches basées sur l'analyse de proﬁls de projections ;
 les techniques de lissage (smearing en anglais) ;
 les approches étudiant les composantes connexes ;
 les approches analysant le fond ;
 les approches basées sur une analyse multi-résolution.
Analyse de proﬁls de projections
Ces méthodes reposent sur le principe que les diﬀérents éléments d'une image
de documents sont alignés horizontalement, et verticalement. Pour obtenir un proﬁl
de projections horizontales (respectivement verticales), il suﬃt de compter les pixels
noirs contenus par chaque colonne (respectivement chaque ligne). Nous obtenons
ainsi un histogramme à partir duquel il est possible de séparer les principaux blocs
par un seuillage de l'espace entre deux pics (Figure 2.5). Une des techniques les plus
communes basées sur l'analyse des proﬁls de projections est le XY Cut qui a été
proposé pour la première fois par [Nagy 1984]. L'idée est d'appliquer itérativement
des séparations horizontales et verticales pour identiﬁer les espaces inter-blocs (Fi-
gure 2.6). L'algorithme fournit en sortie un arbre qui permet de décrire les relations
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FIGURE 2.5  Proﬁls de projection. Crédits : [Kise 2014] (Figure 5.10)
hiérarchiques entre les blocs d'éléments de l'image. Le choix de l'ordre d'application
des séparations horizontales et verticales peut inﬂuencer la qualité des résultats.
A l'origine, ces méthodes ont été proposées pour détecter des lignes de texte paral-
lèles. En revanche, il peut être plus diﬃcile voire impossible de trouver une bonne
séparation lorsque le document contient des blocs plus complexes de tailles non uni-
formes telles que des images. Ils sont donc limités à la segmentation de documents
avec des blocs de forme rectangulaire bien marqués (i.e. structure de type Manhat-
tan). De plus, ces approches sont très sensibles aux variations d'alignements et à














FIGURE 2.6  Recursive XY cut. Crédits : [Kise 2014] (Figure 5.11)
Techniques de lissage
L'objectif des techniques de lissage est de noircir les plages blanches entre deux
pixels noirs si leur longueur est inférieure à un seuil. Tous les éléments appartenant
à un même bloc, et dont l'espacement est relativement faible, vont être regroupés
de façon à extraire des blocs d'éléments similaires. La structure globale du docu-
ment devient alors visible. Prenons le cas des régions textuelles. Les caractères vont
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être fusionnés en mots, puis en lignes, et ﬁnalement, en paragraphes. Les blocs sont
ensuite souvent exploités par des systèmes de classiﬁcation qui vont identiﬁer leur
contenu en fonction des propriétés caractéristiques de leurs composantes connexes.
L'algorithme du RLSA (Run-Length Smearing Algorithm), issu de la morpholo-
gie mathématique, et proposé par [Wong 1982], est l'une des premières techniques
développées selon ce principe. L'idée est d'appliquer un lissage horizontal, et un
autre verticalement pour obtenir deux masques. Ces masques sont ensuite combinés
au moyen d'un ET logique. Pour ﬁnir, l'image résultante est utilisée pour le ﬁltrage
et l'extraction des régions d'intérêt du document. Un ET logique avec l'image ori-
ginale permet ensuite de ne conserver que les zones sélectionnées. Cette approche
est devenue très populaire pour la segmentation d'images de documents pour sa
rapidité et sa simplicité. [Yin 2001], entre autres, a appliqué cet algorithme. L'en-
semble du processus est observable sur la ﬁgure 2.7. Les blocs sont ensuite classiﬁés
en trois classes (texte, graphique, et image) selon un ensemble de règles heuristiques.
Les techniques de lissage sont maintenant communément utilisées sur des docu-
ments simples pour lesquels elles se sont révélées particulièrement eﬃcaces. Ces
approches sont rapides. Cependant, elles sont sensibles aux variations de l'orienta-
tion de l'image. La valeur des seuils peut inﬂuencer la qualité des résultats. Ceux-ci
peuvent cependant être déterminés par une analyse statistique des caractéristiques
des éléments traités (hauteurs ou largeurs moyennes). Ces méthodes sont dédiées aux
documents qui ont une structure de type Manhattan. Elles échouent généralement
à segmenter des blocs non rectangulaires, qui sont peu espacés, et non alignées.
Etude des composantes connexes
Les composantes connexes (CCs) d'une image de document peuvent être regrou-
pées ou ﬁltrées selon un ensemble de règles impliquant les propriétés caractéristiques
de la composante : position relative, alignement, taille, forme, etc. Pour pouvoir
identiﬁer des blocs d'éléments, il est intéressant d'étudier la distance entre CCs.
L'hypothèse de base est que la distance entre les CCs d'un même bloc est plus pe-
tite que la distance entre celles qui appartiennent à des blocs diﬀérents. Ce type de
méthode est souvent utilisé pour la détection de texte du fait de la régularité des
composantes textuelles en termes de taille, d'espacement et d'alignement.
Ces approches sont souvent basées sur une modélisation de la structure du do-
cument sous forme de graphe. Parmi ces techniques, l'Arbre de recouvrement mi-
nimum(Minimum Spanning Tree en anglais) connecte tous les noeuds (CCs de
l'image), en minimisant la somme des pondérations de toutes les arêtes du graphe.
Ce type de graphe a notamment été utilisé dans des travaux récents pour la seg-
mentation de lignes de texte manuscrites ([Yin 2009], [Fernández-Mota 2014]). Il
s'est révélé robuste à plusieurs types de contraintes liées à l'écriture manuscrite :
variations d'alignement, de non-homogénéité des espaces inter-lignes, etc.
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(a) Document binaire (b) Après l'application d'un lissage horizontal
sur (a)
(c) Après l'application d'un lissage vertical sur
(a)
(d) Après l'application d'un ET logique entre
(b) et (c)
FIGURE 2.7  Application de l'algorithme RLSA sur une image de document binaire.
Crédits : [Yin 2001] (Figure 4)
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Utiliser un arbre de recouvrement minimum peut poser problème lorsque la dis-
tance entre deux blocs est plus petite que les distances entre les éléments à l'in-
térieur des blocs. Pour résoudre ce problème, l'approche Docstrum proposée par
[O'Gorman 1993] utilise un graphe des k plus proches voisins. La valeur de k est gé-
néralement ﬁxée à 5. En eﬀet, il peut arriver sur certains documents complexes que
des blocs d'éléments soient très proches en termes de distance, et que cette distance
soit même inférieure à celle mesurée entre les CCs d'un même bloc. Il est alors assez
diﬃcile de trouver un seuil suﬃsamment discriminant pour pouvoir réaliser la sépa-
ration. Docstrum associe à chaque arête du graphe une paire de valeur (d, φ), avec d
la distance, et φ, la valeur de l'angle entre les deux CCs considérées. Une approche
de partitionnement (clustering en anglais) évalue ensuite les valeurs d'espacement
inter-lignes, entre les caractères d'une même ligne, et l'angle d'orientation des lignes.
Le fait de considérer les K plus proches voisins de chaque CC augmente la quantité
d'information disponible et rend la méthode plus robuste.
Le choix du paramètre k déterminant le nombre de voisins utilisés par l'approche
Docstrum est délicat. Une valeur trop élevée produira trop de fausses arêtes (des
CCs très éloignées seront connectées), et au contraire, une valeur trop petite four-
nira un nombre insuﬃsant d'information. [Kise 1998] ont donc proposé une segmen-
tation basée sur la génération d'un diagramme de Voronoï. Cette méthode consiste
tout d'abord à extraire un échantillon de points sur les contours des composantes
connexes. Ce seront les germes pour la phase de segmentation. Puis une partition de
Voronoï est réalisée. Durant cette phase, des cellules (i.e. régions) sont générées à
partir des germes de telle façon que tous les points appartenant à cette cellule soient
plus proches (en termes de distance) du germe correspondant que d'autres germes.
Les résultats du partitionnement et de la segmentation peuvent être visualisés sur
la ﬁgure 2.8. Ce mode de partitionnement est eﬃcace pour les structures complexes
car il réalise un pavement de l'image en zone non rectangulaires, qui s'adaptent aux
blocs d'éléments à segmenter.
Les blocs d'éléments du document peuvent être associés à un ensemble de régions
de Voronoï adjacentes. La tâche de segmentation consiste donc à déterminer quels
sont les contours entre deux cellules qui correspondent à des frontières potentielles.
Cette opération est réalisée par ﬁltrage : distance entre CCs, ratio surface, etc. La
valeur des paramètres dépend du contenu du document. Ils sont déterminés globale-
ment par une étude des fréquences de distribution de la caractéristique considérée.
[Agrawal 2009] ont proposé une version améliorée appelée Voronoï++. En eﬀet, la
méthode classique peut entrainer des problèmes de sur-segmentation qui surviennent
notamment avec des éléments de tailles diﬀérentes, ou à cause des dégradations en-
trainées par la présence de bruit. Voronoï++ détermine donc des seuils locaux plutôt
que globaux. D'autre part, l'intégration des relations angulaires et de voisinage pro-
posées par Docstrum permet d'augmenter la précision de la segmentation.
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(a) Image d'entrée (b) Construction du diagramme de Voro-
noi
(c) Sélection des arêtes associées aux
contours des blocs
(d) Résultat ﬁnal
FIGURE 2.8  Utilisation du diagramme de Voronoï pour la segmentation de docu-
ments. Crédits : [Kise 1998] (Figure 4)
Analyse du fond
Les approches décrites jusqu'à maintenant sont basées principalement sur la seg-
mentation des régions de premier plan. Lorsqu'un document est constitué de blocs
qui ne se chevauchent pas, ces blocs peuvent être identiﬁés par les zones de fond
(globalement rectangulaires) qui les séparent. Récemment, [Chen 2013] ont proposé
une approche hybride basée sur ce principe pour l'extraction de blocs de texte.
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Les régions de fond sont sélectionnées, puis ﬁltrées et regroupées selon un ensemble
d'heuristiques.
La ﬁgure 2.9 résume le processus de ﬁltrage. Tout d'abord, les CCs de l'image sont
regroupées sous forme de chaînes. L'hypothèse de base est que les éléments sont
alignés horizontalement. Les zones de séparations entre CCs sont extraites comme
des régions rectangulaires. Seules les plus larges sont conservées comme candidates.
Parmi celles-ci, les rectangles isolés sont éliminés. Un ﬁltrage basé sur des heuris-
tiques permet de classer les rectangles comme étant des séparations probables inter-
ou intra-colonnes. A ce niveau, des chaînes de rectangles alignés verticalement sont
extraites. Un ﬁltrage ﬁnal en extrait alors les séparations inter-colonnes.
(a) Regroupement des CCs en chaînes
(b) Extraction des zones de séparations les plus larges (inter- et
intra-colonnes)
(c) Chaînes de rectangles candidats (après ﬁltrage)
(d) Lignes de texte après suppression des séparations intra-
colonnes
FIGURE 2.9  Segmentation de colonnes de texte basée sur la détection des zones de
séparation inter-blocs. Crédits : [Chen 2013] (Figures 6 et 8)
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(a) Résolution 1 (originale) (b) Résolution 2 (c) Ré-
solution
3
FIGURE 2.10  Images en multi-résolution construites à partir d'une pyramide gaus-
sienne. L'image 2.10a est divisée par 2 en résolution 2, et par 4 en résolution 3.
Approches multi-résolution
Certaines approches se basent sur une analyse multi-résolution de l'image. L'idée
est d'observer la structure de l'image à diﬀérents niveaux de détails de façon à imi-
ter la perception humaine. En eﬀet, exploitant un phénomène qui est généralement
qualiﬁé de vision périphérique, un humain aura tendance à regarder tout d'abord
une image dans son ensemble pour ne capter que sa structure globale. Dans un
deuxième temps, en s'appuyant sur ce qu'on appelle généralement la vision fovéale
il se focalisera sur une région d'intérêt pour l'étudier plus précisément.
Une analyse multi-résolution se fait sur un ensemble d'images obtenues à partir
de simpliﬁcations successives d'une image originale (ﬁgure 2.10). L'image est alors
lissée, puis sous-échantillonnée. Le processus crée ainsi une pyramide d'images dont
la taille est divisée par deux à chaque changement de résolution (Figure 2.11). Une
approche similaire, appelée multi-échelles, conserve au contraire la taille de l'image,
et préfère réduire les détails en appliquant par exemple une technique de lissage.
Une autre approche consiste à utiliser des processus de segmentation par fusion ou
par division pour créer des pyramides de régions. Pour plus de détails, le lecteur est
invité à se référer à l'état de l'art réalisé par [Dombre 2003].
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Du fait notamment d'une certaine hiérarchique entre leurs éléments (ex : caractères,
mots, lignes, etc), les images de documents se prêtent relativement bien à une analyse
multi-résolution. Dans [Lemaitre 2008a] et [Lemaitre 2008b], les auteurs décrivent
les bénéﬁces que peut apporter une telle approche à la reconnaissance de structures
sur des images de documents complexes. Ils ont intégré ces concepts dans un système
générique DMOS (Description et MOdiﬁcation de la segmentation) qui a été déve-
loppé pour la reconnaissance de documents structurés. La généricité est introduite
par l'utilisation d'un langage grammatical EPF (Enhanced Position Formalism) qui
leur permet de décrire les éléments contenus dans une image de document, ainsi que
leurs relations spatiales.
Une image en haute résolution contient énormément d'information, et éventuelle-
ment du bruit, qu'il n'est pas toujours aisé de traiter. En revanche certains éléments
sont plus visibles à certaines résolutions. Par conséquent, l'intérêt majeur de ce type
d'analyse est la possibilité d'adapter les traitements au mieux pour faciliter leur ex-
traction. Par exemple, un ensemble de caractères en haute résolution, diﬃcilement
distinguables du bruit, apparaitra comme une ligne, plus facile à extraire, en basse
résolution. Il est aussi possible de réaliser une segmentation grossière en basse ré-
solution aﬁn de localiser des régions d'intérêt qui seront ensuite raﬃnées en haute
résolution. D'autre part, la taille de l'image étant réduite, les traitements sont exé-
cutés plus rapidement.
D'après [Lemaitre 2008a], un système d'analyse multi-résolution doit prendre en
compte les outils suivants :
 un extracteur d'éléments caractéristiques (composantes connexes, lignes, etc) ;
 un mécanisme permettant de naviguer entre les diﬀérentes résolutions de
l'image ;
 un mécanisme capable de mettre en correspondance les éléments extraits aux
diﬀérentes résolutions.
FIGURE 2.11  Pyramide par réduction. Crédits : [Dombre 2003] (Figure 4.8)
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2.3.3 Choix de la méthode
Nous avons présenté jusqu'ici les approches usuelles de segmentation de docu-
ments. [Shafait 2006] ont réalisé une étude comparative de plusieurs d'entre elles sur
une base de documents contenant à la fois des éléments imprimés et manuscrits. Le
choix de la méthode dépend fortement des caractéristiques structurelles des images
de documents. Pour un document correctement orienté, et avec une structure de type
Manhattan, une méthode basée sur l'analyse des proﬁls de projections, ou une tech-
nique de lissage, peut être suﬃsante. En revanche, pour un document complexe dont
le contenu et la structure sont hétérogènes, il faut privilégier une méthode plus géné-
rique telle que Docstrum ou un partitionnement de Voronoï qui seront plus ﬂexibles.
Une approche basée sur un partitionnement de Voronoï est l'une des approches
les plus performantes. En eﬀet, ce type de méthodes est beaucoup moins sensible
aux variations éventuelles de structures (taille, orientations, distances) que des mé-
thodes plus simples. Le choix des paramètres doit être fait judicieusement. Plus le
document contient d'éléments diﬀérents en termes de taille, ou de positionnement,
et plus cette étape devra être adaptative. Les méthodes les plus ﬂexibles réalisent
une évaluation statistique (globales ou locales) des caractéristiques du document.
Beaucoup de travaux sont basées sur l'analyse des CCs de l'image. Celles-ci peuvent
être pré-ﬁltrées, regroupées, ou classiﬁées ce qui permet notamment de simpliﬁer le
processus de segmentation, et de réduire les coûts de traitements. D'autre part, elles
permettent d'incorporer facilement les relations topologiques entre composantes. Les
images de documents se prêtent relativement bien à ce type d'approches de par leur
caractère structuré. En eﬀet, les CCs associées aux éléments d'un même type ont
généralement des caractéristiques similaires dont il est possible de proﬁter pour les
extraire.
FIGURE 2.12  Approche proposée par [Barlas 2014] pour la segmentation en blocs.
Crédits : [Barlas 2014] (Figure 5)
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FIGURE 2.13  Eﬀets du choix de diﬀérentes valeurs de seuil de binarisation sur une
image, et le résultat fourni par un outil de reconnaissance de texte de type ROC.
Crédits : [Dengel 2014] (Figure 6.7)
Par exemple, [Barlas 2014] réalisent une classiﬁcation des composantes connexes en
deux étapes. Une approche basée sur l'utilisation d'un réseau de neurones permet
de discriminer les composantes de texte des autres. Dans un deuxième temps, une
séparation imprimé/manuscrit est réalisée grâce à une méthode basée sur un diction-
naire de formes. Les composantes connexes ainsi identiﬁées sont ensuite regroupées
en blocs d'éléments homogènes en utilisant des techniques classiques d'analyse telles
que le RLSA et une approche basée sur la détection des grands rectangles blancs.
La chaîne complète de traitement est résumée sur la ﬁgure 2.12.
2.4 Problèmes liés à la binarisation
A travers les sections précédentes, nous avons vu qu'une image de document
qualiﬁée de complexe avait généralement une structure et un contenu très hétéro-
gènes. Le processus industriel historique simpliﬁe ces images pour les traiter en noir
et blanc et ainsi réduire les coûts de stockage, et de traitements. Au cours de cette
étape, l'image est binarisée de façon à faire apparaître les éléments de premier-plan
en noir sur un fond blanc.
Diﬀérentes opérations de segmentation peuvent être réalisées sur ces images. Cepen-
dant, l'objectif principal de l'analyse de documents est l'extraction de données mé-
tiers qui seront injectées dans des systèmes d'informations. Ces données se trouvent
dans le contenu textuel des images. Une étape de segmentation va donc identiﬁer et
extraire les régions d'intérêt, qui seront ensuite transmises à un système de recon-
naissance de texte.
La performance d'un système d'analyse de documents est dépendante du choix
et du paramétrage de la méthode de binarisation (Figure 2.13). Une erreur à ce
niveau (caractères incomplets ou eﬀacés) engendre une perte d'information lors de
la phase de reconnaissance du texte. L'hétérogénéité du contenu, et l'objectif de
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(a) Image originale (b) Image binarisée
FIGURE 2.14  Erreurs liées à l'étape de binarisation : diﬃculté de paramétrage
de la méthode de binarisation dues aux variations colorimétriques des éléments, et
variations au niveau de la couleur du contenu textuel (sombre sur un fond clair, et
inversement, clair sur un fond sombre).
produire des traitements génériques, compliquent la tâche de paramétrage des algo-
rithmes utilisés. En eﬀet, un document couleur contient à la fois des éléments avec
des couleurs plutôt contrastées et homogènes, et des éléments, pour lesquels des
variations colorimétriques parfois importantes pourront être observées (tampons,
surcharges manuscrites, etc)(Figure 2.14).
Par ailleurs, les approches de binarisation partent souvent de l'hypothèse que le
texte est globalement plutôt sombre sur un fond clair. Or, ceci n'est pas toujours
vériﬁé sur des documents couleur (Figure 2.14). De plus, la distribution globale des
couleurs, ainsi que leur contraste, peuvent là aussi perturber le calcul du seuil. Par
exemple, beaucoup de documents contiennent des cartouches avec un fond de cou-
leur sombre et du texte de couleur foncée. La binarisation peut entrainer une perte
d'information telle que celle observable sur la ﬁgure 2.15.
La segmentation peut aussi échouer lorsque des éléments se chevauchent, ce qui
arrivent fréquemment avec des objets graphiques et du contenu textuel (Figure
2.16). Des post-traitements peuvent éventuellement corriger certains problèmes. Ce-
pendant, ils nécessitent souvent une étape de paramétrage au cours de laquelle les
éléments à segmenter doivent être décrits au moyen de connaissance a priori. Ce
sont donc souvent des solutions ad hoc.
Pour terminer, sur ce type de documents, la couleur est généralement porteuse
de sens : surlignement, corrections, etc. Il pourrait être avantageux de proﬁter de
cette information. Or ici, l'étape de binarisation entraine la perte de toute séman-
tique liée à la couleur (Figure 2.17). L'amélioration des techniques et des ressources
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(a) Image originale (b) Image binarisée
FIGURE 2.15  Erreur de segmentation dues à la présence de plusieurs couleurs avec
des contrastes diﬀérents.
(a) Image originale (b) Image binarisée
FIGURE 2.16  Chevauchements texte/graphiques qui vont venir perturber la seg-
mentation.
de stockage font qu'il est maintenant possible d'envisager des traitements couleur.
Au cours de ces travaux, il nous a donc paru intéressant de proposer une alternative
à cette séparation en deux classes (premier plan, fond), et d'étudier de quelle façon
l'information colorimétrique pourrait améliorer l'étape de segmentation.
2.5 Conclusion
A travers cet état-de-l'art, nous avons synthétisé les principales caractéristiques
structurelles des images de documents. Ce sont des images répondant à un ensemble
de règles plus ou moins implicites sur lesquelles il est possible de se baser pour en
extraire des données particulières. Cependant la densité d'informations contenues
par ces images les rend complexes à traiter. Nous avons notamment observé des
(a) Image originale (b) Image binarisée
FIGURE 2.17  Perte de l'information sémantique portée par la couleur.
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variations parfois importantes d'un document à un autre : surcharges, dégradations,
disposition des éléments, etc. Ces variations peuvent aussi être notées pour les do-
cuments d'une même famille bien qu'à une plus petite échelle.
L'analyse d'un document passe par une étape de segmentation qui a pour but l'ex-
traction de régions d'intérêt. Dans un contexte industriel, les données métiers se
trouvent principalement dans les données textuelles. Pour réduire les coûts de trai-
tement et de stockage, le processus traditionnel simpliﬁe les images en proposant gé-
néralement une classiﬁcation fond/premier-plan. Les documents sont donc convertis
en noir en blanc grâce à une opération de binarisation. Par conséquent, les traite-
ments historiques ont été implémentés spéciﬁquement pour ce type d'images.
Les méthodes de segmentation les plus simples se servent de la structure spéci-
ﬁque des documents qui est souvent de type Manhattan : régions rectangulaires,
bien alignées et bien espacées. Ce type d'approches est très sensible aux variations
d'orientation et de positionnement des éléments. Malgré tout, elles se sont révé-
lées très eﬃcaces pour des documents simples. Lorsque la structure du document
est plus irrégulière (disposition, orientation, espacement), des méthodes plus com-
plexes basées notamment sur les graphes permettent une segmentation plus précise.
Cependant, elles nécessitent souvent un paramétrage particulier qui doit être fait
avec attention. Ces approches sont fortement dépendantes des valeurs de seuils. La
plupart sont donc dédiés à des tâches particulières, et à des catégories spéciﬁques
d'images, partageant les mêmes caractéristiques structurelles.
La qualité de la binarisation impacte fortement l'ensemble des processus de segmen-
tation et de reconnaissance. Or cette étape peut être source d'erreurs à plusieurs
niveaux. D'une part, une partie parfois non négligeable de l'information peut être
dégradée ou même perdue. Ceci peut se produire à cause des propriétés colorimé-
triques de certaines régions (couleurs peu contrastées, dégradations, etc). D'autre
part, toute l'information attachée à la couleur disparait. Cela peut être probléma-
tique lorsque des éléments de couleurs diﬀérentes se chevauchent. De plus, il n'est
plus possible d'exploiter certaines informations sémantiques telles que par exemple
les surlignements, les corrections, etc. Dans certains cas, il est possible de corriger
ces erreurs. Mais ces solutions nécessitent souvent des connaissances a priori, et
éventuellement, une phase supplémentaire d'interaction avec un utilisateur pour les
injecter
En conclusion, les méthodes développées jusqu'à aujourd'hui fonctionnent relati-
vement bien dans le cas de documents simples, ou lorsqu'elles peuvent être para-
métrées pour une tâche particulière. Les verrous scientiﬁques qui ont été identiﬁés
concernent la segmentation de documents complexes, et en particulier, la mise en
place de méthodes génériques et donc adaptatives, ne faisant pas intervenir l'utilisa-
teur. En eﬀet, plus un système est spécialisé dans la réalisation d'un objectif donné,
et plus il devient sensible aux variations apparaissant dans l'image. A cela vient
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s'ajouter le problème d'interdépendance de la reconnaissance et de la segmentation,
qui rend diﬃcile l'identiﬁcation et l'extraction de contenus hétérogènes tels que ceux
observés sur les documents à notre disposition.
Malgré un intérêt croissant, il existe encore peu de travaux traitant de l'analyse
de documents couleur. L'amélioration des techniques et des capacités de stockage
permet maintenant d'utiliser la couleur pour améliorer le processus de segmenta-
tion. La problématique serait de proposer une alternative à l'étape de binarisation
traditionnellement appliquée, et non pas de remplacer complètement les processus
existants. Le chapitre 3 sera donc consacré au traitement de l'information colori-
métrique, et à l'analyse de documents couleur. Tout l'enjeu de notre travail sera
de pouvoir segmenter, de manière non supervisée, tout type de document, même
rencontré pour la première fois, contenant tout type de contenu, et avec des carac-
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3.1 Introduction
Lors des travaux présentés dans ce mémoire, nous nous sommes intéressés à ce
que pourrait apporter l'utilisation de la couleur au processus de segmentation et de
reconnaissance de documents administratifs. L'enjeu n'est pas de remplacer le pro-
cessus traditionnel, mais plutôt de proposer une alternative qui pourrait améliorer
les systèmes actuels, et ouvrir la voie à de nouvelles applications.
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Ce chapitre présentera tout d'abord les principaux mécanismes de la vision hu-
maine et du traitement numérique de l'information colorimétrique. Certaines no-
tions ne seront pas développées de manière exhaustive, l'objectif étant plutôt d'avoir
une vue générale des diﬀérents phénomènes impliqués dans la déﬁnition de la cou-
leur. Pour plus de détails, le lecteur est invité à se référer à [Vandenbroucke 2000],
[Fairchild 2005], [Busin 2008], et [Fernandez-Maloigne 2013].
Nous décrirons ensuite les diﬀérentes stratégies spéciﬁques à la segmentation d'images
couleur. Un des objectifs récurrents des approches existantes est la simpliﬁcation
des données couleur qui sont diﬃcilement exploitables à l'état brut. Cette étape
passe souvent par un processus de réduction du nombre de couleurs présentes sur
l'image. Nous nous pencherons donc de manière plus détaillée sur les techniques de
quantiﬁcation, et d'identiﬁcation des couleurs dominantes. Cette partie servira d'in-
troduction à un inventaire des travaux liés à l'analyse de documents, et qui traitent
l'information colorimétrique de manière directe. Il en existe encore peu et la plupart
sont très récents.
3.2 Perception de la couleur
La colorimétrie est la science de la mesure de la couleur. Nous commencerons par
évoquer les phénomènes physiques et les aspects anatomiques liés à la perception
humaine. Les théories et modèles mis au point pour expliquer ces mécanismes sont à
l'origine des méthodes de codage numérique de la couleur que nous listerons ensuite
dans la section 3.3.
FIGURE 3.1  Dispersion de la lumière à travers un prisme.
3.2.1 Phénomène physique
La couleur est indissociable de la lumière. Au 17e siècle, c'est en étudiant la
dispersion de faisceaux lumineux à travers un prisme qu'Isaac Newton démontra
que la lumière blanche n'est rien d'autre qu'un mélange de lumières colorées (Figure
3.1). Les faisceaux obtenus à la sortie du prisme constituent des couleurs dites pures
car ils ne peuvent être décomposés à nouveau. Cette expérience fut par la suite à
3.2. Perception de la couleur 39
FIGURE 3.2  Spectre du domaine visible.
l'origine de nombreux travaux qui permirent peu à peu d'expliquer le phénomène
de la lumière. Ainsi, la lumière est une onde électromagnétique qui est caractérisée
par sa longueur d'onde λ. Le spectre du domaine visible par l'oeil humain contient
des ondes comprises entre 380 nm et 780 nm (Figure 3.2).
3.2.2 Vision humaine
L'environnement de perception constitue un triplet lumière-objet-observateur
(Figure. 3.3). Il comprend :
 Une source lumineuse (appelée illuminant) ;
 Un matériau qui réﬂéchit et absorbe une partie des rayons lumineux ;
 Un observateur avec :
L'oeil qui capte la lumière,
Le cerveau qui fait une interprétation subjective de la couleur.
D'un point de vue anatomique, la vision des couleurs est rendue possible grâce à des
cellules sensibles à la lumière, appelées photorécepteurs, qui tapissent la rétine de
l'oeil : les bâtonnets et les cônes. Les bâtonnets perçoivent l'intensité de la lumière.
Ils sont activés lorsque la luminosité environnante est faible. Les cônes sont associés
à la perception des couleurs. Il en existe trois types qui sont plus ou moins sensibles
à certaines longueurs d'ondes, et donc à certaines teintes : les teintes bleues (ondes
courtes), les teintes vertes (ondes moyennes) et les teintes rouges (ondes longues).
La couleur est l'interprétation sensorielle d'un stimulus lumineux. Nous pouvons
distinguer les couleurs chromatiques qui possèdent une teinte déﬁnie (rouge, vert,
bleu, etc), des couleurs achromatiques (noir, blanc, et gris). L'environnement joue
un rôle important dans la perception. La couleur d'un objet dépend fortement de
la source de lumière. C'est pourquoi, les conditions d'observation les plus classiques
(soleil, éclairages artiﬁciels...) ont été normalisées par la CIE (Commission Interna-
tionale de l'Eclairage) aﬁn de proposer des sources standards appelées illuminants.
Il existe un phénomène d'adaptation visuelle qui induit un changement de la per-
ception en fonction de la couleur du fond environnant. Par exemple, une couleur
apparaît claire sur un fond foncé, et inversement, foncée sur un fond clair. Le sys-
tème visuel humain ne discrimine pas non plus les couleurs de façon linéaire : il est
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plus sensible à certaines variations de teintes, ou de luminance qu'à d'autres. Cette
conclusion découle des études réalisées par [Wright 1941] et [MacAdam 1942]. Nous
ne rentrerons pas dans les détails des mécanismes impliqués dans ces phénomènes.
FIGURE 3.3  Mécanisme de la vision humaine.
3.2.3 Mécanismes de la vision
Plusieurs théories ont été proposées pour expliquer les mécanismes de la vision.
Nous allons présenter ici les deux modèles majeurs qui ont conduit à la déﬁnition
des espaces couleurs numériques : la théorie trichromatique, et la théorie des cou-
leurs opposées. Longtemps, ces théories sont restées incompatibles. Cependant, les
recherches actuelles tendent à démontrer un comportement hybride combinant les
deux modèles.
Théorie trichromatique
Au 19e siècle, les travaux de [Young 1807], [Maxwell 1860] et [Helmholtz 1866]
ont permis d'établir la théorie trichromatique ou trichromie basée sur les carac-
téristiques physiologiques de la vision humaine. Selon cette théorie, il est possible
d'obtenir n'importe quelle nuance du domaine visible par un mélange de trois cou-
leurs indépendantes dites couleurs primaires ou couleurs fondamentales. Il existe
deux systèmes de mélanges mettant en jeu la trichromie : la synthèse additive (Fi-
gure 3.4a), et la synthèse soustractive (Figure 3.4b).
La synthèse additive est la superposition de trois faisceaux lumineux associés aux
couleurs primaires rouge, vert et bleu. Le mélange de ces trois faisceaux dans des
proportions égales forme de la lumière blanche. La synthèse additive est utilisée par
exemple pour l'aﬃchage sur des écrans. Au contraire, la synthèse soustractive va
soustraire une certaine quantité de luminosité à chaque dépôt d'un colorant sur un
support matériel. La synthèse soustractive est par exemple utilisée dans l'imprime-
rie. Les couleurs primaires sont le cyan, le magenta et le jaune. Leur mélange en
proportions égales donne du noir. Cependant, en pratique, il est diﬃcile d'obtenir
une couleur noire parfaite. C'est pourquoi, une quatrième couleur est généralement
ajoutée aux encres cyan, magenta et jaune pour pallier à ce problème.
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(a) Synthèse additive (b) Synthèse soustractive
FIGURE 3.4  Systèmes basées sur la théorie trichromatique.
En 1853, Grassmann énonça les trois lois qui déﬁnissent la théorie trichromatique :
 Pour caractériser l'égalisation visuelle d'une couleur, trois paramètres indé-
pendants sont nécessaires et suﬃsants ;
 Dans un mélange additif de lumières colorées, ce sont les couleurs perçues
qui sont signiﬁcatives et non les répartitions spectrales ;
 Dans un mélange additif de lumières colorées, si une ou plusieurs lumières
sont graduellement modiﬁées, la couleur résultante sera aussi graduellement
modiﬁée.
De nombreux dispositifs d'acquisition d'images et d'aﬃchage ont été conçus selon
ces principes. La trichromie est ainsi à l'origine des premiers standards utilisés dans
le codage de l'information couleur numérique.
Théorie des couleurs opposées
Dans la deuxième moitié du 19e siècle, [Hering 1875] proposa un modèle concur-
rent à la trichromie : la théorie des couleurs opposées. Selon ce modèle, il existe 4
couleurs fondamentales : le rouge, le jaune, le vert, et le bleu. Certaines de ces teintes
sont perçues comme antagonistes, ce qui a conduit à la déﬁnition d'un modèle impli-
quant trois types de récepteurs : un pour l'expression de la luminance (l'opposition
blanc-noir), et deux pour l'expression de la chrominance (l'opposition rouge-vert, et
l'opposition jaune-bleu).
3.3 Espaces couleurs numériques
Au cours de la dématérialisation, un support physique est numérisé lors d'une
phase d'acquisition. C'est à dire qu'il va être discrétisé spatialement et colorimétri-
quement pour donner une image numérique qui sera exploitable par une machine.
Dans la section 3.2, nous avons décrit les mécanismes physiques et psychovisuels
impliqués dans la vision de la couleur. Nous allons maintenant voir comment ils ont
inﬂuencé la déﬁnition des espaces couleurs numériques.
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Depuis longtemps, les hommes ont cherché à organiser les couleurs dans des ca-
talogues ou nuanciers dans lesquels toute couleur considérée trouverait une corres-
pondance. Ces méthodes de classiﬁcation ont été à l'origine de la déﬁnition d'espaces
couleurs. Les espaces couleurs sont des systèmes de représentation multidimension-
nels (souvent tridimensionnels) qui ont pour base des composantes couleurs. Ils
permettent d'associer à chaque pixel d'une image un point dans l'espace qui est
identiﬁé par ses coordonnées.
Les principaux systèmes de représentation sont :
 les systèmes de primaires ;
 les systèmes luminance-chrominance ;
 les systèmes perceptuels ;
 les systèmes d'axes indépendants ;
 les systèmes hybrides ;
 les modèles d'apparence couleur.
3.3.1 Systèmes de primaires
Les systèmes de primaires reposent sur la théorie trichromatique selon laquelle
n'importe quelle nuance peut être reconstituée par un mélange de trois couleurs
primaires. Le système le plus communément utilisé est le RVB (Rouge Vert Bleu),
qui est historiquement celui mis en place sur de nombreux matériels d'acquisition et
d'aﬃchage. Il existe d'autres systèmes de primaires déﬁnis par des bases diﬀérentes.
La seule contrainte pour le choix de ces variables est qu'elles doivent être indépen-
dantes. C'est à dire qu'aucune d'entre elles ne doit pouvoir être reproduite par un
mélange des deux autres.
Les systèmes de primaires imitent le fonctionnement anatomique de l'oeil humain.
Cependant, en termes de représentation, ils ne sont pas très intuitifs. Leur inconvé-
nient majeur est la forte corrélation entre les composantes couleurs. Par ailleurs, ce
sont des systèmes non uniformes qui sont mal adaptés à la perception humaine.
3.3.2 Systèmes luminance-chrominance
Ces systèmes séparent l'information de luminance, de l'information de chromi-
nance. Parmi ceux-ci, nous trouvons les systèmes antagonistes, basés sur la théorie
des couleurs opposées, les systèmes de télévision, qui doivent prendre en compte
des normes et des contraintes liées au matériel, et les systèmes perceptuellement
uniformes. Ces derniers ont été établis de telle manière que les diﬀérences calculées
dans ces espaces géométriques correspondent aux diﬀérences perçues par l'homme.
En eﬀet, le système visuel humain ne discrimine pas les couleurs de façon linéaire. Il
lui est ainsi plus facile de distinguer certaines variations de teintes ou de luminance,
que d'autres.
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3.3.3 Systèmes perceptuels
Les systèmes perceptuels ont pour but de caractériser la couleur de manière plus
intuitive en utilisant un vocabulaire humain :
 la teinte : le nom de la couleur (rouge, vert, bleu, etc) ;
 la saturation : un indice de pureté (couleur pure, ou délavée) ;
 la luminance : aspect clair ou foncé de la couleur (vive, pâle, terne).
Ils sont basés sur l'interprétation visuelle des couleurs. Ils ont pour objectif de repro-
duire ﬁdèlement les écarts observables entre deux couleurs. Lors de leur construction,
les couleurs sont donc classées selon des critères psychovisuels. Ils vont diﬀérer par
leur représentation géométrique : systèmes de coordonnées perceptuelles, et systèmes
de coordonnées polaires.
3.3.4 Systèmes d'axes indépendants
Les variables utilisées comme bases dans les systèmes précédents peuvent lais-
ser apparaître une certaine corrélation. Cette propriété peut poser problème pour
réaliser certaines opérations de traitement d'images et notamment pour les calculs
de distance couleur. Les systèmes d'axes indépendants utilisent donc des méthodes
statistiques pour étudier la distribution des couleurs sur un ensemble d'images, aﬁn
d'en extraire des variables non corrélées. Ces variables sont ensuite utilisées comme
base de l'espace. Le principal inconvénient de ces systèmes est qu'ils sont fortement
dépendants du jeu de données.
3.3.5 Systèmes hybrides
Certains espaces dits hybrides sélectionnent K composantes couleurs parmi plu-
sieurs espaces couleurs en ne conservant que les plus discriminantes pour un cas
donné ([Vandenbroucke 2000]). Ce choix est fait de manière supervisée et implique
donc l'utilisation de connaissances a priori. Il faut alors avoir suﬃsamment de don-
nées annotées pour pouvoir déterminer un bon espace hybride. Ils sont aussi dépen-
dants des images traitées.
3.3.6 Modèles d'apparence couleur
Nous avons vu précédemment que la perception d'une couleur est fortement
inﬂuencée par l'environnement. Des modèles d'apparence couleur ont été dévelop-
pés pour prendre en compte cette variable : CIECAM97s, puis CIECAM02 qui
est plus évolué. Ces modèles cherchent à modéliser le comportement du système
visuel humain en incorporant directement des paramètres environnementaux tels
que les conditions d'éclairage, les couleurs voisines, etc. L'intérêt majeur est de pou-
voir manipuler une image (scanner, aﬃcher, imprimer) indépendamment du support
matériel. Les paramètres du modèle seront ajustés de façon à adapter l'apparence
visuelle de l'image aux conditions environnementales.
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3.3.7 Choix d'un espace couleur
Il existe de nombreux systèmes de représentation qui diﬀèrent par le choix des
primaires, par leur représentation géométrique, et par la métrique qui leur est as-
sociée. Une synthèse des principales familles d'espaces couleurs est présentée sur
la ﬁgure 3.5. Un même espace peut bien sûr appartenir à plusieurs catégories en
fonction de ses caractéristiques. Chacun à des avantages et des inconvénients.
Le système RVB est souvent utilisé du fait de son implémentation par de nom-
breux matériels. Il s'avère suﬃsant pour de nombreuses tâches et évite une étape
de conversion supplémentaire. Cependant, la forte corrélation de ces variables peut
rendre le calcul des distances diﬃcile. Les systèmes perceptuels, et en particulier
les systèmes perceptuellement uniformes, reﬂètent mieux les diﬀérences réellement
perçues par un humain. Les systèmes luminance-chrominance favorisent l'analyse
de caractéristiques telles que la teinte, la saturation ou la luminance. Les systèmes
d'axes indépendants, hybrides, et les modèles d'apparence couleur sont des systèmes
plus complexes à mettre en place, du fait de leur forte dépendance au jeu de don-
nées, ou aux paramètres environnementaux. Mais cela les rend aussi plus robustes
et plus ﬂexibles que les systèmes classiques. Ils sont donc recommandés pour des
applications plus spéciﬁques pour lesquelles les autres espaces ne sont pas eﬃcaces.
En conclusion, il peut être possible de discriminer plus facilement certains éléments
d'une image dans l'un ou dans l'autre de ces espaces. Mais il est communément
admis qu'il n'existe pas de systèmes de représentation générique. Par conséquent,
le choix d'un espace est fortement lié aux images disponibles et doit être déterminé
expérimentalement en fonction de l'application souhaitée.
3.4 Traitement de l'information colorimétrique
Nous avons décrit les diﬀérents systèmes numériques de codage de la couleur
dans la section 3.3. Nous allons maintenant nous pencher sur les diﬀérentes stratégies
pouvant être mises en place pour traiter cette information. Nous décrirons ensuite
les principales approches de segmentation couleur.
3.4.1 Stratégies
Une image est une matrice de pixels qui peut être traitée en noir et blanc, en ni-
veaux de gris, ou en couleur. Les traitements en noir et blanc ne manipulent que deux
valeurs et sont donc relativement simples. En niveau de gris, plus de nuances sont
disponibles. Mais il est possible de proﬁter du caractère ordonné des données (du
noir au blanc). La couleur au contraire s'exprime dans un espace géométrique donné,
en fonction d'un ensemble de variables indépendantes, généralement au nombre de
trois. Les traitements usuellement appliqués à l'analyse d'image en noir et blanc et
au niveau de gris doivent alors être adaptés.
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FIGURE 3.5  Les principales familles d'espaces couleurs. Crédits :
[Vandenbroucke 2000] (Figure 2.12).
Plusieurs stratégies de traitement peuvent être appliquées :
 la stratégie marginale ;
 la stratégie vectorielle.
Une approchemarginale traite chaque composante couleur de manière indépendante,
puis fusionne les résultats. Le principal avantage est de faciliter les processus d'ana-
lyse en appliquant sans adaptation des approches originellement développées pour
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les images en niveaux de gris. Cependant, la corrélation entre les canaux est per-
due, au contraire, d'une approche vectorielle qui manipule l'information couleur de
manière globale. Le traitement d'un vecteur entraine alors la mise en place de trai-
tements plus complexes. De plus certaines propriétés telles que les relations d'ordres
ne sont plus vériﬁées.
Nous allons maintenant décrire les principales techniques de segmentation en nous
focalisant sur celles manipulant l'information couleur de manière directe.
3.4.2 Segmentation couleur
Nous nous limiterons ici aux principales approches qui nous permettront ensuite
d'introduire plus en détails, l'analyse de documents couleur dans la section 3.6.
Les approches de segmentation sont historiquement classées en trois catégories
([Fu 1981]) suivant les éléments qu'elles cherchent à extraire :
 des régions ;
 des contours ;
 des caractéristiques particulières (couleur, texture, etc) de l'image par des
techniques de seuillage ou de partitionnement.
Elles sont souvent complémentaires et peuvent dans certains cas être appliquées de
manière coopérative. La segmentation peut être réalisée globalement, en considé-
rant l'image dans son ensemble, ou bien localement en étudiant certaines parties
de l'image, et en adaptant les paramètres de l'algorithme aux caractéristiques de la
zone étudiée. Il existe aussi des approches hybrides qui prennent à la fois en compte
le contexte global et local.
Plus récemment, [Vantaram 2012] ont présenté une taxonomie des algorithmes de
segmentation bas-niveaux (Annexe A), en les classant en deux catégories selon le
type des informations manipulées :
 les approches colorimétriques ;
 les approches spatio-colorimétriques.
Approches colorimétriques
Les approches colorimétriques étudient la distribution des couleurs dans un es-
pace couleur sans tenir compte des relations spatiales entre les pixels de l'image.
Elles sont basées sur l'hypothèse qu'une région colorimétriquement homogène dans
l'image peut être associée à un sous-ensemble particulier de points ayant des ca-
ractéristiques proches dans l'espace couleur. On parlera de classiﬁcation pixellaire.
Ces méthodes comprennent les techniques basées sur l'étude d'histogrammes, et les
techniques de classiﬁcation de données.
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(a) Image originale (b) Espace RVB
(c) Espace I1I2I3 (d) Espace Lab
FIGURE 3.6  Aﬃchage des nuages des points d'un document réel dans diﬀérents
espaces couleurs.
Commençons par les approches basées sur les histogrammes. Un histogramme re-
présente la distribution de la couleur dans une image. D'après l'hypothèse, il est
possible d'extraire les principales régions d'une image grâce à l'étude de ses modes
(maximaux locaux). La segmentation consiste alors à délimiter les pics, et les vallées
(histogramme 1D), ou les nuages de points signiﬁcatifs (histogrammes 2D et 3D). Le
lecteur est invité à se référer à [Busin 2008] pour une étude plus détaillée. La ﬁgure
3.6 montre la visualisation des points d'une image de document réel dans plusieurs
espaces couleurs.
Les approches basées sur l'étude des histogrammes sont des techniques relativement
simples à mettre en oeuvre, qui ne nécessitent aucune connaissance a priori, ce qui
en fait toute leur force. Cependant, une bonne segmentation nécessite des modes, ou
des nuages de points, bien marqués, ce qui n'est pas toujours le cas. La visualisation
d'une image dans un espace couleur met en eﬀet en évidence une distribution des
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points sous forme de trainées plutôt que sous forme de nuages de points bien séparés.
De plus, le nombre de couleurs diﬀérentes potentiellement observables sur une image
peut poser des problèmes de traitement s'il est trop important, et notamment pour
l'analyse d'histogramme 3D ([Fernandez-Maloigne 2013]). Des couleurs faiblement
représentées, ou peu contrastées, ne seront pas suﬃsamment représentées au sein
de la distribution globale pour pouvoir être extraites correctement. L'information
recherchée se retrouvera noyée par la quantité énorme de données disponibles.
Finalement, l'utilisation de la couleur complexiﬁe le problème. Le choix de la straté-
gie d'analyse est important. Les modes potentiellement détectés par l'analyse d'un
histogramme 1D (stratégie marginale) ne sont pas toujours ceux extraits par l'ana-
lyse d'un histogramme 2D ou 3D (stratégie vectorielle). Pour toutes ces raisons, le
fait que ces approches ne prennent pas en compte les informations spatiales les rend
très sensibles au bruit. En conclusion, il n'est pas toujours possible de trouver une
correspondance entre les régions de l'image et les couleurs détectées par une analyse
d'histogramme.
Les techniques de classiﬁcation de données quant à elles cherchent à identiﬁer des
regroupements, ou classes d'éléments similaires, dans un espace de caractéristiques.
En français, ces approches sont aussi appelées méthodes de regroupement, ou encore
clustering d'après le terme anglais. Les classes qui correspondent ici aux régions seg-
mentées sont aussi couramment appelées par le terme anglais cluster. Dans la suite
de ce mémoire, nous emploierons indiﬀéremment l'un ou l'autre de ces termes.
[Jain 2010] a réalisé une étude détaillée des diﬀérentes techniques de clustering
existantes. Il en existe de nombreuses. Les classes sont constituées de manière à
minimiser les diﬀérences entre les éléments d'un même cluster, selon un critère de
similarité donné, tout en maximisant les diﬀérences entre les éléments appartenant
à deux clusters diﬀérents. Lorsque les classes ne sont pas identiﬁées a priori, l'ap-
proche est dite non supervisée. Dans le cas contraire, elle est supervisée. Ces dernières
techniques sortent du cadre de notre application et nous ne les évoquerons pas ici.
Les approches de clustering peuvent être classées en trois catégories :
 les approches de partitionnement ;
 les approches hiérarchiques ;
 les approches basées sur la densité.
Les approches de partitionnement divisent un espace en K classes. L'objectif est
d'organiser un ensemble de données de façon à identiﬁer des sous-ensembles ho-
mogènes, partageant les mêmes propriétés caractéristiques. Les techniques les plus
communes sont l'algorithme desK-moyennes (K-means en anglais), et son extension,
les C-moyennes ﬂoues (Fuzzy C-means en anglais). La procédure des K-moyennes
fait partie des regroupements dits durs, qui répartissent les données en K classes dis-
jointes ; chaque élément appartient à une seule classe. Par opposition, les méthodes
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de regroupement dites ﬂoues (soft clustering en anglais), telles que les C-moyennes
ﬂoues, aﬀectent les données à plusieurs classes avec un degré d'appartenance. Cela
permet de prendre en compte le chevauchement éventuel des classes, ce qui rend ce
type d'approche plus ﬂexible et plus précis.
Les approches de partitionnement sont généralement eﬃcaces et relativement simples
à mettre en place. Elles peuvent manipuler de grands volumes de données. Cepen-
dant, la plupart du temps, ces méthodes nécessitent de connaître le nombre de
classes. L'initialisation des centres des clusters peut poser problème. En eﬀet, diﬀé-
rentes initialisations entraineront des résultats ﬁnaux diﬀérents. Ces centres doivent
donc être choisis avec attention. Pour ﬁnir, elles imposent une certaine forme aux
clusters : circulaire, sphérique voire hyper-sphérique (si la distance euclidienne est
utilisée). Comme nous pouvons le voir sur la ﬁgure 3.6, il est diﬃcile d'extraire des
nuages de points avec une forme bien déﬁnie à partir des données à notre disposition.
Les approches hiérarchiques quant à elles construisent des arbres de clusters or-
ganisés sous forme de dendogrammes. L'idée générale est de procéder soit par fusion
(approche ascendante), soit par division (approche descendante) des groupes d'élé-
ments en se basant sur leur similarité et jusqu'à la validation d'un critère d'arrêt.
Ces procédures produisent donc un nombre variable de classes qui dépendra direc-
tement de l'image traitée. De plus, dans le cadre de la segmentation, il peut être
intéressant de visualiser les relations hiérarchiques entre diﬀérentes partitions de
l'image car cela permet l'adoption de diﬀérents points de vue. Cependant, ces mé-
thodes sont couteuses en temps de calcul, et la déﬁnition d'un bon critère d'arrêt
est un problème diﬃcile.
Pour terminer, les approches basées sur la densité ont pour but d'identiﬁer les zones
de plus haute densité de points dans l'espace couleur (clusters) qui sont, par hy-
pothèse, séparées les unes des autres par des régions où la densité est plus faible
(bruit). Parmi ces méthodes, l'algorithme du MeanShift est réputé pour ses bonnes
performances en segmentation. MeanShift est une approche itérative non paramé-
trique qui recherche les maxima locaux dans l'espace couleur grâce à une estimation
de la densité basée sur l'utilisation d'un noyau. Les points de l'espace sont ensuite
distribués parmi les clusters ainsi identiﬁés. MeanShift a été proposé pour la pre-
mière fois par [Fukunaga 1975], et a été développé pour la segmentation couleur
par [Comaniciu 2002]. Ce type d'approche est beaucoup plus lent qu'une approche
de type K-moyennes. Cependant, aucune hypothèse n'est faite sur le nombre et la
forme des clusters. D'une part, cela la rend beaucoup plus robuste au bruit. Et
d'autre part, elle peut être appliquée dans des applications pour lesquelles aucune
connaissance n'est disponible sur les classes à segmenter.
En conclusion, les approches colorimétriques cherchent à partitionner un espace
couleur en groupes d'éléments homogènes. Ces techniques sont relativement simples
à mettre en place et peuvent traiter de grands volumes de données rapidement. Elles
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permettent aussi une vision globale de l'information couleur des images. Cependant,
elles sont très dépendantes des images à traiter et de l'application. En eﬀet, la plu-
part des méthodes décrites précédemment nécessitent la connaissance du nombre
de classes à extraire. Le choix des paramètres d'initialisation est très important, et
inﬂuence fortement la qualité des résultats de la segmentation. D'autre part, ces
approches, aussi bien celles basées sur l'analyse d'histogrammes, que les méthodes
de clustering, requièrent des classes bien séparées. Or les images de documents à
notre disposition (Figure 3.6) laissent apparaître des données très bruitées, avec une
distribution des points sous forme de trainées, plutôt que sous forme de nuages de
points bien marqués. Le nombre important de couleurs, les faibles contrastes, et le
bruit noient l'information ce qui rend les classes diﬃciles à extraire.
Approches spatio-colorimétriques
D'après l'état-de-l'art, les approches de segmentation qui utilisent uniquement
l'information couleur sont très sensibles au bruit. C'est pourquoi, certains travaux
ont cherché à intégrer des données supplémentaires pour décrire l'organisation spa-
tiale des pixels sur l'image et ainsi améliorer la précision de la segmentation. En
eﬀet, malgré les dégradations introduites par la présence de bruit, un pixel par-
tage un certain nombre de caractéristiques proches avec son voisinage. Par consé-
quent, les approches spatio-colorimétriques vont utiliser ces relations spatiales et les
combiner avec l'information couleur pour produire des régions compactes et cohé-
rentes par rapport aux régions logiques observables sur l'image. Nous ne ferons pas
ici d'étude exhaustive des diﬀérentes approches existantes, mais nous évoquerons
quelques grands principes de fonctionnement.
Les principales techniques spatio-colorimétriques sont basées sur des approches de
croissance, de division, de fusion de régions, ou sur une combinaison de ces trois
étapes. Le processus de croissance se fait à partir de germes, et s'étend de proche
en proche en fonction d'un prédicat d'homogénéité (ex : distance couleur). La crois-
sance stoppe lorsque ce critère n'est plus respecté. Les techniques de division-fusion
partent d'une région non homogène qui est récursivement divisée en plus petites ré-
gions jusqu'à la satisfaction d'un critère d'homogénéité. Une fois l'étape de division
terminée, les petites régions voisines très proches colorimétriquement sont souvent
regroupées pour aﬃner les résultats.
Les approches basées sur les techniques de croissance de régions peuvent être mises
en échec lorsque des régions présentent des variations lentes des couleurs (ex : dégra-
dés de couleurs). L'algorithme du CSC (Color Structure Code en anglais) proposé
par [Rehrmann 1998] tente de résoudre ce problème. CSC est une méthode de crois-
sance de régions hiérarchiques qui a été appliquée à la segmentation de scènes réelles,
et qui ne dépend ni du choix des germes, ni de l'ordre de traitement des éléments.
Il se déroule en deux étapes : une étape de fusion qui se déroule de façon hiérar-
chique en utilisant des relations topologiques de type hexagonal (Figure 3.7), et une
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FIGURE 3.7  Structure hiérarchique de type hexagonal de l'algorithme du CSC.
Crédits : [Rehrmann 1998] (Figure 1)
étape de vériﬁcation qui redivise les régions quand cela est nécessaire. Le premier
inconvénient de cette méthode est sa complexité. D'autre part, la structure topologie
choisie peut entrainer une imprécision au niveau de la segmentation : segments de
forme rectangulaire. Cependant, le processus hiérarchique intègre des informations
à la fois locales et globales, et rend ainsi la segmentation plus robuste même dans
des zones faiblement contrastées localement.
La principale diﬃculté de ces approches est généralement le paramétrage des al-
gorithmes. Les germes et les prédicats d'homogénéité doivent être choisis soigneu-
sement. En eﬀet, l'ordre de fusion peut inﬂuencer les résultats et entrainer une
sur-segmentation ou une sous-segmentation de l'image. Ces approches fonctionnent
généralement bien lorsque les couleurs sont contrastées. Certaines erreurs peuvent
apparaître dans des zones particulières comme les régions de couleurs dégradées
pour lesquelles la couleur varie très peu localement, mais où la distance entre les
extrema est importante. Ces approches peuvent aussi être relativement coûteuses
en ressources de calcul.
Cependant, elles peuvent aussi être utilisées comme un pré-traitement appliqué
avant la segmentation ﬁnale. Certaines approches sur-segmentent ainsi volontaire-
ment l'image en un ensemble de régions locales qui tendent à adhérer aux contours
réels de l'image. Elles permettent l'application de traitements plus lourds directe-
ment sur les régions, appelées superpixels (SP), qui deviennent alors l'unité élé-
mentaire du processus de segmentation. En théorie, n'importe quel algorithme de
segmentation peut être appliqué. [Achanta 2012] ont comparé plusieurs méthodes
basées sur l'utilisation de graphes, ou sur l'étude du gradient. Ces approches sont
généralement lourdes en temps de calcul et en utilisation des ressources mémoire. Ils
ont donc proposé un nouvel algorithme, Simple Linear Iterative Clustering (SLIC),
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FIGURE 3.8  Images segmentées par la méthode SLIC en superpixels de tailles 64,
256 et 1 024 (approximativement). Crédits : [Achanta 2012](Figure 1)
basée sur l'application locale de l'algorithme des K-moyennes. L'approche proﬁte
ainsi de l'eﬃcacité et de la rapidité de cette méthode de partitionnement. La com-
binaison d'une distance couleur et d'une distance spatiale permet de produire des
régions qui respectent les caractéristiques géométriques de l'image. L'impact du
bruit s'en trouve réduit. Quelques résultats sont visibles sur la ﬁgure 3.8. L'algo-
rithme SLIC a été appliqué à la segmentation d'images de documents au cours de
ces travaux. Le processus est décrit plus en détails dans le chapitre 6.
3.5 Quantiﬁcation couleur
Le nombre de couleurs diﬀérentes sur une image est potentiellement très im-
portant. Par exemple, dans l'espace RVB, la valeur de chaque composante couleur
appartient à un intervalle [0, 255], soient 256 valeurs possibles. Par conséquent, cet
espace permet de coder 2563 = 16 777 216 couleurs diﬀérentes. Or, le système
de vision humain ne permet pas d'en distinguer un si grand nombre. Beaucoup
d'approches d'analyse d'images couleur commencent donc par réaliser une étape de
réduction des couleurs, ou quantiﬁcation dans le but de réduire la complexité de
l'information colorimétrique. Ce processus consiste à remplacer la valeur colorimé-
trique réelle par une autre issue d'une palette réduite. La problématique est alors :
comment réduire le nombre potentiel de couleurs à une valeur raisonnable tout en
préservant la perception originale de l'image ? Nous allons maintenant présenter
quelques approches classiques utilisées en réduction couleur. Pour un état-de-l'art
plus détaillé, le lecteur est invité à se référer à [Brun 2002].
3.5.1 Approches classiques de réduction couleur
Les approches classiques de réduction couleur peuvent être classées en deux
catégories :
 les approches basées sur des divisions successives ;
 les approches de classiﬁcation.
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Les approches basées sur des divisions successives : Ces méthodes ont pour
objectif de diviser un espace couleur de manière itérative. A chaque itération, un
ensemble de points de l'espace est choisi pour être divisé en deux nouveaux sous-
ensembles. Le processus s'arrête à l'obtention du nombre souhaité de couleurs. Parmi
les techniques communément utilisées, nous pouvons citer entre autres la méthode
de la coupe médiane (Median-Cut, en anglais) proposée par ([Heckbert 1982]), et
l'Octree ([Gervautz 1990]). La ﬁgure 3.9 montre le processus de division du Median-
Cut. L'Octree est une variante qui organise les diﬀérents ensembles sous forme
d'arbre, et qui permet le regroupement ou l'abandon de certaines branches. L'avan-
tage de ce type d'approche est qu'elles sont rapides et simples à mettre en oeuvre.
Cependant, elles ne tiennent pas compte de la distribution des couleurs lors du
processus de division.
FIGURE 3.9  Découpage du cube RVB par la méthode Median-Cut. Crédits :
[Montagne 2005] (Figure 6.21)
Les approches de classiﬁcation : Ces techniques consistent à rechercher les
groupes partageant des caractéristiques similaires dans l'espace couleur. Les tech-
niques de partitionnement ont été présentées dans la section 3.4.2. Parmi elles, nous
trouvons des approches basées sur l'algorithmeMeanShift, qui a été appliqué en ana-
lyse de documents par [Nikolaou 2009] et [Lebourgeois 2013] notamment. Nous pré-
senterons ces travaux plus en détails dans la section 3.6.2. Des travaux plus récents,
comme par exemple l'approche proposée par [Zagoris 2007], sont basées sur l'utili-
sation de réseaux de neurones et en particulier, sur les cartes auto-organisatrices de
Kohonen (Self-Organizing Map, en anglais). Ces méthodes donnent souvent de bons
résultats. Le temps de calcul nécessaire est cependant important, ce qui peut être
un frein à leur utilisation pour de grands volumes de données. Ce critère a d'autant
plus d'impact que l'étape de quantiﬁcation est la plupart du temps utilisée comme
un pré-traitement.
3.5.2 Approches de nommage de couleurs
Les approches dites de nommage de couleurs ont pour but d'associer à une valeur
numérique un label aisément compréhensible par un humain. Même si ce n'est pas
forcément leur objectif premier, elles peuvent être considérées comme des méthodes
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de quantiﬁcation dans le sens où elles fournissent en sortie un nombre réduit de
couleurs possibles. De plus, contrairement aux approches classiques, les modèles et
processus utilisés sont souvent basés sur des caractéristiques perceptuelles du sys-
tème de vision humain.
La diﬃculté principale provient de la modélisation : Quels termes utiliser ? Com-
bien ? Quelles sont les frontières dans l'espace couleur ? Beaucoup de travaux se
basent sur l'étude réalisée par [Berlin 1969] sur les diﬀérents termes linguistiques
associés à la couleur. Selon cette étude, les langages évolués partageraient les mêmes
catégories basiques, au nombre de 11 : bleu, marron, vert, orange, rose, violet, rouge,
jaune, noir, gris et blanc. Ces couleurs peuvent être réparties en deux groupes : les
couleurs chromatiques pour lesquelles une teinte spéciﬁque est déﬁnie (ex : rouge,
vert, bleu, etc), et les couleurs achromatiques (ex : noir, gris et blanc). Certaines
études ont cherché à conﬁrmer ce nombre. Nous ne rentrerons pas dans les détails ici.
Cet état-de-l'art reprend globalement celui, très détaillé, réalisé par [Heer 2012].
Les approches les plus simples consistent à partitionner un espace couleur, ou à
créer un dictionnaire associant un label à une valeur numérique. Cependant, elles ne
prennent pas en compte les caractéristiques psychovisuelles humaines. C'est pour-
quoi, certains travaux de recherche ont mis en place une phase d'acquisition de don-
nées impliquant une interaction humaine. Des modèles statistiques, paramétriques
ou non, ont ensuite été construits à partir de ces données. Les modèles paramé-
triques comme par exemple celui proposé par [Benavente 2002] sont moins sensibles
au bruit. Cependant, au contraire des modèles non paramétriques, ils font des hy-
pothèses sur la forme des régions des couleurs principales qui ne sont pas toujours
vériﬁées en réalité.
La méthode d'acquisition la plus classique consiste à placer un sujet dans un envi-
ronnement très contrôlé (Figure 3.10) et de lui demander de classer des patchs de
couleurs ([Benavente 2006] entre autres). Plusieurs expériences peuvent alors être
proposées. Les termes colorimétriques utilisés peuvent être imposés : par exemple
les 11 cités précédemment. L'utilisateur doit alors trouver la couleur la plus représen-
tative pour une étiquette donnée. Un autre protocole appliqué consiste à nommer
un patch de couleur avec le terme le plus approprié. L'objectif est ici le parti-
tionnement d'un espace couleur (Figure 3.11). La consigne peut aussi être, étant
donné un nom de couleur, de classer un ensemble de patchs par pertinence. Ce type
d'approche permet d'introduire de la logique ﬂoue dans la construction du modèle
([Benavente 2006]), et ainsi de classer les couleurs avec un degré d'incertitude.
L'environnement contrôlé permet d'assurer la qualité des données. Cependant, il
est assez contraignant à mettre en place, et le nombre de participants est générale-
ment réduit pour des raisons organisationnelles évidentes. C'est pourquoi, de plus
en plus d'approches se basent sur des données récoltées en masse sur les réseaux. Par
exemple, [Heer 2012] utilisent la base publique proposée par [Munroe 2010]. Celle-ci
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FIGURE 3.10  Schéma des conditions d'expérimentation de nommage de couleurs.
Les expériences ont été réalisées dans des conditions contrôlées, dans une chambre
noire, pour s'assurer que les échantillons ne seraient pas illuminés par d'autres
sources que celle placée en haut du dispositif. Crédits : [Benavente 2006]
a été constituée en laissant l'utilisateur proposer lui-même un nom de couleur grâce
à un outil d'annotation en ligne. La question de la pertinence des données se pose
alors. En eﬀet, cette façon de faire implique obligatoirement une phase de nettoyage.
Cependant, les réseaux permettent d'une part de récolter une quantité énorme de
données : plusieurs millions d'entrées pour [Munroe 2010]. Et d'autre part, ils au-
torisent la participation de personnes venant de tous horizons. [Moroney 2011] ont
validé la pertinence de ce type de ressources : la baisse de la qualité est compensée
par la masse de données disponibles. Les résultats sont proches de ceux obtenus
dans un environnement contrôlé.
L'utilisation des réseaux permet d'aller encore plus loin dans la construction des
modèles en supprimant la phase d'acquisition nécessitant des expériences psycho-
visuelles qui sont diﬃciles à mettre en place. En eﬀet, il existe aujourd'hui de très
grandes bases d'images publiques déjà annotées dont il est possible de proﬁter.
[van de Weijer 2009] ont utilisé des images réelles provenant de Google ou de Ebay
pour alimenter une base d'apprentissage pour construire un modèle grâce à la mé-
thode d'Analyse Sémantique Latente Probabiliste (Probabilistic Latent Semantic
Analysis, PLSA en anglais). Cette approche permet de réaliser un apprentissage
des noms de couleurs en utilisant l'histogramme L*a*b normalisé des images. La
procédure classique utilise des patchs de couleurs qui sont créés dans des condi-
tions connues. Cependant, ces patchs ne sont pas représentatifs du bruit qui peut
être introduit au cours du cycle de vie d'une image numérique. Cette procédure
d'apprentissage au contraire manipule des images réelles qui sont soumises à des va-
riations d'illuminations, de couleurs, etc. Par conséquent, elles sont plus susceptibles
de correspondre aux images réellement utilisées dans des applications de nommage
de couleurs. Des travaux récents étendent ces modèles en proposant d'associer n'im-
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FIGURE 3.11  Partition de l'espace couleur RGB par une approche nommage de
couleur. Ce schéma a été obtenu grâce à des données obtenues à partir d'un outil
d'annotation mis en ligne sur l'Internet. Crédits : [Munroe 2010]
porte quelle expression sémantique à un terme de couleur ([Lindner 2012]). Cette
approche utilise le concept de couleurs mémorielles. L'être humain décrit son envi-
ronnement en se basant sur son expérience. Une couleur mémorielle correspond ainsi
à un objet familier qui s'il n'est pas correctement reproduit choquera l'observateur
humain : l'herbe verte, le ciel bleu, etc.
En conclusion, les approches de nommage de couleurs proposent une manière très
humaine de caractériser l'image. La plupart des modèles décrits dans cet état-de-l'art
met en ligne leurs jeux de données. Les applications sont très variées : descripteurs
d'images, segmentation, réduction couleur, etc. Les principales problématiques liées
à l'application de ces modèles sont donc la déﬁnition d'un nombre pertinent de
termes de couleur, et la déﬁnition consistante des frontières entre ces couleurs. Dans
un contexte de segmentation qui est celui de notre projet, une mauvaise déﬁnition de
ces paramètres peut rendre les applications sensibles au bruit. En eﬀet, les images de
documents sont très hétérogènes en termes de couleurs. Certaines des images fournies
par notre partenaire privé telles que les bons de commandes contiennent beaucoup
de couleurs. D'autres au contraire, comme les formulaires en contiennent peu, mais
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présentent souvent des nuances d'une même teinte. Le risque de sur-segmentation
ou au contraire de sous-segmentation est par conséquent assez élevé. Il est possible
de réduire cet eﬀet en mettant en place des méthodes de logique ﬂoue qui intègrent
des degrés d'incertitude et rendent l'application plus adaptative.
Nous avons présenté jusqu'ici les diﬀérentes approches et stratégies pour coder la
couleur numérique et l'exploiter. Nous allons maintenant inventorier les travaux
concernant l'analyse de documents administratifs couleur en nous focalisant plus
particulièrement sur les processus qui leur sont dédiés.
3.6 Analyse de documents couleur
Dans la section 2.4, nous avons montré que l'approche classique générait un
certain nombre de problèmes du fait des erreurs de segmentation liées à l'étape de
binarisation. De par l'amélioration des techniques, il est maintenant envisageable
de manipuler directement l'information colorimétrique pour améliorer ce processus.
Récemment quelques approches ont été proposées pour apporter des solutions, mais
malgré un intérêt croissant, il existe encore peu de travaux traitant de la segmenta-
tion de documents administratifs couleur.
Dans un premier temps, nous synthétiserons les caractéristiques spéciﬁques aux do-
cuments couleur, ainsi que les perturbations pouvant aﬀecter leurs propriétés colori-
métriques. Puis nous réaliserons un état-de-l'art dédié à l'analyse de cette catégorie
de documents.
3.6.1 Caractéristiques spéciﬁques aux documents couleur
Une image de document administratif est créée spéciﬁquement pour transmettre
des données. Celles-ci doivent donc être facilement localisables et identiﬁables par
un humain. Par conséquent, les couleurs sont généralement choisies pour mettre en
relief ces informations. Il est donc possible de faire quelques hypothèses sur les ca-
ractéristiques colorimétriques des images de documents.
Globalement, nous pouvons supposer qu'un document contiendra peu de couleurs
(souvent moins de 10), et qu'elles seront plutôt contrastées. Cependant, il peut ar-
river qu'un document contienne plusieurs nuances d'une même teinte principale. Il
existe une certaine structuration dans l'utilisation de la couleur : titres, cartouches
de couleur, etc. Les surcharges telles que les tampons ont de préférence des couleurs
très contrastées par rapport au fond de façon à attirer l'oeil. Les zones textuelles
sont souvent de couleurs sombres sur un fond clair mais pas systématiquement.
Les documents administratifs sont très hétérogènes en termes de couleurs comme
nous l'avons décrit dans la section 2.2. Nous trouverons donc aussi bien des régions
homogènes, que des régions texturées ou des dégradés de couleurs qui peuvent être
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problématiques. A cela s'ajoutent des eﬀets de mélange de couleurs lorsque deux
éléments se chevauchent (ﬁgure 3.12), et l'introduction de bruit, qui viennent là
aussi perturber le processus de segmentation. Même si une région apparaît comme
globalement homogène, visuellement, des variations et la présence de fausses cou-
leurs pourront être observées à un niveau pixel.
FIGURE 3.12  Lorsque des éléments se chevauchent, des eﬀets de mélange créent de
nouvelles couleurs.
[Ye 2013] ont répertorié les grandes étapes du cycle de vie des documents qui sont
susceptibles de dégrader la qualité de ces images :
1. la création (support, impression, éléments manuscrits, etc).
2. des dégradations externes (vieillissement, pliures, annotations, etc)
3. la numérisation (matériel, apparition de fausses couleurs, etc)
4. les traitements (compression, binarisation, etc)
[Ouji 2012] distingue trois types de bruits dégradant la couleur :
1. Le bruit de saturation : Des pixels chromatiques (colorés) sont introduits au
voisinage de traits noirs ou dans des zones originellement achromatiques (en
niveaux de gris). Ce type de bruit est plus particulièrement engendré par les
caméras linéaires (Figure 3.13).
2. Le bruit de teinte : il s'agit de pixels chromatiques dont la couleur a été
altérée. Ce genre de distorsion est généralement dû à une inadéquation entre
la résolution de numérisation et le tramage (Figure 3.14).
3. Le bruit de luminance généralement causé par les basses résolutions. Ce bruit
consiste en des traits originellement noirs qui paraissent gris dans l'image
scannée.
3.6.2 Segmentation de documents administratifs couleur
L'étape de binarisation qui est historiquement appliquée consiste globalement
à faire une séparation fond/premier-plan, souvent par la mise en place d'une ap-
proche de seuillage. Reportée dans le contexte de la segmentation couleur, cette
opération s'apparente à une approche de partitionnement de données. L'idée est
alors d'identiﬁer des regroupements, ou classes d'éléments similaires, dans un es-
pace de caractéristiques. Pour plus d'informations, le lecteur est invité à se référer
à la section 3.4.2 qui présentent les techniques de segmentation couleur.
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FIGURE 3.13  Bruit de saturation. Crédits : [Ouji 2012](Figure I.1)
FIGURE 3.14  Bruit de teinte. Crédits : [Ouji 2012] (Figure I.2)
Comme nous l'avons vu dans la section 3.6.1, du bruit est introduit par la numérisa-
tion et la compression sous forme de fausses couleurs et d'artéfacts. Les dégradations
qui apparaissent alors peuvent aussi aﬀaiblir le contraste entre les diﬀérentes cou-
leurs observables sur l'image. Par conséquent, une des diﬃcultés de la segmentation
est la détection du nombre de couleurs observables sur l'image, et la déﬁnition de
leurs frontières. De plus, une image de documents contient des éléments de diﬀé-
rentes couleurs aussi bien de premier-plan que de fond, ce qui complique la tâche
de segmentation. Une solution pour résoudre ce problème serait de combiner des
données provenant de plusieurs sources. Il pourrait être intéressant d'utiliser no-
tamment la structure des objets en plus de leur couleur.
Il existe encore peu de travaux concernant l'analyse de documents administratifs
couleur. Cependant, l'amélioration des techniques et les applications industrielles
potentielles ont entrainé un intérêt croissant pour ce type d'approches. Cette sec-
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(a) Image originale (b) Masque de premier-plan.
FIGURE 3.15  Erreurs possibles observables après la séparation fond/premier-plan
proposée par [Garain 2005]. Crédits : [Garain 2005](Figure 13)
tion leur sera consacrée. Nous les avons classés arbitrairement selon leur objectif :
 séparation fond/premier-plan prenant en compte la couleur ;
 segmentation en couleurs principales ;
 extraction des zones textuelles ;
 identiﬁcation de blocs d'éléments ;
 localisation d'éléments.
Séparation fond/premier-plan prenant en compte la couleur
Certains travaux conservent le principe de la séparation fond/premier-plan, tou-
jours dans un souci de simpliﬁcation, mais proposent des processus de binarisation
intelligents, prenant en compte la couleur.
L'un des travaux les plus anciens traitant les documents couleur est le format de
ﬁchier DjVu qui a été proposé par [Bottou 1998] pour la compression de ce type
d'images. L'idée derrière cette approche est d'adapter la technique de compression
au contenu des documents. En eﬀet, certaines zones telles que les régions textuelles
nécessitent une image de bonne qualité, en haute résolution, pour pouvoir être ex-
ploitées. Les zones de fond en revanche qui contiennent moins de détails peuvent
supporter une compression plus élevée. La séparation fond/premier-plan est réali-
sée grâce à une classiﬁcation multi-échelles en deux couleurs. Cette approche s'est
révélée très eﬃcace lorsque les régions de l'image sont suﬃsamment contrastées. En
revanche, des erreurs peuvent se produire lorsque celles-ci sont bruitées ou lorsque
le contraste est faible comme par exemple dans le cas de texte manuscrit.
[Garain 2005] ont proposé une séparation fond/premier-plan pour des images de
documents couleur de basse qualité. La méthode consiste tout d'abord à extraire les
composantes connexes. Les grands zones de fond sont alors localisées, et organisées
hiérarchiquement en fonction de leur taille et de leurs caractéristiques géométriques.
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(a) Sélection manuelle des couleurs de fond et de
premier plan
(b) Image binarisée
FIGURE 3.16  Filtrage des couleurs de fond par l'outil ACDP de DpuScan, et bina-
risation impliquant un seuillage intelligent. Crédits : DpuScan 1.
Une classiﬁcation en deux couleurs est appliquée localement pour binariser l'image.
Ils proposent ensuite une phase supplémentaire, qui peut être appliquée sur chacun
des masques, pour détecter les éléments dont la couleur varie beaucoup. Ceux-ci sont
alors étiquetés avec des labels diﬀérents, ce qui permet de conserver cette informa-
tion au contraire des approches classiques. Ces approches semblent donner de bons
résultats sur des documents contenant des régions textuelles sur du fond. Cepen-
dant, la séparation fond/premier-plan est relativement restrictive et peut provoquer
des erreurs sur des documents complexes contenant diﬀérents types éléments (Figure
3.15).
D'autres approches consistent à guider le processus de segmentation grâce à des
connaissances a priori injectées par un utilisateur. Ainsi, le logiciel DpuScan 1 a été
développé par l'entreprise Janich&Klass Computertechnik GmbH pour l'extraction
de texte en couleur dans des documents industriels. L'idée est de proposer à l'utili-
sateur de sélectionner manuellement les couleurs de fond à éliminer, et les couleurs
de premier-plan à conserver (Figure 3.16a). Leur module Advanced Color Document
Processing (ACDP) convertit ensuite l'image en niveaux de gris tout en ﬁltrant les
couleurs correspondantes. Finalement, une approche de seuillage binarise l'image en
adaptant sa stratégie à la qualité de la zone locale considérée. La ﬁgure 3.16b montre
les résultats obtenus. L'intérêt principal de ce type d'approche est de faciliter la sé-
paration des zones textuelles des zones de fond en particulier lorsque ces régions
sont faiblement contrastées (surlignement bleu d'un texte noir par exemple). Ce-
pendant, même si cette interaction peut être considérée comme minimaliste pour du
traitement par lots, elle est beaucoup plus contraignante pour un ﬂux de documents
hétérogènes.
1. http://dpuscan.de
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Segmentation en couleurs principales
La couleur est une donnée complexe à traiter en particulier lorsque les images
sont soumises à des dégradations causées par l'introduction de bruit. Pour faciliter
les traitements, beaucoup de travaux appliquent une étape de quantiﬁcation aﬁn
d'identiﬁer un nombre raisonnable de couleurs principales. Nous avons évoqué les
principales techniques de réduction couleur dans la section 3.5. Nous allons mainte-
nant décrire plus en détails celles dédiées à l'analyse de documents couleur.
Les méthodes de partitionnement, dont l'objectif est de regrouper des éléments en
fonction d'une mesure de similarité, donnent généralement de bons résultats pour
une tâche de quantiﬁcation. Parmi celles-ci, le MeanShift a été utilisée par plusieurs
approches en analyse de documents. Son but est de localiser les maxima d'une fonc-
tion de densité. L'un de ces avantages est sa capacité à pouvoir trouver des clusters
non sphériques. En eﬀet, sur des images de documents, la couleur se présente ra-
rement sous forme de nuages de points bien marqués. Cependant, le processus est
coûteux en temps de calcul et beaucoup de travaux cherchent à réduire la quan-
tité de données à traiter. Par exemple [Nikolaou 2009] commencent par appliquer
une phase d'échantillonnage suivie par une première étape de regroupement, ce qui
a pour résultat de réduire signiﬁcativement le nombre de couleurs candidates. Les
temps de calcul s'en trouvent fortement réduits d'une part ; et d'autre part, en ne se
limitant qu'aux informations essentielles, elle permet d'avoir une meilleure vision de
la distribution des couleurs. [Lebourgeois 2013] ont proposé une version optimisée
et plus rapide du MeanShift pour traiter des documents de grandes tailles. Cette
approche se base notamment sur l'utilisation de la technique des Volumes Intégrales,
qui permet de calculer la somme de tous les points contenus dans une boite rectan-
gulaire en temps constant, réduisant ainsi la complexité du MeanShift. Cette version
a été ensuite utilisée par [Kessi 2015]. La ﬁgure 3.17 montre les résultats de cette
quantiﬁcation.
Dans sa thèse, [Ouji 2012] a proposé une segmentation des images de documents
en diﬀérentes couches en fonction de leurs propriétés colorimétriques. L'objectif est
d'une part de distinguer les vraies couleurs de celles causées par la présence de bruit
(voir section 3.6.1). D'autre part, l'enjeu est de pouvoir adapter les processus ap-
pliqués en fonction de propriétés particulières à chacune des couches. La ﬁgure 3.18
résume l'ensemble des couches ainsi extraites. La première étape consiste en une sé-
paration chromatique-achromatique. En eﬀet, les régions de l'image qui sont en noir
et blanc, ou en niveaux de gris, (régions achromatiques) ne doivent pas forcément
être traitées de la même manière que les régions en couleur (régions chromatiques) ;
c'est à dire qui ont une teinte déﬁnie (rouge, vert, bleu, jaune, etc). Une zone en
noir et blanc peut être binarisée par des méthodes classiques sans risque de perte
d'informations. De la même façon, une zone mono-chromatique peut être quantiﬁée
sans danger. Cependant certaines régions telles que les zones multi-chromatiques, ou
en niveaux de gris sont plus compliquées à segmenter. Dans un second temps, l'algo-
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(a) Image originale contenant 73 727 cou-
leurs diﬀérentes.
(b) Image contenant 22 couleurs diﬀérentes
après l'étape de réduction couleur.
FIGURE 3.17  Application du Fast Integral MeanShift proposé par
[Lebourgeois 2013]. Crédits : [Kessi 2015] (Figure 4)
rithme va donc les séparer du reste. Dans une application de réduction couleur, elles
seront laissées telles quelles aﬁn de ne perdre aucune information. Cette approche
repose sur le seuillage des histogrammes de teinte, pour la séparation chromatique,
et de luminosité pour la séparation achromatique. Pour améliorer la précision de la
segmentation, le processus combine des informations globales et locales.
A titre d'exemple, la ﬁgure 3.19 compare diﬀérentes approches de réduction du
nombre de couleurs.
Extraction des zones textuelles
Une partie non négligeable des applications d'analyse de documents est consacrée
à l'extraction de données métiers contenues par les régions textuelles. Ces dernières
ont des caractéristiques de taille, d'orientation et de couleurs très variables, en par-
ticulier pour l'écriture manuscrite. En fonction de la qualité de l'image, il peut être
diﬃcile de distinguer les régions réelles de l'image, des régions de bruit car elles ont
des caractéristiques très proches. Elles peuvent aussi se chevaucher avec d'autres
structures, ce qui complique encore la segmentation. En termes de couleurs, nous
pouvons supposer que le texte présent sur une image de document sera de préférence
de couleur foncée sur un fond clair, mais il est aussi possible de trouver l'inverse. A
la ﬁn de la segmentation, il est souvent nécessaire de reconstituer les caractères ou
les mots dont une partie peut avoir été fragmentée et perdue.
En analyse de documents, l'extraction du texte se fait généralement par un ﬁltrage
des composantes connexes, initialement obtenues par segmentation, selon leur carac-
téristiques géométriques (taille, largeur, alignement, etc). En eﬀet, ces méthodes sont
plus rapides que d'autres basées sur l'étude des textures ([Badekas 2006]). [Loo 2004]
ont utilisé une approche de segmentation basée sur une croissance de régions. Comme
nous l'avons vu dans la section 3.4.2, ces approches combinent des données spatiales
et colorimétriques, ce qui les rend plus robustes. Cependant, en ne considérant que
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FIGURE 3.18  Couches issues de la segmentation colorimétrique proposée par
[Ouji 2012]. Crédits : [Ouji 2012] (Figure I.4)
des caractéristiques locales, elles peuvent échouer à segmenter des régions faiblement
contrastées. Les étapes d'extraction des germes et de fusion des régions sont généra-
lement faites selon un ensemble de règles heuristiques dont dépendent grandement
la qualité des résultats. Le risque de sur-segmentation est élevé dans le cas d'une
base de documents hétérogènes car ces règles ne sont pas forcément généralisables
à toutes les situations possibles.
La segmentation en couches couleur proposée par [Ouji 2012] (section 3.6.2) four-
nit en sortie des images binaires sur lesquelles sont utilisées des techniques clas-
siques d'extraction de texte : groupement de connexités pour les couches mono-
chromatiques, technique des gradients cumulés pour les couches multi-chromatiques
et grises. Cette approche est intéressante. Mais elle est dédiée aux images de ma-
gazines de qualité raisonnable, et qui sont beaucoup moins complexes en termes
de contenus que les images à notre disposition. Elles ne contiennent pas d'éléments
manuscrits, et globalement pas de surcharges comme sur les images de documents
administratifs. La présence de ces éléments pourrait être sources d'erreurs du fait no-
tamment des dégradations colorimétriques, mais aussi de par la richesse du contenu
dont les variations en termes de textures, et de caractéristiques géométriques sont
généralement importantes.
Récemment, [Kessi 2015] ont proposé une approche basée sur la morphologie mathé-
matique couleur pour segmenter du texte quelle que soit sa couleur et celle du fond.
Cependant, leur méthode nécessite plusieurs post-traitements pour séparer le texte
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(a) Image originale. (b) Image segmentée par l'approche pro-
posée par [Nikolaou 2009].
(c) Image segmentée par l'approche DjVu
proposée par [Bottou 1998].
(d) Image segmentée par l'approche pro-
posée par [Ouji 2012].
FIGURE 3.19  Comparaisons de diﬀérentes méthodes de quantiﬁcation dédiées aux
images de documents. Crédits : [Ouji 2012] (Figure I.27)
du bruit et des structures graphiques. La taille des éléments structurants et des fe-
nêtres utilisées peuvent poser problème pour une base de documents génériques. De
plus, l'image étant traitée au niveau pixel, il faut ajouter à cela une étape de fusion
pour éliminer les zones de transition qui auraient été détectées entre les caractères
et le fond.
Identiﬁcation de blocs d'éléments
Beaucoup de travaux sont dédiés à la segmentation de blocs d'éléments parti-
culiers. Cela permet d'une part de réduire les temps de calculs en ne se focalisant
que sur une partie des informations contenues par l'image. D'autre part, les pro-
cessus utilisés peuvent être orientés pour les rendre plus spécialisés, ce qui améliore
la performance de la segmentation. Pour ﬁnir, la détection des principales struc-
tures de l'image telles que les graphiques, qui sont très présents sur les documents
administratifs, permettent ensuite de localiser plus facilement d'autres informations.
[Cohen 2013] ont utilisé des caractéristiques mesurées sur des superpixels pour ex-
traire des zones de dessins sur des documents historiques grâce à un classiﬁeur. Il
y a encore peu de travaux en analyse de documents basés sur l'utilisation de su-
perpixels. Ces méthodes semblent pourtant avoir un grand potentiel pour traiter ce
type d'images. En eﬀet, leur objectif est de produire un ensemble de régions locales
respectant les caractéristiques géométriques de l'image. Le caractère structuré des
documents pourrait se prêter au développement de ces approches.
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[Smigiel 2004] proposent une méthode de segmentation en quatre classes : fond,
texte, texte coloré, texte du verso de l'image apparaissant par transparence. Pour
cela, leur approche est basée sur la mise en place d'un réseau de neurones, et plus par-
ticulièrement sur l'utilisation des cartes auto-organisatrices de Kohonen. Une étape
d'apprentissage est réalisée sur une portion représentative de la page à segmenter.
Les caractéristiques utilisées sont les vecteurs constitués des trois composantes cou-
leurs RVB des pixels. Les couleurs principales de l'image sont ainsi extraites. Elles
sont ensuite fournies à un réseau de type perceptron qui se chargera de l'étape de
classiﬁcation. Cette approche donne de bons résultats, cependant elle est très spé-
cialisée. La classiﬁcation est supervisée et il n'est pas possible de mettre en place une
telle phase d'apprentissage dans le contexte de nos travaux. En eﬀet, les documents
traités par cette approche ont tous des caractéristiques similaires, et le nombre de
classes à extraire est bien déﬁni, ce qui n'est pas le cas de notre base.
Les deux approches que nous venons de présenter concernent les images de do-
cuments historiques. Même si les documents administratifs ne présentent pas tout
à fait les mêmes dégradations et caractéristiques visuelles en termes de couleurs,
ces méthodes sont applicables aux documents administratifs sur lesquels nous re-
trouvons des éléments similaires. Une classiﬁcation supervisée donne la plupart du
temps de bons résultats. Cependant, en spécialisant les traitements, elle les rend
aussi sensibles à des variations apparaissant dans la structure des éléments à seg-
menter.
Localisation d'éléments
Sur une image de document, la couleur sert souvent à guider la lecture, et à
mettre en évidence certains éléments par rapport à d'autres. Il paraît donc inté-
ressant d'utiliser les propriétés colorimétriques caractéristiques de certaines régions
d'intérêt pour localiser des informations particulières.
Par exemple, il est fréquent de surligner les informations pour les mettre en évi-
dence. Ce sont des données que le lecteur a jugé pertinentes et qu'il souhaite repé-
rer facilement. [da Silva Barboza 2011] ont proposé une approche pour les détecter,
et les utiliser comme base pour créer un résumé d'un bloc de texte. Ces travaux
traitent des images originellement en noir et blanc, sur lesquelles apparaissent des
zones surlignées, et qui ont été scannées en couleur. Les processus de segmentation
sont appliqués dans l'espace RVB. Les auteurs considèrent que le surlignement af-
fecte les pixels de l'image en diminuant la valeur de leur intensité. La détection des
régions de surlignement consiste à mesurer pour chaque pixel les distances entre ses
composantes couleurs deux à deux : rouge-vert, rouge-bleu, vert-bleu. Si l'une de ces
distances est inférieure à un seuil d, le pixel correspond est associé à une zone de
surlignement. Celle-ci peut être considérée comme du bruit et corrigée en reconsti-
tuant le fond original. Pour cela, il suﬃt d'aﬀecter aux trois canaux rouge, vert, et
bleu, la valeur de la composante couleur ayant une intensité maximale (comparée
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(a) Image originale. (b) Zones de texte associées aux ré-
gions surlignées.
FIGURE 3.20  Détection des zones de surlignement par l'approche proposée par
[da Silva Barboza 2011], dans le but de créer un résumé d'un bloc de texte. Para-
mètres : seuil premier-plan/fond s = 170, distance d = 35 utilisée pour détecter un
surlignement. Crédits : [da Silva Barboza 2011] (Figure 1)
aux deux autres). La segmentation du texte suit la même logique. Lorsqu'un pixel
est détecté comme étant localisé dans une région surlignée, la valeur moyenne de ses
composantes est seuillée par un paramètre s : inférieure à ce seuil, le pixel appartient
au premier-plan, sinon il est aﬀecté au fond. La ﬁgure 3.20 présente les résultats.
Cette approche donne des résultats intéressants, cependant, elle ne peut être utili-
sée que dans le cas de documents noir et blanc, sur lesquelles ont été ajoutées des
régions de couleurs, dont il faut être sûr qu'elles correspondent à des zones surlignées.
Récemment, [Hammami 2014] ont proposé une approche d'extraction de zones in-
formatives dans des images de formulaires en couleur. L'idée est de détecter les
zones rectangulaires de couleur homogène qui sont très fréquentes sur ce type de
documents, et qui pourraient ensuite servir de points de départ pour localiser les
informations textuelles recherchées (Figure 3.21). Le bruit est tout d'abord ﬁltré.
Puis, une étape de quantiﬁcation permet de réduire le nombre de couleurs diﬀérentes
à K. En se basant sur les caractéristiques particulières des formulaires, les auteurs
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ont supposé que K = 3 : une couleur pour l'arrière-plan, une pour les zones informa-
tives, et une dernière pour le texte. Pour terminer, les composantes connexes sont
extraites sur les K couches, puis ﬁltrées selon un critère de rectangularité. Cette
approche est intéressante et semble donner de bons résultats. Cependant, elle est
dédiée à une famille d'images spéciﬁque, pour laquelle le nombre de couleurs est
connu.
FIGURE 3.21  Détection des rectangles. Crédits : [Hammami 2014] (Figure 4)
3.7 Conclusion
A travers cet état-de-l'art nous avons décrit les principaux mécanismes de trai-
tement de la couleur en analyse d'images. Les systèmes de codage de l'information
couleur numérique imitent le fonctionnement de la vision humaine. Des espaces cou-
leurs ont ainsi été créés en se basant notamment sur la théorie trichromatique et
sur la théorie des couleurs opposées. De nombreux systèmes ont été proposés, mais
il est admis qu'il n'existe pas de modèle de représentation générique. Le choix d'un
espace est généralement réalisé expérimentalement en fonction de l'application et
des données disponibles. De plus, la couleur peut être manipulée selon une approche
marginale ou vectorielle, orientant ainsi le choix des traitements.
La stratégie d'analyse est elle aussi fortement dépendante des images à traiter.
Les techniques de segmentation couleur sont réparties en deux classes selon qu'elles
combinent ou non l'information spatiale avec l'information colorimétrique. Une ap-
proche utilisant uniquement l'information colorimétrique, telle que celles basées sur
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les histogrammes ou les techniques de regroupements, requiert des classes bien sépa-
rées. Ce type d'approche peut donc ne pas être suﬃsamment robuste au bruit dans
un contexte de segmentation de documents administratifs du fait de leur grande
variabilité informationnelle. L'intégration de données spatiales permet d'améliorer
les résultats. La combinaison de données globales et locales peut aussi aﬃner la seg-
mentation, en rendant l'approche plus adaptative aux variations locales. Cependant,
quelle que soit la technique choisie, il faut la plupart du temps prêter attention au
choix des paramètres, ce qui entraine un manque de généricité de la méthode.
Le traitement de la couleur passe la plupart du temps par une étape de quantiﬁca-
tion qui a pour objectif de réduire la quantité de couleurs observables sur l'image
à un nombre raisonnable. Pour cela, ces techniques tentent de partitionner l'espace
couleur. Les approches basées sur des divisions successives sont les plus simples et
les plus rapides. Leur inconvénient majeur est qu'elles ne tiennent pas compte de la
distribution des points dans l'espace. Or, celle-ci est rarement uniforme, ce qui peut
conduire à des erreurs de segmentation. Des approches basées sur des techniques de
classiﬁcation peuvent pallier à ce problème. Les temps de calculs plus importants
peuvent cependant être un frein à leur utilisation. Enﬁn, des approches de nommage
de couleurs permettent d'associer un terme de couleur à une valeur numérique, et
peuvent être considérées en cela comme des techniques de quantiﬁcation. Le bénéﬁce
d'utiliser des étiquettes aisément compréhensibles est certain en termes de commu-
nication. La diﬃculté majeure est la déﬁnition d'un modèle pertinent et adapté aux
images à traiter. Le choix du nombre de couleurs, et la déﬁnition des frontières
est important, et doit être fait judicieusement. Cela peut rendre ces approches peu
ﬂexibles dans un contexte de segmentation. Cependant, dans un contexte d'extrac-
tion des couleurs dominantes, il peut être intéressant de les utiliser à un plus haut
niveau, pour la création de descripteurs aﬁn d'étiqueter les régions obtenues par une
technique de segmentation.
Nous avons ensuite réalisé un inventaire des travaux traitant les images de docu-
ments couleur. Au contraire d'une image de scène naturelle, une image de document
a un caractère structuré sur lequel il est possible de s'appuyer. La communauté
s'intéresse de plus en plus à ce type d'approches, et quelques solutions ont été pro-
posées récemment. Il n'existe cependant aucune méthode complètement générique,
et non supervisée. La diﬃculté majeure provient de la complexité de l'information
couleur, et de la richesse des images de documents en termes de contenus. Un certain
nombre de problèmes concernant la segmentation a été identiﬁé. Tout d'abord, une
séparation fond/premier-plan telle qu'elle est traditionnellement appliquée est très
restrictive. En eﬀet, les documents contiennent des éléments de diﬀérentes couleurs
aussi bien dans les régions de fond, que de premier-plan. D'autre part, les zones de
texte apparaissant sur des fonds texturés sont particulièrement diﬃciles à identi-
ﬁer et à extraire. En eﬀet, le texte a des caractéristiques de taille, et de couleurs
très proches de celle du bruit. De nombreuses approches confrontées à ce problème
doivent appliquer des post-traitements pour restaurer les caractères.
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Néanmoins, les approches existantes ont montré que l'information couleur est une
donnée importante qui peut apporter une plus-value à l'étape de segmentation.
Parmi toutes les applications possibles, il nous a paru intéressant de nous pencher
sur l'extraction des couches couleur principales qui peuvent être observées sur une
image de documents. L'idée est de regrouper tous les éléments ayant des teintes très
proches visuellement aﬁn d'identiﬁer un nombre réduit de couleurs, permettant ainsi
de simpliﬁer le document tout en conservant l'information couleur. Les possibilités
sont ensuite multiples : quantiﬁcation, compression, description, etc.
Les verrous scientiﬁques qui ont été identiﬁés portent sur plusieurs points. Le plus
important concerne l'extraction de manière adaptative et non supervisée d'un petit
nombre de couleurs principales. La généricité qui nous est imposée par le contexte
industriel complexiﬁe la tâche. Le bruit présent sur les images est une donnée im-
portante à prendre en compte. Un autre enjeu important porte sur la qualité de la
segmentation elle-même. Pour pouvoir être exploitées, les couches extraites doivent
conserver la segmentation logique des régions réelles de l'image (ex : caractères ;
mots, graphiques). Là aussi, ne pas utiliser de connaissance a priori permettant de
reconnaitre ces régions est un véritable challenge.
Au cours de ces travaux, nous avons implémenté diﬀérentes approches de manière
linéaire. Celles-ci ont peu à peu formé une chaîne d'extraction des couches couleur
que nous allons décrire dans la suite de ce mémoire. Pour terminer, il n'existe pas à
notre connaissance de bases de référence oﬃcielles pour comparer les résultats de la
segmentation d'images de documents en couches couleur. Nous avons donc mis en
place un protocole d'évaluation basé sur l'utilisation d'images synthétiques simulant
les caractéristiques propres aux images de documents.
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4.1 Introduction
L'objectif de nos travaux est la segmentation de documents administratifs en
couches couleur, proposée comme une alternative à l'étape de binarisation. Nous
déﬁnissons une couche couleur comme un ensemble de pixels ayant à la fois une ap-
parence colorimétrique très proche et présentant une unité logique ou sémantique.
Pour respecter le système de représentation traditionnel, les méthodes implémentées
fournissent en sortie un ensemble d'images binaires qui font apparaître les pixels de
la couche en noir sur un fond blanc.
Au cours de ces travaux de recherche, nous avons proposé diﬀérentes approches
qui ont été développées de manière linéaire. Leurs performances ont été évaluées
en suivant le même protocole. C'est pourquoi nous avons choisi d'expliciter avant
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toutes choses le contexte général d'évaluation (méthodes et données). Les expéri-
mentations propres à chacune des méthodes seront décrites dans les chapitres 5, 6,
et 7.
Il est important de pouvoir mesurer quantitativement les performances de diﬀérentes
techniques pour pouvoir les comparer. Cette mesure peut être réalisée soit sur une
base de documents réels annotés, soit sur un ensemble d'images synthétiques. Or,
la génération de grands ensembles de vérité-terrain annotés est un challenge comme
nous avons pu le mentionner dans les conclusions de nos états-de-l'art. Nous com-
mencerons donc par présenter brièvement les principaux concepts de création de
bases d'images qui sont utilisées en analyse de documents dans un but d'évaluation.
La seconde partie de ce chapitre introduira les images de documents réels qui sont
à notre disposition et qui proviennent de diﬀérentes sources (section 4.3). Les tra-
vaux portant sur l'analyse de documents couleurs sont encore très récents. Il n'existe
pas à notre connaissance d'ensembles d'images annotées permettant d'évaluer une
segmentation en couches couleur. La création de bases d'images pouvant servir de
référence à la communauté est une problématique essentielle que nous proposons
d'adresser ici. C'est pourquoi nous avons produit une base d'images synthétiques
(section 4.4). La section 4.4.3 présentera les mesures d'évaluation.
Pour ﬁnir, une évaluation sur des images synthétiques nécessite que ces dernières
soient proches de la réalité en termes de structures, mais aussi en termes de dégra-
dation. Des modèles de bruit existent et permettent de simuler ces dégradations. Au
cours de cette thèse, nous avons participé à des travaux collaboratifs dont l'objectif
était la proposition d'un modèle de dégradation des caractères qui serait applicable
aux images de documents couleur. La présentation de ce modèle conclura ce chapitre.
4.2 Evaluation de la segmentation en analyse de docu-
ments
Il est important de pouvoir évaluer la performance des algorithmes de segmen-
tation sur des données réelles. Cette étape est généralement faite sur des images
annotées. La diﬃculté majeure concerne la mise en place de protocoles d'évaluation
pertinents. Il faut déterminer préalablement quelles sont les images concernées, les
limites de cette évaluation, et quelle forme doit prendre la vérité-terrain : boîtes
englobantes, régions réelles, niveau pixel, etc. La réponse à ces questions aura un
impact important sur le choix de la mesure d'évaluation, et elle sera bien entendu
déterminée par l'application et les données disponibles.
Le processus de création d'une vérité-terrain étant diﬃcile, la mise à disposition,
lorsque cela est possible, de bases publiques qui puissent servir de référence pour la
communauté est un apport non négligeable. Cela est d'autant plus essentiel que ces
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FIGURE 4.1  Vérité-terrain constituée de régions de forme complexe qui ont été
extraites grâce au logiciel Aletheia. Crédits : [Antonacopoulos 2009a] (Figure 4)
ensembles sont utilisés pour évaluer et comparer diﬀérentes approches sur le même
jeu de données. Plusieurs bases d'images ont ainsi été proposées :
 UWASH (Université de Washington,[Philips 1993]), contient des documents
simples principalement de type journaux en noir et blanc, dont la plupart
ont été générés synthétiquement ; les régions sont décrites par leurs boîtes
englobantes ;
 ISRI ([Nartker 2005]), contient principalement des images en noir et blanc
de journaux ; les régions sont décrites par leurs boîtes englobantes ;
 MARG (Medical Article Records Groundtruth en anglais,
[The National Library of Medicine 2010]), contient principalement des images
en noir et blanc de journaux ; les régions sont décrites par leurs boîtes englo-
bantes ;
 MediaTeam Document Database ([Sauvola 1998]), contient divers documents
couleur avec une structure relativement simple ; les régions sont décrites par
leurs boîtes englobantes ;
 Uva Document Dataset ([Todoran 2005]), contient principalement des pages
de publicités ou de magazines, orientée pour la segmentation couleur.
Récemment, le groupe PRImA 1 a mis à disposition plusieurs outils d'annotations
permettant de générer des ensembles de vérité-terrain sur des documents divers.
1. Pattern Recognition & Image Analysis en anglais : http://www.prima.cse.salford.ac.uk
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Nous pouvons citer entre autres le logiciel Aletheia (ﬁgure 4.1), qui permet l'extrac-
tion de zones ayant des formes complexes. L'objectif est d'annoter ces régions avec
des étiquettes telles que texte, images, graphiques, etc. Les ensembles ainsi construits
ont été rendus public. Par exemple, la base présentée par [Antonacopoulos 2009a]
regroupe des documents ayant des structures diverses avec un intérêt plus parti-
culier pour les magazines, et les journaux techniques. Ces images proviennent de
diﬀérentes sources.
Pour avoir un intérêt, un ensemble de vérité-terrain doit aider à résoudre les verrous
scientiﬁques. Le choix des images de documents est particulièrement important. Ac-
tuellement, les bases se constituent donc plutôt autour de documents complexes, qui
ont des structures hétérogènes, car ces images posent encore problème. La vérité-
terrain a pour objectif de décrire les résultats qui devraient être obtenus dans un
cas de segmentation idéale. L'objectif est bien sûr l'évaluation et la comparaison de
diﬀérentes approches. La base de PRImA a ainsi été utilisée lors d'une compétition
d'ICDAR (2009, [Antonacopoulos 2009b]) pour évaluer des méthodes de segmenta-
tion de pages.
Le processus d'annotation de documents réels est long et contraignant. L'utilisation
de bases d'images synthétiques est une autre solution pour évaluer les performances
d'une segmentation. L'idée est de générer des images qui vont imiter la structure
de vrais documents. L'application d'un modèle de bruit simule ensuite les dégrada-
tions subies par les images. Il en existe plusieurs. Nous pouvons citer entre autres
le modèle de Kanungo ([Kanungo 1993]) qui simule le bruit introduit au cours de la
numérisation de documents en noir et blanc, et l'approche proposée par [Kieu 2012]
imitant des dégradations (de diﬀérents types, et en quantité variable) qui sont obser-
vables sur des images de documents anciens en niveaux de gris. L'avantage principal
de ce type d'évaluation est qu'il est possible de produire des images synthétiques en
très grandes quantités et dans des conditions contrôlées. Le choix du modèle de bruit
doit cependant être adapté à l'application souhaitée. Les images de documents subis-
sant des dégradations de plusieurs types, l'étape de paramétrage peut être complexe.
La section suivante sera consacrée à la description des documents réels de notre
base de test.
4.3 Base de documents réels
4.3.1 Données
Nous disposons d'un ensemble de documents administratifs réels scannés à une
résolution de 200 ou 300 dpi, fournis par notre partenaire industriel. Nous n'avons
eu aucun contrôle sur le processus d'acquisition. De plus, certains documents pro-
venant d'un fournisseur donné ne nous ont été transmis qu'en un seul exemplaire.
Les images de documents ont été caractérisées dans le chapitre 2, dans la section
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2.2. Pour illustrer la diversité des images à notre disposition, quelques exemples sont
présentés dans l'annexe B.
Ces documents qui peuvent être qualiﬁés de complexes proviennent de diﬀérentes
sources. Ils sont très hétérogènes en termes de contenus : texte manuscrit et imprimé,
diﬀérentes fontes, des éléments de diﬀérentes tailles, et qui peuvent éventuellement
se chevaucher. Leur structure est la plupart du temps de type non-Manhattan. Le
nombre de couleurs apparaissant sur ces images est très variable d'un document à
un autre. Les régions de fond peuvent être homogènes mais aussi plus complexes
avec des zones texturées ou des dégradés de couleurs. L'enjeu de nos travaux est de
pouvoir traiter un document, même rencontré pour la première fois, sans connais-
sance a priori. Nous ne disposons donc pas de modèles de documents.
Pour information, le tableau 4.1 en présente une liste non-exhaustive avec les quan-
tités approximatives à notre disposition. Les factures et les bons de commandes ont
été comptés dans une seule catégorie car ils ont des caractéristiques structurelles
très proches : données apparaissant dans un tableau, blocs d'adresses, etc. Comme
nous pouvons le voir, notre base est très largement constituée de factures qui re-
présentent une part non négligeable des documents traités par les industriels. Les
formulaires sont aussi très représentés. On les retrouve en particulier dans les ad-
ministrations publiques. Ces images proviennent de nombreuses sources diﬀérentes :
approximativement plus de 250.
Catégories de documents Quantités approximatives
factures et bons de commandes 7300
formulaires (sécurité sociale, impôts, etc) 1200
chèques 3
TABLEAU 4.1  Ensemble de documents fournis par notre partenaire industriel.
4.3.2 Evaluation sur des données réelles
Il n'existe pas à notre connaissance de bases publiques de documents administra-
tifs couleurs annotés. Les contraintes de conﬁdentialité liées au contexte industriel
limitent en eﬀet la divulgation de ce type de données. De plus, les travaux traitant de
la segmentation d'images de documents couleurs sont encore relativement récents.
Nous avons donc sélectionné un échantillon de 150 images dans la base de données
qui a été présentée précédemment dans la section 4.3.1. Les images ont été choisies
de façon à reproduire les contraintes et les diﬃcultés rencontrées par les industriels :
éléments de fond et de premier-plan de diﬀérentes couleurs, textures, dégradés de
couleurs, surcharges, chevauchements, etc.
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Cet ensemble a été utilisé pour réaliser une évaluation visuelle de la segmentation.
Nous nous sommes notamment attachés à la détection d'un nombre de couches cou-
leur raisonnable, tout en nous assurant que l'image ne soit ni trop sur-segmentée, ni
trop sous-segmentée. Nous avons prêté une attention particulière à la segmentation
des éléments ﬁns en veillant surtout à ce que les régions textuelles restent lisibles,
et puissent être exploitées par un outil de reconnaissance.
Des mesures plus précises requièrent des documents annotés. Cependant, la phase
d'annotation est un processus long et coûteux à mettre en place : création du proto-
cole, mise en place des outils, annotations faites par plusieurs personnes, questions
de la précision et de la validation des annotations, etc. Par conséquent, l'annota-
tion manuelle ne permet pas la création de grands jeux de données. De plus, notre
contexte introduit des problèmes supplémentaires liés à l'interprétation obligatoire-
ment subjective d'une couche couleur. En eﬀet, les documents doivent être annotés
en termes de couleurs tout prenant en compte les diﬀérentes structures logiques.
N'ayant pas à notre disposition de vérité-terrain constituée d'images de documents
réels annotées, nous avons choisi de générer automatiquement des images synthé-
tiques aﬁn d'évaluer quantitativement les performances des approches de segmenta-
tion. Ces images synthétiques ont l'avantage de pouvoir être produites en très grand
nombre, et grâce à un protocole contrôlé. Le processus de génération sera décrit
dans la section 4.4. Cette évaluation complètera l'évaluation visuelle réalisée sur la
base de documents réels.
4.4 Constitution d'une base de vérité-terrain de docu-
ments synthétiques
4.4.1 Données
L'utilisation d'images synthétiques autorise la génération automatique de bases
de test de grande taille dans des conditions contrôlées. Elles résolvent ainsi les pro-
blèmes, notamment de subjectivité, entrainés par l'annotation manuelle de docu-
ments réels. Cependant, la création de bases synthétiques soulève des questions
importantes. La principale diﬃculté consiste à générer des images reﬂétant la réa-
lité, que ce soit en termes de structures, ou de dégradations.
Pour ces travaux, nous avons généré 2000 images synthétiques pour lesquelles l'in-
formation couleur est disponible à un niveau pixel. Cette base est à disposition de
la communauté 2 depuis février 2015. La vérité-terrain associée à chaque document
synthétique est un ensemble d'images binaires correspondant aux diﬀérentes couches
couleur présentes sur cette image. Pour une couche donnée, tous les pixels ayant la
couleur considérée apparaissent noirs sur un fond blanc (ﬁgure 4.2). La représenta-
2. http://navidomass.univ-lr.fr/ColorSegmentationGT/
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FIGURE 4.2  Images synthétiques et couches associées aux couleurs rose, vert et
marron.
tion historique est ainsi préservée. L'information couleur portée par chaque couche
est la moyenne des valeurs des composantes couleurs de chaque pixel appartenant à
cette couche.
Deux modèles ont été créés pour obtenir des images semi-structurées ressemblant
à des documents réels : une image simulant un courrier (ﬁgures 4.3a, 4.3b, 4.3d et
4.3f), et une autre contenant uniquement du texte sur un fond (ﬁgures 4.3c et 4.3e).
Ces modèles ont été utilisés en proportions égales dans la base de test. Les éléments
qui sont initialisés aléatoirement sont : l'aﬃchage ou non de certaines zones, les cou-
leurs, le texte, ainsi que la taille et la forme des éléments. Un échantillon d'images
synthétiques est présenté sur la ﬁgure 4.3.
Certaines images de documents ont été générées plusieurs fois aﬁn de simuler des
documents provenant d'une même source. Nous simulons également la variabilité
que l'on trouve dans les documents réels. Ces images contiennent ainsi une partie
ﬁxe, propre à la famille du document, et une partie variable spéciﬁque à l'image
considérée. En pratique, la partie ﬁxe est générée aléatoirement une seule fois pour
une famille de documents donnée. Puis, la partie variable est ajoutée sur chaque
image en faisant varier le contenu toujours aléatoirement (voir ﬁgures 4.3a et 4.3b).
En eﬀet, les entreprises reçoivent fréquemment des documents provenant d'un même
fournisseur. La vérité-terrain reﬂète ainsi la réalité. Cette fonctionnalité n'a pas été
directement exploitée lors de ces travaux. Cependant, une des perspectives futures
possibles est le développement d'un système qui serait capable de reconnaître un
document déjà rencontré, et d'utiliser les résultats obtenus pour guider le processus
de segmentation de la nouvelle image.
Pour résumer, nous avons un ensemble constitué de 2000 images synthétiques formé
de 1000 images de lettres, et 1000 images de texte sur un fond coloré. Les paramètres
ont été initialisés de telle façon que les images contiennent au minimum deux cou-
leurs diﬀérentes (une de fond, et une de premier-plan), et jusqu'à N couleurs. N
est un maximum que nous avons fait varier pour chaque famille de documents. Il
permet de créer des listes de couleurs qui sont ensuite aﬀectées de manière aléatoire
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aux éléments. En pratique, le nombre de couleurs total est souvent inférieur à la va-
leur choisie. La plupart de nos images contiennent moins de 6 couleurs. Cependant,
tout l'intérêt d'utiliser un logiciel de génération automatique d'images synthétiques
est qu'il peut être facilement adapté pour générer des modèles diﬀérents. De plus,
il est possible de constituer de nouvelles bases en faisant varier les paramètres, et
en générant un nombre indéﬁni d'images. Des travaux futurs ont été identiﬁés pour
simuler des images de documents plus complexes : formulaires, factures, etc.
4.4.2 Simuler les dégradations causées par le bruit
Telles quelles, les images synthétiques ne permettent pas de simuler les dégra-
dations subies par la couleur qui sont observables sur une image de document réel.
Pour conduire les expérimentations, les images de la base ont été bruitées. Le modèle
de génération de bruit le plus reconnu en analyse de documents est celui proposé
par [Kanungo 1993] qui est applicable sur des images binaires. L'idée est d'ajouter
du bruit de type poivre et sel sur les caractères de l'image, puis de les lisser, aﬁn de
simuler leur dégradation. Il n'existe actuellement pas de modèle simulant le bruit
apparaissant sur les images de documents couleurs.
Pour introduire du bruit sur nos images synthétiques, nous avons utilisé un logi-
ciel de traitement d'images (Photoshop) et le processus a été appliqué de manière
identique sur la totalité des images de notre ensemble. Nous avons choisi ici de sau-
vegarder les images avec une compression jpeg élevée aﬁn de respecter les contraintes
auxquelles est soumis notre partenaire industriel dans son ﬂux de dématérialisation
(ﬁgure 4.4). Cette opération a alors simulé les artéfacts qui apparaissent sur les
images réelles sous forme de blocs. Cependant, dans le cas des images synthétiques
qui ne contiennent pas de bruit à l'origine, ces zones de bruit n'apparaissaient que
près des contours. C'est pourquoi nous avons choisi de faire précéder cette étape
de compression par l'ajout d'un bruit Gaussien appliqué sur la totalité de l'image.
Ainsi, toutes les régions de l'image sont soumises à cette dégradation, qui permet de
simuler les ﬂuctuations aléatoires subis par les pixels de l'image lors de l'impression
et de la numérisation.
Un bruit gaussien n'est pas forcément représentatif de la réalité. Néanmoins, la
combinaison de ce ﬁltre relativement simple, et de la compression, a produit des ré-
sultats visuellement très proches du bruit que nous pouvons observer sur les images
de notre base, et que nous avons jugé satisfaisants pour une première évaluation
de la segmentation. En parallèle de ces travaux de recherche, nous avons, dans le
cadre du stage de Master de Mlle Do Thy Luyen, proposé un modèle de dégrada-
tion des caractères applicable aux images de documents couleur. Ce modèle étend
l'approche proposée par [Kieu 2012] pour simuler le bruit observable sur des images
de documents anciens en niveaux de gris. Cette méthode est elle-même basée sur
le modèle de Kanungo ([Kanungo 1993]), qui est applicable sur des images binaires.
L'approche proposée sera décrite plus en détails dans la section 4.5.





FIGURE 4.3  Images synthétiques générées automatiquement.
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(a) Image originale. (b) Image bruitée.
FIGURE 4.4  Ajout de bruit sur les images synthétiques.
4.4.3 Mesures d'évaluation
Les mesures d'évaluation sont liées aux caractéristiques de la base de vérité-
terrain, et au contexte d'application. Lorsqu'il est mis à disposition du public, le
jeu de données est par ailleurs généralement fourni avec un protocole d'évaluation
détaillé, ceci aﬁn de réaliser des comparaisons objectives des approches testées. Nous
allons introduire ici les principales approches d'évaluation appliquée en segmenta-
tion d'images de documents.
Par exemple, dans sa thèse, [Ouji 2012] a proposé une segmentation des images
de documents en diﬀérentes couches en fonction de leurs propriétés colorimétriques.
Des images réelles ont tout d'abord été étiquetées manuellement, ce qui a permis
d'évaluer quantitativement l'approche grâce aux mesures de rappel et de précision.
Devant la diﬃculté d'annoter ainsi manuellement une base conséquente de docu-
ments, l'auteur a décidé de réaliser une évaluation indirecte en mesurant les per-
formances d'applications utilisant son approche. Dans le cas d'une application de
lecture de texte, il est souvent intéressant d'étudier les taux de reconnaissance ob-
tenus par un outil de reconnaissance (ROC, RIC). Par conséquent, la procédure
d'évaluation a été conduite sur les résultats obtenus par une approche de détection
des lignes de texte, comparés à ceux obtenus à partir du logiciel de reconnaissance
FineReader, et évalués en termes de précision et de rappel.
Lors de la compétition concernant la segmentation de page organisée en 2007 pour
ICDAR, la méthode d'évaluation était elle aussi basée sur une procédure classique
consistant à mesurer la précision et le rappel au niveau pixel ([Antonacopoulos 2007]).
En 2009, pour cette même compétition, les organisateurs ont opté pour une évalua-
tion plus précise prenant en compte le contexte à travers la déﬁnition de scénarios
([Antonacopoulos 2009b]). L'objectif était l'extraction des classes suivantes : texte,
graphiques, lignes, séparateurs et bruit. Pour évaluer les résultats, les correspon-
dances entre les régions segmentées par la méthode testée, et les régions associées à
la vérité-terrain sont tout d'abord extraites. Puis, les erreurs sont détectées et clas-
siﬁées en plusieurs catégories. L'idée est que la qualité d'une segmentation dépend
aussi bien du nombre d'erreurs, que du type de ces erreurs. En eﬀet, en fonction du
but recherché, celles-ci peuvent être jugées acceptables ou non. Par exemple, man-
quer un numéro de page est pénalisant dans un système d'indexation. En revanche,
4.5. Vers un modèle de dégradation des caractères applicable aux
images de documents couleur 83
la fusion de deux paragraphes localisés dans une même colonne n'est pas bloquant
pour leur lecture. Finalement, les diﬀérents scénarios sont résumés ainsi :
 une région de la vérité-terrain est correctement détectée ;
 une région segmentée ne correspond à aucune région de la vérité-terrain ;
 une région de la vérité-terrain a été complètement ou partiellement détectée
par plusieurs régions au cours de la segmentation (région divisée) ;
 plusieurs régions de la vérité-terrain ont été complètement ou partiellement
détectées par une unique régions au cours de la segmentation (régions fusion-
nées) ;
 une région de la vérité-terrain n'a pas été complètement voire pas du tout
détectée lors de la segmentation.
Nous avons choisi d'évaluer les résultats de notre segmentation au niveau pixel
car notre objectif est une segmentation bas-niveau. Nous n'avons en eﬀet à notre
disposition aucune connaissance a priori permettant de caractériser les éléments
sémantiques d'une image de document réel (tableau, graphiques, etc). En revanche,
la vérité-terrain associée aux images synthétiques nous permet de connaître la cou-
leur de chaque pixel. Notre évaluation est donc basée sur les mesures de rappel et
précision.
Soient R, les pixels détectés sur l'image résultat, et G, ceux détectés sur la vérité-
terrain. Pour chaque couche couleur de la vérité-terrain, nous recherchons l'image la
plus probable parmi les résultats de la segmentation, c'est à dire celle ayant le plus
de pixels en commun avec la couche annotée. Nous mesurons ensuite la précision et










Ces métriques ont été utilisées pour évaluer les contributions scientiﬁques de ce
manuscrit : deux approches colorimétriques, une approche spatio-colorimétriques et
pour terminer, une approche basée sur une analyse multi-résolution. Elles seront
présentées successivement dans les chapitres 5, 6 et 7.
4.5 Vers un modèle de dégradation des caractères appli-
cable aux images de documents couleur
4.5.1 Introduction
La question de l'évaluation d'une approche de segmentation est un problème
complexe. Il n'est pas toujours possible de mettre en place un processus d'annota-
tion manuelle pour des raisons organisationnelles évidentes. L'utilisation d'images
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synthétiques est une solution qui autorise la création de grandes bases de tests dans
des conditions contrôlées. Les processus d'analyse de documents réels sont confrontés
à la présence de bruit. Des dégradations parfois importantes peuvent être observées
et en particulier près des zones textuelles qui sont des régions de hautes variations
(gradient fort). Il est donc important que la vérité-terrain permettant l'évaluation
des traitements reﬂète ces contraintes.
A la ﬁn de cette thèse, des travaux préliminaires ont été réalisés en collaboration
avec Mlle Do Thi Luyen dans le cadre de son stage de master, aﬁn de proposer un
modèle de dégradation des caractères applicable aux images de documents couleur.
Ce modèle étend au traitement des images couleur, celui proposé par [Kieu 2012] et
[Kieu 2013], pour simuler, sur des images en niveaux de gris, des dégradations ob-
servables sur des documents anciens (encre qui bave, tâches sombres/claires proches
de caractères, etc). Notre choix s'est porté sur cette approche car les eﬀets de ces
dégradations sont similaires au bruit présent sur nos images de documents adminis-
tratifs.
Ces travaux concernent une autre partie du projet analyse de documents couleur 
qui est plus focalisée sur l'évaluation de la qualité des images. Ceux-ci sont actuel-
lement en cours, et nécessitent notamment une étape d'évaluation et de validation
plus poussée. Nous ne les avons pas mis en application dans le processus d'évaluation
des approches de segmentation qui sont présentées dans ce mémoire. Cependant, les
premiers résultats ouvrent des perspectives intéressantes pour la génération d'outils
de vérité-terrain plus performants dans des travaux futurs. Pour plus de détails, le
lecteur est invité à se référer à l'article original ([Luyen 2015]). Nous présenterons
tout d'abord notre modèle, puis les résultats obtenus, et pour terminer les perspec-
tives de ces travaux.
4.5.2 Modèle de dégradation des caractères
Proposition
Comme nous l'avons vu dans la section 3.6.1 de ce mémoire, diﬀérents processus
introduisent du bruit sur les images de documents, et dégradent ainsi la qualité de
l'image. Ce bruit est particulièrement gênant lorsqu'il apparait au niveau des régions
textuelles (ex : caractères partiellement ou pas segmentés), car il peut impacter la
performance des outils de reconnaissance . Plusieurs modèles ont donc été proposés
pour simuler la dégradation des caractères.
L'une des approches de dégradation des caractères les plus reconnues en analyse
de documents a été proposée par [Kanungo 1993]. Ce modèle statistique permet de
simuler le bruit poivre-et-sel que l'on peut observer sur les images de documents im-
primés, scannés et numérisés. Il est appliqué sur des images binaires. L'idée de base
est de changer aléatoirement la valeur des pixels : un pixel blanc devient noir, et
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(a) Tâche indépendante. (b) tâche recouvrante. (c) tâche de non-connexion.
FIGURE 4.5  Exemples de diﬀérents types de bruit observables sur les images de
documents couleur. Crédits : Do Thi Luyen
inversement. Le modèle repose sur l'hypothèse que la probabilité que cette inversion
se produise pour un pixel donné ne dépend que de la distance entre ce pixel et le
contour du caractère le plus proche.
L'approche de Kanungo nécessite l'initialisation de 8 paramètres. Récemment, dans
[Kieu 2012] et [Kieu 2013], les auteurs ont proposé d'étendre ce modèle aux images
en niveaux de gris, aﬁn de simuler les dégradations observables sur des documents
anciens. Leur méthode automatise l'étape de paramétrage en laissant la possibilité
à l'utilisateur de choisir la quantité et la catégorie de bruit qui doit être généré. En
eﬀet, les documents sont soumis à des dégradations de diﬀérents types. L'objectif
est de produire des images qui soient le plus proches possible de la réalité, et qui
soient adaptées à l'application de vérité-terrain souhaitée.
Les dégradations sont classées en trois classes :
 les tâches indépendantes correspondent au bruit qui apparaît à l'intérieur ou
à l'extérieur d'un caractère (Figure 4.5a) ;
 les tâches recouvrantes sont les régions de bruit qui chevauchent un caractère
et modiﬁent ainsi son contour (Figure 4.5b) ;
 les tâches de non-connexion cassent la connexité d'un caractère (Figure 4.5c).
Une zone de dégradation correspond à une région elliptique dont le centre est ap-
pelé germe ou point de dégradation. Ces germes sont extraits selon l'algorithme
pseudo-aléatoire proposé par [Kanungo 1993] dont les paramètres sont déterminés
automatiquement. La taille et la direction de l'ellipse dépendent de la valeur du gra-
dient en son centre. Concrètement, dans la modélisation proposée par [Kieu 2013],
l'utilisateur a la main sur la quantité de bruit (nombre de germes générés), et sur
le type de bruit (pourcentage de chaque catégorie de bruit). Des règles heuristiques
sont utilisées dans le processus de classiﬁcation de chaque point de dégradation
parmi les catégories de bruit possible. L'attribution d'un type de bruit à chaque
germe dépend de son contenu et de son voisinage. Finalement, les pixels localisés à
l'intérieur de l'ellipse sont modiﬁés de façon à simuler l'eﬀet de la dégradation.
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FIGURE 4.6  Processus complet de dégradation des caractères appliqué sur des
images de documents couleur. Crédits : Do Thi Luyen
Les étapes du processus de dégradation peuvent être résumées ainsi :
 extraction des points de dégradation (les germes) ;
 détermination du type de dégradation associé à chaque germe ;
 modiﬁcation des pixels localisés à l'intérieur de la zone de dégradation.
L'approche que nous proposons ici a pour objectif d'étendre ce modèle au traitement
des images de documents couleur. Pour intégrer l'information colorimétrique dans le
processus, nous avons proposé d'utiliser les travaux présentés dans ce mémoire, dont
le but est la segmentation de documents administratifs en couches couleur. L'idée
est d'extraire les couleurs principales observables sur un document sous forme d'un
ensemble d'images binaires. Ces images binaires peuvent donc être fournies en en-
trée des modèles de bruit existants. L'originalité du modèle de dégradation que nous
proposons est que les germes sont extraits sur chacune des couches couleur ainsi dé-
tectées. Ces germes sont ensuite classiﬁés et le bruit est généré en tenant compte de
l'information couleur. La ﬁgure 4.6 résume l'ensemble du processus.
Les diﬀérentes étapes du processus de dégradation des caractères vont maintenant
être décrites plus en détails dans les sections suivantes.
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Sélection des points de dégradation
Cette section sera dédiée à la sélection des germes qui sont les centres des zones
de dégradation. L'idée est d'utiliser les couches couleur extraites à partir d'une image
de documents couleur par un processus de segmentation. Chaque couche est associée
à une image binaire, et correspond à une des couleurs principales qui sont obser-
vables sur l'image. L'originalité du modèle est l'étape d'extraction des germes qui
est appliquée sur chaque couche (ﬁgure 4.7). Les points de dégradation étant proba-
blement situés près des caractères, la couche correspondant au fond n'est pas traitée.
Ce modèle de bruit a été développé en parallèle de l'approche de segmentation
décrite dans le chapitre 6. Celle-ci combine des informations spatiales et colori-
métriques pour générer un ensemble de régions locales appelées superpixels. Ces
régions sont ensuite fusionnées pour obtenir des couches couleur globales. Pour plus
de détails sur l'extraction des couches couleur, le lecteur est invité à se référer aux
chapitres 5, 6, et 7. Même si le choix de la méthode de segmentation à une cer-
taine inﬂuence sur la qualité des résultats obtenus, ce modèle a été développé pour
pouvoir être appliqué de manière indépendante. Les dernières évolutions concernant
l'approche de segmentation pourront être aisément intégrées lors de travaux futurs.
Les points de dégradation sont extraits sur chaque couche de manière indépen-
dante grâce à une adaptation du modèle de Kanungo ([Kanungo 1993]) proposée
par [Kieu 2012] et [Kieu 2013]. Le principe est d'automatiser le paramétrage du mo-
dèle de Kanungo. Pour cela, l'utilisateur peut ﬁxer la quantité de bruit souhaité
en initialisant le nombre de germes (Nsp). Le modèle statistique produit ensuite un
ensemble de germes qui sont localisés près des caractères. L'hypothèse est que la pro-
babilité qu'un pixel change (du blanc au noir, et inversement) ne dépend que de la
distance entre ce pixel et le caractère le plus proche. Cette probabilité est seuillée par
un nombre généré aléatoirement. Finalement, le processus fournit deux ensembles
de points pour chaque couche : Pfb et Pbf . Pfb (respectivement Pbf ) contient tous
les points associés aux centres des futures dégradations de fond, (respectivement de
premier-plan).
La ﬁgure 4.7 montre un ensemble de points de dégradation extraits à partir d'une
image de documents synthétiques. Ces points seront ensuite aﬀectés à une catégorie
de bruit particulière par un processus de classiﬁcation que nous expliciterons dans
la section 4.5.2.
Classiﬁcation des régions de bruit
Dans la section précédente, nous avons explicité l'étape d'extraction des points
de dégradation qui sont localisés à proximité des caractères. Les images de docu-
ments étant soumis à plusieurs types de dégradations qui peuvent avoir diﬀérents
eﬀets sur les caractères, il est important pour un modèle de proposer la simulation
de plusieurs catégories de bruit. Cette section sera dédiée à l'association grâce à une
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FIGURE 4.7  Exemple de sélection de germes (points rouges), sur trois couches
couleur extraites à partir d'une image synthétique. Crédits : Do Thi Luyen
étape de classiﬁcation d'une catégorie de bruit aux germes préalablement extraits.
Tout comme pour l'étape de sélection des germes, le processus de classiﬁcation est
appliqué sur toutes les couches de manière indépendante. Les points sont répartis
en trois classes : tâche indépendante, tâche recouvrante, et tâche de non-connexion.
L'approche appliquée est celle proposée par [Kieu 2013]. La classiﬁcation est faite
selon des règles heuristiques, et selon les quantités de chaque catégorie déﬁnies par
l'utilisateur. Le choix de ces heuristiques permet d'obtenir du bruit qui soit le plus
proche possible de celui observable sur des images réelles. Elles dépendent du contenu
de la zone de dégradation et de son voisinage.
La zone de dégradation correspond à une ellipse dont le centre est l'un des germes
sélectionnés. Le type de dégradation est lié à la forme de cette ellipse. Ses dimensions
sont donc calculées en fonction de la position de ce point par rapport aux contours
du caractère le plus proche. Sa direction est déterminée en fonction du gradient local
dans l'image au point de dégradation. Nous avons modiﬁé le processus original de
façon à proﬁter de l'information couleur. Toutes les mesures ont été réalisées à partir
du gradient proposé par [Di Zenzo 1986] qui permet de traiter la couleur comme un
vecteur.
La classiﬁcation des germes est importante car une mauvaise déﬁnition du bruit peut
entrainer des résultats qui ne seront pas réalistes. Le modèle proposé par [Kieu 2013]
intègre les choix de l'utilisateur quant aux quantités souhaitées pour les diﬀérentes
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(a) Tâche à l'intérieur d'un caractère. (b) Tâche à l'extérieur et proche
d'un caractère.
FIGURE 4.8  Evolution d'une région de bruit lorsque la taille ai de son axe majeur
augmente. Crédits : [Kieu 2013]
catégories de bruit. Soient p1, p2, p3 la répartition souhaitée pour les trois catégo-
ries de dégradation. L'avantage est de laisser la possibilité d'adapter facilement le
modèle à l'application souhaitée.
La classiﬁcation est faite selon une règle heuristique de la manière suivante :
 les points de dégradation sont calculés et classés par ordre croissant de dis-
tance à son plus proche caractère ;
 les p1 premiers germes seront utilisés pour générer des tâches de non-connexion ;
 les p2 points suivants seront utilisés pour générer des tâches recouvrantes ;
 les derniers points permettront de générer des tâches indépendantes.
Génération de bruit
La ﬁgure 4.8 présente l'évolution d'une région de bruit lorsque la taille de son
axe majeur augmente. Soient ai, la taille de l'axe majeur de l'ellipse, Ci son centre,
et a01i (respectivement a02i), la distance entre le centre de la tâche et le point de
contour le plus proche (respectivement le point localisé sur le côté opposé de ce
contour).
Une fois la catégorie de bruit déﬁnie, les pixels localisés à l'intérieur de l'ellipse
sont modiﬁés pour simuler cette dégradation. Une règle heuristique ﬁxe aléatoire-
ment la taille de l'axe majeur de chaque ellipse en fonction du type de dégradation
choisi. Soient aj , ak, et al, les tailles des ellipses respectivement associées à des tâches
indépendantes, recouvrantes, et de non-connexion. Nous avons le système suivant :

aj = a01j × µ(j), si 0 < µj < 1
ak = a01k + µ(k)× (a02k − a01k), si 0 < µk < 1
al = a02l + µ(l)× δ, si 0 < µl < 1
(4.3)
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FIGURE 4.9  Zone de dégradation elliptique. Crédits : [Kieu 2012]
où µj , µk, et µl sont générés aléatoirement avec 0 < µj , µk, mul < 1. Le facteur
d'aplatissement g de l'ellipse est déterminé aléatoirement (g ∈ [0, 1]). Le paramètre δ
correspond à la largeur moyenne de toutes les composantes connexes, ce qui permet
d'éviter de générer des tâches de non-connexion trop larges. Nous allons maintenant
expliciter le processus de génération du bruit à l'intérieur d'une ellipse telle que celle
présentée sur la ﬁgure 4.9.
Soit c¯i(l, a, b) la couleur du centre ci de l'ellipse. Le germe associé à ci a été ex-
trait à partir d'une couche couleur l. Selon le modèle de Kanungo, ce point a été
classé soit dans l'ensemble Pfb s'il doit passer du premier-plan au fond, soit dans
l'ensemble Pbf , si au contraire il devient un pixel de premier-plan. Ainsi, c¯i corres-
pond à la moyenne des pixels de fond (respectivement de premier-plan) de la couche
l, si ci appartient à l'ensemble Pbf (respectivement Pfb).
Soit Bj , un point situé sur le contours de l'ellipse. b¯i est la nouvelle couleur af-
fectée à ce point. Pour la calculer, nous mesurons les distances couleurs entre Bj
et les 8 points situés dans son voisinage. Nous utilisons la valeur euclidienne. Puis
ces distances sont triées et nous aﬀectons à b¯i la valeur [L*a*b] du point associé à
la médiane de l'ensemble de ces valeurs. La variable b¯i est utilisée pour calculer les
nouvelles valeurs des points situés sur la ligne CiBj . Soit pk, la couleur associée au
pixel Pk situé sur cette ligne. pk est calculé en utilisant une distribution Gaussienne
aléatoire qui permet d'obtenir un résultat ﬁnal plus réaliste :
pk = N(µ, σ
2) (4.4)
où l'écart type σ est un paramètre d'entrée du modèle, et où µ est calculée de la
manière suivante :
µ = c¯i + (b¯j − c¯i)× (dik
dij
) (4.5)
avec dik, la distance entre le pixel Pk et le centre de l'ellipse, Ci ; et dij qui est la
distance entre Ci et Bj .
Pour terminer, un ﬂou Gaussien est appliqué sur la zone de dégradation dans le
but de l'uniformiser et de générer un bruit plus réaliste.
4.5. Vers un modèle de dégradation des caractères applicable aux
images de documents couleur 91
4.5.3 Résultats et discussion
Le modèle de bruit a été appliqué sur des images de documents synthétiques. Le
processus de création de ces images est décrit dans la section 4.4. Les résultats ont
été évalués visuellement par deux séries d'expériences :
 variation du nombre de germes ;
 variation du type de bruit.
Variation du nombre de germes : Les pourcentages associés à chaque catégorie
de bruit ont été ﬁxés expérimentalement de façon à être proches de ce qui peut être
observé sur une image réelle (à titre indicatif, 15% de tâches indépendantes, 60%
de tâches recouvrantes, et 25% de tâches de non-connexion). L'objectif ici était de
faire varier le nombre de germes. La ﬁgure 4.10 présente les résultats obtenus avec
112, 192 et 1616 points de dégradation. Les ﬁgures 4.10b, et 4.10c correspondent à
nos attentes. Cependant, le choix du nombre de germes est important. En eﬀet, plus
il y a de points, et plus l'image sera dégradée jusqu'à ne plus paraître suﬃsamment
réaliste comme sur la ﬁgure 4.10d. L'avantage de ce modèle est de pouvoir ﬁxer la
quantité de bruit en fonction de l'application souhaitée.
Variation du type de bruit : L'objectif était de visualiser les eﬀets de chaque
catégorie de bruit prise séparément. Le modèle a été paramétré de façon à ne générer
qu'une seule classe de dégradation. Les résultats sont présentés sur la ﬁgure 4.11.
Nous pouvons noter que certaines des dégradations ne correspondent pas à la classe
recherchée : par exemple, la ﬁgure 4.11b, pour laquelle des tâches indépendantes ont
été générées, laisse apparaître des tâches recouvrantes. Ceci s'explique par l'utilisa-
tion des couches couleur lors de l'étape d'extraction des germes. En eﬀet, ces points
de dégradation sont déterminés sur chacune des couches de manière indépendante,
et sont ensuite classés en fonction de celle-ci. Puis l'ensemble des germes est combiné
lors de la phase de dégradation. Les éléments de fond et de premier-plan pouvant
être de couleurs diﬀérentes, des eﬀets non désirés sont susceptibles d'apparaître.
D'autre part, ce modèle est dépendant de la qualité de la segmentation. Néanmoins
ces erreurs ont une faible inﬂuence sur la qualité générale de la dégradation et n'im-
pacteront que le pourcentage des diﬀérentes catégories de bruit. Les couches couleur
nous permettent de prendre en compte l'information couleur. Les résultats visuels
nous semble suﬃsamment réalistes visuellement pour pouvoir être utilisés dans des
applications de vérité-terrain.
4.5.4 Conclusion sur le modèle de bruit
A travers cette section, nous avons présenté un modèle de dégradation de carac-
tères qui est applicable aux images de documents couleur. L'enjeu est de pouvoir
générer de grands ensembles d'images synthétiques pouvant être utilisées comme
vérité-terrain pour diverses applications d'évaluation : segmentation, débruitage,
etc. Ce modèle propose diﬀérents types de dégradation qu'il est possible d'adapter
92 Chapitre 4. Jeu de données pour validations expérimentales
(a) Image originale.
(b) Nsp = 112
(c) Nsp = 192
(d) Nsp = 1616
FIGURE 4.10  Génération de bruit avec diﬀérentes quantités (Nsp) de germes. Cré-
dits : Do Thi Luyen
4.5. Vers un modèle de dégradation des caractères applicable aux




(d) Tâche de non-connexion
FIGURE 4.11  Dégradation des caractères avec diﬀérentes catégories de bruit prises
séparément. Le pourcentage associé à la classe étudiée est initialisé à 100%, celui
des autres catégories de bruit est alors égal à 0%. Crédits : Do Thi Luyen
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grâce à quatre paramètres : le nombre de germes (niveau de dégradation), et le pour-
centage de chaque catégorie de bruit (tâches indépendantes, tâches recouvrantes, et
tâches de non-connexion).
Les résultats obtenus sont visuellement satisfaisants pour notre objectif. Les travaux
futurs qui ont été identiﬁés sont l'intégration des derniers développements concer-
nant la segmentation des documents administratifs en couches couleur dans le but
d'améliorer la qualité de la segmentation. Pour limiter les erreurs liées à l'utilisation
des couches couleur, il serait intéressant d'identiﬁer certaines couleurs dominantes,
ou bien les couleurs de fond et de premier-plan pour une région d'intérêt donnée.
Ainsi, seules certaines couches jugées pertinentes dans un contexte spéciﬁque se-
raient traitées. D'autre part, les enjeux les plus importants concernent la validation
du modèle qui doit être plus poussée, et complétée notamment par une comparaison
avec des images réelles. De plus, pour que les images soient plus réalistes, il serait
intéressant de rendre le paramétrage complètement automatique, et dépendant du
contenu des images de documents.
4.6 Conclusion sur le jeu de données
A travers ce chapitre, nous avons présenté les données utilisées pour valider ex-
périmentalement nos approches de segmentation de documents en couches couleur.
Notre partenaire industriel a fourni un ensemble d'images de documents réels relati-
vement important, et constitué essentiellement de factures et de formulaires. Ceux-ci
proviennent de nombreuses sources et sont très hétérogènes ce qui rend leur trai-
tement complexe. A partir de cette base, nous avons sélectionné un échantillon de
150 images qui présentaient des caractéristiques posant problème aux industriels :
textures, dégradés de couleurs, etc. En eﬀet, même s'il existe quelques ensembles de
données de référence en analyse de documents, ceux-ci ne prennent pas en compte
les documents administratifs couleur.
Nous avons ensuite présenté les diﬃcultés liées à l'annotation d'une base consé-
quente d'images de documents réels, et l'impossibilité d'en extraire manuellement
des couches couleur. Nous nous sommes alors tournés vers les images synthétiques
qui peuvent être générées à volonté, en très grand nombre, et en faisant varier les
paramètres en fonction de l'application souhaitée. La couleur est alors connue au
niveau pixel. La validation expérimentale est réalisée grâce à l'étude des valeurs de
précision et de rappel qui sont des mesures classiques d'évaluation de méthodes de
segmentation.
Pour terminer, nous avons introduit les travaux préliminaires qui ont été conduits
dans le but de proposer un modèle de dégradation de caractères qui serait appli-
cable aux images couleur. Tout l'enjeu est de pouvoir simuler le bruit apparaissant
sur ces images au cours du processus de numérisation. Dans cet objectif, notre ap-
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proche proﬁte des travaux réalisés dans ce mémoire pour étendre à la couleur un
modèle originellement proposé pour des images de documents anciens en niveaux
de gris. Ce modèle propose la génération de diﬀérentes catégories de bruit similaires
aux dégradations qui sont observables sur les images de documents administratifs.
L'utilisateur a la possibilité de choisir la quantité et le type de bruit qu'il souhaite, ce
qui permet de produire des images les plus réalistes possibles pour une tâche donnée.
En conclusion, la validation expérimentale se déroule en deux étapes : une éva-
luation visuelle sur les documents réels qui sont représentatifs des conditions réelles,
et une évaluation sur un ensemble de 2000 images synthétiques dont l'avantage est de
pouvoir comparer quantitative deux approches. Cette procédure a été mise en place
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5.1 Introduction
La segmentation colorimétrique est basée sur l'analyse de la distribution des
couleurs dans un espace couleur, l'objectif étant de partitionner cet espace. Ces mé-
thodes se basent sur l'hypothèse qu'il est possible d'associer un sous-ensemble de
points ayant des caractéristiques proches dans l'espace couleur à une région colori-
métriquement homogène dans l'image.
D'un point de vue colorimétrique, nous partons de l'hypothèse qu'une image de
document administratif contient généralement peu de couleurs (souvent moins de
10). De plus, un document étant fait spéciﬁquement pour transmettre de l'informa-
tion, il faut qu'il puisse être facilement lu. Nous considérons donc que les couleurs
seront relativement bien contrastées. Plusieurs nuances d'une même teinte, avec des
niveaux de saturation diﬀérents, peuvent néanmoins apparaitre sur une image de
document. Nous avons évoqué plus en détails les caractéristiques des documents
couleur dans la section 3.6.
Nous avons envisagé deux approches colorimétriques qui seront présentées dans ce
chapitre. Tout d'abord, nous décrirons une approche de quantiﬁcation basée sur des
mesures psychovisuelles. En eﬀet, il nous a paru intéressant de tester ce modèle qui
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(a) Images originales. (b) Images lissées.
FIGURE 5.1  Résultats du lissage des images de documents par un ﬁltre bilatéral.
a été construit à partir de caractéristiques perceptuelles du système visuel humain.
Dans un deuxième temps, nous nous sommes tournés vers une classiﬁcation hiérar-




Le processus de numérisation et la compression introduisent du bruit dans les
images sous forme d'artéfacts et de fausses couleurs, qui apparaissent notamment le
long des contours (Figure 5.1a). Aﬁn de réduire les perturbations liées à ce bruit,
nous avons lissé notre ensemble d'images. Pour cela, nous avons choisi le ﬁltre bila-
téral proposé par [Tomasi 1998]. Ce ﬁltre préserve les contours, ce qui nous permet
de ne pas perdre trop d'informations au niveau des zones sensibles que sont les ré-
gions textuelles. L'idée est de calculer la valeur d'un pixel par rapport à celles de
ses voisins, en tenant compte à la fois de leur proximité spatiale et colorimétrique.
L'hétérogénéité des images en termes de structure et de qualité, et le manque
de connaissance sur le processus d'acquisition, rendent très diﬃcile le paramétrage
automatique de la méthode de lissage. Il pourrait être intéressant de détecter le type
de document à traiter, ou la qualité de l'image, de façon à adapter la méthode en
fonction de ces données. Dans ce mémoire cependant, nous nous sommes focalisés
sur l'étape de segmentation. Les paramètres du ﬁltre bilatéral ont été ﬁxés expéri-
mentalement de façon à corriger au mieux le bruit sur la majorité de nos images
sans pour autant perturber l'extraction d'information par un lissage trop important.
La ﬁgure 5.1b présente les résultats.
Nous avons appliqué ce ﬁltre plusieurs fois de manière successive. Les images synthé-
tiques bruitées de notre vérité-terrain ont été traitées de la même façon. Le protocole
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expérimental a montré que les valeurs ci-dessous pour le ﬁltre bilatéral permettaient
d'obtenir le meilleur lissage sur notre jeu de données :
 taille de la fenêtre autour du pixel courant = 15 ;
 σcouleur = 15 (plus la valeur est élevée, et plus les couleurs distantes en termes
colorimétriques, localisées dans le voisinage du pixel seront mélangées) ;
 σspatial = 60 (plus la valeur est élevée, et plus les pixels éloignés auront
d'inﬂuence les uns sur les autres à partir du moment où leur couleur est
suﬃsamment proche) ;
 nombre d'itérations = 5.
5.2.2 Approche de quantiﬁcation basée sur des mesures psychovi-
suelles
Dans un premier temps, nous avons testé une approche de nommage de cou-
leurs. L'idée est d'associer un label à une valeur colorimétrique donnée. Le but est
de pouvoir décrire une image de documents en utilisant uniquement un nombre ré-
duit de couleurs déﬁnies par avance. Pour plus de détails, le lecteur est invité à se
référer à l'état-de-l'art réalisé dans la section 3.5.2. Nous avons mis en application
le modèle paramétrique proposé par [Párraga 2009], qui est lui-même basé sur les
travaux réalisés par [Benavente 2008]. Nous n'avons pas contribué au développe-
ment de cette approche. Notre objectif était d'étudier ce qu'un modèle basé sur des
mesures psychovisuelles pouvait apporter à la segmentation d'images de documents.
Cette section décrira son fonctionnement.
Cette approche propose d'utiliser les 11 termes de couleurs suivants : bleu, mar-
ron, vert, orange, rose, violet, rouge, jaune, noir, gris et blanc. Ce choix est basé
sur l'étude réalisée par [Berlin 1969] selon laquelle ces couleurs sont universelles.
L'objectif est ici de partitionner l'espace L*a*b qui est perceptuellement uniforme.
L'avantage de cet espace est que l'utilisation de la distance euclidienne pour mesu-
rer la diﬀérence perceptuelle entre deux couleurs est reconnue. Chaque catégorie de
couleur est modélisée par une fonction, qui mesure le degré d'appartenance d'une
valeur numérique donnée à cette catégorie spéciﬁque. Ce modèle paramétrique est
basé sur l'utilisation de fonctions sigmoïdes triples avec un centre elliptique (triple
sigmoid with elliptical center, TSE, en anglais). La ﬁgure 5.2 permet de visualiser
les régions ﬂoues.
Nous avons retenu cette approche ﬂoue car elle permet plus de ﬂexibilité par rapport
à un partitionnement dur qui associe une et une seule couleur à un pixel donné. Nous
n'avons pas implémenté ici d'approche s'appuyant directement sur cette notion.
Cependant, nous pourrions imaginer plusieurs applications industrielles concrètes.
Dans le cadre d'une segmentation en couches couleur par exemple, un pixel pourrait
apparaître sur plusieurs couches. Les résultats de la segmentation pourraient aussi
être aﬃnés ou corrigés en prenant en compte à la fois les degrés d'appartenance aux
couleurs d'un pixel donné, et ceux des pixels localisés dans son voisinage.
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(a) fonction TSE. (b) Combinaison de plusieurs fonctions
TSE aﬁn de partitionner l'espace pour
une valeur donnée de la composante cou-
leur L.
FIGURE 5.2  Régions d'appartenance ﬂoue proposée par [Benavente 2008] pour par-
titionner l'espace L*a*b, et utilisées par [Párraga 2009]. Crédits : [Benavente 2008]
(Figures 6 et 7)
Les paramètres du modèle ﬁxent les frontières entre les couleurs. Ils doivent dont
être déterminés judicieusement car ils détermineront la forme des régions d'appar-
tenance aux diﬀérentes catégories de couleurs. La grande force de ces modèles est
qu'ils prennent en compte la capacité du système visuel humain à discriminer les
couleurs. Pour cela, l'étape de paramétrage s'appuie sur un ensemble de données, ob-
tenu préalablement au moyen d'expériences psychovisuelles. Les participants ont eu
pour tâche d'associer un terme à une couleur présentée sur un patch. Cette couleur
était choisie de façon à se trouver sur les zones de frontières entre deux couleurs, qui
sont problématiques, et donc loin des couleurs représentatives de chaque catégorie.
On leur demandait ensuite de choisir parmi les deux termes lequel correspondait
eﬀectivement à la couleur qu'ils étaient en train de visualiser.
Le modèle présenté ici utilise un nombre ﬁxe de couleurs. Or les documents à
notre disposition sont très hétérogènes. Si les couleurs choisies et les frontières du
modèle sont mal déﬁnies, ou inappropriées pour une famille de documents donnée,
certaines régions de l'image seront mal classées. De plus, l'ajout ou la suppression
d'une classe nécessite la mise en place d'une nouvelle série d'expériences permettant
d'acquérir les données nécessaire à une redéﬁnition du modèle. Par conséquent, nous
avons envisagé une méthode plus adaptative basée sur une classiﬁcation hiérarchique
descendante. Celle-ci sera présentée dans la section suivante.
5.2.3 Approche basée sur une classiﬁcation hiérarchique descen-
dante
Sans connaissance a priori concernant les caractéristiques colorimétriques des
documents, il nous est apparu qu'imposer un nombre ﬁxe de couleurs était restric-
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tif et peu ﬂexible. Par exemple dans le cas des 11 couleurs, plusieurs nuances de
bleues seront catégorisées comme une seule et même couleur bleue. Nous avons donc
envisagé une approche de regroupement qui permettrait de détecter les nuages de
points associés aux couleurs dominantes dans l'espace colorimétrique. Nous présenté
les principales caractéristiques de ces techniques dans la section 3.4.2. Pour plus de
détails, le lecteur est invité à se référer à [Jain 2010].
Nous nous sommes tournés vers une approche basée sur une classiﬁcation hiérar-
chique aﬁn de rendre l'étape de détection du nombre de couleurs adaptative. En ef-
fet, ce type de méthode ne requiert pas la spéciﬁcation du nombre initial de classes.
De plus, cette notion de hiérarchie est intéressante, car elle conserve les relations
classes mères-classes ﬁlles, ce que ne permet pas une technique de partitionnement
plus classique telle que l'algorithme des K-moyennes. En fonction de l'application
souhaitée, plusieurs niveaux de granularité peuvent éventuellement être proposés.
D'après les observations réalisées sur notre base, nous avons constaté un nombre très
réduit de couleurs sur l'ensemble de nos documents. Par conséquent, nous avons pré-
féré une approche descendante (tous les points de l'image sont placés dans une classe
qui est ensuite divisée récursivement), à une approche ascendante (chaque point est
considéré comme une classe ; la segmentation est obtenue par fusions successives).
De plus, l'hypothèse de base est que les couleurs dominantes de l'image peuvent
être associées à des nuages de points dans l'espace colorimétrique. Ces ensembles de
points ou clusters doivent être les plus homogènes et les plus compacts possibles.
Une approche descendante permet de tester assez facilement ces caractéristiques et
de ne diviser l'ensemble de points que si c'est nécessaire.
Dans un premier temps, tous les pixels sont placés dans une seule et unique classe.
Puis celle-ci est divisée en deux, et de nouveaux centres sont initialisés. Les pixels qui
appartenaient à cette classe sont alors redistribués dans les deux nouvelles classes
ainsi formées. Cette opération est réalisée grâce à un algorithme de partitionne-
ment ; nous avons choisi d'appliquer ici les K-Moyennes. Après la convergence, des
caractéristiques sont mesurées et comparées à des valeurs de seuil. Des règles d'ar-
rêt décident alors si la classe peut encore être divisée ou non. Ces caractéristiques
donnent des informations sur l'homogénéité et la connexité des ensembles considé-
rés. L'objectif est d'obtenir des classes les plus homogènes possibles d'un point de
vue colorimétrique, et formant des régions compactes sur l'image. Le processus est
itéré jusqu'à ce qu'il n'y ait plus aucune classe à diviser, ou après N itérations (N
étant ﬁxé par l'utilisateur). Les couleurs dominantes correspondent aux feuilles du
dendogramme. La ﬁgure 5.3 résume le processus de segmentation.
Nous allons maintenant présenter plus en détails le processus de division des classes,
ainsi que les caractéristiques et les règles d'arrêt utilisées.
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FIGURE 5.3  Classiﬁcation hiérarchique descendante.
Division des ensembles de points
Dans cette section, nous allons expliciter le processus de division des ensembles
de pixels. L'objectif de cette étape de créer deux nouveaux sous-ensembles de points
à partir d'un ensemble qui est considéré trop hétérogène d'un point de vue colorimé-
trique, et pas assez compact, pour être un nuage de points valable, et être conservé
comme une couleur principale de l'image.
Une fois les centres initialisés, les pixels de la classe sont redistribués dans les deux
nouveaux sous-ensembles grâce à une méthode de partitionnement. Nous avons choisi
d'appliquer ici l'algorithme des K-Moyennes dont le but est de minimiser la somme
des carrés des distances de chaque point par rapport au centre de la classe qui lui
est associée. Cette méthode de regroupement est communément utilisée pour sa ra-
pidité et sa simplicité. Nous utilisons la distance euclidienne pour tous les calculs
dans tous les espaces colorimétriques.
La diﬃculté principale consiste à initialiser les centres des nouveaux clusters. En
eﬀet, les résultats dépendent fortement des valeurs choisies. Le risque est d'obtenir
deux ensembles qui ne seraient pas suﬃsamment séparés l'un de l'autre. Au cours
de l'étape de regroupement, chaque point est aﬀecté au groupe dont il est le plus
proche. Le processus est itéré jusqu'à convergence ou pendant N itérations.
Soit Z contenant tous les pixels de la classe parent. Cet ensemble est ensuite divisé
en deux. Les deux nouveaux centres Z1 et Z2 sont calculés de la manière suivante
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selon l'approche décrite dans [Ray 1999] :
Z1 = (C1 − a1, C2 − a2, C3 − a3) (5.1a)
Z2 = (C1 + a1, C2 + a2, C3 − a3) (5.1b)
où Ci est la i-ème composante couleur et, ai, une constante. La valeur de ces
constantes est calculée en prenant en compte les valeurs minimales et maximales
de chaque composante couleur des points de l'ensemble considéré. La constante ai
est égale à la moitié de la plus petite des deux valeurs (Ci - mini) et (maxi - Ci),
avec mini et maxi, qui sont respectivement la valeur minimale et maximale de la
i-ème composante couleur. De cette façon, les deux nouveaux ensembles sont bien
séparés à l'intérieur du groupe parent. Aﬁn de rester à l'intérieur du cluster, nous
conservons la valeur de ai, pour i, la composante couleur pour laquelle la variance
est la plus élevée. Sinon, ai est égale à 0.
Règles d'arrêt
Au cours du processus, nous mesurons certaines propriétés de chacun des groupes.
Ces caractéristiques sont comparées à des valeurs de seuils. Des règles d'arrêt dé-
cident si la classe doit encore être divisée ou non. Tout l'enjeu est d'obtenir des classes
suﬃsamment éloignées les unes des autres, le plus homogènes possible d'un point de
vue colorimétrique, et formant des régions compactes dans l'image. Nous utilisons
le degré de compacité spatio-colorimétrique (en anglais, spatial-color compactness
degree) proposé par [Macaire 2006]. Une région est déﬁnie comme un sous-ensemble
S de pixels fortement connexes qui ont une couleur homogène.
Dans un premier temps, le degré de connexité permet de mesurer la compacité
d'un sous-ensemble de points dans l'image. Ainsi, une valeur proche de 0, indique
que les points de l'ensemble sont dispersés à travers l'image. Au contraire, une va-
leur proche de 1, indique que les points sont fortement connexes. Soit P , un pixel de
l'image I.NS(P ) est le sous-ensemble des 8 pixels voisins de P qui appartiennent à S.





Le degré de connexité de S est alors la moyenne normalisée des voisins des pixels





Dans un deuxième temps, [Macaire 2006] combinent ce degré avec un degré mesurant
l'homogénéité colorimétrique. Le degré d'homogénéité, σ(S), mesure la dispersion
colorimétrique des points d'un sous-ensemble S. L'objectif est d'extraire des groupes
homogènes, c'est à dire des ensembles dont les points sont faiblement dispersés dans
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l'espace couleur. Cette valeur peut être estimée comme la racine carrée de la trace de
la matrice de covariance des points appartenant à ce sous-ensemble S. Cette valeur
globale est comparée à une valeur locale.
Pour chaque pixel P appartenant à S, nous déterminons la mesure de dispersion
σ(NS(P )) du sous-ensemble NS(P ) constitué de tous les voisins de P qui appar-
tiennent aussi à S. La dispersion locale σlocal(S) correspond alors à la moyenne
de toutes les mesures de dispersion σ(NS(P )) estimé pour tous les sous-ensembles







Lorsque la mesure de dispersion locale σlocal(S) de S est proche de sa mesure de dis-
persion σ(S), l'ensemble S constitue probablement une classe unique. Au contraire,
si σlocal(S) est plus petite que σ(S), l'ensemble peut être divisé en plusieurs sous-
ensembles distincts. Le degré d'homogénéité est calculé de la manière suivante :{
HD(S) = σlocal(S)σ(S) ifσ(S) 6= 0
HD(S) = 1 otherwise
(5.5)
Enﬁn, le degré de compacité spatio-colorimétrique SCD(S) est mesuré ainsi :
SCD(S) = CD(S).HD(S) (5.6)
Une valeur élevée (proche de 1) signiﬁe que les pixels appartiennent à un sous-
ensemble qui est à la fois fortement connexe dans l'image, et homogène en termes
de couleurs. Cependant, les images de documents contiennent de grandes régions
telles que les régions de fond pour lesquelles cette valeur reste élevée du fait du
nombre important de pixels fortement connexes les uns avec les autres. Ces régions
sont donc divisées, ce qui entraine une sur-segmentation de l'image. Pour réduire
cet eﬀet, nous avons ajouté un critère pour comparer la diﬀérence entre les valeurs
maximales et minimales des composantes couleurs du centre de chacun des groupes.
Soient Rmax, Vmax, et Bmax, les valeurs d'intensité maximales des composantes
couleurs R, V et B ; Rmin, Vmin, etBmin correspondent à leurs valeurs d'intensité
minimales. Les distances dR, dV et dB, respectivement associées aux canaux R,V,
et B, sont calculées à partir de la distance euclidienne. dmax est alors la distance
maximale :
dR = Rmax −Rmin (5.7a)
dV = Vmax − Vmin (5.7b)
dB = Bmax −Bmin (5.7c)
dmax = max(dR, dV , dB) (5.7d)
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Si pour un groupe donné, la diﬀérence maximale dmax, est inférieure à un seuil (ﬁxé
expérimentalement), nous supposons qu'une division supplémentaire produirait des
sous-groupes trop proches l'un de l'autre. Le processus de division est alors stoppé
pour ce groupe.
5.3 Expérimentations
5.3.1 Approche de quantiﬁcation basée sur des mesures psychovi-
suelles
Au cours de ces travaux, nous avons simplement testé cette approche telle quelle
sans adaptation ni modiﬁcation. Le nombre de couleurs est ﬁxé à 11 termes qui
sont universellement utilisés d'après l'étude réalisée par [Berlin 1969]. Le modèle a
été construit spéciﬁquement pour partitionner l'espace colorimétrique L*a*b. Nous
avons utilisé les paramètres déterminés au moyen d'expériences psychovisuelles réa-
lisées par [Párraga 2009] lors de la création de leur modèle.
L'objectif était d'analyser les avantages et les limites de cette technique pour la
segmentation de documents couleur. Cependant, les images de documents sont ex-
trêmement variables en termes de couleurs. La présence de nuances d'une même
teinte, de bruit, ou même de dégradés peut poser des problèmes de modélisation :
détermination du nombre de couleurs à utiliser, déﬁnition de frontières pertinentes,
etc. Du fait de ces limites, nous nous sommes tournés vers un autre type d'approche,
plus adaptative, basée sur une classiﬁcation hiérarchique descendante.
5.3.2 Approche basée sur une classiﬁcation hiérarchique descen-
dante
Cette classiﬁcation peut être appliquée à diﬀérents espaces couleurs. Il en existe
de nombreux mais il est communément admis qu'il n'en existe aucun de générique.
Une étude détaillée des espaces couleurs numériques a été réalisée dans la section
3.3. Sur le plan théorique, les nuages de points que nous recherchons peuvent être
plus ou moins marqués en fonction de l'espace et des images à traiter. Aﬁn de véri-
ﬁer cette hypothèse, nous avons appliqué l'approche décrite à trois espaces, chacun
appartenant à une des grandes familles d'espaces couleurs :
 RGB (système de primaires), car cet espace est celui qui est historiquement
mis en place sur de nombreux matériels d'acquisition, et est par conséquent
très communément utilisé ;
 HSV (système luminance-chrominance), car il permet de séparer l'informa-
tion de luminance de l'information de chrominance ;
 L*a*b (système perceptuel), car il permet de reproduire les écarts visuelle-
ment observables entre deux couleurs.
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Nous avons ﬁxé expérimentalement les valeurs gérant les critères d'arrêt du processus
de division. Celui-ci s'arrête dès que l'un des critères ci-dessous est vériﬁé : :
 le nombre maximal d'itérations ﬁxé à 10 est atteint ;
 le degré de compacité spatio-colorimétrique, SCD(S), est supérieure à 0.009 ;
 la diﬀérence maximale entre les valeurs d'intensité maximales et minimales
des composantes couleurs (L,a et b), dmax est inférieure à 110.
Les images de documents réels et synthétiques ont été traités de manière identiques
avec les mêmes critères d'arrêt. Nous allons maintenant donner quelques pistes pour
déterminer les seuils de ces mesures. Le nombre maximal d'itérations permet simple-
ment de stopper le processus avant qu'il n'atteigne un nombre trop élevé de couches
couleur détectées. Plus la valeur du degré de compacité spatio-colorimétrique est
proche de 1 et plus l'ensemble est à la fois compact et homogène. Cependant, cette
valeur est très complexe à déterminer en particulier pour des documents si hété-
rogènes en termes de caractéristiques colorimétriques. Du fait des limites que nous
présenterons dans la section 5.4, nous avons ﬁnalement préféré développer une ap-
proche de segmentation diﬀérente qui avait un plus grand potentiel en termes de
qualité. Pour terminer, la valeur dmax permet de réguler le processus de division
en l'empêchant de créer des groupes trop petits. Cependant, elle doit être ﬁxée ju-
dicieusement : trop élevée, elle prendra le pas sur la règle de seuillage du degré de
compacité et la division sera arrêtée uniquement sur ce critère ; trop petite, elle ne
sera pas eﬃcace.
5.4 Résultats et discussion
Approche de quantiﬁcation basée sur des mesures psychovisuelles
Documents réels
Les résultats peuvent être visualisés sur la ﬁgure 5.4. La couleur aﬀectée à chaque
pixel est celle pour laquelle le degré d'appartenance du pixel à cette couleur est le
plus élevé. Nous pouvons observer visuellement que cette approche est très sensible
au bruit. Grâce à l'intégration de la logique ﬂoue dans ce modèle, il pourrait être
possible d'améliorer en partie les résultats. Pour cela, il faudrait tenir compte du
voisinage des pixels, et des valeurs de leurs degrés d'appartenance aux couleurs lors
de la prise de décision. Nous n'avons pas mis en place ce processus car il nécessiterait
une étape de traitement supplémentaire, et la mise en place de règles de décision qui
pourraient ne pas être généralisables, et qui ne pourraient pas tout corriger. En eﬀet,
cela ne résoudrait pas les problèmes liés au choix du nombre de couleurs. De plus, le
bruit introduit de nouvelles couleurs sur l'image. Une approche basée uniquement
sur des caractéristiques colorimétriques n'est pas suﬃsamment précise pour séparer
les couleurs qui devraient être conservées, de celles associées à ces dégradations, et
qui par conséquent devraient être supprimées.
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Le grand avantage de cette quantiﬁcation est d'utiliser des termes aisément com-
préhensibles par un humain pour décrire la couleur. De plus, cette approche repose
sur des expériences psychovisuelles, ce qui permet de modéliser le comportement
du système visuel humain, et en particulier sa capacité à discriminer les couleurs.
Cependant, ce type de modèle doit être construit avec attention. Les points clés sont
la détermination du nombre de couleurs à utiliser, et la déﬁnition de frontières per-
tinentes entre ces couleurs. Or notre base contient des documents très hétérogènes
pour lesquels nous n'avons aucune connaissance a priori. Ceux-ci contiennent plus
ou moins de couleurs, qui sont plus ou moins bien contrastées. L'ajout ou la sup-
pression d'une nouvelle teinte dans le modèle impose la mise en place de nouvelles
séries d'expériences pour ﬁxer les paramètres. Au cours du cycle de vie d'un docu-
ment, un utilisateur peut ajouter diﬀérentes surcharges, ce qui ajoute une diﬃculté
supplémentaire, car il n'est pas toujours possible de contrôler ce facteur.
En conclusion, ce modèle fonctionne assez bien lorsque les couleurs sont bien contras-
tées. En revanche, certains problèmes se posent pour étiqueter des valeurs qui se
trouvent à la frontière entre deux classes du modèle. De plus, il faut déﬁnir un nombre
de couleurs pertinent. Le risque de sur-segmentation ou de sous-segmentation est
élevé si le modèle utilisé n'est pas adapté. Ce type d'approche parait peu robuste
au bruit, et peu adaptative dans un contexte de segmentation bas niveau. En re-
vanche, il pourrait être intéressant d'utiliser un tel modèle pour ajouter des données
sémantiques de plus haut niveau, après une première étape de segmentation. L'idée
serait par exemple d'utiliser cette approche pour fournir des données de description
pour annoter des régions déjà segmentées, ou encore les couches couleur construites
par notre système. Le nombre de couches extraites étant très réduit, le bruit au-
rait moins d'inﬂuence sur l'utilisation de cette technique. Celle-ci pourrait fournir
des informations permettant d'interroger facilement une base de données, avec des
termes du langage humain.
Images synthétiques
Les mesures de performance de la méthode de quantiﬁcation sur la base d'images
synthétiques sont résumées dans le tableau 5.1. La faible valeur de précision est
principalement dûe au fait que la couleur a été dégradée par l'ajout de bruit sur
les images synthétiques. Ce bruit a pour eﬀet de créer de nouvelles couleurs. Cette
approche ne prend pas en compte le contexte spatial des points avant de leur af-
fecter une étiquette. Il n'est donc pas possible de vériﬁer si la couleur d'un pixel
est cohérente par rapport à son voisinage. Visuellement, nous observons une sur-
segmentation qui apparait notamment le long des contours.
La valeur élevée de rappel montre que le nombre de couches couleur détectées
est proche de la réalité, même si une partie des pixels sont mal classés. Cependant,
le processus détecte généralement plus de couches que le nombre réel. La méthode
de nommage de couleurs impose un nombre ﬁxe de termes de couleurs. Toutes ces
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(a) Image originale (b) Résultats, en fausses couleurs.
(c) Image originale. (d) Résultats de la segmentation.
(e) Image originale. (f) Résultats de la segmentation.
(g) Image originale. (h) Résultats de la segmentation.
FIGURE 5.4  Approche de nommage de couleur proposée par [Benavente 2002]. Dans
un souci de simpliﬁcation, nous faisons apparaître tous les résultats sur une image
unique, avec de fausses couleurs. Un ensemble de couches binaires peut être obtenu
pour chaque couleur à partir de cette image. Le label aﬀecté aux pixels est celui
pour lequel le degré d'appartenance des pixels au label est le plus élevé. Les données
personnelles ont été masquées. Les cercles en rouge mettent en évidence certaines
erreurs de segmentation.




TABLEAU 5.1  Performance de la quantiﬁcation sur la base d'images synthétiques.
couleurs ne sont pas obligatoirement présentes sur une même image. Par conséquent,
nous avons supprimé les catégories qui ne contenaient aucun pixel de l'image. Une
analyse des résultats montre que les couches supplémentaires qui ont été extraites
correspondent la plupart du temps aux régions de transition qui sont des zones très
bruitées.
Le choix du modèle a un autre impact aussi bien sur la précision que sur le rappel. Si
certains de nos documents synthétiques ont plusieurs nuances d'une même catégorie
de couleurs (ex : plusieurs nuances de bleues), celles-ci seront classées comme faisant
partie d'une classe unique. La précision va alors diminuer. Le nombre de couches
couleur détecté sera alors inférieur à la réalité.
Approche basée sur une classiﬁcation hiérarchique descendante
5.4.1 Documents réels
Les ﬁgures 5.6, 5.7 et 5.8 présentent les résultats obtenus respectivement avec les
espaces RVB, HSV et L*a*b. Nous pouvons observer que cette approche est elle-aussi
très sensible au bruit. Les résultats montrent une tendance à la sur-segmentation.
Ceci est notamment dû aux seuils utilisés par notre approche qui ont été déterminés
expérimentalement, et qui ne s'adaptent pas aux documents.
Nous avons appliqué les mêmes règles d'arrêt à tous les espaces couleurs pour pou-
voir les comparer. Nous n'avons pas noté de diﬀérences visuelles notables dans les
résultats. Certaines régions sont eﬀectivement mieux segmentées selon l'espace cou-
leur. Par exemple, l'espace L*a*b semble être meilleur pour segmenter certaines
zones texte (ﬁgure 5.8). Mais dans le même temps, l'en-tête beige du document est
mieux segmenté en RVB (ﬁgure 5.6) ou en HSV (ﬁgure 5.7). Parmi les espaces testés,
nous n'en avons trouvé aucun qui se démarque des autres.
D'autre part, la classiﬁcation ne prend en compte que les données colorimétriques à
un niveau pixel. De plus, la numérisation et la compression ont introduit du bruit
sur les images sous forme d'artéfacts et de fausses couleurs (ﬁgure 5.5). Dans le cas
d'un caractère sur une région de fond par exemple, notre approche produira donc
au moins trois couches : une pour le fond, une pour le premier-plan, et une pour
la zone de transition. Si l'eﬀet du bruit est trop important, les pixels de fond et de
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FIGURE 5.5  La numérisation et la compression introduisent du bruit sur les images
sous forme d'artéfacts et de fausses couleurs qui apparaissent notamment près des
contours.
premier-plan seront répartis sur plusieurs couches couleur, ce qui rendra les résultats
diﬃcilement exploitables (ﬁgure 5.6f).
Notre segmentation est une approche globale qui entraine parfois des erreurs de
détection : certaines couleurs peuvent ne pas être détectées du tout. Ce phénomène
se produit notamment lorsqu'une petite région apparaît sur une très grande zone de
fond, ou lorsque des couleurs sont faiblement contrastées. Il apparaît dans deux cas.
Tout d'abord, lorsque la distribution globale d'une couleur est faible par rapport à
une autre, l'information risque d'être noyée au sein de la masse de données dispo-
nible. D'autre part, notre approche divise les ensembles considérés par deux. Or, en
réalité, ceux-ci peuvent contenir plus de couleurs. Cela provoque alors des erreurs
de répartition des points. Une fois que la décision est prise, il n'est plus possible de
revenir en arrière.
Malgré les inconvénients que nous venons d'évoquer, les résultats sont intéressants.
Les couleurs bien contrastées ont été généralement détectées. Les régions de fond,
moins bruitées, sont relativement bien segmentées. Les régions principales ainsi ex-
traites donnent des indications sur la disposition des éléments sur le document, et
peuvent alors servir de descripteurs. L'avantage principal de cette classiﬁcation est
de pouvoir déterminer automatiquement le nombre de couleurs en fonction du do-
cument analysé. Cette approche prend donc en compte l'hétérogénéité de notre base
d'images. Les problèmes de sur-segmentation pourraient être atténués par l'intégra-
tion de données spatiales ou contextuelles, et par l'utilisation de paramètres et de
règles d'arrêt adaptatifs. D'autre part, appliquer des traitements localement plutôt
que globalement pourrait aussi améliorer la précision de la segmentation.
5.4.2 Images synthétiques
Les résultats de l'évaluation de la performance de la classiﬁcation hiérarchique
descendante sont résumés dans le tableau 5.2. La faible valeur de la précision
conﬁrme la grande sensibilité de cette approche au bruit. Les valeurs de rappel,
notamment pour l'espace L*a*b, indiquent que le processus a trouvé un nombre
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(a) Image originale (b) Résultats (en fausses couleurs).
(c) Image originale. (d) Résultats (en fausses couleurs).
(e) Image originale. (f) Résultats (en fausses couleurs).
(g) Image originale. (h) Résultats (en fausses couleurs).
FIGURE 5.6  Approche de classiﬁcation hiérarchique descendante appliquée dans
l'espace RVB. Les cercles en rouge mettent en évidence certaines erreurs de segmen-
tation.
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(a) Image originale (b) Résultats (en fausses couleurs).
(c) Image originale. (d) Résultats (en fausses couleurs).
(e) Image originale. (f) Résultats (en fausses couleurs).
(g) Image originale. (h) Résultats (en fausses couleurs).
FIGURE 5.7  Approche de classiﬁcation hiérarchique descendante appliquée dans
l'espace HSV. Les cercles en rouge mettent en évidence certaines erreurs de segmen-
tation.
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(a) Image originale (b) Résultats (en fausses couleurs).
(c) Image originale. (d) Résultats (en fausses couleurs).
(e) Image originale. (f) Résultats (en fausses couleurs).
(g) Image originale. (h) Résultats (en fausses couleurs).
FIGURE 5.8  Approche de classiﬁcation hiérarchique descendante appliquée dans
l'espace L*a*b. Les cercles en rouge mettent en évidence certaines erreurs de seg-
mentation.
114 Chapitre 5. Segmentation colorimétrique
Classiﬁcation hiérarchique RVB HSV L*a*b
Précision 0.76 0.67 0.55
Rappel 0.94 0.93 0.98
TABLEAU 5.2  Performance de la classiﬁcation hiérarchique sur la base d'images
synthétiques.
cohérent de couches couleur. Cependant, beaucoup de pixels sont mal classés. Une
analyse des cas pour lesquels la segmentation échoue montre que les erreurs sont
causées par le bruit (dégradations de la couleur, zones de transitions, etc), mais
aussi par la non détection de certaines couleurs. Cette dernière erreur peut être
provoquée par le processus de division qui fait un découpage strict d'un ensemble
en deux nouveaux sous-groupes. Or, un ensemble de points donné peut contenir
plus que deux couleurs. Certains points seront alors mal classés. Dans ce cas, non
seulement les régions qui leur sont associées ne seront pas détectées, mais en plus,
ils vont venir perturber le processus de division des nouveaux ensembles ainsi créés.
La diﬀérence importante de précision entre les espaces couleurs étudiés s'explique
par le fait que les paramètres et règles de décision ont été ﬁxés expérimentalement
avec des images en RVB. Pour pouvoir les comparer, nous avons conservé le même
paramétrage. Néanmoins, ils ont des propriétés diﬀérentes, et la précision pourrait
être améliorée en rendant cette étape adaptative. Cependant, cette technique parait
peu généralisable car les images de documents étant très hétérogènes d'un point de
vue colorimétriques, il n'est pas possible de prédire quel sera l'espace couleur dans
lequel les régions de l'image seront le mieux segmentées. Du fait de l'ensemble des
limites liées au processus de découpage et de partitionnement, nous avons préféré
expérimenter une approche de segmentation diﬀérente et nous n'avons pas poursuivi
cette réﬂexion.
5.5 Conclusion
L'objectif de notre projet est la segmentation d'images de documents adminis-
tratifs en couches couleur. Les deux problématiques majeures sont la détection du
nombre de couleurs observables sur une image, de manière automatique, et sans
connaissance a priori, et la déﬁnition de frontières pertinentes entre ces couleurs.
La diﬃculté provient de la nécessité d'appliquer une méthode générique pour traiter
des documents complexes et hétérogènes.
A travers ce chapitre, nous avons présenté deux approches colorimétriques : une
approche de nommage de couleurs, et une approche basée sur une classiﬁcation
hiérarchique descendante. La première utilise un modèle paramétrique construit à
partir de données psychovisuelles. Ce modèle permet d'associer un terme de couleur
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(a) Image originale. (b) Visualisation dans l'espace RVB
FIGURE 5.9  Visualisation d'un document réel dans l'espace RVB.
du langage humain à une valeur numérique. Du fait des limites de cette approche
notamment au niveau de son manque d'adaptabilité, nous avons ensuite testé une
méthode basée sur une classiﬁcation hiérarchique qui détecte automatiquement le
nombre de couleurs d'un document.
Les deux approches colorimétriques que nous venons de présenter donnent des résul-
tats intéressants. Cependant, nous arrivons à la même conclusion que l'état-de-l'art :
une segmentation basée uniquement sur la couleur est peu robuste au bruit présent
sur les images de documents. Théoriquement, il est possible d'extraire les couleurs
dominantes d'une image en recherchant les nuages de points observables dans l'es-
pace couleur. Il faut pour cela que les couleurs soient bien séparées. En réalité, à
cause de la densité de l'information et du bruit, ces points forment plutôt des trai-
nées. Les documents complexes contiennent aussi des dégradés de couleurs et des
nuances très proches ce qui complique encore le processus de détection. La ﬁgure
5.9 présente la visualisation d'un document réel dans l'espace RVB.
L'approche de nommage de couleurs résout une partie des problèmes en déﬁnissant
un nombre ﬁxe de couleurs. Pour cela, elle se base sur des travaux linguistiques, et des
expériences psychovisuelles. L'avantage est que ce modèle simule le comportement
du système visuel humain. Les images de documents étant créées spéciﬁquement
pour pouvoir être lues par un humain, l'utilisation de ce type de modèle peut être
justiﬁée. Mais, le choix de ce nombre de couleurs n'est pas si évident. Il est diﬃcile
de classer correctement les valeurs localisées à la frontière entre deux couleurs. De
plus, des nuances d'une même couleur peuvent être étiquetées avec le même label
même si elles appartiennent à des régions diﬀérentes de l'image.
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La classiﬁcation hiérarchique est plus adaptative. Le nombre de couleurs est ob-
tenu automatiquement grâce à un processus de divisions successives d'ensembles de
points. Une couleur dominante est déterminée par un ensemble de critères d'arrêt
mesurant l'homogénéité colorimétrique, et la compacité de ces ensembles. La diﬃ-
culté provient du paramétrage de la méthode. La qualité des résultats dépend forte-
ment de paramètres et de règles d'arrêt qui ont été déterminés expérimentalement.
Du fait de la variabilité des images à notre disposition en termes de caractéristiques
couleurs, ces seuils sont diﬃciles à ﬁxer. Cette classiﬁcation est une approche globale
qui fournit des couches couleur observables sur l'ensemble de l'image. Les données
sont considérées à un niveau pixel. Malgré des problèmes de sur-segmentation liés
notamment au bruit, les résultats pourraient être utilisés pour fournir un descripteur
qui servirait de base à une segmentation plus ﬁne.
Pour améliorer les résultats, il serait intéressant de combiner les informations cou-
leurs avec des données provenant de sources diﬀérentes. Un pixel partage des don-
nées proches avec son voisinage. Nous avons donc envisagé le développement d'une
approche spatio-colorimétrique pour combiner des informations couleurs avec des
informations spatiales. Notre méthode est basée sur une segmentation en région
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6.1 Introduction
Les approches colorimétriques sont très sensibles au bruit car elles ne tiennent
pas compte des relations spatiales entre les éléments de l'image (chapitre 5). Ainsi,
les régions détectées dans un espace couleur donné ne correspondent pas toujours à
des régions réelles de l'image. D'après l'état-de-l'art (section 3.4.2), la combinaison
d'informations colorimétriques avec des données spatiales rend le processus de seg-
mentation potentiellement plus robuste.
Nous avons choisi d'intégrer ces informations spatiales en appliquant une approche
s'inspirant des méthodes de segmentation en régions locales appelées superpixels. La
combinaison de données spatiales et colorimétriques est compliquée. L'idée derrière
cette approche est donc de sur-segmenter volontairement l'image, pour ensuite ap-
pliquer des processus complexes directement au niveau régions, en interprétant des
informations pseudo-locales.
Il existe encore très peu de travaux portant sur l'utilisation des superpixels pour
la segmentation d'images de documents. Pourtant, ces approches semblent avoir
un grand potentiel pour cette tâche. De par leur caractère structuré, ces images se
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prêtent assez bien à ce type de segmentation. Les régions générées par ces méthodes
sont compactes. De plus, elles adhèrent relativement bien aux frontières de l'image,
ce qui en fait toute leur force.
La contribution proposée au cours de ces travaux est basée sur l'algorithme SLIC
(en anglais, Simple Linear Iterative Clustering) qui a été initialement proposé par
[Achanta 2012]. Notre choix s'est porté sur lui pour ses bonnes performances en
termes de qualité de la segmentation. Cependant, cette algorithme a été développé
spéciﬁquement pour des images naturelles. L'application sur des images de docu-
ments pose donc le problème de la présence de grandes régions homogènes que l'on
n'observe pas ou très peu sur les images naturelles.
Notre contribution porte donc sur l'adaptation de l'approche originale aux carac-
téristiques structurelles propres aux images de documents. La version adaptative
du SLIC produit ainsi des régions de tailles diﬀérentes en fonction du contenu de
l'image : grandes sur des zones de fond homogènes, et petites au niveau des régions
de premier-plan, plus variables, et qui nécessitent une segmentation plus ﬁne. Pour
terminer, nous présenterons la procédure de regroupement de ces régions locales, en
couches couleur globales. Ce processus est basé sur la représentativité des couleurs
en termes de fréquence d'apparition dans l'image.
6.2 Contributions
6.2.1 Pré-traitements
Le processus de numérisation et la compression introduisent du bruit dans les
images sous forme d'artéfacts et de fausses couleurs, qui apparaissent notamment le
long des contours (Figure 6.1a). Aﬁn de réduire les perturbations liées à ce bruit,
nous avons lissé notre ensemble d'images. Pour cela, nous avons choisi le ﬁltre bila-
téral proposé par [Tomasi 1998]. Ce ﬁltre préserve les contours, ce qui nous permet
de ne pas perdre trop d'informations au niveau des zones sensibles que sont les ré-
gions textuelles. L'idée est de calculer la valeur d'un pixel par rapport à celles de
ses voisins, en tenant compte à la fois de leur proximité spatiale et colorimétrique.
L'hétérogénéité des images en termes de structure et de qualité, et le manque
de connaissance sur le processus d'acquisition, rendent très diﬃcile le paramétrage
automatique de la méthode de lissage. Il pourrait être intéressant de détecter le type
de document à traiter, ou la qualité de l'image, de façon à adapter la méthode en
fonction de ces données. Dans ce mémoire cependant, nous nous sommes focalisés
sur l'étape de segmentation. Les paramètres du ﬁltre bilatéral ont été ﬁxés expéri-
mentalement de façon à corriger au mieux le bruit sur la majorité de nos images
sans pour autant perturber l'extraction d'information par un lissage trop important.
La ﬁgure 6.1b présente les résultats.
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(a) Images originales. (b) Images lissées.
FIGURE 6.1  Résultats du lissage des images de documents par un ﬁltre bilatéral.
Nous avons appliqué ce ﬁltre plusieurs fois de manière successive. Les images synthé-
tiques bruitées de notre vérité-terrain ont été traitées de la même façon. Le protocole
expérimental a montré que les valeurs ci-dessous pour le ﬁltre bilatéral permettaient
d'obtenir le meilleur lissage sur notre jeu de données :
 taille de la fenêtre autour du pixel courant = 15 ;
 σcouleur = 15 (plus la valeur est élevée, et plus les couleurs distantes en termes
colorimétriques, localisées dans le voisinage du pixel seront mélangées) ;
 σspatial = 60 (plus la valeur est élevée, et plus les pixels éloignés auront
d'inﬂuence les uns sur les autres à partir du moment où leur couleur est
suﬃsamment proche) ;
 nombre d'itérations = 5.
6.2.2 SLIC original
Les approches basées sur la génération de superpixels sont souvent utilisées dans
des applications de vision par ordinateur comme pré-traitements. L'idée principale
est de réaliser une sur-segmentation pour regrouper des pixels en régions locales, les
superpixels (SPs), qui sont perceptuellement cohérents. L'objectif est de réduire les
données redondantes de l'image, tout en évitant la perte d'information. En permet-
tant de manipuler des régions plutôt que des pixels, ces approches réduisent l'eﬀet
du bruit sur la segmentation.
Nous avons choisi d'appliquer l'algorithme SLIC, développé par [Achanta 2012],
pour sa capacité à produire des régions adhérant bien aux contours de l'image. En
eﬀet, la segmentation doit être suﬃsamment précise, en particulier au niveau des
zones textuelles, pour ne pas perturber la phase de reconnaissance. SLIC est une
adaptation de l'algorithme des K-Moyennes appliqué localement. Les images sont
traitées dans l'espace couleur L*a*b. Pour rendre la segmentation robuste, cette
approche combine à la fois des informations colorimétriques (les composantes cou-
leurs), et des données spatiales (les coordonnées des centres). Fondamentalement,
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(a) SLIC - initialisation des centres (b) SLIC - contours
FIGURE 6.2  Segmentation en superpixels d'un document réel basée sur l'approche
SLIC.
c'est l'utilisation de ces deux sources de données par une technique de partitionne-
ment appliqué dans une petite fenêtre de recherche qui permet à SLIC d'adhérer si
bien aux contours. Par défaut, le seul paramètre est k, le nombre désiré de SPs qui
auront approximativement la même taille (Figure 6.2b).
Pendant la phase d'initialisation, k SPs sont échantillonnés sur une grille régulière
(Figure 6.2a). Soit S, l'intervalle de la grille. Chaque SP, dont le centre de gravité
est [xi, yi], est associé au vecteur Ci = [li, ai, bi, xi, yi]. Les centres sont déplacés vers
le point associé à la valeur de gradient la plus faible dans un voisinage 3 x 3, ceci
aﬁn d'éviter l'ajout de bruit en initialisant un centre sur un contour. Pour accélérer
le processus, le clustering limite sa recherche à une région 2S x 2S autour du centre
du SP (Figure 6.3).
A chaque itération, une distance est mesurée entre chaque pixel et les SPs dont
la fenêtre de recherche le recouvre. Puis les pixels sont associés au cluster pour le-
quel la valeur de distance est minimale. L'algorithme 1 décrit le processus complet.
Tous les calculs sont réalisés à partir de la distance euclidienne. L'information colo-
rimétrique portée par les centres des SPs est le vecteur moyen [l, a, b, x, y]T calculé




(lj − li)2 + (aj − ai)2 + (bj − bi)2 (6.1)
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FIGURE 6.3  Fenêtre de recherche du SLIC. Crédits : [Achanta 2012] (Figure 2b)
Une distance spatiale, ds, est ensuite mesurée en prenant en compte les centres de
gravité des clusters :
ds =
√
(xj − xi)2 + (yj − yi)2 (6.2)









S correspond à l'intervalle d'échantillonnage, soit la distance spatiale maximale à
l'intérieur d'un cluster. Cette valeur permet de normaliser la distance ds. La variable
m pondère l'importante de la proximité spatiale par rapport à la similarité colorimé-
trique. Lorsque la valeur de m est élevée, la proximité spatiale est plus importante,
et les superpixels ainsi générés seront plus compactes. Lorsque cette valeur est plus
faible, les superpixels adhéreront beaucoup plus aux contours de l'image, mais leur
taille, et leur forme seront plus irrégulières. Avec l'espace L*a*b, m est généralement
ﬁxé dans l'intervalle [1, 40]. Nous avons conservé la valeur par défaut et initialisé m
à 10 dans tous les tests qui ont été réalisés ici.
6.2.3 SLIC Adaptatif
L'algorithme SLIC présenté précédemment nécessite la connaissance du nombre
de SPs désirés. Il est bien sûr possible de le faire dépendre de caractéristiques de
l'image telle que sa taille par exemple. Cependant, ce paramétrage peut se révéler
délicat pour une base d'images génériques. Notre but est de traiter des documents
aux contenus divers et dont les structures sont variables. De plus, cette approche
produit des régions qui ont toutes approximativement la même taille. Si la valeur
du pas utilisé pour l'échantillonnage est trop grande, beaucoup de petits éléments
peuvent être manqués. D'un autre côté, les images de documents contiennent beau-
coup de grandes régions homogènes pour lesquelles l'utilisation de petits SPs n'est
pas pertinente.
Au cours de ces travaux, notre contribution a consisté en une étude de l'adaptation
de la méthode du SLIC à la structure particulière des images de documents. Pour
cela, nous avons proposé d'utiliser des SPs de tailles diﬀérentes qui dépendent du
contenu des documents. Ainsi, l'objectif est d'obtenir des SPs de grande taille dans
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Algorithme 1 : Segmentation en superpixels : approche SLIC
([Achanta 2012])
/* Initialisation */
Initialiser les centres des clusters Ck = [lk, ak, bk, xk, yk]
T , grâce à un
échantillonnage des pixels sur une grille régulière d'intervalle S.
Déplacer les centres des clusters vers les points pour lesquels la valeur du
gradient est la plus faible dans un voisinage 3 x 3.
Initialiser les labels l(i) = −1 pour chaque pixel de i.
Initialiser les distances d(i) = ∞ pour chaque pixel de i.
répéter
/* Aﬀectation */
pour tous les centres des clusters Ck faire
pour tous les pixels i dans un voisinage 2S × 2S autour de Ck faire
Mesurer la distance D entre Ck et i.






/* Mise à jour */
Calculer les valeurs des centres des nouveaux clusters.
Mesurer l'erreur résiduelle E.
jusqu'à E ≤ seuil ;
les zones homogènes de l'image, tandis que les régions pour lesquelles la variation de
la couleur est élevée localement, et qui nécessitent plus de précision, contiendront
beaucoup plus de SPs de petite taille (Figure 6.5d).
Pour réaliser cet objectif, nous avons proposé un processus d'initialisation qui ne
distribue plus les centres des SPs de manière homogène (Figure 6.4). L'idée est de
détecter les éléments faisant probablement partie du premier-plan et de les séparer
du fond. Les pixels de l'image sont ainsi répartis en deux masques en fonction de
leurs caractéristiques. Dans un second temps, l'initialisation se fait comme pour le
SLIC mais en utilisant les deux masques pour changer le paramètre S contrôlant la
taille de la fenêtre de recherche : une valeur élevée pour les pixels de fond, et une
plus faible pour les éléments de premier-plan. Enﬁn, le clustering est appliqué de la
même manière que le SLIC original. Pour réduire le nombre ﬁnal de couleurs, tous
les SPs ayant la même couleur sont fusionnés.
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FIGURE 6.4  SLIC Adaptatif - initialisation des centres.
Cette séparation fond/premier-plan peut être réalisée de diﬀérentes manières. Par
exemple, il serait tout à fait possible d'utiliser une procédure classique de bina-
risation. Cependant, notre objectif est de proﬁter au maximum de l'information
couleur disponible sur l'image. Les zones de premier-plan correspondent aux régions
de gradient fort. Nous appliquons donc tout d'abord un gradient couleur proposé par
[Di Zenzo 1986] (ﬁgure 6.5a). L'avantage est que cette approche manipule l'informa-
tion couleur de manière globale sous la forme d'un vecteur. Un gradient classique
au contraire traiterait chaque composante couleur de manière indépendante, puis
fusionnerait les résultats (stratégie marginale), perdant ainsi la corrélation entre ces
canaux. Nous utilisons un ﬁltre de Canny [Canny 1986] pour détecter les contours
principaux de l'image. A la ﬁn de cette étape, nous obtenons une image binaire
(ﬁgure 6.5b).
Le masque de premier-plan peut ne pas être suﬃsamment précis. En eﬀet, les
contours correspondent à des zones de transition. A ce niveau, ce masque ne dé-
tecte pas forcément toutes les couleurs stables de premier-plan et de fond. Par
conséquent, pour éviter de manquer des éléments, nous avons choisi d'étendre le
masque de premier-plan au voisinage des pixels détectés lors de la détection des
contours. Pour cela, nous appliquons l'algorithme de lissage Run Length Smearing
proposé par [Wong 1982]. Cette dernière méthode a été choisie car elle est adaptée à
la structure des images de documents. Elle est communément utilisée en analyse de
documents pour extraire des blocs de texte. La plupart des éléments d'une image de
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document ayant une orientation globalement horizontale, nous l'appliquons unique-
ment dans cette direction. La ﬁgure 6.5c présente le masque de premier-plan obtenu.
Le résultat de la segmentation ﬁnale peut être observé sur la ﬁgure 6.5d.
Pour ﬁnir, le choix des valeurs d'échantillonnage pour les deux masques est im-
portane. Trop petite, le processus générera beaucoup trop de régions. Trop grande,
certains éléments risquent d'être manqués. Nous avons déterminé ces valeurs expé-
rimentalement comme des ratios de la largeur de l'image.
6.2.4 Procédure de regroupement
A la ﬁn de l'étape de segmentation, nous obtenons un ensemble de régions lo-
cales qui sont perceptuellement cohérentes. L'avantage d'une approche basée sur
l'algorithme SLIC est qu'elle nous a permis de regrouper les pixels en utilisant des
informations locales qui ont réduit l'eﬀet du bruit. De plus, la version adaptative
proﬁte des caractéristiques structurelles des images de documents contrairement au
processus original qui a été développé spéciﬁquement pour les images de scènes na-
turelles.
Il nous faut maintenant regrouper ces régions en couches couleur globales. L'in-
formation colorimétrique portée par un SP est la valeur moyenne des composantes
L*a*b de tous les pixels qui appartiennent à cette région. La diﬃculté est alors de
combiner à la fois des données locales et globales. Il nous faut pouvoir regrouper des
éléments similaires d'un point de vue colorimétrique même s'ils se trouvent spatia-
lement très éloignés sur le document.
Nous avons donc choisi d'analyser la représentation globale des couleurs portées
par chaque SP aﬁn d'extraire les couleurs dominantes. Nous partons de l'hypothèse
que le système visuel humain va s'adapter à l'environnement et captera les couleurs
dans leur globalité : les plus représentées, et les plus contrastées. Tout d'abord, la
fréquence d'apparition (en nombre de SPs) de chaque couleur est calculée. Puis,
l'idée est de créer une nouvelle couche pour la couleur dont la fréquence est la plus
élevée. Tous les SPs ayant cette couleur, ou une couleur très proche (en termes de
distance colorimétrique), seront regroupés. C'est à dire que l'étiquette associée à la
couche couleur globale sera aﬀectée à tous ces SPs. Une fois étiquetés, ces SPs ne
sont plus pris en compte. Nous recherchons ensuite la couleur la plus représentative
parmi celles portées par les SPs non étiquetés. La procédure de regroupement s'ar-
rête lorsqu'il n'y a plus aucun SP à étiqueter.
Le processus de regroupement est résumé de la façon suivante :
 trouver la couleur la plus représentative en termes de fréquence d'apparition ;
 regrouper tous les SPs dont la distance couleur est inférieure à un seuil ﬁxé
par rapport à cette couleur représentative ;
 itérer jusqu'à ce qu'il n'y ait plus de SPs à étiqueter.
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(a) Gradient de Di Zenzo (pour une
meilleure visibilité, les valeurs ont été in-
versées).
(b) Après une détection de contours par un
ﬁltre de Canny appliqué sur le gradient de
Di Zenzo présenté en (a).
(c) Génération du masque de premier-plan
par l'application du Run-Length Smearing
sur (b).
(d) Contours des régions générées par l'ap-
plication du SLIC adaptatif.
FIGURE 6.5  Segmentation en superpixels d'un document réel basée sur l'approche
du SLIC adaptatif.
L'approche de fusion a été appliquée aux résultats obtenus par la segmentation basée
sur le SLIC original, et à ceux générés par notre approche aﬁn de comparer ces deux
méthodes. La distance utilisée pour le regroupement des couleurs a été déterminée
expérimentalement de façon à limiter une sur-segmentation des régions textuelles.
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6.3 Expérimentations
Nous avons présenté précédemment notre approche de segmentation en régions
locales appelées superpixels. Celle-ci s'adapte au contenu de l'image pour fournir
des régions de tailles diﬀérentes : grandes au niveau des zones homogènes, et plus
petites sur les zones nécessitant une segmentation plus précise. Nous nous sommes
en eﬀet aperçu que le SLIC original était plutôt adapté aux problèmes de vision par
ordinateur. Sa stricte application aux images de documents soulève le problème des
grandes régions qui sont moins présentes sur les images de scènes naturelles.
Un certain nombre de paramètres ont été utilisés. Nous avons conservé les valeurs
par défaut des paramètres déterminant la compacité (m = 10), et le nombre d'ité-
rations (itermax = 10) déﬁnis par le SLIC original. Le clustering est réalisé dans
l'espace L*a*b tout comme dans le processus original. Lors de la phase de test, nous
avons eu quelques diﬃcultés à ﬁxer le nombre initial de superpixels. Les résultats
présentés pour la segmentation basée sur le SLIC original ont été générés avec un
pas S égal à 100. Cette valeur a donc été ﬁxée expérimentalement de façon à ob-
tenir une segmentation satisfaisante pour la majorité des images à notre disposition.
En ce qui concerne le SLIC adaptatif, le nombre de superpixels n'est plus déterminé
par un paramètre qui doit être ﬁxé par un utilisateur, mais dépend directement du
contenu de l'image. L'idée principale est de répartir les centres des SPs de manière
non homogène sur l'ensemble de l'image. Pour cela, les éléments du document qui se
trouvent probablement au premier-plan sont extraits. Lors de l'initialisation, des SPs
avec des tailles diﬀérentes sont initialisés en fonction du masque auquel ils appar-
tiennent. Les valeurs de ces pas ont été déterminés expérimentalement pour chaque
masque. C'est à dire que tous les SPs dont les centres appartiendront au premier-
plan auront tous la même valeur de pas, qui sera plus petite que celle associée aux
zones de fond. Par conséquent, plus l'image contient d'éléments de premier-plan, et
plus le processus générera de petits SPs. Au contraire, sur les grandes zones homo-
gènes, les SPs seront peu nombreux et de grandes tailles. A titre d'exemple, dans
le cas du document présenté sur la ﬁgure 6.7a, le pas S est initialisé à 51 pour les
éléments de premier-plan et à 255 pour les éléments de fond.
Les paramètres contrôlant le lissage (rlth) et les pas utilisés pour les régions de
fond (Sfd) et de premier-plan (Sp), sont des ratios de la largeur, l, de l'image aﬁn
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Pour le processus de génération du masque de premier-plan, les paramètres du ﬁltre
de Canny ont été ﬁxés expérimentalement pour convenir au plus grand nombre de
documents de notre base. Ils ont été choisis de façon à préférer la génération d'un
masque de premier-plan contenant éventuellement plus d'éléments que ce qui est
nécessaire, plutôt que de manquer des petites régions, et ainsi prendre le risque de
sous-segmenter l'image. Les valeurs suivantes ont donc été appliquées : une fenêtre
de recherche de taille 3x3 a était utilisée lors de cette étape, le processus d'hystérésis
applique un seuil bas Sb = 80, et un seuil haut Sh = 200.
Pour le processus de regroupement des SPs en couches couleurs globales, après avoir
déterminé la couleur la plus représentative en termes de fréquence d'apparition, nous
regroupons tous les SPs dont la distance couleur est inférieure à un seuil. Nous avons
déterminé expérimentalement qu'une valeur de 40 convenait le mieux pour notre jeu
de données, et permettait de limiter les phénomènes de sur-segmentation apparais-
sant notamment au niveau des régions textuelles.
6.4 Résultats et discussion
6.4.1 Documents réels
Les ﬁgures 6.6 et 6.7 présentent les résultats de la segmentation basée sur les
deux versions du SLIC (originale et adaptative) qui sont suivies par l'approche de
fusion en couches couleur. Une approche basée sur une segmentation en SPs telle
que SLIC donne en eﬀet des résultats intéressants dans le cas des images de docu-
ments. Nous pouvons noter une bonne adhérence des régions locales aux contours
des images (ﬁgures 6.6a, 6.6c, 6.6e, et 6.6g).
Comme nous pouvons l'observer sur les ﬁgures 6.7a, 6.7c, 6.7e, et 6.7g, la version
adaptative produit des SPs de diﬀérentes tailles : grande au niveau des zones homo-
gènes, et plus petite dans les régions avec un gradient fort. Cette approche bénéﬁcie
ainsi de la structure particulière des images de documents qui contiennent beau-
coup de grandes régions homogènes. L'avantage majeur est que nous pouvons ainsi
initialiser au mieux le nombre de SPs souhaité pour une image donnée, en faisant
dépendre ce paramètre directement du contenu de l'image. Les valeurs des pas sont
des ratios de la largeur du document.
Pour obtenir une bonne segmentation, il faut que les résultats de l'extraction des
masques de fond et de premier-plan aient une qualité suﬃsante. C'est à dire qu'une
erreur se produisant lors de cette étape (régions de premier-plan non détectées) peut
avoir des répercussions sur les résultats de segmentation obtenus à partir du SLIC.
Nous avons choisi une approche basée sur l'exploitation de l'information couleur à
travers un gradient vectoriel, et l'application de techniques communément utilisées
en analyse d'images de documents telles qu'une approche de lissage. Le fait d'avoir
beaucoup de SPs de petite taille dans des régions très bruitées peut ampliﬁer l'im-
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pact du bruit par rapport à la version originale. Nous pouvons notamment observer
ce phénomène sur la ﬁgure 6.7e. Cependant, le processus de regroupement réduit
ce bruit, ce qui permet d'obtenir une segmentation ﬁnale similaire à celle du SLIC
original (ﬁgure 6.6e).
Concernant le processus de regroupement, nous avons trouvé globalement un nombre
plus réduit de couches couleur. La segmentation des régions est globalement meilleure,
en particulier au niveau des zones de transition qui posaient problème jusque-là. Ce-
pendant, nous observons encore quelques erreurs sur les ﬁgures 6.6b et 6.7b. Des cou-
leurs peu contrastées comme par exemple la région beige sur fond blanc de l'en-tête
ne sont pas séparées. Ceci est principalement dû à la valeur des seuils de regrou-
pement qui ont été ﬁxés expérimentalement, et qui sont génériques. Concernant ce
problème, nous n'avons pas trouvé de seuil générique permettant d'obtenir à la fois
une bonne segmentation sur les régions faiblement contrastées, tout en limitant les
eﬀets de sur- ou de sous-segmentation apparaissant sur d'autres régions de l'image
(régions de transition, zones de texte, graphiques, etc).
D'autre part à ce stade, nous n'utilisons plus l'information spatiale. En eﬀet, alors
que le SLIC appliquait un processus de clustering local qui permettait de combi-
ner à la fois des informations colorimétriques et spatiales, à l'échelle du document
complet, l'information spatiale pourrait tendre à séparer des régions de même cou-
leur localisées à deux endroits très éloignés l'un de l'autre. Or ici, notre objectif est
d'obtenir des couches couleur globales regroupant des régions similaires en termes
de couleurs peu importe leur localisation sur l'image.
6.4.2 Images synthétiques
Le tableau 6.1 compare les performances du SLIC original et de la version adap-
tative. Les résultats obtenus avec la version adaptative du SLIC sont comparables
à ceux obtenus avec la version originale. La valeur de la précision est légèrement
supérieure pour le SLIC adaptatif mais cette diﬀérence n'est pas notable. Il est im-
portant de noter qu'il est possible de jouer sur la taille des SPs tout en conservant
la précision de la version originale du SLIC. Il est donc pertinent de faire dépendre
la taille des SPs du contenu de l'image.
Nous rappelons dans le tableau 6.2 les résultats obtenus à partir de la méthode de
classiﬁcation hiérarchique qui a été décrite dans le chapitre 5. Nous pouvons observer
une légère baisse de la valeur du rappel pour les deux approches basées sur SLIC.
Cependant, nous notons une très nette augmentation de leurs valeurs de précision
comparées à celles obtenues par l'approche de classiﬁcation hiérarchique appliquée
dans les espaces RVB, HSV et L*a*b. Notre approche adaptative du SLIC apporte
donc un gain important pour la qualité de la segmentation qui s'explique par l'ajout
d'informations spatiales. En eﬀet, l'étape de regroupement est faite directement à
partir des régions locales générées par l'algorithme SLIC. Ainsi, les problèmes liées
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(a) Image segmentée par l'approche du
SLIC.
(b) Résultats (en fausses couleurs).
(c) Image segmentée par l'approche
du SLIC.
(d) Résultats (en fausses couleurs).
(e) Image segmentée par l'ap-
proche du SLIC.
(f) Résultats (en fausses cou-
leurs).
(g) Image segmentée par l'approche
du SLIC.
(h) Résultats (en fausses couleurs).
FIGURE 6.6  Approche de segmentation basée sur le SLIC proposé par
[Achanta 2012], suivi par un regroupement des SPs en couches couleur. Le pas S
est initialisé à 100. Les cercles en rouge mettent en évidence certaines erreurs de
segmentation.
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(a) Image segmentée par l'approche du
SLIC Adaptatif.
(b) Résultats (en fausses couleurs).
(c) Image segmentée par l'approche
du SLIC Adaptatif.
(d) Résultats (en fausses couleurs).
(e) Image segmentée par l'ap-
proche du SLIC Adaptatif.
(f) Résultats (en fausses couleurs).
(g) Image segmentée par l'approche
du SLIC Adaptatif.
(h) Résultats (en fausses couleurs).
FIGURE 6.7  Approche de segmentation basée sur le SLIC adaptatif, suivi par un
regroupement des SPs en couches couleur. Le pas S est initialisé à 51 pour les
éléments de premier-plan et à 255 pour les éléments de fond. Les cercles en rouge





TABLEAU 6.1  Mesure de performance de l'approche basée sur le SLIC original et
sur le SLIC adaptatif appliqués sur la base d'images synthétiques.
Classiﬁcation hiérarchique RVB HSV L*a*b
Précision 0.76 0.67 0.55
Rappel 0.94 0.93 0.98
TABLEAU 6.2  Performance de la classiﬁcation hiérarchique sur la base d'images
synthétiques.
à la segmentation des zones de transition (caractères-fond) s'en trouvent en partie
résolus.
6.5 Conclusion
A travers ce chapitre, nous avons présenté une approche spatio-colorimétrique
basée sur une segmentation en superpixels. Cette approche a pour objectif de re-
grouper localement les pixels en régions perceptuellement homogènes. L'application
locale d'une méthode de partitionnement permet la manipulation de données à la
fois colorimétriques et spatiales autrement très diﬃciles à combiner à un niveau
global. Notre contribution porte sur l'extension de l'algorithme SLIC proposé par
[Achanta 2012] aux propriétés particulières des images de documents.
La version adaptative du SLIC produit des SPs de diﬀérentes tailles en fonction
du contenu du document. L'idée est de répartir les centres des SPs de manière non
homogène en se basant directement sur les caractéristiques structurelles de l'image.
Les zones homogènes contiennent ainsi de grands SPs alors que les régions pour
lesquelles le gradient est élevé, et qui varient beaucoup, contiennent de petits SPs.
L'intérêt principal de cette approche est de ne plus ﬁxer le nombre de SPs souhaité
mais de l'adapter directement au contenu.
La segmentation en SPs s'est révélée très intéressante pour les images de documents
car elle a permis de produire des régions qui adhéraient bien aux contours réels
de l'image. La précision en a été augmentée. La segmentation des zones textuelles
est meilleure, ce qui est un net avantage pour l'étape de reconnaissance ultérieure.
Malgré tout la question du regroupement de ces régions locales en couches couleur
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globales pose encore quelques problèmes. Lors de l'étape de regroupement, seule
la représentativité de chaque couleur est étudiée. A ce stade, nous n'utilisons plus
de données spatiales. Or, la richesse du contenu des images de documents rend le
paramétrage des méthodes diﬃcilement adaptable. Les couleurs observables sur les
documents administratifs sont très variables, et plus ou moins contrastées d'une
image à une autre. Nous sommes donc confrontés à des problèmes de sensibilité au
bruit, similaires à ceux que nous avions avec une approche colorimétrique.
Pour les résoudre, nous avons envisagé une analyse multi-résolution qui permet-
trait d'observer l'image à diﬀérents niveaux de détails. L'objectif serait d'extraire
les couleurs dominantes à une résolution basse sur laquelle seule la structure glo-
bale de l'image de document peut être observée. Une fois les couleurs principales
extraites, la segmentation pourrait être aﬃnée en observant des niveaux de détails
de plus en plus ﬁns ; c'est à dire en étudiant l'image à des résolutions plus élevées.
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7.1 Introduction
Nous avons présenté dans le chapitre 5, deux approches de segmentation co-
lorimétriques dont l'objectif était la segmentation de documents administratifs en
couches couleur. Ces approches peuvent être assimilées à des méthodes de réduction
couleurs. Malgré des résultats intéressants, elles se sont révélées sensibles au bruit.
De plus, l'utilisation de la couleur comme seule source d'information ne permet pas
une segmentation précise des régions réelles présentes sur les images de documents.
C'est pourquoi nous nous sommes orientés vers une technique intégrant des données
spatiales pour rendre le processus plus robuste.
Une approche basée sur l'extraction de superpixels, appelée SLIC, a été présen-
tée dans le chapitre 6. Notre contribution portait sur l'adaptation de cette méthode
aﬁn de prendre en compte la structure propre aux images de documents. Nous avons
ainsi montré qu'une approche spatio-colorimétrique pouvait améliorer grandement
la précision de la segmentation, en générant des régions qui adhéraient bien aux
contours réels de l'image.
Une image en haute résolution contient souvent beaucoup trop de détails ce qui
rend les traitements complexes à une résolution unique. Ceci est particulièrement
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vrai dans nos travaux, notre but étant le traitement de documents de structura-
tion variable et dont les contenus sont très variés. Nous avons notamment rencontré
des diﬃcultés à déﬁnir une approche de regroupement des régions locales en couches
couleur globales qui tienne compte de cette hétérogénéité. Les points clés concernent
les règles de décision pertinentes et le choix des seuils. Comment rendre ces seuils
adaptatifs, et sur quels critères peut-on fusionner deux régions ? La question se pose
lorsque les images à notre disposition sont si diﬀérentes en termes de couleurs et de
contrastes.
Pour faciliter l'étape de segmentation et améliorer sa performance, nous avons en-
visagé une analyse multi-résolution aﬁn de simuler le comportement du système de
vision humain. Ce dernier perçoit généralement une scène en plusieurs étapes qui
vont extraire des informations de diﬀérents types. Tout d'abord, un humain aura
tendance à regarder une image dans son ensemble pour ne capter que sa struc-
ture globale. Ceci est dû à un phénomène qualiﬁé de vision périphérique. Dans un
deuxième temps, il se focalisera sur une région d'intérêt pour en extraire les détails.
On parle alors de vision fovéale. L'idée principale qui nous intéresse ici est qu'une
analyse multi-résolution permet de percevoir les éléments d'un document à diﬀérent
niveaux de détails, et simule ainsi ce comportement. Un des avantages est de pouvoir
adapter les traitements à une résolution donnée.
L'approche que nous proposons, et qui sera présentée à travers ce chapitre, a pour
objectif d'extraire les couleurs globales grâce à une segmentation appliquée en basse
résolution. A ce niveau, seules les régions principales de l'image sont visibles. Il est
donc possible de les localiser grossièrement sans être perturbé par les détails et le
bruit présents sur l'image originale. Les résultats doivent être ensuite aﬃnés. Cette
étape en revanche doit être appliquée à des résolutions plus élevées aﬁn de capter des
éléments ﬁns tels que les régions textuelles. L'objectif du processus que nous allons
maintenant présenter est de fusionner peu à peu les régions segmentées en couches
couleur, tout en corrigeant le cas échéant les régions pour lesquelles la segmentation
ne serait pas suﬃsamment précise.
7.2 Contributions
Les images de documents contiennent énormément d'éléments diﬀérents en termes
de caractéristiques, en plus du bruit introduit au cours du processus de numérisa-
tion. Une analyse multi-résolution permet d'observer une image à diﬀérents niveaux
de détails. En basse résolution, seules les structures globales de l'image sont visibles.
Plus la résolution sera élevée, et plus les détails observables seront ﬁns.
Pour réduire la quantité d'informations disponibles et limiter l'eﬀet du bruit, nous
commençons par localiser grossièrement les couleurs dominantes sur une image en
basse résolution. Nous utilisons pour cela le SLIC adaptatif décrit dans la section
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6.2.3. L'analyse multi-résolution consiste ensuite à aﬃner la segmentation obtenue.
En eﬀet, il nous faut reconnaître et reconstituer certains éléments ﬁns tels que les
graphiques, les zones textuelles, etc. Cette analyse va donc considérer des niveaux
de résolution de plus en plus élevés. D'une part, l'idée est de fusionner peu à peu les
régions en couches couleur. D'autre part, l'objectif est de vériﬁer la pertinence des
étiquettes qui ont été aﬀectées aux pixels de l'image, et le cas échéant de les corriger.
Dans cette section, nous commencerons par présenter les pré-traitements qui ont
été appliqués sur les images de notre base dans le but de réduire le bruit impactant
les résultats de la segmentation. Puis, nous présenterons le processus global pour
ensuite mettre l'accent sur les diﬀérentes étapes de notre analyse multi-résolution.
7.2.1 Pré-traitements
Le processus de numérisation et la compression introduisent du bruit dans les
images sous forme d'artéfacts et de fausses couleurs, qui apparaissent notamment le
long des contours (Figure 7.1a). Aﬁn de réduire les perturbations liées à ce bruit,
nous avons lissé notre ensemble d'images. Pour cela, nous avons choisi le ﬁltre bila-
téral proposé par [Tomasi 1998]. Ce ﬁltre préserve les contours, ce qui nous permet
de ne pas perdre trop d'informations au niveau des zones sensibles que sont les ré-
gions textuelles. L'idée est de calculer la valeur d'un pixel par rapport à celles de
ses voisins, en tenant compte à la fois de leur proximité spatiale et colorimétrique.
L'hétérogénéité des images en termes de structure et de qualité, et le manque de
connaissance sur le processus d'acquisition, rendent très diﬃcile le paramétrage au-
tomatique de la méthode de lissage. Il pourrait être intéressant de détecter le type
de document à traiter, ou la qualité de l'image, de façon à adapter la méthode en
fonction de ces données. Dans ce mémoire cependant, nous nous sommes focalisés
sur l'étape de segmentation. Les paramètres du ﬁltre bilatéral ont été ﬁxés expéri-
mentalement de façon à corriger au mieux le bruit sur la majorité de nos images
sans pour autant perturber l'extraction d'information par un lissage trop important.
La ﬁgure 7.1b présente les résultats.
Nous avons appliqué ce ﬁltre plusieurs fois de manière successive. Les images synthé-
tiques bruitées de notre vérité-terrain ont été traitées de la même façon. Le protocole
expérimental a montré que les valeurs ci-dessous pour le ﬁltre bilatéral permettaient
d'obtenir le meilleur lissage sur notre jeu de données :
 taille de la fenêtre autour du pixel courant = 15 ;
 σcouleur = 15 (plus la valeur est élevée, et plus les couleurs distantes en termes
colorimétriques, localisées dans le voisinage du pixel seront mélangées) ;
 σspatial = 60 (plus la valeur est élevée, et plus les pixels éloignés auront
d'inﬂuence les uns sur les autres à partir du moment où leur couleur est
suﬃsamment proche) ;
 nombre d'itérations = 5.
136 Chapitre 7. Analyse multi-résolution
(a) Images originales. (b) Images lissées.
FIGURE 7.1  Résultats du lissage des images de documents par un ﬁltre bilatéral.
7.2.2 Procédure globale
Un état-de-l'art des approches multi-résolution en analyse de documents a été
présenté dans la section 2.3.2. L'idée est de simpliﬁer progressivement l'image pour
obtenir une pyramide d'images. A chaque changement de niveau, l'image est lissée
et sa taille est divisée par deux. Certains éléments sont plus ou moins visibles en
fonction du niveau de détails sur lequel on se focalise. L'intérêt principal est que les
traitements peuvent être adaptés à une résolution donnée. Par exemple, il peut être
diﬃcile de distinguer les caractères du bruit dans un bloc de texte en haute réso-
lution. En revanche, en basse résolution, les lignes de texte apparaissent. Celles-ci
sont plus faciles à détecter, et serviront de base pour localiser les régions d'intérêt
à une résolution plus élevée.
Le processus complet d'analyse se résume en une phase de segmentation, appli-
quée uniquement en basse résolution, suivi par une procédure de nettoyage et de
vériﬁcation (étape d'étiquetage), appliquée de la même manière à diﬀérents résolu-
tions. La ﬁgure 7.2 présente ce processus. Les termes de couleurs, de clusters, ou de
régions seront employés pour un ensemble de pixels partageant des caractéristiques
colorimétriques proches, et constituant une couche couleur. Nous travaillons dans
l'espace couleur L*a*b qui est un espace perceptuellement uniforme pour lequel la
pertinence de la distance euclidienne est reconnue pour la mesure de distance entre
deux couleurs.
Avant de poursuivre sur la procédure globale, nous allons expliciter un pré-traitement
qui est appliqué à chaque niveau de résolution, pour aider à la prise de décision de
fusionner ou non deux couleurs proches (voir section 7.2.3). Au sujet de cette notion
de proximité, il est diﬃcile de trouver une bonne valeur de seuil. Nous avons donc
décidé de diviser l'espace couleur en blocs et de fusionner les couleurs si elles se
trouvent à une distance inférieure à N blocs l'une de l'autre. Pour cela, nous appli-
quons une quantiﬁcation uniforme qui génère des blocs uniformes de taille Z. Les
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FIGURE 7.2  Analyse multi-résolution.
pixels de l'image sont ensuite distribués dans ces blocs. Chacun des canaux est codé
sur l'intervalle [0, 255]. Nous avons déterminé expérimentalement qu'un pas Z = 4
permettait de réduire grandement le nombre de couleurs sans perdre trop d'informa-
tions. Nous passons donc de 2563, soit plus de 16 millions de couleurs potentielles,
à (256/4)3, soit 64 fois moins de couleurs.
Pour visualiser l'image à diﬀérents niveaux de détails, nous avons utilisé une pyra-
mide gaussienne. A chaque changement de résolution, l'image est sous-échantillonnée
par une opération de convolution avec une gaussienne, puis elle est redimensionnée.
Nous cherchons dans un premier temps à détecter uniquement les couleurs prin-
cipales. C'est pourquoi, nous étudions tout d'abord l'image dans sa globalité, en
basse résolution. A ce niveau, les résultats de la segmentation sont grossiers, mais
l'eﬀet du bruit a moins d'impact sur le processus. De plus, la taille de l'image étant
réduite, les traitements sont plus rapides.
La méthode de segmentation appliquée ici est le SLIC adaptatif qui a été présenté
dans la section 6.2.3. L'idée est de réaliser une sur-segmentation pour réduire la
complexité de l'image. Elle combine à la fois des informations colorimétriques et des
informations spatiales. Cette approche a été choisie pour ses capacités à s'adapter
au contenu des images de documents, et à produire des régions qui respectent les
structures géométriques locales de l'image. Sans être précises, ses structures donnent
une bonne indication des caractéristiques colorimétriques de l'image.
La segmentation produit un ensemble de régions locales qui doivent ensuite être
fusionnées en couches couleur globales. Il faut aussi améliorer la précision des ré-
sultats. En eﬀet, à ce niveau, les éléments les plus ﬁns tels que les zones de texte
ne sont pas extraits. La segmentation est alors aﬃnée, et éventuellement corrigée,
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grâce à une analyse multi-résolution qui a pour objectif d'étudier des niveaux de
détails de plus en plus précis. Cette étape qui est appelée procédure d'étiquetage va
être progressivement appliquée à des résolutions plus élevées. Elle est décomposée
en deux étapes :
 une étape de fusion, dont le but est de nettoyer les résultats en fusionnant
les couleurs trop proches, ou qui ne constituent pas des régions compactes ;
 l'étape d'étiquetage proprement dite, qui vériﬁe la pertinence des labels at-
tribués aux pixels, et si nécessaire les corrige.
7.2.3 Procédure de fusion
L'étape de segmentation permet d'obtenir un ensemble de régions homogènes
et qui adhèrent aux contours des grandes structures de l'image. Cependant, il reste
quelques problèmes de bruit qui entrainent une sur-segmentation de l'image. Le
bruit est notamment visible au niveau des zones de transition où l'on verra ap-
paraître beaucoup de clusters dont les pixels sont très dispersés à travers l'image
(ﬁgure 7.3b). L'étape de fusion a pour objectif de nettoyer les résultats et de réduire
peu à peu le nombre de couches couleur à une quantité raisonnable. Seules les plus
pertinentes en fonction de leurs propriétés colorimétriques, ou de compacité vont
être conservées.
Dans un premier temps, les petites régions sont supprimées. Le but est de détecter
les zones de transition et de les corriger en leur aﬀectant une nouvelle étiquette
déterminée en fonction des couleurs de fond et de premier-plan qui se trouvent dans
leur voisinage. Pour cela, nous étudions la distribution de la couleur de chaque pixel
dans une fenêtre 3x3 centrée sur ce pixel. Lorsque cette valeur est faible à l'inté-
rieur de la zone de recherche, nous recherchons la nouvelle étiquette en nous basant
sur l'hypothèse que seulement deux couleurs doivent apparaitre dans une fenêtre de
cette taille. Nous supposons que la couleur de fond est celle qui a la plus grande
distribution, et que la couleur de premier plan est celle qui a la plus grande valeur
de distance par rapport au fond détecté.
Nous cherchons ensuite à fusionner les couleurs qui sont très proches. En pré-
traitement, les images ont été quantiﬁées de manière uniforme. L'espace couleur a
donc été divisé en blocs de taille Z. Ce paramètre a été ﬁxé expérimentalement à 4,
qui est une valeur suﬃsamment petite pour ne pas perdre trop d'informations, tout
en réduisant grandement le nombre de couleurs. Plutôt que de proposer une valeur
de seuil pour fusionner deux couleurs en fonction de leur distance, nous avons préféré
considérer une distance en nombre de blocs qui nous a paru plus souple. Nous par-
tons de l'hypothèse que deux couleurs localisées à une distance de N blocs l'une de
l'autre dans l'espace colorimétrique ne peuvent pas être distinguées par le système
visuel humain. En basse résolution où les couleurs sont dégradées, nous prenons un
pas de un bloc. Nous augmentons cette valeur pour l'image en pleine résolution.
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(a) Image originale.
(b) Résultats de la segmentation appliquée en
basse résolution.
(c) Après l'étape de fusion appliquée sur 7.3b.
FIGURE 7.3  Application de l'étape de fusion sur les régions obtenues à partir d'une
segmentation appliquée en basse résolution. L'objectif est le nettoyage de l'image en
réduisant notamment les clusters de bruit associés aux zones de transition.
Pour terminer, nous cherchons à supprimer les clusters de bruit qui contiennent
des pixels qui sont très dispersés dans l'image. Nous mesurons pour chacun des clus-
ters le degré de connexité proposé par [Macaire 2006] et nous le seuillons pour ne
conserver que les régions fortement connexes. L'idée est de compter pour chaque
pixel appartenant à un cluster donné, le nombre de pixels ayant la même étiquette
dans son voisinage. Le degré de connexité correspond à la valeur moyenne de cette
mesure. Plus cette valeur est proche de 1, et plus le cluster est compact.
Un exemple du résultat de ce processus peut être observé sur la ﬁgure 7.3c.
7.2.4 Procédure d'étiquetage
Après les étapes de segmentation et de nettoyage, les régions locales doivent
être peu à peu regroupées en couches couleur globales. Plus le processus monte en
résolution, et plus les détails de l'image apparaissent. La segmentation peut alors
être aﬃnée aﬁn de retrouver les régions les plus ﬁnes. Par exemple, en basse résolu-
tion, il n'est pas possible de reconnaître des régions textuelles. Cette procédure est
appliquée plusieurs fois de manière itérative.
L'étape d'étiquetage a plusieurs objectifs :
 retrouver des régions qui n'ont pas été correctement segmentées, notamment
en basse résolution (ﬁgure 7.4c) ;
 fusionner les éléments de même couleur qui sont localisés à l'intérieur d'une
fenêtre de recherche, ici même ligne ou colonne (ﬁgure 7.5c) ;
 reconstituer les caractères, notamment en haute résolution (ﬁgure 7.6c).
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(a) Image originale.
(b) Après l'étape de fusion appliquée en basse résolution.
(c) Après la phase d'étiquetage appliquée sur 7.4b.
FIGURE 7.4  La phase d'étiquetage permet de retrouver des régions qui n'avaient
pas été correctement segmentées.
(a) Image originale.
(b) Après l'étape de fusion appliquée en basse résolution.
(c) Après la phase d'étiquetage appliquée sur 7.5b.
FIGURE 7.5  La phase d'étiquetage permet de fusionner tous les éléments d'une




(b) Après l'étape de fusion appliquée en haute
résolution.
(c) Après la phase d'étiquetage appliquée sur
7.6b.
FIGURE 7.6  La phase d'étiquetage permet de reconstituer les caractères.
Dans cet objectif, nous utilisons les labels de couleurs qui ont été obtenus à une
résolution basse, et les informations colorimétriques fournies par l'image L*a*b de
la résolution supérieure. Nous parcourons les pixels de l'image pour vériﬁer que les
étiquettes qui leur ont été aﬀectées sont correctes. Les résultats peuvent en eﬀet être
améliorés si nous avons une idée des couleurs qui sont observables dans le voisinage
du pixel étudié. L'idée est donc de parcourir les couleurs détectées dans une fenêtre
de recherche autour du pixel, et de mesurer leur distance colorimétrique. Nous uti-
lisons ici une distance euclidienne. Cette valeur est comparée à la distance mesurée
entre la valeur [L, a,b] du pixel et la couleur qui lui a été aﬀectée. S'il existe une
couleur plus proche, l'étiquette du pixel est modiﬁée. Le processus est appliqué de
gauche à droite, et de haut en bas, puis une deuxième fois de droite à gauche, et de
bas en haut. Ceci est fait pour éviter les apparitions d'eﬀets de lignes ou de colonnes
causées par l'ordre de balayage. A la ﬁn du processus, une étape de fusion telle que
celle décrite dans la section 7.2.3 est appliquée, ce qui permet d'éliminer une partie
des couches couleur non pertinentes (zones de transition).
Au sujet de la fenêtre de recherche, nous supposons que la plupart des éléments
d'une image de documents ont une orientation horizontale ou verticale : en-têtes de
colonnes, alignement de labels, graphiques, etc. Notre recherche est donc eﬀectuée
dans deux directions en déﬁnissant des zones rectangulaires, centrées sur le pixel
courant, telles que présentées sur la ﬁgure 7.7. Pour accélérer le processus, nous
considérons seulement un pixel sur N . En basse résolution, où nous nous concen-
trons sur la structure globale, nous parcourons une grande zone de recherche. Cela
nous permet ainsi de retrouver des régions qui n'ont pas été correctement segmentées
(ﬁgure 7.5c), et de fusionner des éléments alignés sur la page tels que des en-têtes (ﬁ-
gure 7.5c). En revanche, en haute résolution, nous n'étudions que le voisinage proche
du pixel pour éviter d'introduire trop de bruit. L'objectif est plutôt de reconstituer
certains éléments ﬁns comme les caractères (ﬁgure 7.6c).
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FIGURE 7.7  Fenêtre de recherche utilisée pendant la phase d'étiquetage.
7.3 Expérimentations
Nous avons réalisé deux séries d'expériences. Premièrement, nous avons appli-
qué le SLIC adaptatif suivi de la procédure d'étiquetage décrite dans ce chapitre :
successions de fusion et d'étiquetages. Nous avons ensuite comparé les résultats à
ceux obtenus à partir d'une étape de fusion basée sur l'étude de la représentativité
des couleurs, qui a été décrite dans le chapitre 6. Notre objectif était de vériﬁer l'hy-
pothèse selon laquelle la prise en compte du contexte à travers l'étude du voisinage
autour des pixels corrigerait la segmentation, ce que ne permet pas un processus
global.
Dans un deuxième temps, nous avons analysé les performances de l'analyse multi-
résolution. Nous avons donc expérimenté l'analyse présentée dans ce chapitre avec
une pyramide à trois niveaux de résolutions diﬀérents. Les résultats ont ensuite été
comparés avec la segmentation générée à partir du SLIC adaptatif appliquée uni-
quement sur une image en haute résolution. Le regroupement des régions locales en
couches couleur est eﬀectué avec la même procédure.
Dans le cas de l'analyse multi-résolution, nous avons modiﬁé l'initialisation des pa-
ramètres utilisés par le SLIC adaptatif pour les rendre dépendants de la résolution.
Soient l, la largeur de l'image, et level, le niveau de résolution. Nous travaillons avec
une pyramide à trois niveaux de résolutions, telles que l'image en haute résolution
est associée au niveau 0, et l'image en basse résolution correspond au niveau 2. Ainsi,
les paramètres contrôlant le lissage (rlth) et les pas utilisés pour les régions de fond














Les paramètres utilisés lors de l'analyse multi-résolution ont été ﬁxés expérimen-
talement. Ils concernent les seuils utilisés pendant l'étape de fusion. Nous avons
tenté de rendre le seuillage de la distance couleur plus souple en considérant les
blocs de l'espace couleur qui ont été générés à partir d'une quantiﬁcation uniforme.
Les diﬀérents seuils ont été ﬁxés de façon à être suﬃsamment faibles pour ne pas
perdre d'informations. L'objectif était d'éliminer uniquement les régions associées
au bruit de façon évidente telles que les zones de transition entre les éléments de
premier-plan et le fond. A titre d'information, nous indiquons ci-dessous les valeurs
des paramètres et leur impact :
 la distribution dist : plus la valeur est élevée, et plus les éléments ﬁns risquent
d'être perdus (trop peu de pixels voisins ayant la même étiquette dans la
fenêtre de recherche). Ici, tous les pixels ayant une distribution inférieure à
3 sont reclassés. Ce seuil a été appliqué de la même façon pour toutes les
résolutions ;
 la compacité C : plus cette valeur est proche de 1 et plus le cluster est
compact. Ici, nous avons ﬁxé le seuil à 0.55 pour toutes les résolutions ;
 la distance couleur dc : plus cette valeur est élevée et plus des couleurs éloi-
gnées d'un point de vue colorimétrique seront fusionnées. Nous avons ﬁxé ce
seuil à 1 pour les images en basse et en moyenne résolutions, et à 3 pour la
résolution la plus élevée.
Pour l'étape d'étiquetage, les seuils concernent le nombre d'itérations et les fenêtres
de recherche. Ce sont les valeurs les plus importantes du processus. En eﬀet, plus
le nombre d'itérations sera élevé et plus le processus sera lent, et en particulier
pour les images en haute résolution. Cependant, cette valeur permet de converger
vers un nombre raisonnable de couches couleur en supprimant les régions de bruit.
D'autre part, la fenêtre de recherche et le pas d'échantillonnage doivent être suﬃ-
samment précis pour ne pas louper de couleurs, ni introduire trop de bruit. En basse
résolution, nous avons remarqué que nous pouvions nous permettre une fenêtre de
recherche de grande taille. En eﬀet, l'objectif est d'extraire les structures globales
de l'image. En revanche en haute résolution, cette fenêtre doit être très petite car
sinon le processus introduit du bruit car nous travaillons à un niveau pixel. Nous
perdons ainsi le bénéﬁce de l'analyse multi-résolution.
L'avantage principal de cette approche est qu'elle nous permet de proﬁter des élé-
ments qui se répètent pour corriger une éventuelle erreur de segmentation. Cette
vériﬁcation est faite à un niveau pixel, ce qui augmente le temps de traitement.
Cependant, cette étape s'est révélée nécessaire, et en particulier en haute résolution,
pour pouvoir corriger des éléments essentiels (ex : reconstruction de caractères). Pour
information, nous donnons les valeurs de ces paramètres pour chaque résolution dans
les tableaux 7.1 (analyse multi-résolution) et 7.2 (méthode de comparaison).
Soient nbIter, le nombre d'itérations, lFenH, la taille de la zone de recherche verti-
cale au-dessus et en dessous d'un pixel donné, lFenL, la taille de la zone de recherche
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nbIter lFenH lFenL N dist C dc
Résolution 2 (basse) 5 l22
h2
2 20 3 0.55 1
Résolution 1 (moyenne) 5 l18
h1
8 40 3 0.55 1
Résolution 0 (haute) 3 5 5 1 3 0.55 3
TABLEAU 7.1  Valeurs des paramètres utilisés pendant l'étape d'étiquetage appli-
quée lors de l'analyse multi-résolution pour chaque niveau de résolution.
nbIter lFenH lFenL N dist C dc
Etape 1 1 l02
h0
2 40 3 0.55 1
Etape 2 1 l08
h0
8 80 3 0.55 1
Etape 3 1 5 5 1 3 0.55 3
TABLEAU 7.2  Valeurs des paramètres utilisés lors de l'application du SLIC adap-
tatif sur l'image en haute résolution dans un but de comparaison. L'étiquetage s'est
déroulé en trois étapes dans le but de faire varier la taille de la fenêtre de recherche.
horizontale à gauche et à droite d'un pixel donné, et N , le pas de balayage utilisé
pour accélérer la recherche. Nous notons li et hi, les valeurs respectives de la largeur,
et de la hauteur de l'image avec i, le niveau de résolution correspondant.
7.4 Résultats et discussion
7.4.1 Documents réels
Les ﬁgures 7.8 et 7.9 comparent des couches couleur obtenues à partir de deux
approches de fusion des régions locales générées par le SLIC adaptatif : une ap-
proche basée sur la représentativité globale des couleurs (décrite dans la section 6),
et une autre qui prend en compte le contexte à travers l'étude du voisinage autour
des pixels.
La première méthode recherche les couleurs les plus représentatives en termes de
fréquence d'apparition (en nombre de SPs), et fusionne ensuite toutes les couleurs
qui se trouvent à une distance inférieure à un seuil (ﬁxé à 40). Celui-ci a été déter-
miné expérimentalement. Cette méthode donne des résultats intéressants. Cepen-
dant, nous pouvons voir sur les résultats que cette technique est très sensible au
bruit. Certaines régions ne sont que partiellement détectées (ﬁgure 7.8b). La ﬁgure
7.9b montre que des régions de transition (bruit) sont segmentées en même temps
que les peignes. Les ﬁgures 7.8c et 7.9c montre que l'étude des couleurs présentes
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V1 : représentativité V2 : étude du voisinage
Précision 0.85 0.92
Rappel 0.93 0.94
TABLEAU 7.3  Performance de l'extraction des couches couleur extraites à partir
d'une segmentation basée sur le SLIC adaptatif suivie par l'application de deux
approches de fusion : une approche basée sur la représentativité globales des couleurs
(V1), et une autre basée sur l'étude des couleurs présentes dans le voisinage de
chaque pixel (V2).
dans une fenêtre de recherche autour du pixel étudié corrige ces défauts. Globale-
ment, les résultats obtenus de cette manière sont nettement moins bruités.
Dans un deuxième temps, nous avons appliqué l'analyse multi-résolution présen-
tée dans ce chapitre. Les résultats sont observables sur les ﬁgures 7.10,7.11 et 7.12.
Nous pouvons voir que les régions générées sont beaucoup plus consistantes que dans
le cas des approches basées uniquement sur la couleur. Les résultats sont compa-
rables voire même meilleurs que ceux obtenus à partir du SLIC adaptatif appliqué
uniquement sur une résolution. Nous pouvons encore noter quelques artéfacts de
bruit près des caractères (ﬁgure 7.12d), mais leur impact a été fortement diminué.
Malgré quelques erreurs, les zones ﬁnes telles que les régions textuelles ont été re-
lativement bien segmentées. Comme nous l'avons vu sur la ﬁgure 7.4c, l'analyse
multi-résolution permet de corriger certaines zones n'ayant pas été détectée pen-
dant l'étape de segmentation en basse résolution.
La section suivante analysera les résultats de l'évaluation de ces méthodes sur la
base de vérité-terrain.
7.4.2 Images synthétiques
Le table 7.3 compare les deux approches qui ont été proposées pour fusionner
des régions locales en couches couleur globales. Les valeurs de précision et de rappel
conﬁrment que la prise en compte du voisinage des pixels améliore les résultats. Nous
passons ainsi d'une précision de 0,85 pour l'approche présentée dans le chapitre 6
qui était basée sur la représentativité en termes de fréquence d'apparition, à une
précision de 0,92 pour la version V2 basée sur l'étude du voisinage.
Le tableau 7.4 compare les résultats obtenus à partir de l'approche basée sur une
analyse multi-résolution, avec un processus appliqué à une résolution unique. Nous
pouvons noter une baisse de la valeur de précision dans le cas de l'analyse multi-
résolution, mais qui est égal à la précision obtenue à partir de la combinaison du
SLIC adaptatif et de la méthode de fusion basée sur la représentativité. Nous ob-
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(a) Image originale.
(b) V1 : Couche bleu foncée. (c) V2 : Couche bleu foncée.
FIGURE 7.8  Comparaison de couches couleur obtenues à partir de deux approches
de fusion des régions locales générées par le SLIC adaptatif : une approche basée
sur la représentativité globale des couleurs (V1), et une autre basée sur l'étude des
couleurs présentes dans le voisinage de chaque pixel (V2), partie 1.
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(a) Image originale.
(b) V1 : Couche rose. (c) V2 : Couche rose.
FIGURE 7.9  Comparaison de couches couleur obtenues à partir de deux approches
de fusion des régions locales générées par le SLIC adaptatif : une approche basée
sur la représentativité globale des couleurs (V1), et une autre basée sur l'étude des
couleurs présentes dans le voisinage de chaque pixel (V2), partie 2.
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(a) Image originale.
(b) Résultats (en fausses couleurs).
FIGURE 7.10  Résultats de la segmentation basée appliquée en basse résolution sur
un document réel. Les cercles en rouge mettent en évidence certaines erreurs de
segmentation.
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(a) Image originale.
(b) Résultats (en fausses couleurs).
FIGURE 7.11  Résultats de la segmentation ﬁnale obtenue à partir de l'analyse multi-
résolution appliquée à un document réel. Les cercles en rouge mettent en évidence
certaines erreurs de segmentation.
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(a) Image originale. (b) Résultats (en fausses couleurs).
(c) Image originale. (d) Résultats (en fausses couleurs).
(e) Image originale. (f) Résultats (en fausses couleurs).
FIGURE 7.12  Résultats de la segmentation basée sur l'analyse multi-résolution
appliquée à un document réel. Les cercles en rouge mettent en évidence certaines
erreurs de segmentation.
servons une augmentation de la valeur de rappel pour l'analyse multi-résolution.
Cela signiﬁe que cette analyse permet de produire moins de couches couleur. Mais
qu'il reste encore des zones associées à du bruit sur ces couches. Notre hypothèse
était que la précision de la segmentation serait meilleure que celle obtenue à une
résolution unique. Cette diﬀérence peut s'expliquer par l'utilisation de seuils mal
adaptés notamment au niveau des fenêtres de recherche.
La valeur de la précision pour l'analyse multi-résolution peut sembler contradic-
toire par rapport aux conclusions précédentes : 0.85 pour l'analyse multi-résolution
contre 0.92 qui l'application en haute résolution uniquement. L'analyse des cas pour
lesquels la valeur de la précision était basse a mis en évidence que l'approche ap-
pliquée en haute-résolution uniquement conduisait à une sur-segmentation : par-
fois jusqu'à deux fois plus de couches couleur détectées que la vérité-terrain. Au
contraire, la segmentation basée sur l'analyse multi-résolution permettait de détec-
ter un nombre de couches couleur très proches de la réalité. Nous avons un rap-




TABLEAU 7.4  Comparaison de l'approche basée sur une analyse multi-résolution,
avec un processus appliqué à une résolution unique.
Multi-résolution Haute résolution
SLIC adaptatif : segmentation 141 175
Basse résolution : Etiquetage 23 -
Résolution moyenne : Etiquetage 20 -
Haute résolution : Etiquetage 16 25
TABLEAU 7.5  Nombre de labels extraits à chaque étape du processus pour le
document réel, ﬁgure7.11a.
pel de 0,97 qui montre une amélioration importante. Cependant, l'analyse multi-
résolution peut entrainer une sous-segmentation ce qui explique la diﬀérence de
précision entre les deux méthodes. Cependant, dans notre contexte, nous préférons
une sous-segmentation, en particulier lorsqu'elle implique des couleurs très proches,
quand les régions obtenues sont cohérentes, plutôt qu'une sur-segmentation, qui pro-
duira de nombreuses couches couleur bruitées diﬃciles à exploiter. En eﬀet, dans
le cas d'une sous-segmentation, les éléments apparaîtront sur une seul image qui
pourra être exploitée relativement facilement. Dans le cas d'une sur-segmentation
au contraire, les régions apparaîtront sur plusieurs couches, et des traitements sup-
plémentaires seront nécessaires pour les reconstituer.
Le tableau 7.5 indique le nombre de labels obtenus à chaque étape du processus.
Leur nombre ﬁnal dépend des seuils employés. Il est intéressant de noter que nous
obtenons un nombre de couleurs raisonnable dès la première étape appliquée en
basse-résolution. L'intérêt principal est que l'image étant beaucoup plus petite en
basse résolution qu'en haute résolution, les traitements seront plus rapides. L'ana-
lyse multi-résolution permet ensuite d'aﬃner la segmentation d'un point de vue
globale, tout d'abord, pour terminer par une vision locale en haute résolution. A
une résolution donnée, l'étape d'étiquetage est même capable de corriger certaines
régions non détectées quand la couleur qui devrait leur être associée apparaît dans
la fenêtre de recherche. Cette étape d'étiquetage s'est révélée nécessaire pour recons-
truire proprement de petites régions telles que les zones textuelles.
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7.5 Conclusion
A travers ce chapitre, nous avons présenté une approche multi-résolution qui per-
met d'analyser une image de documents à plusieurs niveaux de détails. Nous nous
sommes tournés vers ce type d'approche devant la diﬃculté de traiter des documents
à une résolution unique. Cette analyse consiste à segmenter l'image en basse résolu-
tion de façon à en extraire la structure globale. Puis la segmentation est aﬃnée par
l'application successive à des résolutions plus élevées d'étapes de nettoyage et de
vériﬁcation. Ce processus simule ainsi le fonctionnement du système visuel humain
qui regarde tout d'abord une scène dans son ensemble avant de se focaliser sur des
détails précis.
Le processus de segmentation en basse résolution est basé sur le SLIC adaptatif
que nous avons proposé au cours de ces travaux de recherche. En eﬀet, cette ap-
proche a été adaptée spéciﬁquement à la structure des images de documents. De
plus, sa capacité à adhérer aux contours de l'image le rend relativement robuste à
la présence de bruit. L'étape de nettoyage a pour objectif d'éliminer les couleurs
non cohérentes. Celles-ci correspondent la plupart du temps aux zones de transi-
tion. Elles peuvent être réduites voire supprimées de façon heuristique sur la base
de critères colorimétriques, de compacité, ou en fonction des distributions locales des
couleurs. L'étape d'étiquetage quant à elle a pour objectif de vériﬁer que la couleur
aﬀectée à un pixel est correcte. Pour cela, l'idée est de regarder dans une zone de
recherche voisine s'il n'en existe pas de plus appropriées. Le cas échéant, l'étiquette
est modifée. L'intérêt de cette approche est de pouvoir proﬁter des éléments qui se
répètent sur un document : colonnes de labels, lignes de texte, etc.
Une fois la segmentation obtenue, l'analyse multi-résolution est faite au niveau pixel.
C'est donc un processus relativement coûteux en temps de calcul. Cependant, cette
étape permet de localiser des régions n'ayant pas été détectées au moment de la
segmentation. De plus, elle est essentielle pour reconstituer des régions ﬁnes qui
nécessitent une segmentation précise (texte, graphiques, etc).
Un nombre raisonnable de couleurs est détecté dès la basse résolution, ce qui per-
met de diminuer les temps de calculs, la taille de l'image étant beaucoup plus petite
qu'en haute résolution. Les régions produites sont globalement plus consistantes.
Nous avons comparé cette approche avec une segmentation appliquée uniquement
en haute résolution mais pour laquelle le processus de nettoyage et de vériﬁcation
sont similaires. L'analyse quantitative montre que la précision est meilleure dans
le cas de la segmentation en haute résolution. Cependant, les résultats indiquent
une tendance à la sur-segmentation. Au contraire, les résultats produits par l'ana-
lyse multi-résolution sont plus proches de la réalité, même si cette méthode peut




8.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
8.2 Perspectives scientiﬁques . . . . . . . . . . . . . . . . . . . . . 156
8.2.1 Aﬀectation des pixels à plusieurs couches . . . . . . . . . . . 156
8.2.2 Interaction avec l'utilisateur . . . . . . . . . . . . . . . . . . . 157
8.2.3 Apprentissage et paramétrage automatique . . . . . . . . . . 157
8.2.4 Dégradés de couleurs et textures . . . . . . . . . . . . . . . . 158
8.3 Applications industrielles futures possibles . . . . . . . . . . 158
8.1 Conclusion
Aujourd'hui, les industriels sont de plus en plus intéressés par l'exploitation de
documents administratifs couleur. Les travaux de recherche portant sur ce type
d'images sont encore très récents, et peu nombreux. Mais l'on voit peu à peu appa-
raître des solutions permettant de les traiter. Nombre de ces approches cherchent
à conserver une séparation fond/premier-plan tout en rendant les processus de bi-
narisation plus intelligents, et capables de tenir compte, dans une certaine mesure,
des propriétés colorimétriques des images. D'autres sont dédiées à des tâches parti-
culières, ou à des ensembles de documents partageant des caractéristiques similaires.
A travers ce mémoire, nous avons identiﬁé les problèmes liés aux processus clas-
siques de dématérialisation. Ceux-ci simpliﬁent les images, en prenant ainsi le risque
de perdre une partie des données. Cette perte peut être préjudiciable et en particulier
lorsque des éléments de diﬀérentes couleurs se chevauchent. Par conséquent, nous
avons proposé d'utiliser toute l'information colorimétrique disponible pour amélio-
rer la performance de la segmentation. L'enjeu était de pouvoir traiter de manière
automatique, et non supervisée, des documents très hétérogènes, et extrêmement
riches en termes de contenus.
Nos contributions ont porté sur la segmentation des documents administratifs en
couches couleur principales : une couche couleur est déﬁnie comme un ensemble de
pixels ayant à la fois une apparence colorimétrique très proche, et présentant une
unité logique ou sémantique. Chaque couche couleur est fournie sous la forme d'une
image binaire qui peut être réinjectée dans le processus classique. Le but était de
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proposer une alternative à l'étape de binarisation, et non de remplacer tout la procé-
dure de numérisation existante. Chacune de ses couches porte une partie des données
colorimétriques qui sont présentes sur l'image, et dont il est possible de proﬁter. En
termes de segmentation, la plus-value est certaine : séparation d'éléments de couleurs
diﬀérentes se chevauchant, localisation, génération de régions plus précises, etc. Les
deux problématiques auxquelles nous nous sommes confrontés sont l'identiﬁcation
de manière automatique du nombre de couleurs observables sur l'image, et l'étape
de segmentation elle-même.
Au sujet du nombre de couleurs, une image de document est supposée n'en contenir
que très peu. En réalité, la densité des informations disponibles (textures, dégradés
de couleurs, bruit, etc) fait qu'il est très diﬃcile de déterminer une valeur pertinente.
Cela est d'autant plus vrai qu'il est impossible de prédire les surcharges pouvant ap-
paraitre sur l'image (surlignements, annotations, etc). Le bruit impacte fortement la
qualité de la segmentation. L'implémentation d'une méthode robuste, et suﬃsam-
ment générique pour pouvoir traiter n'importe quel document, a été un véritable
challenge. Du fait des limites que nous nous sommes imposées, la méthode devait
fonctionner sans aucune connaissance a priori pour aider à la reconnaissance et donc
à la segmentation. Lors de ces travaux, nous avons proposé et évalué trois catégo-
ries d'approches : colorimétriques, spatio-colorimétriques, et basée sur une analyse
multi-résolution.
Les approches de segmentation qui se basent uniquement sur des caractéristiques
colorimétriques fournissent une vision grossière des couleurs présentes sur les docu-
ments. Elles sont relativement eﬃcaces lorsque les couleurs sont bien contrastées ;
c'est à dire lorsqu'elles sont bien séparées dans l'espace couleur choisi. Cependant, ce
cas de ﬁgure n'apparait que rarement sur les images de documents couleurs. La ma-
nipulation, la numérisation, et la compression introduisent en eﬀet des dégradations
au niveau colorimétrique. De plus, la présence de texture, de dégradés de couleurs,
et de plusieurs nuances d'une même teinte perturbent l'identiﬁcation des nuages de
points qui sont en théorie associés aux couleurs dominantes. Dans la réalité, ces
points apparaîtront plutôt sous forme de trainées dans l'espace couleur choisi. La
plupart du temps, la segmentation n'est donc pas suﬃsamment précise, et elle est
très sensible au bruit.
Aﬁn d'améliorer la qualité de la segmentation, nous avons ensuite envisagé la combi-
naison d'informations provenant de plusieurs sources à travers une approche spatio-
colorimétriques. En eﬀet, un pixel partage des caractéristiques similaires avec ses
voisins. L'introduction de données spatiales dans le processus permet la génération
de régions qui sont plus proches de celles réellement observées sur l'image. Nous
nous sommes tournés vers l'algorithme de segmentation SLIC ([Achanta 2012]) qui
génère un ensemble de régions locales perceptuellement cohérentes appelées super-
pixels. Cette approche est en eﬀet réputée pour sa capacité à produire des régions
compactes et qui adhèrent bien aux contours de l'image. Ce résultat est directement
8.1. Conclusion 155
lié à l'utilisation d'une approche de partitionnement de type K-moyenne dans une
fenêtre de recherche de petite taille, ce qui permet d'utiliser à la fois des données
couleurs et spatiales.
Notre contribution a porté sur l'adaptation du SLIC à la structure particulière des
images de documents. En eﬀet, le SLIC original requiert le paramétrage du nombre
initial de superpixels. Nous avons donc proposé une approche qui initialise de ma-
nière automatique cette valeur en fonction du contenu des documents. Ces images
contiennent de grandes régions homogènes qui peuvent contenir de grands super-
pixels sans perdre d'informations. Au contraire, les zones pour lesquelles le gradient
est fort (zone de premier-plan) nécessitent une segmentation beaucoup plus précise,
et par conséquent plus de superpixels, et plus petits. Après avoir séparé les éléments
se trouvant probablement au premier-plan, de ceux du fond, des superpixels de dif-
férentes tailles sont initialisés et placés sur l'image.
Le challenge a alors été le regroupement des régions locales en couches couleur
globales. Cette étape implique la déﬁnition de règles de fusion, et de critères d'arrêt
qui peuvent être délicats à mettre en place. Une image en haute résolution contient
énormément de détails, ce qui complexiﬁe les traitements. Nous avons alors proposé
une analyse multi-résolution pour percevoir les éléments du document à diﬀérents
niveaux de détails. Les couleurs principales sont ainsi extraites en basse résolution
où l'on observe uniquement la structure globale du document. Les résolutions plus
élevées sont ensuite utilisées pour aﬃner les résultats de la segmentation. Nous avons
noté qu'une analyse multi-résolution était pertinente dans ce contexte car elle per-
met d'imiter le comportement visuel humain.
Le tableau 8.1 résume l'ensemble des mesures de performances des approches pré-
sentées dans ce mémoire. Au vu des résultats présentés, nous recommandons la
combinaison de diﬀérentes sources d'informations pour obtenir une segmentation
précise des images de documents administratifs. Une bonne segmentation néces-
site au minimum des données spatiales et colorimétriques. De plus, un processus
manipulant à la fois des données locales et globales est à préférer à une approche
uniquement globale. En eﬀet, cela le rend moins sensible aux variations locales.
L'approche multi-résolution proposée dans ce mémoire répond aux limites que nous
nous sommes imposées qui étaient le traitement de documents génériques, de ma-
nière automatique, et non supervisée. Une approche possible pour l'améliorer serait
de piloter la segmentation à partir des structures logiques attendues. Cela implique-
rait cependant une étape de reconnaissance qui serait appliquée en parallèle de la
segmentation. Cette étape devrait être guidée par des connaissances a priori décri-
vant les éléments recherchés.
Les perspectives scientiﬁques de ces travaux vont maintenant être discutées dans
la section 8.2. Nous listerons dans la section 8.3 quelques applications qui pour-
raient bénéﬁcier des informations supplémentaires fournies par cette segmentation.
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Précision Rappel


















(méthode de fusion basée
sur l'étude du voisinage) 0.92 0.94
Analyse multi-résolution 0.85 0.97
TABLEAU 8.1  Tableau récapitulatif des performances des approches évaluées lors
de ces travaux de recherche.
8.2 Perspectives scientiﬁques
Ces travaux ont ouvert la voie à de nouvelles pistes d'exploration :
 aﬀectation des pixels à plusieurs couches ;
 interaction avec l'utilisateur ;
 apprentissage et paramétrage automatique ;
 dégradés de couleurs et textures.
8.2.1 Aﬀectation des pixels à plusieurs couches
Actuellement, chaque pixel de l'image ne peut appartenir qu'à une seule couche
couleur. Or en cas de superpositions, les points localisés dans la zone de chevau-
chement devraient appartenir à plusieurs éléments logiques. Ces régions présentent
la plupart du temps des variations colorimétriques importantes dûes aux mélanges
des encres utilisées. La teinte qui en résulte est parfois très éloignée des couleurs
originales. Les pixels qui sont associés à cette zone sont donc susceptibles d'être
identiﬁés comme une couche couleur à part entière. La problématique réside dans la
détection de ces régions qu'il est très diﬃcile de séparer du bruit sans connaissances
a priori.
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Il serait donc intéressant de pouvoir aﬀecter un pixel à plusieurs couleurs. Cela im-
pliquerait d'être capable de reconnaître des régions logiques de haut-niveaux telles
que des mots, des paragraphes, des graphiques, etc. Tout l'enjeu n'est plus seulement
d'identiﬁer les couleurs dominantes, mais aussi de détecter des éléments homogènes
de par leurs caractéristiques.
En cas de doute, un pixel pourrait apparaître sur plusieurs couches. L'objectif étant
de favoriser la redondance, plutôt que la perte d'information. L'idéal serait cepen-
dant d'intégrer une approche basée sur la logique ﬂoue qui aﬀecterait ce pixel à une
couleur donnée avec un degré d'appartenance. Par la suite, la prise de décision serait
faite en combinant des informations provenant de diﬀérentes sources qui ne seraient
plus uniquement colorimétriques ou spatiales : contexte, texture, homogénéité des
caractéristiques, relations topologiques, etc.
8.2.2 Interaction avec l'utilisateur
La déﬁnition d'une couche couleur pertinente peut poser problèmes car elle est
dépendante de la qualité de la segmentation désirée, et de l'application. Segmenter
des documents hétérogènes de manière précise, dans le but d'en extraire un contenu
très riche, est très coûteux en temps de calculs. Dans un contexte industriel, cela
peut limiter l'utilisation de ce type d'approche, et ce d'autant plus qu'elle a pour ob-
jectif d'être appliquée comme pré-traitement. Dans la mesure où cela serait possible,
il pourrait être intéressant d'autoriser une interaction minimale avec un utilisateur.
Dans le cas de traitements par lots, cette interaction serait peu importante, car faite
une seule fois, et augmenterait grandement les performances des processus.
Plusieurs paramètres peuvent être ﬁxés. Au niveau des couleurs plus spéciﬁque-
ment, un utilisateur pourrait par exemple déﬁnir celles qui sont le plus contrastées
sur le document. Les zones de transition associées au bruit seraient ainsi plus fa-
cilement détectées et supprimées. Dans la mesure du possible, et si l'application le
permet, l'idéal serait de proﬁter au maximum des connaissances a priori. Si l'objectif
est l'extraction de régions spéciﬁques pour lesquelles la couleur, ou la localisation,
est connue, il pourrait être intéressant de limiter le processus de segmentation à ces
zones d'intérêt.
8.2.3 Apprentissage et paramétrage automatique
Les documents d'une même famille partagent des caractéristiques communes. Le
système pourrait proﬁter de cette redondance. Lorsqu'un document est rencontré
pour la première fois, l'idée serait de le segmenter une première fois grâce à notre
approche. Puis les paramètres qui ont conduits aux résultats seraient sauvegardés.
Si le système est capable d'identiﬁer un document similaire, l'intérêt serait d'utiliser
ces paramètres pour accélérer les traitements.
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Cela pourrait passer notamment par la construction d'un modèle qui injecterait
des connaissances a priori permettant de raﬃner la segmentation. Celles-ci pour-
raient être utilisées pour spécialiser le processus pour un type de document, et une
tâche donnée, tout en conservant le caractère générique de la segmentation. Une
autre application serait d'adapter de manière automatique les paramètres en fonc-
tion de la qualité des résultats. Cela passerait par une étape de validation avec un
utilisateur.
8.2.4 Dégradés de couleurs et textures
Les dégradés de couleurs sont relativement fréquents sur les images de documents
administratifs. On en rencontre par exemple souvent dans les colonnes de tableaux.
Actuellement, nous ne les prenons pas en compte. Cependant, il serait plus pertinent
de les considérer comme une classe de couleur à part. Une des perspectives futures
est donc leur détection, et leur intégration dans la segmentation. Cette approche
pourrait être ensuite étendue à la gestion des textures. Une idée serait d'intégrer
des caractéristiques géométriques supplémentaires. En eﬀet, la plupart du temps,
les dégradés forment des régions globalement de forme rectangulaire, variant peu
localement d'un point de vue colorimétrique , et dont la distance couleur entre les
deux extrema est élevée
8.3 Applications industrielles futures possibles
Notre approche est une segmentation bas-niveau qui est appliquée juste après
la numérisation, et avant la phase de reconnaissance et de lecture du texte. Nous
fournissons en sortie un ensemble d'images binaires : une pour chaque couche cou-
leur. Ces images peuvent être ensuite réinjectées dans la chaîne de traitement clas-
sique. Mais elles possèdent des informations colorimétriques supplémentaires qui
pourraient être utilisées pour améliorer les processus traditionnels, ou encore pour
proposer de nouveaux services.
Nous avons ainsi identiﬁés plusieurs applications futures possibles qui sont résu-
mées ci-dessous :
 description et indexation ;
 traitement d'une couche particulière ;
 amélioration de la segmentation ;
 localisation d'information.
Description et indexation : La segmentation en couches couleur permet d'iden-
tiﬁer un nombre réduit de couleurs principales sur les images de documents. Ces
couleurs peuvent être utilisées comme des descripteurs pour des tâches de recon-
naissance et d'indexation. L'intérêt est que les documents sont généralement très
codiﬁés. Malgré des variations, les documents d'une même famille contiennent de
grandes régions de couleurs similaires localisées globalement aux mêmes endroits.
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(a) Image originale. (b) Image binarisée (Approche Otsu).
(c) Couche rose extraite à partir de la segmen-
tation basée sur le SLIC adaptatif et l'analyse
multi-résolution.
(d) Couche bleue extraite à partir de la seg-
mentation basée sur le SLIC adaptatif et l'ana-
lyse multi-résolution.
FIGURE 8.1  Les éléments de couleurs diﬀérentes apparaissent sur diﬀérentes couches
couleur contrairement à une binarisation traditionnelle.
Traitement d'une couche particulière : Une fois les couches couleur obtenues,
il est possible de ne traiter que celles qui sont pertinentes pour un objectif donné.
Plusieurs applications peuvent en découler : binarisation intelligente, compression,
segmentation, etc.
Amélioration de la segmentation : Une binarisation traditionnelle ne permet
pas de séparer des éléments de couleurs diﬀérentes qui se chevauchent (Figure 8.1b).
Cela peut être source d'erreurs de segmentation et de reconnaissance. Au contraire,
dans une représentation sous forme de couches couleur, ces éléments apparaissent
sur des couches diﬀérentes (Figure 8.1), qui peuvent être traitées de manière indé-
pendante. La ﬁgure 8.1d montre le résultat de la segmentation de la couche associée
à l'écriture manuscrite, qui peut être transmise à un outil de reconnaissance de texte
sans les peignes qui se trouvent sur une autre couche (Figure 8.1c).
Localisation d'information : Certaines applications d'analyse de documents
doivent localiser des données spéciﬁques sur un document. Sur ce type d'images, la
couleur est généralement porteuse de sens. Sur la ﬁgure 8.2a, les régions contenant
des montants sont identiﬁables par les labels qui leur sont associées, et qui ont une
couleur bien spéciﬁque. Il arrive souvent que des éléments soient mis en évidence
en les soulignant (Figure 8.2). Suivant l'application désirée, une segmentation en
couches couleur pourraient aider à extraire ces données, permettant une localisation
des régions d'intérêt (Figures 8.2b et 8.2d).
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(a) Image originale. (b) Couche rouge.
(c) Image originale. (d) Couche associée au stabylo.
FIGURE 8.2  La couleur peut fournir des informations permettant de localiser des
éléments spéciﬁques du document.
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La segmentation consiste à partitionner une image en régions exploitables pour
un objectif donné.
La Figure A.1 présente la taxonomie des algorithmes de segmentation bas-niveaux
proposée par [Vantaram 2012]. Ceux-ci ont identiﬁé deux catégories d'approches
manipulant des données provenant de sources diﬀérentes :
 Les approches colorimétriques ;
 Les approches spatio-colorimétriques.
Les approches colorimétriques sont basées sur l'hypothèse qu'une région colorimé-
triquement homogène dans l'image peut être associée à un sous-ensemble particulier
de points ayant des caractéristiques proches dans l'espace couleur. Elles ne tiennent
pas compte de l'organisation spatiale des points à travers l'image étudiée. Ces ap-
proches sont généralement très sensibles au bruit.
Malgré les dégradations introduites par la présence de bruit, un pixel partage un
certain nombre de caractéristiques proches avec son voisinage. Les approches spatio-
colorimétriques combinent à la fois des données couleurs et spatiales aﬁn de rendre
la segmentation plus robuste.
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FIGURE B.1  Ensemble de documents administratifs réels fournis par notre parte-
naire industriel, partie 1.




FIGURE B.2  Ensemble de documents administratifs réels fournis par notre parte-





FIGURE B.3  Ensemble de documents administratifs réels fournis par notre parte-
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Segmentation de documents administratifs en couches couleur.
Résumé : Les entreprises doivent traiter quotidiennement de gros volumes de documents papiers de toutes
sortes. Automatisation, traçabilité, alimentation de systèmes d’informations, réduction des coûts et des délais
de traitement, la dématérialisation a un impact économique évident. Pour respecter les contraintes industrielles,
les processus historiques d’analyse simplifient les images grâce à une séparation fond/premier-plan. Cependant,
cette binarisation peut être source d’erreurs lors des étapes de segmentation et de reconnaissance. Avec l’amé-
lioration des techniques, la communauté d’analyse de documents a montré un intérêt croissant pour l’intégration
d’informations colorimétriques dans les traitements, ceci afin d’améliorer leurs performances. Pour respecter le
cadre imposé par notre partenaire privé, l’objectif était de mettre en place des processus non supervisés. Notre
but est d’être capable d’analyser des documents même rencontrés pour la première fois quels que soient leurs
contenus, leurs structures, et leurs caractéristiques en termes de couleurs. Les problématiques de ces travaux
ont été d’une part l’identification d’un nombre raisonnable de couleurs principales sur une image ; et d’autre
part, le regroupement en couches couleur cohérentes des pixels ayant à la fois une apparence colorimétrique très
proche, et présentant une unité logique ou sémantique. Fournies sous forme d’un ensemble d’images binaires,
ces couches peuvent être réinjectées dans la chaîne de dématérialisation en fournissant une alternative à l’étape
de binarisation classique. Elles apportent en plus des informations complémentaires qui peuvent être exploitées
dans un but de segmentation, de localisation, ou de description. Pour cela, nous avons proposé une segmentation
spatio-colorimétrique qui permet d’obtenir un ensemble de régions locales perceptuellement cohérentes appelées
superpixels, et dont la taille s’adapte au contenu spécifique des images de documents. Ces régions sont ensuite
regroupés en couches couleur globales grâce à une analyse multi-résolution.
Mots clés : document administratif, couleur, quantification couleur, segmentation non-supervisée, couche couleur,
superpixels, analyse multi-résolutions
Segmentation of administrative document images into color layers.
Abstract: Industrial companies receive huge volumes of documents everyday. Automation, traceability, feeding
information systems, reducing costs and processing times, dematerialization has a clear economic impact. In
order to respect the industrial constraints, the traditional digitization process simplifies the images by performing
a background/foreground separation. However, this binarization can lead to some segmentation and recognition
errors. With the improvements of technology, the community of document analysis has shown a growing interest
in the integration of color information in the process to enhance its performance. In order to work within the scope
provided by our industrial partner in the digitization flow, an unsupervised segmentation approach was chosen.
Our goal is to be able to cope with document images, even when they are encountered for the first time, regardless
their content, their structure, and their color properties. To this end, the first issue of this project was to identify a
reasonable number of main colors which are observable on an image. Then, we aim to group pixels having both
close color properties and a logical or semantic unit into consistent color layers. Thus, provided as a set of binary
images, these layers may be reinjected into the digitization chain as an alternative to the conventional binarization.
Moreover, they also provide extra-information about colors which could be exploited for segmentation purpose,
elements spotting, or as a descriptor. Therefore, we have proposed a spatio-colorimetric approach which gives a
set of local regions, known as superpixels, which are perceptually meaningful. Their size is adapted to the content
of the document images. These regions are then merged into global color layers by means of a multiresolution
analysis.
Keywords: administrative document, color, color quantization, unsupervised segmentation, color layer, super-
pixels, multiresolution analysis
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