We postpone to another occasion the proof of THEOREM 7. Let the function f(x) be of class CO on a closed bounded interval E, and let pn(x) (0 f (x) on E) be a polynomial of degree n which for some p, 0 < p < 1, minimizes (3). Let f(x) -pn(X) have zeros of respective inultiplicities Kj, 1 < j < r, and let Kj* be the smallest integer > f(1 -p) Kj] and which for zeros interior to E is also of the same parity as Kp. Then we have 2Kj* > n. (20) As an illustration here, suppose all Kj are unity; at each end point of E we have K* = 0, so (20) is precisely the condition that the number of strong sign-changes of f -p be greater than n.
The conditions developed in Theorems 3, 6, and 7 are necessary but in the judgment of the writers (which is still to be confirmed) are close to sufficient.
There are numerous differences between approximation (i) on a closed bounded interval E andl'2 (ii) on a real finite set Em. In (ii) every juxtapolynomial is extremal with p = 1 and suitable weight function, but not in (i), as is shown by the example f(x) = X2, n = 0, E: 0 < x < 1; compare (19) . In (i) the conditions derived become progressively stronger for juxtapolynomials and extremal polynomials with increasing p, namely 0 < p < 1, p = 1, p > 1; in (ii) (for suitable weight function) the conditions are weakest for p = 1, stronger for 0 < p < 1, still stronger for p > 1. In (ii) the conditions are independent of p, 0 < p < 1, but not in (i). In (i) the extremal polynomial for p = 1 is unique, but not necessarily in (ii).
The present writers plan to continue this study, by considering further both necessary and sufficient conditions for best approximation to functions not necessarily continuous, using weight functions and more general real point sets.
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be satisfied. Then there exist polynomials Pn (Z, l/z) in z and I z of respective degrees n such that
(3) Here and below, the letter A with subscript denotes a positive constant independent of n and z, a constant which may change from one usage to another.
The functions f,(z) are analytic and satisfy (2) in some closed annular subregion D1 of D bounded by two rectifiable Jordan curves J1 to which E is interior and J2
interior to E, with 0 interior to J2. For z interior to D1 the function fA(z) is represented as the sum of two integrals taken in the positive sense with respect to D1:
wherefnl (z) is analytic throughout the interior of J1 andf,2(z) is analytic throughout the exterior of J2, even at infinity. Let g(z) denote Green's function with pole at infinity for the exterior of E, and let the locus g(z) = log a (a > 1) be generically denoted by C,; let go(z) denote Green's function with pole at 0 for the interior of E, and let the locus go(z) = log a (a > 1) be generically denoted by C,0. From (2) and (5) follow the inequalities
respectively on any closed set interior to J1 and on any closed set exterior to J2;
we choose these sets to be closed Jordan regions containing E bounded respectively by suitably chosen CQ and CQ.O There exists [ §4.5 of reference 1 ] for every n a sequence of polynomials Pnk(Z) in z of respective degrees k = 1, 2, . . ., defined by interpolation to fnl(z) in points of some C, near E, and a sequence of polynomials Qnk(l/Z) in I/z of respective degrees k, defined by interpolation to f.2(z) in points of some C.0 near E, such that we have by (6) Ifni
where A5 is independent of k, n, and z.
From (4) and (7) we may now write
with Pnk(Z, 1/z) Pnk(z) + Qnk(1/z) and with the positive integer X so chosen that P1 > R. By (1) In particular, if D contains both E and the interior of E, only polynomials in z and in w respectively may be involved.
If E and E1 are arbitrary analytic Jordan curves, there exist regions D and D, and an infinity of transformations of the kind required, even if D contains both E and its interior. Either E or E1 may be chosen as the unit circle: COROLLARY 1. Let E be an analytic Jordan curve of the z-plane containing z = 0 in its interior, let the en satisfy the conditions of Theorem 1, and let the image of E tunder a one-to-one conformal map be E1: Iwi = 1. The class of functions f(z) that can be approximated on E by polynomials in z and 1/z of respective degrees n with degree of approximation O(en) is identical with the class of the transforms offunctions fi(w) that can be approximated on E1 by polynomials in w and 17w of respective degrees n with degree of approximation O(c,).
In particular, if the map transforms the interior of E onto the interior of E1 one-to-one and conformally, only polynomials in z and in w respectively may be involved.
Choice of E in Corollary 1 as IZI = 1 gives COROLLARY 2. Under the conditions of the first or second part of Corollary 1, the class of functions f(z) involved is invariant under a one-to-one conformal transformation which maps E1 onto itself.
It is readily shown [compare Lemma 2 of reference 4] that a one-to-one analytic map with nonvanishing derivative of an analytic Jordan curve onto another is oneto-one and analytic in suitable regions containing those curves in their respective interiors.
Corollaries 1 and 2 are of especial significance in that they refer to the unit circle E1: wi = 1, on which any polynomial in w and 1/w of degree n is also a trigonometric polynomial in 0 = arg w of order n, and conversely, by virtue of the Euler relations wk = eike = cos kO + i sin kO. Moreover approximation on E1 to a real function by polynomials in w and 17w of degree n is equivalent to approximation on E1 by real trigonometric polynomials of order n, with the same degree of approximation. Thus we have THEOREM 3. If E, satisfies the conditions of Theorem 1, the class of real functions of period 2er that can be approximated by trigonometric polynomials of respective orders n with degree of approximation O(n,,) is invariant under one-to-one analytic map x' = ,0(x) of the axis of reals onto itself with nonvanishing derivative and with +(x + 2wr) 4(x) + 2ir.
Further, if this map is of power series type when interpreted on the unit circumference, the class offunctions of period 27r that can be approximated by trigonometric polynomials of respective orders n of power series type with degree of approximation O(en) is invariant.
If in Theorem 3 we have ei = 1/nP + a, where p is a nonnegative integer and o < a < 1, the class of functions f(x) involved is the class for whichf(P) (x) exists and satisfies a Lipschitz condition in x of order a, as is known by the Bernstein-JacksonMontel-de la Vall6e Poussin theory; for this class the invariance is easy to prove. But with such a choice as En = 1/n log n (n > 2), the invariance is by no means obvious. Zygmund has introduced special classes of functions characterized by in = 1/n' + 1 in Theorem 3, namely the class of functions possessing continuous derivatives of the kth order satisfying a uniform condition
the invariance also of these classes follows from Theorem 3. The analogous classes on an arbitrary analytic Jordan curve were introduced and studied by Walsh and Elliott.3 Theorem 1 refers to the Tchebycheff measure of approximation both in hypothesis (1) and conclusion (3). However, the conclusion persists if (1) (9) and (10). In the proof we need to derive (2) as a consequence of such an inequality as (10); here the above standard inequalities yield 1Pn(Z, 1/z) |PdzI < Ao,
( 1 1) whence [Lemma of reference 2] we have ipn(z, 1/z)j < Alps, P > 1, (12) for z in the annular region bounded by the curves C. and CQp0 used in the proof of Theorem 1. Hardy and Littlewood have introduced classes of functions whose kth derivatives satisfy integrated pth power (p > 1) Lipschitz conditions of order a, 0 < a < 1; if E is analytic these classes are characterized by (10) with en = 1/nk + a. Proofs in the trigonometric case were provided by Quade, in the case of analytic functions (where the integrated Lipschitz conditions are taken with respect to arc length) by Walsh and Russell.4 The proof of (10) from (9) establishes anew4 the invariance of these classes under suitable conformal transformation. There are corresponding results for trigonometric and polynomial approximation to functions whose kth derivatives satisfy an integrated pth power Zygmund condition, in the case of polynomial approximation with respect to arc length; the class of functions is likewise invariant.
If the Corollary to Theorem 1 is modified so that (1) and (3) are replaced not by inequalities involving line integrals as in (9) and (10) but surface integrals:
taken over the interior E* of E, the conclusion persists. Likewise the analogs of the latter part of Corollary 1 to Theorem 2 and of the latter part of Theorem 3 are valid. In the modified proof we derive p,,(z) IP dS < A4 (15) as a consequence of (14), whence [ §5.3, Lemma 2; §2.1, Theorem 2; §4.60 Lemma, all of reference 1 ] we have Pn(Z)f .< Ak5ai, 1 < p < 0, (16) throughout the interior of the curve C. used in the proof of Theorem 1.
In the important case p = 2, E: I z = 1, the sum of the first n + 1 terms of the Maclaurin development of f(z), with the hypothesis of the second part of Corollary 1 to Theorem 2, is the polynomial Pn(Z) of degree n of best approximation to f(z) on both E and E*. There is then a close relation6 between the two measures of best approximation, say the first members Mn2 and Mn*2 of (10) and (14), namely' Mn*2 < Mn2/2 (n + 2). ,uz*2 < Al Mn*2 < AlMn2/2 (n + 2) < A2Mn 2/2 (n + 2).
Thus (17) is invariant under conformal transformation, subject to an additional constant factor on the right.
The derivation of (17) and (18) also applies to approximation on E: IzI = 1 and E* by harmonic polynomials, which on E is equivalent to approximation by trigonometric polynomials. Throughout this paper, positive continuous weight functions can be inserted in such inequalities as (1) , (3), (9), (10), (13), (14), (17), (18) without altering the truth of our conclusions. DEDICATED TO MARSTON MORSE as one of a series of articles so dedicated by a number of associates cooperating to honor his mathematical achievements.
