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Nonsmooth Composite Matrix Optimization: Strong Regularity,
Constraint Nondegeneracy and Beyond
Ying Cui · Chao Ding
Abstract The nonsmooth composite matrix optimization problem (CMatOP), in particular, the matrix
norm minimization problem, is a generalization of the matrix conic programming problem with wide
applications in numerical linear algebra, computational statistics and engineering. This paper is devoted
to the characterization of the strong regularity for the CMatOP via the generalized strong second-order
sufficient condition and constraint nondegeneracy for problems with nonsmooth objective functions. The
derived result supplements the existing characterization of the strong regularity for the constrained
optimization problems with twice continuously differentiable data.
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1 Introduction
Matrix conic programming is a class of optimization problems with matrix cone constraints, in particular,
the positive semidefinite constraint. Being an extension of the classical nonlinear programming, this
subject has now grown into a fruitful discipline in optimization, including deep and rich mathematical
theory, a bunch of efficient and robust solvers [33,36,42,41] and a wide range of important applications
in combinatorial optimization [5] and control theory [1].
A natural generalization of the matrix conic programming problem is the matrix norm minimization
problem. Starting from the nuclear norm formulation of the low rank matrix completion problem [7,27],
there is a growing list of algorithms and applications in such nonsmooth matrix optimization problems
that also involve the spectral norm or the general matrix Ky Fan k-norm function [39,37,6] in the
objective. Denote Rn as the real n-dimensional space and Sn as the set of all n× n symmetric matrices.
A general form of the nonsmooth composite matrix optimization problems (CMatOPs) can be written
as
minimize
x∈X
Φ(x) , f(x) + φ ◦ λ(g(x))
subject to h(x) = 0,
(1)
where X and Y are two given finite dimensional Euclidean spaces, f : X → R is a twice continuously
differentiable function, g : X → Sn and h : X → Y are twice continuously differentiable mappings,
and φ : Rn → (−∞,+∞] is a symmetric function (i.e., for any u ∈ Rn, φ(Pu) = φ(u) for any n × n
permutation matrix P ). Here λ( • ) denotes the vector of eigenvalues for a symmetric matrix with the
components being arranged in the non-increasing order. Obviously the function φ◦λ only depends on the
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spectrum of a given matrix, and is thus called the spectral function in the literature. There is a one-to-one
correspondence between the spectral function and the so-called orthogonal-invariant matrix function, i.e.,
the matrix function that is invariant under orthogonal similarity transformations [19]. Notice that if the
function φ is taken to be the indicator function over the nonnegative orthant, the problem (1) reduces
to the nonlinear semidefinite programming problem.
One fundamental concept in the sensitivity analysis and perturbation theory is the so-called strong
regularity, which is originally introduced by Robinson [29] for generalized equations; see Section 4 for
its definition. The Karush-Kuhn-Tucker (KKT) optimality condition of the conventional nonlinear pro-
gramming problem with twice continuously differentiable data can be formulated as a special generalized
equation, whose strong regularity at a KKT solution is known to be equivalent to the strong second-order
sufficient condition and the constraint nondegeneracy (when restricted to the nonlinear programming
problem, the constraint nondegeneracy reduces to the linear independence constraint qualification) [29,
15]; see also [4, Proposition 5.38]. This result has been further generalized to the nonlinear semidefinite
programming problems in [34]. For a general class of C2-reducible problems where the constraint nonde-
generacy holds, the strong regularity is further proved to be equivalent to the Lipschitzian full stability
[23].
The non-polyhedrality of the matrix cone distinguishes the nature of the matrix conic programming
from the classical nonlinear programming, where the constraints of the latter problems are given by
finitely representable equalities and inequalities. As one can expect, such a distinction is carried to the
sensitivity analysis of the CMatOPs and makes it a worthwhile effort for a deep investigation. In contrast
to the relative long history of the theoretical research of the matrix conic programming, the sensitivity
analysis of the nonsmooth composite matrix optimization program still stays at an early stage. It turns
out that one can rewrite (1) via its epigraphical formulation
minimize
X∈X, t∈R
f(X) + t
subject to h(X) = 0, (g(X), t) ∈ epi (φ ◦ λ),
(2)
which transforms the original problem into a matrix conic programming problem. However, such a
transformation itself is inadequate for drawing the whole picture of the sensitivity results of the CMatOPs,
with the following two reasons. One, besides that of the semidefinite programming, the characterization
of the strong regularity for other matrix conic programming problems, such as the one involves the
epigraph of the Ky Fan k-norm cone, is in fact unknown. Two, the reformulation in (2) lifts the original
problem from X to X × R. Even if given the answer raised by the first point, it still needs the effort to
bring those characterization back to the space X.
In this paper, we characterize the strong regularity of the solution to the KKT system of (1) for the
case where φ is piecewise affine. To accomplish this task, we study nonsmooth counterparts of the second-
order sufficient condition and the constraint nondegeneracy via the second-order variational analysis of
the spectral functions. The adopted approach is a departure from [23] that based on the second-order
subdifferential of the extended value function Φ(X)+δQ(h(X)), where δQ(h( • )) is the indicator function
of h( • ) over Q, i.e., δQ(h(X)) equals to 0 if h(X) ∈ Q and +∞ otherwise. With a main focus on the
characterization of the full stability in the above mentioned reference, the resulting equivalent conditions
involves the limiting coderivative of epi (φ ◦ λ), whose calculation itself might be complicated.
The rest of the paper is organized as follows. Section 2 summarizes some useful variational properties
of eigenvalues and piecewise affine functions. In Section 3, we investigate the properties of proximal
mappings associate with spectral functions that are important to the subsequent analysis. The main
result of this paper on the characterization of the strong regularity for the CMatOPs is presented in
Section 4. An example of CMatOPs involving the largest eigenvalue of a symmetric matrix is used to
illustrate the derived results in Section 5. We conclude our paper in the final section.
Unless otherwise specified in the paper, we use plain small Latin letters (e.g., x and y) to represent
scalars, small Latin letters in boldface (e.g., x) to represent vectors and capital Latin letters (e.g., X) to
represent matrices. We also use Greek letters (e.g., α, β and ι) to denote the index sets and blackboard
bold letters (e.g., Rn and On) to denote spaces or sets. For X ∈ Rn×n, diag(X) denotes the column
vector consisting of all the diagonal entries of X being arranged from the first to the last. For x ∈ Rn,
Diag(x) denotes the n× n diagonal matrix whose i-th diagonal entry is xi for i = 1, . . . , n. We write On
as the set of all n× n orthogonal matrices, and en as the n-dimensional vector of all ones.
2
2 Preliminaries and background results
2.1 Variational analysis of the eigenvalues
Let X ∈ Sn be an arbitrary symmetric matrix. Suppose that X has the following eigenvalue decomposi-
tion
X = U Diag (λ1(X), · · · , λn(X)) U
⊤, (3)
where λ1(X) ≥ · · · ≥ λn(X) are the eigenvalues of X arranged in the non-increasing order and U is a
matrix of the corresponding orthonormal eigenvectors. We denote the set of all matrices U satisfying (3)
as On(X). We also use λ(X) to denote the vector whose i-th entry is λi(X). Let v1(X) > v2(X) > . . . >
vr(X) be the distinct eigenvalues of X arranged in the decreasing order. Define
αl := {i ∈ {1, . . . , n} |λi(X) = vl(X)} , l = 1, . . . , r. (4)
For each i ∈ {1, . . . , n}, we denote ki(X) as the number of eigenvalues that equal to λi(X) but are ranked
before i (including i) and oi(X) as the number of eigenvalues that equal to λi(X) but are ranked after i
(excluding i). That is, the scalars ki(X) and oi(X) satisfy
λ1(X) ≥ . . . ≥ λi−ki(X)(X) > λi−ki(X)+1(X) = . . . = λi(X) = . . . = λi+oi(X)(X)
> λi+oi(X)+1(X) ≥ . . . ≥ λn(X). (5)
In the subsequent discussions, when the dependence of ki and oi on X can be easily seen from the
context, we often drop X for simplicity.
In the following, we summarize some results about the properties of the eigenvalues that are essential
in our subsequent discussions. The first result is Ky Fan’s inequality [17].
Lemma 1 Let Y and Z be two matrices in Sn. Then
〈Y, Z〉 ≤ λ(Y )⊤λ(Z) ,
where the equality holds if and only if Y and Z admit a simultaneous ordered eigenvalue decomposition,
i.e., there exists an orthogonal matrix U ∈ On such that
Y = UΛ(Y )U⊤ and Z = UΛ(Z)U⊤.
The next lemma is about the directional differentiability of the eigenvalue function, which can be
found in, for example, [18, Theorem 7] and [35, Proposition 1.4].
Lemma 2 Let X ∈ Sn have the eigenvalue decomposition in (3). Then for any Sn ∋ H → 0, we have
λi(X +H)− λi(X)− λki(U
⊤
αlHUαl) = O(‖H‖
2), i ∈ αl, l = 1, . . . , r,
where for each i ∈ {1, . . . , n}, ki is defined in (5). Hence, for any given direction H ∈ S
n, the eigenvalue
function λi(·) is directionally differentiable at X with the directional derivative λ′i(X ;H) = λki(U
⊤
αlHUαl)
for any i ∈ αl, l = 1, . . . , r.
Let l ∈ {1, . . . , r} be fixed. Consider the following eigenvalue decomposition of the symmetric matrix
U⊤αlHUαl ∈ S
|αl|:
U⊤αlHUαl = RΛ(U
⊤
αlHUαl)R
⊤,
where R ∈ O|α
l|. Denote the distinct eigenvalues of U⊤αlHUαl by v˜1 > v˜2 > . . . > v˜r˜. Define
α˜j :=
{
i ∈ {1, . . . , |αl|} | λi(U
⊤
αlHUαl) = v˜j
}
, j = 1, . . . , r˜.
For each i ∈ αl, let k˜i ∈ {1, . . . , |αl|} and l˜ ∈ {1, . . . , r˜} be such that
k˜i := kki(U
⊤
αlHUαl) and k˜i ∈ α˜
l˜,
where ki is defined by (5).
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Let Z and Z′ be two finite dimensional real Euclidean spaces. We say that a function Φ : Z → Z′ is
(parabolic) second-order directionally differentiable at z ∈ Z, if Φ is directionally differentiable at z and
for any h,w ∈ Z,
lim
t↓0
Φ(z+ th+ 12 t
2w)− Φ(z) − t Φ ′(z;h)
1
2 t
2
exists.
In this case, the above limit is said to be the (parabolic) second-order directional derivative of Φ at z
along the directions h and w, which we denote as Φ′′(z;h,w). The following proposition, which has its
source from [35, Proposition 2.2], provides an explicit formula of the (parabolic) second-order directional
derivative of the eigenvalue function.
Lemma 3 Let X ∈ Sn have the eigenvalue decomposition (3). Then for any H,W ∈ Sn,
λ′′i (X ;H,W ) = λk˜i
(
R⊤
α˜l˜
U⊤αl
[
W − 2H(X − λiIn)
†H
]
UαlRα˜l˜
)
, i ∈ αl, l ∈ {1, . . . , r},
where Z† ∈ Rp×p is the Moore-Penrose pseudo-inverse of the square matrix Z ∈ Rp×p.
2.2 Properties of convex piecewise affine functions
Let φ : Rn → (−∞,+∞] be a proper convex piecewise affine function, i.e., φ is a convex function whose
nonempty effective domain can be represented as the union of finitely many polyhedral sets, relative
to each of which φ(x) is an affine function (cf. [32, Definition 2.47]). Such a function is also called a
polyhedral convex function by Rockafellar [31, Section 19]. Let φ be a proper convex piecewise affine
function with the polyhedral effective domain
domφ :=
{
x ∈ Rn | ψ(x) := max
1≤i≤q
{〈bi,x〉 − di} ≤ 0
}
(6)
for some {(bi, di) ∈ Rn × R}
q
i=1 with a positive integer q. It is known from [32, Theorem 2.49] that φ
can be expressed in the form of
φ(x) = max
1≤i≤p
{
〈ai,x〉 − ci
}
︸ ︷︷ ︸
denoted as φ1(x)
+ δdomφ(x)︸ ︷︷ ︸
denoted as φ2(x)
, x ∈ Rn (7)
for some {(ai, ci) ∈ Rn × R}
p
i=1 with a positive integer p. We call {a
i}pi=1 and {b
i}qi=1 the bases of φ1
and φ2, respectively.
We denote the set of all n × n permutation matrices as Pn. Recall that the function φ is called
symmetric over Rn if for any Q ∈ Pn and any x ∈ Rn, it holds that φ(x) = φ(Qx). The following
proposition characterizes the symmetric piecewise affine function.
Proposition 1 Let φ : Rn → (−∞,∞] be a given proper convex piecewise affine function. Then the
function φ is symmetric over Rn if and only if its decomposed components φ1 : R
n → R and φ2 : Rn →
(−∞,∞] in (7) satisfy the following conditions:
φ1(x) = max
1≤i≤p
{
max
Q∈Pn
{
〈Qai,x〉 − ci
}}
,
domφ =
{
x ∈ Rn | max
1≤i≤q
{
max
Q∈Pn
{
〈Qbi,x〉 − di
}}
≤ 0
}
,
∀ x ∈ Rn. (8)
Proof “⇐=” Suppose that φ1 and φ2 satisfy the conditions in (8). Consider any x ∈ Rn and Q′ ∈ Pn. If
x /∈ domφ, then there exist biˆ ∈ Rn, diˆ ∈ R and Q̂ ∈ P
n such that
〈Q̂biˆ,x〉 − diˆ > 0.
Since (Q′)⊤Q′ = I, we have 〈
Q′Q̂biˆ , Q′x
〉
− diˆ > 0.
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By noting that Q′Q̂ ∈ Pn, we conclude that Q′x /∈ domφ, which implies that
φ(x) = φ(Q′x) = +∞.
Otherwise if x ∈ domφ, we deduce that
max
1≤i≤q
{
max
Q∈Pn
{
〈Qbi, Q′x〉 − di
}}
= max
1≤i≤q
{
max
Q∈Pn
{
〈Q′⊤Qbi,x〉 − di
}}
= max
1≤i≤q
{
max
Q′⊤Q∈Pn
{
〈Q′⊤Qbi,x〉 − di
}}
≤ 0,
which implies that Q′x ∈ domφ. Moreover, we have
φ(Q′x) = φ1(Q
′x) = max
1≤i≤p
{
max
Q∈Pn
{
〈Qai, Q′x〉 − ci
}}
= max
1≤i≤p
{
max
Q∈Pn
{
〈Q′⊤Qai,x〉 − ci
}}
= max
1≤i≤p
{
max
Q′⊤Q∈Pn
{
〈Q′⊤Qai,x〉 − ci
}}
= φ1(x) = φ(x).
Thus, we know that φ is symmetric over Rn.
“=⇒” Assume that φ is a proper convex piecewise affine function with the decomposition in (7).
Denote
Z :=
{
x ∈ Rn
∣∣∣∣ max1≤i≤q
{
max
Q∈Pn
{
〈Qbi,x〉 − di
}}
≤ 0
}
.
Obviously Z ⊆ domφ. Suppose that x ∈ domφ is arbitrarily chosen . It follows from the symmetric
property of φ that 〈
Qbi,x
〉
− di =
〈
bi, Q⊤x
〉
− di ≤ 0, ∀ Q ∈ P
n, ∀ i = 1, . . . , q ,
which shows that x ∈ Z. Therefore, we have domφ = Z.
Denote
φ(x) := max
1≤i≤p
{
max
Q∈Pn
{
〈Qai,x〉 − ci
}}
, x ∈ domφ.
It is clear that φ(x) ≤ φ(x) for any x ∈ domφ. On the other hand, for any x ∈ domφ, there exist
i¯ ∈ {1, . . . , p} and Q ∈ Pn such that
φ(x) =
〈
Qai¯, x
〉
− c i¯ =
〈
ai¯, Q
⊤
x
〉
− c i¯ ≤ max
1≤i≤p
{〈
ai, Q
⊤
x
〉
− ci
}
= φ(Q
⊤
x).
Finally, since φ is symmetric over Rn, we have φ(Q
⊤
x) = φ(x). Thus, we know from the above inequality
that φ(x) ≤ φ(x) for any x ∈ domφ. Therefore, we know that φ(x) = φ(x) for any x ∈ domφ. The proof
is completed. ⊓⊔
Remark 1 It is easy to verify from Proposition 1 that if a proper convex piecewise affine function φ is
symmetric, then both of its components φ1 and φ2 in (7) are symmetric.
To proceed, we denote
Di :=
{
x ∈ domφ | 〈aj ,x〉 − cj ≤ 〈a
i,x〉 − ci, ∀ j = 1, . . . , p
}
, i = 1, . . . , p.
It follows from [24, Proposition 3.2] that domφ =
⋃
i=1,...,p
Di. For any x ∈ domφ, we further denote the
following two index sets:
ι1(x) := {1 ≤ i ≤ p | x ∈ Di} and ι2(x) := {1 ≤ i ≤ q | 〈b
i,x〉 − di = 0}. (9)
It is known that the pointwise-max function φ1 in (7) and ψ in (6) are directionally differentiable
everywhere with the following directional derivatives (see, e.g., [4, Example 2.68])
φ′1(x;h) = max
i∈ι1(x)
〈ai,h〉 and ψ′(x;h) = max
i∈ι2(x)
〈bi,h〉, h ∈ Rn. (10)
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Denote ∂f as the subgradient of a convex function f . It also holds that
∂φ1(x) = conv{a
i, i ∈ ι1(x)} and ∂φ2(x) = Ndomφ(x) = cone{b
i, i ∈ ι2(x)}, (11)
where ‘conv C’ and ‘cone C’ stand for the convex hall and conic hall of a given nonempty closed set C,
respectively (if ι2(x) = ∅, then ∂φ2(x¯) = {0}). Therefore, for any given y ∈ ∂φ1(x) and z ∈ ∂φ2(x), we
are able to define the following two index sets
η1(x,y) :=
{
i ∈ ι1(x) |
∑
i∈ι1(x)
ui a
i = y,
∑
i∈ι1(x)
ui = 1, 0 < ui ≤ 1
}
,
η2(x, z) :=
{
i ∈ ι2(x) |
∑
i∈ι2(x)
uib
i = z, ui > 0
}
.
(12)
The following corollary is a direct consequence of Proposition 1.
Corollary 1 The following two statements hold.
(i) For any i ∈ ι1(x), j ∈ ι2(x) and Q ∈ Pnx (i.e., Qx = x), there exist i
′ ∈ ι1(x) and j′ ∈ ι2(x) such
that ai
′
= Qai and bj
′
= Qbj, respectively.
(ii) For any i ∈ η1(x,y), j ∈ η2(x, z), Q1 ∈ Pnx ∩ P
n
y and Q
2 ∈ Pnx ∩ P
n
z , there exist i
′ ∈ η1(x,y) and
j′ ∈ η2(x, z) such that ai
′
= Q1 ai and bj
′
= Q2 bj, respectively.
Let Z be a finite dimensional Euclidean space and ̟ : Z → (−∞,∞] be a proper closed convex
function. The Moreau envelop and proximal mapping of ̟ are defined by
χ̟(z) := min
w∈Z
{
̟(w) +
1
2
‖w− z‖2
}
and Pr̟(z) := argmin
w∈Z
{
̟(w) +
1
2
‖w − z‖2
}
, z ∈ Z. (13)
It is known that Pr̟ is globally Lipschitz continuous with modulus 1 [32, Proposition 12.19]. The
directional derivative of the proximal mapping is closely related to the critical cone associated with the
generalized equation z ∈ ∂̟(z), which is defined as
C(z¯; ∂̟(z)) := {d ∈ Rn | ̟′(z;d) = 〈z¯ − z, d〉} .
The following proposition shows the directional derivative of the proximal mappings associated with ∂φ1
and ∂φ2. Necessary and sufficient conditions for them to be F(re´chet)-differentiable are also provided.
Proposition 2 Let φ1 : R
n → R and φ2 : R
n → (−∞,∞] by given by (7). Then the following two
properties hold for the corresponding proximal mappings Prφ1 : R
n → Rn and Prφ2 : R
n → Rn.
(i) Prφ1 and Prφ2 are directionally differentiable everywhere with the directional derivatives
Pr′φ1(x;h) = argmin
d∈Rn
{
‖d− h‖2 | d ∈ C(x; ∂φ1(Prφ1(x)))
}
Pr′φ2(x;h) = argmin
d∈Rn
{
‖d− h‖2 | d ∈ C(x; ∂φ2(Prφ2(x)))
} x,h ∈ Rn. (14)
(ii) Let the index sets ι1, ι2, η1 and η2 be given by (9) and (12), respectively. Then Prφ1 is F-differentiable
at x if and only if
η1 ( Prφ1(x), x− Prφ1(x) ) = ι1 ( Prφ1(x) ) ;
similarly, Prφ2 is F-differentiable at x if and only if
η2 ( Prφ2(x), x− Prφ2(x) ) = ι2 ( Prφ2(x) ) .
Moreover, under the above two conditions, the derivatives Pr′φ1(x) and Pr
′
φ2(y) are given by
Pr′φ1(x)h = argmin
d∈Rn
{
‖d− h‖2 | 〈d, ai − aj〉 = 0, i, j ∈ ι1 ( Prφ1(x) )
}
Pr′φ2(x)h = argmin
d∈Rn
{
‖d− h‖2 | 〈d,bi〉 = 0, i ∈ ι2 ( Prφ2(x) )
} x,h ∈ Rn. (15)
Proof Statement (i) follows from [3, Proposition 7.1 and Theorem 7.2]. To prove statement (ii), we first
note that based on similar arguments of [16, Corollary 4.1.2], Prφ1 and Prφ2 are F(re´chet)-differentiable
at x and y if and only if the critical cones C(x; ∂φ1(Prφ1(x))) and C(y; ∂φ2(Prφ2(x))) are two linear
subspaces in Rn. The stated results then follow from [25, Proposition 3.2].
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3 Variational analysis of spectral functions
In this section, we study several important variational properties of the spectral function θ ≡ φ ◦ λ for a
symmetric piecewise affine function φ. According to the decomposition of φ = φ1+φ2 in (7), the function
θ can be decomposed as
θ(X) = φ1 ◦ λ(X)︸ ︷︷ ︸
denoted as θ1(X)
+ φ2 ◦ λ(X)︸ ︷︷ ︸
denoted as θ2(X)
, X ∈ Sn. (16)
The following lemma on the subdifferentials of spectral functions can be found in [20,21],
Lemma 4 Let φ : Rn → (−∞,+∞] be a proper closed convex and symmetric function. Let X ∈ Sn have
the eigenvalue λ(X) in domφ. Let W ∈ Sn. Then W ∈ ∂(φ ◦λ)(X) if and only if λ(W ) ∈ ∂φ(λ(X)) and
there exists U ∈ On(X) ∩On(W ). In fact, ∂(φ ◦ λ)(X) = {UDiag(µ)U⊤ | µ ∈ ∂g(λ(X)), U ∈ On(X)}.
In the following two subsections, we characterize the tangent sets, critical cones and the so-called
sigma term associated with θ1 and θ2, respectively. Since the analysis of θ1 and θ2 are similar, we only
give the detailed proof of the results for θ1; the properties of θ2 are presented without proof.
3.1 Variational properties of θ1
We first study the variational properties of the spectral function θ1 = φ1 ◦ λ.
The tangent set and its lineality space. Let X ∈ Sn be given. Since θ1 is Lipschitz continuous on
Sn, it follows from [4, Proposition 2.58] that the tangent cone Tepi θ1(X, θ1(X)) of the epigraph epi θ1 at
(X, θ1(X)) ∈ epi θ1 is given by
Tepi θ1(X, θ1(X)) = epi θ
′
1(X ; • ) =
{
(H,h) ∈ Sn × R | θ′1(X ;H) ≤ h
}
.
The lineality space of Tepi θ1(X, θ1(X)), i.e., the largest linear subspace contained in Tepi θ1(X, θ1(X)), is
given by
lin(Tepi θ1
(
X, θ1(X))
)
:= Tepi θ1(X, θ1(X)) ∩
[
−Tepi θ1(X, θ1(X))
]
=
{
(H, y) ∈ Sn × R | θ′1(X ;H) ≤ h ≤ −θ
′
1(X;−H)
}
=
{
(H, y) ∈ Sn × R | θ′1(X ;H) = h = −θ
′
1(X;−H)
}
,
where the last equality follows from [31, Theorem 23.1]. We consider the following linear subspace
T linθ1 (X) :=
{
H ∈ Sn | θ′1(X ;H) = −θ
′
1(X ;−H)
}
. (17)
Let {αl}rl=1 be the index sets given by (4) with respect to X. Define the index set
E˜ := {l ∈ {1, . . . , r} | ∃ i, j ∈ αl such that (aw)i 6= (aw)j for some w ∈ ι1(λ(X))},
where ι1(λ(X)) is the set defined in (9) with respect to λ(X). The following proposition characterizes
T linθ1 (X).
Proposition 3 Let H ∈ Sn. Then H ∈ T linθ1 (X) implies the existence of scalars {ρ̂l}l∈E˜ such that
U
⊤
αlHUαl = ρ̂l I|αl| for any U ∈ O
n(X). In fact,
H ∈ T linθ1 (X) ⇐⇒
[
〈λ′(X ;H), ai − aj〉 = 0, ∀ i, j ∈ ι1(λ(X))
]
.
Proof Notice that for any H ∈ Sn and U ∈ On(X),
λ′(X;H) =
(
λ(U
⊤
α1HUα1), . . . , λ(U
⊤
αrHUαr )
)⊤
,
λ′(X;−H) =
(
λ(−U
⊤
α1HUα1), . . . , λ(−U
⊤
αrHUαr )
)⊤
.
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For each 1 ≤ l ≤ r, we have λ(−U
⊤
αlHUαl) = −λ
↑(U
⊤
αlHUαl). Moreover, we obtain from the symmetry
of φ that for each permutation matrix Q ∈ Pn
λ(X)
, i.e., Qλ(X) = λ(X),
φ′(λ(X);h) = φ′(λ(X);Qh), ∀h ∈ Rn.
Therefore, θ′1(X;H) = φ
′
1(λ(X);λ
′(X;H)) = sup
z∈∂φ1(λ(X))
〈z, λ′(X ;H)〉 and
−θ′1(X;−H) = −φ
′
1(λ(X);λ
′(X ;−H)) = −φ′1(λ(X);−λ
′(X ;H))
= − sup
z∈∂φ1(λ(X))
〈z,−λ′(X;H)〉 = inf
z∈∂φ1(λ(X))
〈z, λ′(X ;H)〉.
We thus derive from (17) that H ∈ T linθ1 (X) if and only if 〈z, λ
′(X ;H)〉 is invariant over z ∈ ∂φ1(λ(X)).
The claimed results then follow from (11), Lemma 2 and Corollary 1. ⊓⊔
The critical cone. Suppose that Y ∈ ∂θ1(X). Then the critical cone of ∂θ1(X) at X + Y is defined as
C(X + Y ; ∂θ1(X)) :=
{
H ∈ Sn | θ′1(X ;H) = 〈Y ,H〉
}
. (18)
For each l ∈ {1, . . . , r}, we further partition the index set αl into {βlk}
sl
k=1 such that each β
l
k contains
one distinct eigenvalue of Y , i.e.,{
λi(Y ) = λj(Y ) if i, j ∈ βlk,
λi(Y ) > λj(Y ) if i ∈ βlk, j ∈ β
l
k′ and k, k
′ ∈ {1, . . . , sl} with k < k′.
(19)
We also denote
E l := {k ∈ {1, . . . , sl} | ∃ i, j ∈ βlk such that (a
w)i 6= (aw)j for some w ∈ η1(λ(X), λ(Y ))}, (20)
where η1(λ(X), λ(Y )) is the index set defined in (12) with respect to λ(X) and λ(Y ). The characterization
of the critical cone C(X + Y ; ∂θ1(X)) is provided in the following proposition.
Proposition 4 Suppose that (X,Y ) ∈ gph∂θ1 and U ∈ O
n(X) ∩ On(Y ). If H ∈ C(X + Y ; ∂θ1(X)),
then the following three properties hold:
(i) for each l ∈ {1, . . . , r}, U
⊤
αlHUαl has the following block diagonal structure:
U
⊤
αlHUαl = Diag
(
(U
⊤
αlHUαl)βl
1
βl
1
, . . . , (U
⊤
αlHUαl)βlslβ
l
sl
)
;
(ii) 〈λ′(X;H), ai〉 = 〈λ′(X ;H), aj〉 = max
κ∈ι1(λ(X))
〈λ′(X ;H), aκ〉, ∀ i, j ∈ η1(λ(X), λ(Y ));
(iii) for each l ∈ {1, . . . , r} and k ∈ E l, there exists a scalar ρlk such that
(
U
⊤
αlHUαl
)
βl
k
βl
k
= ρlkI|βl
k
|.
In fact, H ∈ C(X + Y ; ∂θ1(X)) if and only if for any i, j ∈ η1(λ(X), λ(Y )),〈
diag(U
⊤
HU), ai
〉
=
〈
diag(U
⊤
HU), aj
〉
= max
κ∈ι1(λ(X))
〈
λ′(X ;H), aκ
〉
, (21)
where the index sets η1 and ι1 are defined in (12) and (9), respectively.
Proof It follows from Ky Fan’s inequality in Lemma 1 that for any H ∈ Sn,
〈Y ,H〉 = 〈Λ(Y ), U
⊤
HU〉 =
r∑
l=1
〈Λ(Y )αlαl , U
⊤
αlHUαl〉
≤
r∑
l=1
〈λ(Y )αl , λ(U
⊤
αlHUαl)〉 = 〈λ(Y ) , λ
′(X ;H)〉 (22)
≤ sup
z∈∂φ1(λ(X))
〈
z, λ′(X;H)
〉
= θ′1(X ;H). (23)
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Therefore, in order for H ∈ C(X + Y ; ∂θ1(X)), the equalities in (22) and (23) must hold.
Consider the inequality in (22). For each l ∈ {1, . . . , r}, we know from Ky Fan’s inequality that the
equality in (22) holds if and only if there exists Rl ∈ O|α
l| such that
Λ(Y )αlαl = R
lΛ(Y )αlαl(R
l)⊤ and U
⊤
αlHUαl = R
lΛ(U
⊤
αlHUαl)(R
l)⊤,
where Rl has the following block diagonal structure:
Rl = Diag
(
Rl1, . . . , R
l
sl
)
with Rlk ∈ O
|βl
k
|, k = 1, . . . , sl.
Here {βlk}
sl
k=1 is defined in (19). The statement (i) thus follows.
In order for the equality in (23) holds, we must have 〈λ(Y ), λ′(X ;H)〉 = sup
z∈∂φ1(λ(X))
〈z, λ′(X;H)〉,
which implies the statement (ii).
On the other hand, for each l ∈ {1, . . . , r}, if k ∈ E l, then there exist i, j ∈ βlk such that (a
w)i 6= (aw)j
for some w ∈ η1(λ(X), λ(Y )). Consider the n× n permutation matrix Qi,j satisfying
(Qi,jaw)z =

(aw)j if z = i,
(aw)i if z = j,
(aw)z otherwise,
z = 1, . . . , n.
Since λi(X) = λj(X) and λi(Y ) = λj(Y ), it is clear that Q
i,jλ(X) = λ(X) and Qi,jλ(Y ) = λ(Y ). It
then follows from Corollary 1 that there exists w′ ∈ η1(λ(X), λ(Y )) such that a
w′ = Qi,jaw. Therefore,
we derive from (ii) that
〈λ′(X ;H), aw − aw
′
〉 = (λ′i(X ;H)− λ
′
j(X ;H))((a
w)i − (a
w)j) = 0,
which implies that
λ′i(X ;H) = λ
′
j(X;H).
For any i′ ∈ βlk with i
′ 6= i and i′ 6= j, if (aw)i′ 6= (aw)i, by replacing i by i′ and j by i in the above
argument, we obtain that
λ′i′ (X;H) = λ
′
i(X ;H) = λ
′
j(X;H);
otherwise if (aw)i′ = (a
w)i, then by replacing i by i
′ in the above argument, we can also obtain the above
equality. Consequently, we know that for any k ∈ E l, there exists some ρlk ∈ R such that for any i ∈ β
l
k,
λ′i(X ;H) = ρ
l
k,
which, together with Lemma 2, shows the property (ii).
To establish the last statement of this proposition, we observe that for each l ∈ {1, . . . , r}, if k /∈ E l,
then for any w ∈ η1(λ(X), λ(Y )), there exists a scalar ρ˜lk such that
(aw)i = (a
w)j = ρ˜
l
k, ∀ i, j ∈ β
l
k,
which yields
〈λ′(X,H), aw〉 =
r∑
l=1
( ∑
k∈El
〈
λ′(X,H)βl
k
, (aw)βl
k
〉
+
∑
k/∈El
〈
λ′(X,H)βl
k
, (aw)βl
k
〉)
=
r∑
l=1
( ∑
k∈El
〈
ρlke|βl
k
|, (a
w)βl
k
〉
+
∑
k/∈El
〈
λ((U
⊤
αlHUαl)βl
k
βl
k
), ρ˜lke|βl
k
|
〉)
=
r∑
l=1
( ∑
k∈El
〈
ρlke|βl
k
|, (a
w)βl
k
〉
+
∑
k/∈El
ρ˜lk trace
(
(U
⊤
αlHUαl)βl
k
βl
k
))
=
r∑
l=1
( ∑
k∈El
〈
diag
(
(U
⊤
αlHUαl)βl
k
βl
k
)
, (aw)βl
k
〉
+
∑
k/∈El
〈
diag
(
(U
⊤
αlHUαl)βl
k
βl
k
)
, ρ˜lk e|βl
k
|
〉)
=
〈
diag(U
⊤
HU), aw
〉
.
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Conversely, suppose that H ∈ Sn satisfies (21). We have
〈Y ,H〉 = 〈Λ(Y ), U
⊤
HU〉 = 〈λ(Y ), diag(U
⊤
HU)〉 =
∑
i∈η1(λ(X),λ(Y ))
ui〈a
i, diag(U
⊤
HU)〉 = θ′1(X ;H),
which shows that H ∈ C(X + Y ; ∂θ1(X)). The proof of this proposition is thus completed. ⊓⊔
Based on the above proposition, we can further characterize the affine hull of C(X+Y ; ∂θ1(X)), which
we denoted as aff (C(A; ∂θ1(X))). The proof can be directly obtained from Proposition 4. For simplicity,
we omit the details here.
Proposition 5 Suppose that (X,Y ) ∈ gph ∂θ1 and U ∈ On(X) ∩On(Y ). Then H ∈ aff (C(A; ∂θ1(X)))
if and only if it satisfies the the properties (i) and (iii) in Proposition 4, and
〈diag(U
⊤
HU), ai〉 = 〈diag(U
⊤
HU), aj〉, ∀ i, j ∈ η1(λ(X), λ(Y )). (24)
The sigma term. Suppose that Y ∈ ∂θ1(X). Let H ∈ C(X + Y , ∂θ1(X)) be arbitrarily given. Since φ1
is Lipschitz continuous, we know from [2, Lemma 3.1] that θ1 is (parabolic) second-order directionally
differentiable with the second-order directional derivative
̥X,H(W ) := θ
′′
1 (X;H,W ) = φ
′′
1 (λ(X);λ
′(X ;H), λ′′(X ;H,W )), W ∈ Sn. (25)
Moreover, it is easy to see that ̥X,H : S
n → R is convex. We define the sigma term associated with
the spectral function θ1 = φ1 ◦ λ at Y ∈ ∂θ1(X) as the conjugate function (cf. [31] for the definition) of
̥X,H at Y , that is, we consider the function
̥∗
X,H
(Y ) = sup
W∈Sn
{
〈W,Y 〉 −̥X,H(W )
}
.
The proposition below characterizes the property of ̥∗
X,H
.
Proposition 6 Suppose that (X,Y ) ∈ gph∂θ1 and U ∈ On(X) ∩On(Y ). Denote v¯1 > v¯2 > · · · > v¯r as
the distinct eigenvalues of X. Let H ∈ C(X + Y , ∂θ1(X)) be given. Then
̥∗
X,H
(Y ) = 2
r∑
l=1
〈Λ(Y )αlαl , U
⊤
αlH(X − v¯lI)
†HUαl〉, (26)
where for each l ∈ {1, . . . , r}, (X − v¯lI)
† is the Moore-Penrose pseudo-inverse of X − v¯lI.
Proof For any W ∈ Sn, we have
〈W,Y 〉 = 〈W,UΛ(Y )U
⊤
〉 = 〈U
⊤
WU,Λ(Y )〉
=
r∑
l=1
〈Λ(Y )αlαl , U
⊤
αlWUαl〉 =
r∑
l=1
〈Λ(Y )αlαl , U
⊤
αl(W − 2H(X − v¯lI)
†H)Uαl〉
+2
r∑
l=1
〈Λ(Y )αlαl , U
⊤
αlH(X − v¯lI)
†HUαl〉.
It follows from [4, Example 2.68] that
φ′′1 (λ(X);λ
′(X ;H), λ′′(X;H,W )) = max
i∈ξ1(λ(X),λ′(X;H))
〈λ′′(X ;H,W ), ai〉,
where ξ1(λ(X), λ
′(X;H)) ⊆ ι1(λ(X)) is defined by
ξ1(λ(X), λ
′(X;H)) :=
{
i ∈ ι1(λ(X)) | 〈λ
′(X;H), ai〉 = max
j∈ι1(λ(X))
〈λ′(X ;H), aj〉
}
.
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We then have
̥∗
X,H
(Y ) = sup
W∈Sn
{
〈W,Y 〉 − φ′′1 (λ(X);λ
′(X ;H), λ′′(X ;H,W ))
}
= 2
r∑
l=1
〈Λ(Y )αlαl , U
⊤
αlH(X − v¯lI)
†HUαl〉
+ sup
W∈Sn
{ r∑
l=1
〈Λ(Y )αlαl , U
⊤
αl(W − 2H(X − v¯lI)
†H)Uαl〉 − max
i∈ξ1(λ(X),λ′(X;H))
〈λ′′(X;H,W ), ai〉︸ ︷︷ ︸
denoted as Ξ(W )
}
.
Therefore, in order to prove this proposition, it suffices to show that sup
W∈Sn
Ξ(W ) = 0. In fact, since
H ∈ C(X+Y , ∂θ1(X)), we know from Proposition 4(i) that for each l ∈ {1, . . . , r}, there exists Rl ∈ O|α
l|
such that
Λ(Y )αlαl = R
lΛ(Y )αlαl(R
l)⊤ and U
⊤
αlHUαl = R
lΛ(U
⊤
αlHUαl)(R
l)⊤.
Therefore, for any W ∈ Sn and l ∈ {1, . . . , r},〈
Λ(Y )αlαl , U
⊤
αl(W − 2H(X − v¯lI)
†H)Uαl
〉
=
〈
Λ(Y )αlαl , (R
l)⊤U
⊤
αl(W − 2H(X − v¯lI)
†H)UαlR
l
〉
=
r˜∑
l˜=1
〈
(Λ(Y )αlαl)α˜l˜α˜l˜ , (R
l
α˜l˜
)⊤U
⊤
αl
[
W − 2H(X − v¯lI)
†H
]
UαlR
l
α˜l˜
〉
≤
r˜∑
l˜=1
∑
i∈α˜l˜
λi(Y )λi
(
R⊤
α˜l˜
U
⊤
αl
[
W − 2H(X − v¯lI)
†H
]
UαlRα˜l˜
)
=
∑
i∈αl
λi(Y )λ
′′
i (X;H,W ),
where the first inequality follows from Ky Fan’s inequality in Lemma 1 and the last equality is due
to Lemma 3. Since λ(Y ) ∈ ∂φ1(λ(X)), we know from (11) that there exists {ui ∈ [0, 1]}i∈ι1(λ(X))
with
∑
i∈ι1(λ(X))
ui = 1 such that λ(Y ) =
∑
i∈ι1(λ(X))
ui a
i. It then follows from Proposition 4 (ii) that if
H ∈ C(X + Y , ∂θ1(X)), then
η1(λ(X), λ(Y )) ⊆ ξ1(λ(X), λ
′(X ;H)),
where the index set η1(λ(X), λ(Y )) is defined in (12). We then derive
Ξ(W ) ≤
r∑
l=1
∑
i∈αl
λi(Y )λ
′′
i (X;H,W )− max
i∈ξ1(λ(X),λ′(X;H))
〈λ′′(X ;H,W ), ai〉
=
〈 ∑
i∈ι1(λ(X))
ui a
i, λ′′(X ;H,W )
〉
− max
i∈ξ1(λ(X),λ′(X;H))
〈λ′′(X;H,W ), ai〉
≤
∑
i∈η1(λ(X),λ(Y ))
ui〈λ
′′(X ;H,W ), ai〉 − max
i∈ξ1(λ(X),λ′(X;H))
〈λ′′(X;H,W ), ai〉
≤
∑
i∈η1(λ(X),λ(Y ))
ui max
i∈η1(λ(X),λ(Y ))
〈λ′′(X ;H,W ), ai〉 − max
i∈ξ1(λ(X),λ′(X;H))
〈λ′′(X;H,W ), ai〉
= max
i∈η1(λ(X),λ(Y ))
〈λ′′(X ;H,W ), ai〉 − max
i∈ξ1(λ(X),λ′(X;H))
〈λ′′(X;H,W ), ai〉 ≤ 0.
On the other hand, it is easy to see that Ξ(Ŵ ) = 0 if
U
⊤
αl Ŵ Uαl = 2U
⊤
αlH(X − v¯lI)
†HUαl , l = 1, . . . , r.
Therefore, we know that sup
W∈Sn
Ξ(W ) = 0. This completes the proof of the proposition. ⊓⊔
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Remark 2 In fact, for any given X ∈ Sn and any Y ,H ∈ Sn (not necessary in C(X + Y , ∂θ1(X))), we
can define the function Υ 1
X
: Sn × Sn → R as the right side of (26), i.e.,
Υ 1
X
(
Y ,H
)
:= 2
r∑
l=1
〈Λ(Y )αlαl , U
⊤
αlH(X − v¯lI)
†HUαl〉, (27)
where U ∈ On(X) ∩On(Y ). Notice that if Y ∈ ∂θ1(X), it holds that
Υ 1
X
(
Y ,H
)
= −2
∑
1≤l<l′≤r
∑
i∈αl
∑
j∈αl′
λi(Y )− λj(Y )
λi(X)− λj(X)
(U
⊤
αlHUαl′ )
2
ij . (28)
Since for any i ∈ αl and j ∈ αl
′
with 1 ≤ l < l′ ≤ r,
λi(Y )− λj(Y )
λi(X)− λj(X)
≥ 0, we conclude that
Υ 1
X
(
Y ,H
)
≤ 0, ∀H ∈ Sn.
3.2 Variational properties of θ2
In this subsection, we present analogue results with respect to the function θ2. Recall the definition of
the convex piecewise affine function ψ in (6). For notational simplicity, we denote ζ := ψ ◦ λ as the
spectral function associated with ψ. Thus, the function θ2 can be viewed as the the indictor function of
the closed convex set K that is defined in the following way
K := {X ∈ Sn | λ(X) ∈ domφ} = {X ∈ Sn | ζ(X) ≤ 0} . (29)
Let X ∈ K be given. Denote NK(X) as the normal cone of K at X ∈ Sn in the sense of convex analysis
[31]. In the rest of the paper, we assume the following Slater condition for the closed convex set K.
Assumption 1 There exists X˜ ∈ K such that ζ(X˜) < 0.
It is worth mentioning that the above assumption automatically holds for many interesting matrix opti-
mization problems, such as the negative semidefinite programming (where K is the negative semidefinite
matrix cone).
Recall the index sets {αl}rl=1 given by (4) with respect to X . Three variational properties with respect
to θ2 are in order.
The tangent cone and its lineality space. Let X ∈ K be such that ζ(X) = 0. Since ζ : Sn → R is a
closed convex function, it follows from [4, Proposition 2.61] that the tangent cone TK(X) of the closed
convex set K is given by
TK(X) :=
{
H ∈ Sn | ζ′(X ;H) ≤ 0
}
.
Let ι2(λ(X)) be the index set defined by (9) with respect to λ(X), i.e.,
ι2(λ(X)) = {1 ≤ i ≤ q | 〈b
i, λ(X)〉 − di = 0}.
It then follows from [4, Example 2.68] that for any H ∈ Sn,
ζ′(X;H) = ψ′(λ(X);λ′(X ;H)) = max
i∈ι2(λ(X))
〈bi, λ′(X;H)〉.
Thus, the tangent cone TK(X) of the convex set K can be re-written as
TK(X) =
{
H ∈ Sn | 〈bi, λ′(X ;H)〉 ≤ 0, ∀ i ∈ ι2(λ(X))
}
. (30)
Moreover, the corresponding lineality space lin(TK(X)) of TK(X) is given by
lin(TK(X)) := TK(X) ∩ (−TK(X)) =
{
H ∈ Sn | ζ′(X;H) ≤ 0 ≤ −ζ′(X;−H)
}
=
{
H ∈ Sn | ζ′(X;H) = −ζ′(X ;−H) = 0
}
, (31)
12
where the last equality follows from [31, Theorem 23.1]. Define the index set
F˜ := {l ∈ {1, . . . , r} | ∃ i, j ∈ αl such that (aw)i 6= (aw)j for some w ∈ ι2(λ(X))}.
By employing similar arguments in the proof of Proposition 3, we obtain the following characterization
of lin(TK(X)) based on Corollary 1.
Proposition 7 Let H ∈ Sn. Then H ∈ lin(TK(X)) implies the existence of scalars {ρ˜l}l∈F˜ such that for
any V ∈ On(X),
V
⊤
αl H V αl = ρ˜l I|αl|.
In fact,
H ∈ lin(TK(X)) ⇐⇒
[
〈λ′(X;H),bi〉 = 0, ∀ i ∈ ι2(λ(X))
]
.
The critical cone. Let X ∈ K and Z ∈ NK(X). The critical cone of NK(X) at X + Z is defined by
C(X + Z;NK(X)) := TK(X) ∩ Z
⊥
=
{
H ∈ Sn | ζ′(X;H) ≤ 0, 〈Z,H〉 = 0
}
. (32)
For each l ∈ {1, . . . , r}, similar to the definition of the index sets βlk in (19), we use the notation {γ
l
k}
tl
k=1
to further partition the set αl based on the eigenvalue of Z as{
λi(Z) = λj(Z) if i, j ∈ γlk and k ∈ {1, . . . , tl},
λi(Z) > λj(Z) if i ∈ γlk, j ∈ γ
l
k′ and k, k
′ ∈ {1, . . . , tl} with k < k′.
(33)
Recall the index set η2(λ(X), λ(Z)) defined in (12) with respect to λ(X) and λ(Z). For each l ∈ {1, . . . , r},
define the index set
Fl := {k ∈ {1, . . . , tl} | ∃ i, j ∈ γlk such that (b
w)i 6= (bw)j for some w ∈ η2(λ(X), λ(Z))}. (34)
The following result on the characterization of C(X+Z;NK(X)) can be obtained similarly as Proposition
4 for θ1. For brevity, we omit the proof here.
Proposition 8 Suppose that (X,Z) ∈ gphNK and V ∈ On(X)∩On(Z). If H ∈ C(X+Z;NK(X)), then
the following three conditions hold:
(i) for each l ∈ {1, . . . , r}, V
⊤
αlHV αl has the following block diagonal structure, i.e.,
V
⊤
αlHV αl = Diag
(
(V
⊤
αlHV αl)γl
1
γl
1
, · · · , (V
⊤
αlHV αl)γl
tl
γl
tl
)
;
(ii) 〈λ′(X;H),bi〉 = max
j∈ι2(λ(X))
〈λ′(X ;H),bj〉 = 0, ∀ i ∈ η2(λ(X), λ(Y ));
(iii) for each l ∈ {1, . . . , r} and k ∈ Fl, there exists a scalar ρlk ∈ R such that (V
⊤
αlHV αl)γl
k
γl
k
= ρlk I|γl
k
|.
In fact, H ∈ C(X + Z;NK(X)) if and only if for any i ∈ η2(λ(X), λ(Z)),
〈diag(V
⊤
HV ),bi〉 = max
j∈ι2(λ(X))
〈λ′(X ;H),bj〉 = 0,
where the index set η2 and ι2 are defined in (12) and (9).
The results below on the characterization of the affine hull of the critical cone C(X + Z;NK(X))
follows from Proposition 8.
Proposition 9 Suppose that (X,Z) ∈ gphNK. Let V ∈ O
n(X) ∩ On(Z). Then H ∈ aff (C(X +
Z;NK(X))) if and only if it satisfies the properties (i) and (iii) in Proposition 8, and for any i ∈
η2(λ(X), λ(Z)),
〈diag(V
⊤
HV ),bi〉 = 0,
where the index set η2(λ(X), λ(Z)) ⊆ ι2(λ(X)) is defined in (12) with respect to λ(X) and λ(Z).
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The sigma term. Suppose that (X,Z) ∈ gphNK. Let H ∈ C(X+Z,NK(X)) be arbitrarily given. Since
ζ : Sn → R is Lipschitz continuous, we know from [2, Lemma 3.1] that ζ is (parabolic) second-order
directionally differentiable and for any W ∈ Sn,
ζ′′(X ;H,W ) = ψ′′(λ(X);λ′(X;H), λ′′(X ;H,W )).
Since K is C2-cone reducible (see [4, Definition 3.135] for the definition) and Assumption 1 holds, the
second-order tangent set of K at X along H is given by
T 2K(X,H) = {W ∈ S
n | ζ′′(X ;H,W ) ≤ 0}.
As in the conventional conic programming, the sigma term associated with K is defined as the support
function of its second-order tangent set, whose explicit expression is given in the following proposition.
The proof can be obtained in a similar fashion as that of Proposition 6.
Proposition 10 Suppose that (X,Z) ∈ gphNK and V ∈ O
n(X) ∩ On(Z). Let H ∈ C(X + Z;NK(X))
be given. Then the support function of T 2K(X,H) at Z takes the following form
δ∗
T 2
K
(X,H)
(Z) = 2
r∑
l=1
〈Λ(Z)αlαl , V
⊤
αlH(X − v¯lI)
†HV αl〉. (35)
Remark 3 Similarly as that for θ1, for any given X ∈ Sn, define the function Υ 2X : NK(X)× S
n → R as
the value of the right side of (35), i.e.,
Υ 2
X
(
Z,H
)
:= 2
r∑
l=1
〈Λ(Z)αlαl , V
⊤
αlH(X − v¯lI)
†HV αl〉, Z ∈ NK(X) and H ∈ S
n, (36)
where V ∈ On(X). If Z ∈ NK(X), then for V ∈ On(X) ∩On(Z),
Υ 2
X
(
Z,H
)
= −2
∑
1≤l<l′≤r
∑
i∈αl
∑
j∈αl′
λi(Z)− λj(Z)
λi(X)− λj(X)
(V
⊤
αlHV αl′ )
2
ij . (37)
Moreover, since for any i ∈ αl and j ∈ αl
′
with 1 ≤ l < l′ ≤ r,
λi(Z)− λj(Z)
λi(X)− λj(X)
≥ 0, we know that
Υ 2
X
(
Z,H
)
≤ 0, ∀H ∈ Sn.
4 Characterization of the strong regularity
This section is devoted to the characterization of the strong regularity of the solution to the KKT
optimality condition for problem (1). Based on the decomposition of θ in (16), we can rewrite problem
(1) as follows:
minimize
x∈X
f(x) + θ1(g(x))
subject to h(x) = 0,
g(x) ∈ K,
where the closed convex set K is given by (29). In fact, all the subsequent analysis does not require the
function g in the objective and constraint to be the same. In order to make the discussions more general,
we allow two different continuously differentiable functions g1 and g2 in this problem, i.e., we consider
the problem
minimize
x∈X
f(x) + θ1(g1(x))
subject to h(x) = 0,
g2(x) ∈ K.
(38)
The Lagrangian function L : X× Sn × Y× Sn → R of the above problem can be written as
L(x,y, Y, Z) := f(x) + 〈Y, g1(x)〉 + 〈y, h(x)〉 + 〈Z, g2(x)〉, (x,y, Y, Z) ∈ X× S
n × Y× Sn,
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yielding the following KKT optimality condition of (38):{
L′x(x,y, Y, Z) = 0, h(x) = 0,
Y ∈ ∂θ1(g1(x)), Z ∈ NK(g2(x)),
(39)
where L′x(x,y, Y, Z) is the partial derivative of L with respect to x. For any (x,y, Y, Z) ∈ X×Y×S
n×Sn
satisfying (39), we call x a stationary point, (y, Y, Z) the corresponding multiplier and (x,y, Y, Z) a KKT
point of (38), respectively. We also useM(x) to denote the set of multipliers (y, Y, Z) for any stationary
point x such that (x,y, Y, Z) is a KKT point.
The following concept of constraint nondegeneracy for the nonsmooth matrix optimization problem
(38) is adopted from Robinson [30], which reduces to the linear independence constraint qualification for
the conventional nonlinear programming problem.
Definition 1 The constraint nondegeneracy of problem (38) is defined as h
′(x)
g′1(x)
g′2(x)
X+
 {0}T linθ1 (g1(x))
lin (TK(g2(x)))
 =
 YSn
Sn
 , (40)
where the affine spaces T linθ1 (g1(x)) and lin (TK(g2(x))) are defined in (17) and (31).
Let x ∈ X be a stationary point of problem (38) and (y, Y , Z) ∈ M(x). SinceM(x) is nonempty, the
critical cone of (38) can be defined as
C(x) :=
{
d ∈ X
∣∣∣∣ h′(x)d = 0, g′1(x)d ∈ C(g1(x) + Y ; ∂θ1(g1(x))),
g′2(x)d ∈ C(g2(x) + Z;NK(g2(x)))
}
. (41)
where C(g1(x) + Y ; ∂θ1(g1(x))) and C(g2(x) + Z;NK(g2(x))) are the critical cones defined in (18) and
(32), respectively.
For notationally simplicity, we define the outer approximation set to C(x) with respect to (y, Y , Z) ∈
M(x) as
app(y, Y , Z) :=
{
d ∈ X
∣∣∣∣ h′(x)d = 0, g′1(x)d ∈ aff
(
C(g1(x) + Y ; ∂θ1(g(x)))
)
,
g′2(x)d ∈ aff
(
C(g2(x) + Z;NK(g2(x)))
)
}
. (42)
The following definition of the strong second-order sufficient condition of problem (38) generalizes the
concept from the conventional nonlinear programming introduced by Robinson [29] to the nonsmooth
matrix optimization.
Definition 2 Let x ∈ X be a stationary point of the problem (38). We say the strong second-order
sufficient condition holds at x if
sup
(y,Y ,Z)∈M(x)
{
〈d,L′′xx(x,y, Y , Z)d〉 − Υ
1
g1(x)
(
Y , g′1(x)d
)
− Υ 2g2(x)
(
Z, g′2(x)d
)}
> 0,
∀d ∈
⋂
(y,Y ,Z)∈M(x)
app(y, Y , Z) \ {0}.
(43)
Let x be a local optimal solution to (38) withM(x) 6= ∅. Then there exists (y, Y , Z) ∈ Y×Sn×Sn such
that the KKT condition (39) holds, i.e., (x,y, Y , Z) is a solution of the following generalized equation:
0 ∈

L′x(x,y, Y, Z)
h(x)
−g1(x)
−g2(x)
+

{0}
{0}
∂θ∗1(Y )
∂δ∗K(Z)
 , (44)
where δ∗K is the support function of the nonempty closed convex set K. The following concept of strong
regularity for a solution of the generalized equation (44) is adapted from Robinson [29].
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Definition 3 Let T ≡ X × Y × Sn × Sn. We say that (x,y, Y , Z) ∈ T is a strongly regular solution of
the generalized equation (44) if there exist neighborhoods U of the origin 0 and V of (x,y, Y , Z) such
that for every δ ∈ U , the following generalized equation
δ ∈

L′x(x,y, Y, Z)
h(x)
−g1(x)
−g2(x)
+

{0}
{0}
∂θ∗1(Y )
∂δ∗K(Z)
 (45)
has a unique solution in V , denoted by SV(δ), and the mapping SV : U → V is Lipschitz continuous.
In fact, the solution of the generalized equation (44) can be viewed as the solution of the following
nonsmooth equation
F (x,y, Y, Z) :=

L′x(x,y, Y, Z)
h(x)
g1(x)− Prθ1(g1(x) + Y )
g2(x) −ΠK(g2(x) + Z)
 = 0, (46)
where Prθ1 : S
n → Sn is the proximal mapping of θ1 and ΠK : Sn → Sn is the metric projection
onto K. The function F is said to be a locally Lipschitz homeomorphism near S if there exists an open
neighborhood U such that the restricted mapping S|U : U → S(U) is Lipschitz continuous and bijective,
and its inverse is also Lipschitz continuous. The following result on the relationship between the strong
regularity of (44) and the locally Lipschitz homeomorphism of F in (46) can be obtained directly from
their definitions.
Lemma 5 Suppose that F (x,y, Y , Z) = 0. Then F is a locally Lipschitz homeomorphism near (x,y, Y , Z)
if and only if (x,y, Y , Z) is a strongly regular solution of the generalized equation (44).
Let S = (x,y, Y , Z) ∈ T be such that F (x,y, Y , Z) = 0. By [8, Lemma 1], we know that W ∈
∂F (x,y, Y , Z) (respectively, W ∈ ∂BF (x,y, Y , Z)) if and only if there exist S1 ∈ ∂Prθ1(g1(x) + Y )
(respectively, S1 ∈ ∂BPrθ1(g1(x) + Y )) and S
2 ∈ ∂ΠK(g2(x) +Z) (respectively, S2 ∈ ∂BΠK(g2(x) +Z))
such that for any (△x,△y,△Y,△Z) ∈ T,
W (△x,△y,△Y,△Z) =

L
′′
xx(x,y, Y , Z)△x+ h
′(x)∗△y + g′1(x)
∗△Y + g′2(x)
∗△Z
h′(x)△x
g′1(x)△x− S
1(g′1(x)△x+△Y )
g′2(x)△x− S
2(g′2(x)△x+△Z)
 . (47)
Next, we shall provide the explicit formula of the generalized Jacobian ∂F (x,y, Y , Z). Let Y ∈
∂θ1(g1(x)). We first consider the characterization of S ∈ ∂Prθ1(g1(x) + Y ). Recall that the proximal
mapping Prθ1 : S
n → Sn is the spectral operator with respect to the proximal mapping Prφ1 : R
n → Rn,
i.e.,
g1(x) = Prθ1(g1(x) + Y ) = U Diag(Prφ1(λ(g1(x) + Y )))U
⊤
,
where U ∈ On(g1(x)) ∩ On(Y ). To proceed, we denote W1 :=
∏r
l=1 S
|βl
1
| × . . . × S|β
l
sl
| and the spectral
operator with respect to the directional derivative Pr′φ1(λ(g1(x)); • ) as
Σ := (Σ11 , . . . , Σ
1
s1 , . . . , Σ
r
1 , . . . , Σ
r
sr) :W
1 →W1.
It follows from Proposition 2 that Σ is actually the metric projection operator over the following
nonempty closed convex set
∆1 :=
{
W ∈W1 | 〈µ(W ), ai〉 = 〈µ(W ), aj〉 = max
κ∈ι1(λ(g1(x)))
〈µ(W ), aκ〉, ∀ i, j ∈ η1(λ(g1(x)), λ(Y ))
}
,
(48)
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where the index set η1 is defined in (12), and for any W = (W
1
1 , . . . ,W
1
s1 , . . . ,W
r
1 , . . . ,W
r
sr ) ∈W
1,
µ(W ) := (λ(W 11 ), . . . , λ(W
1
s1 ), . . . , λ(W
r
1 ), . . . , λ(W
r
sr )).
Let
D1(H) :=
(
U
⊤
β1
1
HUβ1
1
, . . . , U
⊤
β1
s1
HUβ1
s1
, . . . , U
⊤
βr
1
HUβr
1
, . . . , U
⊤
βr
sr
HUβr
sr
)
∈W1 (49)
and a matrix A = (Aij)n×n whose (i, j)-th entry is
Aij :=
{
[λi(g1(x))− λj(g1(x))] /
[
λi(g1(x) + Y )− λj(g1(x) + Y )
]
if λi(g1(x) + Y ) 6= λj(g1(x) + Y ),
0 otherwise.
(50)
Since Prφ1 is globally Lipchitz continuous and directionally differentiable at λ(g1(x)+Y ), we know from
[13, Remark 1 and Theorem 6] that Prθ1 is directionally differentiable at g1(x) + Y and the directional
derivative Pr′θ1(g1(x) + Y ;H) at g1(x) + Y along H ∈ S
n is given by
Pr′θ1(g1(x) + Y ;H) = U Pr
[1]
φ1
(g1(x) + Y ;H)U
⊤
,
where Pr
[1]
φ1
(g1(x) + Y ;H) is the first divided directional difference of Prφ1 at g1(x) + Y along H with
the expression
Pr
[1]
φ1
(g1(x) + Y ;H) := A ◦
(
U
⊤
HU
)
+Diag
(
Σ11(D
1(H)), . . . , Σrsr (D
1(H))
)
∈ Sn.
Finally, since Prφ1 is piecewise affine, we know from [3, Section 7.3] that
Prφ1(x+ h)− Prφ1(x) = Pr
′
φ1(x;h), ∀x,h ∈ R
n.
Thus, it follows from [14, Theorem 7.8] that
∂Prθ1(g1(x) + Y ) = ∂Ψ(0),
where Ψ := Pr′θ1(g1(x)+Y ; • ) : S
n → Sn is the directional derivative of Prθ1 at g1(x)+Y . Based on the
above discussions, we obtain the following result on the characterization of ∂Prθ1(g1(x) + Y ).
Lemma 6 Let Y ∈ ∂θ1(g1(x)) and U ∈ On(g1(x)) ∩On(Y ). It holds that S ∈ ∂Prθ1(g1(x) + Y ) if and
only if there exists U := (U11 , . . . ,U
1
s1 , . . . ,U
r
1 , . . . ,U
r
sr ) ∈ ∂Π∆1(0) such that for any H ∈ S
n,
S(H) = U
[
A ◦
(
U
⊤
HU
)]
U
⊤
+ U Diag
(
U11 (D
1(H)), . . . ,Ursr (D
1(H))
)
U
⊤
,
where ∆1 is the nonempty convex set defined by (48) and Π∆1 denotes the metric projection onto ∆
1,
D1(H) ∈W1 and A = (Aij)n×n are defined in (49) and (50), respectively.
Similarly, for Z ∈ NK(g2(x)) and V ∈ On(g2(x)) ∩On(Z), we denote W2 :=
∏r
l=1 S
|γl
1
| × . . .× S|γ
l
tl
|
and a matrix B = (Bij)n×n whose (i, j)-th entry is given by
Bij :=
{
(λi(g2(x))− λj(g2(x)))/(λi(g2(x) + Z)− λj(g2(x) + Z)) if λi(g2(x) + Z) 6= λj(g2(x) + Z),
0 otherwise.
D2(H) :=
(
V
⊤
γ1
1
HV γ1
1
, . . . , V
⊤
γ1
t1
HV γ1
t1
, . . . , V
⊤
γr
1
HV γr
1
, . . . , V
⊤
γr
tr
HV γr
tr
)
∈W2,
∆2 :=
{
W ∈W2 | 0 = 〈ν(W ),bi〉 = max
j∈ι2(λ(g2(x)))
〈ν(W ),bj〉, ∀ i ∈ η2
(
λ(g2(x)), λ(Z)
)}
,
where the index set η2(λ(g2(x)), λ(Y )) is defined in (12) with respect to λ(g2(x)) and λ(Z), and for any
W = (W 11 , . . . ,W
1
t1 , . . . ,W
r
1 , . . . ,W
r
tr ) ∈W
2,
ν(W ) := (λ(W 11 ), . . . , λ(W
1
t1), . . . , λ(W
r
1 ), . . . , λ(W
r
tr )).
We have the following characterization of ∂ΠK(g2(x) + Z).
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Lemma 7 Let Z ∈ NK(g2(x)) and V ∈ On(g2(x)) ∩ On(Z). It holds that S ∈ ∂ΠK(g2(x) + Z) if and
only if there exists V := (V11 , . . . ,V
1
t1 , . . . ,V
r
1 , . . . ,V
r
tr ) ∈ ∂Π∆2(0) such that for any H ∈ S
n,
S(H) = V
[
B ◦
(
V
⊤
HV
) ]
V
⊤
+ V Diag
(
V11 (D
2(H)), . . . ,Vrtr (D
2(H))
)
V
⊤
.
By comparing the characterizations of Clarke’s generalized Jacobian of the proximal mapping Prθ1
in Lemma 6 with aff
(
C(g1(x) + Y ; ∂θ1(g1(x)))
)
in Proposition 5, we derive the following lemma.
Lemma 8 Suppose that Y ∈ ∂θ1(g1(x)) with U ∈ On(g1(x)) ∩On(Y ) and S ∈ ∂Prθ1(g1(x) + Y ). Then
S(H) ∈ aff
(
C(g1(x) + Y ; ∂θ1(g1(x)))
)
, ∀H ∈ Sn. (51)
In addition, if S(H) = 0 for some H ∈ Sn, then the following two conditions hold:
(i) the matrix U
⊤
HU ∈ Sn has the following block diagonal structure:
U
⊤
HU = Diag
(
U
⊤
α1HUα1 , · · · , U
⊤
αrHUαr
)
;
(ii) for l = 1, . . . , r, if k ∈ E l, then there exists {κij ∈ R}i,j∈ι1(λ(g1(x))) such that
tr
(
U
⊤
βl
k
HUβl
k
)
=
∑
i,j∈ι1(λ(g1(x)))
κij
〈
e|βl
k
| , (a
i − aj)βl
k
〉
;
otherwise if k /∈ E l, then U
⊤
βl
k
HUβl
k
= 0, where the index set E l is defined by (20).
Proof To prove the inclusion (51) in this lemma, it suffices to check the three conditions in Proposition
5 hold. For any given S ∈ ∂Prθ1(g1(x) + Y ) and H ∈ S
n, we obtain from Lemma 6 that for each
l ∈ {1, . . . , r}, there exists U = (U11 , . . . ,U
r
sr ) ∈ ∂Π∆1(0) such that
U
⊤
αlS(H)Uαl = Aαlαl ◦
(
U
⊤
αlHUαl
)
+Diag
(
U l1(D
1(H)), . . . ,U lsl(D
1(H))
)
.
For each l ∈ {1, . . . , r}, since λi(g1(x)) = λj(g1(x)) for any i, j ∈ αl, it follows from (50) that Aαlαl = 0,
which implies that the condition (i) in Proposition 5 holds.
Let DΠ
∆1
⊆W1 be the set of all points at which Π∆1 is differentiable. We define
k :=
{
W ∈W1 | for each l ∈ {1, . . . , r} and k ∈ {1, . . . , sl}, the eigenvalues of W lk are distinct
}
.
Since W1 \ k has measure zero (in the sense of Lebesgue), we know from [38, Theorem 4] that
∂Π∆1(0) = conv
{
lim
W→0
Π ′∆1(W ) |W ∈ DΠ∆1 ∩ k
}
. (52)
Then for any Θ ∈
{
lim
W→0
Π ′∆1(W ) |W ∈ DΠ∆1 ∩ k
}
, there exits a sequence{
W q :=
(
(W 11 )
q, . . . , (W s
1
1 )
q, . . . , (W 1r )
q, . . . , (W s
r
r )
q
)}
⊆ DΠ
∆1
∩ k
converging to 0 ∈W such that for any H ∈ Sn,
Θ(D1(H)) = lim
q→∞
Π ′∆1(W
q)(D1(H)).
Consider any fixed l = 1, . . . , r and k = 1, . . . , sl. For each q, assume that (W
l
k)
q admits the eigenvalue
decomposition
(W lk)
q = (Rlk)
qΛ((W lk)
q)((Rlk)
q)⊤ with (Rlk)
q ∈ O|β
l
k
|.
Notice that Π∆1 : W
1 → W1 is the spectral operator with respect to the symmetric mapping π :=
Pr′φ1(λ(g1(x)); • ) defined by (14). Thus, we know from [13, Theorem 7] that Π∆1 is differentiable at W
q
if and only if π is differentiable at
µq := µ(W q) = (λ((W 11 )
q), . . . , λ((W rsr )
q)).
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For each l ∈ {1, . . . , r} and k ∈ {1, . . . , sl}, denote
(Alk(µ
q))ij =

(πlk(µ
q))i − (π
l
k(µ
q))j
λi((W lk)
q)− λj((W lk)
q)
if i 6= j
0 otherwise
∀ i, j ∈
{
1, . . . , |βlk|
}
,
hq =
(
diag
(
((R11)
q)⊤H˜β1
1
β1
1
)(R11)
q
)
, . . . , diag
(
((Rrsr )
q)⊤H˜βr
sr
βr
sr
(Rrsr )
q
))
,
H˜ = U
⊤
HU,
(Ωlk)
q = (Rlk)
q
[
Alk(µ
q) ◦
[
((Rlk)
q)⊤H˜βl
k
βl
k
(Rlk)
q
]
+Diag
(
(π′(µq)hq)βl
k
)]
((Rlk)
q)⊤.
(53)
It has been shown in [13, Theorem 7] that for each q, the derivative of Π∆1 at W
q is given by
Π ′∆1(W
q)(D1(H)) =
(
(Ω11)
q, . . . , (Ω1s1)
q, . . . , (Ωr1)
q, . . . , (Ωrsr )
q
)
∈W1.
For each l ∈ {1, . . . , r}, recall the index set E l defined in (20). We know from Proposition 2 that for each
l ∈ {1, . . . , r}, k ∈ E l and q,
Alk(µ
q) = 0. (54)
Denote Xq := g1(x) +W
q. Based on [25, Theorem 2.1], for any q sufficient large, it holds that
η1(λ(g1(x)), λ(Y )) ⊆ ι1(λ(X
q)).
Again using Proposition 2, we obtain that for each l ∈ {1, . . . , r}, k ∈ E l and q, there exists ρlkl ∈ R such
that
(π′(µq)hq)βl
k
= ρlke|βl
k
|,
and for any i, j ∈ η1(λ(g1(x)), λ(Y )),
〈diag(Ωq), ai − aj 〉 =
r∑
l=1
∑
k∈El
〈
diag((Ωlk)
q), (ai)βl
k
− (aj)βl
k
〉
=
r∑
l=1
∑
k∈El
〈
ρlke|βl
k
|, (a
i)βl
k
− (aj)βl
k
〉
= 0,
where diag(Ωq) =
(
diag((Ω11)
q), . . . , diag((Ω1s1 )
q), . . . , diag((Ωr1)
q), . . . , diag((Ωrsr )
q)
)
. Thus, we know
that S(H) satisfies condition (iii) and (24) of Proposition 5. The above arguments show that (51) holds.
In the following, we assume S(H) = 0 for some H ∈ Sn and prove the rest of the lemma. Since
S(H) = 0, it is clear that U
⊤
S(H)U = 0. It then follows from Lemma 6 that for any 1 ≤ l < l′ ≤ r,
0 = U
⊤
αlS(H)Uαl′ =
(
U
⊤
αl′S(H)Uαl
)⊤
= Aαlαl′ ◦
(
U
⊤
αlHUαl′
)
.
By the definition of A in (50), we have Aαlαl′ = (Aαl′αl)
⊤ 6= 0 for all 1 ≤ l < l′ ≤ r, which implies that
U
⊤
αlHUαl′ =
(
U
⊤
αlHUαl′
)⊤
= 0, 1 ≤ l < l′ ≤ r.
This proves the statement (i).
We further obtain from Lemma 6 that
0 = U
⊤
S(H)U = Diag
(
U11 (D
1(H)), . . . ,Ursr (D
1(H))
)
. (55)
By Carathe´odory’s theorem, we obtain from (52) that there exist
U{i} ∈
{
lim
W→0
Π ′∆1(W ) |W ∈ DΠ∆1 ∩ k
}
, i = 1, . . . , w
for some positive integer w such that U = (U11 , . . . ,U
1
s1 , . . . ,U
r
1 , . . . ,U
r
sr ) ∈ ∂Π∆1(0) can be written as
U =
w∑
i=1
ςi U
{i} for some ςi ≥ 0, i = 1, . . . , w, and
w∑
i=1
ςi = 1.
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For each U{i}, there exits a sequence {W q} ⊆ DΠ
∆1
∩ k converging to 0 ∈W such that
U{i}(D1(H)) = lim
q→∞
Π ′∆1(W
q)(D1(H)).
Following the same notation in (53) with respect to the newly defined sequence {W q}, we derive from
Proposition 2 that for each l ∈ {1, . . . , r} and k ∈ E l and all q,
(Alk(µ
q))ij =
{
0 if k ∈ E l
1 if k /∈ E l
∀ i, j ∈ {1, . . . , |βlk|} with i 6= j.
Since η1(λ(g1(x)), λ(Y )) ⊆ ι1(λ(Xq)), we know that if k ∈ E l for some l ∈ {1, . . . , r}, then there exists a
scalar (ρlk)
q such that
(π′(µq)hq)βl
k
=
{
(ρlk)
q e|βl
k
| if k ∈ E
l,
(hq)βl
k
if k /∈ E l,
yielding
(Ωlk)
q =
Diag
(
(π′(µq)hq)βl
k
)
= (ρlk)
q I|βl
k
| if k ∈ E
l,
H˜βl
k
βl
k
if k /∈ E l.
This further implies the existence of a scalar ρˆlk such that(
U{i}
)l
k
(D1(H)) = lim
q→∞
(Ωlk)
q =
 ρˆ
l
kI|βl
k
| if k ∈ E
l,
H˜βl
k
βl
k
if k /∈ E l.
Taking into account the equality in (55), we derive
tr
(
H˜βl
k
βl
k
)
=
∑
i,j∈ι1(λ(g1(x)))
κij
〈
e|βl
k
|, (a
i − aj)βl
k
〉
for some scalars {κij}i,j∈ι1(λ(g1(x))).
If k /∈ E l, then H˜βl
k
βl
k
= 0. This completes the proof of this lemma. ⊓⊔
By comparing the characterization of Clarke’s generalized Jacobian of the proximal mapping ΠK in
Lemma 7 with aff (C(λ(g2(x) + Z;NK(λ(g2(x)))) in Proposition 9, we can obtain the following results
with respect to ∂θ2. Its proof can be obtained similarly as that of Lemma 8. We omit the details here
for brevity.
Lemma 9 Suppose that Z ∈ NK(g2(x)) with V ∈ On(g2(x)) ∩On(Z) and S ∈ ∂ΠK(g2(x) + Z). Then
S(H) ∈ aff (C(g2(x) + Z;NK(g2(x)))), ∀H ∈ S
n.
In addition, if S(H) = 0 for some H ∈ Sn, then the following two conditions hold:
(i) V
⊤
HV ∈ Sn has the following block diagonal structure:
V
⊤
HV = Diag
(
V
⊤
α1HV α1 , · · · , V
⊤
αrHV αr
)
; (56)
(ii) for l = 1, . . . , r, let F l be the index set defined by (34). If k ∈ F l, then there exist {κij ∈
R}i,j∈ι2(λ(g2(x))) such that
tr
(
V
⊤
γl
k
HV γl
k
)
=
∑
i,j∈ι2(λ(g2(x)))
κij
〈
e|γl
k
| , (b
i − bj)γl
k
〉
;
otherwise if k /∈ F l, then V
⊤
γl
k
HV γl
k
= 0.
Finally, we establish a connection between the function Υ 1g1(x) defined in Remark 2 and the Clarke
generalized Jacobian of Prθ1 given by Proposition 6. This result plays a key role in our subsequent
analysis.
20
Lemma 10 Suppose that Y ∈ ∂θ1(g1(x)). Then, for any S ∈ ∂Prθ1(g1(x)+Y ) and (△X,△Y ) ∈ S
n×Sn
such that △X = S(△X +△Y ), it holds that
〈△X,△Y 〉 ≥ −Υ 1g1(x)
(
Y ,△X
)
.
Proof Denote H := △X +△Y . For any given S ∈ ∂Prθ1(g1(x) + Y ), it is known from Lemma 8 that
U
⊤
△XU = A ◦
(
U
⊤
HU
)
+Diag
(
U11 (D
1(U
⊤
HU)), . . . ,Ursr(D
1(U
⊤
HU))
)
,
where U ∈ On(g1(x)) ∩On(Y ). This further yields that
U
⊤
αl△XUαl′ = Aαlαl′ ◦
(
U
⊤
αl(△X +△Y )Uαl′
)
∀ l, l′ ∈ {1, . . . , r} with l 6= l′,
U
⊤
αl△XUαl = Diag
(
U l1(D
1(U
⊤
HU)), . . . ,U lsl(D
1(U
⊤
HU))
)
∀ l ∈ {1, . . . , r}.
(57)
Therefore, we have
〈△X,△Y 〉 =
〈
U
⊤
△XU,U
⊤
△Y U
〉
=
r∑
l=1
〈U
⊤
αl△XUαl , U
⊤
αl△Y Uαl〉+ 2
∑
1≤l<l′≤r
〈U
⊤
αl△XUαl′ , U
⊤
αl△Y Uαl′ 〉
=
r∑
l=1
sl∑
k=1
〈U
⊤
βl
k
△XUβl
k
, U
⊤
βl
k
△Y Uβl
k
〉+ 2
∑
1≤l<l′≤r
〈U
⊤
αl△XUαl′ , U
⊤
αl△Y Uαl′ 〉
=
r∑
l=1
sl∑
k=1
〈 U lk(D
1(U
⊤
HU)), U
⊤
βl
k
△Y Uβl
k
〉+ 2
∑
1≤l<l′≤r
〈U
⊤
αl△XUαl′ , U
⊤
αl△Y Uαl′ 〉
=
r∑
l=1
sl∑
k=1
〈 U lk(D
1(U
⊤
HU)), U
⊤
βl
k
HUβl
k
− U
⊤
βl
k
△XUβl
k
〉+ 2
∑
1≤l<l′≤r
〈U
⊤
αl△XUαl′ , U
⊤
αl△Y Uαl′ 〉
=
r∑
l=1
sl∑
k=1
〈 U lk(D
1(U
⊤
HU)), U
⊤
βl
k
HUβl
k
− U lk(D(U
⊤
HU))〉+ 2
∑
1≤l<l′≤r
〈U
⊤
αl△XUαl′ , U
⊤
αl△Y Uαl′ 〉
=
〈
U(D1(U
⊤
HU)), D1(U
⊤
HU)− U(D1(U
⊤
HU))
〉
+ 2
∑
1≤l<l′≤r
〈U
⊤
αl△XUαl′ , U
⊤
αl△Y Uαl′ 〉.
Since U ∈ ∂Π∆1(0) and∆
1 is a nonempty closed convex set defined by (48), we know from [22, Proposition
1 (c)] that 〈
U(D1(U
⊤
HU)), D1(U
⊤
HU)− U(D1(U
⊤
HU))
〉
≥ 0.
Therefore,
〈△X,△Y 〉 ≥ 2
∑
1≤l<l′≤r
〈U
⊤
αl△XUαl′ , U
⊤
αl△Y Uαl′ 〉.
On the other hand, one can easily verify from Remark 2 and (57) that
−Υ 1g1(x)
(
Y ,△X
)
= 2
∑
1≤l<l′≤r
〈U
⊤
αl△XUαl′ , U
⊤
αl△Y Uαl′ 〉.
Combining the above equality and inequality together, we establish the desired result of this lemma. ⊓⊔
We also have the following analogous result with respect to the function ∂θ2.
Lemma 11 Suppose that Z ∈ NK(g2(x)). Then for any S ∈ ∂ΠK(g2(x) +Z) and (△X,△Z) ∈ Sn × Sn
such that △X = S(△X +△Z), it holds that
〈△X,△Z〉 ≥ −Υ 2g2(x)
(
Z,△X
)
. (58)
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The following theorem, which is the main result of this paper, establishes the relationship between
the strong second-order sufficient condition (43) and constraint nondegeneracy (40) for problem (38),
the non-singularity of Clarke’s Jacobian of the mapping F and the strong regularity of a solution to the
generalized equation (44).
Theorem 1 Let x ∈ X be a feasible solution to problem (38) with M(x) 6= ∅. Suppose that (y, Y , Z) ∈
M(x). Consider the following three statements:
(i) the strong second-order sufficient condition (43) and constraint nondegeneracy (40) hold at x for
problem (38);
(ii) every element in ∂F (x,y, Y , Z) is nonsingular;
(iii) (x,y, Y , Z) is a strongly regular solution of the generalized equation (44).
It holds that (i) =⇒ (ii) =⇒ (iii).
Proof “(i) =⇒ (ii)” Since the constraint nondegeneracy (40) holds at x, we know thatM(x) = {(y, Y , Z)}.
Then the strong second-order sufficient condition in (43) reduces to
〈d,L′′xx(x,y, Y , Z)d〉 − Υ
1
g1(x)
(
Y , g′1(x)d
)
− Υ 2g2(x)
(
Z, g′2(x)d
)
> 0, ∀d ∈ app(y, Y , Z) \ {0}. (59)
Let W be an arbitrary element in ∂F (x,y, Y , Z). We shall show that W is nonsingular. Suppose that
(△x,△y,△Y,△Z) ∈ X× Y× Sn × Sn satisfies W (△x,△y,△Y,△Z) = 0. By (47), we know that there
exists S1 ∈ ∂Prθ1(g1(x) + Y ) and S
2 ∈ ∂ΠK(g2(x) + Z) such that
W (△x,△y,△Y,△Z) =

L
′′
xx(x,y, Y , Z)△x+ h
′(x)∗△y + g′1(x)
∗△Y + g′2(x)
∗△Z
h′(x)△x
g′1(x)△x− S
1(g′1(x)△x+△Y )
g′2(x)△x− S
2(g′2(x)△x+△Z)
 = 0.
It then follows from Lemma 8 and Lemma 9 that{
g′1(x)△x = S
1(g′1(x)△x+△Y ) ∈ aff
(
C(g1(x) + Y ; ∂θ1(g1(x)))
)
,
g′2(x)△x = S
2(g′2(x)△x+△Z) ∈ aff
(
C(g2(x) + Z;NK(g2(x)))
)
.
We thus obtain from (42) that △x ∈ app(y, Y , Z). In addition, we derive from Propositions 10 and 11
that
0 =
〈
△x, L
′′
xx(x,y, Y , Z)△x+ h
′(x)∗△y + g′1(x)
∗△Y + g′2(x)
∗△Z
〉
=
〈
△x, L
′′
xx(x,y, Y , Z)△x〉+ 〈g
′
1(x)△x,△Y 〉+ 〈g
′
2(x)△x,△Z
〉
≥
〈
△x,L
′′
xx(x,y, Y , Z)△x
〉
− Υ 1g1(x)
(
Y , g′1(x)△x
)
− Υ 2g2(x)
(
Z, g′2(x)△x
)
. (60)
Since △x ∈ app(y, Y , Z), we conclude from (59) and (60) that △x = 0 andh
′(x)∗△y + g′1(x)
∗△Y + g′2(x)
∗△Z
S1(△Y )
S2(△Z)
 = 0. (61)
By the assumed constraint nondegeneracy condition (40), we know that there exist h ∈ X, H1 ∈
T linθ1 (g1(x)) and H
2 ∈ lin (TK(g2(x))) such that
h′(x)h = △y, g′1(x)h+H
1 = △Y and g′2(x)h+H
2 = △Z.
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It then follows from the first equation of (61) that
〈△y,△y〉 + 〈△Y,△Y 〉+ 〈△Z,△Z〉
= 〈h′(x)h, △y〉+ 〈g′1(x)h+H
1, △Y 〉+ 〈g′2(x)h+H
2, △Z〉
= 〈h, h′(x)∗△y + g′1(x)
∗△Y + g′2(x)
∗△Z〉+ 〈H1,△Y 〉+ 〈H2,△Z〉
= 〈H1,△Y 〉+ 〈H2,△Z〉 =
〈
U
⊤
H1U, U
⊤
△Y U
〉
+
〈
V
⊤
H2V , V
⊤
△ZV
〉
.
Combining Proposition 3, Proposition 7, Lemma 8 and Lemma 9, we derive〈
U
⊤
H1U,U
⊤
△Y U
〉
=
∑
1≤l≤r
∑
k∈El
〈
U
⊤
βl
k
H1Uβl
k
, U
⊤
βl
k
△Y Uβl
k
〉
=
∑
1≤l≤r
∑
k∈El
〈
ρ̂l e|βl
k
|, diag
(
(Rlk)
⊤U
⊤
βl
k
△Y Uβl
k
Rlk
)〉
= 0
and 〈
V
⊤
H2V , V
⊤
△ZV
〉
=
∑
1≤l≤r
∑
k∈F l
〈
V
⊤
γl
k
H2V γl
k
, V
⊤
γl
k
△ZV γl
k
〉
=
∑
1≤l≤r
∑
k∈F l
〈
ρ˜l e|γl
k
|, diag
(
(Rlk)
⊤V
⊤
γl
k
△Z V γl
k
Rlk
)〉
= 0.
Therefore, we get
〈△y,△y〉 + 〈△Y,△Y 〉+ 〈△Z,△Z〉 = 0,
which implies that W ∈ ∂F (x,y, Y , Z) is nonsingular.
“(ii) =⇒ (iii)” By Clarke’s inverse function theorem [9,10], we know that F is a locally Lipschitz
homeomorphism near (x,y, Y , Z). Thus, we know from Lemma 5 that (x,y, Y , Z) is a strongly regular
solution of the generalized equation (44). ⊓⊔
It has been proved in [34] that for the nonlinear semidefinite programming problem, the three state-
ments in Theorem 1 are actually equivalent. Regrettably, we fail to establish the implication (iii) =⇒ (i)
for the general CMatOPs. Nevertheless, for a class of special nonsmooth matrix optimization problem
involving the largest eigenvalue, we can show the equivalence of these three conditions via the relation-
ship between the so-called uniform quadratic growth condition and the strong second-order sufficient
condition. This is the subject of the next section.
5 Applications to CMatOPs involving the largest eigenvalue
In this section, we apply our obtained results to a class of CMatOPs involving the largest eigenvalue of
a symmetric matrix. Relying on its special structure, we improve the results in Theorem 1 by showing
that the three statements therein are actually equivalent.
Specifically, we consider the following problem
minimize
x∈X
f(x) + λ1(g(x))
subject to h(x) = 0,
(62)
where λ1(g(x)) denotes the largest eigenvalue of a symmetric matrix g(x). This corresponds to a special
case of problem (1) where
φ(x) = max
1≤i≤p
{
〈ai,x〉
}
, x ∈ Rn
with ai being the unit vector whose i-th component is 1 and others are zero. Based on the formulas
derived in Section 3, we get the following results.
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The tangent cone and its lineality space. Recall the definitions of {αl} in (4) and ι1(λ(X)) in (9).
We have
ι1(λ(X)) =
{
1 ≤ i ≤ n | λi(X) = v¯1
}
= α1.
It follows from Proposition 3 that
H ∈ T linθ1 (X) ⇐⇒
[
λ′i(X ;H) = λ
′
j(X;H), ∀ i, j ∈ α
1
]
.
Based on Lemma 2, the above right-side is further equivalent to the existence of a scalar ρ̂ such that
U
⊤
α1HUα1 = ρ̂ I|α1| for some U ∈ O
n(X).
The value of ρ̂ is independent of the selected orthogonal matrix U in On(X) ([13, Proposition 2]).
The critical cone. Given (X,Y ) ∈ gph∂λ1 and let U ∈ On(X)∩On(Y ). It follows from Lemma 4 and
[40, Lemma 2.2] (see also [26, Lemma 3.1]) that0 ≤ λi(Y ) ≤ 1, ∀ i ∈ α
1 and
∑
i∈α1
λi(Y ) = 1,
λi(Y ) = 0, ∀ i ∈ α
l, l = 2, . . . , r.
(63)
Denote
µ := {i ∈ α1 | λi(Y ) > 0} and ν := {i ∈ α
1 | λi(Y ) = 0}. (64)
For each l ∈ {1, . . . , r}, we further partition the index set αl by {βlk}
sl
k=1 as in (19) based on λ(Y ). We
then obtain from (63) that
ι1(λ(X)) = α
1 = µ ∪ ν, µ =
s1−1⋃
k=1
β1k, ν = β
1
s1 and α
l = βl1 for l = 2, . . . , r.
Recall the index set η1(λ(X), λ(Y )) ⊆ ι1(λ(X)) defined in (12). Obviously η1(λ(X), λ(Y )) = µ. It follows
from Proposition 4 that
H ∈ C(X + Y ; ∂λ1(X)) ⇐⇒
[ (
diag(U
⊤
HU)
)
i
= λ1(U
⊤
α1HUα1), ∀ i ∈ µ
]
.
One can also derive from Proposition 5 that
H ∈ aff (C(A; ∂λ1(X))) ⇐⇒ U
⊤
α1HUα1 =
[
ρ I|µ| 0
0 U
⊤
ν HUν
]
for some ρ ∈ R. (65)
The sigma term. Also given (X,Y ) ∈ gph ∂λ1 and let U ∈ On(X) ∩ On(Y ). Denote ω :=
r⋃
l=2
αl. By
noting that λi(Y ) = 0 for any i ∈ ν ∪ ω, we derive from (28) and (63) that
Υ 1
X
(Y ,H) = −2
∑
i∈µ
∑
j∈ω
λi(Y )
λi(X)− λj(X)
(U
⊤
µHUω)
2
ij ≤ 0, H ∈ S
n. (66)
In the rest of this section, we show that the strong regularity of the generalized equation for the KKT
system at a local optimal optimal of problem (62) implies the strong second-order sufficient condition and
the constraint nondegeneracy at the same point, i.e., the three statements in Theorem 1 are equivalent.
Given a feasible point x of problem (62), we say Robinson’s constraint qualification (CQ) [28] at x
holds if
h′(x)X = Y. (67)
It has been proved in [11, Proposition 3.3] that the function λ1( • ) is C2-cone reducible at any point
so that the set epiλ1 is second-order regular [4, Proposition 3.136] (see [4, Definitions 3.85 & 3.135] for
the definitions of C2-cone reducibility and second-order regularity). One can then obtain the following
second-order necessary and sufficient conditions of (62) by adapting the proof of [4, Theorems 3.45 &
3.86]. For brevity, we omit the detailed proof here.
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Proposition 11 Suppose that x ∈ X is a local optimal solution of (62) and Robinson’s CQ (67) holds
at x. Then the following second-order necessary condition holds at x:
sup
(y,Y )∈M(x)
{
〈d,L′′xx(x,y, Y )d〉 − Υ
1
g(x)
(
Y , g′(x)d
)}
≥ 0, ∀d ∈ C(x),
where Υ 1g(x) is given by (66). Conversely, let x be a feasible point of (62) and assume Robinson’s CQ
(67) holds at x. Then the following condition
sup
(y,Y )∈M(x)
{
〈d,L′′xx(x,y, Y )d〉 − Υ
1
g(x)
(
Y , g′(x)d
)}
> 0, ∀d ∈ C(x) \ {0}
is necessary and sufficient for the existence of a positive scalar ρ and a neighborhood N of x such that
f(x) + λ1(g(x)) ≥ f(x) + λ1(g(x)) + ρ‖x− x‖
2 ∀x ∈ N such that h(x) = 0. (68)
The inequality (68) is usually called the quadratic growth condition at x¯ of problem (62). In the con-
ventional nonlinear programming, there is a stronger concept termed uniform quadratic growth condition
[4, Definition 5.16]. Let U be a Banach space and consider functions f : X × U → R, g : X × U → Sn
and h : X × U → Y. We say that (f(x,u), g(x,u), h(x,u)) is a C2-smooth parameterization of (62)
if f( • , • ), g( • , • ) and h( • , • ) are twice continuously differentiable and there exits u ∈ U such that
f( • ,u) ≡ f( • ), g( • ,u) ≡ g( • ) and h( • ,u) ≡ h( • ). Let x ∈ X be a stationary point of problem (62).
We say that the uniform quadratic growth condition holds at x with respect to a C2-smooth parameter-
ization (f(x,u), g(x,u), h(x,u)) if there exist ρ > 0 and neighborhoods V of x and U of u such that for
any u ∈ U and any stationary point x(u) ∈ V of the corresponding parameterized problem, the following
holds:
f(x,u) + λ1(g(x,u)) ≥ f(x(u),u) + λ1(g(x(u),u)) + ρ‖x− x(u)‖
2, ∀x ∈ V such that h(x,u) = 0.
We say that the uniform quadratic growth condition holds at x if the above inequality holds for every
C2-smooth parameterization of (62).
While Proposition 11 indicates the equivalence of the quadratic growth condition and the second-
order sufficient condition, the following proposition shows that the uniform quadratic growth condition
of problem (62) at a stationary solution implies the strong second-order sufficient condition at that point.
Its proof is similar to [34, Lemma 4.1] for the nonlinear semidefinite programming problem.
Proposition 12 Let x ∈ X be a stationary point of problem (62). Suppose that Robinson’s CQ (67)
holds at x. If the uniform quadratic growth condition holds at x, then the strong second-order sufficient
condition (43) holds at x.
Proof Denote X := g(x). Let (y, Y ) ∈ M(x) and U ∈ On(X) ∩ On(Y ). Recall the index sets µ and ν
defined by (64). Given a positive scalar τ , we consider the following problem:
minimize
x∈X
f(x) + λ1
(
g(x)− τUνU
⊤
ν
)
subject to h(x) = 0.
LetMτ (x) be the set of all (y, Y ) ∈ Y×Sn such that (x,y, Y ) satisfies the KKT optimality condition of
the above problem, and Cτ (x) be the the critical cone defined in (41) with respect to the above problem.
For all sufficiently small τ , we have
ι1
(
λ
(
X − τUνU
⊤
ν
))
≡ η1(λ(X), λ(Y )) = µ,
where the set ι1 and η1 are defined in (9) and (12). It then follows from (63) and the above equality that
for such sufficiently small τ , (y, Y ) ∈ Mτ (x) ⊆M(x). In addition, we know from Propositions 4 and 5
that
Cτ (x) ⊇ app(y, Y ),
where app(y, Y ) is defined in (42). Therefore, Proposition 11 implies that for all sufficiently small τ ,
sup
(y,Y )∈Mτ (x)
{
〈d,L′′xx(x,y, Y )d〉 − Υ
1(
X−τUνU
⊤
ν
) (Y, g′(x)d)
}
> 0, ∀ d ∈ Cτ (x) \ {0}.
25
Since λi(Y ) = 0 for all i ∈ ν, we obtain from (65) and (66) that
Υ 1(
X−τUνU
⊤
ν
) (Y , g′(x)d) = Υ 1
X
(
Y , g′(x)d
)
.
Combining the above derivations together, we know that the strong second-order sufficient condition
(43) holds at x¯. ⊓⊔
By considering the epigraphical formulation of (62) and following the proof of [4, Theorem 5.20], one
can show that the strong regularity of a KKT solution (x,y, Y ) implies the uniform quadratic growth
condition at x. We again omit the proof here.
Now we are ready to present the main result of this section pertaining to the necessary and suffi-
cient conditions for the strong regularity of problem (62), which can be directly obtained by combining
Theorem 1 and Proposition 12.
Theorem 2 Let x ∈ X be a locally optimal solution of problem (62). Suppose that Robinson’s CQ (67)
holds at x. Let (y, Y ) ∈M(x). Then the following statements are equivalent:
(i) the strong second-order sufficient condition (43) and constraint nondegeneracy (40) hold at x;
(ii) every element in ∂F (x,y, Y ) is nonsingular;
(iii) (x,y, Y ) is a strongly regular solution of the generalized equation for (62).
(iv) The uniform quadratic growth condition and constraint nondegeneracy (40) hold at x.
6 Conclusion
In this paper, we conduct an extensive study on the characterization of strong regularity of the KKT
solutions for a class of nonsmooth composite matrix optimization problems (CMatOPs). Due to its non-
polyhedrality, the classical perturbation analysis developed for the nonlinear programming has become
inadequate for CMatOPs. We have systemically analyzed second-order variational properties of spectral
functions associated with piecewise affine symmetric functions, including the characterizations of their
induced tangent sets, lineality spaces, critical cones and the sigma term. These variational results provide
the necessary tools for the characterization of the strong regularity for the general CMatOPs. The
work done on CMatOPs in this paper is by no means complete. Due to the rapid advances in matrix
optimization applications in emerging fields, we believe that the fundamental perturbation analysis of
CMatOPs will become even more important and many other variational properties are waiting to be
explored.
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