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Abstract 
A miniaturized color camera module for disposable endoscopic applications and minimally invasive surgery has been designed 
and developed.  
The module consists of a CMOS sensor, miniaturized optics, a LED-based illuminator and a connector on a single substrate. The 
compact size (5.0*8.2*7.0 mm3), high-efficiency illumination, VGA resolution and good image quality allow it to be used in 
endoluminal procedures. A demonstration system has been built and in-vivo tested. The module is connected through a 1m-long 
cable to a receiver board, which transfers the data stream to a PC. Dedicated software code controls the hardware settings and 
displays the image, after having performed various color and image processing tasks. 
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1. Introduction 
Standard screening procedures of the gastrointestinal tract adopted in the past few years and still widely diffused 
at present are based on the use of an endoscope, which is inserted into the human body through a natural orifice. 
Light from an external source is carried to the target through an optical fibre and the images of the observed tissue 
are transferred back through a bundle of coherent optical fibres or a lens system to an acquisition camera located 
outside the body. The image is thus displayed on a monitor for diagnosis purposes. Despite the reduction in the 
diameter of the instrument and the improvement in terms of flexibility and other features, endoscopic inspection is 
still a painful procedure and requires local anaesthesia (e.g. for gastroscopy) or even sedation of the patient (for 
colonoscopy). Only the recent development of wireless capsular endoscopy has turned the inspection of the 
gastrointestinal tract into a non-invasive and almost completely painless examination [1]. 
The endoscopic capsule (EC) is a small device with the size and shape of an antibiotic pill which is easily 
swallowed by the patient and transmits the images during its transit through the gastrointestinal tract. These features 
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 permit, for example, the entire small bowel to be investigated with benefits in terms of patient comfort and reduced 
risk of side effects because the surgical intervention (with patient under total sedation) or radiation exposure 
otherwise required are avoided [2]. 
The main building elements of an EC are an imaging sensor with lens and light-source (the camera module), a 
battery or antenna for inductive-coupled power supply, a wireless module for data exchange and some glue 
electronics. All these parts are contained in a bio-compatible enclosure (with a transparent window), suited to 
withstand the conditions of the inner body. Beside the basic functionality, some advanced features have been 
recently introduced: a drug reservoir for targeted delivery of an active principle, pH and temperature sensors for 
monitoring of relevant parameters, actuators enabling active locomotion [3, 4]. Despite these innovations, the 
camera module remains the heart of the EC. Its design specifications are partially influenced by the biological 
environment to which the capsule is targeted. For example, the examination of the oesophagus is very fast and 
requires a high frame rate and a wide field of view while the transit through the intestine lasts for many hours and an 
accordingly long battery duration is necessary. Low power consumption, good image quality and small size have to 
be met for any application. Furthermore, the low cost of the module is mandatory in case of a disposable devices 
such as an endoscopic capsule.  
Considering these purposes, a camera module based on a commercial CMOS color imager has been developed 
and all components or technologies used have been selected on the basis of their contribution in the achievement of 
the mentioned requirements. A demo system has been set up to evaluate a preliminary wired prototype of the 
module, which has been successfully tested during in-vivo experiments on a porcine model. 
2. Camera module 
The camera module prototype (Fig. 1) is based on a commercial CMOS color imager. A device already available 
on the market has been chosen to reduce development costs. VGA image resolution (640*480 pixels) with 2.2 µm 
pixel size results in an active area only 1.1*1.4 mm2 in size. Pin count is limited by the use of serial data bus 
according to I2C protocol on input and SMIA (Standard Mobile Imaging Architecture) protocol [5] on output. Long-
range signal integrity for the image stream is guaranteed by the use of impedance-matched LVDS lines. Among the 
various packaging options available, the die form has been selected to adopt a chip-on-board assembly technology. 
In this approach the die is attached on a printed circuit board (PCB) substrate and its signal pads are wire-bonded on 
the PCB tracks. Three high-efficiency (46 lm/W) white LEDs with small PCB footprint (0603) provide the proper 
amount of light. A low-cost plastic moulded lens focuses the image on the sensor with a field-of-view of 60º 
(diagonal). Electrical connectivity is limited to power supply, system clock, high-speed image transfer (140 Mbps 
LVDS) and low-speed system control (I2C bus), with an overall count of 12 lines. The module has the dimensions of 
5.0*8.2*7.0 mm3, including optics, illumination and connector. The height of the module is dominated by the 
connector. The component has been selected for an easy connection of the prototype with a 0.5mm pitch flat flexible 
cable. Considerably smaller alternatives are available for a final design tailored on a specific endoscopic capsule. 
Overall power consumption is limited to 190 mW with LEDs at full power and imager working at 30 frames per 
second. The main features of the imaging sensor and of the camera module are summarized in Table 1. 
Fig. 1 The first prototype of the camera module, with its size compared to a 1 €cent coin. 
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Table 1. Features of the chosen imaging sensor (left) and the camera module (right) . 
Parameter Value  Parameter Value 
Optical format 1/11-inch VGA (4:3)  Dimensions 5.0*8.2*7.0 mm3 
Active area size 1.43*1.07 mm2  Power consumption 190 mW max. 
Die size 2.46*2.73 mm2  Number of connections 12 
Active pixels count 648*488  Data output rate 140 Mbps 
Pixel size 2.2*2.2 µm2  Image data output protocol SMIA LVDS  
Color filter array RGB Bayer pattern  Control data input protocol I2C 
Frame rate Programmable up to 30 fps  Master clock 16-24 MHz 
Responsivity 1.1 V/lux-s  Field of view 60º (diagonal) 
Dynamic range 64 dB  Lens f/# 2.8 
Signal to noise ratio (max) >36.5 dB  Led's luminous efficiency 46 lm/W 
Power consumption 80 mW    
3. Demonstration system  
A demonstration system (Fig. 2 a) has been built to verify the performance of the camera module in the realistic 
environmental conditions of in-vivo experiments. For these preliminary tests, the camera module has been wired 
through a 1.5 m-long cable (with a diameter of 4 mm) to a custom receiver board. The serial image data stream is 
decoded by a SMIA receiver interfaced to an FPGA unit. After a temporary storage into a SDRAM frame buffer, the 
raw image is transferred to a host computer via a USB2.0 link. Through this link, the computer sends to the board 
the values to be written into the registers of the imager, the power level to be set for the led driver and other low-
level settings. Specifically developed software code (Fig. 2 b) runs on the host PC, allowing the user to control the 
main high-level hardware settings (integration time, color channels gain, led power, etc.). The software also handles 
the data stream from the camera module and performs a series of image processing tasks on the received raw data 
before displaying them on video. At first, color information originally available in the Bayer pattern is restored by 
means of a gradient-sensitive demosaicing algorithm. The illumination non-uniformity caused by lens vignetting is 
removed by applying to each pixel correction coefficients obtained with a best-fit procedure based on a second-order 
two-dimensional polynomial model. Afterwards, a spatial filter with a 3*3 kernel replaces hot pixels (pixels 
appearing white regardless of light conditions due to tolerances in the chip manufacturing process) and enhances the 
edges to obtain a sharper image. Finally, a transformation to the sRGB space guarantees an accurate color matching 
between the observed tissue and the image displayed on a PC monitor. 
Fig. 2 (a) Hardware and (b) software architecture of the demonstration system.  
4. In-vivo tests 
Some in-vivo experiments were performed on a porcine model to test the performance of the camera module by 
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 evaluating the effectiveness of illumination as well as the image quality in a realistic environment. Tests have been 
carried out under the protocol approved by the institutional animal care and use committee, with the supervision of a 
veterinary surgeon and while the animal was under general anaesthesia. The camera module was located in a 
capsular shell with size of 13 mm (diameter) * 20 mm (length) manufactured with rapid prototyping printing and 
introduced in the pig’s stomach through a 5 mm laparotomic incision (Fig.3 a). The capsule was manually oriented 
to visualize the most interesting regions of the stomach, rich of features to be observed. The light level was 
regulated by software in order to achieve the best quality of the image displayed on the pc. A video was recorded for 
the average duration of a detailed gastroscopy (30 minutes), and one of its frames is shown in (Fig.3 b). 
The analysis of the acquired movie indicates that the proposed camera module is able to evenly illuminate the 
inner tissue, with a light level suited to obtain low-noise images. The good focusing and colour rendition allow the 
features of the observed target to be properly displayed, potentially enabling the clinicians to perform correct 
diagnoses. 
     
Fig. 3 (a) In-vivo experiments of the camera module; (b) acquired image. 
5. Conclusions 
The small size achieved makes the module easily fitted into a swallowable capsule and the overall power 
consumption makes it suited to battery-supplied systems. The quality of the acquired images in terms of resolution 
and color rendition is good, as required by the physicians to perform correct diagnoses, while the low cost of the 
components and technologies allows the module to be used in disposable applications. The prototype has been 
successfully tested during in-vivo experiments on a porcine model. 
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