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Abstract
Flying insects display remarkable maneuverability. Unliket y p i c a la i r p l a n e s ,t h e s e
insects are able to execute an evasive action, rapidly changet h e i rﬂ i g h ts p e e da n d
direction, or leisurely land on ﬂowers buﬀeted by wind, exhibiting aerodynamic feats
unmatched by any state-of-the-art aircraft. By subtly tuning their wing motions,
they generate and manipulate unsteady aerodynamic phenomenon that is the basis
of their extraordinary maneuverability.
Inspired by these tiny animals, scientists and engineers have pushed the bound-
aries of technology in many aspects, including meso-scale fabrication, electronics, and
artiﬁcial intelligence, to develop autonomous millimeter-scale ﬂapping-wing robots.
In this thesis, we demonstrate, on real insect-scale robots,t h a tu s i n go n l ya na p -
proximate model of the aerodynamics and ﬂight dynamics in combination with con-
ventional tools in nonlinear control, the inherently unstable ﬂapping-wing robot can
achieve steady hover. We present the development of ﬂight controllers that gradually
enhance the ﬂight precision, allowing the robot to realize increasingly aggressive tra-
jectories, including a highly acrobatic maneuver—perchingo nav e r t i c a ls u r f a c e ,a s
observed in its natural counterparts. We also demonstrate that these experiments lead
to higher ﬁdelity of in-ﬂight aerodynamic models, strengthening our understanding
iiiAbstract
of the dynamics of the robot and real insects.
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Introduction
1.1 Natural and Artiﬁcial Flight
In 2005,t h eA i r b u sA 3 8 0 ,t h ew o r l d ’ sl a r g e s tp a s s e n g e ra i r l i n e r( ﬁ gure 1.1a), ﬁrst
took oﬀ from Toulouse, France, 102 years after the aircraft designed and built by
the Wright brothers was successfully airborne for the ﬁrst time in 1903 (ﬁgure 1.1b).
Equipped with four turbofan engines, the A380 is sized for a maximum take-oﬀ weight
over 650 tons, almost 2,000 times that of the original Wright Flyer (338 kg). Over
the course of one hundred years, humans have revolutionized aviation. More than a
thousand aircraft models have been designed and built.
Looking at nature for comparison, the largest ﬂying animal that ever lived, Ar-
gentavis magniﬁcens [35], weighed around 70−75 kg—a mere fraction of the Wright
Flyer. The giant bird roamed the windy slopes of the Andes six million years ago.
With an 8-meter wingspan, they were the size of small airplanes. Yet, on the other
end of the spectrum, the tiniest insects such as fruit ﬂies (Drosophila melanogaster)
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(a)
(b)
(c) (d)
Figure 1.1: (a) Airbus A380 has a wingspan of 80 mw i t ham a x i m u ms p e e do f945
km per hour. (b) An artistic render of the Wright Flyer, the ﬁrst successful heavier-
than-air powered aircraft. (c) Fruit ﬂies are inherently unstable without feedback
control. (d) Argentavis magniﬁcens is one of the largest ﬂying birds ever known [35].
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weigh around one milligram, and parasitic wasps (Encarsia formosa)w e i g ho n l ya
fraction of a milligram [75] on the order of 10−12 times lighter than the Airbus A380.
The size diﬀerence between artiﬁcial ﬂiers and natural ﬂiersi sr e ﬂ e c t e di nt h e
lift generation mechanisms for both [79]. Conventional airplanes with ﬁxed wings
rely on forward motion relative to the air to generate lift, with thrust produced via
propellers or jet engines. At smaller scales and reduced speeds, drags are dominant
and ﬁxed wings are no longer an energy eﬃcient method to provide lift for ﬂight.
The lift generation of biological ﬂiers—birds and insects—involves various modes of
wing motion: sweeping the wings up and down or back and forth, altering the stroke
plane, and modulating the angle of attack. In fact, it is believed that magniﬁcens,t h e
largest birds, used ﬂapping ﬂight only for short periods and ﬂew mainly by soaring.
Flapping becomes more common in smaller birds. Most small birds ﬂap their wings
continuously and glide occasionally [78, 68].
1.2 Micro Aerial Vehicles
There are more than 9,000 species of birds, and smaller ﬂiers, insects, make up
approximately 80% of the world’s species. These animals maneuver their bodies
eﬃciently through space with exceptional maneuverability unmatched by conventional
airplanes. Such superior maneuvering and ﬂight characteristics are primarily the
consequences of scaling laws with respect to a vehicle’s size[ 7 9 ] .U n s u r p r i s i n g l y ,o v e r
the last decade, there has been growing interest in Micro Aerial Vehicles (MAVs), or
ﬂying machines at smaller scales than conventional aircraft.
MAV development must overcome a number of challenges. As the characteristic
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length scale shrinks, physics and aerodynamics change. MAVso pe r a t ei nl o wR e y n o l d s
number regimes, where viscous forces are increasingly important and may dominate
inertial forces. At centimeter or smaller scales, airfoil theory, the fundamental design
tool of conventional aircraft, is no longer applicable. Researchers have to rely on
more fundamental Navier–Stokes equations to explain the aerodynamic phenomena.
Unsteady aerodynamics emerge as a solution for lift generation as steady airﬂow over
ﬁxed-wing is no longer suﬃcient. As a result, ﬂapping-wing ﬂight and rotary-wing
ﬂight are promising replacements to ﬁxed-wing systems.
To date, rotary platforms have gained considerable popularity. Multi-rotor designs
like quadrotors oﬀers beneﬁts over conventional helicopters that require swashplates
and sophisticated control structures. The simple structures of quadrotors renders
them easy to model and control. Moreover, they are known to be adept in maneuver-
ing in constrained three-dimensional environments and possess the ability to hover in
place. As a consequence, researchers employ quadrotors as platforms for the study of
control strategies [59, 60, 63], planning [77], localization [38], and multi-agent systems
[86] to name but a few.
1.3 Flight of Flapping-Wing Vehicles
In addition to rotorcraft, ﬂapping-wing ﬂight naturally appears as a biologically
inspired solution to small scale artiﬁcial ﬂight. Birds and insects utilize unsteady aero-
dynamics and leading-edge vortices extensively in lift generation. They are model or-
ganisms that inspire scientists and engineers to create MAVst h a tm i m i ct h eﬂ a p p i n g
motion seen in these animals. Some notable examples of artiﬁcial ﬂapping-wing de-
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Figure 1.2: (a) Festo Smartbird, a 450-gram autonomous ornithopter created by
Festo’s Bionic Learning Network [25]. (b) AeroVironment Nano Hummingbird is a
remote controlled aircraft that weighs 19 grams [48]. (c) A four-winged robot that
ﬂies with a jellyﬁsh-like motion [74]. (d) DelFly Micro has a wingspan of 10 cm
[13]. (e) The ﬁrst insect-scale ﬂying robot able to takeoﬀ [92]. (f) A robotic insect
prototype with a bio-inspired torque generation mechanism [29]. (g) A ﬂight-capable
ﬂapping-wing vehicle that is employed as a platform for the design of a ﬂight control
system in this thesis [58].
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vices are shown in ﬁgure 1.2. The Festo Smartbird (ﬁgure 1.2a)a n dA e r o V i r o n m e n t ’ s
Nano Hummingbird (ﬁgure 1.2b) are bird-like autonomous vehicles with 2-meter and
16-centimeter wingspans respectively. In both robots, onboard sensors provide feed-
back to ensure ﬂight stability. On smaller scales, the DelFlyM i c r oi nﬁ g u r e1 . 2 ( d )i s
ap a s s i v e l ys t a b l e3-gram ornithopter with a camera and transmitter onboard. Pas-
sive stability eliminates the requirement of extensive onboard sensors, simplifying the
control problem and enabling the device to be light and small.P a s s i v es t a b i l i t ya l s o
exists in a centimeter-scale jellyﬁsh-like ﬂying robot in ﬁgure 1.2(c) that uses its ﬂap-
ping mechanism to generate propulsion for ﬂight without feedback control. In this
case, the 2.1-gram robot is tethered for external power.
1.4 Flapping-Wing Robotic Insects
The agility of ﬂying insects inspires scientist and engineers to create artiﬁcial
ﬂapping-wing ﬂight. However, these attempts are encountered with myriad engi-
neering challenges, in particular, in meso-scale actuationa n dm a n u f a c t u r i n g .E a r l y
developments of insect-scale ﬂapping-wing robots were pioneered in the Microme-
chanical Flying Insect project [95, 3], followed by an early prototype of the Harvard
Microrobotic Fly (ﬁgure 1.2e)—a 60-mg robotic insect that can produce suﬃcient
thrust for constrained liftoﬀ [92].
The achievement in [92] led to the beginning of the RoboBees project, which
seeks to develop a colony of autonomous robotic insects. The eﬀort to create such
millimeter-scale robots is motivated by numerous possible applications such as as-
sisted agriculture, reconnaissance, search and rescue in hazardous environments, as
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well the potential to aid entomologists in the study of insectﬂ i g h t .T h i ss u b s e q u e n t l y
led to the ﬁrst ﬂight-capable 83-mg prototype that was able to command body torques
using a central power actuator and smaller control actuatorsr e s e m b l i n gi n s e c tﬂ i g h t
muscles [29]. The robot demonstrated a short successful unconstrained vertical con-
trolled ﬂight in [29].
One of the recent successful prototypes from the RoboBees project was designed,
fabricated and ﬁrst appeared in [58]. The 80-mg MAV shown in ﬁgure 1.2(g) is
ar e s u l to ft h ec u l m i n a t i o no fr e s e a r c hi nm e s o - s c a l ea c t u a t ion [91] and advances
in manufacturing technology [81]. The ﬂapping-wing robot isa b l et og e n e r a t eb o d y
torques and suﬃcient lift force [58] satisfying the key requirements for ﬂight. Without
control, however, the robot cannot achieve ﬂight due to the inherent instability [67,
75].
At insect scales, accomplishing a stable ﬂight is not trivial. Flapping-wing ﬂight
entails complex ﬂuid-structure interactions and harnessing unsteady aerodynamics
for lift and torque generation. Furthermore, the instability and maneuverability of
the robotic insect poses a diﬃcult control problem reminiscent of the control of ﬁghter
jets. Nonetheless, among these overwhelming challenges, itp r o m i s e st h ep o t e n t i a lf o r
high-performance maneuverability nonexistent in conventional aircraft.
1.5 Contributions and Chapter Organization
The goal of the work presented in this dissertation is to design a control system
for the millimeter-scale ﬂapping-wing robot in ﬁgure 1.2(g). Flapping-wing robots at
this scale are, similar to their insect counterparts, inherently unstable without active
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feedback control [67]. Here, the control system entails modeling and understanding
the dynamics of the insect-scale robot, designing ﬂight controllers to stabilize the
vehicle, enabling it to stay in the air as real ﬂying insects. Hovering ﬂight is chosen
as the initial target as the dynamics of the robot and its interaction with the sur-
rounding aerodynamics can be substantially simpliﬁed. To date, this thesis presents
the ﬁrst integrative design of a ﬂight controller for ﬂying vehicles at this scale that
are experimentally validated.
In the next chapter, we review the physical properties of the robot that serves as
ap r i m a r yp l a t f o r mf o rt h eﬂ i g h tc o n t r o le x p e r i m e n t si nt h i sthesis. The kinematic
and dynamic properties of the robot are highlighted. Torque and thrust generation
mechanisms are reviewed to construct a plant model for control purposes. Outlines
of the translational and rotational dynamics of the robot area l s og i v e n .
In Chapter 3, we propose a nonlinear ﬂight controller design based on Lyapunov’s
direct method. The nonlinear properties allow the ﬂight envelope to be expanded—
ad e s i r e df e a t u r ef o ras y s t e ml a c k i n gt h o r o u g hc h a r a c t e r i z ation with uncertainties.
The modular controller emphasizes the attitude dynamics to ensure stability. We
demonstrate that the proposed method enables the robot to hover in place within a
body length from a setpoint, marking the ﬁrst unconstrained ﬂight of an insect-scale
robot.
Chapter 4 focuses on improving the ﬂight controller based on information obtained
from the experiments performed in Chapter 3. We identify uncertain parameters in
the system that signiﬁcantly aﬀect the ﬂight performance. This includes the neutral
torque points that determine the trimmed condition of the robot. Adaptive con-
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trollers are designed in order to estimate these parameters in an online fashion. The
implementation of the adaptive algorithm markedly reduces the position error in hov-
ering ﬂight to approximately one centimeter and evidently decreases the visible body
oscillation of the robot in ﬂight.
Towards the goal of performing agile maneuvers as observed inr e a li n s e c t s ,i n
Chapter 5, we re-design the adaptive controller from the preceding chapter to accom-
modate a tracking capability and eliminate the modular structure without losing the
adaptive or convergence properties. It is shown that the tracking controller substan-
tially enhances the maneuvering performance of the robot compared to the previous
adaptive controller.
In Chapter 6, we demonstrate that, using the tools we have developed so far,
and the iterative learning control algorithm, the insect-scale ﬂapping-wing robot can
mimic an aggressive maneuver seen in natural ﬂiers. Perchingo nav e r t i c a ls u r f a c e
is chosen to represent a benchmark task that requires agilitya n da c c u r a c yo ft h e
control system. We demonstrate that, by the use of a simple magnetic attachment
mechanism, and learning from previous mistakes, the robot can realize a pre-planed
trajectory and successfully land on a vertical surface.
In Chapter 7, the model describing the translational and rotational dynamics
of the robot is revisited. Recorded ﬂight data gathered from previous experiments
are processed and analyzed to provide empirical informationo nt h ed y n a m i ca n d
aerodynamic properties of the robot. Not only does this allowu st or e v i s et h ee x i s t i n g
dynamic model, but also to provide further insights into the dynamics and stability
of the vehicle. Additionally, the obtained knowledge could be incorporated into the
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ﬂight controller design process for improved tracking performance.
We ﬁnally conclude with a discussion of the ongoing research and avenues to be
addressed as steps towards the ultimate goal of developing a colony of autonomous
robotic insects that can work in concert to accomplished assigned tasks. This en-
compasses the work required to transform the current 80-mg prototype operating in
protective laboratory conditions to a sub-gram autonomous vehicle with integrated
onboard sensors and ﬂight avionics ready for operation in outdoor environments.
Nomenclature
The following nomenclature is assumed throughout this dissertation:
• In equations, bold letters indicate vectors.
• Given an unknown parameter α, its estimate is represented by ˆ α.T h ee s t i m a t i o n
error ˜ α is deﬁned as ˜ α =ˆ α − α.
• Otherwise, ˆ · represents a unit vector.
• High order derivatives are denoted by bracketed superscript, i.e., α(n) = dnα/dtn.
• The variable s is reserved to represent a Laplace variable.
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Robot Model and Dynamics
In this chapter, we introduce the ﬂapping-wing robotic insect prototype designed
and fabricated in the Harvard Microrobotics Laboratory thatt h eﬂ i g h tc o n t r o le x p e r -
iments in this thesis are based upon. The physical propertiesa n dp a r a m e t e r so ft h e
robot are elaborated. In addition, simpliﬁed theoretical models explaining the me-
chanics, dynamics and the aerodynamic properties of the robot are outlined. These
nominal models serve as a plant model for ﬂight control purposes in later chapters.
2.1 Robot Description
The robot presented in this thesis (illustrated in ﬁgure 2.1)i sa n80 mg ﬂapping-
wing robot fabricated using the Smart Composite Microstructures (SCM) process as
detailed in [58, 81]. The robot’s airframe is made of layers ofc a r b o nﬁ b e r ,l a m i n a t e d
under heat and pressure to form a rigid and lightweight composite, and laser ma-
chined. Resilient ﬂexure joints are fabricated from polyimide ﬁlm. The assembly pro-
11Chapter 2: Robot Model and Dynamics
1 cm
Figure 2.1: Five individual robotic insects of identical design are shown alongside
aU . S .p e n n yf o rs c a l e ,d e m o n s t r a t i n gt h a tt h em a n u f a c t u r i n gp r o c e s sf a c i l i t a t e sr e -
peatability and mass production.
cess takes inspiration from origami to create complex 3D structures and mechanisms
by folding. Taking inspiration from Diptera (ﬂies), the robot has two wings and is
equipped with two piezoelectric bimorph actuators. Piezoelectric bimorph actuators
are chosen over electromagnetic motors for the ﬂight musclesd u et ot h e i rf a v o r a b l e
scalability [93]. The addition of the second actuator distinguishes this robot from the
earlier prototype in [69], allowing two wings to be driven independently, resembling
the direct ﬂight muscles found at the base of the wings in Odonata (dragonﬂies) [20].
This design also deviates from the robot presented in [28, 29], where two small con-
trol actuators were mounted at the base of each wing to independently ﬁne tune the
stroke amplitudes of the wings, similar to the thoracic topology of a Dipteran insect
[20]. The physical parameters of the robot reported in [57] are reproduced in Table
2.1.
When a voltage is applied to the actuator, it induces motion att h et i po ft h e
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Table 2.1: Various physical parameters of the robotic insect.
Robot Properties
Total mass 80 mg
Flight muscle mass 50 mg
Tracking marker mass 5 mg
Wire tether mass 0.2 mg·cm−1
Roll axis inertia 1.42 g·mm2
Pitch axis inertia 1.34 g·mm2
Yaw axis inertia 0.45 g·mm2
Reynolds number <1200
Flapping frequency 120 Hz
Flapping amplitude 110 degrees
Power consumption during hover 19 mW
Robot Geometry
Height 14 mm
Body width 3.5 mm
Wing span 35 mm
Wing Properties
Wing length 15 mm
Mean chord length 3.46 mm
Area 52 mm2
Inertia (ﬂapping axis) 45.3 mg·mm2
Mass 1 mg
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actuator. In this robot, linear displacement of the actuatort i pi sa m p l i ﬁ e da n d
converted into a rotational motion of the wing (described thea n g l eΦ in ﬁgure 2.2)
by a ﬂexure-based spherical four-bar transmission, creating an actuator-transmission-
wing system. The angle of attack of both wings is not directly controlled and relegated
to a passive mechanism by the incorporation of compliant ﬂexures at the wing hinges
as shown in ﬁgure 2.2. The passive mechanism substantially simpliﬁes the fabrication
and control requirements. Lift force is then produced as a result of the wing rotation
along the angle Ψ.I no p e r a t i o n ,t h eﬂ a p p i n gf r e q u e n c yi st y p i c a l l yﬁ x e da tav alue
between 110−120 Hz, near the system’s resonant frequency to maximize the ﬂapping
stroke amplitude and minimize reactive power expended by wing inertia and the
hinge stiﬀness. The robotic insect is capable of modulating the thrust force that is
nominally aligned with the robot’s vertical axis by alteringi t sﬂ a p p i n ga m p l i t u d ea n d
able to generate torques along its three body axes: roll, pitch, and yaw, using diﬀerent
ﬂapping schemes as detailed in ﬁgure 2.3. Theoretically, this allows the robot to be
controllable over the SO(3) space. Similar to most insects, which lack the ability to
generate lateral thrust without banking [83], lateral maneuvers can be achieved by
re-orienting the body such that the net thrust vector takes onal a t e r a lc o m p o n e n t
as modeled in the literature [96, 36]. This leaves researchers the task of designing a
controller that determines the required lift and torque to stabilize the robot’s ﬂight.
More details on the robot design and torque generation schemes can be found in [58].
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Figure 2.2: A schematic model highlights key components of the insect-scale robot,
the rotational axes of the ﬂapping strokes, and the passive rotation axes.
2.2 Commanded torques to wing trajectories
In [58, 69], it was shown that the thrust produced by the robotic insect is approxi-
mately a linear function of the actuator voltage amplitude. The robot was capable of
producing thrust greater than 1.3 mN, or more than 1.5 times its own weight. Body
torques on the order of one µNm can be achieved by using the three diﬀerent ﬂapping
schemes illustrated in ﬁgure 2.3. Roll torque is generated byd i ﬀ e r e n t i a l l yc h a n g i n g
the stroke amplitude of the two wings. Pitch torque is generated by shifting the loca-
tion of the mid-stroke planes forward or backward. Adding a second harmonic signal
into the ﬂapping trajectory results in a diﬀerence in stroke velocity on the forward
and backward strokes. This inﬂuences drag forces and alters the wing angle of attack.
When applied to both wings in the opposite directions, a yaw torque is generated.
These torque generation modes are greatly simpliﬁed in comparison to observed in-
sect wing kinematics [83]. Nevertheless, they are often chosen for simulations and
15Chapter 2: Robot Model and Dynamics
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Figure 2.3: A robotic ﬂy with a pair of independently actuatedw i n g se n a b l e sp r e -
cise control of torques about three orthogonal axes. (a) Rollt o r q u ei sg e n e r a t e db y
ﬂapping one wing with a larger stroke amplitude than the other, inducing diﬀeren-
tial thrust forces. (b) Pitch torque is generated by moving the mean stroke angle of
both wings forward or backward to oﬀset the thrust vector awayf r o mt h ec e n t e ro f
mass. (c) To generate yaw torques, the robot inﬂuences wing drag forces by cyclically
modulating the stroke velocity in a “split-cycle” scheme [65].
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dynamically-scaled robot experiments [19, 18, 65].
For control purposes, ﬁrst the model of the system–a map or a transfer function
between input signals and the resultant thrust or torques–has to be identiﬁed. The
key challenge in obtaining such a model is the lack of a viable multi-axis force/torque
sensor. In [58], a custom dual-axis force-torque capacitives e n s o rs i m i l a rt ot h ed e s i g n
in [26] was used to measure a single axis of torque and a single force perpendicular
to the torque axis. This sensor, therefore, cannot determinet h ec o u p l i n gb e t w e e n
torques along diﬀerent axes. Furthermore, despite over a decade of progress in micro-
manufacturing, there still exists considerable variation between robots. Additionally,
the process of mounting the robot on the sensor is challenginga n dp o s s i b l yd e s t r u c -
tive, making it impractical to characterize all robots priort oﬂ i g h te x p e r i m e n t s .
As a consequence, a more theoretical approach is taken. Quasi-steady analyses
are often employed to capture the aerodynamic forces in insect ﬂight [83, 5]. Taking
as i m i l a ra p p r o a c h ,i n[ 8 8 ] ,t h eb l a d e - e l e m e n tm e t h o dw a su s ed to provide estimates
of the aerodynamic forces and moments. This study is particularly suitable for our
robot as it was carried out using wings operating at the same scale and Reynolds
number as our robot. Moreover, the passive wing hinges present on the robot in this
work were also used in the experiments and modeling in [88].
The model in [88] is used to compute the estimates of the resultant thrust and
body torques using the ﬂapping schemes shown in ﬁgure 2.3. Based on this, we
constructed a theoretical approximation of the time-averaged thrust and torques as
af u n c t i o no fw i n gt r a j e c t o r y .T h eﬁ n d i n g ss u g g e s t st h a t ,f o rc o n s t a n tf r e q u e n c ya n d
over a small range of inputs, aerodynamic thrust can be approximated as a linear
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function of the ﬂapping amplitude, irrespective of other torque input parameters.
This is consistent with the empirical evidence in [69]. Similarly, torques about the
body axes are approximately linear functions of their respective input parameters as
previously reported in [58]. The model further predicts minimal coupling between
the three torque generation modes (in agreement with ﬁndingsa n da s s u m p t i o n si n
related work [19, 18]), and suggests that the torques are alsod e p e n d e n to nt h eﬂ a p p i n g
amplitude. These can be summarized into a set of equations as followings:
Γ=atΦ0 − bt
τr =( arΦ0 − br)δr
τp =( apΦ0 − bp)δp
τy =( ayΦ0 − by)η, (2.1)
where Γ denotes the thrust, τi’s represent roll, pitch, and yaw torques, Φ0 is the ﬂap-
ping amplitude, δr is the diﬀerential stroke angle, δp is the shift in mean stroke angle,
η is a relative proportion of a second-harmonic signal used forg e n e r a t i n gi m b a l a n c e d
drag forces, and the ai and bi terms are constants resulting from the linearization.
The results from this equation are illustrated in ﬁgure 2.4, where predicted torques
are plotted as functions of various wing stroke parameters. It suggests that, for exam-
ple, the magnitude of pitch torque is more severely aﬀected byt h eﬂ a p p i n ga m p l i t u d e
than that of the roll torque. All in all, the predictions from equation (2.1) have to
be treated with care as they only represent the nominal theoretical values that may
vary notably from robot to robot. Any possible unknown discrepancies have to be
18Chapter 2: Robot Model and Dynamics
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Figure 2.4: The generated force and torques as predicted by the aerodynamic model
[88]. (a) Thrust (plotted in mg) approximately depends only on the peak-to-peak
ﬂapping amplitude. (b) Pitch torque is a linear function of the shift in the mean
stroke angle, but is also dependent on the ﬂapping amplitude.( c )S i m i l a r l y ,r o l lt o r q u e
depends on the diﬀerential stroke angle. Its dependence on the ﬂapping amplitude
is less pronounced. (d) Yaw torque is more diﬃcult to generate, but the moment of
inertia is also smaller along the yaw axis. It can be approximated as a linear function
of the amount of the 2nd harmonic component in the driving signal.
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robustly handled or compensated by the ﬂight controller.
2.3 Linearized System Model
Once we have obtained the required wing trajectory for the desired thrust and
torques, the corresponding actuator drive signals are calculated by approximating the
actuator-transmission-wing system as a second order linears y s t e m[ 2 7 ] .T oe l a b o r a t e ,
the piezoelectric actuator also acts as a spring-like component to store elastic energy
while driving the wing inertia, inducing an oscillatory behavior akin to the coupled
muscle-thorax-wing system in ﬂies [20]. As a consequence, a shift in the mean stroke
angle, for example, translates to a DC oﬀset in the drive signal. The model enables
us to calculate the voltage amplitudes and oﬀsets required tog e n e r a t et h r u s tt os t a y
aloft and torques for control. Based on the predictions, one could also ensure that
the total voltage required does not exceed the maximum actuator voltage.
In the following chapters, we assume that the torques can be directly commanded
by the controller, and the delay in the actuation can be neglected (At 120 Hz, we an-
ticipate that the robot would take a few ﬂapping strokes (one ﬂapping stroke equates
to ≈ 8 ms) to realize the torque commands. These assumptions are also common in
the MAVs community [53, 59, 52].
2.4 Time-Averaged Dynamic Equations
Owing to the relatively small inertia of the wings (relative to the body) and rapid
but low-amplitude motion of the actuators, for the time scales of interest, these small
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Figure 2.5: (a) Body axes deﬁnitions. (b) Four to eight infrared, motion tracking
cameras observe the positions of retroreﬂective markers attached to the robot in order
to estimate its position and orientation in space with low latency. Position estimates
are transmitted to the controller computer, which computes the control signals and
sends them to the robot via a wire tether.
oscillations are neglected and only stroke-averaged dynamics are considered. Stroke-
averaged models were found to be suﬃciently accurate to capture the dynamics of
insects and robots of similar scales [18, 69]. Herein, the robotic insect is regarded as
ar i g i db o d yi nt h r e e - d i m e n s i o n a ls p a c e ,b a s e do nt h es t a n d a rd aircraft model–the
approach often taken in modeling the ﬂight dynamics of ﬂapping-wing MAVs [67, 75].
In the body attached coordinates, the roll, pitch, and yaw axes are aligned with the
ˆ x, ˆ y,a n dˆ z axes as presented in ﬁgure 2.5(a).
2.4.1 Rotational Dynamics
Due to symmetry, it is reasonable to assume that the cross terms in the moment
of inertia matrix J are negligible. The orientation between the body frame and the
inertial frame is deﬁned by the rotation matrix R,w h i c hi sr o t a t i n ga ta na n g u l a r
velocity ω with respect to the body frame. As a result, the attitude dynamics can be
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described by the Euler equation
J˙ ω =
 
τ − (ω × Jω), (2.2)
where Στi is the total torque acting on the vehicle. The total torque acting on the
robot is the sum of the baseline torque generated from ﬂappingt h ew i n g sa c c o r d i n g
to the schemes illustrated in ﬁgure 2.3 as a result of the control command and the
additional damping of the aerodynamic eﬀects that arise in free ﬂight [75, 82, 18],
which may be considered insigniﬁcant while the robot is stationary during hovering.
Given orientation feedback, one can construct a 3×3 rotation matrix (R)r e l a t i n g
the body frame to the inertial frame. Note that since the elements of R can also be
represented using ˆ x, ˆ y, and ˆ z as R =
 
ˆ x ˆ y ˆ z
 
.I tf o l l o w st h a tt h ea n g u l a rv e l o c i t y
can be written as a function of the body axes and its time derivative, or the rotation
matrix and its time derivative as
 
ωx ωy ωz
 
=
 
ˆ z · ˙ ˆ y ˆ x · ˙ ˆ z ˆ y · ˙ ˆ x
 
. (2.3)
The time derivative of the rotation matrix ˙ R is given as ˙ R = R[ω×],w h e r et h e
map [(·)×]:R3  → SO(3) is deﬁned such that [a×]b = a × b for all a,b ∈ R3.A n
alternative representation of ˙ R can be written as:
˙ R =
 
˙ ˆ x ˙ ˆ y ˙ ˆ z
 
=
 
ωzˆ y − ωyˆ zω xˆ z − ωzˆ xω yˆ x − ωxˆ y
 
. (2.4)
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2.4.2 Translational Dynamics
The translational dynamics of the robot depends on the orientation of the robot.
In other words, the normalized thrust Γ (which has a dimension of acceleration, not
force) is nominally aligned with the ˆ z axis of the robot. It follows that we can write
the equation of motion of the robot in the inertial frame as
m
 
¨ X ¨ Y ¨ Z
 T
= mg + mΓˆ z + Faero, (2.5)
where m denotes the mass of the robot, X, Y ,a n dZ are position of the robot in the
inertial frame, and Faero represents additional aerodynamic forces that arise in free
ﬂight. Such eﬀects, including unsteady ﬂow, are diﬃcult to accurately capture using
simple models that are suitable for real-time control purposes. These damping eﬀects
are often neglected in the control problems of MAVs [44, 53, 59]. In the study of insect
ﬂight, however, it has been shown that they could be approximately captured as linear
terms in the rotational dynamics and the translational dynamics [24, 75]. While these
additional terms may be negligible in controlled hovering ﬂight, they could become
signiﬁcant in more aggressive ﬂight. More details on these aerodynamic eﬀects are
given in Chapter 7.
2.5 Experimental Setup
Flight control experiments are performed in a ﬂight arena equipped with four to
eight motion capture VICON cameras (see ﬁgure 2.5b), providing a tracking volume
of 0.3×0.3×0.3 m. The system provides position and orientation feedback by tracking
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Figure 2.6: Block diagram illustrating the control architecture. The ﬂight controller
determines the desired values of thrust and torque to be generated by the robot. The
control forces and torques are converted ﬁrst to wing trajectories and then to input
signals for the robotic ﬂy. The body dynamics of the robot are measured using a 3D
motion tracking system.
the position of four retroreﬂective markers at a rate of 500 Hz. Orientation feedback
is given in the form of Euler angles that can immediately be converted into a rotation
matrix. Computation for control is carried out on external computers using an xPC
Target system (Mathworks), which operates at 10 kHz for both input sampling and
output signal generation. High-voltage ampliﬁer delivers power to the robot via a 0.6
ml o n gb u n d l eo ff o u r51-gauge copper wires. A schematic diagram illustrating the
experimental setup is shown in ﬁgure 2.6. The latency of the complete experimental
setup was found to be approximately 8 ms–around wing beat (See Appendix A),
comparable to the measured neural delay time of fruit ﬂies [75].
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Nonlinear Flight Controller
Flies are among the most agile ﬂying creatures on Earth. Theirs u p e r l a t i v em a n e u -
verability is a result of sophisticated sensory-motor systems working against intrinsic
ﬂight instabilities. To mimic this aerial prowess in a similarly sized robot with limited
information about the robot’s dynamics requires a nonlinearc o n t r o ls o l u t i o nt h a ti s
capable of stabilizing the robot over a large region of attraction. To this end, we
demonstrated tethered but unconstrained stable hovering and basic controlled ﬂight
maneuvers. The result validates a suﬃcient suite of innovations for achieving artiﬁ-
cial, insect-like ﬂight.
3.1 Introduction
Recent development of ﬂight-capable insect-scale ﬂapping-wing robots that are
capable of independently modulating roll, pitch, and yaw torques as well as producing
enough lift force [29, 28, 58] provides researchers with an opportunity to study and
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expand their understanding of the ﬂight control in insects and millimeter-scale MAVs.
Flight control of vehicles at such scale could be markedly diﬀerent from that of larger
ﬂying vehicles due to a number of reasons: the intrinsic instability of insect ﬂight
[67, 8], the diﬀerence between the aerodynamics of ﬂapping-wing ﬂight and ﬁxed-
wing ﬂight, and the relative importance of disturbances, to name but a few.
To date, there have been a number of theoretical studies on insect ﬂight control
using various techniques [15, 66, 19, 67], including linear control, optimal control, etc.
While these proposed controllers oﬀer plausible solutions,t h e ya r ed e v i s e db a s e do n
diﬀerent assumptions regarding the dynamics and modes of torque generation which
vary dramatically across a range of vehicles. Moreover, practical considerations such
as unmodeled dynamic eﬀects, disturbances, and sensing are often ignored. This
motivates us to design a nonlinear ﬂight controller that speciﬁcally takes into con-
sideration the information regarding dynamics of the robot and the limitation of our
experimental system outlined in the preceding chapter.
In section 3.2, we present the derivation and stability analysis of the proposed
nonlinear ﬂight controller and outline a method for compensating for imperfections
from the fabrication process. Results from unconstrained ﬂight experiments are shown
in section 3.3, followed by conclusion and discussion.
3.2 Controller design
The body dynamics of the millimeter-scale robot are fast—based on the measured
torque generation, the robot should be able to perform a 90◦ turns in less than 30 ms
[58]. To stabilize such dynamics, the controller must be considerably faster. We use
26Chapter 3: Nonlinear Flight Controller
a1 0k H zc o n t r o l l e ro p e r a t i n gf r e q u e n c y—o nt h eo r d e ro f1 0 0t imes faster than the
nominal 120 Hz ﬂapping frequency to obtain suﬃciently smooths i g n a l s .
Complicating the control problem, we observe considerable and unpredictable vari-
ations from robot to robot due to small manufacturing diﬀerences that are diﬃcult
to characterize. To date, we have not found a commercially-available sensor with
as u i t a b l er a n g e( ≈1-10 µNm) and resolution (≈10 nNm), and possessing multiple,
simultaneous measurement axes. A custom, dual-axis force-torque sensor capable of
measuring a single axis of torque and a single force perpendicular to the torque axis
of suitable range was demonstrated and used to measure thrustf o r c em a g n i t u d e s
from the robot [58]. Because there is no closed-form solutiont ot h eN a v i e r - S t r o k e s
equations for ﬂapping-wing ﬂight, we must use approximations of the various features
of the aeromechanical system to create a simple plant model asp r e s e n t e di nC h a p t e r
2. The rigid body dynamics in three-dimensional space are also markedly nonlinear.
The combination of these uncertainties and the rapid dynamics of the system presents
ac h a l l e n g i n gc o n t r o lp r o b l e m .
The approach we are using here initially is to focus on achieving stable hovering
behavior, dividing the controller into three modules: attitude, lateral position, and
altitude controllers as described below. The overall architecture of the ﬂight controller
is schematically shown in ﬁgure 3.1.
3.2.1 Attitude Controller
For the purposes of hovering, it is not necessary for the ﬂapping-wing robot to
maintain a speciﬁc yaw angle heading because the robot can roll or pitch to move
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Figure 3.1: Block diagram illustrating the control architecture. The controller con-
tains three modules to control attitude, lateral position, and altitude. The calculated
control forces and torques are converted ﬁrst to wing trajectories and then to input
signals for the robotic ﬂy. The body dynamics of the robot are measured using a 3D
motion tracking system.
laterally in any direction. However, our attitude controller applies a damping eﬀect
to counteract rotation because otherwise, the slight fabrication asymmetries between
the two wings results in rapid spinning behavior that destabilizes the robot.
Af e wa s s u m p t i o n sr e g a r d i n gt h ed y n a m i c so ft h er o b o ta r em a d et os i m p l i f yt h e
attitude controller design. First, the robot is treated as a rigid body, neglecting the
inertial eﬀects of the mass of the wings. Second, because we want stationary hovering,
we assume the wind strength and translational and rotationalv e l o c i t i e sa r en e a rz e r o ,
so that we can neglect aerodynamic forces and torques arisingf r o mt r a n s l a t i o n a la n d
rotational motions of the robot.
Accordingly, we can model the control problem as applying forces and torques
to stabilize a simple rigid body under the inﬂuence of gravitya l o n e . T h ea t t i t u d e
controller stabilizes the body in 3-D space using an energy-based Lyapunov function,
motivated by [54]. The function takes the form:
V0 = kp (1 − cosΦ) +
1
2
ω
TIω,
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where kp is a positive scalar, I is the rigid body inertia matrix in the body coordinate
frame, ω is the angular velocity, and Φ is deﬁned as the angle between the current
body axis orientation (ˆ z)a n dt h ed e s i r e db o d ya x i so r i e n t a t i o n( ˆ zd)s u c ht h a t
ˆ z · ˆ zd =c o sΦ .
The proposed Lyapunov function is a positive deﬁnite function and is zero only when
the robot is oriented in the desired orientation and stationary. Assuming ˆ zd is constant
or slowly varying, the time derivative of the function is given by
˙ V0 = kpω
T
⎛
⎜ ⎜
⎜
⎜
⎜
⎝
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⎢ ⎢
⎢
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⎤
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⎥
⎥
⎥
⎦
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⎢ ⎢
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⎢
⎣
ˆ zd1
ˆ zd2
ˆ zd3
⎤
⎥ ⎥
⎥
⎥
⎥
⎦
⎞
⎟ ⎟
⎟
⎟
⎟
⎠
+ ω
Tτ,
where we have used equations (2.2) and (2.4), Rij represents an element in the rotation
matrix describing the current orientation of the robot, ˆ zdi is an ith element of the
vector ˆ zd,a n dτ is the command torque vector to be generated by the robot. It
follows that, for a positive constant kv,t h ef o l l o w i n gc o n t r o ll a w
τ = −kp
⎛
⎜ ⎜
⎜
⎜
⎜
⎝
⎡
⎢ ⎢
⎢
⎢
⎢
⎣
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⎥
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⎢ ⎢
⎢
⎢
⎢
⎣
ˆ zd1
ˆ zd2
ˆ zd3
⎤
⎥ ⎥
⎥
⎥
⎥
⎦
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⎟ ⎟
⎟
⎟
⎟
⎠
− kvω
yields
˙ V = −kvω
Tω ≤ 0.
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According to the invariant set theorem, the system is globally asymptotically stable
with zero attitude error and zero angular velocity under the assumptions given above.
In practice, however, the angular velocity feedback is not directly available from
the motion capture system. To ensure that the stability condition is retained, the
Lyapunov function is modiﬁed with an additional term:
V = V0 +
1
2
kvχ
Tχ
= kp (1 − cosΦ) +
1
2
ω
TIω+
1
2
kvχ
Tχ,
where the dynamics of χ are described by
χ =
s
s + λ
e.
Here s is a Laplace variable, λ is a positive constant, and e is a 3×1 vector containing
Euler angles representing the orientation of the robot. There exists a matrix E(e)
that maps ˙ e to the angular velocity as
˙ e = E(e)ω.
By using the control law
τ = −kp
⎛
⎜ ⎜
⎜
⎜
⎜
⎝
⎡
⎢ ⎢
⎢
⎢
⎢
⎣
R12 R22 R32
−R11 −R21 −R31
000
⎤
⎥ ⎥
⎥
⎥
⎥
⎦
⎡
⎢ ⎢
⎢
⎢
⎢
⎣
ˆ zd1
ˆ zd2
ˆ zd3
⎤
⎥ ⎥
⎥
⎥
⎥
⎦
⎞
⎟ ⎟
⎟
⎟
⎟
⎠
− kvE
T(e)χ,
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the time derivative of the Lyapunov function is given by
˙ V = −λkvχ
Tχ − kvω
TE
Tχ + kvχ
T ˙ e
= −λkvχ
Tχ.
Subsequently, the global asymptotic stability is achieved without directly using the
angular velocity feedback. The resultant control law has a structure similar to a PD
controller–the ﬁrst term corresponds to a proportional error and the second term can
be regarded as a derivative error. The values of kp, kv,a n dλ were experimentally
tuned.
3.2.2 Lateral Controller
To navigate the robotic ﬂy to the setpoint lateral positions,t h eo u t e rl a t e r a l
controller determines a desired body attitude of the robot (ˆ zd). By commanding tilt
angles, the lateral controller causes the thrust vector to take on a lateral component.
This desired attitude orientation is inputted to the attitude controller, which acts
to regulate attitude to this new orientation. The magnitude of the lateral force is a
function of the deviation angle between the instantaneous body axis and the vertical
axis. This controller module is a proportional-derivative controller of the form:
⎡
⎢
⎣
ˆ zd1
ˆ zd2
⎤
⎥
⎦ = −kpl
⎡
⎢
⎣
X − Xd
Y − Yd
⎤
⎥
⎦ − kvl
⎡
⎢
⎣
˙ X − ˙ Xd
˙ Y − ˙ Yd
⎤
⎥
⎦,
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where X, Y , Xd, Yd are positions and desired positions, kpl and kvl are controller gains.
ˆ zd3 is calculated such that the magnitude of the vector ˆ zd is unity. Additionally, a
saturation scheme was also implemented to ensure that the setpoint attitude does not
deviate by more than 30◦ from the upright orientation.
3.2.3 Altitude Controller
The altitude controller determines the amount of propulsivef o r c er e q u i r e dt or e a c h
an altitude setpoint. It is a proportional-derivative controller, with a feedforward term
to account for the gravity, and assumes a one-dimensional, upright oriented system.
However, since we are not executing rapid ﬂight maneuvers that may require
extreme body attitude angles (over 30° of tilt) as presented in Chapter 6, the altitude
controller is deliberately designed to ignore the attitude of the robotic insect. In
other words, it assumes the system is always upright and adjusts the propulsive force
magnitude to modulate vertical lift force and consequently vertical position. The
approximation, which amounts to a linearization about an operating point at hover,
holds because the robotic bee tilts less than 30◦ to generate lateral forces for lateral
position control. This deviation ofthe propulsive forcevector only marginally disrupts
the vertical lift force component.
Assuming a nearly upright orientation oﬀers two beneﬁcial consequences. First, it
avoids commanding an increase in thrust when the robot tilts from the upright orien-
tation, leaving more voltage adjustment range to the more critical attitude controller
(voltage range is limited by the voltage rail at 300V). Second, it reduces the amount
of lateral drift that would arise if the robot increases thrust to compensate for oﬀ-axis
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tilting away from the upright orientation.
3.2.4 Compensation for fabrication-based torque biases
Despite attempts identify input signals that minimize generated body torques,
practically it is impossible to completely eliminate such bias torques. These bias
torques are the result of inevitable asymmetries due to manufacturing variations.
The asymmetries oﬀset the net propulsive thrust vector from the robot’s center of
mass, causing undesired residual torques about the body. This open-loop “trimming”
procedure provides a rough estimate of the zero-body-torques t a t ea n di ss u ﬃ c i e n t
information to achieve short, marginally stable hovering ﬂights. However, we ﬁnd
that the robotic ﬂy steadily drifts laterally out of the control volume due to estima-
tion inaccuracy. To achieve stable, stationary hovering, wec o m p e n s a t ef o rt h ee r r o r
by adding an integral term in the attitude controller to achieve zero-body-torque op-
eration at steady-state. A secondary issue is that the zero-body-torque state does
not necessarily coincide with the propulsive force vector oft h er o b o to r i e n t e dv e r t i -
cally, contributing additional lateral drift. We implementa na l g o r i t h mi nt h el a t e r a l
controller to evaluate the direction of the misaligned propulsive thrust vector and re-
deﬁne the zero-body-torque state to remove the misalignment. This is carried out by
considering a simpliﬁed model of the lateral dynamics of the robot, assuming steady
hover (i.e. when lift thrust balances the gravitational force):
mg
⎡
⎢
⎣
R13
R23
⎤
⎥
⎦ + mg
⎡
⎢
⎣
rX
rY
⎤
⎥
⎦ = m
⎡
⎢
⎣
¨ X
¨ Y
⎤
⎥
⎦ + b
⎡
⎢
⎣
˙ X
˙ Y
⎤
⎥
⎦,
33Chapter 3: Nonlinear Flight Controller
where g is the gravitational constant, b is the aerodynamic drag coeﬃcient, R13 and
R23 are elements of the rotation matrix, and rX and rY represent the misalignment of
the body axes along the inertial coordinate frames. Here rX and rY are determined
using ﬁltered derivatives on X and Y and projected back onto the robot’s body frame.
They are continuously estimated using a low-pass ﬁlter. A revised rotational matrix
corresponding to the observed dynamics is then obtained.
3.3 Flight Experiments
Prior to the ﬂight experiments, the robot underwent a series of tests on a static
setup for inspections of the ﬂapping frequency and amplitude. This procedure allows
us to verify that the robot possesses a resonant frequency andl a r g es y m m e t r i c a l
ﬂapping strokes that satisfy the requirements for lift generation and balanced torque
production.
Flight experiments were performed in a laboratory environment as described in
Section 2.5. Open-loop experiments were carried out prior tot h ec l o s e d - l o o pﬂ i g h t s
in order to identify input signals that minimize bias torquesa n da p p r o x i m a t ea n
operating state where there is zero body torque.
In ﬂight tests, the robotic ﬂy demonstrated stable hovering about a ﬁxed point
with position errors on the order of one body length around thet a r g e tp o s i t i o n
sustaining ﬂights for longer than 20 seconds without ever approaching a crash. Images
showing the robot in an example of a 10-second hovering ﬂight are shown in ﬁgure 3.2.
The robot lifted oﬀ and reached the altitude setpoint at ≈ 8.5 cm in approximately
0.6 sa n ds t a y e dw i t h i n5 cm of the setpoint throughout the ﬂight, after which the
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Figure 3.2: Frames from a recorded ﬂight video at various times during the robot’s
ﬂight. (left) Strobed positions at 0.1-s intervals. The white dot indicates the desired
hovering location.
controller was switched oﬀ. Reconstruction of the ﬂight trajectory is shown in ﬁgure
3.3. Additionally, the robot also demonstrated lateral ﬂight maneuvers, alternating
between two ﬁxed points in space by a switch of the target lateral position. Figure
3.4 shows the robot traversing 20 cm laterally in less than one second. It can be seen
that the lateral controller commanded the position of the robot by modulating the
body orientation of the robot as the desired body axis. The attitude controller then
realized the body orientation and simultaneously stabilized the robot.
3.4 Conclusion and Discussion
Motivated by the agile dynamics and the lack of system information, in this chap-
ter we designed a nonlinear ﬂight controller suite using an energy-based Lyapunov
function with a large region of attraction. This is distinguishable from linearized
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Figure 3.3: (a) Recorded trajectory of the robot from a 10-second hovering ﬂight
projected onto the inertial coordinate frame. Dashed lines are setpoint positions. (b)
The 3D reconstruction of the ﬂight trajectory. Line color gradient indicates distance
from the target point, with red indicating closer proximity.
approaches where stability is only guaranteed in a small domain. We have veriﬁed
that the proposed method successfully stabilized the ﬂapping wing robot in hover-
ing ﬂights, marking the ﬁrst demonstration of unconstrainedﬂ i g h to faﬂ a p p i n g - w i n g
vehicle at this scale.
While diﬃcult to quantify, we believe the tether wires have a minor destabilizing
eﬀect on the dynamics of the robot. Due to the widely varying conformation of the
wires as the robot performs ﬂight maneuvers, it is unlikely that the tether wires
provided any consistent stabilizing eﬀects. We treat the eﬀect of the tether as a
disturbance that is compensated for in the open-loop trimming experiments and by
the controller. More thorough analysis on the eﬀects of the tether can be found in
Appendix B.
Because of its scale and ability to perform stable, controlled ﬂight, the ﬂapping-
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Figure 3.4: The robotic ﬂy executes a lateral maneuver. During the maneuver, the
altitude remains roughly constant. With time plotted on the vertical axis, the ori-
entation of the robot’s body axis, as projected onto the x-z plane, tilts to generate
lateral forces in response to a change in the desired lateral position (dashed line).
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Figure 3.5: Commanded torque magnitudes during an attitude-stabilized ﬂight indi-
cate that stabilization torques are dominated by the derivative term of the controller.
In the yaw torque plot, the proportional term does not contribute because, by design,
only yaw rate is controlled. In all cases, the measured torquef o l l o w st h ec o m m a n d e d
torque with a constant delay due to sensor latency and robot thoracic mechanics.
Angular rate and measured torque (estimated from angular rate and the inertia of
the robot) was low-pass ﬁltered with a cutoﬀ frequency of 60 Hzi no r d e rt or e d u c e
noise. The robot’s ﬂapping frequency is 120 Hz, and its eﬀect can be observed as a
higher-frequency oscillation superimposed on the commanded torque signals.
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wing robot provides an alternative method for studying insect-scale, ﬂapping-wing
ﬂight mechanics and ﬂight control. For example, we studied the role of the ﬂight con-
troller on the attitude dynamics of the robot by turning oﬀ thel a t e r a lp o s i t i o nc o n t r o l
to emphasize torque commands from attitude stabilization. Our ﬂight data suggest
that the robot’s attitude-stabilization torques are highlyd e p e n d e n to ni n f o r m a t i o n
about angular velocities (ﬁgure 3.5). The commanded torque counters the measured
angular rate with a delay of approximately two wing-stroke cycles. This coincides
with the biological observation that haltere-mediated feedback is rate-dependent in
Drosophila [17] and the similar ﬁnding in theoretical models of other ﬂying insects [8].
Additionally, ﬂapping-wing ﬂight experiences movement-based forces and torques that
may be diﬃcult to simulate in dynamically scaled ﬂuid mechanics models. These dy-
namics, such as nonlinearities and cross-coupling of diﬀerent degrees of freedom that
arise during complicated ﬂight maneuvers, could be measuredw i t hm o d e lﬁ t t i n g[ 4 2 ]
or onboard sensors.
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Challenges for controlled ﬂight of a robotic insect are due tot h ei n h e r e n ti n s t a -
bility of the system, complex ﬂuid-structure interactions,a n dt h eg e n e r a ll a c ko fa
complete system model. In this chapter, we propose theoretical models of the system
based on the limited information available from the preceding chapters and a com-
prehensive ﬂight controller. The modular ﬂight controller is derived from Lyapunov
function candidates with proven stability over a large region of attraction. Moreover,
it comprises adaptive components that are capable of coping with uncertainties in
the system from manufacturing imperfections. We have demonstrated that the pro-
posed methods enable the robot to achieve sustained hoveringﬂ i g h t sw i t hr e l a t i v e l y
small errors compared to a non-adaptive approach presented in the previous chapter.
Simple lateral maneuvers and vertical takeoﬀ and landing ﬂights are also shown to
illustrate the ﬁdelity of the ﬂight controller. The analysiss u g g e s t st h a tt h ea d a p t i v e
scheme is crucial in order to achieve millimeter-scale precision in position as observed
in insect ﬂights in nature.
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4.1 Introduction
In Chapter 3, controlled ﬂight of a millimeter-scale ﬂapping-wing robot was ﬁrst
empirically demonstrated. From a controls perspective, ﬂapping-wing MAVs [13, 48]
bear some resemblance to helicopters and quadrotors. Both types of aircraft are
typically underactuated with four inputs and six rigid body degrees of freedom. While
ﬂying insects are able to perform extraordinary aerodynamicf e a t s ,s m a l lq u a d r o t o r s
are also known to possess great maneuverability [60, 63]. Given the extensive research
on controlling quadrotors using various techniques [63, 60,4 9 ] ,s i m i l a rs t r a t e g i e sm a y
also be suitably applied to the emerging ﬂapping-wing MAV prototypes.
In addition to swift dynamics, a primary challenge in controlling the robotic in-
sect is due to the lack of comprehensive knowledge of the system and the variation in
system properties owing to complex aerodynamics and manufacturing imperfections.
Empirical characterization and system identiﬁcation are not currently feasible since
am u l t i - a x i sf o r c e / t o r q u es e n s o rw i t ha p p r o p r i a t er a n g ea n dr e s o l u t i o nf o rt h er o b o t s
of interest does not exist. To compensate, in Chapter 2, predictions of the system’s
characteristics were made based on theoretical models [88, 27]. In order to achieve
sustained ﬂight, it is necessary to account for uncertain parameters arising from man-
ufacturing errors (e.g. torque oﬀsets); this cannot be done by modeling alone. One
possible approach to account for model uncertainties is to use an adaptive controller.
The controllers used in the Chapter 3 are not inherently adaptive. Instead, an
integral part is added to deal with parameter uncertainty. Iti sc o n c e i v a b l et h a tt h e
use of adaptive controllers with proven convergence properties could improve ﬂight
performance. Additionally, the results allow us to gain further insights into the ﬂight
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dynamics of the vehicle and obtain more realistic models for control purposes. In
this chapter we revisit the problem of controlling the robotic insect by employing
an adaptive approach. The ﬂight controller has been designedb a s e do np r o p o s e d
Lyapunov functions using sliding mode control techniques. The control laws and
adaptive laws are derived such that the stability can be guaranteed in a Lyapunov
sense. The use of adaptive sliding mode control is not novel inM A Va p p l i c a t i o n s ,
nevertheless, earlier work often relies on a small-angle assumption [94, 52]. In this
chapter, the proposed controller possesses a large domain ofa t t r a c t i o n . A n o t h e r
major beneﬁt is the reliability of the adaptive parts that allow us to eﬃciently obtain
estimates of uncertain parameters. The performance of the proposed controller is
tested in more than 20 hovering ﬂights and compared to the results from the non-
adaptive controller from Chapter 3. Demonstrations of simple maneuvers are also
presented, together with a more thorough analysis of the results. The outcomes
suggest the importance of the adaptive scheme and its potential roles in the ﬂight
control system of real insects.
4.2 Controller Design
Driven by the lack of both empirical measurements and an accurately identiﬁed
model of the robot, we employed an adaptive controller in order to estimate un-
known parameters. The overall ﬂight controller is comprisedo ft h r e es u b c o n t r o l l e r s :
al a t e r a lc o n t r o l l e r ,a na t t i t u d ec o n t r o l l e r ,a n da na l t i t u de controller. In comparison
with Dipteran insects, in our robot the lateral controller has slower dynamics and
can be associated with the optomotor control system in insects, whereas the attitude
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Figure 4.1: Block diagram explaining the experimental setupa n dc o n t r o ls t r a t e g y .
The cascaded lateral controller and attitude controller areo p e r a t e di np a r a l l e lw i t h
the altitude controller.
controller holds a role similar to the mechanosensory systemf o rr a p i df e e d b a c k[ 8 3 ] .
Here the lateral controller takes position feedback from a motion capture system and
determines the desired orientation of the robot in order to maneuver the robot to
ap o s i t i o ns e t p o i n t . T h i sd e s i r e do r i e n t a t i o ns e r v e sa st h esetpoint for the attitude
controller that evaluates the required torques from the vehicle to achieve the desired
attitude. In parallel, the altitude controller computes thes u i t a b l et h r u s tf o r c et o
maintain the robot at the desired height based on external position feedback. The
block diagram representing these controllers is presented in ﬁgure 4.1. These con-
trollers are considerably diﬀerent from those in Chapter 3 ast h e ye m p l o yt h eu s eo f
sliding mode control techniques [80] for adaptive purposes.M o r e o v e r , h i g h e r o r d e r
models of lateral and altitude dynamics are implemented to reduce the oscillating
behaviors seen in the results from Chapter 3.
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4.2.1 Adaptive Attitude Controller
Ac o n s e n s u sd r a w nf r o ms e v e r a ls t a b i l i t ys t u d i e si n d i c a t e sthat, similar to in-
sect ﬂight, ﬂapping-wing MAVs in hover are unstable without active control [67, 75].
Together with uncertainties due to an incomplete model of thev e h i c l ea n dt h er e q u i r e -
ment to vary the attitude setpoint for lateral maneuvers, it is necessary to design a
robust controller that allows for signiﬁcant excursions from the hovering state. As op-
posed to traditional linear controllers based on a linearization about hover, we employ
Lyapunov’s direct method to design a controller with a large domain of attraction.
The attitude controller employed here is distinct from the one that demonstrated
the ﬁrst successful ﬂights in the preceding chapter as it enables better tracking and
adaptive ability for uncertain parameter estimates.
The goal of the attitude controller is to align the robot ˆ z axis with the desired
attitude vector ˆ zd,w i t h o u ts p e c i ﬁ c a l l yc o n t r o l i n gt h eˆ x and ˆ y axes. Such a strategy
allows the robot to maneuver in the desired direction while relaxing control over the
exact yaw orientation. In other words, the robot has no preference to roll or pitch,
but a combination of them would be chosen so that the body ˆ z axis aligns with the
desired attitude vector ˆ zd with minimum eﬀort.
Based on a sliding control approach [80], we begin by deﬁning as l i d i n gs u r f a c e
composed of an angular velocity vector ω and the attitude error e,
sa = ω +Λ e, (4.1)
where Λ is a positive diagonal gain matrix. The attitude error e is selected to corre-
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spond to the amount of the deviation of ˆ z from ˆ zd,
e =
 
ˆ y · ˆ zd −ˆ x · ˆ zd 0
 T
=
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
R12 R22 R32
−R11 −R21 −R31
000
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
ˆ zd1
ˆ zd2
ˆ zd3
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
. (4.2)
Note that the third element of the attitude error vector is zero, consistent with the
decision not to control the exact yaw orientation. The composite variable sa is zero
when ˆ z aligns with ˆ zd and the robot has no angular velocity, hence the controller
would only command a yaw torque to neutralize the yaw rate and disregard the yaw
orientation. This strategy is suitable for this particular vehicle, which was found to
be able to produce relatively large roll and pitch torques, but its ability to produce
yaw torque is limited.
Let ˆ α be a vector containing the estimates of unknown parameters and ˜ α be the
estimation error deﬁned as ˜ α =ˆ α − α,w ep r o p o s et h ef o l l o w i n gL y a p u n o vf u n c t i o n
candidate
Va =
1
2
s
T
aJsa +
1
2
˜ α
TΓ
−1˜ α, (4.3)
here Γ is a positive diagonal adaptive gain matrix. Assuming that the robot also
produces some unknown constant torques −τo in addition to the commanded torque
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τc by the controller, equation (2.2) can be rewritten as
J˙ ω = τc − τo − (ω × Jω). (4.4)
As a result, from equations (4.1), (4.3) and (4.4), the time derivative of the Lyapunov
function is given by
˙ Va = s
T
a (τc − τo − (ω × Jω)+JΛ˙ e)+˙ ˜ α
TΓ
−1˜ α. (4.5)
Deﬁning ˆ J as the estimate of the diagonal inertia matrix, we propose thec o n t r o ll a w
τc = −Kasa +ˆ τo −
 
Λe × ˆ Jω
 
− ˆ JΛ˙ e (4.6)
= −Kasa + Y ˆ α, (4.7)
where K is a positive diagonal gain matrix, ˆ τo is an estimate of the unknown oﬀset
torque τo,a n dt h em a t r i xY and the parameter estimate vector ˆ α are
Y =
⎡
⎢
⎢
⎢ ⎢
⎢
⎣
−Λ˙e 1 Λ˙ e3ωy −Λ˙ e2ωz
−Λ˙ e3ωx −Λ˙ e2 Λ˙ e1ωz I3×3
Λ˙e 2ωx −Λ˙ e1ωy −Λ˙ e3
⎤
⎥
⎥
⎥ ⎥
⎥
⎦
ˆ a =
 
ˆ Jxx ˆ Jyy ˆ Jzz ˆ τo1 ˆ τo2 ˆ τo3
 T
. (4.8)
Equation (4.5) then becomes
˙ Va = −s
T
aKasa + s
T
aY ˜ α + ˙ ˜ α
TΓ
−1˜ α. (4.9)
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This suggests the adaptive law
˙ ˆ α = −ΓY
Tsa, (4.10)
which renders the time derivative of the Lyapunov function tob en e g a t i v ed e ﬁ n i t e ,
˙ Va = −s
T
aKasa ≤ 0. (4.11)
According to the invariant set theorem, the system is theoretically almost globally
asymptotically stable. That is, the composite variable and the estimation errors
converge to zero. The exception occurs when the ˆ z axis points in the opposite direction
to the desired attitude vector. Additionally, notice that nop a r t i c u l a rr e p r e s e n t a t i o n
of rotation is used, hence no care needs to be taken to avoid a singularity or any
ambiguity in the choice of representation.
The presented attitude controller has a few beneﬁts over the controller employed
in Chapter 3. For instance, it has better tracking ability, and the adaptive part
takes into consideration the torque oﬀset errors and uncertainty in the estimate of
the inertia and makes corrections based on the feedback.
4.2.2 Adaptive Lateral Controller
The lateral controller is designed based on the dynamics described in equation
(2.5). This controller relies on position feedback to compute the desired attitude
vector that becomes a setpoint for the attitude controller. An adaptive part is in-
corporated in order to account for misalignment between the presumed thrust vector
and the true orientation of the thrust vector. Moreover, the lateral controller assumes
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that the response of the attitude controller can be describedb yaﬁ r s to r d e rd i ﬀ e r -
ential equation as shown in equation (4.12)–this consideration was not present in the
previous chapter.
d
dt
⎡
⎢
⎣
R13
R23
⎤
⎥
⎦ = γ
⎛
⎜
⎝
⎡
⎢
⎣
ˆ zd1
ˆ zd2
⎤
⎥
⎦ −
⎡
⎢
⎣
R13
R23
⎤
⎥
⎦
⎞
⎟
⎠. (4.12)
Here γ−1 is an approximate time constant of the closed-loop attitude dynamics.
The lateral dynamics captured by equation (2.5) is, in fact, obtained from the
assumption that the thrust vector lies perfectly along the body ˆ z axis. In other
words, it assumes that the thrust vector in the inertial framei sg i v e na s
Γ
|Γ|
=ˆ z
= R
 
001
 T
. (4.13)
To compensate for a possible misalignment, we introduce another rotation matrix
Rϵ representing a small rotation that maps the body ˆ z to the true direction of the
thrust vector:
Γ
|Γ|
= RRϵ
 
001
 T
. (4.14)
For small rotations, Rϵ can be parametrized by three parameters |ϵx|,|ϵy|,|ϵz|≪1,
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such that
Rϵ =
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
1 −ϵz ϵy
ϵz 1 −ϵx
−ϵy ϵx 1
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
(4.15)
Therefore, the complete model of the lateral dynamics is obtained by substituting
equations (4.12), (4.14) and (4.15) into (2.5).
γ
−1m
d3
dt3
⎡
⎢
⎣
X
Y
⎤
⎥
⎦ + m
d2
dt2
⎡
⎢
⎣
X
Y
⎤
⎥
⎦ =
mg
⎡
⎢
⎣
ˆ zd1
ˆ zd2
⎤
⎥
⎦ + ϵx
⎡
⎢
⎣
−R12
−R22
⎤
⎥
⎦ + ϵy
⎡
⎢
⎣
R11
R21
⎤
⎥
⎦, (4.16)
where we have assumed Rϵ to be constant, hence the two ˙ ϵ terms arising from the
diﬀerentiation of equation (4.14) are neglected.
Subsequently, the controller can be designed based on a similar composite variable
idea as used for the attitude controller. The sliding surface sl,a n dt h eL y a p u n o v
function candidate Vl are deﬁned as
sl =
 
d2
dt2 +2 λ
d
dt
+ λ
2
 
⎡
⎢
⎣
˜ X
˜ Y
⎤
⎥
⎦
Vl =
1
2
γ
−1s
T
l sl + ˜ β
TΨ
−1˜ β, (4.17)
where ˜ X and ˜ Y are position errors (the diﬀerence between the current position and
the position setpoint), ˜ β is a vector containing the estimation errors of γ−1, ϵx,a n d
ϵy,a n dΨ is an adaptive gain. Given a positive diagonal controller gain matrix Kl,i t
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can be proven that the following control law
g
⎡
⎢
⎣
ˆ zd1
ˆ zd2
⎤
⎥
⎦ = −Klsl +
d2
dt2
⎡
⎢
⎣
X
Y
⎤
⎥
⎦ +Υˆ β, (4.18)
with the term Υˆ β written as
Υˆ β =
⎡
⎢
⎣
d3
dt3
⎡
⎢
⎣
X
Y
⎤
⎥
⎦ −
d
dt
sl
R12/m −R21/m
R22/m −R21/m
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⎥
⎦
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⎢
⎢
⎢
⎢ ⎢
⎣
ˆ γ−1
ˆ ϵx
ˆ ϵy
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
, (4.19)
and the adaptive law
˙ ˆ β = −ΨΥ
Tsl, (4.20)
make the time derivative of the proposed Lyapunov function candidate negative def-
inite
˙ Vl = −s
T
l Klsl ≤ 0. (4.21)
Again, the invariant set theorem can be applied to ensure the stability of the system.
In the case of hovering, the position setpoint is constant. Inm o r eg e n e r a lc a s e s ,t h e
controller also possesses the ability to track time-varyings e t p o i n t sa st h eﬁ r s ta n d
second derivative of the setpoint are incorporated into the composite variable sl.
4.2.3 Adaptive Altitude Controller
The altitude controller has a structure similar to the lateral controller in the
preceding section, but with only one dimensional dynamics and a feedforward term to
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account for gravity. The input to the altitude dynamics is, however, the commanded
thrust. The adaptive part is responsible for estimating the thrust oﬀset and a time
constant similar to γ in the lateral controller.
The main assumption on the altitude controller is that the robot orientation is
always upright, thus the generated thrust is always aligned with the vertical axis.
The primary reason for this assumption is to preserve the limited control authority
for the more critical attitude controller. To illustrate, a tilted robot may lose altitude
due to a reduction in thrust along the inertial vertical axis.I n s t e a d o f p r o d u c i n g
more thrust to compensate, we prioritize control authority to the attitude controller
to bring the robot upright and reorient the thrust to the vertical axis.
4.3 Unconstrained ﬂight experiments
The lack of direct velocity and angular velocity measurementr e q u i r e su st oe s -
timate both velocities via the use of ﬁltered derivatives. The approach allows some
attenuation of high frequency disturbances, but the estimates suﬀer from delays in-
troduced by ﬁlter phase shifts. To illustrate, when a derivative ﬁlter sa/(s + a) is
applied, it introduces the attenuation factor of approximately a/ω to a high fre-
quency (ω)s i g n a l ,w h r e r e a sal o wf r e q u e n c ys i g n a lw o u l ds u ﬀ e rap h a s edelay of
approximately ω/a radians. This delay, however, was found to be suﬃciently small
and did not prevent us from achieving stable hover in the experiments.
As stated in the previous chapter, we belive the wire tether has a destabilizing
eﬀect on the robot, but it is compensated for by the controller. More thorough
analysis on the tether is given in Appendix B.
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4.3.1 Open-loop trimming
Initially, the vehicle is mounted on a static setup and a high-speed video camera
is used to measure the ﬂapping amplitude of the robot at various frequencies to de-
termine the resonant frequency of the system and to characterize a suitable operating
point where asymmetry between the two wings is minimized. Once the operating
frequency is chosen, trimming ﬂights are executed in the ﬂight arena in attempt to
determine the conﬁguration where the net torque produced by the robot is close to
zero.
Open-loop trimming is carried out by commanding the robot to produce constant
thrust and torques. Visual feedback and state feedback are used to determine the
amount of undesired bias torques present in the robot. The process is repeated with
an e ws e to fo ﬀ s e tt o r q u e si na na t t e m p tt om i n i m i z et h eo b s e r v ed bias torques. Due
to the inherent instability of the robot, a successful open-loop ﬂight usually crashes
in less than 0.4 s. This emphasizes the need of active control for the vehicle.A n
automatic switch-oﬀ routine is also implemented to cut oﬀ thep o w e rw h e nt h er o b o t
deviates more than 60◦ from vertical to prevent damages from crashing. An example
of a well-trimmed open-loop ﬂight, where the robot ascended to more than 4cm in
altitude before crashing, is displayed in ﬁgure 4.2(a).
4.3.2 Attitude-Controlled ﬂight
To evaluate the performance of the attitude controller, we ﬁrst carried out closed-
loop ﬂights without the lateral controller by setting the attitude setpoint in equation
(4.2) to be an upright orientation, bypassing the lateral controller block in ﬁgure 4.1.
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Figure 4.2: (a) Composite image showing an example of a trimming ﬂight. (b) A
composite image of a robotic insect taking of in a attitude-controlled ﬂight. (c)
Image sequence illustrating the robot hovering around the setpoint at various times
(the grey dots indicate the approximate desired location). (d) A 3D reconstruction
of the robot’s trajectory during a seven-second hovering ﬂight. (e) Position vs. time
plots of the robot location in the same ﬂight as in (c) and (d).
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Theoretically, once the attitude and altitude are controlled, the robot should be able
to stay aloft for an indeﬁnite period.
Here, the trim information obtained from open-loop ﬂights serves as an initial
estimate of the torque biases for closed-loop ﬂights. It was found that the attitude
controller was able to keep the robot in the upright orientation as captured in ﬁgure
4.2(b). However, in the absence of the lateral controller, the robot generally traverses
over 20 cm in 1− 2 sa n di m m e d i a t e l yc r a s h e so n c ei ti so u t s i d et h et r a c k i n gv o l ume
of the motion capture system. The results emphasize the need for a lateral controller
to keep the robot ﬂying in the control volume for an extended period.
4.3.3 Hovering ﬂight
To begin with, hovering ﬂights are performed using initial estimates of torque
biases obtained from open-loop ﬂights. At the beginning of each ﬂight, only the
attitude controller and the altitude controller are active.T h er o b o tu s u a l l yt a k e sl e s s
than one second to reach the altitude setpoint. The lateral controller is initiated 0.2
si n t ot h eﬂ i g h t ,h o w e v e r ,i ti sn o tf u l l ya c t i v a t e du n t i lt =0 .4 s( T h eg a i ni sr a m p e d
up in 0.2 s). Similarly, the adaptive parts are activated 0.8 si n t ot h eﬂ i g h t ,b u ta r e
not in full operation until 1.0 s.
Oftentimes, the parameter estimates derived from open-loopt r i m m i n gﬂ i g h t sa r e
suﬃciently accurate for the robot to stay aloft for a few seconds while the adaptive
parts enhance the performance of the controller by adjustingt h e s ee s t i m a t e s . N e v -
ertheless, parameter estimates learned at the end of each ﬂight are incorporated into
the controller as new estimates. These include the torque oﬀset (τo)i nt h ea t t i t u d e
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controller, orientation misalignment in the lateral controller (ϵx, ϵy), and the thrust
oﬀset in the altitude controller.
In the absence of mechanical fatigue, after several tuning ﬂights, estimated pa-
rameters tend to converge to constant values. At this point, the robot is typically able
to maintain its altitude setpoint within a few millimeters, while the lateral precision
is on the order of one to two centimeters. It is likely that local air currents or tension
from the power wires are the cause of disturbances.
Figure 4.2(c)-(e) demonstrates an example of a typical hovering ﬂight after param-
eter convergence. In this case the ﬂight lasts seven seconds,a f t e rw h i c ht h ep o w e r
is cut oﬀ. In this sequence, the robot maintained an altitude of 6.0 cm above the
ground while it translated laterally around the setpoint.
4.3.4 Lateral maneuver
To demonstrate tracking ability for both the attitude controller and the lateral
controller and to verify the eﬃciency of accomplishing lateral maneuvers by tilting
the body, we illustrate that simple lateral maneuvers along ap r e - g e n e r a t e dt r a j e c t o r y
can be achieved. For this demonstration, a sinusoidal trajectory with the amplitude
of 6.0 cm and the period of 3.0 si sc h o s e n .T h er o b o tw a sc o n ﬁ g u r e dt of o l l o wt h i s
trajectory for two cycles while retaining its altitude.
Figure 4.3(a)-(b) shows an example of a lateral ﬂight maneuver. It reveals that
throughout 8.0 so ft h eﬂ i g h t ,t h er o b o t i ci n s e c tc o u l dm a i n t a i ni t sa l t i t u d ew i t h i na
few millimeters from the setpoint. The lateral position, however, had a tendency to
lag behind the reference trajectory by approximately 0.2 sa n do c c a s i o n a l l yo v e r s h o t
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Figure 4.3: (a) A composite image showing the robot in variousl o c a t i o n sa n dt i m e s
while performing a lateral maneuver. (b) A plot of the robot’sp o s i t i o na n dd e s i r e d
location in a lateral ﬂight. The orientations of the robot’s body axis are projected
onto the X − Z plane.
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Figure 4.4: (a) Photograph of the robotic insect with extended landing gears next to
a1 6 - p i nd u a li n - l i n ep a c k a g e( D I P )i n t e g r a t e dc i r c u i tf o rs cale. (b) Trajectory plot
for an example landing ﬂight. (c) An image illustrating the robot traversing laterally
before landing on an elevated platform.
the target. This is in accord with the plot of the robot’s orientations in ﬁgure 4.3(b),
in which the robot often failed to catch up with the desired orientation when turning.
4.3.5 Vertical takeoﬀ and landing
In order to avoid violent crashes and simultaneously demonstrate precise maneu-
vers, here we show a controlled takeoﬀ and landing ﬂight of a robotic insect. At
the time of landing, the translational and angular velocities must be relatively small,
otherwise the momentum would cause the robot to crash. Moreover, when the robot
approaches the ground, downwash from the ﬂapping wings may introduce distur-
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bances in the form of ground eﬀects as seen in larger ﬂying vehicles, and destabilize
the robot. Here, we illustrate successful landing ﬂights viat h eu s eo fas i m p l ec o n t r o l
strategy with the aid of mechanical landing gear.
The landing gear is designed with two goals: to widen the base of the robot and
to absorb the impact of landing. Carbon ﬁber extensions are attached to the existing
structure through a viscoelastic urethane spacer (Sorbothane). A photograph of a
robot with the additional landing gear is shown in ﬁgure 4.4(a).
Landing is achieved by slowly reducing the altitude setpoint. To ensure that the
robot remains in the nominal upright orientation and stays close to the lateral set-
point, the change in altitude setpoint is suspended when the vehicle is in an unstable
state, deﬁned as the l2-norm of the composite variable sa or sl being larger than the
chosen thresholds. Once the robot is less than a certain height (≈ 8 mm) above the
ground, the driving signals are ramped down, leaving the landing gear to absorb the
impact from falling.
An example trajectory of a successful vertical takeoﬀ and landing ﬂight of the
robotic insect is displayed in ﬁgure 4.4(b)-(c). In this case, the robot took oﬀ to-
wards the altitude setpoint at 6 cm and started the landing process just before 1.0 s.
The nominal landing speed was set at 1.5 cm·s−1.A c c o r d i n gt ot h ep l o t ,t h er o b o t
followed the altitude setpoint closely. Nevertheless, justa f t e rt =5 .5 s, it can be
seen that the landing was brieﬂy suspended as the vehicle drifted away from the lat-
eral setpoint beyond the set tolerance. Eventually, the robot reached the pre-deﬁned
landing altitude and the power was ramped down after six seconds.
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4.4 Conclusion and Discussion
We have presented a comprehensive ﬂight controller designedf o rab i o - i n s p i r e d
ﬂapping-wing microrobot. Driven by modeling uncertainty and the nonlinear nature
of the system, Lyapunov’s direct method was employed to guarantee the stability of
the proposed adaptive controllers. We have demonstrated that, using a simpliﬁed set
of wing kinematics, as opposed to more sophisticated wing kinematics observed in
real insects, the proposed controller is suﬃcient to realizeh o v e r i n gﬂ i g h t sa n ds i m p l e
maneuvers.
4.4.1 Comparison to the non-adaptive controller
To compare the proposed controller to its non-adaptive counterpart from Chapter
3, we consider 25 ﬂight trajectories from the non-adaptive controller and 28 ﬂight
trajectories obtained from the adaptive controller. Only portions of stable ﬂights after
taking oﬀ are selected and consolidated into a non-adaptive dataset and an adaptive
dataset. The non-adaptive dataset consists of 125 seconds (15,000 wingbeats) of
ﬂying time while the adaptive dataset is 115 seconds (13,800 wingbeats) long. These
trajectories are plotted along the X, Y ,a n dZ axes relative to the setpoints in
ﬁgure 4.5(a). They are overlaid by boxplots representing them e a np o s i t i o n sa n dt h e
standard deviations. It can be seen that the proposed adaptive controller markedly
reduces standard errors by over 50%.T h e i m p r o v e m e n t i s m o s t p r o n o u n c e d a l o n g
the ˆ Z direction, thanks to the adaptive altitude controller.
Furthermore, to validate that the proposed adaptive controller is capable of coping
with possible variations between robots, we carried out hovering ﬂight experiments on
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two additional robots of the same design. On the second robot,d a t af r o mn i n es t a b l e
ﬂights, totaling 44.5 seconds (5,340 wingbeats) of ﬂight time was captured. On the
third robot, seven stable ﬂights were obtained, with total ﬂight time of 45.5 seconds
(5,460 wingbeats). Figure 4.5(b) shows boxplots illustrating the mean positions and
the standard deviations of stable hovering ﬂights performedb yt h et h r e er o b o t su s i n g
the adaptive controller. The plots verify that the magnitudes of the means and the
standard deviations are similar and consistent between the robots. Additionally, we
also found that in these robots, the torque oﬀsets converged to markedly diﬀerent
values. For instance, the pitch torque oﬀsets of the second and the third robot were
found to be ≈− 0.45 units and ≈− 1.50 units respectively, while the pitch torque
oﬀset of the ﬁrst robot (as demonstrated in ﬁgure 4.5c) was ≈− 1.00 units. Note
that the torque values here are given in a normalized unit as the true values are not
measured. Nevertheless, one unit is estimated to be in the order of one µNm. The
results suggest that the adaptive component of the controller is able to overcome
variations due to fabrication imperfections between robots.
Computationally, the adaptive laws of the proposed controller have a simple struc-
ture comparable to the integral component of a PID controller. The parameter es-
timates are given by the integral of terms without any matrix inversion or compu-
tationally expensive operations (equations 4.6 and 4.20), resulting in no signiﬁcant
computing power requirement relative to a standard PID controller.
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Figure 4.5: (a) Positions of the robot with respect to the setpoints from 25 non-
adaptive ﬂights (blue) and 28 adaptive ﬂights (red) overlaidb yb o x p l o t ss h o w i n gt h e
mean positions and the standard deviations. (b) Boxplots showing the averages and
the standard deviations in positions of three robots from 28,9a n d7ﬂ i g h t s .( c )D a t a
from 19 consecutive ﬂights after the open-loop trimming for steady hovering. The
top plot shows the RMS errors of the lateral position. The bottom three plots show
the estimated torque oﬀsets at the beginning of each ﬂight.
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4.4.2 Adaptability
Previous work on control for ﬂapping-wing MAVs has typicallyb e e nc a r r i e do u t
through modeling and simulations [67]. As a result, less emphasis was given to uncer-
tainties in state estimation. Some previous research incorporated integral parts into
linear controllers to eliminate steady state errors [19, 34]. It is anticipated that this
strategy may work equally well near hovering conditions. Duet ot h ei n h e r e n tn o n l i n -
earity of the attitude dynamics, the proposed adaptive controller has the potential to
surpass linear controllers at other operating points, when the linearization becomes
less accurate. It follows that the adaptive controller concept might resemble insect
ﬂight control systems more closely than a PID controller since ﬂying insects often per-
form saccadic movements and highly aggressive maneuvers, experiencing conditions
that are remarkably dissimilar to the hovering state.
Regarding the adaptive ability, one consideration is the extent of modeling uncer-
tainties that the adaptive controller can compensate for. Inp r a c t i c e ,i tw a sf o u n d
that it was always necessary to perform open-loop trimming ﬂights to obtain the ap-
proximate nominal torque oﬀsets (τo).T h i ss e r v e sa sas t a r t i n gp o i n tf o rar o b o tt o
ﬂy short closed-loop ﬂights prior to crashing. Subsequent ﬂights were executed with
the adaptive components and the latest parameter estimates were rounded and used
as new starting points for later ﬂights. Figure 4.5(c) shows the experimental data
from 19 consecutive ﬂights after open-loop trimming. By continuously updating the
parameter estimates (in this case the torque oﬀset estimatesa tt h eb e g i n n i n go fe a c h
ﬂight are shown), the root mean square of the lateral positione r r o rd e c r e a s e sf r o m
more than 10cm to less than 2 cm. Similarly, the torque oﬀset estimates seem to
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eventually converge. The adaptive component is capable of correcting torque oﬀset
estimates that are up to 0.2 units, whereas the inherent oﬀset could be as much as
one unit. To put these numbers into perspective, for a stable hovering ﬂight, the
commanded torques from the controller are generally boundedw i t h i n±0.3 units.
In practice, we occasionally observed unanticipated (both gradual and sudden)
changes in the torque oﬀset values caused by mechanical changes in the robot (e.g.
wing damage or wing hinge fatigue). Due to the small scale, it is often not possible to
identify the source of such changes immediately by inspection. To illustrate, a small
crack in the wing hinge is usually not observable until it has propagated substantially.
While the adaptive component of the controller could usuallyd e a lw i t hs m a l la n d
gradual changes as the damage propagates, it is diﬃcult to quantify the damage in
terms of the amount of imbalanced torque it causes as we are unable to identify the
beginning of the failure. In a hypothetical event of slight damage on the one wing, we
consider a simulated scenario involving a reduction of lift from one wing. Typically
one wing generates ≈ 40 mg of lift to support the weight of the robot. Assuming the
center of pressure is approximately one centimeter from the center of mass, each wing
produces about 4 µNm of roll torque. The results shown in ﬁgure 4.5(c) suggests
that the adaptive controller would be able to cope with ≈ 0.20 µNm of imbalanced
roll torque, which may arise from a sudden 5% reduction in lift from one wing. In a
scenario where the damage is gradual as often observed in practice, we expect that
the adaptive component would be able to deal with more acute damage.
In our adaptive controller, the adaptive gain can be chosen. In experiments, we
have seen that the torque oﬀset estimates could be adapted as fast as 2 unit·s−1
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without losing stability. This is, in many circumstances, suﬃciently fast for the robot
to adapt for changes that occur during ﬂight (e.g. changes in torque oﬀsets, loss of
lift, and the presence of gradual fatigue at the wing hinge). In insects, similar learning
behavior has been observed [22, 11]. Insects were found to adapt their ﬂight behaviors
to cope with wing damage with noticeable eﬀects on ﬂight performance. The results in
this work are in agreement with these biological observations, suggesting the presence
of an inherent adaptive or learning ability in the insect ﬂight control systems.
4.4.3 Robustness Analysis
Here we oﬀer a simpliﬁed analysis to quantify the eﬀect of unaccounted for torque
oﬀsets on the ﬂight performance. This could also be seen as a theoretical approach
to bound the position errors from possible unmodeled dynamics.
To begin with, we exclude the adaptive part of the controller from the analysis,
or regard the adaptive gains as zero. For the attitude controller, equations (4.6) and
(4.11) reveal that the time derivative of the Lyapunov function candidate is no longer
always negative deﬁnite when ˜ τo >K asa.S u p p o s e t h e r o b o t p o s s e s s e s a n i n h e r e n t
torque oﬀset of 0.1units about the pitch or roll axes, this would translate to a consis-
tent attitude error of 6.5◦ for the controller gains used in the experiments. Treating
that as a misalignment of body axes for the lateral controller, the resultant error
in lateral position would be 3cm. Since this does not take into consideration other
unmodeled eﬀects (e.g. disturbances or a delay in the controll o o p ) ,i ti sr e a s o n a b l e
to anticipate the error to be larger in practice. This is approximately in accordance
with the data in ﬁgure 4.5(b), where the lateral error drops from ≈ 10 cm to < 2 cm
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when the torque oﬀset estimates were altered by ≈ 0.2 units.
At the scale of our robot, to obtain millimeter-scale spatiala c c u r a c yw h i l eh o v e r i n g
on par with insects, the adaptive component must correct for torque oﬀsets with a
resolution of approximately 0.01 µNm resolution. This suggests that some insects are
capable of recognizing extremely small steady state errors and ﬁnely tuning their wing
kinematics in response. Since the adaptive process involvesi n t e g r a t i o na n dd o e sn o t
require rapid feedback, it is likely that insects handle sucho p e r a t i o ni nt h ep r i m a r y
sensory-motor systems, rather than using the specialized low-latency sensory-based
equilibrium reﬂexes typically used for attitude stabilization [20, 83].
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Adaptive Tracking Control
Inspired by the agility of ﬂying insects and the recent development on an insect-
scale aerial vehicle, we propose a single-loop adaptive tracking ﬂight control suite
designed with an emphasis on the ability to track dynamic trajectories as a step to-
wards the goal of performing acrobatic maneuvers as observedi nr e a li n s e c t s .I n s t e a d
of the conventional approach of having cascaded control loops, proposed controller di-
rectly regulates the commanded torques to stabilize the attitude and lateral position
in a single loop. This method is veriﬁed by performing trajectory following ﬂights
with the insect-like robot. The results show that the position errors during trajec-
tory following ﬂights are markedly reduced from those performed by the adaptive
controller presented in Chapter 4.
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5.1 Introduction
In an eﬀort to improve the ﬂight performance, in the previous chapter, the lack
of comprehensive knowledge of the system and variation caused by imperfect fabri-
cation motivated the development of an adaptive ﬂight controller capable of coping
with model uncertainties. This has brought about marked improvement in ﬂight
performance as evidenced by a reduction in position errors, particularly for hovering
ﬂights. Moreover, the ﬁdelity of this ﬂight controller has been further demonstrated
in vertical takeoﬀ and landing ﬂights.
In ﬂight control of MAVs with similar dynamics–quadrotors, it is common to divide
the controller into an inner loop and an outer loop [60, 2, 43].T h i s a l s oa p p l i e s t o
the previous controllers presented in Chapters 3 and 4. This approach relies on the
assumption that the dynamics of the inner loop are signiﬁcantly faster than for the
outer loop, hence two loops could be arranged in a cascaded conﬁguration. In the
case of Chapter 4, the inner loop, which control the attitude dynamics, takes the
output from the lateral controller in the form of an attitude setpoint as its input.
While this was shown to be an eﬀective method to produce steadyh o v e r i n gﬂ i g h t s ,i t
is conceivable that the cascaded control architecture may lead to unavoidable delay
due to the mentioned assumption, rendering such a controlleru n s u i t a b l ef o rm o r e
aggressive ﬂight trajectories.
As a consequence, in this chapter we present the development of a ﬂight controller
that discards the cascaded structure, integrating the lateral controller and the attitude
controller into a single block. Not only does this eliminate the delay in the control
loop, but it also eﬀectively improves the position tracking ability by taking into
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account the third and fourth order derivatives of the desiredp o s i t i o nw h i l eg e n e r a t i n g
the control outputs. We veriﬁed the capability of the proposed controller in trajectory
following ﬂights using generated smooth trajectories outlined in the later part of the
chapter.
5.2 Adaptive Tracking Controller Design
The inherent instability of ﬂapping-wing MAVs [75, 67] requires active ﬂight con-
trol. To prevent the robot from crashing, the attitude controller must nominally
align the robot’s thrust vector against gravity. In Chapter 3, we have demonstrated
that, using a ﬂight controller that possessed a large region of attraction over the
SO(3) space, the ﬂapping-wing robot achieved stable hovering ﬂights. One distinc-
tive character of the proposed controller is the relaxation of control over the exact
yaw orientation as it is dispensable in controlling the lateral position of the vehicle
as described in equation (2.5).
To attain more precise hovering, we have identiﬁed several critical unknown pa-
rameters that signiﬁcantly aﬀect the ﬂight performance and re-designed an adaptive
ﬂight controller using sliding mode control techniques as shown in Chapter 4. In this
case, the lateral position of the robot is regulated by changing the attitude setpoint
of the robot, while the altitude is controlled separately. Ino t h e rw o r d s ,t h el a t e r a l
controller and the attitude controller operate in a cascadedf a s h i o n .T h el a t e r a lc o n -
troller determines the attitude setpoint by assuming that the attitude dynamics are
considerably faster than the lateral dynamics, and therefore the closed-loop attitude
dynamics can be treated as a ﬁrst order lowpass system. In the mean time, the at-
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titude controller attempts to realize the attitude setpointa n dm i n i m i z et h ea n g u l a r
velocity of the robot. The block diagram summarizing key components of this control
architecture is shown in ﬁgure 5.1. This markedly improved the accuracy in position
and substantially reduced visible oscillations during hovering ﬂights as compared with
the results obtained from the non-adaptive controller presented in Chapter 3. Simple
lateral maneuvers were also demonstrated, nonetheless, there was signiﬁcant room for
improvement.
One downside of having a cascaded control structure as in Chapter 3 and 4 and
other related literature [2, 60] is a possible loss in precision due to the assumption that
the inner control loop is considerably faster than the outer loop. Another drawback
of the proposed controller in chapter 4 is that the attitude controller always tries to
minimize the rotational rate. Since the rotational rate is related to the third order
derivative of the position, it is anticipated that a controller that also determines a
suitable angular velocity setpoint would bring about betterp e r f o r m a n c ei nt r a j e c t o r y
following, particularly when more aggressive movements arei n v o l v e d .
In [53], a nonlinear controller that explicitly tracks trajectories in SE(3) was pro-
posed and proved to have exponential attractiveness over a large region. This con-
troller requires a pre-deﬁned trajectory that includes reference position, orientation,
and angular velocity information. A variation of this controller was implemented for
quadrotors in [59]. In our case, previously developed controllers possess two primary
shortcomings. First, it is not trivial to evaluate the angular velocity setpoint from
the pre-planed trajectory and the current state of the vehicle when the heading is
not directly speciﬁed. Second, they lack adaptibility, which is a desired property that
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Lateral
controller
Attitude
Controller
orientation
position
-
reference
position
attitude setpoint
thrust
torque Altitude
Controller
Figure 5.1: A block diagram illustrating the structure of theﬂ i g h tc o n t r o l l e ri nC h a p -
ter 4. Here the lateral controller computes the attitude setpoint as an input for the
attitude controller.
was proved to be crucial for ﬂight performance at this scale. It is not trivial to de-
sign a controller with proven stability that satisﬁes the mentioned speciﬁcations. The
complication arises as we try to retain provable Lyapunov stability while the exact
yaw orientation of the robot is not directly controlled. In this section, we propose
aL y a p u n o vf u n c t i o nc o m p o s e do fv a r i a b l e sm a d eo fv a r i o u sd e rivatives of position
error projected on to suitable directions. The outcome is a tracking controller that
directly regulates the desired torques from the position error, eliminating the former
cascaded structure and, thus, dropping the assumption regarding the response of the
attitude controller. The product is a more versatile controller that is capable of more
aggressive trajectory following in addition to only steady hovering without sacrifying
adaptibility.
In this section, we present the derivation of the proposed altitude controller and
the trajectory tracking controller based on techniques borrowed from the sliding mode
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Trajectory Tracking
Controller
thrust
torque Altitude
Controller
orientation
position
-
reference
position
Figure 5.2: A simpliﬁed block diagram showing the underlyings t r u c t u r eo ft h ep r o -
posed single-loop controller. The attitude controller is incorporated into the lateral
controller which operates in parallel to the altitude controller.
control method. Although they are presented separately as illustrated in ﬁgure 5.2,
they operate in parallel rather than in a cascaded conﬁguration. As a consequence,
they can technically be classiﬁed as a single control loop. For clarity, we initially
restrict the presentation to a non-adaptive system. Later, the controller is extended
to accommodate an adaptive component and the stability is veriﬁed via Lyapunov’s
direct method.
5.2.1 Altitude Control
To begin, we deﬁne a position vector (r)a n dt h ed e s i r e dp o s i t i o nv e c t o r( rd)w i t h
respect to the inertial frame:
r =
 
XYZ
 T
rd =
 
Xd Yd Zd
 T
. (5.1)
Given the robot’s normalized thrust Γ and the gravity vector g from equation (2.5),
the translational dynamics of the robot , ignoring the extra aedodynamic term, are
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described by
¨ r =Γ ˆ z +g =Γ R
 
001
 T
+ g
=Γ
 
R13 R23 R33
 T
−
 
00g
 T
. (5.2)
The altitude dynamics are given by the third row of equation (5.2).
¨ Z = ¨ r·
 
001
 T
=Γ R33 − g (5.3)
The thrust produced by the robot Γ is modeled to be related to the commanded
thrust T by a ﬁrst-order diﬀerential equation and a gain factor γ to capture the eﬀect
of the actuation delay similar to the consideration in equation (4.12):
˙ Γ=γ (T − Γ). (5.4)
For control purposes, we deﬁne an auxiliary variable SΓ and the variable ¨ Zr as the
following:
SΓ =
 
¨ Z − ¨ Zd
 
+Λ 1
 
˙ Z − ˙ Zd
 
+Λ 2 (Z − Zd)
= ¨ Z − ¨ Zr, (5.5)
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where Λi’s are positive constants. The sliding surface is described by SΓ =0 .A c -
cording to equations (5.3)-(5.5), the time derivative of SΓ is
˙ SΓ = ˙ ΓR33 +Γ˙ R33 −
d
dt
¨ Zr
= γ (T − Γ)R33 +Γ( −R32ωx + R31ωy) −
d
dt
¨ Zr. (5.6)
Here we propose a Lyapunov function candidate
VΓ =
1
2
S
2
Γ. (5.7)
Subsequently, the following control law
T =Γ− γ
−1R
−1
33
 
Γ(−R32ωx + R31ωy) −
d
dt
¨ Zr + KΓSΓ
 
, (5.8)
with a positive constant gain KΓ and the measured thrust from equation (5.4) given
as Γ=∥¨ r + g∥ render the derivative of the Lyapunov function candidate negative
deﬁnite
˙ VΓ = SΓ ˙ SΓ = −KΓS2
Γ ≤ 0 . (5.9)
According to the invariant set theorem, the system is globally asymptotically stable
in a Lyapunov sense [80].
5.2.2 Trajectory Tracking Control
Since the angular velocity is related to the third-order derivative of the robot’s
position, we consider an auxiliary variable e,m a d eu po ft h ed i ﬀ e r e n c e sb e t w e e nt h e
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robot’s position and the setpoint and their derivatives.
e =
 
r
(3) − r
(3)
d
 
+ λ1 (¨ r − ¨ rd)+λ2 (˙ r − ˙ rd)+λ3 (r − rd)
= r
(3) − r
(3)
r , (5.10)
where we have deﬁned r
(3)
r accordingly. Using equation (2.4) and (5.2), the third
derivative of r then becomes
r
(3) =Γ˙ ˆ z + ˙ Γˆ z =Γ ( −ωxˆ y + ωyˆ x)+˙ Γˆ z. (5.11)
We propose the following composite variable Sτ and the Lyapunov function candidate
Vτ:
Sτ =
 
−e · ˆ y/Γ e · ˆ x/Γ ωz
 T
=
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
ωx +Γ −1
 
r
(3)
r · ˆ y
 
ωy − Γ−1
 
r
(3)
r · ˆ x
 
ωz
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
, (5.12)
Vτ =
1
2
S
T
τ JSτ. (5.13)
Notice that angular velocity terms appear in (5.12), linkingt h ea t t i t u d ed y n a m i c st o
the lateral dynamics. The third element of Sτ is chosen to be ωz,c o n s i s t e n tw i t ht h e
decision not to directly control the heading of the robot, buto n l yt od a m po u tt h e
yaw rotation rate that may arise. Using equations (2.2) and (5.12), we can write the
derivative of the composite variable as
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J ˙ Sτ = τ − (ω × Jω) − Γ
−1J
d
dt
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
−
 
r
(3)
r · ˆ y
 
 
r
(3)
r · ˆ x
 
0
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
.
This suggests the commanded body torque
τ = −Γ
−1
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
r
(3)
r · ˆ y
−r
(3)
r · ˆ x
0
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
× Jω+Γ
−1J
d
dt
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
−
 
r
(3)
r · ˆ y
 
 
r
(3)
r · ˆ x
 
0
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
− KτSτ, (5.14)
so that the time derivative of the proposed Lyapunov functionc a n d i d a t ei sn e g a t i v e
deﬁnite and the system is proven asymptotically stable:
˙ Vτ = −S
T
τ KτSτ − S
T
τ (Sτ × Jω)
= −S
T
τ KτSτ ≤ 0. (5.15)
To evaluate the domain of attraction of the controller, observe that the Lyapunov
function candidate in equation (5.13) is zero only when the robot has no angular
velocity ωz,a n dt h ea u x i l i a r yv a r i a b l ee is zero or parallel to the ˆ z-axis. It is zero
only when the robot tracks the reference trajectory perfectly, or e being parallel to
the ˆ z axis implies that the error is along the thrust direction, in which case it will
be taken care of by the altitude controller as demonstrated inS e c t i o n5 . 2 . 1 . T h e
exception occurs when the vector e points in the opposite direction to the ˆ z-axis.
In that circumstance, the control signal makes no attempt to generate any torques
and correct for the error. Therefore, the proposed control law is almost globally
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asymptotically stable. One contribution to the large regiono fa t t r a c t i o na c h i e v e d
here is owing to the absence of singularities associated withr e p r e s e n t a t i o n so fSO(3)
such as Euler angles or ambiguities of quaternions.
Examining the control law in equation (5.14), it can be seen that the third deriva-
tive of the measurement of r embedded in the term −KτSτ could be written in terms
of angular velocity as given in equation (5.11). Therefore, only the second derivative
of r is required, alongside the body orientation and its ﬁrst derivative. Furthermore,
that fact that r
(3)
d and ¨ rd is included in r
(3)
r implies that the controller eﬀectively
tracks a setpoint for the angular velocity in addition to the acceleration—the prop-
erty lacking in the previous controller shown in Chapter 4.
5.2.3 Adaptive Control
In Chapter 4, we identiﬁed six unknown parameters that were crucial to accom-
plish steady hover: the misalignment of the thrust vector from the ˆ k axis (ϵi and ϵj),
three unknown torque oﬀsets (τo =
 
τoi τoj τok
 T
), and the normalized thrust
oﬀset (To). In this section, we present how the proposed controller is modiﬁed to take
into account the eﬀects of these unknowns, starting by including those eﬀects into
the dynamic model. We then present how the composite variables and the control
laws should be altered. A predictor and an adaptive componenta r ei m p l e m e n t e dt o
ensure that the estimates of the unknowns converge to their true values and stability
is still guaranteed under some assumptions as shown in the Lyapunov analysis at the
end of the section.
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5.2.3.1 Altitude control law
For a small deviation of the thrust vector from the presumed robot ˆ z-axis, the
thrust takes on small lateral components along the ˆ x and ˆ y axes, resulting in a slight
modiﬁcation to equation (5.2),
¨ r = Γ(ˆ z + ϵxˆ x − ϵyˆ y) − g. (5.16)
Similarly, the thrust dynamics are modiﬁed to include the unknown oﬀset To by
substituting T by Tc − To, ˙ T = γ (Tc − To − Γ),w h e r eTc is the commanded thrust
input. The derivative of the composite variable deﬁned in equation (5.5) becomes
˙ SΓ = γ (Tc − To − Γ)(R33 + ϵxR31 − ϵyR32)+Γ( −R32ωx + R31ωy) (5.17)
+Γϵx (−R33ωy + R32ωz)+Γ ϵy (−R33ωx + R31ωz) −
d
dt
¨ Zr.
We deﬁne
µ =Γ ˆ ϵx (−R33ωy + R32ωz)+Γ ˆ ϵy (−R33ωx + R31ωz)
+ΓR31ωy − ΓR32ωx − d ¨ Zr/dt, (5.18)
and propose the following control signal
Tc = ˆ To +Γ− Γ
−1R
−1
33
 
1 − ˆ ϵxR31R
−1
33 +ˆ ϵyR32R
−1
33
 
(µ + KΓSΓ). (5.19)
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By using the approximation
 
1 − ˆ ϵxR31R
−1
33 +ˆ ϵyR32R
−1
33
 
=
 
1+ˆ ϵxR31R
−1
33 + −ˆ ϵyR32R
−1
33
 −1 + O
 
ˆ ϵ
2 
(5.20)
it can be shown that the proposed control law makes the derivative of the composite
variable in equation (5.17) expressible as
˙ SΓ = −KΓSΓ +
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
γ (R33 + R31ˆ ϵx − R32ˆ ϵy)
ΓR33ωy − ΓR32ωz − R31R
−1
33 µ
ΓR33ωx − ΓR31ωz − R32R
−1
33 µ
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
T ⎡
⎢
⎢
⎢
⎢ ⎢
⎣
˜ To
˜ ϵx
˜ ϵy
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
+ γ ˜ To (−R31˜ ϵx + R32˜ ϵy)
= −KΓSΓ + YΓ˜ a + γ ˜ To (−R31˜ ϵx + R32˜ ϵy), (5.21)
where we have deﬁned a as a vector consisting of the three unknown parameters and
the vector YΓ accordingly. For small deviations (ϵx,ϵ y ≈ 0.1),a n dar e a s o n a b l yl a r g e
tilt angle (R31R
−1
33 ,R 32R
−1
33 ≈ 1)t h ee r r o rc a u s e df r o mt h ea p p r o x i m a t i o ni ne q u a t i o n
(5.20) is less than one percent. The ﬁrst term in equation (5.21) is identical to the
non-adaptive case in equation (5.9). The vector YΓ in the second term contains only
known and measurable quantities. These two terms are the typical form that usually
appears in the derivation of an adaptive sliding mode controller [80]. To achieve
Lyapunov stability, the last term has to be handled explicitly described in the last
paragraph of Section 5.2.3.4.
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5.2.3.2 Trajectory tracking control law
Including the eﬀect of ϵx and ϵy,w ed e ﬁ n ea ne s t i m a t eo fr(3) based on the estimates
of ϵx and ϵy based on equation (5.11):
ˆ r
(3) = Γ
 
˙ ˆ z +ˆ ϵx ˙ ˆ x − ˆ ϵy ˙ ˆ y
 
+ ˙ Γ(ˆ z +ˆ ϵxˆ x − ˆ ϵyˆ y). (5.22)
It follows that we can also deﬁne an estimate of e from equation (5.10) as ˆ e = ˆr (3)−r
(3)
r .
The deﬁnition of r
(3)
r from equation (5.10) remains unchanged. As a consequence, the
composite variable of the tracking controller is re-deﬁned:
ˆ Sτ =
 
−ˆe · ˆ y/Γ ˆe · ˆ x/Γ ωz
 
+
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
ωx − ˆ ϵxωz +Γ −1
 
r
(3)
r · ˆ y
 
ωy +ˆ ϵyωz − Γ−1
 
r
(3)
r · ˆ x
 
ωz
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
+
˙ Γ
Γ
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
ˆ ϵy
−ˆ ϵx
0
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
(5.23)
In general maneuvers, Γ does not vary appreciably from g.T h el a s tt e r mi ne q u a t i o n
(5.23) can be neglected.
To avoid the presence of ˙ r
(3)
r —which includes unknown parameters—in the control
law, we deﬁne ˙ ˆ r
(3)
r from equation (5.10) and (5.22) as
˙ ˆ r
(3)
r = r
(4)
d − λ1
 
ˆ r
(3) − r
(3)
d
 
− λ2 (¨ r − ¨ rd) − λ3 (˙ r − ˙ rd)
= ˙ r
(3)
r + λ1
 
ˆ r
(3) − r
(3) 
, (5.24)
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such that when the terms with ˙ Γ are neglected, equations (5.22) and (5.24) give
˙ r
(3)
r · ˆ y = ˙ ˆ r
(3)
r · ˆ y − λ1Γωz˜ ϵx
˙ r
(3)
r · ˆ x = ˙ ˆ r
(3)
r · ˆ x − λ1Γωz˜ ϵy. (5.25)
Expressing the body torque as the commanded torque τc and the unknown oﬀset τo,
τ = τc + τo,w ep r o p o s et h ef o l l o w i n gc o n t r o ll a w :
τc =ˆ τo −
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
Γ−1r
(3)
r · ˆ y − ωzˆ ϵx
−Γ−1r
(3)
r · ˆ x + ωzˆ ϵy
0
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
× Jω+ Γ
−1J
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
−
 
r
(3)
r · ˙ ˆ y + ˙ ˆ r
(3)
r · ˆ y
 
 
r
(3)
r · ˙ ˆ x + ˙ ˆ r
(3)
r · ˆ x
 
0
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
+J
⎡
⎢
⎢
⎢ ⎢
⎢
⎣
ˆ ϵx ˙ ωz + ˙ ˆ ϵxωz
-ˆ ϵy ˙ ωz-˙ ˆ ϵyωz
0
⎤
⎥
⎥
⎥ ⎥
⎥
⎦
− Kτˆ Sτ. (5.26)
It can be shown that using the proposed control law and equations (5.13), (5.23), and
(5.25), the time derivative of the re-deﬁned composite variable is
J ˙ ˆ Sτ = −Kτˆ Sτ +(˜ τo + Yτ˜ a), (5.27)
where
YΓ =
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
0 λ1Jxωz 0
00−λ1Jyωz
00 0
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
. (5.28)
Equation (5.27) is aﬃne in the estimation errors ˜ τo and ˜ a,r e n d e r i n gi tp o s s i b l et o
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apply an adaptive algorithm later. Observe that this proposed commanded torque τc
only contains measurable variables and the adaptive parameters (˙ ˆ ϵx and ˙ ˆ ϵy)t h a tw i l l
be given in section 5.2.3.4.
5.2.3.3 Predictor
Prior to presenting the adaptive algorithm, we ﬁrst design a predictor. The idea
is that some parameter errors are reﬂected in prediction errors. This information
could be used in conjunction with the regular tracking error to estimate the unknown
parameters. This strategy is generally known as composite adaptation [80]. In our
case, the predictor also has a vital role in the stability property of the Lyapunov
function candidate shown in the next section.
First, let s be a Laplace variable, we deﬁne a ﬁrst-order low-pass ﬁlter function
fγ(·)=γ (s + γ)
−1 . The generated thrust, therefore, can be written in the form
Γ=fγ (Tc − To)=Tf − To,
where Γf = fγ (Tc).T h et r a n s l a t i o n a ld y n a m i c so ft h er o b o ti ne q u a t i o n( 5 . 1 6 )then
becomes
¨ r = g +( Tf − To)(ˆ z + ϵxˆ x − ϵyˆ y)
¨ r − Tfˆ z − g = ϵxTfˆ x − ϵyTfˆ y − Toˆ z + O(ϵTo). (5.29)
By neglecting the second-order eﬀects, we can apply the low-pass ﬁlter throughout
twice and express the quantity on the right hand side of equation (5.29) in vector
81Chapter 5: Adaptive Tracking Control
form as
f
2
γ (¨ r − Tfˆ z − g) ≈
⎡
⎢ ⎢
⎢
⎢
⎢
⎣
−f2
γ
 
ˆ zT 
f2
γ
 
Tfˆ xT 
−f2
γ
 
Tfˆ yT 
⎤
⎥ ⎥
⎥
⎥
⎥
⎦
T
a
= Wa. (5.30)
At this point, we can substitute the vector a by its estimate ˆ a and the estimation
error ˜ a and rearrange the terms so that all measurable and known quantities are on
the left hand side of the equation and call it ε,
f
2
γ (¨ r − Tfˆ z − g)+Wˆ a = W˜ a
ε = W˜ a. (5.31)
Note that the matrix W is also measurable in real time.
5.2.3.4 Lyapunov Analysis
Here we propose a single Lyapunov function candidate for ﬂight control of the
ﬂapping-wing MAV:
V =
1
2
S
2
Γ +
1
2
ˆ SτJˆ Sτ +
1
2
T˜ a
TΥ
−1˜ a +
1
2
˜ τ
T
o Ψ
−1˜ τo. (5.32)
The ﬁrst two terms in equation (5.32) correspond to altitude control and lateral posi-
tion control, while the latter two terms are penalty terms fore r r o r si nt h ee s t i m a t i o n
of unknown parameters. Υ and Ψ are positive diagonal matrices acting as adaptive
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gains.
Using the control laws presented in the preceding sections, the derivative of the
Lyapunov function candidate is obtained by substituting in the results from equations
(5.21) and (5.27),
˙ V = −KΓS
2
Γ − ˆ S
T
τ Kτˆ Sτ + SΓYΓ˜ a + ˆ S
T
τ (˜ τo + Yτ˜ a)
+γ ˜ To (−R31˜ ϵx + R32˜ ϵy)
+˙ ˆ a
TΥ
−1˜ a + ˙ ˆ τ
T
o Ψ
−1˜ τo. (5.33)
Hence, we obtain the adaptive law for the unknown torque oﬀset,
˙ ˆ τo = −Ψˆ Sτ.
For the estimation of a,w ep r o p o s et h ef o l l o w i n ga d a p t i v ea l g o r i t h m :
˙ ˆ a = −Υ
 
YΓSΓ + Yτˆ Sτ
 
−Υ(∆+Σ)
 
W
TW
 −1
W
Tε, (5.34)
where ∆ is a positive diagonal matrix and Σ is a matrix with zero diagonal elements:
Σ=
γ
2
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
0 −R31 0
−R31 0 R32
0 R32 0
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
. (5.35)
This incorporation of Σ enables us to cancel out terms that are the product of two
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Figure 5.3: A block diagram showing the details of the adaptive controller and com-
plete feedback loop.
parameter errors. Invertibility of W TW depends on the rank condition of W.F r o m
equation (5.30), it can be seen that W always has full rank before being ﬁltered.
This might not be true after ﬁltering. However, physically W is unlikely to be ill-
conditioned. In practice W TW was always found to be invertible. Lastly, substitution
of equations (5.31), (5.34), and (5.35) into (5.33) yields
˙ V = −KΓS
2
Γ − ˆ S
T
τ Kτˆ Sτ − ˜ a
T∆˜ a ≤ 0, (5.36)
that is, the derivative of the Lyapunov function candidate isn e g a t i v ed e ﬁ n i t e . T o
ﬁnalize the stability proof, the invariant set theorem is applied. The value of V keeps
diminishing as long as SΓ, ˆ Sτ,a n d˜ a are not all zeros. The fact that ˆ Sτ approaches
zero does not immediately imply that the lateral dynamics would be stabilized since
when ˆ Sτ was deﬁned in equation (5.23), it includes ˆ ϵx and ˆ ϵy rather than their true
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values. It is the inclusion of information from the predictort h a tr e s u l t si nt h el a s t
term of equation (5.36) which ensures that the parameter estimates converge to their
true values, and hence ˆ Sτ eventually approaches Sτ and lateral stability is satisﬁed
along with altitude stability. The block diagram representing the relationship between
various components of the complete controller is shown in ﬁgure 5.3.
5.3 Trajectory Generation
In smooth trajectory planning of robot manipulators, it is common to minimize
the average squared jerk along the trajectory considered. This is in accordance with
ﬁndings in psychophysical experiments on human arm movements [30]. In path plan-
ning of non-holonomic MAVs similar to our robot or quadrotors, minimum squared
snap is preferred as the fourth order derivative in position can be related to torque.
Hence, the optimization becomes the problem of minimizing some function of eﬀort
or torque inputs [59].
In this chapter, we devise an algorithm similar to those foundi n[ 5 9 ,1 ] .T h eo p t i -
mization routine computes a smooth polynomial trajectory from speciﬁed waypoints
by minimizing feedforward torque inputs while keeping the ﬁrst four derivatives of
the position at the starting and ending points zero. The derivatives of the position at
intermediate points are left unconstrained. The generated trajectories appear similar
to those generated by minimizing the average squared snap along the trajectories.
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5.4 Experiments
Without onboard sensors and control, ﬂight control experiments are carried out
in a ﬂight arena equipped with eight motion capture VICON cameras as detailed in
Chapter 2. Without direct measurements, velocity, acceleration, and angular velocity
are not available. These quantities are estimated from the use of ﬁltered derivatives,
resulting in a slight delay to these measurements as quantiﬁed in Chapter (4).
Prior to performing unconstrained ﬂight experiments, the robot prototype under-
went a characterization process. This began with visual inspection of the ﬂapping
amplitude at various frequencies to identify a suitable operating frequency, where
ﬂapping trajectories of both wings are large and most symmetrical. Next, several
open-loop takeoﬀ ﬂights–or trimming ﬂights–were carried out in the ﬂight arena. This
process allowed us to preliminarily identify inherent torque oﬀsets. These torque oﬀ-
sets vary considerably from robot to robot as a result of manufacturing imperfections.
Information obtained from these steps is suﬃcient to performc l o s e d - l oo pe x p e r i m e n t s .
5.4.1 Hovering Flight
To verify that the proposed controller is capable of stabilizing the robot, we ﬁrst
command the robot to hover at a stationary setpoint. After several ﬂights, the adap-
tive components tuned the parameter estimates suﬃciently close to their true values.
In the absence of mechanical fatigue, the robot regularly stayed close to the setpoint
with a position error smaller than one body length. The Root Mean Square (RMS)
errors in position of example hovering ﬂights are found to be comparable to those
obtained from the adaptive controller in Chapter 4. The boxplots illustrating the
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Figure 5.4: Boxplots showing the averages and the standard deviations in positions
of the robots from several hovering ﬂights using the controller derived from Chapter 4
(115 seconds or 13,800 wingbeats) and the controller proposed in the current chapter
(23.5 seconds or 2,820 wingbeats).
averages and the RMS errors are shown in ﬁgure 5.4. The resultss h o w nh e r ea r e
consistent with the expectation that the tracking controller may not shown any sig-
niﬁcant improvement for hovering ﬂight. Theoretically, ther o b o ti sa b l et os t a ya l o f t
indeﬁnitely without crashing. In practice, we attempt to minimize the total operating
time to prevent mechanical fatigue.
5.4.2 Trajectory Following
To demonstrate the tracking ability of the proposed single-loop controller, we
demonstrate our ﬂapping-wing robot following a smooth trajectory generated by the
algorithm described in section 6.3. The aim here is to comparet h et r a j e c t o r yt r a c k -
ing performance of the adaptive tracking controller derivedi nt h i sc h a p t e ra n dt h e
adaptive controller presented in Chapter 4.
The trajectory in the following experiment were generated from three setpoints.
The robot was set to initially hover at the starting position,n a v i g a t et ot h em i d d l e
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Figure 5.6: Trajectory following ﬂights obtained from usingt h ea d a p t i v ec o n t r o l l e r
and the proposed adaptive tracking controller. (top) A 3D reconstruction of averaged
ﬂight paths from both controllers. (bottom) Plots of the position of the robots pro-
jected on to the inertial frame, compared with the reference trajectory. Solid color
lines represent the average trajectories from each controller, while light-colored lines
represent individual ﬂights. Boxplots showing the average errors and standard errors
along three directions are shown on the right.
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point at speciﬁed times, and come to stop at the ﬁnal waypoint in 1.5 seconds. First
to fourth order derivatives of the position at the starting point and ending point were
set to zero as detailed in the previous section. The generatedt r a j e c t o r y ,a l o n gw i t h
its respective velocity, acceleration, jerk, and snap are plotted on the left of ﬁgure 5.5.
This trajectory is selected to represent general trajectories with similar properties.
For instance, as shown on the right of ﬁgure 5.5, a circular trajectorywiththeradiusof
5.0 cm and the period of 1.25 sa p p e a r st oh a v ec o m p a r a b l ev e l o c i t y ,a c c e l e r a t i o n ,j e r k ,
and snap. The generated trajectory is chosen for the experiments as their ﬁrst four
derivatives are zero according to the imposed constraints. Moreover, the tether wire
could interfere with the ﬂight dynamics in the case of prolonged cyclic trajectories.
We performed trajectories following experiments on this generated trajectory. Five
ﬂights were obtained from each controller.
Figures 5.6 show the reference trajectory and recorded pathso ft h er o b o tﬂ y i n g
through the waypoints in 1.5 seconds. Two controllers were implemented: Five ﬂights
were obtained using the adaptive controller presented in Chapter 4 and ﬁve ﬂights
were performed under the proposed tracking controller. The RMS position errors for
these ﬂights are also plotted alongside. It can be seen that the adaptive controller
oﬀers signiﬁcant improvements over the adaptive controllera n dt h eR M Se r r o r si n
positions are markedly smaller in all directions. This veriﬁes that the feedforward
component in the tracking controller enables the robot to follow more aggressive
trajectories with greater precision.
90Chapter 5: Adaptive Tracking Control
5.5 Discussion
Towards the goal of aggressive maneuvers such as perching or acrobatic move-
ments as demonstrated by other MAVs [60, 16, 56], we have developed a single-loop
tracking controller that enables an insect-scale ﬂapping-wing robot to follow dynamic
trajectories with small errors. The single-loop design eliminates a few assumptions
required in the previous controller [9] and signiﬁcantly improves the tracking abil-
ity. We have demonstrated that the approach brought about improved trajectory
following while retaining an adaptive ability without compromising stability.
However, it is noticeable that position errors from lateral maneuvers are still
larger than those from steady hovering ﬂights. This is unsurprising as additional
aerodynamic eﬀects were not incorporated into the dynamic model due to the lack
of a simple and accurate model. It is conceivable that an improved dynamic model
could contribute towards the goal of achieving more aggressive movements. This
topic is covered later in Chapter 7. Alternatively, iterative learning techniques as
illustrated in [60, 56] would also allow the robot to iteratively adapt the model based
on information obtained from previous ﬂights and eventuallys u c c e e di nr e a l i z i n g
pre-calculated trajectories with relatively small errors as presented in Chapter 6.
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Iterative Learning Control for
Perching on a Vertical Surface
Inspired by the aerial prowess of ﬂying insects, we demonstrate that their robotic
counterpart, an insect-scale ﬂapping-wing robot, can mimica na g g r e s s i v em a n e u v e r
seen in natural ﬂiers—landing on a vertical wall. Such acrobatic movement diﬀers
from simple lateral maneuvers or hover, and therefore requires additional consider-
ations in the control strategy. Magnetic force was chosen to enable attachment to
the vertical surface due to its simplicity. We show that by learning from previous
failed attempts, the robotic ﬂy could successfully perch on am a g n e t i cw a l la f t e re i g h t
iterations.
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1 cm
Figure 6.1: A robot attached to a magnetic wall via the aid of 6-mil steel shims
attached to the base of the landing gear.
6.1 Introduction
Over the last few decades, the ﬂight of insects has inspired scientists and engi-
neers to understand and translate this ubiquitous form of locomotion into man-made
machines. Flies are a convenient model organism for studyingi n s e c tﬂ i g h t — e v o l v i n g
sophisticated ﬂight mechanics and exhibiting exceptional agility and maneuverabil-
ity. Researchers have developed a number of biologically-inspired, ﬂapping-wing ﬂying
vehicles [14, 71], including an insect-scale robotic ﬂy thats u c c e s s f u l l yd e m o n s t r a t e d
unconstrained but tethered ﬂight as presented in the preceding chapters.
To date, artiﬁcial ﬂapping wing ﬂight at low Reynolds numbersu s u a l l yr e l i e so n
passive stability to achieve hover [14, 71]. Unlike [14, 71],ﬂ y i n gi n s e c t sa n dt h e
robotic ﬂy in this thesis are inherently unstable. This instability necessitates active
control, but also leads to increased maneuverability. Thus far, the robotic ﬂy has only
performed basic ﬂight maneuvers and stable hovering, and hasy e tt od e m o n s t r a t e
any aggressive or acrobatic maneuvers, encountering issuesi nc o n t r o l ,f a s td y n a m i c s ,
and lack of understanding in the small-scale unsteady aerodynamics.
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Other classes of Micro Aerial Vehicles (MAVs) such as quadrotors and helicopters
have demonstrated highly aggressive maneuvers such as ﬂyingt h r o u g hn a r r o wv e r t i c a l
gaps [60], performing multiﬂips [56], and inverted ﬂight [64]. In these examples, a
common theme in control methods is “learning”. In [64], reinforcement learning was
used with information from a human pilot’s commands to designac o n t r o l l e rf o r
inverted helicopter ﬂight. In [60, 56], iterative learning approaches were taken. It is
anticipated that similar strategies could be employed for enabling aggressive aerial
maneuvers with a ﬂapping-wing ﬂying robot.
In this chapter, we address the challenge of performing an aggressive ﬂight ma-
neuver with the robotic ﬂy. Speciﬁcally, our objective is to design a ﬂight controller
and a simple attachment mechanism to allow the robot to land, or perch, on a vertical
surface as illustrated in ﬁgure 6.1.
The topic of perching an MAV has been addressed previously at larger scales
[12, 16, 51]. In [12], the authors placed focus on identifyinga na c c u r a t em o d e lo ft h e
dynamics and utilized a value iteration algorithm in the design of the optimal control
policy. Both [16, 51], onthe other hand, emphasized on thedesign of novel attachment
mechanisms that allowed the MAVs to perch within a large ﬂighte n v e l o p e .
The very small scale and payload capacity of the robotic ﬂy in this study renders
elaborate perching mechanisms as infeasible options. Fortunately, the use of magnetic
force becomes more favorable at smaller scales. As length scale decreases, weight de-
creases as a cubic function of the characteristic length, L3 while magnetic force scales
as a function of surface area, L2.E s s e n t i a l l y ,m a g n e t i cf o r c e sd o m i n a t eg r a v i t a t i o n a l
forces at the small scale and when the distances are small (compared, for example, to
94Chapter 6: Iterative Learning Control for Perching on a Vertical Surface
the characteristic dimension of the object). To exploit this, we attached small steel
discs on the robot to enable the robot to land on a vertical magnetic surface.
The Iterative Learning Control (ILC) [6] technique was used in addition to the
existing feedback control loop. The ILC algorithm allows ther o b o tt ol e a r nf r o mi t s
previous ﬂights and improves its ﬂight performance through repetition of the same
trajectory.
In section 6.2, we brieﬂy discuss the properties of the robot,t h ec o n t r o ls t r a t e -
gies, and the dynamic model of the perching ﬂight. We then present a method of
generating a perching trajectory followed by the formulation on the proposed ILC
method in section 6.3 and 6.4. Experimental results are showni ns e c t i o n6 . 5f o l l o w e d
by discussion and conclusion.
6.2 Control Strategies
6.2.1 Control Strategies
Similar to its insect counterparts, the ﬂapping-wing robot in ﬁgure 6.1 is inherently
unstable and requires active feedback control [75]. We have demonstrated that, even
with advances in the manufacturing process, there are still uncertainties in the system
and noticeable variations from robot to robot. In Chapter 4, it is shown that a
controller able to identify and correct for some unknown parameters can improve the
ﬂight performance by reducing the position errors in hovering ﬂights by approximately
50% (to less than 1 cm).
Achieving a stable hovering ﬂight at this scale is challenging for a number of
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Figure 6.2: A block diagram illustrating the feedback control architecture of the robot.
The ILC control block (in dashed lines) is implemented in additonal to the existing
closed-loop system.
reasons: inherent vehicle instability, extremely fast dynamics, and high susceptibility
to disturbances. From a controls perspective, hovering ﬂight is a simpliﬁed case of
more general maneuvers with no feedforward components. In order to realize a series
of rapid maneuvers, another controller was designed in Chapter 5. This adaptive
tracking controller eliminates the assumption that the attitude dynamics are generally
much faster than the lateral dynamics as typically assumed inM A Vl i t e r a t u r e[ 1 4 ,6 0 ] ,
while retaining an adaptive ability that was found to be crucial for ﬂight at this scale.
In this chapter, we employ this adaptive tracking controllerf o rp r e l i m i n a r yt r a j e c -
tory following. The simpliﬁed block diagram is shown in ﬁgure6 . 2 .S i n c et h ed y n a m i c
model of the robot assumed by the controller is not suﬃcientlya c c u r a t et oc a p t u r e
high-frequency dynamics, additional steps are required to realize more aggressive ma-
neuvers such as perching on a vertical wall. The approach we take here is iterative
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Figure 6.3: Deﬁnitions of the inertial frame, the body-attached frame, and roll, pitch,
and yaw axes.
learning control, which can be implemented in addition to thec u r r e n tc l o s e d - l o o p
system as highlighted in ﬁgure 6.2. Feedback is executed in real time, whereas the
iterative control part is updated oﬄine between ﬂights.
6.2.2 2D Model of Perching Flight
To simplify the problem of landing on a vertical wall, we restrict our analysis to
the two dimensional plane deﬁned as ˆ X − ˆ Z in the inertial coordinate frame as shown
in ﬁgure 6.3. The state variables of interest consist of the position and velocity of
the robot along the ˆ X and ˆ Z directions, the tilt angle (θ)o ft h er o b o td e ﬁ n e da st h e
angle between the ˆ z axis and the ˆ Z axis as projected onto the ˆ X − ˆ Z plane (with ˆ z
tilted in the − ˆ X direction deﬁned as positive), and the normalized thrust (with the
dimension of acceleration) produced by the robot (Γ). The vector containing state
variables is denoted as Xs and is given in equation (6.1).
Xs =
 
X ˙ XZ ˙ Zθ˙ θ Γ
 T
. (6.1)
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The dynamics of θ,t h ea n g l eb e t w e e nˆ z and ˆ Z projected onto the ˆ X− ˆ Z plane, are
assumed to depend on the normalized projected torque ¯ τ as ¨ θ =¯ τ and the normalized
thrust is related to the thrust input T by the ﬁrst order dynamics as ˙ Γ=−γ (Γ − T)
for a positive constant γ,i d e n t i c a lt ot h ea s s u m p t i o ni nc h a p t e r s4a n d5 .T h e r e f o r e ,
T and ¯ τ are regarded as two inputs to the system:
U =
 
T ¯ τ
 T
. (6.2)
The robotic ﬂy is an under-actuated system, similar in some regards to quadrotors
[60, 56]. To maneuver laterally, the robot must tilt its body so that the thrust vector
takes on a lateral component. Moreover, we assume a linear damping term in the
lateral dynamics. As a consequence, the time derivative of the state vector X can be
found from the following expression:
d
dt
⎡
⎢ ⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎣
˙ X
˙ Z
˙ θ
Γ
⎤
⎥ ⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎦
=
⎡
⎢ ⎢
⎢
⎢
⎢ ⎢
⎢
⎢
⎣
−Γsinθ − ξ ˙ X
Γcosθ − g
¯ τ
−γ (Γ − T)
⎤
⎥ ⎥
⎥
⎥
⎥ ⎥
⎥
⎥
⎦
, (6.3)
where ξ is a damping coeﬃcient and g is the gravitational constant. This equation
formulates a framework for the analysis of trajectory generation and ILC in Sections
6.3 and 6.4.
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speed
Figure 6.4: A schematic diagram demonstrating how the robot can perch on a vertical
wall. Initially it needs to build up suﬃcient forward momentum to retain lateral
velocity while rotating for perching.
6.3 Trajectory Generation
One requirement for perching on a vertical surface is to ﬁnd a plausible trajectory
that satisﬁes the constraints imposed by the dynamics of the robot as given in equation
(6.3). To land on a vertical surface, there are some speciﬁcations on the trajectory,
particularly at the end of the trajectory. The robot has to come to contact with
the wall at steep tilt angle (preferably larger than 45◦). Hence, it must generate
as i g n i ﬁ c a n ta m o u n to ft o r q u ea tt h ev e r ye n do ft h et r a j e c t o r y. Since the torque
generated is coupled with the thrust, this would decelerate the robot and potentially
causes it to move away from the wall at the same time. Consequently, to perch on
aw a l l ,t h er o b o th a st oc a r r ys u ﬃ c i e n tf o r w a r dm o m e n t u mt oa s sure that the robot
does not move backwards. A schematic diagram illustrating a perching trajectory is
shown in ﬁgure 6.4.
Mathematically, the problem can be reformulated as an optimization problem with
aq u a d r a t i cc o s ts t r u c t u r e .H o w e v e r ,t h et r u ep u r p o s eo ft h eproposed framework in
this section is to ﬁnd a feasible (or locally optimal) trajectory that satiﬁes the soft
constraints rather than searching for the truely optimal trajectory. Here, the cost
function J is comprised of an instantaneous cost g (·) and a terminal cost h(·).T h e s e
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can be expressed in term of the desired states as written in equation (6.4)
J =
ˆ
g(Xs,U)dt + h(Xs,T)
=
ˆ  
Xs U
 
Λg
 
Xs U
 T
− λg ˙ X dt (6.4)
+
 
Xs,T − X
ref
s,T
 T
ΛgT
 
XT − X
ref
s,T
 
− λgT ˙ XT,
where Xs,T and X
ref
s,T denote the terminal state vector and the desired terminal state
vector, Λg, ΛgT, λg,a n dλgT are diagonal matrices and scalar constants. The presence
of Λg ensures that the robot always maintains a reasonable altitude and imposes
soft constraints on the input signals. The term λg encourages the robot to build
up a forward velocity. Similarly, the ﬁnal cost enforced by ΛgT and λgT inﬂuences
the optimizer to search for a trajectory that ends at a desiredl a n d i n gp o s i t i o na n d
orientation with some ﬁnal forward velocity.
Ac o m m o np r a c t i c ef o rs u c ho p t i m i z a t i o np r o b l e m si st oc o n ﬁ n et h es e a r c hs p a c e .
In this circumstance, we limit the inputs to be polynomial functions of time as:
Γ=
 
i=NΓ  
i=0
ait
i
 2
¯ τ =Γ
i=Nτ  
i=0
bit
i, (6.5)
here ai and bi are polynomial coeﬃcients to be searched for. The use of polynomial
structure has some beneﬁts. For instance, by constraining b0 to zero guarantees that
ar o b o ts t a r t i n gi nt h eu p r i g h to r i e n t a t i o nw i l lh a v edX/dt = d2X/dt2 = d3X/dt3 =
d4X/dt4 =0and the trajectory is smooth at the beginning. Notice the quadratic
structure of the thrust which is implemented to force the thrust to always be non-
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negative. Also, the presence of Γ in the expression of ¯ τ renders the model to be
more realistic as the generation of torque is coupled with theg e n e r a t e dt h r u s ti nt h e
ﬂapping-wing robot.
To ﬁnd a locally optimal solution of equations (6.4) and (6.5)u s i n gg r a d i e n tm e t h -
ods, the diﬃculty lies on a procedure for calculating a Jacobian. Here we compute
the gradient with the Real-Time Recurrent Learning (RTRL) method [90, 42].
To begin, we express the dynamics of the state vector as ˙ Xs = f (Xs,U).F o ra
parameter to optimize α (which could be ai or bi), we have
∂
∂α
 
˙ Xs
 
=
d
dt
 
∂Xs
∂α
 
=
∂f
∂Xs
∂Xs
∂α
+
∂f
∂U
∂U
∂α
=
d
dt
P =
∂f
∂Xs
P +
∂f
∂U
Q,
(6.6)
where P and Q have been deﬁned as ∂Xs/∂α and ∂U/∂α respectively. According to
equation (6.4), the Jacobian ∂J/∂α is then simply given as
∂J
∂α
=
ˆ  
∂g
∂Xs
P +
∂g
∂U
Q
 
dt +
∂h
∂Xs
P +
∂h
∂U
Q. (6.7)
It is straightforward to obtain ∂f/∂Xs and ∂f/∂U from equation (6.3). Thus, by
integrating forward equation (6.6) to ﬁnd P,t h eg r a d i e n t∂J/∂α can be evaluated
from equation (6.7). To perform a gradient descent, the cost function is expanded to
its second order approximation as
J (α + δα) ≈ J (α)+
 
∂J
∂α
 T
δα+
1
2
δα
T
 
∂2J
∂α2
 
δα. (6.8)
Inspired by the Gauss-Newton algorithm, here we opt to approximate the Hessian
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by taking a derivative of equation (6.7) with respect to α again but neglecting the
∂2P/∂α2 and ∂2Q/∂α2 terms. This reduces the complexity and the computational
time. It follows that we can then solve equation (6.8) for an incremental change in α:
δα = −η
 
∂2J
∂α2
 −1 ∂J
∂α
.
The step size parameter η keeps the update gradual, which improves the stability.
Performance could also be tweaked by altering the cost and ther e f e r e n c es t a t e .
6.4 Iterative Learning Control
for Perching on a Vertical Surface
After each ﬂight iteration, the recorded trajectory is analyzed for the iterative
learning controller to compute a set of corrective commands as inputs for the next
ﬂight so that the ﬂight trajectory will eventually converge to the reference trajectory.
The major distinction between a closed-loop controller and the iterative learning
controller is that the former does not primarily learn from prior experiences (except
for the adaptive part, nevertheless, the adaptive algorithmi sn o tt i m eo rt r a j e c t o r y
speciﬁc). The learning controller, on the other hand, reliess o l e l yo nr e p e t i t i o na n d
repetitive disturbances or systematic errors in the modeling.
To consider a whole trajectory, we consider the dynamics using a lifted represen-
tation, similar to the approach taken in [76]. That is, we discretize and consolidate
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the state vectors and the inputs into a long vector given by thef o l l o w i n g
X
∗ =
 
Xs(t1) Xs(t2) ... Xs(tN)
 T
U
∗ =
 
U(t1) U(t2) ... U(tN)
 T
. (6.9)
The model of the lifted dynamics is given by a function f∗ (·).I f w e a s s u m e a
perfect model, then the reference trajectory X∗
ref can be realized using a feedforward
input U∗
ff as
˙ X
∗
ref = f
∗ 
U
∗
ff
 
. (6.10)
In reality, it is not anticipated that the model will be perfect. Instead of attempt-
ing to ﬁnd a better model, we assume that the input into the system can be re-
garded as a combination of the command input and the unknown disturbance input
U∗ = U∗
c − U∗
d,a n dt h eu l t i m a t eg o a lo ft h ea l g o r i t h mi st oﬁ n dt h ee s t i m a t eof the
unknown disturbance input ˆ U∗
d.W h e nw eh a v ea na c c u r a t ee s t i m a t eo ft h eu n k n o w n
disturbance input, we can achieve the reference trajectory by using the command
input U∗
c = U∗
ff + ˆ U∗
d as given below:
˙ X
∗ = f
∗ (U
∗)
= f
∗ (U
∗
c − U
∗
d)
= f
∗
 
U
∗
ff + ˆ U
∗
d − U
∗
d
 
. (6.11)
In order to calculate the unknown disturbance input, we ﬁrst deﬁne the estimation
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error at iteration j as
˜ U
∗
d,j = ˆ U
∗
d,j − U
∗
d. (6.12)
Then the lifted dynamics equation can be expanded about the ideal operating point
U∗
ff,
˙ X
∗
j ≈ f
∗  
U
∗
ff
 
+
 
d
dU∗f
∗
 
 
 
 
U∗
ff
 
· ˜ U
∗
d,j. (6.13)
The quantity on the left hand side of equation (6.13) could be obtained by post-
processing the recorded trajectory. The diﬀerence between the measured ˙ X∗
j and
˙ X∗
ref forms an error vector ej that is a function of ˜ U∗
d,j
ej = ˙ X
∗
j − ˙ X
∗
ref =
 
d
dU∗f
∗
 
   
 
U∗
ff
 
˜ U
∗
d,j = F ˜ U
∗
d,j.
It can be seen that the matrix F is only a function of the reference trajectory and is
independent of the current trajectory, so it only needs to be computed once. At this
point, we propose an update law for the estimate of U∗
d for the next iteration:
ˆ U
∗
d,j+1 = ˆ U
∗
d,j − F
T∆ej,
for some positive diagonal matrix ∆.I tf o l l o w st h a tw ec o u l de x p r e s st h el2-norm of
the error vector from two consecutive iterations as
e
T
j+1ej+1 = e
T
j
 
I − FF
T∆
 T  
I − FF
T∆
 
ej.
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Since FFT is always positive deﬁnite, for a suﬃciently small ∆,t h en o r mo ft h ee r r o r
vector always decreases. In other words, we have
e
T
j+1ej+1 ≤ σe
T
j ej for ∃0 ≤ σ<1.
In the implementation, F can be computed by representing the robot’s dynamics
given by equation (6.3) along the reference trajectory usingaLinear Time Varying
(LTV) conﬁguration.
˙ Xs(t)=A(t)Xs(t)+B(t)U(t),
and the matrix F is simply given by
F =
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
∂ft1
∂U1 ···
∂ft1
∂UtN
. . . ... . . .
∂ftN
∂U1 ···
∂ftN
∂UtN
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
=
⎡
⎢
⎢ ⎢
⎢
⎢
⎣
F(1,1) ··· F(1,N)
. . . ... . . .
F(N,1) ··· F(N,N)
⎤
⎥
⎥ ⎥
⎥
⎥
⎦
,
where the elements can be shown to be
F(m,n) =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
0 if m<n
B(tn) if m = n
B(tn)
 j=m
j=n+1
  i=m
i=j A(ti)dt
 
if m>n .
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6.4.1 Consideration of Initial Conditions
In the previous section, it is shown that the norm of error vector should gradually
decrease after each iteration. However, the presented analysis assumes that each tra-
jectory always starts with the same initial conditions, in a way that minimizing the
error in ˙ X∗ is suﬃcient to bring the actual trajectory close to the reference trajec-
tory. In our case, where the initial condition involves a robot hovering in place, that
condition is approximately satisﬁed for the tilt angle and the initial velocity, but not
for the position. In the previous chapters, it was shown that the RMS of the position
error during hover was just below 1 cm. This means that even if the error vector
becomes zero, the robot could end up attempting to perch one centimeter away from
the wall.
To avoid a situation similar to the one mentioned above, we allow the robot
to initialize a perching attempt only when the attitude is stable as measured by a
metric given by the controller in Chapter 5. Furthermore, when the starting position
is not zero, trajectory tracking will not start from the beginning of the pre-planned
trajectory. To demonstrate, suppose the robot starts perching at time t0 with X(t0)=
X0 and the reference trajectory is deﬁned for Xref(t′) for 0 ≤ t′ ≤ Tf,w es e e kt oﬁ n d
t′
0 that satisﬁes the equation
X0 = X
ref(t
′
0)+
ˆ Tf
t′
0
˙ X
ref(t)dt,
and command the robot to follow the trajectory from Xref
s (t′
0) to Xref
s (Tf).T h ei d e a
is that, to a ﬁrst order approximation, the extra distance at the beginning would
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eventually be cancelled out by the deﬁcit in the initial velocity. As a result, the
robot’s trajectory will not match the reference at the beginning (X (t0) ̸= Xref(t′
0)),
but the discrepancy should theoretically diminish towards the end.
6.4.2 Implementation in Three Dimensions
In practice, the controller only takes into consideration the direction of the ˆ z axis
of the robot and does not directly control the heading direction (yaw orientation)
of the robot. In other words, the robot would need to perform both pitch and roll
maneuvers to realize the reference trajectory depending on its current orientation.
In the case that the robot follows a trajectory to perch on a wall in the positive ˆ X
direction, the reference torque input ¯ τ points along a negative ˆ Y direction. With
the knowledge of the current orientation of the robot and the assumption that the
moment of inertia along the pitch and roll axes are approximately equal, it is possible
to ﬁnd a combination of pitch and roll torques in the body framet h a tp o i n ti nt h e
negative ˆ Y direction with the speciﬁed magnitude.
6.5 Experiments and Results
6.5.1 Trajectory Optimization
Initially, the perching trajectory is crudely hand-designed with a target distance
near 12 cm from the starting position and the trajectory duration of 0.65 s. This was
then parametrized by polynomial functions as given by equation (6.5) with NΓ =8
and Nτ =1 2 .T h e p a r a m e t r i z e d t r a j e c t o r y i s i l l u s t r a t e d w i t h g r e y l i n e si nﬁ g u r e
107Chapter 6: Iterative Learning Control for Perching on a Vertical Surface
X
 
p
o
s
i
t
i
o
n
 
(
c
m
)
0
6
1
2
Z
 
p
o
s
i
t
i
o
n
 
(
c
m
)
−
1
.
5
−
0
.
5
0
.
5
X
 
v
e
l
o
c
i
t
y
 
(
c
m
.
s
−
1
)
−
1
0
2
0
5
0
θ
 
(
d
e
g
)
−
3
0
°
3
0
°
−
9
0
°
τ
 
(
m
−
1
s
−
2
)
−
3
0
0
0
3
0
0
Γ
 
(
m
s
−
2
)
0
6
1
2
0.00 0.65
time (s)
Figure 6.5: A candidate trajectory for perching. The grey lines show a parametrized
version of a hand-designed trajectory. Black lines represent the ﬁnal trajectory after
the optimization.
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6.5. Next, the trajectory is optimized using the strategy proposed in section 6.3
and the results are shown as black lines in ﬁgure 6.5. It can be seen that the most
signiﬁcant diﬀerence is in the terminal velocity which is, inf a c t ,n e g a t i v eb e f o r et h e
optimization. The optimized thrust is also small at the end. Understandably this is
in order to reduce the amount of deceleration and preserve thef o r w a r dm o m e n t u m .
The resultant trajectory is 11.4 cm long with the projected terminal tilt angle close
to 90◦.
6.5.2 Landing Mechanism
The magnetic wall was constructed from a ﬂexible magnetic sheet manufactured
from Ferrite bonded with synthetic rubber. This type of magnet is generally classifed
to have very low magnetic pull. The maximum pull (deﬁned as them a x i m u mp u l l
force to a thick ﬂat steel plate in an ideal laboratory condition) is 1100 kg·m−2.O n
the robot, four discs of 6 mil (0.15 mm) steel shims, each with ad i a m e t e ro f2m m ,
were attached to the landing gear. This brought up the total weight of the robot from
80 mg to 100mg—the change that needs to be accounted for by the control algorithm.
We experimentally found that one disc of steel shim could holdaw e i g h to fu p
to 230 mg. In an ideal case–neglecting the force required to counter any kinetic
energy–, a simple calculation reveals that one disc must be able to support at least
≈ 60 mg to hold the robot to the wall during static conditions. Taking other factors
into consideration, the strength of the magnet and the size oft h es t e e ls h i m so ﬀ e r
appropriate attraction for the landing task. Furthermore, the ﬁeld of a magnetic sheet
is expected to decay faster than that of a magnetic dipole, which is an inverse cubic
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function of distance, or r−3 [45]. As a result, the contribution of the magnetic force
should be negligible when the robot is not in contact with the magnetic wall.
6.5.3 Experimental Results
Prior to perching experiments, the robot has to be veriﬁed fori t sﬂ i g h tc a p a b i l -
ity. This involves the characterization of the robot’s ﬂapping amplitude at various
operating frequencies. After validating that the robot possesses suﬃciently large and
symmetrical ﬂapping amplitudes on both wings, the robot needs to be trimmed for
ﬂight. The trimming process starts with short, unstable open-loop ﬂights that each
lasts less than 0.4 s to determine a set of driving signals thatm i n i m i z et h er e s i d u a l
torque exhibited by the robot, due to unavoidable mechanicala s y m m e t r i e s . T h e s e
are followed by a closed-loop trimming process, in which the adaptive part of the
controller corrects for torque oﬀsets further until the robot can hover with position
errors on the order of 1cm or less.
We must ensure the robot will start its trajectory on or somewhere in front of
the prescribed perching trajectory’s starting point. Because of this one-centimeter
uncertainty in the starting position of the robot, we actually deﬁne the start of the
trajectory to be at -1.0 cm from the hovering setpoint of the robot at 0.0 cm. The
target vertical wall is placed at 10.4 cm from the hovering setpoint. The controller
allowed the perching attempt to begin only when the robot is less than one cen-
timeter away from the setpoint (−1.0 cm ≤ X ≤ 1.0 cm). Thus, given the 11.4cm
prescribed trajectory, the robot will start with an initial condition lying in front of
the trajectory’s starting point.
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Figure 6.6: Recorded trajectories accompanied by compositei m a g e sc o n s t r u c t e df r o m
the videos. References are shown in grey lines and the actual trajectories are in black
lines. (a) The trajectory obtained without any command from the ILC algorithm.
(b) The trajectory generated after one learning iteration. (c) A successful trajectory
obtained after eight iterations of learning. (d) A failed perching attempt obtained
from the same command as in (c).
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The ﬁrst perching ﬂight (iteration 0) was executed with no correction from the
ILC algorithm. The plots of this iteration’s trajectory are illustrated in ﬁgure 6.6(a).
The robot only reaches a distance of 6.3 cm and a tilt angle of 41◦ before falling out
of the air.
In iteration 1, after implementing the ﬁrst estimate of U∗
d,t h er o b o tc o u l dg e t
closer to the wall, i.e., it achieved the distance of 8.5cm before losing all the forward
momentum, at which point the robot had a tilt angle of 78◦.T h e c o r r e s p o n d i n g
trajectory is shown in ﬁgure 6.6(b).
Due to the nature of the experiments and the delicate character of the robot, it is
impossible to ensure that the physical properties of the robot remain unaltered over
the course of several ﬂights. Sources of uncertainty includem e c h a n i c a lf a t i g u eo ft h e
wing hinges, wings, and actuators (which unfortunately do occur over the timescale
of the experiments), structural damage from crashing to the ground, and electrical
connection failure due to wire fatigue. After subsequent repairs to the robot, ﬂight
trimming experiments must be repeated—allowing the adaptive part of the controller
to trim the robot for a good operating condition.
On this occasion, both wing hinges on the robot mechanically failed after six
iterations just as the robot was close to achieving a successful perching trajectory.
Both wings and hinges were replaced and the trimming process was carried out again
to achieve a steady hover. It is noted that the operating pointo ft h er e p a i r e dr o b o t
was diﬀerent than that of the robot prior to wing hinge failure.
Using the same command resulted in slightly diﬀerent trajectories compared with
those obtained before wing hinge failure. Nevertheless, we carried on applying the
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ILC algorithm and updated the estimate of U∗
d from the previous iteration instead
of resetting the iterative process. After two subsequent iterations (iteration 8), the
robot successfully landed on the vertical wall. A few subsequent ﬂights using the same
command resulted in a mix of successful and failed wall perchings. One example of
as u c c e s s f u la t t e m p ti sd e m o n s t r a t e di nﬁ g u r e6 . 6 ( c ) .I nt h i sa t t e m p t ,t h er o b o tﬁ r s t
contacted the wall when the tilt angle was around 45◦.Af a i l e dp e r c h i n ga t t e m p ti s
also presented in ﬁgure 6.6(d). The recorded trajectory reveals that the robot missed
the target setpoint by 1-2mm. This also suggests that the eﬀect of the magnetic force
is minimal when the robot is not attached to the wall.
6.6 Discussion and Conclusion
In this chapter, we have shown that a millimeter-scale, ﬂapping-wing ﬂying robot
is capable of performing an aggressive aerial maneuver—perching on a vertical wall.
From a controls perspective, such a maneuver diﬀers considerably from hover or slow
maneuvers that have been demonstrated in previous chapters.T o l a n d o n a v e r t i -
cal surface, ﬁrst we constructed a nominal perching trajectory via an optimization
method that assumes a simpliﬁed dynamics model in two dimensions. For control, we
opted to implement an iterative learning control algorithm in addition to the existing
adaptive tracking ﬂight controller from chapter 5. This learning algorithm computed
an updated feedforward command for the robot after each perching attempt, in or-
der to improve the trajectory tracking performance in an iterative fashion. Due to
stringent payload constraints and scalability challenges,m a g n e t i cf o r c ew a su t i l i z e d
as the wall attachment mechanism, enabling the robot to percho nav e r t i c a lm a g n e t i c
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surface. The magnetic force is only suﬃcient to hold the robotw h e ni tm a k e ss u r f a c e
contact and has an insigniﬁcant eﬀect on broadening the ﬂightt r a j e c t o r ye n v e l o p ef o r
successful wall perches. It is shown that after eight iterations, the proposed control
strategies enabled the robot to successfully land on a vertical surface as desired.
Without the learning algorithm used in this chapter, the existing controller is un-
able to command the robot in following the prescribed trajectory. Understandably,
like most controllers, the dynamic model assumed by the previous controller only
accurately captures slow system dynamics, lacking ﬁdelity for unmodeled high fre-
quency components required to perform an aggressive maneuver. Yet, this nominal
model is suﬃciently accurate to form a basis for the search foraf e a s i b l et r a j e c t o r y
and the learning process to compensate for the inaccuracies by repeating the trajec-
tory following attempts taking into consideration only the ﬁrst-order approximations
of the dynamics. We show that the robot is able to land on a vertical surface—a
task that requires millimeter-accuracy for a robot in which the position error of its
stationary hovering ﬂight is in the range of one centimeter.
The utilization of magnetic force is convenient for a robot att h i ss c a l eb e c a u s ei t s
implementation adds minimal payload. Unfortunately, whilei ti ss u ﬃ c i e n tt oe n a b l e
demonstrations of aggressive trajectory-following, it does not allow the robot to au-
tonomously takeoﬀ from the wall’s surface. A more ﬁnely tunedo ra l t o g e t h e rd i ﬀ e r e n t
attachment mechanism is needed. It is not trivial to construct a detachable attach-
ment mechanism similar to those seen in [40, 61], let alone at this much smaller scale.
However, we predict that once a more elaborate attachment mechanism is developed,
the control strategy illustrated in this chapter is suitablef o rd i r e c ta p p l i c a t i o n .
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System Identiﬁcation of In-Flight
Aerodynamics
In this chapter, we construct a physics-based model to describe the eﬀects of aero-
dynamic drag that contributes to the translational and rotational dynamics of the
robot. The eﬀects, previously neglected by the controller, are identiﬁed from exper-
imental ﬂight data via linear regression. These identiﬁed parameters correspond to
relevant physical parameters from the proposed grey-box models. The learned models,
which also have some implications on the dynamics and stability of the robot, could
be incorporated into the ﬂight controller in order to improvet h eﬂ i g h tp e r f o r m a n c e
of the robot.
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7.1 Introduction
From the ﬁrst nonlinear ﬂight controller proposed in chapter3 ,w eh a v eg r a d u -
ally improved our understanding on the ﬂight dynamics of the robot. This translates
to progressively more sophisticated ﬂight controllers as seen in chapters 4-6, where
more considerations have been incorporated into the controllers to improve the ﬂight
performance. To this point, however, we have neglected the eﬀects of additional aero-
dynamic drag acting on the robot during ﬂight, owing to the lack of understanding,
and, hence, the lack of suﬃciently accurate models and corresponding parameters
suitable for ﬂight control purposes.
Regarding the topic of evaluation of unknown physical parameters, thus far, we
have employed adaptive techniques to estimate some unknown parameters in an online
fashion. To further improve the tracking precision, in chapter 6, the iterative learning
algorithm is used to improve the tracking performance of a highly aggresive but
speciﬁc trajectory. The iterative learning control technique relies on a dynamic model
of the robot and previous results to calculate updated nominal inputs to the system
to compensate for unmodeled dynamics and improve the ﬂight precision on a speciﬁc
trajectory.
In addition to the adaptive approach and the iterative learning method, another
strategy to gain further insights into the system based on theﬂ i g h td a t ai st oc o n -
duct oﬄine parameter estimations, which is loosely classiﬁed as model identiﬁcation
or system identiﬁcation in control and aircraft communities. A number of researchers
have applied identiﬁcation techniques to stable aerial vehicles to quantiﬁes the aero-
dynamic eﬀects and their responses to the actuation commands[ 3 7 ,7 ,5 0 ,4 2 ] .F o ra n
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unstable system such as our robot, a closed-loop treatment isr e q u i r e da n de x t r ac a r e
must be taken [39, 31] to avoid undesriable coupling between the input commands and
dynamic responses. One suitable approach for closed-loop identiﬁcation taken in this
chapter is the grey-box model approach [55]. This involves searching for parameter
estimates that minimize some cost function based on a presumed model structure.
For the sake of simplicity, we opt to express our models in the form of linear predic-
tor functions in a way that the estimates of unknown parameters could be evaluated
via linear regression as regression coeﬃcients. The decision to use linear structures
brings about several beneﬁcial aspects, including the existence of global extremum
and analytic solutions, which obviate the need to tune the optimizing parameters and
the need to perform a local search that could be relatively computationally expensive
as carried out in [10]. More complicated model structures could be achieved while
retaining a linear structure via the use of basis functions asf o u n di n[ 4 2 ] .
In this chapter, we aim to characterize the translational andr o t a t i o n a ld y n a m i c so f
the robot, emphasizing the eﬀects of aerodynamic drag that arises from the translation
and rotation of the robot in ﬂight. At the beginning of section7 . 2 ,b a c k g r o u n di nt h e
origin of in-ﬂight aerodynamic contributions is brieﬂy covered. This is followed by its
consequential eﬀects on the translational and rotational dynamics of the robot. Then,
we present how the dynamic equations can be structured into forms suitable for linear
regression. The estimation of parameters from recorded ﬂight data are carried out.
Lastly, the outcomes and the implications on the stability oft h er o b o ta r ed i s c u s s e d .
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7.2 In-Flight Aerodynamic Model
In [73, 75], instantaneous drag from the wings during ﬂight was approximated by
considering the instantaneous drag on the two wings by the high Reynolds number
law
D =2×
1
2
ρSCDv
2, (7.1)
where ρ is the ﬂuid density, S is the wing area, CD is the coeﬃcient of drag, and v is
the wing speed relative to the air. When deviated from a perfect hovering condition,
an additonal damping force arises from the diﬀerence betweent h ef o r w a r dd r a ga n d
the backward drag from the robot moving at speed u,m u c hs m a l l e rt h a nt h en o m i n a l
mid-stroke wing speed v:
D =2 ×
1
2
ρSCD
 
(v + u)
2 − (v − u)
2 
≈ 4ρSCDv · u = mbu, (7.2)
where m is the body mass of the robot, and b is a normalized drag coeﬃcient. This
approximation ignores the second-order terms (u/v)2,w h i c hi saj u s t i ﬁ e da s s u m p t i o n ,
given that a wing longer than one centimeter ﬂapping at 120 Hz with a peak-to-peak
amplitude of 90◦ easily reaches the speed up to 5 − 6 m·s−1,w h e r e a st h ee x p e c t e d
ﬂight speed is on the order of 10 cm·s−1.E q u a t i o n( 7 . 2 )i m p l i e st h a tt h ea d d i t i o n a li n -
ﬂight aerodynamic drag can be modeled as a linear viscous term. In general, rotations
also contribute to the perceived wind speed encountering by the wings. For a robot
rotating at a rate ω with the distance from the center of mass to the center of drag
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(or the eﬀective length of the moment arm) l,w em a ye x p r e s st h ed r a gf o r c ea s
D ≈ mb(u + l · ω)=mbu + mαω. (7.3)
Furthermore, the drag force in equation (7.3) also contributes to the rotational damp-
ing. The rotational damping coeﬃcients could be expressed ast h ed a m p i n gf o r c e
multiplied by the eﬀective moment arm, resulting in the following drag moment:
M ≈ mαl · ω + mbl · u = Jcω+ Jβu, (7.4)
where c and β are corresponding rotational damping coeﬃcients, normalized by the
moment of inertia. The implication of equations (7.3) and (7.4) is that viscous forces
and torques from ﬂapping wings, which dominate the body drag,c a nb et r e a t e da s
linear functions, as opposed to quadratic functions. These viscous components were
shown to be critical to open-loop dynamics and stability of similar-scaled ﬂapping-
wing insects [75, 67, 24].
7.2.1 Translational Dynamics
In Chapter 2, we ﬁrst presented equation (2.5) that describest h et r a n s l a t i o n a l
dynamics of the robot in R3.T h i s e q u a t i o n i s r e p r o d u c e d b e l o w a s e q u a t i o n ( 7 . 5 ) .
Thus far, it has been used to derive the ﬂight controllers in Chapter 3-6 without
taking into account the additional aerodynamic forces, which could be lumped into
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the Fadd term in equation (7.5).
¨ X =Γ ˆ z + g + Fadd. (7.5)
In the body-ﬁxed coordinate frame, the rotation of the frame has to be taken into
consideration. Equation (7.5) can be re written as
 
F =
d
dt
˙ x + ω × ˙ x
=
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
0
0
Γ
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
+ R
T
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
0
0
−g
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
+ fadd. (7.6)
In this chapter, we seek to ﬁnd a simple representation of fadd as a function of the
state variables. It is conceivable that such additional aerodynamic forces result pri-
marily from drag forces on acting the wings and viscous forceso nt h eb o d yo ft h e
robot. As discussed previously, we have shown that the ﬂapping wings–the dominant
sources of drag–give rise to drag forces and torques that are linear functions of the
translational and angular velocities. The damping coeﬃcients depend on the aerody-
namic characteristics, such as size, as well as other ﬂuid properties as outlined at the
beginning of this section. In summary, these additonal forces can be approximately
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written as functions of velocities as
fadd =
⎡
⎢ ⎢
⎢
⎢
⎢
⎣
−bx ˙ x − αxωy
−by ˙ y + αyωx
−bz ˙ z
⎤
⎥ ⎥
⎥
⎥
⎥
⎦
,
where bi’s and αi’s are coeﬃcients that capture the contribution of body velocity and
angular velocity. It follows that, in the body-ﬁxed frame, the translational dynamics
of the robot are described by the following equation:
d
dt
˙ x + ω × ˙ x =
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
0
0
Γ
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
− g
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
R31
R32
R33
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
+
⎡
⎢
⎢
⎢
⎢ ⎢
⎣
−bx ˙ x − αxωy
−by ˙ y + αyωx
−bz ˙ z
⎤
⎥
⎥
⎥
⎥ ⎥
⎦
. (7.7)
7.2.2 Rotational Dynamics
Similar to the translational dynamics, the rotational dynamics are also aﬀected by
additional torques when the robot is not in a perfect hoverings t a t e . S u b s e q u e n t l y ,
the resultant torque acting on the robot could be written as a combination of the
nominal torque produced by ﬂapping wings as commanded by the controller τc and
the additional torque due to the velocity and the angular velocity of the robot τadd.
Equation (2.2) then becomes
 
τ = J
d
dt
ω + ω × Jω
= τc + τadd + Jd, (7.8)
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where we have included an unknown normalized disturbance term Jd.I nt h i sc h a p -
ter, we focus on rotation about the roll and pitch axes. The contribution from the
additional aerodynamic eﬀects are approximated as linear similar to the case of the
translational dynamics. That is the drag torque can be modeled as the drag force mul-
tiplied by the eﬀective moment arm. Therefore, the ﬁrst two components of equation
(7.8) can be rearranged into
d
dt
⎡
⎢
⎣
ωx
ωy
⎤
⎥
⎦ =
⎡
⎢
⎣
τc,xJ−1
x
τc,yJ−1
y
⎤
⎥
⎦ +
⎡
⎢
⎣
(Jy − Jz)J−1
x 0
0( Jz − Jx)J−1
y
⎤
⎥
⎦
⎡
⎢
⎣
ωyωz
ωxωz
⎤
⎥
⎦
+
⎡
⎢
⎣
−cxωx + βx ˙ y
−cyωy − βy ˙ x
⎤
⎥
⎦ +
⎡
⎢
⎣
dx
dy
⎤
⎥
⎦, (7.9)
where ci’s and βi’s are normalized drag coeﬃcients that reﬂect the contribution from
the angular velocities and the translational velocities.
7.3 Flight Trajectories and Linear Regression
Equations (7.7) and (7.9) possess linear structures that ares u i t a b l ef o ru n k n o w n
parameter estimation via linear regression. The left hand side of both equations
consist of quantities that could be extracted from the recorded trajectories of the
robot. This, when taken from various times and trajectories,c o u l db ec o n s o l i d a t e d
as an N × 1 vector Ψ,w h e r eN is the number of total observations from all relevent
trajectories. The right hand side of equations (7.7) and (7.9) can be re-arranged such
that all unknowns parameters construct an n × 1 vector ϕ.R e l e v a n ts t a t ev a r i a b l e s
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are in an N × n matrix χ:
Ψ=χϕ + ϵ
Ψi = ϕ0 +
n  
j=1
χijϕj + ϵi for i ∈{ 1,2,..,N}, (7.10)
where ϕ0 is an aﬃne coeﬃcient that accounts for possible unknown oﬀsets, and ϵi is
the residual for the ith observation. An ordinary least squares estimator is used to
estimate the parameters in the linear models:
ˆ ϕ =
 
χ
Tχ
 −1
χ
TΨ.
The residual ϵ is the diﬀerence between the observed data and the ﬁtted model. It
is indicative of the goodness of ﬁt. One measure of the goodness of the ﬁt is the
coeﬃcient of determination, or R2.S t a t i s t i c a l l y , R2 indicates how closely values
obtained from ﬁtting a model match the dependent variable them o d e li si n t e n d e dt o
predict which can be found as:
R
2 =1−
 N
i=1 ϵ2
i
 N
i=1
 
Ψi − 1
N
 N
j=1 Ψj
 2.
An R2 value near unity indicates that the model χϕ explains most of the variability
Ψ,o nt h eo t h e rh a n d ,a nR2 value near zero indicates that the ﬁt is not much better
than the model χϕ being constant.
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7.3.1 Preprocessing
Prior to model ﬁtting, recorded ﬂight trajectories are pre-processed. The begin-
ning portions of ﬂights immediately after taking oﬀ, where thrust is ramping up, are
discarded. The data is down-sampled to 1,000Hz using a cubic spline to enhance
the continuity. This enables us to smooth the trajectories bya c a u s a l l ya p p l y i n ga
3rdorder Chebyshev-type-II low-pass ﬁlter to the data sequence. The cutoﬀ frequency
of the ﬁlter is chosen to be 50Hz in order to ﬁlter out the oscillations caused by the
ﬂapping wings at 120Hz.
The ﬁltered datasets are numerically processed and diﬀerentiated. For instance,
angular velocities are constructed from the rotation matrixa n di t sd e r i v a t i v ea sg i v e n
in equation (2.3), positions are diﬀerentiated and projected onto the body-ﬁxed co-
ordinates to obtain the velocities in the body-ﬁxed frame.
7.3.2 Lateral Dynamics
The translational dynamics in the body-ﬁxed frame given in equation (7.6) can
be broken down into lateral dynamics and altitude dynamic. Int h i ss e c t i o n ,w e
consider the lateral dynamics along the ˆ x and ˆ y axes from equation (7.6), which
can be re-organized into the structure suitable for linear regression as outlined in
equation (7.10). In this circumstance, both ˆ x and ˆ y directions are consolidated into
124Chapter 7: System Identiﬁcation of In-Flight Aerodynamics
D
e
n
s
i
t
y
0
.
0
0
.
1
0
.
2
01 5 3 0
Speed (cm.s
!1)
D
e
n
s
i
t
y
0
.
0
0
.
1
0
.
2
01 5 3 0
Speed (cm.s
!1)
"
y
#
x
"
x
#
y
b
y
y
$
b
x
x
$
g
R
3
2
g
R
3
1
SD
(a) (b) (c)
Figure 7.1: (a) Histogram showing the distribution of the ﬂight speed data along the
body ˆ x-axis. (b) Histogram showing the distribution of the ﬂight speed data along
the body ˆ y-axis. (c) Bar plot comparing the standard deviations of terms in the linear
regression demonstrates the relative signiﬁcance of each term.
one regression equation with the following components:
Ψi =
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
d
dt ˙ x + ωy ˙ z − ωz ˙ y for χi =
 
−R31 −˙ x −ωy 00
 
d
dt ˙ y + ωz ˙ x − ωx ˙ z for χi =
 
−R32 00−˙ yω x
 
ϕ =
 
gb x αx by αy
 T
. (7.11)
It turns out that, in order to achieve reliable estimations oft h ep a r a m e t e r s ,p a r t i c u -
larly for the damping coeﬃcients bx and by,i ti sr e q u i r e dt h a tt h ev e l o c i t yt e r m sa r e
relatively large in a signiﬁcant portion of the ﬂight data. Subsequently, in addittion
to hovering and gradual maneuvers, we performed more experiments with the robot
following circular trajectories at various ﬂight speeds. Int o t a l ,w eo b t a i nm o r et h a n
126 seconds of data (15,120 ﬂapping strokes) from 14 ﬂights. The dataset used for the
regression of the lateral dynamics is visualized in ﬁgure 7.1(a)-(b), which illustrates
the proportion of observations recorded with various ﬂight speeds along the body ˆ x
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Figure 7.2: Comparison between a portion of the observation data Ψ and its corre-
sponding ﬁtted model χˆ ϕ for the lateral dynamics according to equation (7.11). One
linear regression is performed for both ˆ x and ˆ y axes, but they are plotted separately
for illustrative purposes.
and ˆ y directions. The measured ﬂight velocities are as large as 20 cm·s−1 at some
instances, with a signiﬁcant portion being larger than 5 cm·s−1.
Estimates of parameters from the regression are listed in table 7.1. Selected exam-
ples of the observations and the model predictions are shown in ﬁgure 7.2. Table 7.1
reveals that the proposed linear model ﬁts the observations well with the R2 value of
0.79.W ei n t e n t i o n a l l yi n c l u d e dt h eg r a v i t yt e r mi n t ot h er e g r e s sion as a tool to eval-
uate the validity of the ﬁt. In this case, the prediction of theg r a v i t a t i o n a lc o n s t a n tg
is found to be within 2% of the known value. The damping coeﬃcients bx and by are
given as 2.1 s−1 and 3.1 s−1 respectively, consistent with the theoretical prediction
(≈ 6 s−1) for a robot with a similar (but not identical) geometry in [75]. Here it was
found that the damping in the ˆ y direction is somewhat larger than in the ˆ z direction,
which is intuitively anticipated given the robot geometry asd e ﬁ n e di nﬁ g u r e2 . 5 .
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Figure 7.1(c) provides an illustration of the relative importance of each term in the
regression by comparing the magnitude of the standard deviation of each ﬁtted term.
It suggests that the gravity terms dominates the lateral dynamics, followed by the
lateral damping terms bx ˙ x and by ˙ y.T h ed a m p i n gt e r m sf r o mt h er o t a t i o n ,w h i c ha r e
αxωy and αyωx,w e r ef o u n dt ob ei n s i g n i ﬁ c a n t ,s u g g e s t i n gt h a tt h ee s t i m a t ed values
of αx and αy are likely to be inaccurate. Theoretically, this could be ameliorated by
including more observations with large angular velocities,s i m i l a rt ot h ea p p r o a c hw e
have taken to boost the signiﬁcance of bx ˙ x and by ˙ y terms. In practice, due to the
limited range of rotation, excitation of angular velocitiess w i f t l yl e a d st oi n s t a b i l i t yi n
controlled ﬂight, preventing the robot to ﬂy continuously with large angular velocities.
In related work [72, 24], αx and αy were found to be insigniﬁcant and neglected.
7.3.3 Altitude Dynamics
Similar to the lateral dynamics, the altitude dynamics are extracted from the third
row from equation (7.6). This altitude dynamics also involvet h en o r m a l i z e dt h u r s tΓ
generated by the robot. As a consequence, linear regression variables can be written
as:
Ψi =
d
dt
˙ z + ωx ˙ y − ωy ˙ x
χi =
 
T
sγ
−1 +1
−R33 −˙ z
 
ϕ =
 
µgb z
 T
, (7.12)
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where s is a Laplace variable, and we have assumed that the thurst produced by the
robot Γ is a low-passed signal of the commanded thrust T,s c a l e db ya nu n k n o w ns c a l -
ing factor µ (which is nominally expected to be unity) according to ˙ Γ=γ (µT − Γ),
similar to the previous assumption stated in equation (5.4).T h ep r e s e n c eo ft h es c a l -
ing factor µ takes care of the discrepancy between the presumed thrust as modeled in
Chapter (2) and the actual thrust produced by the robot that may also vary between
robots.
Similar to the lateral dynamics, to perform the regression ont h ea l t i t u d ed y n a m -
ics, we design additonal trajectories that command the robott of o l l o ws i n u s o i d a l
trajectories along the vertical axis to increase the number of data points with non-
zero altitude velocity. The dataset for the altitude regression contains ﬁve ﬂights,
totalling 54 seconds of ﬂying time, which equates to 6,480 ﬂapping periods. Figure
7.3(b) conﬁrms that a large proportion of data has non-zero altitude speed. Multiple
regressions were carried out at diﬀerent values of γ−1 to determine the value that
results in the best ﬁt. The value of γ−1 represents the time scale of the actuation
delay from the commanded thrust input to the thrust produced by the robot through
the ﬂapping-wing mechanism. To be precise, this number includes a partial delay in
the experimental setup, the actuator response, and the aerodynamic response to the
ﬂapping wings. According to ﬁgure 7.3(a), the regression best ﬁts the data when this
delay is 10 ms. To put this number into perspective, it is comparable to one ﬂapping
period (8 ms), or the delay of the hardware loop in experimental setup of 8 ms as
characterized in Appendix A.
Assuming γ−1 is 10 ms, the ﬁtted parameters can be found in table 7.1. The
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Figure 7.3: Regression of the altitude dynamics. (a) R2 values obtained from multiple
values of γ−1 (expressed as delay). The result shows that the model best ﬁtst h ed a t a
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Figure 7.4: An example showing a portion of measurement data and ﬁtted data in
the regression of the altitude dynamics as given in equation (7.12).
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goodness of ﬁt, or R2,i s0.82,i n d i c a t i n gar e l i a b l eﬁ t .T h es i g n i ﬁ c a n c eo ft e r m sa r e
demonstrated in ﬁgure 7.3(c). The plot reveals that the thrust input, µT/(sγ−1 +1 ) ,
is the dominating term. The regression suggests that the gravitational constant is
approximately 7.8 m·s−2, 20% oﬀ the true value of 9.8 m·s−2.T h i si sr e l a t i v e l ya c c u -
rate given that the signiﬁcance of the gravity term is considerably smaller than the
dominant term as outlined in ﬁgure 7.3(c). Table 7.1 also provides a reasonable esti-
mate of the damping coeﬃcient bz as 1.2 m·s−1,s o m e w h a ts m a l l e rt h a nt h ed a m p i n g
coeﬃcients along the two lateral axes found earlier. An example of the observation
and the ﬁtted model of the altitude dynamic is demonstrated inﬁ g u r e7 . 4 .
7.3.4 Rotational Dynamics
The rotational dynamics given in equation (7.8) are slightlym o r es o p h i s t i c a t e d
than the translational dynamics primarily owing to the coupling of the moment of
inertia between axes. However, those terms could be lumped together and simpliﬁed
into νi’s and κi’s as presented in equations (7.13) and (7.14). In this case, νi’s, for
example, account for the inverse of the moment of inertia along its corresponding axis
multiplied by an unknown scaling factor that relates the assumed command torque to
the actual produced torque. Moreover, we have introduced thef a c t o r
 
sγ
−1 +1
 −1
to the torque commands to reﬂect the response time of the system in the same way
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the system responds to the thurst command as found in Section 7.3.3.
Ψi =
d
dt
ωx
χi =
 
τc,x
 
sγ
−1 +1
 −1 ωyωz −ωx ˙ y
 
ϕ =
 
νx κx cx βx
 T
(7.13)
Ψi =
d
dt
ωy
χi =
 
τc,y
 
sγ
−1 +1
 −1 −ωxωz −ωy −˙ x
 
ϕ =
 
νy κy cy βy
 T
(7.14)
Equations (7.13) and (7.14), which do not include the disturbance term d,s e r v e
as foundations for two regressions, each along one rotational axis. Parameters in
ϕi’s correspond to the lumped physical parameters expressed ine q u a t i o n( 7 . 9 ) .W e
consolidated nine trajectories, covering 72 seconds or 8,640 ﬂapping strokes, into one
dataset. Assuming the response time of the system γ−1 is identical to the thurst
dynamics, the regressions obtained the R2 values of 0.22 and 0.21 along the ˆ x axis
and ˆ y axis. We believe the poor ﬁt is due to neglecting the disturbance term d
that turns out to be signiﬁcant in the case of the rotational dynamics. After careful
inspection of relevant signals, it seems that the intrinsic dynamics of the unaccounted
disturbance is relatively slow. As a consequence, it can be eliminated by a high-pass
ﬁlter. We applied a high-pass ﬁlter with the cut oﬀ frequency of 2.0 Hz to all the
terms in equations (7.13) and (7.14) and re-attempt the ﬁtting process. The post-
131Chapter 7: System Identiﬁcation of In-Flight Aerodynamics
abs(r1x2)
D
e
n
s
i
t
y
0
.
0
0
.
4
0
.
8
036
Angular speed (cm.s
!1)
abs(r2x2)
D
e
n
s
i
t
y
0
.
0
0
.
4
0
.
8
036
Angular speed (cm.s
!1)
"
x
y
#
c
x
$
x
%
x
$
y
$
z
&
x
'
x
SD
"
y
x
#
c
y
$
y
%
y
$
x
$
z
&
y
'
y
SD
(a) (b)
(c) (d)
Figure 7.5: (a) Histogram illustrating the distribution of the angular velocity of the
data along the pitch axis. (b) Histogram illustrating the distribution of the angular
velocity of the data along the roll axis. (c) Bar plot demonstrating the relative
signiﬁcance of terms in the regression of the attitude data along the pitch axis. (d)
Bar plot demonstrating the relative signiﬁcance of terms in the regression of the
attitude data along the roll axis.
132Chapter 7: System Identiﬁcation of In-Flight Aerodynamics
x
^
−
a
x
i
s fitted
measured
y
^
−
a
x
i
s
012345
relative time (seconds)
Figure 7.6: Examples of a portion of measurement data and ﬁtted data in the regres-
sion of the attitude dynamics along the pitch (ˆ x)a x i sa n dt h er o l lˆ y axis as given in
equations (7.13) and (7.14).
ﬁltered regressions yield the R2 values of 0.83 and 0.73 along the ˆ x axis and ˆ y axis as
tabulated in table 7.1, supporting the preposition that the disturbance only primarily
the slow dynamics. We speculate that this disturbance is caused by the wire tether.
More analysis on the eﬀect of the tether can be found in Appendix B. Figure 7.5(c)-
(d), unfortunately, shows that the rotational dynamics are primarily dominated by
the torque commands, implying minimal contributions from the damping terms. This
indicates that the estimated values of κi’s, ci’s, and βi’s are unlikely to be accurate.
Again, this is partially due to the limited range of angular velocities that could be
generated and sustained during controlled ﬂight as seen in ﬁgure 7.5(a)-(b).
The controller that was used to perform the ﬂights in this section is presented
in Chapter 5. The control law provided by equations (5.12) and( 5 . 1 4 )c o n t a i n sr o -
tational damping terms, resembling the role of cx and cy in equations (7.13) and
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(7.14). The controller gain was selected to ensure stabilityt os a t i s f yt r a c k i n ga b i l i t y ,
causing it to dominate the rotational damping eﬀect and undermine the inﬂuence of
the aerodynamic damping in the analysis above. It is conceivable that the open-loop
dynamics of the system may provide better estimates of the rotational damping coef-
ﬁcients. However, identiﬁcation of open-loop dynamics is prevented by the instability
of the system. Relevant work has mostly either obtained the rotational damping
coeﬃcient by a theoretical calculation [75], or from a dynamically-scaled robot that
does not suﬀer from a rotation limit [23].
7.4 Static Experiments
To overcome the diﬃculty in estimating the rotational damping coeﬃcient encoun-
tered in Section 7.3.4, in this section, we oﬀer a theoreticala p p r o a c ht od e d u c et h e
respective coeﬃcients from the empirical ﬂight data by analysing the sub-wingbeat
dynamics of the robot.
To begin with, we revisit the rotational dynamics of the robota b o u tt h eˆ x axis
 
τx = Jxωx +( Jz − Jy)ωyωz.
At the time scale of one wingbeat (120 Hz), the torque acting on the wing, which may
be described by equation (7.1), dominates the rotational dynamics, inducing the robot
to rotate periodically about its ˆ x axis (the rotation about ˆ y and ˆ z axes are, on the other
hand, negligible owing to the symmetry of the robot and the orientation of the ﬂapping
motion). Figure 7.7 plots the rotational rate of the robot ωx,ﬁ l t e r e dt op r e s e n to n l y
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Table 7.1: Estimates of parameters obtained from the linear regressions of ﬂight
dynamics. Estimates that are less certain (according to their relative signiﬁcance)
are displayed in grey.
Lateral dynamics
R2 0.79
gravitational constant (g) 9.6 m·s−2
bx 2.1 s−1
by 3.1 s−1
αx 8.5 × 10−3 m·s−1
αy −4.0 × 10−3 m·s−1
Altitude dynamics
R2 0.82
γ−1 10 ms
g 7.8 m·s−2
µ 0.6
bz 1.2 m·s−1
Rotational dynamics
R2 (ˆ x-axis) 0.83
νx 4.7 × 108 kg−1m−2
κx 1.8
cx −1.9 s−1
βx 2.0 m−1s−1
R2 (ˆ y-axis) 0.73
νy 5.4 × 108 kg−1m−2
κy 0.55
cy −0.73 s−1
βy −0.13 m−1s−1
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Figure 7.7: Comparision between the measured angular velocity of the robot along
its pitch axis (red) and the ﬁtted sinusoidal signal (blue).
the components near the ﬂapping frequency. It is shown that the rotational rate could
be accurately approximated as a sinusoidal function of the ﬂapping frequency Ω as
ωx ≈ ωox sin(Ωt + φ).T h i se n a b l e su st oc a l c u l a t et h ei n s t a n t a n e o u st o r q u ep r o d uced
by the ﬂapping wings:
τ ≈ J
d
dt
ωox sin(Ωt + φ)
= JΩωox cos(Ωt + φ) (7.15)
The instantaneous drag torque could be regarded as a product of the instantaneous
drag force acting on the wing and the eﬀective moment arm of length l according to
τ(t)=D(t) · l. (7.16)
Focusing on the ﬂapping frequency, ﬁgure 7.7 suggests that the robot experiences
am a x i m u mi n s t a n t a n e o u sa n g u l a rv e l o c i t yo f14.2 rad·s−1,e q u a t i n gt oar e s u l t a n t
drag torque from both wings of 12.9 µNm. By mounting the robot on a static force
measurement setup and replicating the ﬂapping-wing motion as illustrated in ﬁgure
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Figure 7.8: (a) The robot mounted upside-down on a compound beam structure
connected to capacitive force sensors for lift and drag measurements. (b) Drag force
measurement from the capacitive force sensor, ﬁtted with a sinusoidal signal at the
ﬂapping frequency.
7.8(a), we could obtain the measurement of the instantaneousd r a gf o r c ef r o mt h e
high-precision capacitive force sensors. A portion of the measurement is shown in
ﬁgure 7.8(b). The data is ﬁtted with a sinusoidal signal at thew i n g b e a tf r e q u e n c yo f
120 Hz to eliminate the measurement noise and match the deduced dominant angular
velocity information in ﬁgure 7.7. At the frequency of interest, the ﬁt for drag from
as i n g l ew i n gh a sa na m p l i t u d eo f0.72 mN. The corresponding eﬀective moment arm
length l as found from equation (7.16) is, therefore, 9 mm. This number is likely to be
larger then the true value, as the amplitude of the ﬁtted signal is noticeably smaller
than the unprocessed signal seen in ﬁgure 7.8(b). The predicted number for a similar
robot given by [75] is 5 mm.
Based on equations (7.3) and (7.4), the rotational damping c and β could be
approximated as mb · l2/J and mb · l/J respectively. For the pitch axis, this yields
cx =1 5s−1 and βx =1 .6 m−1·ms−1.T h e s ev a l u e sa r ec o n s i d e r a b l yl a r g e rt h a nt h o s e
corresponding to a similar-sized robot from the theoreticalp r e d i c t i o n sp r o v i d e db y
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[72], which were calculated to be 5 s−1 and 1 m−1·ms−1.N e v e r t h e l e s s , i t i s w o r t h
noting that the dependence of c on l2 means that any uncertainties in l would be
ampliﬁed, resulting in a larger uncertainty in the deduced c,l e a d i n gt ot h el a r g e
discrepancy between the deduced value and the value reportedi n[ 7 2 ] .
The rotational dynamics of the robot about its roll axis is vastly diﬀerent from
its pitch axis. The symmetry between the left wing and the right wing brings about
no sub-wingbeat oscillation about the roll axis, preventingu sf r o mc a l c u l a t i n gt h e
eﬀective length of the moment arm using the same strategy. Under the assumption
that the moment arm corresponding to the roll axis is similar to that of the pitch
axis, we predict cy and βy to be 10 s−1 and 1.1 m−1·ms−1.
7.5 Conclusion and Discussion
In previous chapters, some of the aerodynamics eﬀects that arise in ﬂight are
neglected under the assumption that they could be regarded asd i s t u r b a n c e sb yt h e
ﬂight controller. These unaccounted for eﬀects could becomei n c r e a s i n g l yi m p o r t a n t
as the robot deviates from a perfect hovering condition. In this chapter, we thoroughly
analyze the recorded ﬂight trajectories from the experiments and construct physics-
based models to gain further insights and establish more complete dynamic models of
the robot. We ﬁnd that, for instance, the robot encounters noticeable additional drag
forces when it traverses laterally or vertically. On the other hand, the contribution
from drag torques on the rotational dynamics is found to be less crucial as it is
undermined by the ﬂight controller. As a result, the rotational drag coeﬃcients could
not be reliably deduced from the ﬂight data. Hence, we oﬀer an alternative approach
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to estimate the distance between the center of drag and the center of mass from
the empirical data and predict the rotational drag coeﬃcients based on theoretical
approximations. It is anticipated that better dynamic models of the robot would
eventually enhance the performace of ﬂight controllers, reducing the tracking errors,
particularly for more aggressive trajectories similar those presented in chapter 5 and
6.
7.5.1 Stability Analysis
In addition to the potential of enabling researchers to improve the control perfor-
mance, information about damping and aerodynamic drag also provides better under-
standing about the dynamics of the robot and its stability. Stability of ﬂapping-wing
vehicles and ﬂapping-wing insects has been widely discussedi nl i t e r a t u r e[ 6 7 ,7 5 ,8 3 ,
82, 23]. Thus far, we have asserted that the ﬂapping-wing robot employed in this
thesis is inherently unstable, based on empirical evidence and comparison to insects
of similar size.
To inspect the stability of the robot, we consider a linearized dynamic model
of the robot in two dimensions, similar to the analyses presented in [75, 85]. The
equations governing the longitudinal dynamics and the rotational dynamics are given
in equation (7.17).
d
dt
˙ x = gθ − b˙ x
d
dt
˙ θ = −c˙ θ − α˙ x + J
−1τ, (7.17)
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Figure 7.9: Relationship between the intrinsic stability and physical parameters of 21
insects and the robot used in this study. Physical parameterso fi n s e c t sa r eo b t a i n e d
from [75].
where we have carried over the notation from the previous sections. Here, the small
angle approximation is applied, such that sinθ ≈ θ.T o s t u d y t h e s t a b i l i t y o f t h e
system under in the absence of the input torque, the longitudinal dynamic equation
and the rotational dynamic equation can be merged to form a 3rd-order ordinary
diﬀerential equation:
d3
dt3 ˙ x +( b + c)
d2
dt2 ˙ x + b · c
d
dt
˙ x + α · g ˙ x =0 (7.18)
Routh-Hurwitz stability criterion provides the suﬃcient conditions for the stability of
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such a system. For the system of interest, where all damping coeﬃcients are positive,
the stability condition is satisﬁed when
 
1+m · l
2/J
 
>
1
l · b2g. (7.19)
There are two quantities of interest in equation (7.19). First, m · l2/J,i sad i m e n -
sionless quantity that is indicative of the geometry of the vehicle of the insect. It
approximately measures the distance from the center of mass to the center of drag
on the wing, normalized by the moment of inertia. The second quantity, which is
l·b2,q u a n t i ﬁ e st h es t r e n g t ho ft h ed r a gc o m p a r e dt ot h eg r a v i t a t ional constant. The
product of these two quantities approximately determines the stability of the system.
In the case of our robot, it is found that the robot is inherently unstable along both
roll axis and pitch axis, over a wide range of possible l as illustrated in ﬁgure 7.9.
Additionally, ﬁgure 7.9 shows that 21 species of insects, including a number of bees
and ﬂies, are intrinsically unstable. The plot reveals that the dampling term l · b2 of
the robot are comparable to that of insects, but the geometry and the distribution
of mass (ml2/J)a r es o m e w h a td i ﬀ e r e n t . I ts e e m st h a tt h ee l o n g a t e db o d yo ft he
robot, which brings about a relatively large l,r e n d e r st h et e r mml2/J larger than
most insects. Nevertheless, the robot is still in the inherently unstable regime.
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Using only tiny nervous systems, ﬂying insects are able to perform superlative
aerodynamic feats such as deftly avoiding a striking hand or landing on ﬂowers buf-
feted by wind. This amazing maneuverability is unmatched by any man-made aircraft.
These insects inspire scientists and engineers to understand and translate this ubiq-
uitous form of locomotion into man-made machines. This resulted in ﬂight-capable
insect-scale prototypes ﬁrst in [29, 58]. Yet, given their swift dynamics, inherent in-
stability, and how little is known about ﬂight at this scale, numerous steps had to be
taken to bring such robots up in the air.
The signiﬁcance of the results presented in this thesis are asf o l l o w s :1 )F o rt h e
insect-scale robot of interest, aﬃne linear maps captured suﬃcient details between
the input signals and the output torques for control purposes, despite the involvement
of sophisticated nonlinear aerodynamics. 2) With an assumption that the attitude
dynamics of the ﬂapping-wing robot are considerably faster than the translational
dynamics, we show that a simple nonlinear controller could stabilize the robot to
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hover around a given setpoint, demonstrating the ﬁrst controlled ﬂight of an unstable
ﬂapping-wing robot that is truly insect-scale. 3) For MAVs att h i ss c a l e ,i ti sc r u c i a l
to account for possible imperfections from the fabrication processes that variably and
signiﬁcantly aﬀect the dynamics of the robots. This could be compensated by the use
of an adaptive method. 4) In order to perform more dynamic trajectories as observed
in natural ﬂiers, the assumption that the attitude dynamics are much faster than
the lateral dynamics has to be relaxed. We proposed an adaptive tracking controller
that directly regulated the input signals based on position and orientation feedback,
which could also be implemented on other types of ﬂying vehicles. 5) Although,
dynamics of extremely aggressive maneuvers such as perchingo nav e r t i c a ls u r f a c e
are highly nonlinear, the proposed feedback controller along with the iterative learning
controller based on a simpliﬁed dynamic model was suﬃcient toe n a b l et ot h er o b o tt o
accomplish such a task. 6) Using the ﬂight data from previous experiments, reﬁned
models of rotational and translational dynamics of the robotc o u l db ee m p i r i c a l l y
deduced. The information is consistent with theoretical predictions and dynamically-
scaled experiments in the literature.
Despite our pioneering work on the ﬂight control of millimeter-scale ﬂapping-
wing robots, numerous issues have to be addressed before suchr o b o t sc a no p e r a t e
autonomously in outdoor environments as outlined below.
Onboard Sensor Integration
The presented control work relies immensely on the position and orientation feed-
back from the motion tracking system due to the lack of onboards e n s o r s .A ti n s e c t -
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scale, the swift dynamics of the robot necessitates a lightweight and high-bandwidth
sensing system. So far, bio-inspired solutions have been explored in ongoing work
[21, 32, 41]. It was shown that a small optical-ﬂow sensor was able to provide al-
titude feedback and an ocelli-inspired visual sensor was able to brieﬂy stabilize the
robot’s upright orientation. However, more studies on alternative sensors such as
gyroscopes and accelerometers are required to allow the robot to autonomously hover
in place as achieved in other MAV systems [77, 48, 25, 49].
Miniaturization of Flight Electronics
In addition to sensors, power circuitry, ﬂight electronics,a n db a t t e r i e sm u s tb e
incorporated into the robot to eliminate the tethering requirement in the current
robot prototype. The design of ﬂight electronics is likely dependent on the high-
voltage and power requirements of the piezoelectric actuators, the choices of onboard
sensors, and the available power source. Parallel work has been carried out and still
ongoing on the topic of generating high-voltage signals froml o wp o w e ri n t e g r a t e d
circuits [46, 97].
Payload Capacity
The requirement to carry onboard sensors and ﬂight electronic necessitates the
robot to support additional payload. The current robot prototype was able to gen-
erate 50 mg of additional lift [58]. Unfortunately, this is unlikely to be suﬃcient for
the extra components required to achieve autonomous ﬂight. Preliminary calcula-
tions predict the total vehicle mass to be approximately twice as large as the current
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prototype, with up to 30−40% budgeted for a battery [47, 92]. The design and fabri-
cation of a scaled-up prototype is unlikely to be straightforward owing to complicated
underlying scaling laws [4, 89].
Disturbance Rejection for Outdoor Operations
In practice, as we transition to outdoor ﬂight, it is crucial that the robot retain
its stability in the presence of wind gust disturbances. It isk n o w nt h a tw i n di sa n
important factor for ﬂight [35]. Birds, for instance, are vulnerable to adverse weather
[84]. The eﬀect becomes increasingly more signiﬁcant as the body size gets smaller.
In insects, it has been observed that contributions from windh a v et ob ec o r r e c t l y
compensated for in their feedback system [33, 70]. The topic of wind disturbance
rejection on other MAVs has been explored [87, 62]. At the insect scale, despite more
severe eﬀects, it is conceivable that similar studies could be carried out to enable the
ﬂapping-wing robot to operate in windy environments.
8.1 Concluding Remarks
Here we presented a series of models and controllers that successfully brought
the millimeter-scale ﬂapping-wing robot up in the air for theﬁ r s tt i m e . A sm o r e
was learned, the controllers gained more complexity, and accuracy. This eventually
allowed the robot to execute highly dynamic and precise maneuvers like perching.
However, there are still numerous challenges to be tackled byr e s e a r c h e r sb e f o r et h o u -
sands of such robots will be able to roam around and functionally conduct operations
such as environmental monitoring and crop pollination as we envision.
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Latency of the Experimental Setup
A.1 Introduction
To quantify the latency of the experimental system, including the processing time
of the motion capture system and the communication time between computing units, a
simple high-bandwidth actuated system—an unloaded bimorphp i e z o e l e c t r i ca c t u a t o r
with retroreﬂective markers attached for tracking the tip deﬂection—was driven using
low frequency sinusoidal signals. The motion of the actuatedl i n kw a st r a c k e db y
the motion capture system. The information was then fed back into the controller.
The time diﬀerence between the command signal and the resultant motion, after
subtracted away the delay of the mechanical actuated link, represents the latency of
the experimental setup.
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A.2 Experimental Methods
The actuated system was driven by sinusoidal signals with frequencies ranging
from 0.5 Hz to 2.0 Hz, three trials were executed at each frequencty. This was carried
out using the xPC target environment at the rate of 10 kHz. The motion capture
system then tracked and recorded the position of three retroreﬂective markers and
constructed the trajectory of the tip of the actuator at the rate of 500 Hz. The data
is then smoothed using a cubic spline from 500 Hz to 2000 Hz.
The motion of the actuated system was assumed to follow closely a sinusoidal
trajectory. To identify the time delay between the driving signal and the recorded
trajectory, a gradient descent algorithm was used to ﬁt a sinusoidal curve to the
trajectory in a least-squares fashion. The time delay between the driving signal and
the trajectory was then found by comparing two sinusoidal signals.
This calculated total time delay T constitutes of the delay caused by the me-
chanical system known as the phase shift φ and the external delay caused by the
experimental setup ∆.A t l o w f r e q u e n c i e s ,t h e p h a s e s h i f t i s e x p e c t e d t o b e s m a l l .
We assume that in this small range of frequencies we performedt h ee x p e r i m e n t st h i s
phase shift is constant, regardless of the frequency. Therefore, the eﬀect of the delay
from the phase shift would be proportional to the period of thed r i v i n gs i g n a la s
captured by equation A.1:
T = φ
1
f
+∆ . (A.1)
The external delay, ∆,w es e e kt od e t e r m i n e ,o nt h eo t h e rh a n d ,s h o u l dr e m a i n
constant independent of the driving frequency.
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Figure A.1: Plot of the total time delay of a simple high-bandwidth actuated system
at various driving frequencies. Each point is an average of three trials. The result
suggests that the latency of the experimental setup is approximately 8 ms.
A.3 Results
Figure A.1 presents a relationship between the periods of thed r i v i n gs i g n a l sa n d
the measured time delay obtained from the least-squares ﬁt. The plot reveals a
strong linear relationship. The linearity veriﬁes the assumption that over this range
of frequencies, the phase shift is approximately constant (and therefore, the resultant
time delay is proportional to the signal period.). From the plot, the intersection of
the best ﬁt line to the ˆ y axis respresents the constant time delay as a result of the
latency of the experimental setup. This is found to be 8 ms as shown in ﬁgure A.1.
For the robotic ﬂy, the actuator-transmission-wing system could be approximated
as a second order system [27]. Near its resonant frequency, iti se x p e c t e dt h a tt h e
ﬂapping motion would be no more than 180◦ out of phase from the driving signals.
This approximately equates to 4 ms delay for the ﬂapping frequency of 120 Hz. In
total, the latency of the experimental setup could be as long as 12 ms.
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It is worth noting that the value of the latency of the setup depends on several
factors, including the number of markers being tracked and the complexity of the
executed algorithms. In this circumstance, only three retroreﬂective makers were
tracked, whereas four were usually used in ﬂight control experiments. Moreover, no
controller was executed in this test. This suggests that the actual latency of the
experimental setup could be slightly larger than the value obtained here.
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Eﬀects of the Wire Tether
B.1 Introduction
In the current prototype of the ﬂapping wing robot that was ﬁrst introduced in
chapter 2, its small scale and limited payload capacity prevent the robot from carry-
ing ﬂight avionics, sensors, and batteries. The robot is therefore tethered for power,
sensing, and computation through a bundle of four 51-gauge wires. The thin proﬁle
of 51-gauge wires and their light weight allows the robot to have stable unconstrained
ﬂight under controlled conditions. The eﬀects of the tether on the translational and
rotational dynamics of the robot have been presumed to be negligible. However,
this has never been systematically quantiﬁed or well understood owing to the unpre-
dictable nature of the tether.
To obtain better understanding and to put bounds on the eﬀectso ft h ew i r e
tether on the translational and rotational dynamics of the robot, in this appendix
we propose two theoretical models to cover two possible extreme scenarios. The ﬁrst
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model regards the tether is a rigid rod that rests between the robot and the ﬂoor. The
second model assumes the tether to be completely ﬂexible, similar to a string that
cannot support any compressive force. In reality, it is anticipated that the behavior
of the partially stiﬀ tether falls somewhere between the two proposed models. As
ar e s u l t ,w ew i l la s s u m et h a tt h ea c t u a lc o n t r i b u t i o nf r o mt h et e t h e rw o u l da l s ob e
between the bounds given by both models.
In the last section of this appendix, we analyze the ﬂight dataa n di n s p e c tt h e
parts of the commanded torques that are believed to be counteracting the disturbances
arising from the tether wire. Lasly, this data is compared to the model predictions as
av a l i d a t i n gp r o c e s s .
B.2 Theoretical Models
B.2.1 Rigid rod model
In this model, the tether wire of length L is treated as a rigid rod of weight W
that is leaning between the robot and the ﬂoor as depicted in ﬁgure B.1(a). Five
forces acting on the rod are labeled. At point A, the tether is lifted (N1)a n dp u s h e d
(F)b yt h er o b o t .F o rah o v e r i n gr o b o t ,t h et e t h e ri sa s s u m e dt ob ei ne q u i l i b r i u m ,
such that W = N1 + N2. We can also obtain the moment about the point B, where
the tether is resting on the ﬂoor, as
1
2
WLcosθ = N1Lcosθ + FLsinθ,
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Figure B.1: Schematic diagrams illustraing the free-body diagram of the wire tether
in two simulated scenarios. (a) The rigid rod model. (b) The ﬂexible string model.
which can be re-arranged in to
1
2
W = N1 + F tanθ. (B.1)
Without the knowledge of the coeﬃcient of friction between the tether and the ﬂoor,
it is impossible to ﬁnd an explicit expresion of N1 or F.N e v e r t h e l e s s ,e q u a t i o n( B . 1 )
allows us to bound them from above:
∥N1∥≤
1
2
W
∥F∥≤
1
2tanθ
W.
Empirically, it is reasonable to assume that θ>45◦,r e n d e r i n g∥F∥≤W/2.F o r a
tether of length 15 cm, it was found to weigh ≈ 3 mg, or ≈ 30 µN. Therefore, the
upper-bounds of N1 and F approximately equate to 2% of the robot’s weight. Their
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contribution to the translational dynamics of the robot is negligible.
To evaluate the impact of the wire tether to the rotational dynamics of the robot,
we assume that the tether is attached to the robot one centimeter from its center of
mass. When combined, N1 and F may exert up to 0.3 µNm torque on the robot.
While this is somewhat smaller than the maximum torque the robot can generate
(on the order of 1 µNm), it could potentially have signiﬁcant eﬀect on the rotational
dynamics. Since, the dynamics of the tether is largely determined by the position of
the robot, or the translational dynamics of the robot, it is considerably slower than
the rotational dynamics. The contribution from the tether is, therefore, aproximately
constant in the timescale of the rotational dynamics. A constant disturbance torque
from the tether would result in a destabilizing eﬀect on the robot along the roll or
pitch direction, presuming the rigid rod model is a good representation of the reality.
B.2.2 Flexible string model
The opposite extreme of the rigid rod model is a ﬂexible stringm o d e l ,i nw h i c h
we regard the wire tether as a string that can only be in tension, not compression.
We suspect that in practice the tether behaves more similarlyt ot h i sm o d e lt h a n
to the previous model based on some experimental observations of the robot in un-
constrained ﬂight. Similar to the preious model, it is assumed that the tether is
approximately in equilibrium. A diagram elaborating the ﬂexible string model is
shown in ﬁgure B.1(b). We begin the analysis by considering the tether at the point
where it is resting on the ﬂoor at X =0and Z =0 .A tt h i sp o i n t ,t h et e n s i o ni nt h e
tether is only in the horizontal direction.
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The ﬂexibility assumption implies that the shape of the tether at any point con-
forms to the tension at that point. The tension along the horizontal direction is
constant throughout since there is no external force acting on the tether in that
direction. In contrast, the tension in the vertical direction varies as the weight of
the tether distributes uniformly along itself. Consider an inﬁnitesimal section of the
tether of length dL,a ni n c r e a s ei nt h ev e r t i c a lc o m p o n e n to ft h et e n s i o n ,dT⊥,i nt h e
section is given by ρgdL,w h e r eρ is the linear density of the tether. It follows that
we can relate the small change in the tension to the shape (or angle) of the tether at
ap o i n ta s
dtanθ =
dT⊥
F
=
ρgdL
F
. (B.2)
Integration of equation (B.2) enables us to ﬁnd the vertical component of the tether
and angle of the tether as a function of length from the ﬂoor.
T⊥ = W
tanθ =
ρgL
F
=
W
F
,
where we have substituted ρgL by the weight of the tether W.W h a tr e m a i n su n k n o w n
is the horizontal component of the tension, F.T h i sc a nb ef o u n db ya n a l y z i n gt h e
geometry of the tether. For a inﬁnitesimal section of the tether positioned in the
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X − Z plane at an angle θ,w ec a nw r i t e
dL =
√
dx2 + dz2
=
 
1+c o t 2 θdz =
 
1+
 
F
ρgL
 2
dz. (B.3)
Integrating equation (B.3) from the ﬂoor z =0 , L =0to the robot z = h, L = L,w e
obtain equation (B.4).
h =
 
L2 +
 
F
ρg
 2
−
F
ρg
(B.4)
This describes the relationship between the horizontal component of the tension F as
af u n c t i o no ft h eh e i g h to ft h er o b o tg i v e nt h eh a n g i n gl e n g t hof the tether L.T h e
intepretion is that the horizontal tension depends on the geometry of the tether, or
the vertical position of the robot. The information of h or L could be extracted from
ﬂight videos. F could be calculated explicitly by solving equation (B.4).
F = ρg
(L2 − h2)
2h
.
For L =1 5cm and h =1 2cm, this yields F =7µN. This is a few times smaller
than the weight of the tether (30 µN)t h a tp r o d u c e st h ev e r t i c a lc o m p o n e n to ft h e
tension.
Again, the tension of the tether is signiﬁcantly smaller thant h ew e i g h to ft h er o b o t
itself, making it unlikely to provide noticeable impact on the translation dynamics
of the robot. Yet, it may have a considerable inﬂuence on the rotational dynamics
of the robot similar to the rigid rod model case. In this circumstance, however, the
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Figure B.2: Disturbance torque deduced from ﬂight data. (left) A ﬁve-second portion
of the presumed disturbance torques extracted from the ﬂightd a t a .( r i g h t )T h eb o x -
plots showing the means, standard devations, and ranges of the disturbance torques
from more than 72 seconds (8,640 wing beats) of ﬂight.
direction of the horizontal component of the tension lies such that its eﬀect would
counteract its vertical component, making the total torque likely to be smaller than
0.3 µNm.
B.3 Experimental Observations
Previously in chapter 7 we initially failed to correlate the torque commands to
the rotational dymamics of the robot. It was found to be crucial to ﬁlter out low-
frequency components of the signal for the dynamic model to explain the ﬂight data
well. This ﬁnding could be explained if there existed unknownt o r q u ed i s t u r b a n c e
terms whose dynamics are mostly slower than 2.0 Hz. During ﬂight, these distur-
bances are perceived and corrected by the controller. We believe the disturbances
are primarily caused by the wire tether, as its eﬀects are likely to be principally un-
predictable but dependent on the position of the robot, and therefore, intrinsically
slow.
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To support the claim that the tether is likely to be the main cause of disturbances
in the rotational dynamics, we analyze the low-frequency components of the com-
manded torques, which are believed to be in response to the disturbances. Over 72
seconds of ﬂight data, these torques are found to average around zero, with the stan-
dard deviations of 0.10 µNm and 0.13 µNm along the pitch and roll axes as shown
on the right hand side of ﬁgure B.2. Their extreme values are below 0.50 µNm. The
magnitudes of the unknown disturbances are consistent with the predictions from
both models (which turn out to be very similar) in the preceding section. These
eﬀects are considerably large for the robot whose the moment of inertial are on the
order of 10−9 kg·m2 and potentially can destabilize the robot. Fortunately, they were
eﬃciently suppressed by the high gain and quick response of the controller.
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