1 00 1 oo (1.1) f(t) ~ -a0 + E («n cos nl + bn sin nt) = -a0 + E An(t).
i i
Then the series obtained by formally differentiating (1.1) at t = x is 00 (1.2) E n(°* cos nx -a" sin nx) = E nBn(x). i
We write A series Ea« is summable | R, X, r| where r>0, if
is of bounded variation in (0, ir), then (1.1) »5 summable \R, log w, 2 | at the point t=x.
Theorem B. // GW/log (*//)
is of bounded variation in (0, ir), then (1.2) is summable \R, log w, 2 \.
Note. The order of summability in the conclusion of Theorem A can not be replaced by 1, as \R, log w, l| summability of a Fourier series is a nonlocal property of its generating function [4] and therefore can not be ensured by the hypothesis of Theorem A, which is obviously a local one. It can probably be replaced by 1+5, 5>0, but we have not been able to do this. The relation between the condition of Theorem A and a known condition like
is contained in Lemma 1. If (1.9) holds, then the condition of Theorem A also holds.
We have, by integration by parts, 1 fx <t>(u) <PiM -<bi(t) 1 f" <*>,(«) .
The first term on the right is easily dispensed with. The lemma will be proved if
is of bounded variation in (0, it), whenever <pi(t) is of bounded variation in (0, ir), and, since the former is the mean value of the latter, the result follows by using familiar arguments [5].
2. In the proof of Theorem A, we require the following inequalities for the kernel h(w, t) = X)»<w l°g n log (w/n) cos nt:
Proof of (2.1 ). Let m^w<m+l. We have, by partial summation, Proof of (2.2) is trivial. By using (5.5) and (5.6) we have Ji = 0(l).
Employing arguments similar to those used in the proof of a known result [2 ] , it can be proved that XX> is summable | C, ß \, ß > 1, and hence summable | C, 2 \ and a fortiori summable | R, log w, 21. The discussion of y"/Yn is similar to that of ^juH in the proof of Theorem A with G(t) in place of í>(í) and thus the proof of Theorem B is complete.
