Abstract-The interest in methods that are able to efficiently compress microarray images is relatively new. This is not surprising, since the appearance and fast growth of the technology responsible for producing these images is also quite recent. In this paper, we present a set of compression results obtained with 49 publicly available images, using three image coding standards: lossless JPEG2000, JBIG, and JPEG-LS. We concluded that the compression technology behind JBIG seems to be the one that offers the best combination of compression efficiency and flexibility for microarray image compression.
I. INTRODUCTION
The raw data resulting from a DNA microarray experiment [1] is typically conveyed by two images of 16 bits per pixel (bpp), obtained after scanning the microarray slide with a laser and capturing the light emitted by two different fluorescent markers. Usually, a green marker (Cy3) is used to label the reference sample, whereas a red marker (Cy5) labels the sample under analysis. Depending on the size of the array and the resolution of the scanner, these images may require from a few megabytes to several tens of megabytes of storage [2] .
In this paper, we report a set of experiments that have been performed with the aim of providing a reference regarding the performance of standard image coding techniques, namely, lossless JPEG2000 [3] , [4] JBIG [5] , and JPEG-LS [4] , [6] , when applied to the lossless compression of microarray images. In fact, although a number of new techniques has already been proposed for microarray image compression, Manuscript as we show in Section II, it is often difficult to compare the performance among them and/or in relation to current standards. One of the factors that contributes to this limitation is the lack of results regarding a common and representative set of images. Moreover, and in order to facilitate future comparisons by other researchers, these images should be publicly available. In this paper, we tried to overcome some of these drawbacks, by providing compression results on a set of 49 images gathered from three different publicly available sources. Another objective of this work was that of trying to identify compression technologies that, on one hand, provide efficient lossless compression results and, on the other hand, offer relevant features for the microarray image compression problem, such as lossy-to-lossless reconstruction. From the three image coding standards that we addressed, we have been able to identify JBIG as potentially the most interesting.
II. SPECIALIZED METHODS
To the best of our knowledge, at the time of writing, there are four published methods for the lossy and/or lossless compression of microarray images, namely, the works of Jörnsten et al. [2] , Hua et al. [7] , Faramarzpour et al. [8] , and Lonardi et al. [9] . Next, we give a brief overview of each of these techniques.
The technique proposed by Jörnsten et al. [2] is characterized by a first stage devoted to gridding and segmentation. Using the approximate center of each spot, a seeded region growing is performed for segmenting the spots. The segmentation map is encoded using chaincoding, whereas the interior of the regions are encoded using a modified version of the low complexity lossless compression for images (LOCO-I) algorithm (this is the algorithm behind the JPEG-LS coding standard), named SLOCO. Besides lossy-to-lossless capability, Jörn-sten's technique allows partial decoding, by means of independently encoded image blocks.
Hua et al. [7] presented a transform-based coding technique. Initially, a segmentation is performed using the Mann-Whitney algorithm, and the segmentation information is encoded separately. Due to the thresholding properties of the Mann-Whitney algorithm, the gridding stage is avoided. Then, a modified embedded block coding with optimized truncation [4] for handling arbitrarily shaped regions is used for encoding the spots and background separately, allowing lossy-to-lossless coding of background only (with the spots losslessly encoded) or both background and spots.
The compression method proposed by Faramarzpour et al. [8] starts by locating and extracting the microarray spots, isolating each spot into an individual region of interest (ROI). To each of these ROIs, a spiral path is adjusted such that its center coincides with the center of mass of the spot, with the idea of transforming the ROI into an one-dimensional signal with minimum entropy. Then, predictive coding is applied along this path, with a separation between residuals belonging to the spot area and those belonging to the background area.
More recently, Lonardi et al. [9] proposed lossless and lossy compression algorithms for microarray images (MicroZip). The method uses a fully automatic gridding procedure, similar to that of Faramarzpour's method, for separating spots from the background (which can be lossy compressed). Through segmentation, the image is split into two channels: foreground and background. Then, for entropy coding, each channel is divided into two 8-bit subchannels and arithmetic encoded, with the option of being previously processed by a Burrows-Wheeler transform.
III. STANDARD METHODS
JBIG [5] , JPEG-LS [4] , [6] , and JPEG2000 [3] , [4] are state-ofthe-art standards for coding digital images. They have been developed 0018-9294/$20.00 © 2006 IEEE with different goals in mind, being JBIG more focused on bi-level imagery, JPEG-LS dedicated to the lossless compression of continuous-tone images and JPEG2000 designed with the aim of providing a wide range of functionalities. These three standard image encoders cover a great variety of coding approaches. In fact, whereas JPEG2000 is transform based, JPEG-LS relies on predictive coding, and JBIG relies on context-based arithmetic coding. This diversity in coding engines might be helpful when drawing conclusions regarding the appropriateness of each of these technologies for the case of microarray image compression.
A. Experimental Results
In order to perform the experiments reported in this paper, we collected microarray images from three different publicly available sources: 1) 32 images that we refer to as the Apo AI set and which have been collected from http://www.stat.berkeley.edu/users/terry/zarray/Html/index.html (this set was previously used by Jörnsten et al. [2] ); 2) 14 images forming the ISREC set which have been collected from http://www.isrec.isb-sib.ch/DEA/module8/P5_chip_image/images/; 3) three images previously used to test MicroZip [9] , which were collected from http://www.cs.ucr.edu/~yuluo/MicroZip/.
JBIG compression was obtained using version 1.6 of the JBIG Kit package, 1 with sequential coding (-q flag). JPEG2000 lossless compression was obtained using version 5.1 of the JJ2000 codec with default parameters for lossless compression. 2 JPEG-LS coding was obtained using version 2.2 of the SPMG JPEG-LS codec with default parameters. 3 For additional reference, we also give compression results using the popular compression tool GZIP (version 1.2.4). Table I shows the compression results, in bpp, where the first group of images corresponds to the Apo AI set, the second to the ISREC set and the third one to the MicroZip image set. Image size ranges from 1000 2 1000 to 5496 2 1956 pixels, i.e., from uncompressed sizes of about 2 megabytes to more than 20 megabytes (all images have 16 bpp). The average results presented take into account the different sizes of the images, i.e., they correspond to the total number of bits divided by the total number of image pixels.
The average results by image set show that JPEG-LS provides the highest compression in the case of the Apo AI and MicroZip images, whereas JBIG gives the best results for the ISREC set. Lossless JPEG2000 is always slightly behind these two. It is interesting to note that the set for which JBIG gave the best results is also the one requiring more bpp for encoding.
B. Sensitivity to Noise
It has been noted by Jörnsten et al. that, in general, the eight least significant bit-planes of cDNA microarray images are close to random and, therefore, incompressible [2] . Since this fact may result in some degradation in the compression performance of the encoders, we decided to address this problem and to study the effect of noisy bit-planes in the compression performance of the standards.
To perform this evaluation, we separated the images into a number p of most significant bit-planes and 16 0 p least significant bit-planes.
Whereas the p most significant bit-planes have been sent to the encoder, the 16 0 p least significant bit-planes have been left uncompressed.
This means that the bitrate of a given image results from the sum of the bitrate generated by encoding the p most significant bit-planes plus the 160p bits concerning the bit-planes that have been left uncompressed. Table II compares average results for the three set of images regarding three situations: 1) full compression, i.e., all 16 bit-planes are encoded;2) the image is divided into the eight most significant bitplanes (which are encoded) and the eight least significant bit-planes (which are left uncompressed); 3) the optimum value of p is determined for each image. From Table II we can see that, in fact, this splitting operation can provide some additional compression gains. The best results attained provided improvements of 3.1%, 2.6% and 1.9%, respectively, for JBIG, lossless JPEG2000 and JPEG-LS.
However, finding the right value for p may require as many as 16 iterations of the compression phase, in order to find it. Moreover, from Table II , we can see that a simple separation of the bit-planes in an upper and lower half may improve the compression in some cases (Apo AI and ISREC image sets), but may also produce the opposite result (MicroZip image set).
C. Lossy-to-Lossless Compression
From the point of view of compression efficiency, and taking into account the results presented in Table I , JPEG-LS is the overall best lossless compression method, followed by JBIG and lossless JPEG2000. The difference between JPEG-LS and lossless JPEG2000 is about 4.1% and between JPEG-LS and JBIG is 1.7%. However, the better compression performance provided by JPEG-LS might be somewhat overshadowed by a potentially important functionality provided by the other two standards, which is progressive, lossy-to-lossless, decoding.
In the case of JPEG2000, this functionality results both from the multi-resolution wavelet technology used in its encoding engine and from a strategy of information encoding based on layers [4] . In the case of JBIG, this property comes from two different sources. On one hand, images with more than one bit-plane are encoded using a bitplane by bit-plane coding approach. This provides a kind of progressive decoding, from most to least significant bit-planes, where the precision of the pixels is improved for each added bit-plane and the L 1 error is reduced by a factor of two. On the other hand, JBIG permits the progressive decoding of each bit-plane by progressively increasing its spatial resolution [5] . However, the compression results that we present in Table I do not take into account the additional overhead implied by this encoding mode of JBIG (we used the -q flag of the encoder, which disables this mode).
In Fig. 1 , we present rate-distortion curves for image "1230c1G," obtained with the JPEG2000 and JBIG coding standards, and according to two error metrics: norm L 2 (root mean squared error) and norm L1 (maximum absolute error). Regarding norm L2, we observe that JPEG2000 provides slightly better rate-distortion results for bitrates less than 8 bpp. For higher bitrates, this codec exhibits a sudden degradation of the rate-distortion. We believe that this phenomenon is related to the default parameters used in the encoder, which might not be well suited for images having 16 bpp. Moreover, we think that a careful setting of these parameters may lead to improvements in the rate-distortion of JPEG2000 for bitrates higher than 8 bpp, although we consider this tuning a problem that is beyond the scope of this paper.
With respect to norm L1, we observe that JBIG is the one with the best rate-distortion performance. In fact, due to its bit-plane by bit-plane approach, it guarantees an exponential and upper bounded decrease of the maximum absolute error. The upper bound of the error is given by 2 (160p) 01, where p is the number of bit-planes already decoded. Contrarily, JPEG2000 cannot guarantee such bound, which may be a major drawback in some cases. Finally, we note that the sudden deviation of the JPEG2000 curves around bitrates of 8 bpp is probably related to the same problem pointed out earlier for the case of the L2 norm. 
IV. CONCLUSION
From the experimental results obtained, we conclude that JPEG-LS gives the best lossless compression performance. Moreover, according to the implementations used (not necessarily optimized for speed) it is about four times faster than the other two. However, it lacks lossy-tolossless capability, which might be a decisive functionality if remote transmission over slow links is a requirement. Regarding the rate-distortion performance, JPEG2000 was the best algorithm according to the L 2 error metric, whereas JBIG was the most efficient considering the L1 norm. Regarding lossless compression performance, JBIG was consistently better than JPEG2000.
The method that gained most from a correct separation of most significant bit-planes (that are encoded) and least significant bit-planes (that are left uncompressed) was JBIG. It is, simultaneously, the encoding technique that, due to the bit-plane by bit-plane coding, can search for the optimum point of separation more easily. In fact, this can be done by monitoring the bitrate resulting from the compression of each bit-plane, and stopping compressing when this value is over 1 bpp. It also worths mentioning that since JBIG was designed for bi-level images, the bit-planes are compressed independently. Therefore, techniques based on the same technology, but exploiting inter-bit-plane dependencies, most probably will do better. Based on these observations, it is our opinion that the technology behind JBIG seems to be in a good position for attacking the problem of microarray image coding. Moreover, and as demonstrated by the specialized methods already proposed, although the standards play an important role, we have no doubt that the future of microarray image compression depends on special-purpose, dedicated techniques.
I. INTRODUCTION
Photoplethysmography (PPG) is an electro-optic technique to measure the pulse wave of blood vessels. In pulse oximeter, the measuring apparatus for PPG [1] , motion artifacts can limit the accuracy of the measured PPG signal during movement. Particularly, the motion artifacts cannot be easily managed because of the frequency overlapping between PPG and the motion artifact signals [2] . Since general frequency domain filtering methods can be unsuccessful, some methods have been researched to manage the motion artifacts from measured PPG signals [1] , [2] . However, further research is still required to improve the performance of motion artifact rejection. In this paper, the new motion artifact reduction method was proposed under the constraint of dual-wavelength measurement. We combined independent component analysis (ICA) and a signal enhancement preprocessor to separate the PPG signal from the motion artifact-contaminated measured signals. Experiments with synthetic and real data were performed to demonstrate the efficacy of the proposed algorithm.
II. MOTION ARTIFACT REDUCTION
The motion artifact reduction method, consisting of the preprocessor and the ICA, is newly designed based on the quasi-periodicity of PPG signal and the independence between the PPG and the motion artifact signals. The preprocessor enhances the PPG component from measured signal and then the ICA separates the PPG signal from preprocessed signal. The preprocessor consists of period detection, block interleaving, low-pass filtering, and block de-interleaving. In particular, the ICA model with two independent sources is considered to complement the popular dual-wavelength optical probe.
A. ICA Model for Motion Artifact Separation
The PPG and motion artifact signal sources can be assumed to be independent of each other, since the heart pulsation for the PPG signal has little correlation with the physical movement for the motion artifact signal. As shown in Fig. 1 , two measured signals (X), can be modeled as the linear mixture of motion artifact and PPG signal sources (S) with an unknown mixing matrix (A), if they are independent X = AS: (1) The unknown A and the unknown S can be estimated from the measured X (motion artifact contaminated signals) by ICA. The separated sources U (= S), the PPG signal and the motion artifact signal, can be obtained by estimated W (= A 01 ). The W can be estimated by a fast ICA algorithm [3] , [4] . In other words, the PPG source separation achieves the motion artifact reduction.
However, the actual number of independent sources contained in the measured X can be more than two. The motion artifact signal is postulated as the complex combination of multiple sources [2] . In addition to the motion artifacts, other noise can be added to X [1] . In order to separate PPG from multiple sources using the ICA model for two independent sources, the preprocessor should be employed to suppress noise in measured X, which in turn enhances the PPG signal comparing with other noise sources, before applying the ICA model.
B. Preprocessor for PPG Signal Enhancement
In order to remove noise without the deterioration of the PPG signal, we exploited the quasi-periodicity of the PPG signal. The PPG signal 0018-9294/$20.00 © 2006 IEEE
