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1 Introducción
El proyector sobre los datos de Cauchy, llamado habitualmente proyector 
de Calderón, es una de las herramientas más importante para tratar problemas 
elípticos de borde. Es un operador pseudodiferencial de orden 0 [1], [10], si los 
coeficientes del operador elíptico a tratar son (7°°, y el borde de la región en 
la que está definido es también (7°°. Permite definir problemas elípticos con 
condiciones de borde más generales que las definidas por las condiciones de 
Lopatinsky.
Para analizar sus propiedades cuando el borde de las regiones es menos 
regular (Lipschitz), resultó necesario avanzar en el estudio de la integral de 
Cauchy en curvas Lipschitz [2], [4]. Los resultados obtenidos permitieron 
demostrar la continuidad de los operadores involucrados en la definición del 
proyector de Calderón para el Laplaciano, [7], [20], [6], entre otros.
El objetivo de este trabajo es construir y analizar este proyector para ope­
radores elípticos del tipo L = —dw(AV), cuando los coeficientes de la matriz 
A son Lipschitz, y en este caso se obtienen las mismas propiedades que en el 
caso del Laplaciano.
En la sección 2, presentaremos el problema, y reseñaremos los resultados 
clásicos sobre el proyector, cuando los coeficientes de la matriz A, y el borde 
de la región son regulares.
En la sección 3, analizaremos propiedades de las soluciones fundamentales, 
especialmente su relación con soluciones fundamentales de operadores tipo di­
vergencia con coeficientes constantes. Estos resultados, nos permitirán analizar 
los potenciales de capa simple y doble, asociados al operador £, utilizando o- 
peradores de Calderón-Zygmund.
En la sección 4 probaremos que un operador singular, cuyo núcleo es de la 
forma k(x,y) = j _ ^)|n- donde y, y ¿ son funciones
Lipschitz en lRn_1, y B una matriz (n x n), con coeficientes en L°° y uniforme­
mente elíptica, es un operador de Calderón-Zygmund.
En las secciones 5, 6 y 7, a fin de llevar a cabo la construcción y el análisis 
del proyector en el caso que nos interesa, analizaremos los potenciales de capa
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simple y doble, utilizando los resultados de las secciones anteriores.
En la sección 8 probaremos inversibilidad en Lp del límite no tangencial del 
potencial de capa doble y del límite no tangencial de la derivada normal del po­
tencial de capa simple, lo cual nos permitirá analizar los problemas de Dirichlet 
y Neumann para el operador L en una región C1. Con los resultados obtenidos 
podremos demostrar algunos teoremas de regularidad, indispensables para la 
construcción del proyector.
Finalmente, en la sección 9, construiremos el proyector y analizaremos sus 
propiedades, para el caso en que la región es C1 y los coeficientes de la matriz 
A son Lipschitz.
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2 Presentación del problema
Consideremos el siguiente operador elíptico: L = —div(A(xyV) en una región 
Q C Hn, con Q C°° (es decir, dQ se puede parametrizar localmente por una 
función C°°) con A(a:) = una matriz n X n, real, simétrica, con
coeficientes acotados, en <7°°(íl), y A uniformemente elíptica, es decir, existe 
A > 0, tal que
A|¿|2 < < A-Mel2 (2.1)
para todo GÍl.
Y consideremos el problema de Dirichlet para este operador en fl, es decir:
Lu = 0 sobre Q, u = f en dQ
Si llamamos K(x,y) a una solución fundamental simétrica de L, es decir 
LxK(x,y} = Óy (obviamente esta igualdad es entendida en el sentido de las 
distribuciones, o sea: < K(x,y), Lu(y) >= u(x), donde u G C£°(íl)). En­
tonces si u G C°°(dQ) es una solución de Lu = 0 en íl, tenemos la siguiente 
fórmula de representación:
u(X) = [ -dr,A(Q)K(X, Q)u(Q) + K(X, Q)dr¡Au(Q')dQ 
JdQ (2-2)
donde drj^Q) = (A(Q)Vq, Nq) , y Nq es el vector normal a dQ en el punto Q, 
y en general notaremos con X, Y a los puntos del interior de Q , y con P,Q a 
los puntos del borde, y dQ el diferencial de superficie, también, cuando no se 
preste a confusión notaremos drjA = 9t)a(q) •
Definamos ahora el potencial de capa simple S, y el de capa doble T, de la 
siguiente manera:
5/(X) = í K(X,Q)f(Q)dQ, X G Q (2.3)
J dQ
Tf(X)=[ dVAWK(X,Q)f(Q)dQ (2.4)
Entonces la fórmula de representación dada en 2.2, puede escribirse como
u(X) = -Tu(X) + <S(^A«)(X), X G Q
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(2-6)
Tomando límite (no-tangencial) para X —> P G dfl
u(P) = ¿u(P) - Tu(P) + S(dgAu)(P)
donde S y T son las trazas de los potenciales de capa simple y doble, res pecti- 
vamente. Si ahora consideramos la condición de borde u = f en íl, la ecuación 
(2.6) nos da la siguiente igualdad:
Sg = (T + (2.7)
donde g = S~\Tes el dato de Neumann desconocido, es decir g = dijAU
Podrí i amos reformular el problema de otra manera, si definimos el operador
t>f(X) = dgA{x} dgA{Q}K(X, Q)f{Q)dQ (2.8)
Y ahora consideramos la derivada normal en el borde, de la ecuación (2.5), 
llamando D a la traza de D, y considerando los datos de borde antes men­
cionados, tenemos que:
Df = - X-I)g (2.9)
donde T* es el adjunto de la traza del potencial de capa doble T.
Por otro lado, dadas dos funciones f y g G C°°(^Q),
¿Z(/,^)(X) = —Tf(X) + ^(X) (2.10)
entonces existe
xJkn9nZ/(f,ff)(X) = (|/ - T)f(P) + Sg(P) (2.11)
(tomando este límite, p.e por conos no tangenciales a dfl e incluidos en Q).
también bajo estas hipótesis de regularidad, se puede probar que existe
x^9^’^ = ~Df(P} + + (2-12)
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Definamos ahora el siguiente operador matricial
(2.13)
Como ¿7(/,^)(X) es una solución de Lu = 0, ImP C {(u|9íí, :
Lu = 0 en Q}. Además, comovimos antes, si tomamos (f,g) € {(u|aQ , ^aw|9í7) :
Lu = 0 en Q} entonces
Definición 2.1 Dado un operador elíptico del tipo L = —div(A(X)X x) > en 
una región Í1 G IRn, íl G C°° con A(X) = (atj(X))”J=1, una matriz nxn, real, 
simétrica, con coeficientes acotados, en <7°°(Q), y A uniformemente elíptica, 
es decir, existe A > 0, tal que
A|€|2 < <A(^x,e> < A"1^!2
para todo x,( € Í2.
Definimos el proyector de Calderón para L en la región D, al operador P 
definido en (2.13). P tiene las siguientes propiedades:
P : <7°°(dn) x C°°(dn) C°°(dÜ) x C°°(dty (2.14)
• P2 = P
• ImP = {(u|9íl, d7¡Au\dQ) : Lu = 0 en Q}
• P es un operador pseudodiferencial.
Una demostración detallada de estos resultados la podemos encontrar en [1].
De la construcción de P, es obvio que analizar este proyector, es analizar los 
potenciales de capa simple y doble, es por esto que los trabajos de [7],[6], [11], 
y [20], entre otros, han sido un aporte de gran importancia en el caso del 
Laplaciano.
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Para poder realizar este análisis en el caso qen que la matriz A tiene coefi­
cientes Lipschitz necesitamos demostrar algunas propiedades de las soluciones 
fundamentales del problema elíptico, y analizar la continuidad Lp de ciertas 
integrales singulares que intervendrán en el análisis de los operadores involu­
crados en P.
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3 Singularidad de las soluciones fundamentales
Sea A(X) = =1, una matriz n x n, real, simétrica, , con coeficientes
Lipschitz, y A uniformemente elíptica,
A|íi2<<A(x)í,e)<A-iiei2
para todo [ G IRn, A > 0.
Sea Í2 C IRn, un abierto acotado, y sean
^2J(íl) = {/ € L2((l) : í |/|2 + í IV/l2 < oo}, y
Ja Jq
Consideraremos de ahora en más el operador elíptico L = —dw(AV), en un 
dominio íl,(por ahora bastará considerar el borde de Q Lipschitz) y A con las 
hipótesis antes mencionadas.
Definición 3.1
Diremos que u G VK/O’c2(n) es una solución de Lu = 0 en Í1 si
í a,j(K)Vu(y)V^(K)<fy = 0,V¿ 6 C0~(íl)
«/ Q
Observación 3.2 • Si u G VK¿c(O) es solución de Lu — 0, entonces
u G (Por ser A Lipschitz y unifórmemete elíptica). Ver por
ejemplo, [13].
• La definición que hemos utilizado es válida inclusive cuando a la matriz 
A le pedimos solamete coeficientes acotados, en este caso, como Lu G 
L2(íl), tiene sentido
í Lu{Y)([(Y)dY = 0, G C00^)
•/ Q
Definición 3.3
Sea G : Í1 x Í1 —* IR U oo,G > 0, y sea Wrl,1](íl) = {f G VK1,1(Í1) : f = 
0 en díl}, entonces, para cada X G Q y cada r > 0
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• G(X,.) € w2’1^ \ Br(X))n ¡y1’1 (íl)
• V<¿ € C0°°(n)
í G(X,Y)L^Y)dY = <f\X), 
Ja
es decir LG(X,.) = 8x
G(X, Y) así definida es la función de Green asociada al operador elíptico L
Teorema 3.4
La función de Green antes definida, existe, es única t/ V X, Y G Q
• |G(x,r)| < Ci|x-y|2_n
• |vrG(x,y)| < c2\x - y|1_n
• |VyVxG(x,y)| < c3\x - ypn
donde C\ es una constante que solo depende de n, y X, C2yCs dependen también 
del dió/metro de H.
La demostración de éste teorema y otras propiedades de G (inclusive pidi­
endo menor regularidad para la matriz A), se pueden encontrar en [9]. Solo 
mencionamos aquellas propiedades que utilizaremos.
Definición 3.5
Diremos que K(X, Y) G W2'1(íl\Br(X),dY), yK(X,Y) G W2’\a\Br(Y),dX) 
V r > 0, es una solución fundamental del operador elíptico L = -div(AV), 
si L(K(X,.)) = LK(.,X)) = 6X, y si llamo u(X,Y) = K(X,Y) - G(X,Y), 
entonces u E VK1,2(Q) en ambas variables, donde G(X,Y) es la función de 
Green asociada al operador L en Q.
Obviamente K(X,Y) asídefinida tiene las mismas propiedades de la función 
de Green mencionadas en el Teorema 3.J.
Queremos obtener algunas estimaciones mas precisas sobre la singulari­
dad de las soluciones fundamentales, para ello las compararemos con solu­
ciones fundamentales del siguiente operador a coeficientes constantes: Lx = 
-dwy(Á(X)Vy), X G Q (fijo), y Kx(Z,í) E C°°(D \ Br(Z)) una solución 
fundamental cualquiera de dicho operador, tal que: para cada X E Q,
|/íx(z,y)l <c|z-y|2_n
|v„xx(z,y)| < ciz-yp-"
8
IVÍKX(Z,Y)I<CIZ-Yl1~n
donde las constantes que intervienen en estas acotaciones no dependen de X, 
sino de la constantes de elipticidad de L .
En esta sección no necesitaremos saber exactamente como es Kx , sino las 
propiedades de esta, pero cuando sea necesario , en particular en la sección 
4, para analizar el potencial de doble capa asociado a L, consideraremos la 
siguiente solución fundamental de Lx:
Proposición 3.6
Sea L = —divfAXT) en un dominio íl, donde la matriz A es real, simétrica, con 
coeficientes Lipschitz y uniformemente elíptica, y sea K(X,Y) una solución 
fundamental de L entonces tenemos que:
\VYK(X,Y')-VYKx(X,Y)\<C\X-Y\2-n,V X,Y € íí : X / Y (3.1) 
donde KX(Z,Y) es una solución fundamental del operador Lx, y C una con- 
stante que depende de Q, A,n, ¿(X) y S(Y).
Para demostrar esta proposición utilizaremos el siguiente lema:
Lema 3.7
Bajo las hipótesis de la proposición anterior, sea uz,x(Y) = K(Z,Y) — 
KX(Z,Y), si tomamos Z = X, y llamamos ux(Y) = ux,x(Y), tenemos 
que:
Demostración.
Observemos que, fijado X E
LV(K(Z, y) - kx(z, y)) = -d¿vy[(x(x) - A(y))vrz<x(z, y)]
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Entonces si tomamos Z — X, obtenemos que
Lux(Y) = fx(Y) ; con |/x(K)| < Cn,A.\X - Kp-" (3.3)
donde A' es la constante de Lipschitz de la matriz A.
Sean X, Y dos puntos de Q a una distancia positiva, y sea p : 0 < p < 
||X — K|. Si consideramos el siguiente dominio Q' = Í1 \ (BP(X) UBp(y)), 
tenemos que ux y G(.,y) 6 VE2’2(fY), Por 1° tanto LzG(Z, Y) G L2(íl'), y 
tiene sentido:
j LzG(Z, Y)ux(Z)dZ = 0 (3.4)
Más aún podemos aplicar teorema de la divergencia, y obtenemos que:
Jafx(Z)G(Y,Z)dZ = - Jaüid^(Q)G(Y,Q)ux(Q)dQ
(3-5)
+ í dr¡Aux(Q)G(Y,Q)dQ
Jd£V
Analizaremos que pasa con cada una de estas integrales, cuando p —> 0, 
comencemos con / 9t]aux(Q)G(Y, Q)dQ.
JdW
Como (7(X, y) es la función de Green asociada a L en Q, sabemos que :
í dijAux(Q)G(Y, Q)dQ = 0 (3.6)
•/ <9 £7
Y en dBp(Y) y dBp(x) podemos estimar las integrales de la siguiente manera:
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O, cuando p —> 0
Para ver la integral en dBp(x), observemos primero que:
ya que las integrales de la derecha tienen sentido, mas aún, ambas tienden a 0 
cuando p —* 0, pues
Por lo tanto
(3.10)
De (3.6), (3.7) y (3.10),concluimos que:
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(3-11)[ di]Aux(Q)G(Y Q)dQ —> 0 cuando p —* 0 JdW
Para estudiar / dr¡A^G{Y^ Q)ux(Q)dQ, observemos que, de la misma ma- 
Jdtl'
ñera que en (3.7):
í drjA(Q}G(Y,Q)ux(Q)dQ —> 0 cuando p —> 0
J dBp(X) (3-12)
y si tomamos </> € C^°(íl) : cf> = len BP(Y), sop^ C B|p(Y), tenemos que
Y de la misma manera que en (3.8), y (3.9), la segunda integral del último 
término converge a 0 cuando p —► 0, y obtenemos que
(3.13)
Entonces, de (3.12), (3.13), y (3.8), podemos concluir que:
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si p —* O, y que
/ fx(Z)G(Y,Z)dZ -> / fx(Z)G(Y,Z)dZ, cuando p -+ 0. (3.15)
Jn* Jo
Y con esto queda demostrado el Lema, es decir, de (3.11),(3.14) y (3.15), con­
cluimos que:
Demostración de la Proposición 3.6.
Utilizando la fórmula de representación obtenida para ux(Y) en el Lema 
anterior, podemos tomar gradiente respecto de la variable Y, y obtenemos que: 
dy¡Ux(Y) = - Jnfx(Z')dy¡G(Z,Y)dZ+J9a (A(Q)dY¡VQG(Q,Y),NQ)Ux(Q)dQ,
entonces podemos estimar el gradiente de u de la siguiente manera:
— A + A
Ahora bien
A < C í \Z-X\x~n\Z-Y\1-ndZ
< cí \Z -X\l~n\Z -Y\l~ndZ
J]Rn
= CF~l(F(wi_n * W!_n))(r - X)
donde F es la transformada de Fourier, w,(X) = |X|A y
F(w,)(X) = C(»,i)|xrn‘s,s¿ - n < s < 0
(Obviamente esta igualdad es formal, pero está perfectamente justificada en el 
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sentido de las distribuciones (ver [8], por ejemplo)). 
Entonces podemos acotar Ti de la siguiente manera:
h < CF~1(F(wi.n*w1.„))(X-Y)
= CF~1(F(w1.n)I(X-Y)
= CF"1(|.r1)2(A’-y)
= CF-*(|.|-2)(x-r)
= C|X- V|2_n
donde las constantes involucradas dependen solo de A, n, y A', y para I2 obten­
emos que:
< C, donde C = C(Sl, A, ¿(X), Ó(K), n).
Entonces, fijado X, V Y € Q, tenemos que 
\VyK(X,Y)-VyKx(X,Y)\ < C(íl,A)\X — Y\2~n + C(íl,A,S(X),S(Y),n)
< C(íl, A, 6(X), 6(Y), n)|X - r|2_n
Y con esto queda demostrada la preposición. □
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4 Estudio de la continuidad de un operador 
singular
En esta sección analizaremos la continuidad Lp de un operador singular 
que necesitaremos para poder estudiar la continuidad de la traza del potencial 
de doble capa asociado a L.
Más aún, probaremos que dicho operador es de Calderón- Zygmund.
Definición 4.1
Sea Tf(x) = f k(x,y)f(y)dy, diremos que el núcleo k(x,y) satisface “estima­
ciones standard” si es una función continua sobre IRn x \{(x>y) •x = y}, 
tal que existen constantes C, ti, con
< C¡x — yj~n
¡k(x,y) - k(x',y)¡ + \k(y,x) - k(y,x')\ < Cjx - ~ 3d_(n+5),
si — a/| < ||a; — y\. Si 6 = 1, esta segunda condición es equivalente a
Definición 4.2
Sea T : D(IRn) —> un operador lineal y continuo, diremos que T es un
operador de Calderón-Zygmund si se satisfacen las siguientes propiedades
• existe un núcleo k(x, y) que satisface las estimaciones standard.
• < Tf,g >= f f k(x,y)f(y)g(x)dxdy, para f y g dos funciones C°° con 
soporte compacto y disjunto.
• T es continuo de L2 en L2.
Observación 4.3
Recordemos que entre una de las propiedades clásicas de estos operadores se 
tiene que son continuos de Lp en Lp, VI < p < oo.
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En el análisis de los potenciales para el Laplaciano, los operadores singu­
lares, de los cuales se necesita saber continuidad, tienen núcleo de la forma 
•ni x] —
k(x, y) = —-------- —------ ■ ■, donde n y (/> son funciones Lipschitz de IRn_1|(a:-?/,0(x)-0(í/))|n
en IR. La demostración de que estos operadores son de Calderón-Zygmund, 
es consecuencia del mismo resultado para operadores con núcleo de la forma 
/ — <^>(í/)\ 1
k(x,y) = F I —-——-— 1 ------ , donde F es analítica en un disco , cuyo ra-
\ \x ~ y) J x ~ y
dio depende de la constante de Lipschitz de la función (/> [5],[17].
Ahora bien en el caso que nos interesa, al comparar las soluciones fundamentales 
con soluciones fundamentales de operadores con coeficientes constantes (como 
se hizo en al sección anterior), nos encontraremos con la necesidad de analizar 
operadores singulares cuyo núcleo es
fn(X ) — T](y]
k(x'y} = d°nde BW eS Una matriz (nXn) 
uniformemente elíptica, con coeficientes Lipschitz. A continuación demostraremos 
el resultado de continuidad antes mencionado que utilizaremos en la próxima 
sección.
Teorema 4.4
Sean <j> y r¡ dos funciones Lipschitz en IRn_1, B(X) una matriz (nxn) uni­
formemente elíptica, con coeficientes en Z/°°(IRn), es decir: existen p y X, tal 
que //|í|2 < (B(X)£,f) < A|¿|2, uniformemente en X E IRn. Definamos el 
operador
Entonces K*f(x) = supt>0 |Kef(x)| es un operador acotado en L2(IRn-1). 
Mas aún existe lim^o Kef(x) = Kf(x) para casi todo x € IRn_1 y en L2, por 
lo tanto K es un operador de Calderón-Zygmund en IR71-1.
Demostración.
Para la demostración usaremos el método de las rotaciones y teoremas 
de continuidad de operadores singulares con núcleos que involucran funciones 
Lipschitz. Basta considerar el caso t/(x) = Xj, ya que si Tj(x) una función Lips­
chitz cualquiera la demostración se puede deducir del caso T](x) = Xj de forma 
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análoga a como se deduce cuando la matriz B es la identidad, [5], [17].
Sea entonces
j z x j y j
(4.1)
Podemos escribir al operador Kc como
Kef(x) = i í k(x, X + y)f(x 4- y) + k(x, x - y)f(x - y)dy
y pasando a coordenadas polares, con E = {y : |i/| = 1},
Cada x 6 IR”-1 esta unívocamente representado como x = w + ty, donde 
t 6 IR ,y w 6 Y (Y es el hiperplano ortogonal a y que pasa por el origen), con 
esta notación
(4-2)
donde
y Fw¿yy(6) = \B(w + tyy</)(w + ty))(y,0)\ n es una función C°° en la variable
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6, además, como solo nos interesa 0 6 [— ||V^||oo,||V^||oo], podemos suponer 
que dado e > 0, sopF C I = [—e — || V^||oo, € + || V</>||oo], y por lo tanto F G 
L2(/, d0). (simplemente convolucionando la función F con un mollifier apro­
piado ). Entonces, podemos hacer el desarrollo de Fourier de F,
donde Ck(w,t,y) = f FWft,y(0)eiík0d0 es de decrecimiento rápido, como función 
de k.
Definamos ahora
(4.3)
□o)9, con C una constante absoluta.
donde 7/(t) : IR —> IR es una función Lipschitz, por Lema 1 en [5], tenemos que 
define un operador continuo en £2(IR), y podemos acotar su norma 
por <7(1 + \\tj'
Ahora bien, Nw,y(t,u) = yj ck(w,t,y)Kk,w,y(t,u)> donde A\w>1/(¿,u) es un
7T knúcleo de la misma forma que (4.3), asociado a la función qk wy(t) =-----,—</)(w + ty)
e+ || V^lloo 
|V<¿||oo|*|7r
que obviamente satisface ||^,W)!/(/)||oo < < 7rl^l-6+ || V^lloo
Por lo tanto, existe el operador definido con el núcleo KkyW,y(t, u), y está 
acotado en L2 de la siguiente manera:
|| y Fjfc)W)J/(/,u)/W(2/(u)du||L2 < C(1 + |A?|)9||/W)ÍZ||L2(df) (4-4)
Como obviamente este es un operador de Calderón-Zygmund, podemos aplicar 
el siguiente resultado:
Teorema 4.5 (Lema de Cotlar^ea T un operador de Calderón Zygmund. 
Entonces para toda función f 6 L2(IRn) y todo x € IRn, tenemos la siguiente 
desigualdad
T*f(x) < C(M(Tf(x)) +
donde C depende de n y de las constantes que aparecen en las estimaciones 
standard del núcleo. M es el operador maximal de Hardy-Littlewood y T*f = 
suPc>o \TJ\-
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Para la demostración de este resultado ver por ejemplo [16] .
Por lo tanto en nuestro caso, si llamamos Kk,w,yfw,y(i) = f Kk,w,y(t, u)fw,y(u)du, 
tenemos que
ll^.Jlb < C(||M^,W,J||2 + ||M/||2)
< C(||tft,w,J||2 + ||/||2) (4.5)
< C(1 + IWI|2
Ahora bien,
oo .
ck(w>t,y)yj I Kk,w,y(t)u)fw,y(u)du
k=-oo
Para analizar Tí*, observemos que si llamamos y) al k-ésimo coefi­
ciente de Fourier de la derivada M-ésima de FWit,y(x), entonces:
OO
L Ióí/(W>Í>3')|2 = ll^^w,<,„!&(/) 
k=—co
< C(|| M, A, y) |ñ(w + ty, </>(w + ty))(y, x)|c'<"’M)ár
< Cdl^loo.AAA.M) a;2)C'(n,Af)í/a.
< C(||V^||0O,Af)A,/í,n)
Ahora bien, como F 6 <7°°, esto vale para todo M E IN, en particular si 
tomamos M = 2 TV, por las propiedades de la transformada de Fourier tenemos 
que V k E 7L\
oo
\ck(w,t,y)\\k\2N = \b2kN(w,t,y)\ < ( $3 l62^(w,f,2/)|2)2 < C(|| V^H^, M, A,/z, n) 
fc=—oo
Como la constante no depende de las variables involucradas, en particular 
tenemos que:
||q(w,/, 2/)||z/oo(dt)|fc|7V < C|A:|_7V, V k y N (4.6)
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Entonces
usando (4.6) para N adecuado, y las acotaciones obtenidas en (4.5).
Por lo tanto, usando la desigualdad de Minkowsky y teorema de Fubini, 
tenemos que
donde obviamente, la constante C no es siempre la misma.
Ahora bien, como k(x, y) satisface las condiciones standard, y por lo anterior 
los operadores Ke están unifórmemete acotados en e, entonces siguiendo los 
argumentos clásicos, existe Kf(x) = vpKef(x) V f € £2(IR). Y K resulta un 
operador de Calderón - Zygmund. □
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5 Existencia y continuidad Lp de la traza del 
potencial de capa doble asociado al operador 
L
Como en la sección 3, consideremos el operador elíptico L = -dw(AV) 
definido en Q, con A(X) una matriz a coeficientes Lipschitz y uniformemente 
elíptica, es decir, existe A > 0, tal que
para todo E íl, y íl, una región abierta, conexa, acotada en IRn, tal que 
IR" \ Q sea también conexo.
Como vimos en la Introducción para analizar los operadores involucrados en 
el proyector de Calderón, necesitamos analizar propiedades de los potenciales 
de capa simple y doble asociados a L. Dada K(X, Y) una solución fundamental 
de ¿, el potencial de capa doble de /, en Q está dado por
Tf(X) = í {A(Q)VqK(X, Q), Nq} f(Q}dQ, X € n (5.1) 
Jd£l
donde Nq es el vector normal a dfl en el punto Q.
La traza de este operador está definida de la siguiente manera: para P G d£l 
sea
y, cuando tenga sentido,
Análogamente, el potencial de capa simple de i está dado por
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y como la singularidad de K(X, Q) (que es del orden de |X — <J|2 n) es inte­
grable, aún cuando X E dfl, luego, la correspondiente traza es
Sf(P)= í K(P,Q)f(Q)dQ, PedQ. (5.5)
JdQ
En esta sección analizaremos la continuidad Lp de la traza del potencial de 
capa doble. Antes de enunciar el resultado principal de esta sección, daremos 
la siguiente definición:
Definición 5.1
Diremos que un abierto Q C IRn es un dominio Lipschitz, si para cada Q E d£l 
existe un sistema de coordenadas rectangular, (x,s) : x € IRn_1, s £ IR, un 
entorno U = U(Q) C IRn que contiene a Q, y una función </>q = (/>: JRn_1 —> IR 
tal que
1. |^(a?) - (¡>(y)\ < Cq\x - y\, Vx,y E IRn \ Cq < oo;
2. Í7 D Q = {(#, s) : s > <¡>{x}} íl U.
El sistema coordenado (x,s) puede ser tomado siempre como una rotación y 
traslación del sistema coordenado rectangular standard de IRn.
Observación 5.2 .
Por la compacidad de dLl , existen números M < oo, y un número finito de 
sistemas coordenados {(Í7j, tal que dD C UjLi Uj, con las propiedades
de la Definición 5.1, y ||V^||oo < Af, Vj. El menor de estos números, entre 
todas las posibles elecciones de es llamado la constante de Lipschitz de
n.
Observación 5.3 .
Recordemos que dada una función <¡> : IR”“1 —IR, Lipschitz, con soporte 
compacto, existe una sucesión defunciones {rpj} E C^(IRn_1) tal que sobre el 
soporte de —> (/> uniformemente, y en todo Lp(IRn-1), 1 <
p < oo , y || ||oo están uniformemente acotadas.
Observación 5.4
Diremos que el dominio Q es C1, si la función (/>, en la Definición 5.1 es una 
función C1. En ese caso podemos elegir la constante M de la Observación 5.2, 
tan pequeña como sea necesario.
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Además existe una sucesión de funciones 6 Co°(IRn-1) tal que sobre el 
soporte de (¡>, <¡)j —* <¡> y V(¡>j —> V<j> uniformemente cuando j —* oo. Mas aún, 
como <f> tiene soporte compacto, las (¡>j pueden ser explícitamente construidas 
como mollifiers de </>, y por lo tanto || V^jHo© < c, VJ.
Teorema 5.5
Sea L un operador uniformemente elíptico de la siguiente forma: L = —div(AV), 
en una región acotada Q de IRn, n > 3 con borde Lipschitz, y A (X) una matriz 
simétrica con coeficientes acotados, y Lipschitz, tal que A|£|2 < (A(X)(,£) < 
A-'iei2, vxeñ.
Y sea Ttf(P) la traza del potencial de capa doble truncado, definido por (5.2). 
Entonces si Q es un dominio Lipschitz, la aplicación T*f(P) = supe>0 |Te/(P)| 
es continua de Lp(d£l) en Lp(dQ), 1 < p < oo, y existe Tf(P) = lim£_>o Tef(P) 
para casi todo P € dft, y es un operador de Calderón-Zygmund.
Mas aún, si dfl € C1, Tf(P) es compacto en Lp(díl).
Antes de demostrar el Teorema, necesitaremos hacer algunas considera­
ciones sobre las soluciones fundamentales y su relación con las soluciones 
fundamentales de un operador tipo divergencia a coeficientes constantes. Sea 
el operador L en un dominio Q' : Q C Í2', y d(íl, ¿?ÍT) = d > 0, y 
tomemos una solución fundamental K(X, Y) del operador L en el dominio 
íl', y en este mismo dominio consideremos el operador elíptico a coeficientes 
constantes Lx = —dwy(Á(X)Vy), y sea KX(Z, Y) la solución fundamental 
de este operador considerada en la sección 2, es decir
KX(^Y) = KX(Z -Y) = - Y)|2”*
(5-6) 
si la evaluamos en Z = X, y derivamos respecto de T, obtenemos que:
Entonces, por el Teorema 3.6, tomando esta solución en particular obtenemos 
que, vx,y eñ:
\VyK(X,Y)- XyKx(X,Y)\ <C(W,X,A')\X -Y\2~n (5.8)
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donde A' es la constante de Lipschitz de la matriz A.
Demostración del Teorema 5.5.
Podemos descomponer al operador Tc definido en (5.2) de la siguiente man­
era:
Llamemos k{(P, Q) al núcleo de los operadores 7iif, es decir
Tilt/(P)= í ¡ ¡ ktf,Q)f(Q)dQ,
jan,|F-Q|>e
entonces obviamente existe Tif(P) = lim^o ^/(P), i = 1,2 para casi todo 
P G d£l y en £p(df2), pues ambos operadores tienen núcleos integrables, (por 
ser A Lipschitz, y por (5.8), ambos están acotados por C\P — Q|2-n, donde la 
constante C depende de A', Q, 0', A y n, donde A' es la constante de Lipschitz 
de la matriz A, y si bien también depende de P , es una dependencia uniforme, 
por ser la matriz A acotada y uniformemente elíptica).
Y como los operadores Tt)C son compactos, Tt resulta compacto para i = 1,2 
en Lp(c?Q) (la demostración de la compacidad es aún mas sencilla a la que 
daremos mas adelante en el teorema 5.6, por lo tanto aqui la omitiremos).
Para analizar el operador T^, consideremos la solución fundamental par­
ticular dada por (5.6), entonces:
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El primer paso en éste análisis es obtener una expresión euclidea del operador, 
para lo cual hacemos lo siguiente:
Sea {Uj} un cubrimiento finito de <9Q, con las propiedades de la Obser­
vación 5.2 , y sea T]m una partición de la unidad, finita, suave y positiva, 
subordinada a los {[/,}. Claramente,
y es suficiente considerar cada sumando por separado. Además, agrupando 
los sumandos que corresponden a cada {Uj}, podemos suponer que estamos 
trabajando en un sistema de coordenadas locales fijo que notare­
mos simplemente (€/,</>). Si cambiamos en U las variables Q en (y,</>(y)), y 
P en (x, </>(x)), y definimos = {y G IRn_1 : |z — y|2 4- ((f>(x) — </>(y))2 > c2}, 
como NqÚQ = (—V</>(y), l)dy, cada término en (5.9) es de la forma
donde
(5.10)
Obviamente si (j> € (72(IRn_1), \k(x, y)| < |x — y|2_n, entonces el núcleo es 
localmente integrable. En ese caso la mayoría de los argumentos que damos 
cuando c¡) es sólo Lipschitz son innecesarios.
Considerando que |deM“2(#, <^(a:))| G L°°, y haciendo abuso de notación, es 
claro que las propiedades de continuidad en Lp del operador definido en (5.9) 
siguen de las propiedades del operador
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Como una primera aproximación para estudiar (5.11) consideremos el sigu­
iente operador:
(5.12)
Teorema 5.6
Sea </> : IRn-1 —> IR, una función Lipschitz tal que, ||<^||oo = M < oo. Y 
sea Kef el operador definido en (5.12), cuyo núcleo k^x,y^ está definido por 
(5.10).
Entonces, el operador K* f(x) = supc>0 |Kef(x)\ es acotado en Lp(IRn J), 1 < 
p < oo. Mas aún lime_>o Kcf(x) = Kf(x) existe para casi todo punto x 6 
IRn_1, y es un operador de Calderón Zygmund.
Además si (/> 6 C1, entonces K es compacto en Lp(IRn-1).
Demostración.
Escribamos
(5.13)
y llamemos K? f(x) = k,(x, y)f(y)dy,0 < j < n. Por lo tanto :
tomando los supremos en e, obtenemos que:
(5-14)
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Ahora bien, cada es un operador del mismo tipo que los del Teorema 4.4, 
aplicados a funciones en Lp (ya que pertenecen a L°°, VI < j < n), por 
lo tanto los operadores KJ* son acotados en Lp,l < p < oo, Vj, es decir, 
obtenemos que 
donde la constante C depende de M, n, A, y p. También por Teorema 4.4, 
existe KJ = lime_>0A7 c.t.p., y K-’ son operadores de Calderón Zygmund. 
Obviamente, entonces existe K = vpKe c.t.p., y es un operador de Calderón- 
Zygmund.
Para estudiar la compacidad de K en Lp(IRn-1) necesitaremos la hipótesis de 
<¡) 6 C1, y daremos una sucesión de operadores compactos que converjan a K 
en norma. Para ello consideremos la sucesión de funciones introducidas 
en la Observación 5.4. Sea
(5.15)
y consideremos = J¡x_y¡>£ kj(x,y)f(y)dy.
Para verificar que cada Kj,c es compacto, por el argumento de partición 
de la unidad que hemos usado, basta restringirse a LP(B), B=bola unidad de 
IRn-1, y considerar una sucesión de funciones acotadas {fm} en LP(B), es decir 
\\fm||p < M y ver que existe una subsucesión {fmk} tal que Kj¿fmk converge 
en LP(B) cuando rrik —> oo.
Ahora bien, existe f € Lp tal que ||/||p < M y fmk —> f débilmente, en­
tonces, como kj{xy i/)x|a?_2/|>e G Lq(B} VI <g< oo, obviamente KjfCf(x) = 
limmfc —►oo (®)« Y como |Kjfífmk(z)|, |Áj|£t/’(#)J < (7(€,p)Af, por con­
vergencia mayorada de Lebesgue, obtenemos que — Kj,efmk\\Lp(B) —>
0, si rrik —> oo.
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Por lo tanto como Kjf(x) = lim€_>o Kj,tj\x) existe pp y en Lp (es sencillo 
probar que ||Aj — ÁjtC||ptP < ce’, donde la constante c, depende solamente de 
J), entonces Kj resulta también compacto.
Además, como ||V(^ — ^j)||oo —> 0, cuando j —> oo, usando el resultado de 
A.P. Calderón, [2]
\\Kj — A’Hp.p —► 0, cuando j —> oo,
(es decir como operadores en Lp).
Entonces K es compacto y el teorema queda demostrado. □
Volvamos al estudio del operador definido en (5.9).
Teorema 5.7
Con las mismas hipótesis que el teorema anterior, sea
Y sea Tzf(P) = supc>0 |73)C/(P)|. Entonces T£f es continuo de Lp(d£l) en 
Lp(d£V), mas aún , existe Tsf(P) = lim€_>0 T3)f/(P) para casi todo P G dfl, y 
T3 es un operador de Calderón-Zygmund.
Si Q es un dominio C1, T3 resulta compacto en Lp(dfl)
Demostración.
Observemos que si es un operador tal que
r3jí/(P) = -^\detA~i(P)\fj(P) (5.16)
por las propiedades de la matriz A, — cu“1|deM-?(P)| 6 L°°(díV), por lo tanto 
basta probar el teorema para el operador Tc. Por medio de un argumento de 
partición de la unidad y pasando a coordenadas locales, la acotación Lp de 
T*f(P) es consecuencia directa de la acotación Lp del operador K*f(x) = 
supe>0 17<e/(a:)|, donde Kc es el operador definido en (5.11), es decir:
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donde ¿Z£ = {y G IRn 1 : |z — y|2 + (<^(z) - <^(j/))2 > c2}.
Comencemos viendo que :
(5.17)
donde Kc es el operador definido en (5.12), Mf(x) la función maximal de 
Hardy-Littlewood, y C una constante absoluta que depende de la constante de 
Lipschitz de </> y de la constante de elipticidad A. Si definimos
donde R(e) = {y G IRn 1 : |x - y\ < c, y |z - p|2 + \</)(x) - <¿(i/)|2 > c2}.
En particular, tenemos que |A J(a?, (/)(x))(x — y,(/)(x) — </>(?/))| n < c(A)|(a: — 
2/, «/»(re) — <£(í/))|-n < c(A)e“n, y |(* - y, </>(x) - ^(j/))| < (1 + M2)hsi y G fí(e), 
por lo tanto |Aj(x,y)| < Cc1-n, donde la constante depende de M y de A, en­
tonces :
Por lo tanto se cumple (6.5), y esto nos dice que K*f(x) < K*f(x)iCMf(x),y 
por Teorema 5.6, ||K*f(x)||p < c||/||p, Vp : 1 < p < oo que es lo que queríamos 
probar.
Para demostrar la existencia del valor principal de Kcf(x), veamos que 
lim^o Ae/(;r) = 0 para casi todo punto cuando f G Lp(IRn-1), para eso 
basta efectuar esta verificación cuando f G 5(IRn-1). Entonces si ponemos 
P = (x,<f)(x)),Q = (jz,^(i/)),7Vq = (-V<^(p),l), dQ = dy, todo se reduce a 
probar que
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(5.20)
Como Nq = N(yy(/>(y)) pertenece a £°°(IRn x), casi todo punto x 6 IRn 1 es 
un punto de Lebesgue para esa función. Es decir el-n \Nq — Np\dQ
tiende a 0 con e. Como t < |Q — P| < (1 + sobre P(c), podemos
reemplazar, para todo punto de Lebesgue de TVq, TVq por TVp.
Veamos entonces que
(5-21)
en todo punto x donde </> es diferenciable (recordemos que (j> es Lipschitz, o sea 
que es diferenciable en ctp). Este resultado se debe a que la función 
es impar y que el dominio de integración P(c) es esencialmente simétrico con 
respecto a P si es diferenciable en x (el volumen de la diferencia simétrica 
entre P(e) y su simétrico es <?(en_1).
Entonces:
Por lo tanto, existe Kf(x) :
(5.22)
= Kf(x), pp x G IRn 1 
Y de esta última igualdad, resulta obvia la compacidad del operador K en 
Lp(IRn-1) cuando la función (¡> € C1. □
Y con este Teorema hemos completado la prueba del Teorema 5.5
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6 Análisis del potencial de capa doble asociado 
a L. Límites no tangenciales. Su relación 
con la traza.
Ahora consideraremos el comportamiento del potencial de capa doble asociado 
a £, definido en (5.1)
Tf(X)=í (A(Q)VqK(X,Q),Nq) f(Q)dQ, X efl (6.1)
JdQ
para X E íl, y deseamos estudiar el lim^—pean Tf(X). Como la noción de 
convergencia no tangencial será la apropiada aqui, comencemos con las sigu­
ientes definiciones:
Definición 6.1
Si P G dD, con T(P) denotaremos a un cono dóblemete truncado, con dos 
componentes convexas, no vacías, con vértice en P y una componente en Q y 
la otra en IRn \ Q. A la componente interior a Q la notaremos r(P), y a la 
componente exterior a Q por Te(P).
Sea (/) : IRn_1 —> IR una función Lipschitz con las propiedades dadas en la 
Definición 5.1, y si llamamos X = (a;, t) a los puntos en 0 con x € IRn_1, ytE 
IR, y P = (xo, (/>(xo)) a un punto en dD, podemos suponer que íi está glob­
almente definido por t > <j)(x) y que <¡) es globalmente Lipschitz, es decir que 
IIV^lloo < M < oo. entonces, fijamos a > M, y a cada punto P E dD le 
asignamos un cono no tangencial, totalmente incluido en íi
ra(P) = {(#, t) :t> (j)(x),t — (f>(x0) > a\x — rr01} A B(P, r) (6.2) 
donde t es una constante que depende solo de a y D. Análogamente podemos 
definir a los conos exteriores como:
ro(P) = {(z, t) :t < (/>(x), t — (/>(x0) < — a\x — x0|} lì B(P, r) (6.3)
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Observación 6.2
La justificación geométrica de estos conos es el hecho que existe una constante 
8 >0 tal que la distancia de X G r(P) a dD no sea inferior a 8\X — P\. 
Cuando X se acerca a P, manteniéndose en r(P), X está “relativamente 
lejos” de otros puntos de la frontera.
Definición 6.3
Dado a, P E dD y una función u(X)en£l, decimos que el límite no tangencial 
(de orden a) de u(X) cuando X se acerca a P es L, si limx_».p,XGra(P) w(X) = 
L. Y la función maximal no tangencial Nau(P) es
Nau(P) = sup |u(X)|. (6.4)
xera(P)
Teorema 6.4
Sea Tf(X) el potencial de capa doble correspondiente a un dominio $1 Lips­
chitz, definido en (5.1). Entonces si f G Lp(dfl), 1 < p < oo, y 0 < a < 1, 
existe un número t, que depende solo de a, y D, tal que para esa elección de r, 
la función maximal no tangencial de Tf(X) está en Lp(dD), y
||^a(T/)||p < c||/||p, l<p<oo (6.5)
donde c depende solo de p,T,X. Mas aún para casi todo P G OD
donde T es la traza del potencial de capa doble definido en (5.2).
Demostración.
Veamos primero que la maximal no tangencial del potencial de doble capa 
es un operador continuo en £p(dQ). La idea para probar este resultado es igual 
que en teoremas anteriores, tratar de separar la parte mas singular, utilizando 
soluciones fundamentales de operadores elípticos a coeficientes constantes.
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Sea </) la función Lipschitz que parametriza el borde (localmente), y de­
signemos por X = (x,t), con t > (¡)(x) a los puntos interiores de íl, y por 
Q — (y, o P = (z0, ^(®o)) a los puntos de dQ, (cuando no se preste a 
confusión usaremos cualquiera de las dos formas de designar a un punto), y 
sean a y M constantes tal que a > M > ||V<^||oo, y T(P) = Ta(P) = {(x,t) : 
t — </>(xo) > a|z — z0|}
Si consideramos el problema a valores constantes Lx = —d¿vy(A(X)Vy), 
y la solución fundamental definida en (5.6)
KX(Z, Y) = C„|deM-i(X)||A-i(X)(Z - r)|2_n,
de la misma manera que en el Teorema 5.5 podemos descomponer el operador 
T como sigue:
Tf(X) = T2f(X) + T2f(X) + T3f(X) (6-8)
Obviamente tenemos que:
II SUP ^í/||LP(an) < G||/||lp(3Q), ¿ = 1,2 (^.t)er(P)
pues ki(P, Q) G L\d£l x díl), i = 1,2 , ya que ki(P, Q) < |P — Q|2-n, y por la 
Observación 6.2, existe 8 > 0 tal que si llamamos ¿(X) = dist(X, díl), tenemos 
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donde
que VX € r(P), Ú(X) > fi\X — P\ por lo tanto, V Q 6 díl,
|p - <?| < |P - XI + |X - (?| < \x - QI + < (1 + 1)|X - Q|.
Para analizar Tsf^X) definamos primero el siguiente núcleo:
fce(^,a:,j/) = k(x,y), si \x - y\ > e (6.9)
= 0, si |z — y\ < e
y k(x,y} definido como en (5.10). Ahora bien,
Si tomamos e = t — </>(x0)y y si (x,/) G r(P), entonces
(6.10)
donde, para una cierta constante C = C(M, a, A, A'), se tiene que
|P£(zo, z, y)| < Ce1 n, si |a?0 - y| < e
y
17?e(ar0, x,y)\< - y\ n, si |x0 - y\ > e
(6.H)
(6-12)
(Para ver la demostración de (6.10), (6.11), (6.12), ver Lema 10.3 en el Apéndice). 
Por otro lado,
e í , ko - y\~n\f(y)\dy < CnMf(x0)
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donde M/(xq) es la función maximal de Hardy-Littlewood de f (ver Apéndice 
, Lema 10.4). Entonces, tenemos que :
F*(P) < cA,n(r/(P) + Mf(P)) (6.13)
donde F"(P) - sup(x,Oer(P)l^/(®)|, y T’f(P) = supc>0\ f ke(j>,x,y)f(y)dy\, 
entonces por Teorema 5.6, por las propiedades de la función maximal , y el 
análisis de 7í, y T? tenemos que:
||^(T/)||P < CUI/llp, VI < p < oo
y con esto queda probado (6.5).
Para ver los límites no tangenciales, tomemos f € £¿p(IRn), entonces
Como |/(Q) — /(P)| < C\Q — P|, el integrando de A tiene una singularidad 
integrable y el límite existe (convergencia mayor ada de Lebesgue), y es igual 
a Tf(P) + l/2/(P) . La integral en B es constante para todo punto de Q, 
más aún B = —f(P) (para la demostración de estos dos límites, ver Apéndice, 
Lemas 10.1, 10.2).
Por lo tanto tenemos que
y si tomamos límite por conos exteriores tenemos que:
lim T/(X) = (T+ b/(P) 
XGr«(P),x—p 7 v 27JV
De la continuidad de la maximal no tangencial podemos extender el resultado 
a toda / G Lp, y con esto queda demostrado el teorema. □
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7 El Potencial de capa simple. Su gradiente.
Si K(X, Y) es una solución fundamental del operador L = —div(A(Y)XY), 
definida en una región fi, como definimos en (5.4), el potencial de capa simple 
está dado por
Sf(X)= Í K(X,Q)f(Q)dQ, Xen. (7.1)
Obviamente , como K(X,Q) < \X — Q|2-n, este operador y su traza son 
continuos en Lp(díl), lo que nos interesa estudiar en esta sección, son los 
limites no tangenciales de su gradiente cuando X se aproxima al borde.
Para poder hacer este análisis, necesitaremos previamente algunas defini­
ciones y resultados.
Para P,Q G sea
T‘f(P)=í (A(P)VPK(Q,P),NP)f(Q)dQ, (7.2)
JdQ,\P-Q\>e
y, cuando tenga sentido,
T‘/(P) = vp í {A(P)VPK(Q, P),NP) f(Q)dQ = \imT*f(P). (7.3) 
Jd\l e—mJ
Este operador es, por lo menos formalmente, el adjunto de la traza del poten­
cial de capa doble definido en (5.3). Y tenemos para un teorema análogo 
al Teorema 5.5, con casi idéntica demostración.
Teorema 7.1
En las mismas condiciones del Teorema 5.5 sea T*f(P) el potencial truncado 
correspondiente a un dominio Lipschitz definido por (7.2). Entonces la apli­
cación (T^fíP) = supe>0 ^//(P)! es acotada en Lp(d£l), 1 < p < oo, existe 
TÚ/(P) = lim^o T*f(P), para casi todo P G d^l, y T es un operador de 
Calderón Zygmund.
Además, si d£l E C1, ^/(P) es compacto en Lp(d£l).
Demostración.
Lo único que debemos probar es la existencia del lim^o T*f(P), pues los de­
mas resultados son una consecuencia directa del Teorema 5.5, y para ello uti­
lizaremos las mismas herramientas que se usaron en dicho teorema, es decir, 
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compararemos la solución fundamental con la solución fundamental definida 
en (5.6) del operador a valores constantes LY u(X) = —div(A(Y)Vu(X)). 
Sea k^P^Q) = A(P)VpK(Q, P)Np el núcleo del operador (7.2), entonces
donde
Solo debemos analizar el último sumando en (7.4), pues los otros dos términos 
son integrables, por lo tanto existe el valor principal de los operadores definidos 
con estos núcleos y son continuos en Lp. Observemos que :
Obviamente por ser A una matriz a coeficientes Lipschitz, definida positiva, 
IW2)I < \P — Q|2 n, i = 1,2 para casi todo punto en dfl (la acotación 
para es directa y la acotación de A:2, se obtiene al aplicar el Teorema 
del valor medio a la función fz(Q) = |A-1/2(Q)(Z)|-n y luego tomar Z = 
P — Q). Y vpf ks(P,Q)f(Q)dQ resulta un operador de Calderón-Zygmund, 
la demostración es idéntica a la realizada en el Teorema 5.7, utilizando los 
resultados obtenidos en la Sección 3.
□
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Observación 7.2
Tanto en los resultados de la sección j como en el Teorema anterior, hemos 
utilizado solamente las propiedades de K(X,Y) como solución fundamental 
del operador L. Dado que K(Y,X) también lo es (Definición 5.11), podríamos 
considerar el potencial de capa doble siguiente:
Tf(X) = í (A(Q)VqK(X, P), NQ)f(Q)dQ, X efl (7.5)
J díl
Por lo tanto, la traza de dicho potencial es
que está bien definido y es continuo en Lp(d£l), por los resultados de la sección 
anterior. Y su adjunto es
Ttf(P)=f A(P)VPK(Q,X)NPf(Q)dQ. (7.7)
que también es un operador de Calderón-Zygmund, por Teorema 7.1.
Estamos ahora en condiciones de comenzar el análisis del gradeinte del po­
tencial de capa simple, y de demostrar el siguiente resultado:
Teorema 7.3
Sea Sf(X) el potencial de capa simple correspondiente a un dominio Q Lip­
schitz, definido en (7.1). Entonces si f 6 Lp(dQ), 1 < p < oo, existen 
constantes a, t y 6, que dependen de D y de la constante de Lipschitz de 
la parametrización de dD, elegidas como en la Definición 6.1. Entonces las 
funciones maximales no tangenciales 7VO(|VS/|)(P) = suPxera(P) |VS/(X)| y 
2V®(|VS/|)(P) = suPxer'(F) |XSf(X)\ están en Lp(dfl), y además
IMMI WDIIp, ll^(|V5/|)||p < e||/||p, 1<P<OO (7.8)
donde c depende solo de p,ó,r,a, y X. Mas aún, para casi todo P € dD,
(7-9)
= (7* + |)/(í>)
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(7.10)
donde T* es el operador definido en (7.7).
Demostración.
Observemos que
VSf(X)= í VxK(X,Q)f(Q)dQ
Jdü
La prueba de las estimaciones en (7.8), si bien no es idéntica se puede hacer 
de la misma manera que en el Teorema (6.4). Por lo tanto analizaremos los 
límites no tangenciales, y para ello es suficiente considerar f G Lip(dfl). La 
demostración de estos límites también es similar a la realizada en el Teorema 
6.4, utilizando una familia de soluciones fundamentales de operadores elípticos 
a coeficientes constantes. Si consideramos el operador Lx° = d¿v(A(X0)V), 
y la solución fundamental Kx°(X,Y) definida en (5.6), derivando respecto de 
X, obtenemos que:
(7.H)
Ahora bien, si definimos el potencial de capa simple asociado a esta solución 
fundamental y a la función /, en el dominio
Sx°f(X)= í Kx°(X,Q)f(Q)dQ
JdQ
si notamos T(P) = Ta(P), tenemos que:
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Análogamente si analizamos el límite exterior obtenemos que:
Claramente estos límites existen para casi todo P G díl, y como la matriz A 
está definida en todo punto de Q, tenemos que:
Y lo mismo para el límite por conos exteriores, para casi todo punto P G díl.
Luego de esta observación estamos en condiciones de analizar: 
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(7.13)
Por (7.12), tenemos que
Para analizar A, veamos que su núcleo es integrable inclusive cuando X —> P 
donde C es una constante (no siempre la misma) que depende de A, n y ra(P). 
Y la última acotación es válida VQ E ¿MI, ya que como vimos en (6), VX € 
ro(P),|P-Q|<C(¿>)|X-Q|.
Por lo tanto, por convergencia mayorada de Lebesgue,
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Entonces de (7.16), y (7.14), tenemos que:
xer.^P mNp} = +
y análogamente
Y con esto queda demostrado el Teorema.
(7.17)
(7.18)
□
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8 Inversos de los límites no tangenciales para 
algunas soluciones fundamentales
Como vimos en la Sección 2, dado el operador eliptico L = —d¿vy(A(Y)Vy) 
en un dominio acotado Q, para que el proyector de Calderón sea efectivamente 
una herramienta para resolver problemas de borde, tales como Dirichlet o New- 
mann, necesitamos tener inversibilidad de los operadores (T — |/), y (T + |7), 
donde T es la traza del potencial de capa doble definida en (5.3). Describamos 
cuales serán las condiciones bajo las cuales podremos obtener la inversibilidad 
de dichos operadores:
Sea L = —cIívy(A(Y)^y) en un dominio íl', donde A(X) es una matriz n x n 
con coeficientes Lipschitz, uniformemente elíptica, es decir, existe A > 0 tal 
que: A|f|2 < (A(Y)£,£) < A-1|f|2 para todo E ÍY. Y sea Q un dominio 
acotado, Lipschitz, tal que Í1 C íl' Y consideremos G'(X, Y) la función de 
Green del operador L asociada al dominio Q', es decir, la solución funda­
mental simétrica y positiva, que se anula en díY, y que tiene las propiedades 
mencionadas en el Teorema 3.4.
Si llamamos respectivamente G,G y G* , al potencial de capa doble, su traza, 
y el adjunto, definidos en (6.1), (5.3) y (7.3), asociados al dominio fi, y a la 
solución fundamental G'^X, Y), tenemos que:
Teorema 8.1
Supongamos que Q es un dominio C1, acotado y Rn \ Q es conexo, y sea 
Gf(P) la traza del potencial de capa doble definido por(5.3), para la solución 
fundamental G'(X,Y) en íl. Entonces el operador G — es invertible sobre 
Lp(dfl), para cada 1 < p < oo.
Demostración.
En realidad lo que probaremos es que el adjunto de G —17, es decir Gl —|7, 
donde G* está definido por (7.3), es inversible. Como por el Teorema 7.1, G1 es 
compacto en £p(dQ), es suficiente probar que Gl — es inyectivo (por teoría 
de Fredholm).
Primero observemos que si f E Lp(díl), y (G* — = 0, entonces f €
V q : 1 < q < oo. (en [7] podemos ver la demostración de este resul­
tado en el caso en que L = A, y para el operador L = —divY(A(Y)Vy) la 
prueba no tiene ninguna diferencia).
Consideremos ahora el potencial de capa simple de f sobre dfl (asociado a la 
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función de Green antes definida)
Sf(X) = í G'(X, Y)f(Y)dY
Jdíl (8-1)
y consideremos la integral I = / |V¿> J(X)|2dX, entonces, como la matriz
A(X) es uniformemente elíptica, y por teorema de Green, tenemos que:
(8.2)
pues Sf(X) es solución en ÍT, y Sf(P) = 0 en ¿MI', por ser G'(X, Y) la función 
de Green en XI'. Y (deT]A) indica la derivada en el sentido de la normal exterior, 
es decir el límite no tangencial por conos exteriores a Q de la derivada respecto 
a A(P)NP.
La aplicación del teorema de Green está justificada, ya que por Teorema 7.3, 
tenemos que (deqA)Sf(Q) € Lp(díl), y como f G Lg(díl) V 1 < q < oo, por 
teorema de Young Sf(z Lq(dty para esos q, en particular para q : | = 1,
por lo tanto la última integral en (8.2) es absolutamente convergente. 
También por Teorema 7.3, sabemos que: 
para casi todo Q € díl, y por lo tanto 1 = 0. Entonces Sf(X) es constante en 
ÍT \ Q, y como Sf = 0 en dfl', Sf(X) = 0 en Q' \ íl.
Ahora bien, como Sf(X) es una solución continua del operador L en íl', 
y Sf = 0 en dXlf por principio del máximo tenemos que Sf = 0 en Q'. En­
tonces, para casi todo Q € dfl, dqASf(Q) = (G1 + -/)/((?) = 0, y podemos ¿i
concluir que para esos Q, f(Q) = (^7 + Gt)f(Q) — (G* — ^I)f(Q) = 0. Y con 
esto queda obviamente probada la inyectividad del operador Gf — |7, y por lo
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tanto el teorema. □
Teorema 8.2
Supongamos que Q es un dominio conexo, acotado, y C1, y sea Gl el operador 
definido en el Teorema 8.1. Entonces para cada 1 < p < oo, G1 + es in­
versible en donde
Demostración.
Primero observemos que dada cualquier solución fundamental, por Teo­
rema 7.3, es continuo de Lp(dQ) en LP(5Q), más aún, como el
potencial de capa simple es una solución para Lu = 0 en Q, tenemos que
y por las propiedades de Q y podemos aplicar el teorema de divergencia 
de Gauss.
Veamos ahora que si tomamos la solución fundamental G'(X,Y), también 
obtenemos inversibilidad sobre Lq(^ÍI). Como en el Teorema anterior, por 
ser Gl compacto, es suficiente probar que Gf + es inyectivo, y si elegi-
mos f G Lp(dft) tal que 
Lg(díi), V 1 < q < oo.
Sea ahora Sf(X) definido como en (8.1),integrando por partes obtenemos que 
por ser Sf(X) solución en Q,y por Teorema 7.3.
Por lo tanto Sf(X) es constante en Q. En Q' \ Q, Sf(X) es L-armónica ( es 
decir solución de Lu — 0), y Sf(Q) = 0 si Q 6 díl', y por las hipótesis sobre
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f tenemos que = 0. Por lo tanto
Entonces, por los argumentos explicados en el teorema anterior podemos con­
cluir que Sf = 0 en Q', y que entonces f = 0. Por lo tanto el operador Gl + 
resulta inyectivo sobre ¿o(díl). □
8.1 Problemas de Dirichlet y Neumann
Una vez obtenidos estos resultados la prueba de existencia y unicidad de 
los problemas de Dirichlet y Neumann con datos en £p(dQ), para el operador 
L = —divy(A(Y)Vy) (donde A(y) y tienen las hipótesis mencionadas al 
comienzo de esta sección), sigue la misma línea de la demostración hecha por 
Fabes, Jodeit y Riviere en [7], para el Laplaciano. Por lo tanto solo mencionare­
mos los resultados y diremos como son las soluciones para cada problema, en 
nuestro caso.
Teorema 8.3
Supongamos que Q es un dominio acotado, conexo y C1, y Rn \ Q es conexo. 
Dada f G Lp(díl)), 1 < p < oo, existe una única función u(X) definida en Q 
tal que:
i) Lu = 0,
ii) la función maximal no tangencial (definida en 6.4) de u pertenece a LP(OD), 
y ||Na(u) ||p < c||/||p con c independiente de f, más aún, para casi todo P G dD
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Demostración.
Dada f € Z/P($íl), sea u(X) el potencial de capa doble
U(x) =
= í (A(Q)^QG\x, Q), nq)(g — hy'f^dQ 
Jdxl Z
está bien definido ya que por el Teorema 8.1, el operador G — |/ tiene inversa 
continua en £p(dQ), 1 < p < oo. Además por Teorema 6.4,
lim u(X) = f(P) c.t.p en díl, x^p,xer(P) v 7 v ’ r ’
y ||7Va(ií)||p < c||Cx — |//||p < c||/||p con c, obviamente independiente de f. □
Teorema 8.4
Supongamos que Q es un dominio acotado, conexo y C1, y Rn \ Q es conexo, 
dada g € £p(dQ)), 1 < p < oo, con fgQg(Q)dQ = 0, existe u(X) definida en 
Q tal que:
i) Lu = 0,
ii) la función maximal no tangencial (definida en 6.4) de Vu pertenece a 
L^dü), y ||7Va(|Vu|)||p < cUsll, con c independiente de g, más aún,
iii) u esta unívocamente determinada salvo constantes.
Demostración.
Por Teorema 8.2, el operador Gl + tiene inverso continuo en el subespacio 
de las funciones de Lp(dQ) que tienen integral nula. Entonces tiene sentido 
definir el potencial de capa simple de (G* + |/)-1^(Q), es decir
u(X)= í G'(X,Q)(G,+ i-ir1g(Q')dQ.
JdQ Z
Por Teorema 7.3 ||ATO(|Vu|)||p < c||(<7* + |/)_1^||p < c||#||p, y además, 
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limx->pjxgr(P) (A(P)Vu(X), TVp) = g(P\ para casi todo P G d£l.
Para ver la unicidad, como G'(X, Y) es una solución fundamental de L en 
íl' DD íl, si llamamos dg^Q^G'^X, Q) = {A(Q)XqG(X,Q\ Nq), considere­
mos la siguiente solución fundamental:
x(x,y) = g,(x,y)-<sfx(y) (8.3)
donde
(Y) = (G‘ + i/)-Ww)G(X, Q) - |^nr1 í di)AmG(X, Q)dQ),
Z Jdíl
y como antes SFx(Y) su potencial de capa simple, entonces, obviamente 
K(X, Y) es una solución fundamental, y además la derivada normal de K(X, Y) 
es constante, pues si X 6 Í1 está fijo, tenemos que: 
<9W)X(X,P) = dW)G"(X,P)
(8-4) 
-(G‘ + |/)(G‘ + \lY\dnA(P}G\X,p-} - Idíir1 ¿WWM)
= \dfl\-1 í dr,AmG'{X,Q)dQ = cn
J dQ
Entonces dada u : Lu = 0 en Q, y 7Va(|Vu|) 6 £p(díl), integrando por partes 
tenemos que:
í A(Y)^YK(X,Y)^Yu(Y)dY = í LYu(Y)K(X,Y)dY
Jíi Jq
(8-5) 
+ í ^A^u(Q)K{X,Q)dQ
JdQ
y que
[ A(Y)VyK(X,YyVYu(Y)dY = 
•/ Í2
u(X)+/ aW)/<(X,(?)u(Q)d<2 (8.6)
J OQ
Donde todas las integrales existen por las propiedades de u y de X(X, Y).
Como vimos que dr^Q^K^X, Q) es constante en dfl, si tomamos una 
función u con las propiedades antes mencionadas, y que además
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limx->p,xer(F) di]A(P)u(X) = O, de (8.5), y (8.6), obtenemos que:
por lo tanto u es constante en Q. □
Veamos ahora algunos teoremas de regularidad, que nos permitirán completar 
el análisis del proyector de Calderón.
8.2 Teoremas de Regularidad
Definición 8.5
Diremos que f G £i(dQ), 1 < p < oo si f G Lp(dD), y si f(x, </>(#)) tiene gradi­
ente distribucional en Lp(Rn~1) (donde obviamente (f)(x) tiene las propiedades 
de la Definición 5.1). Es fácil verificar que si F es cualquier extensión a Rn 
de f, entonces ^xF(x,(/)(x)) está bien definido y pertenece a L\(dQ,). A este 
gradiente lo llamamos Vtf. Por lo tanto _íq(dQ) puede ser normado por
II/IIlp(3q) = II/IIp + I|VJ||P
Observación 8.6
-Vtf es independiente del sistema coordenado usado en la definición anterior. 
-Si f es diferenciable en Rn, y P 6 dfl, entonces
Vf(P) = Vtf(P) + (NP, Vf(P)) NP
Teorema 8.7
Si Sf(P) es la traza del potencial de capa simple sobre un dominio Q Lips­
chitz, entonces S : Lp(d£l) Lj(5íl) es continuo. Además si Q es C1, y con­
sideramos el potencial de capa simple definido mediante la función G'(X, V) 
(definida en (8.1)), este tiene inversa continua (sobre los espacios antes men­
cionados).
Demostración.
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La continuidad del operador es consecuencia de la Observación 8.6, y por 
Teorema 7.3 (de la demostración de ese teorema, también se desprende la ex­
istencia del límite no tangencial del gradiente de S, utilizando el Teorema 4.4).
Consideremos ahora <S/(X) = í G\X,Q)f(Q)dQ, entonces, si Sf(P) = 
Jd£l
0, para casi todo P € díl, como también Sf(P) = 0 en Í2', con los mismos 
argumentos que usamos en el Teorema 8.2, podemos concluir que f = 0 c.t.p. 
en dfl.
Como | + (7* : Lp(d£l) —> £q(^Q), y es invertible sobre el último, existe 
una única función /o, en el núcleo de dicho operador tal que / fo(Q)dQ = 1, 
y entonces tenemos que Sfo es constante en Q, y esa constante no es nula,
pues S es un operador inyectivo (esta afirmación, se deduce trivialmente de la 
prueba del Teorema 8.2).
Ahora tomemos una función f 6 L^(3fl), y consideremos la extensión 
armónica en Q de esta función. Como Q es C1, si llamamos u(X) a dicha 
extensión, tenemos que
||^Va(Vu)||Lp(0Q) < c||/||LP(9ííj,
y como existe para casi todo punto de dft el limx_p,xer(P) Vu(X), (para más 
detalles ver [7]) podemos afirmar que
||^a(p)w(^)||lp(3Q) = ||^_^plimr(p)(A(P)Vu(X),Æp) ||LP(9q) < c||/||Lp(an)
Ahora bien, como por Teorema 7.3
dr¡AS(^ + G,)~1drlAu(P') = dVAu(P),
por unicidad del problema de Neumann, S(±I + Gt)~1dT)A'u(X) difiere de u(X) 
en una constante, y como las constantes están en el rango de S, tenemos que 
f(P) = S^I + Gt)~1dr]Au + fc)(P), c.t. p. en diï. Y con esto queda probado 
el teorema. □
Teorema 8.8
Si d$l es C1, entonces:
\l-G -. ¿J(díí) -» Lftdty
es un operador inversible.
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Demostración.
Sea g G Li(dQ), y sea v(X) = S(-I — G1) 1S ^g(X). Y llamemos f(P) € 
Zq(díl) a los valores de borde no tangenciales de v. También tenemos que 
x^r.(P)<X(P)Vt’(X)’JVp) =
Por ser v el potencial de capa simple de una función de LP($Q), por Teorema
7.3 la maximal no tangencial de Vv esta en £p(dQ), , además por la definición 
del operador S, sabemos que v es solución de Lv = 0 en Q' \ íl, y v = 0 en 
díl', podemos extender a está función como 0 fuera de íl', y obtenemos que:
por lo tanto , si X € Í2' \ Q, tenemos que:
Tomando límite para X —> P por conos exteriores a íl, nos queda que:
/(P) = (Í/ + G)/(P)-<7(P)
Por lo tanto (G — |/)/(P) = g(P\ entonces este operador es suryectivo so­
bre Zq(dQ). Además como cualquier f G puede ser escrita como
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SÍG* — para alguna g G £i(dí2), siguiendo la demostración ante­
rior, podemos ver que (G — ¿I)f(P) = g(P), por lo tanto este operador va de 
£i(^Q) en También sabemos, por Teorema 8.2 que este operador es
inyectivo.
En el curso de esta demostración, hemos obtenido la siguiente fórmula:
5(G‘ - = G - (8.7)
y con esto queda probado la continuidad e inversibilidad del operador de 
L?(dQ) en L^dty. □
Corolario 8.9
Sea Q es el potencial de capa doble, definido con la función de Green G'. Dada 
f G Li(dD), para casi todo P E díl, existe (drjAtpffiftP), es continua de 
Li(dD) en Lp(dD), y tenemos que:
X JTer(P}mS7Gf<'X^Np} = (G< +
Demostración.
Sea u(X) = entonces lirny-» p,xer(P) u(X) = (G - |/)/(P) =
S^G1 — f(P), por unicidad del problema de Green, tenemos que:
Sf(x) = s(G‘ - ¿i)s~'f(X),
por lo tanto
= (G1 + i/)(G‘ - |/)S-7(P).
Y obviamente de esta igualdad se desprende la existencia y la continuidad.
□
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9 El proyector de Calderón
Como vimos en la Introducción, las propiedades del proyector de Calderón, 
son una consecuencia directa del análisis de los potenciales de capa simple y 
doble, por lo tanto estamos ahora en condiciones de describir dicho proyector 
en el caso en que el operador elíptico sea L = —div(A{Y^y\ definido en un 
dominio Q, y la matriz A tenga coeficientes Lipschitz.
Supongamos que podemos extender el operador £ a un dominio f2, y 
tomemos como solución fundamental a G'(X,Y), la función de Green en íl', 
donde Q CC Q' C fí.
Recordemos que construimos al proyector P de la siguiente manera:
P = donde, dada / definida sobre dfl (en algún espacio conveniente
que luego precisaremos),
para casi todo P G dQ, donde 5 y son los potenciales de capa simple y 
doble, respectivamente, definidos mediante la función de Green G'(X,Y).
Si bien a lo largo de este trabajo, hemos obtenido algunos resultados cuando 
dQ. es Lipschitz, como en esta sección nos interesa poder dar las propiedades 
de todo el proyector, consideraremos que dfl es C1.
Teorema 9.1
Si d£l es C1, y llamamos S y G a la traza de S y Q, entonces, el operador P 
antes definido tiene las siguientes propiedades:
1. P : ¿J(dQ) x £p(dQ) -> £P(0Q) x £P(0Q),
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4. P2 = P
Demostración.
La demostración es simplemente considerar todos los resultados probados en 
las secciones anteriores, es decir,
Pi,i/(P) = (|7 — G)f(P) es un operador de Calderón-Zygmund, por Teo­
rema 5.5, y es continuo (e inversible) de en si mismo por Teorema 8.8.
Pi,2f(P) = Sf(P) es un operador con núcleo integrable, y por Teorema 8.7 es 
continuo (e inversible) de Lp(d$í) en L\(d^í).
P2,if(P) = (<£* + |7)(| — G^S^f^P), es un operador singular, y por el 
Corolario 8.9, es continuo de Zq(dQ) en Lp(dfl).
P2,2f(P) = (G* + |/)/(P) es un operador de Calderón-Zygmund por Teo­
rema 7.3(y es inversible sobre Lq($Q) = {f € £p(dQ) : fdQ f((Q)dQ = 0} por 
Teorema 8.2).
Obviamente, todas estas igualdades son para casi todo P G <9Q.
Y con esto quedan probados los puntos 1 y 2 del Teorema.
Observación: La imagen de P2,i y p2,2 esta contenida en LH(diï).
Tomemos ahora (f,g) € ¿i(dí2) x Lp(dQ), entonces
7Z\ í (|/ - G)f(P) + Sg(P) >
9 ' V (C?‘ 4- fZ)(| - G'JÍ-VíP) + (G‘ + |/)5(P) !
Si definimos ahora v(X) = — Qf(X) + 5^(X), obviamente Lv = 0, y tiene los 
datos de borde dados por P ( por lo tanto ImP QU= {(u|afi , d»Mii|90) :
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Lu = O en Q u|afi , G Li(5íl), Or)Au\dQ E Lq(<9í1)}.
Probaremos simultáneamente que IL C ImP, y que P2 = P. Es decir, 
dadas (f,g) € Z/, veremos que P
Por los teoremas de existencia y unicidad de los problemas de Dirichlet y Neu­
mann, para casi todo P € dft tenemos la siguiente identidad:
(9-2)
y queremos probar en primer lugar que (|7 — G)f(P) + Sg(P) = f(P). Ahora 
bien, por (8.7) y (9.2), tenemos que:
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Análogamente, por (8.7), (9.2) y (9.3),
Y con esto quedan probadas las propiedades del proyector P.
10 Apéndice
Lema 10.1
Sea A(X) una matriz acretiva, con coeficientes Lipschitz, y K(X,Y) una 
solución fundamental del operador L = —div(AV) en un dominio Q Lips­
chitz, entonces VX G Q, 7/ Vr > 0 : Br(X) C ft, tenemos que:
í (A(Q)VqK(X, Q), NQ) dQ = í {A(Q)VqK(X, Q), NQ)dQ = -1 
Jdíl JdBr(X)
(10.1)
Demostración.
Como K(X, V) es una solución del problema Lu = 0 en Q\Br(X), entonces 
tiene sentido ^yK(X, K) = 0, y aplicando teorema de la divergencia,
obtenemos también que fd(a\Br(x)) A(Q)VQK(X,Q)NqdQ = 0, por lo tanto:
Vr : Br(X} C H. Ahora bien, si tomamos </> G C%° : sop^ C </> =
1, en Br(X), entonces:
Obviamente estas igualdades son consecuencia de las propiedades de la función 
<f> y de la solución fundamental K(X, Y). □ 
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En los próximos resultados usaremos letras minúsculas para designar los pun­
tos, ya que quedará claro por el contexto a donde estamos trabajando.
Lema 10.2
Si dCl es Lipschitz, y K(x,y) una solución fundamental como en las secciones 
anteriores, entonces, para e > 0 :
Demostración.
Como 7<(x,i/) (pensada en la variable y) es solución fundamental de L en 
un dominio Q' DZ) íl, dado e > 0 , por el lema anterior tenemos que:
Ic(x) = í {A(y)VyK(x,y),Ny) day = -IV e : Bc(x) Gil' (10.3) 
J dBc(x)
Ahora bien,si llamamos Sc = dBe(x), y consideramos la solución fundamental 
definida en (5.6) del problema
Mx) = / <(A(j) - A(x))V,K(x, y),Ny) day
+ ¿ - S7yKx(x,y)),Ny) dcry
+ í (A(x)VyKx(x,y),Ny)day
J Se
= 11,¿x) 4- I2,e(x) + I3,e(x)
Obviamente
limA^z) = 0, i = 1,2.
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Como esta integral no depende de e, y vimos que las otras tendían a 0, pode­
mos concluir que :
Con el mismo argumento, tenemos que:
Y como obviamente
Si entendemos por S* y S1} la mitad superior e inferior respectiva mente de 
Si. Entonces queda demostrado que
A(y)VyK(x,y)Nyday = (10.5)
A partir de esto la demostración del lema es trivial, pues si a; € dfl es un 
punto tal que podemos definir el plano tangente (como dfl es Lipschitz, el 
plano tangente existe c.t.p.), y para simplificar las cuentas consideramos x = 0, 
^(0) = | V^(0) | = 0, entonces:
donde 
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Te = {y E Rn 1 : |j/| = c, si ?/„_! > O,yn-i < <£(s/), y si ?/n_i < O,z/n_i >
<£(3/)},
y \Te| < wn6n-21</>(£)|, |^(y)| = max|y|=c |<^(i/)|. Ahora bien,
por ser <^(0) = 0, y <f> diferenciable en 0.
Por lo tanto queda probado que:
□
Lema 10.3
Sea (j) una función Lipschitz y A una matriz uniformemente elíptica, con co­
eficientes Lipschitz ,entonces si tomamos e = t — <¡)(xq), y si (x,t) £ T(^o); 
entonces
donde, para una cierta constante C = C{M, a, A, A'), se tiene que
y
Demostración.
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Si |:eo — 3/| < c, entonces
Ahora bien, si tomamos, e = t — y como (a:,/) G r(zo) (es decir
a\x — zo| <t — <^(zo)), tenemos que:
Y por ser A una matriz coerciva,
donde la constante, depende de A, a, y M. Ahora analicemos cuando |¿r0 —2/| > 
e. En este caso, considerando la definición de Aj€(zo, 2/, </>), tenemos que:
R^XQ.x.y') = t ~ M ~ (x - y)V(/>(y) _ </>(x0) - (f)(y) - (x0 - y)V^(y)
|A-i(z,¿)(a: -y,t- ^y))\n |A-i(zo,*)(*o -y,t- <¿(í/))ln
= k(x,t,y) - k^^xo),^)) 
= k(x, t, y) - k(x0, t, y) + k(x0, t, </>(y)) - k(xOl </>(z0), <£(2/))
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Por lo tanto 
|Bt(a:o, x,y)\ < |á?(íc, /, y) - k(x0, t,y)\ + |k(x0, t, <¿(?/)) - k(x0, <¿(z0), ^(y))|
— — ^o||Vx/?(^[;r)Xo],/, ?/)| 4- \t — <¿(zo)||dt¿(zo, i[t,<i>(xo)], 3/)|
Ahora bien,
Vxk(x,t,y) = V<^)|A"*(z,í)(a:-y,f-<¿Q/))|"n
- n\A~*(x,t)(x -y,t- <£(?/)) |_2_n[¿ - </>(y) - (x - ?/)V^(?/)]
x {< A~2(x, t)(x -y,t~ <¡>W), dXiA~?(x, t)(x -y,t- <£(?/)) >,
4-A_1(z,í)(;r-j/,f-<¿(i/))}
Como f = í[a.ta?o] e [z,z0] => |í - y\ > Ca\y - z0|, y |t - <¿(y)| < e + |^(z0) - 
c/)(y) | < (1 4- A/)|?/ — a?oh entonces
|V^(e,i,3/)| < C(A, M,n, A')||í - y|-"{l + |í - «i(y)| + |i - ¿(j,)||£ - + |f - y|}
< C(A, A\ M, n, a)\y — x01“n{ 1 4- \y — a?o| 4- c 4- diam(fl)}
< C(A, A', M, n, o, £l)\y — z0|-n
donde A es la constante de elipticidad de A. Por lo tanto
\k(x,t,y) - k(x0,t,y)\ < C\x - z0|\y - ^o|_n < e|y - z0|"n
De forma análoga podemos ver que
|ftk(x0, t,y)\< C(A, A', n, a, Q)|a?0 ~ y\~n
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y como t — (/>(xq) = e tenemos que :
Lema 10.4
e/ \zo~y\ n\f(y)\dy <CnMf(x0)
donde Mf(xo) es la función maximal de Hardy-Littlewood de f.
Demostración.
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