Deep neural networks have achieved remarkable success in single image super-resolution (SISR). The computing and memory requirements of these methods have hindered their application to broad classes of real devices with limited computing power, however. One approach to this problem has been lightweight network architectures that balance the super-resolution performance and the computation burden. In this study, we revisit this problem from an orthogonal view, and propose a novel learning strategy to maximize the pixel-wise fitting ability of a given lightweight network architecture. Considering that the initial performance of the lightweight network is very limited, we present an adaptive importance learning scheme for SISR that trains the network with an easy-to-complex paradigm by dynamically updating the importance of image pixels on the basis of the training loss. Specifically, we formulate the network training and the importance learning into a joint optimization problem. With a carefully designed importance penalty function, the importance of individual pixels can be gradually increased through solving a convex optimization problem. The training process thus begins with pixels that are easy to reconstruct, and gradually proceeds to more complex pixels as fitting improves. Furthermore, the proposed learning scheme is able to seamlessly assimilate knowledge from a more powerful teacher network in the form of importance initialization, thus obtaining better initial performance for the network. Through learning the network parameters, and updating pixel importance, the proposed learning scheme enables smaller, lightweight, networks to achieve better performance than has previously been possible. Extensive experiments on four benchmark datasets demonstrate the potential benefits of the proposed learning strategy in lightweight SISR network enhancement. In some cases, our learned network with only 25% of the parameters and computational complexity can produce comparable or even better results than the corresponding full-parameter network.
Introduction
There are a wide variety of applications where the ability to increase the resolution of an image adds to the user experience, from surveillance and public security (Zhang et al. 2017a ), business and entertainment to remote sensing (Wei et al. 2017) . Single-image super resolution (SISR), the process of increasing the resolution of an image without additional information, has received significant attention (Yang et al. 2014; Huang et al. 2015; Kim et al. 2016a ) as a result.
Most early SISR methods focus on exploiting pixel statistics (Kim and Kwon 2010; Efrat et al. 2013) or the internal patch recurrence Glasner et al. 2009 ) of HR images as priors. These methods typically do not generalize well, because even a small divergence between the properties of the real low-resolution image and the prior embodied in the heuristic causes visible artifacts in the reconstructed HR image. Recently, deep convolution neural network (DCNN) based learning methods (Wang et al. 2015; Kim et al. 2016a, b; Ledig et al. 2017; Tai et al. 2017; Timofte et al. 2017 Timofte et al. , 2018 , have shown remarkable success in SISR, especially on some specific scaling factors (e.g., 2-4). Nevertheless, due to their very deep structures, these methods often exhibit significant memory and computing requirements, which necessitates powerful computational units (e.g., GPUs) thus limiting their application to the many real devices with limited computing power (and particularly hand-held devices including phones).
To address this problem, some efforts (Dong et al. 2016b; Shi et al. 2016) dedicate to customize specific lightweight network architectures. In this study, we revisit this problem in an orthogonal view and propose to develop an novel learning strategy to maximize the pixel-wise fitting ability of a given lightweight architecture. To this end, we revisit the traditional training procedure for a SISR network, which seeks the optimal network parameters to minimize the average loss over all pixels in training images. Moreover, pixels of diffident reconstruction difficulty are mixed together to fed into the network for training. However, by doing this, complex pixels that are difficult to reconstruct will mislead the training procedure, and render the network even failing to handle pixels that are easy to reconstruct, since the initial performance of the lightweight network is very limited and vulnerable. This is similar to the human cognitive process that is prone to be confused when it starts with a compound of complex and easy tasks and considers them equally. For example, when receiving a compound of easy and hard words one time, a pupil may fail to remember those easy ones that should be well mastered. Alternatively, if he starts with some easy words and gradually attempts to remember more and more hard ones when these easy words have been well mastered, more words will be remembered. Therefore, the basic pattern of human cognitive process is to learn from easy to complex and gradually enhance the cognitive competence of human. Recently, it has been empirically demonstrated that learning as such a paradigm can avoid bad local minima and generalize better (Khan et al. 2011; Basu and Christensen 2013) . Therefore, it is promising to enhance the performance of the lightweight SISR network using an appropriate easyto-complex learning paradigm.
Inspired by this, we present an adaptive importance learning scheme for SISR, which assigns importance (i.e., the probability of participating training and zero importance denotes removing the pixel during training) to each image pixel and dynamically updates the importance to control the network training following an easy-to-complex paradigm. To this end, we formulate the network training as well as the pixel-wise importance learning into a bi-convex optimization problem. With introducing a carefully designed importance penalty function, the importance of image pixels can be adaptively updated by solving a convex optimization problem. As a result, the importance is gradually increased according to the network reconstruction error on these pixels. By doing this, the network will start with pixels that are easy to reconstruct for training, and gradually be exposed to more and more complex pixels when its fitting ability is enhanced. Furthermore, with the proposed importance learning scheme, the network can seamlessly assimilate the knowledge from a more powerful teacher network in the form of pixel importance initialization, which enables the network to generalize better. Through learning the network parameters and updating the pixel importance in an alternative way until convergence, the proposed learning scheme can obviously enhance the network performance. With extensive experiments on four benchmark datasets and two seminal DCNN architectures for SISR, we demonstrate that the proposed adaptive importance learning scheme is able to enhance the performance of different scales of lightweight networks obviously. Moreover, due to not involving designing specific lightweight network architecture, it can be conveniently applied to any lightweight SISR networks for performance enhancement.
In summary, this study mainly contributes in the following four aspects.
-We propose to develop an easy-to-complex learning paradigm to maximize the fitting ability of a given lightweight network architecture for SISR. To the best of our knowledge, this is the first attempt to do this in SISR. -We present an adaptive importance learning scheme to train the lightweight SISR network for enhancement. -We propose to distill knowledge from a more powerful teacher network for better importance initialization. -We demonstrate the pleasing potential of the proposed learning scheme in extensive experiments.
Related Work
In this section, we will briefly review the following three aspects of works related to this study.
Single Image Super-Resolution
In early stage, SISR are addressed by exploiting the statistical characteristics of HR image as priors. For example, Sun et al. (2008) learn a gradient profile prior from extensive natural images and then apply it for SISR. In (Kim and Kwon 2010) , Kim et al. employ a modification of the natural image prior to refine the detailed structure along edges. Different from these methods, Glasner et al. (2009) propose to exploit the internal patch recurrence for super-resolution. Huang et al. (2015) Dong et al. (2016b) , Shi et al. (2016) , respectively. In this study, we solve this problem in an orthogonal view and propose to maximize the performance of a given lightweight network with a new learning strategy. In addition, due to not involving network architecture, the proposed scheme can be directly integrated into any lightweight SISR networks for enhancement.
Knowledge Distillation This line of research aims at distilling knowledge from a complicated teacher model (or an ensemble of models) into a compact (or single) alternative without performance drop. Hinton et al. (2015) propose to distill knowledge to guide the training procedure of the compact model by matching its prediction results to both the ground truth and the soften output (e.g., logits) of the teacher models. Romero et al. (2014) further match the intermediate features (e.g., hints) of the compact model to that of teacher models. Zhang et al. (2017b) integrate the knowledge distillation into a mutual learning framework in which the compact model and the teacher model learn to match each other during training. Different from matching the output of the compact model to that of teacher models, we propose to learn the pixel-wise importance of each example to training loss from a teacher model. In this way, the compact model can be trained in an easy-to-hard manner and enhanced obviously. Curriculum and Self-paced Learning Similar as this study, these two paradigms learn a model gradually including from easy to complex examples in training phase. In curriculum learning ( Bengio et al. 2009 ), the curriculum (i.e., learning sequence) is often derived by predetermined heuristics. For example, in Bengio et al. (2009) , the curriculum is derived based on the variability in shape to enable shapes with less variability being learned earlier. In Khan et al. (2011) , the common sense of participants are employed to determine the learning sequence of graspability to object. In self-paced learning, the curriculum design is often integrated into the learning objective as a regularization. For example, Jiang et al. (2014) jointly optimize the learning objective as well as a binary weight vector which controls the learning pace. In contrast, the proposed adaptive importance learning scheme learns a pixel-wise curriculum based on the reconstruction error of the network and aims at enhancing the performance of a given lightweight SISR network. Moreover, it enables the network to seamlessly assimilate the knowledge from a more powerful teacher network.
The Proposed Learning Paradigm
In general, with n LR-HR image pairs {x i , y i } n i=1 , we can learn a lightweight network S(·, θ) as follows
where θ denotes the network parameters and l indicates the loss function (e.g., MSE loss or 1 loss). In the training phase, the optimal θ seeks to minimize the expectation E(θ ) where all pixel with different reconstruction difficulties are fed together into S for training. To maximize the pixel-wise fitting ability of S, we propose to train S with an adaptive importance learning scheme as
where w i indicates the pixel-wise importance vector for each training pair and W = {w i } n i=1 collects all importance vectors. Since 0 w i 1, the pixel-wise importance can be viewed as the probability of each pixel participating the training procedure as Eq. (2), e.g., when the importance is zero, the corresponding pixel will removed from training the network. denotes point-wise multiplication. h(w i ) represents a penalty function over w i , which controls the importance learning strategy as well as avoiding trivial solutions of w i (e.g., w i = 0).
In the adaptive importance learning scheme, the network parameter θ and the importance W are jointly optimized. To solve this problem, we can adopt the alternative minimization scheme ( Zhang et al. 2018b) , which reduces this problem into a θ -subproblem and a W -subproblem, and then alternatively optimizes each subproblem until convergence. Different from the traditional learning scheme in Eq. (1) which only trains the network once, the proposed learning scheme will train the network in several rounds. More importantly, with an appropriate h(w i ), the importance of image pixels can be assigned to any value expected, with which a specific group of pixels can be picked out from all training examples to optimize for the network parameter θ in the next iteration. Through optimizing the network parameter θ and dynamically updating the importance in an alternative way, the proposed learning scheme is able to train the network S with a specific learning paradigms. In addition, when h(w i ) is given as the following indicator function,
the proposed learning scheme will degenerate to the traditional learning scheme in Eq. (1). Therefore, the proposed adaptive importance learning scheme is a general learning framework for SISR.
In this study, we employ the proposed learning scheme in Eq. (2) with a carefully designed h(w i ) to train a given lightweight SISR network S with an easy-to-complex paradigm for performance enhancement. To this end, the importance produced by the designed h(w i ) are required to conform with the following requirements. At beginning, the importance of complex pixels that are difficult to reconstruct will be suppressed (i.e., assigned to a small value close to zero) while the importance of pixels that are easy to reconstruct will be highlighted (i.e., assigned to a large value close to one). By doing this, S is encouraged to focus on learning to reconstruct easy pixels when its initial performance is limited. Given the learned S, importance W will be gradually increased to expose S to more complex pixels for the next round of training, and thus the performance of S will be enhanced. When the alternative minimization converges, the performance of S can be maximized. In the following, we will introduce a carefully designed h to update the importance W as expected.
Adaptive Importance Learning
According to the discussion above, we find that a basic principle for importance updating is to gradually increase the importance to feed S with more complex pixels in the next round of training. Moreover, the increment to importance should be determined by a decreasing function over the reconstruction difficulty of image pixels to guarantee the easy-to-complex learning paradigm. However, it is difficult to determine the reconstruction difficulty of pixels given an image. Intuitively, pixels lying on image details or within complex structures often are more difficult to reconstruct than those on flat areas. To quantitatively indicate the reconstruction difficult, we adopt the reconstruction error of the learned network S on pixels as a rough measure. This is inspired by the observation that most SISR methods can better reconstruct pixels on flat areas than those on image details. In addition, the reconstruction error of network S on all pixels can be directly indicated by the loss l in Eq. (2). Thus, the key for importance learning is to design an appropriate importance penalty function h(w i ).
To comply with the importance learning principle mentioned above, we carefully design a penalty function h and reformulate the learning scheme in Eq. (2) as follows
where w i denotes the importance vector in previous iteration and h(w i , w i ) is given as
In Eq. (5), w ji and w ji denote the j th element in w i and w i , respectively. λ is a predefined positive scalar. In the following, we will discuss the benefits of h(w i , w i ) in details. Similar as solving Eq. (2), we adopt the alternative minimizing scheme to alternatively optimize θ and W in Eq. (4). Specifically, when the importance vectors W are given, the The importance learned by the proposed adaptive importance learning scheme within T =10 update iterations in Algorithm 1. The importance is produced by training the lightweight network VDSR-f13 which will be introduced with more details in Sect. 5.4 learning problem for θ can be well addressed by the backpropagation algorithm. When θ is fixed, the learning problem for W can be simplified as
where w denotes the importance of a specific pixel in training samples (e.g., an element from w i ) and w denotes the corresponding importance value in previous iteration (e.g., the corresponding element from w ). d denotes the reconstruction loss of the learned network S on the considered pixel. To solve the problem in Eq. (6), we introduce the following result. 
Theorem 1 Considering the constraint
Proof Given f (w) and the constraint w ≤ w ≤ 1, we have
Thus, with the constraint w ≤ w ≤ 1, f (w) is a convex function, and the minima is reached when
To further illustrate this point, a visual example can be found in Fig. 1 .
According to Theorem 1, the problem in Eq. (6) has a closed-form solution as Eq. (7). In Eq. (7), the importance w * is updated by adding an increment to importance value w in the previous iteration. Since λ·e −d ≥ 0, such a update rule enables to gradually increase the importance in each iteration. Moreover, the increment is determined by an decreasing function over the reconstruction loss of the pre-learned model S on the corresponding pixel, viz., a small increment is given when the reconstruction loss is large. Both aspects of principle for importance learning mentioned at the beginning of this subsection are satisfied. Therefore, the learning scheme in Eq. (4) with the penalty function h(w, w ) is able to feed more and more complex pixels into S for training with an easy-to-complex paradigm through adaptively updating the importance vector as Eq. (7). To further clarify this, we take the image 'butterfly' from the Set5 benchmark dataset as an example, and show the pixel-wise importance map obtained in 10 importance update iterations [e.g., as shown in Eq. (7)] in Fig. 2 . As can be seen, the pixel-wise importance is gradually increased to 1 as the iteration proceeds. Moreover, the importance for pixels that are easy to reconstruct (e.g., pixels on flat areas) are increased faster than those pixels that are difficult to reconstruct (e.g., pixels on edges or textures areas).
Furthermore, the proposed learning scheme enables the network to seamlessly assimilate the knowledge from a more powerful teacher network in the form of pixel importance initialization. This will be introduced in details in the following subsection. 
Importance Initialization from the Teacher
In Eq. (4), the proposed adaptive importance learning scheme depends on the importance vectors w in previous iteration. This brings an intuitive problem in initializing the importance at beginning. According to the discussion at the beginning of Sect. 3, it is necessary to determine the importance of image pixels according to their reconstruction difficulty and complex pixels are expected to be assigned to smaller importance than that to easy pixels. Since S is unknown at beginning, it is infeasible to indicate the pixel importance according to the reconstruction error of S as Sect. 3.1. To address this problem, we propose to learn important W from a given more powerful teacher network T . Similar as the learned S, T will produce larger reconstruction error on complex pixels than those easy ones. Then, a decreasing function over the reconstruction error is employed to produce the importance. To well suppressing the complex pixel as well as highlight the easy ones at the beginning, we establish the following importance function
where x denotes the reconstruction error (e.g, 2 norm) of the teacher network T on a specific pixel and g(x) is the corresponding importance value. μ 0 and α 0 denote the bias and scale parameters in this function.
is a normalization factor which scales the importance into [0, 1]. To demonstrate the effectiveness of the importance function in Eq. (8), we plot the profiles of g(x) with different parameters as well as the estimated importance map on an example image in Fig. 3 . It can be seen that g(x) will produce a small importance when the reconstruction error is large, vice versa. On the example image, we can find that pixels lying on image details (i.e., exhibiting complex structures) are assigned to low importance, while pixels on flat areas are assigned to high importance. This complies with the intuition that pixels on image details are more difficult to reconstruct than those on flat areas. Given the teacher network T and the importance function g, we can train the network S by solving the following problem
where, for a concise formulation, we employ g(T (x i )) to denote applying g to the reconstruction error of T on each pixel in x i . In this learning scheme, the knowledge from the teacher network is distilled to guide training the network with the easy-complex paradigm.
Relation to Focal Loss
The proposed learning scheme in Eq. (9) is similar to the focal loss based learning scheme Lin et al. 2017 . Both of them dynamically reweight samples during the training procedure to enhance the performance of network. However, they totally differ in the following three aspects.
(1) Focal loss is one kind of the hard sample mining technique. Since the hard training samples are so sparse that uniform batch sampling cannot draw meaningful data, even if the average training loss is small (almost zero), the model is not well trained, thus resulting in limited generalization performance to hard samples in testing phase. When focal loss is applied on training phase, the hard training samples will be assigned with large weight to encourage the model to focus on these hard samples during training phase. This will benefit to increase the generalization ability of the network to hard testing samples. In contrast, the proposed adaptive importance learning scheme addresses the issue when hard samples (in pixel level) hinders the training of yet immature model. Thus, the hard sample mining in focal loss and the proposed curriculum learning has totally different background. (2) In Eq. (9), the weights to training examples are determined by the prediction error of the given teacher model, while focal loss determines those weights based on the training error of the learned model. (3) Focal loss is proposed for training a more robust classifier or detector, while the proposed scheme aims at learning a more powerful compact SISR model.
Training and Testing
In this part, we will give the detailed training and testing procedure of the proposed adaptive importance learning scheme.
Training Procedure In the training phase, we propose to learn the importance and the network parameters in a joint optimization problem as shown in Eq. (2). Since the importance is coupled with the network parameters in the optimization problem, it is difficult to solve the problem directly. To mitigate this difficulty, we adopt the conventional alternative minimizing scheme ( Zhang et al. 2018a, b) to decompose the original optimization problem into two separate subproblems, including the importance learning problem and the network training problem. Then, we alternatively solve these two subproblem in T iterations for convergence. In each iteration, given the network parameters, we solve the importance learning problem to update the importance. Since such a subproblem has a closed-form solution, we can simply update the importance as Eq. (7) in the main manuscript.
With the updated importance, we turn to solve the network training problem to update the network parameter. Since the network training subproblem is a standard end-to-end deep neural network learning problem but with a loss function weighted by the given importance, we adopt the commonly utilized back propagation (BP) algorithm to solve the network training subproblem, which often requires thousands of training iterations for convergence (i.e., 50 epochs in this study). Through T iterations of alternative optimization, we can gradually update the network parameters and obtain the ultimate super-resolution network. In summary, the overall training procedure of the proposed learning scheme is summarized into Algorithm 1. It is noticeable that in theory Algorithm 1 can well converge. Specifically, according to Eq. (7), the importance vectors W are gradually increased with the proceeding of iterations. When all elements in W increase to 1, the importance W will be unchanged in the following iterations and Algorithm 1 will converge, since no novel information will be provided by the training examples. More experimental evidence will be provided in Sect. 5.4.
In addition, different from previous network compression methods (Dong et al. 2016b; Shi et al. 2016 ) that aims at designing new lightweight network architectures to deploy deep SISR methods onto real devices, the proposed adaptive importance learning scheme only focuses on how to enhance the performance of network with a new training paradigm, and thus it can be directly applied to any given lightweight SISR network architecture. Experimental evidence will provided in Sect. 5. Testing Procedure When the network is trained by the proposed adaptive importance learning scheme, it can be directly utilized for testing, which is similar to other conventional deep single imagery super-resolution network. Concretely, the obtained network takes an low-resolution image as input and produce the predicted high-resolution image by the forward network computation.
Algorithm 1: Adaptive importance learning (AIL)
Input: Input HR-LR training pairs {x i , y i } n i=1 , pre-trained teacher model T , importance function g, penalty function h and λ.
Importance initialization from teacher:
(1) Learn importance W as Eq. (8);
(2) Update model parameter θ * = arg min θ E(θ; W ) as Eq. (9); 2. Adaptive importance learning:
as Eq. (7); (2) Update θ * = arg min θ E(θ, W * ) as Eq. (4); End for Output: θ-parameterized model S.
Customizing Lightweight SISR Model
Most of state-of-the-art SISR models (Dong et al. 2016a; Kim et al. 2016a; Tai et al. 2017; Ledig et al. 2017 ) are inspired by the DCNN framework where the basic modules are convolution layer. To obtain a lightweight network, previous literatures ( Dong et al. 2016b; Shi et al. 2016) propose to design new architectures (e.g., introducing a hourglassshape structure or a sub-pixel convolution structure), which, however, cannot be conveniently applied to other DCNNs for SISR, especially when different scales of lightweight networks are required to fit various real devices. In this study, given a teacher network, we customize the lightweight network by directly reducing the amount of filters in each convolution layer to reduce the amount of output feature maps by a fixed ratio (e.g., 0 < ρ < 1). By doing this, we can obtain a slimmer network without changing the truck architecture of the network. In addition, we can simply obtain different scales of lightweight networks by setting different ρ. Given a fixed ρ, each convolution layer (i.e., except the input and output layer) in the obtained lightweight network reduces 1 − (1 − ρ) 2 % parameters as well as computational complexity, compared with that in the teacher network. The parameters and computational complexity of some lightweight networks are provided in Table 6 .
It is noticeable that reducing the amount of filters only can reduce the parameters and computational complexity of the network with the same architecture. Our aim of adopting the way of reducing filters is to make it convenient to verify the effectiveness of the proposed learning scheme in enhancing different scales of lightweight networks. Of course, there are many other ways to customize a lightweight network [e.g., reducing the depth of the network ( Hinton et al. 2015) , designing more compact basic module (Howard et al. 2017) ]. However, analyzing their difference is beyond the scope of this study.
Experimental Results and Analysis
In this section, we conduct extensive experiments to demonstrate the effectiveness of the proposed learning scheme in enhancing a given lightweight SISR network architecture.
Dataset
Training Datasets Current SISR methods often adopt different training datasets. For example, the very large ImageNet dataset is adopted by Dong et al. (2016a) , while literatures ( Kim et al. 2016a; Tai et al. 2017 ) aggregate 91 images from Yang et al. (2010) and another 200 images from the Berkeley Segmentation Dataset ( Martin et al. 2001 ) together for training. In this study, we adopt the dataset utilized in Kim et al. 2016a with 291 images as benchmark to train all networks for fair comparison. In addition, rotation (e.g., with angle 90 • , 180 • , 270 • ), flip and down-sampling (e.g., with ratio 0.5, 0.7, 1.0) are further employed for data augmentation. Test Datasets Similar as Kim et al. 2016a; Tai et al. 2017) , we adopt four benchmark datasets for performance evaluation, namely Set5 (Bevilacqua et al. 2012 ), Set14 (Zeyde et al. 2010) , BSD100 (Timofte et al. 2014 ) and Urban100 , which contain 5, 14, 100 and 100 indoor and outdoor natural images, respectively.
Teacher SISR Networks
In this study, we adopt two seminal DCNN architectures for SISR to customize the lightweight network as well as initializing importance for Algorithm 1, including VDSR (Kim et al. 2016a) and DRRN (Tai et al. 2017) . Currently, the network architectures of most state-of-the-art SISR methods (Mao et al. 2016; Kim et al. 2016b; Lai et al. 2017 ) are inspired by these two models. In VDSR, 20 fully convolution layers with global residual structure are employed to learn a deep mapping from a given LR input to an HR output. This is the first attempt to introduce the global residual structure into SISR, which enables a much deeper model than previous works (Dong et al. 2016a ) and improves the SISR performance obviously. According to Kim et al. (2016a) , 64 feature maps are adopted for VDSR in this study. Recently, DRRN advances replacing the convolution layers in VDSR with a recursive block, which further improves the SISR performance as well as reducing the model parameters. As suggested in Tai et al. (2017) , the recursive number and amount of feature maps are set 25 and 128, respectively.
Training and Testing Setup
For network training, we follow the standard protocol utilized in Kim et al. (2016a) . Specifically, we implement these two teacher networks mentioned above as well as the corresponding lightweight networks based on the codes released online (Github 2019a, b) .
For VDSR, the code adopted is a Pytorch implementation rather than the official code released by author. Nevertheless, this implementation achieves comparable performance to that of the official code. Moreover, it slightly outperforms the official code on the Set5 and Set14 datasets. It is noticeable that in this study we mainly focus on demonstrating the effectiveness of the proposed learning strategy in enhancing the performance of a given lightweight network. Thus, such a slight implementation difference will not the influence the conclusion in the following experiments.
With introducing the mean squared error (MSE) loss as l into Eqs. (1) and (2), we train each of the above network in 50 epochs with batch size 128 in the Pytorch framework (Paszke et al. 2017 ). Learning rate is initially set as 0.1 and then decayed by a factor 10 every 10 epochs. Model parameters are learned by the SGD optimizer with momentum parameter 0.9, weight decay parameter 1e −4 and gradient clip parameter 0.4. In Algorithm 1, we set the pre-defined parameter λ = 0.15 and maximum iterations T = 10. For the importance function g, the parameter α 0 = 0.01 and μ 0 = 100 are fixed in the following experiments.
In testing phase, we employ each learned network to improve the resolution of a given LR image with three different scaling factors 2, 3, 4. To quantitatively evaluate the performance of each network, we adopt two standard criteria, namely peak signal-to-noise ratio (PSNR) and structured similarity (SSIM) to measure their super-resolution results.
Ablation Study
In this part, we mainly focus on demonstrating the effect of the proposed adaptive importance learning scheme and the importance initialization scheme, the difference between the proposed learning scheme and the knowledge distillation and the convergence of Algorithm 1. To this end, we adopt VDSR as the teacher network T and obtain the corresponding lightweight network by reducing the amount of feature maps (c) Urban100 Fig. 4 The performance (e.g., PSNR and SSIM) curves of VDSR-f13+AIL, VDSR-f13+AIL+init_0, VDSR-f13+AIL+init_r and VDSR-f13 within 10 iterations on three test datasets when the super-resolution scale is 2 in each convolution layer with a fixed ratio ρ = 0.8 as Sect. 4. Concretely, the amount of feature maps in each convolution layer of the lightweight network is reduced from 64 to 13, viz., the parameters and the computational complexity is only 4% of that in VDSR, shown as Table 6 .
Effect of Adaptive Importance Learning
We propose the adaptive importance learning scheme to train a given lightweight network with an easy-to-complex principle as well as gradually enhance the network generalization ability. To demonstrate this point, we train the given lightweight network above with Algorithm 1 and evaluate it on three test datasets (e.g., Set14, BSD100 and Urban100). For simplicity, we term the obtained network VDSR-f13+-AIL where -f13 denotes the amount of feature maps in each convolution layer of the given lightweight network. In addition, we also implement a baseline method, termed as VDSR-f13, which is obtained by training the given lightweight network with the traditional learning scheme in Eq.
(1). The performance (e.g., PSNR and SSIM) curves of VDSR-f13+AIL and VDSR-f13 within T = 10 iterations are depicted in Fig. 4 . As can be seen, on each dataset both the PSNR and SSIM of VDSR-f13+AIL are gradually increased as the iterations proceeds. More importantly, VDSR-f13+AIL outperforms the baseline method VDSR-f13 in all cases with obvious margin. Since the loss for VDSR-f13 is unchanged as the iterations increases in Algorithm 1, the performance curve for VDSR-f13 is shown as a horizontal line in Fig. 4 . To further clarify the superiority of the proposed learning scheme, we report the numerical results of these two methods on four test datasets in Table 1 , where consistent observation can be obtained. The above results demonstrate that the proposed easy-to-complex learning strategy can better enhance the super-resolution performance of the given lightweight network than the traditional learning scheme in Eq. (1). In summary, we can conclude that the proposed adaptive importance learning scheme is able to gradually enhance the performance of the given lightweight network and ultimately leads to obvious improvement.
Effect of Importance Initialization from Teacher
In the proposed adaptive importance learning scheme as Algorithm 1, we initialize the importance W by distilling knowledge from a given teacher network as Eq. (9). It is noticeable that this is not the unique way for importance initialization. As mentioned in Sect. 5.4.1, the importance can be simply initialized as zeros or random val- (8) ues. To illustrate the effectiveness of the proposed importance initialization scheme, we implement two variants of VDSR-f13+AIL by training the same lightweight network with Algorithm 1 but initializing the importance W as zeros and random values, respectively. For simplicity, we term these two variants VDSR-f13+AIL+init_0 and VDSR-f13+AIL+init_r. The performance curves and numerical results of these three methods can be found in Fig. 4 and Table 1 . As shown in Fig. 4 , importance initialization from a teacher network in VDSR-f13+AIL leads to much better initial performance of network in the first iteration than that from both the zero and the random importance initialization in other two variants. For example, on Urban100 dataset, the superiority of VDSR-f13+AIL over other two variants is up to 0.2 db. Moreover, with the proceeding of iterations, VDSR-f13+AIL obviously outperforms the other two variants in all cases and VDSR-f13+AIL+init_r often surpasses VDSR-f13+AIL+init_0. Similar results also occur on the numerical results of these three methods, shown as Table 1 . The reason for their performance difference comes from the following two aspects. On one hand, when the importance W is initialized as zeros, no examples will be chosen to train the network in the Importance initialization from teacher step of Algorithm 1, and the network with randomly initialized weights will be directly fed into the Adaptive importance learning step to update the importance based on its reconstruction error. Thus, the resulted importance will render the learning scheme deviating from starting with easy pixels and the following training procedures are prone to be trapped into a bad local minima. On the other hand, when W is randomly initialized, the learning scheme is also prone to deviate from the principle of starting with easy pixels. In contrast to the case with zeroinitialized W , randomly initialized W enables to train the network in the Importance learning from teacher step of Algorithm 1 with some selected pixels, which leads to better initial network performance as well as the final results, shown as the results of VDSR-f13+AIL+init_r and VDSR-f13+AIL+init_0 in Fig. 4 and Table 1 . In this study, the proposed importance initialization from teacher enables the network to start with easy pixels, thus producing the best performance. Therefore, we can conclude that importance initialization from teacher can benefit providing better initial performance of network as well as the ultimate super-resolution performance. Bold values indicate largest PSNR and SSIM (the best performance) among all methods (i.e., along the row direction). ↑PSNR/SSIM and ↓PSNR/SSIM denote the performance increase and decrease over VDSR-f13, respectively
Effect of the Penalty Function h
To demonstrate the effectiveness of the proposed penalty function h in Eq. (4), we compare the proposed penalty function with other three penalty functions that are commonly utilized in curriculum learning (Jiang et al. 2015; Bengio et al. 2009 ), including the Binary function (Kumar et al. 2010) , Linear function (Jiang et al. 2015) and Logarithmic function (Jiang et al. 2015) . These three comparison penalty functions can be formulated as
where w i denotes the i th entry of importance vector w, λ > 0. For the logarithmic function, ζ = 1 − λ and 0 < λ < 1. For the above three penalty functions, according to Jiang et al. (2015) , we set λ = 0.004 to make sure that in the first iteration of Algorithm 1, at least 35% pixels in the training set participate into training. In addition, a scaling scalar ρ = 1.1 is utilized to gradually increase the obtained importance as the iteration increases in Algorithm 1. In contrast, the proposed penalty function can automatically increase the importance in each iteration as Eq. (7). With the lightweight network VDSR-f13, we employ the adaptive importance learning scheme with these three penalty functions above as well as the proposed one in Eq. (4) for network training. The obtained numerical results are provided in Table 2 . We can find that the proposed penalty function leads to much better performance than other three functions. The reason is intuitive. The proposed penalty function encourages to increase the importance based on its value in last iteration, which enables to gradually increase the importance for each pixel, and thus leads to a stable training procedure. More importantly, the importance increment for pixels easy to reconstruct is larger than that for pixels difficult to reconstruct. This enables to train the network in the desired easy-to-hard manner. While in the other three functions, the importance is directly determined by both λ and the loss in each iteration. Since such a procedure is sensitive to the randomness in the training produce, the obtained importance fails to be increased stably and encourage the network training to strictly follow the expected easy-to-complex manner.
Effect of the Importance Function g
In this study, we employ the importance function g in Eq. (8) to initialize the pixel-wise importance. It is only required to assign large importance to pixels easy to reconstruct while small importance to pixels difficult to reconstruct. To illustrate this point, we compare the proposed importance function with other three different choices which also comply with the requirements above. They are linear function, inverse function and exponential function. In details, these three functions can be formulated as Their function curves can be seen in Fig. 5 . For the lightweight network VDSR-f13, we employ these three function as well as the proposed one as the importance function for initialization. The obtained numerical results are given in Table 3 . It can be seen that these different importance functions leads to comparable results. Because they only provide the initialize guess of the importance. When sufficient iterations are taken in Algorithm 1, most pixel-wise importance will be increased up to 1 no matter what the initial value is.
Comparison with other Network Compression Methods
For network compression, there are two prevalent directions. One is compact network design which aims at constructing new modules or architecture to replace the counterpart in those existing networks to reduce network parameters and computation but keep the performance. The most typical example is the mobile network (Howard et al. 2017) . It proposes to replace the standard convolutional layer with a depth-wise convolution layer and a point-product layer (i.e., convolutional layer with 1×1 filters). It has shown promising results in classification tasks. The other direction is the knowledge distillation that mainly focuses on improving the performance of a given lightweight network by guiding its training procedure with knowledge distilled from a powerful teacher network with much more parameters. The most typical example is the knowledge distillation technique in Hinton et al. (2015) . It casts the soft output of the teacher network as an extra supervision to guide the training of the student network. Thus, here we mainly compare the proposed method with the mobile network and the knowledge distillation. Specifically, for a given lightweight network VDSR-f13, we separately employ the proposed adaptive importance learning and the knowledge distillation technique to train the network. For these two methods, we adopt the same teacher network, i.e., the original VDSR. In the proposed method, the teacher network is utilized to initialize the importance, while the knowledge distillation employs the teacher network to produce extra supervision as Hinton et al. (2015) . The objective for knowledge distillation scheme in Hinton et al. (2015) can be formulated as
where β is set as 0.1 for the best performance. For the mobile network, we replace each of the 12 intermediate convolutional layers in VDSR-f13 with a depth-wise convolutional Bold values indicate largest PSNR and SSIM (the best performance) among all methods (i.e., along the row direction). ↑PSNR/SSIM and ↓PSNR/SSIM denote the performance increase and decrease over VDSR-f13, respectively layer and a dot-product layer as Howard et al. (2017) . Then, we train the obtained network with standard end-to-end learning scheme. For fair comparison, we set the feature number of each intermediate layer in the obtained mobile network as 34 to make sure that it has a comparable amount of parameters to the lightweight network, VDSR-f13, utilized in other two methods. For simplicity, we term the obtained mobile network as MobileNet-f34. We report the numerical results of these three methods on four datasets on Table 4 . Some visual results are given in Fig. 6 . It can be seen that the proposed method shows the best performance. Compared with the original VDSR-f13, the knowledge distillation merely makes no difference, while the mobile network even shows much inferior performance. In the following, we will give some possible reasons to explain these observations. In Hinton et al. (2015), knowledge distillation is utilized in the classification problem. Since the soften (i.e., almost continuous) output of the teacher network can provide more valuable information than the discrete hard-coding labels in ground truth, knowledge distillation can effectively improve the classification performance of a lightweight network. However, in this study, single image super-resolution is a regression problem where the ground truth is inherently continuous. Thus, the soften output of the teacher network fails to provide more valuable information than the ground truth as well as leading to obvious improvement. For mobile network, although we have carefully tune the learning parameters (e.g., learning rate, weight decay etc.), we did not observe much improvement on the single image super-resolution task. The reason may be that the depth-wise convolution operation is not suitable for the image super-resolution task. To further demonstrate this point, we also train another mobile network with much more network parameters (e.g., roughly 4 times more parameters). Specifically, based on the previous mobile network, we increase the amount of intermediate feature maps from 34 to 68, and term the obtained new network as MobileNet-f68. Although the new model MobileNet-f68 outperforms the previous mobile network MobileNet-f34 obviously, its performance still far from the knowledge distillation method and the proposed one, which can be seen in Table 4 . In the future, maybe more effort can be invested to exhaustively investigate the underlying reason for the failure of mobile network. Although the mobile network fails to provide satisfactory performance, it provides an alternative direction of obtaining a lightweight network. To further demonstrate the effectiveness of the proposed method on improving the performance of lightweight network, we employ the adaptive importance learning scheme to train the Mobile-f34. The numerical results are given in Table 5 . As expected, the performance is obviously improved.
Convergence
In Algorithm 1, the network training and the importance learning are conducted in an alternative way. Thus, it is necessary to analyze the convergence of Algorithm 1. In addition to the theoretical illustration in Sect. 3.3, we further depict the PSNR and SSIM curves of VSDR-f13+AIL within T = 10 iterations on three test datasets in Fig. 4 . It can be found that VSDR-f13+AIL gradually improves the performance and ultimately converges with the proceeding of iterations.
Enhancing Different Scales of Lightweight Networks
In this part, we employ the proposed learning scheme to enhance the performance of different scales of lightweight Bold values indicate largest PSNR and SSIM (the best performance) among all methods (i.e., along the row direction). ↑PSNR/SSIM and ↓PSNR/SSIM denote the performance increase and decrease over VDSR-f13, respectively Bold values indicate largest PSNR and SSIM (the best performance) among all methods (i.e., along the row direction). ↑PSNR/SSIM and ↓PSNR/SSIM denote the performance increase and decrease over MobileNet-f34, respectively For memory footprint, we compute the memory cost of each network when the input image is of size 256 × 256 in spatial domain. The running time is evaluated over Set5 dataset with scaling factor 3 on a single CPU Bold values indicate largest PSNR and SSIM (the best performance) among all methods (i.e., along the row direction). ↑PSNR/SSIM and ↓PSNR/SSIM denote the performance increase and decrease over VDSR-f22, respectively Bold values indicate largest PSNR and SSIM (the best performance) among all methods (i.e., along the row direction). ↑PSNR/SSIM and ↓PSNR/SSIM denote the performance increase and decrease over VDSR-f32, respectively phase. Provided that the testing image is of size 256×256, the parameters, theoretical computational complexity, the memory footprint as well as running time for these lightweight networks and the teacher network VDSR are given in Table 6 . Therein, inspired by most existing network compression methods (Howard et al. 2017 ), we utilize floating-point operations per second (FLOPS) to the measure the computational complexity of a specific network, while we compute the time consumed in one forward computation through a specific network as the running time. As can be seen, the lightweight network utilized in this study can well reduce the network parameters, computational complexity, memory and running time. For example, the amount of parameters and the computational complexity of VDSR-f32 and VDSR-f32+AIL are only 25% of that for VDSR, while the memory footprint and running time of VDSR-f32 and VDSR-f32+AIL are merely 50% of that for VDSR. Under the same experimental settings, the quantitative results of all networks on four test datasets are provided in Tables 7, 8 and 9. It can be found that the proposed adaptive importance learning scheme enhances the performance of lightweight networks obviously. For example, in Table 7 , when the scaling factor is 2 on the Set5 dataset, the superiority of VDSR-f16+AIL over VDSR-f16 in PSNR and SSIM is up to 0.28 db and 0.0013, respectively. Moreover, the superiority of VDSR-f32+AIL is more obvious on the more challenging dataset. For example, when the scaling factor is 2 on the Urban100 dataset, the superiority of VDSR-f16+AIL over VDSR-f16 in PSNR and SSIM is even up to 0.47db and 0.0064, respectively. In addition, we find that the proposed learning scheme performs the best on scaling factor 2 among three scaling factors. For example, as shown in Tables 8 and 9 , VDSR-f22+AIL produces comparable results on four test datasets to that of VDSR, and VDSR-f32+AIL even outperforms VDSR, especially on the Urban100 dataset on which the superiority is up to 0.19 db in PSNR. The reason is intuitive. Compared with other two scaling factors, the SISR task on scaling factor 2 is relatively easier and contains many pixels that cannot be well reconstructed by the baseline network (e.g., VDSR-f16) but may be well reconstructed when the generalization ability of the lightweight network is maximized by the proposed adaptive importance learning scheme. Thus, with the easyto-complex learning paradigm, the proposed scheme is able to improve the performance more obviously. In contrast, the SISR task on other two scaling factors contains extensive complex pixels beyond the maximum generalization ability of the network, which cannot be well reconstructed even with the easy-to-hard learning paradigm. According to these results, we can conclude that the proposed adaptive importance learning scheme is able to enhance the performance of different scales of lightweight networks in SISR. More evidence in visual results can be found in Figs. 7, 8 and 9.
Enhancing Lightweight Network with other Architectures
Performance on DRRN Due to not involving modifying the architecture of network, the proposed learning scheme can be directly applied to any lightweight DCNN based SISR methods. To demonstrate this point, we further evaluate the proposed learning scheme on another seminal network for SISR, DRRN (Tai et al. 2017) . Specifically, we implement a lightweight network with 25 feature maps (i.e., ρ = 0.8) in each convolution layer. The corresponding parameters as well computational complexity can be found in Table 6 . Then, we train this lightweight network with the traditional learning scheme in Eq.
(1) and the proposed adaptive importance learning scheme as Algorithm 1. In the proposed learning scheme, the pre-trained DRRN is utilized to initialized the importance. The obtained two networks are termed DRRN--f25 and DRRN-f25+AIL, respectively. Similar to that in Sect. 5.5, the quantitative and visual results of these two networks are provided in Table 10 and Fig. 10 . We can find that the proposed learning scheme can obviously improve the performance of the corresponding lightweight network. For example, when the scaling factor is 2 on the Urban100 dataset, DRRN-f25+AIL outperforms DRRN-f25 in PSNR and SSIm by 0.51db and 0.0059, respectively. In Fig. 10 , DRRN-f25+AIL produces more sharp and clear results than that of DRRN-f25. Performance on FSRCNN In previous experiments, we customize all lightweight networks by reducing the amount of filters in each convolution layer from a given teacher network. As mentioned in Sect. 4, there are some other choices (Dong et al. 2016b; Shi et al. 2016 ) that focus on investigating new architecture. To further demonstrate the effectiveness of the proposed learning scheme on those network with specialized lightweight architectures, we employ it to train the FSRCNN (Dong et al. 2016b ) which exhibits a hourglass-shape structure. Similar as previous experiments, given the lightweight network, we train it separately with the traditional learning scheme as Eq. (1) and the proposed adaptive importance learning in Algorithm 1. The learned networks are termed FSRCNN and FSRCNN+AIL, respectively. For training FSRCNN+AIL, we adopt the pre-trained VDSR as the teacher network for importance initialization.
The numerical results of these two networks on four test datasets are reported in Table 11 . Since we adopt a larger training dataset, the performance of the FSRCNN is slightly higher that in Dong et al. (2016b) . In Table 11 , we can find that FSRCNN+AIL surpasses FSRCNN clearly in all cases. For example, when the scaling factor is 2 on both Set5 and Urban100 datasets, FSRCNN+AIL improves the PSRN of FSRCNN at least by 0.4 db. More visual evidence can be found in Fig. 11 .
Performance on FSRCNN with Different Teachers
In addition, to demonstrate the effectiveness of different teacher networks, we further employ three different pre-trained teacher models (i.e., FSRCNN, VDSR and DRRN) to initialize the importance and then train the FSRCNN with the proposed importance learning method. For simplicity, we term these three different methods as FSRCNN+AIL(self), FSRCNN+AIL(VDSR) and FSRCNN+AIL(DRRN), respectively. Their numerical results on four test datasets are provided in Table 11 . As can be seen, FSRCNN+AIL(DRRN) and FSRCNN+AIL(VDSR) produce comparable results, while they obviously outperforms FSRCNN+AIL(self). This demonstrates that a much more powerful teacher model will lead to better performance, but two powerful teacher models will not produce obvious difference. Therefore, we can conclude that the proposed adaptive importance learning scheme is a general SISR learning scheme and can be applied to any given lightweight network architectures for performance enhancement.
Conclusion
In this study, we present an easy-to-complex learning strategy, termed adaptive importance learning scheme, to enhance the fitting ability of a given lightweight SISR network architecture. The proposed learning scheme integrates network training and pixel-wise importance learning into a joint optimization framework, which can be well addressed in an alternative way. Through dynamically updating the importance of image pixels, the network starts with learning to Bold values indicate largest PSNR and SSIM (the best performance) among all methods (i.e., along the row direction). ↑PSNR/SSIM and ↓PSNR/SSIM denote the performance increase and decrease over FSRCNN, respectively reconstruct easy pixel at the beginning, and then are exposed to more and more complex pixels for training. By doing this, the fitting ability can be gradually enhanced and ultimately maximized when the learning scheme converges. In addition, the learning scheme enables seamlessly assimilating the knowledge from a more powerful teacher network to initialize the importance of image pixels, which leads to better initial performance of the network as well as the ultimate super-resolution performance. Extensive experimental results on four benchmark datasets demonstrate that the proposed learning strategy is able to enhance the superresolution performance of a given lightweight network with different architectures or scales. It is noteworthy that the proposed adaptive importance learning is general learning paradigm for enhancing the lightweight regression networks. In the future, we will further exploit its potential benefits in other regression problems, e.g., image denoising, image deblurring and image inpainting etc.
