In this paper, we consider one-round protocols for reliable message transmission (RMT) when t out of n = 2t + 1 available channels are controlled by an adversary. We show impossibility of constructing such a protocol that achieves a transmission rate of less than Θ(n) for constant-size messages and arbitrary reliability parameter. In addition, we show how to improve two existing protocols for RMT to allow for either larger messages or reduced field sizes.
Introduction
The concept of secure message transmission was first introduced in [2] , and the term comprises a model where a sender and a receiver are connected via n channels. Up to t of these channels are controlled by a computationally unbounded active adversary who can read and alter the symbols sent across these t channels. More specifically, we consider the setting where n = 2t + 1. In keeping with cryptographic tradition, we will call the sender 'Alice', the receiver 'Bob', and the adversary 'Eve'. The challenge is to devise a strategy that allows Alice and Bob to communicate securely and reliably in a limited number of transmission rounds. We focus on one-round protocols.
In the original setting of [2] , the protocols are required to be perfectly secure, meaning that no matter what Eve might attempt, she will gain no information about the message. They are also required to be perfectly reliable such that Bob will always recover the correct message. Later, [3] relaxed these conditions to allow some small failure probabilities for both security and reliability. Taking this idea even further, [7] considers protocols where the security of the message delivery is not required, but only reliable transmission is of interest. They call this unconditionally reliable message transmission, but we will omit 'unconditionally' and write RMT instead.
To asses the efficiency of a message transmission-protocol, it is common to use the transmission rate defined as the total number of transmitted bits divided by the bit-length of the message. Hence, a low transmission rate is preferable. As shown in [7, Theorem 3] , we cannot do better than Ω (1) , and this bound is tight. In Section 3, however, we show that this transmission rate is not achievable for messages of a constant size.
Preliminaries

Model assumptions
We assume that Alice and Bob are connected via n = 2t + 1 simple channels, meaning that the channels allow both Alice and Bob to transmit data, but no additional functionality is assumed. Before the protocol begins, Eve chooses t of these to be under her control. In other words, the adversary in our model is static and active.
For simple channels, [3] showed that 2t ≥ n leads to a probability of failure of at least 1/4. Hence, the setting where n = 2t + 1 has the maximal number of corruptions that we can hope to overcome. Since a majority of the channels are honest -i.e. not controlled by the adversary -a naive solution to the RMT-problem is to broadcast the message across all n channels. This leads to a transmission rate of n, but gives perfect reliability. Thus, this is the benchmark performance.
Universal hash families
The methods we present rely on the concept of ε-almost universal hash families as introduced by [8] .
Definition 2.1:
Let H be a family of hash functions from M to A, and let ε ∈ R + . Then H is called ε-almost universal if for any m ̸ = m ′ ∈ M,
Using the concept of ε-almost universal hash families aids in the setting of message transmission, since it gives a relatively easy, yet general, way to analyse the probability that an adversary can successfully tamper with information without being detected.
In particular, we use a hash family based on polynomial evaluation similar to the one used in [1] , but generalized to evaluate in several points.
Definition 2.2:
Let F be a finite field, and K ⊆ F. For every pair of positive integers η ≤ a, define the map PEval η :
where
Proposition 2.3:
Let F be a finite field, and K ⊆ F. For any m ̸ = m ′ ∈ F a , and 1 ≤ η ≤ a, the hash function from Definition 2.2 satisfies
In other words, H η
PEval is (a/|K|) η -almost universal.
Proof: Sampling the key k uniformly from K η corresponds to sampling η keys k 1 , k 2 , . . . , k η uniformly and independently from K. Hence, the event
reduces to the intersection of events
Since the keys k i are independent random variables, it follows that the individual events in the intersection are independent as well, and each happens with probability at most a |K| , see [1, Claim 2.5] . Hence, the intersection of the events happens with probability at most (a/|K|) η , proving the proposition.
Constant-size messages
One could hope that the overall optimal transmission rate Θ(1) is achievable for constant-size messages. As we show in Proposition 3.2, however, this is not possible for arbitrary reliability parameters. The proof of the proposition relies on the following result from [3, Theorem 5.1].
Theorem 3.1:
Assume that n ≥ 2t, and denote by M the message space. Then any reliable message transmission protocol fails with probability at least
(1 − 1/|M|).
Proposition 3.2:
Consider the RMT-problem for a message of size Θ(1) bits. Then it is impossible to construct a protocol which attains a transmission rate lower than Θ(n) for arbitrary reliability parameters.
Proof: Assume for contradiction that P is such a protocol. We show the existence of an adversarial strategy such that P will fail with a probability greater than a constant. Note that if all n available channels are used, at least n bits will be transmitted during the protocol. Hence, P can use at most n − 1 channels. Let X ∈ {1, 2, . . . , n} be a random variable describing the unused channel. No assumptions are made about the probability distribution of X; it simply depends on P. Consider an adversarial strategy where the corrupt channels are chosen uniformly at random. Equivalently, we can assume that the honest channels are given by the set Y = {I 1 , I 2 , . . . , I t+1 }, where I 1 ∈ {1, 2, . . . , n} is a uniformly random variable. The remaining I j are defined in a recursive manner such that for any a ∈ {1, 2, . . . , n},
It may be shown that in fact Pr[I j = a] = 1/(2t + 1) for any j and a; see Appendix 1.
Denote by E the event that Alice leaves out one of the honest channels when following P; that is, X = I j for some j ∈ {1, 2, . . . , t + 1}. Since Alice does not know the outcomes of I 1 , I 2 , . . . , I t+1 , it follows that X is independent from these variables. Using this fact and the fact that the events X = I 1 , X = I 2 , . . . , X = I t+1 are disjoint, we obtain that
If E occurs, it follows from Theorem 3.1 that the probability of protocol failure is at least
(1 − 1/|M|), where M is the message space. Otherwise, the protocol P gives a contradiction to Theorem 3.1 since for n = 2t, we could introduce a 'dummy channel', discard it, and then mimic protocol P to obtain a lower probability of failure.
By applying the law of total probability, we obtain
In conclusion, it is not possible to obtain arbitrarily levels of reliability with a transmission rate of less than Θ(n) for constant size messages.
It is worth pointing out that this result is true for any RMT-protocol; not one-round ones.
A method based on list-decoding
As part of a protocol for robust secret sharing, [1] introduced the notion of a 'robust distributed storage'. Their method for achieving this can easily be converted to a one-round protocol for RMT. However, since the original authors only need the asymptotical performance, they base their method on the list-decoding algorithm of Sudan, and use messages of size at most ⌊n/8⌋ + 1. This may be increased to ⌊n/5⌋ + 1 with no penalty in reliability by applying the Guruswami-Sudan algorithm [4] instead. We rely on the following theorem from [5, Theorem 6.16 (iii)].
Theorem 4.1:
Let C be a Reed-Solomon code of length n and dimension a. If at most n − √ (1 + ρ)(a − 1)n errors occur, it is possible to perform list decoding using a list of size
The adversary can introduce up to t < n 2
errors, meaning that we can correct all t errors if we require that
. If we further write (a − 1) = Rn for some 0 < R < 1, we obtain
Fixing a desired 'rate' R, allows us to fix the value of ρ; that is, both are constant values. Thus, by Theorem 4.1 the list size returned by the decoding algorithm will be
For concreteness, we give explicit list-decoding parameters for R = 1/5. In order for list decoding of τ errors to be possible, [6, p. 131] gives the two conditions
where s is the multiplicity parameter passed to the algorithm. Since we wish to correct τ = t errors out of n = 2t + 1 shares, we can substitute these into the inequalities, together with a − 1 = Rn = 2t/5 + 1/5. For (2) this yields
Protocol 1: One-round RMT (using list-decoding)
This protocol allows Alice to reliably send a symbols of a finite field F to Bob by using n = 2t + 1 channels, t of which may be controlled by an adversary. The parameter a must be sufficiently small such that applying the Guruswami-Sudan algorithm on a [n, a] Reed-Solomon code allows correction of t errors with a list of size L = O(1).
1. The message m ∈ F a is encoded using a [n, a] Reed Solomon code, yielding the codeword (s 1 , s 2 , . . . , s n ).
2. For i = 1, 2, . . . , n, Alice samples a random key k i ∈ F, and computes
3. Across the i'th channel, Alice transmits {s i , k i , v i }.
Bob receives the possibly modified values {s
. . , n. He uses the Guruswami-Sudan algorithm on the word (s Here, it is seen that L = 5 and s = 2 is a possible solution. Rewriting (3) in the same way, and substituting the aforementioned values of L and s, we see that this inequality is satisfied as well. Thus, Protocol 1 is capable of sending messages of length a = ⌊ n 5 ⌋ + 1 rather than a = ⌊ n 8 ⌋ + 1 as in [1] . The output list is 5 codewords in this case.
Protocol reliability
If the family of hashes H applied in Protocol 1 is ε-almost universal, the reliability of the protocol is nLε, as shown in [Preprint of 1, Theorem 4.3]. This is stated formally below.
Proposition 4.2:
Protocol 1 fails with probability at most nLε, when the list decoding algorithm returns a list of at most L elements, and the hash family applied is ε-almost universal.
The crux of the argument is the observation that the original message m must appear on the list returned by the decoding algorithm. Hence, in order for the algorithm to fail, there must be some other message m i that agrees with the hash key/value (k j , v j ) of some uncorrupted channel j. By the ε-almost universality, this happens with probability at most ε, and the overall reliability follows from a union bound argument.
Number of bits transmitted
Each channel receives a single field element s i , a key k i and a hash value v i . Thus, the total number of F-symbols sent during Protocol 1 is
where |K| and |V| denote the number of field symbols necessary to represent the key k i and the hash v i , respectively.
Using polynomial evaluation
To be more concrete, we consider the use of the hash family H η PEval . In this case, it follows that |K| = |V| = η, which gives a total of n(1 + 2η) field elements transmitted. In order to determine the transmission rate we assume that η is of constant size, and consider messages of size a = Θ(n). In this case, the transmission rate is Θ(n) Θ(n) = Θ(1). Thus, Protocol 1 reaches the optimal transmission rate for messages of size Θ(n).
By Propositions 2.3 and 4.2, the probability of protocol failure is bounded by nLε = nL(a/|F|) η . To obtain some desired reliability δ, we can rewrite this expression to obtain a lower bound on the field size. Doing so yields
In particular, we see that for η = 1 and a = Θ(n) the required field size has a quadratic dependence on n. Increasing η allows for smaller field sizes, but increases the number of field symbols transmitted.
A method based on erasure decoding
In the following, we will describe the one-round RMT-protocol given in [7] in the language of Reed-Solomon codes and hash families. In this representation, the original authors are essentially relying only on the erasure correcting capabilities of the codes. We show that a careful choice of parameters allows correction of errors as well, causing the required field size to be quadratic rather than cubic in n. The message we consider is an a × b-matrix M over a finite field F. Each row of this message is encoded by means of an [n, b] Reed-Solomon code, yielding an a × n-matrix S where each row is a codeword. Across the i'th channel, Alice sends the i'th column s i of S. Since Bob needs to determine if Eve modified some of these columns during transmission, Alice also computes n verification tags {v i1 , v i2 , . . . , v in } for each s i by applying uniformly sampled hash functions from some family H. Denote the keys of these functions by {k i1 , k i2 , . . . , k in }. Across the i'th channel, Alice then sends
. That is, each channel will transmit the codeword entries s i , and a key/tag-pair (k ji , v ji ) for every channel j.
When Bob receives the possibly modified values {s
, he will check the integrity of s With large probability, these checks performed by Bob reveal a considerable part of the corrupt channels delivering erroneous information. This causes a number of columns in S ′ to be marked as erasures. However, some small number e of corrupted channels may have passed the checks, meaning that the remaining entries in S ′ may still contain errors. In fact, each row of S ′ may contain up to t − e erasures and e errors. If the parameter b agreed upon by Alice and Bob is sufficiently small, Bob may nevertheless correct these erasures and errors in S ′ . Since the rows of S ′ are codewords of an [n, b] Reed-Solomon code which has minimal distance n − b + 1, Bob can recover the correct message if
Thus, after verifying the received values, Bob can determine if the message can be recovered by simply counting the number of non-erased columns and computing syndromes. The complete description of our protocol is given in Protocol 2 on page 18. The correctness of the protocol follows from essentially the same arguments as used by [7] , albeit with the following modification.
Lemma 5.1:
If at least t − e columns of S ′ are marked as erasures in step 4. of Protocol 2, Bob will recover the correct message.
Proof: Let u ≥ t − e be the number of erased columns, meaning that each row of S ′ contains at most t − u errors. The minimal distance of the code is d = n − b + 1, which means that u erasures and t − u errors can be corrected if 2(t − u) + u < d. This is true because
where the last inequality follows from the requirement e ≤ t + 1 − b given in the protocol specification.
Protocol reliability
Under the assumption that the hash family H applied in the protocol is ε-almost universal, we can bound the probability that Bob cannot recover the correct message.
Proposition 5.2:
If H is an ε-almost universal family of hash functions, then
Proof: By Lemma 5.1, at least e + 1 of the channels modified by Eve must pass the integrity check performed by Bob. To achieve this, it is necessary that the hash value of the modified s ′ i matches at least one verification tag v ij sent across an honest channel.
The ε-almost universality of H implies that
Hence, ε is an upper bound on the probability that a single corrupt channel agrees with a single honest channel. Since there are t + 1 honest channels, the probability for a modified channel to be consistent with at least one honest can be bounded above by (t + 1)ε.
Let X be the random variable counting the number of modified but uncaught channels. Since the hash keys k ij , k i ′ j ′ are independent whenever (i, j) ̸ = (i ′ , j ′ ), the integrity checks of the modified channels can be considered as t independent Bernoulli trials, each with a success probability of at most (t + 1)ε. Thus, X follows a binomial distribution, and has expected value E[X] ≤ t(t + 1)ε. The Markov inequality now gives
and the result follows.
Number of bits transmitted
When Protocol 2 is used to transmit a message, the total number of Fsymbols transmitted is
where |K| and |V| denote the number of field symbols necessary to represent k ij and v ij , respectively.
Using polynomial evaluation
For concreteness, we analyse the reliability of Protocol 2 when H η PEval is applied with K = F. Here, both the keys and the verification tags consist of η field elements. Hence, the total number of transmitted bits is 2ηn 2 + an. Depending on the message size, this can give various transmission rates, but under the assumption that η is some constant value, the optimal transmission rate of Θ(1) is obtained when both a and b are Θ(n). That is, when the message is of size Θ(n 2 ). Since the hash family is a η |F| η -almost universal, it follows from Proposition 5.2 that we must require
in order to obtain reliability δ. In particular, we note that for η = 1, the original protocol by [7] requires |F| ≥ n 3 /δ. In the proposed protocol, we can set both b and e to be Θ(n) and obtain the requirement |F| ≥ Θ(n 2 )/δ. In other words, by reducing the second dimension of the message, the required field size is reduced by a factor of n asymptotically. Furthermore, introducing the parameter η highlights the trade-off between the number of F-symbols transmitted and the required field size.
Comparison
In Sections 4 and 5 we saw that Protocols 1 and 2 attain the optimal transmission rate for messages of size Θ(n) and Θ(n 2 ), respectively. Furthermore, both protocols have a quadratic relation between |F| and n when choosing the parameters appropriately. Loosely speaking, this indicates that Protocol 1 is suited for smaller messages, and Protocol 2 for larger messages.
In a setting where a steady stream of characters is to be transmitted rather than a single message, the distinction between 'small' and 'large' messages looses its importance. Instead, the aim is to achieve as low a transmission rate as possible and then pack the stream characters in appropriately sized messages. In the case η = 1, we show that the right choice of parameters causes Protocol 2 to outperform Protocol 1 in both transmission rate and field size.
For Protocol 1, we set the dimension of the code to a = ⌊ n 5 ⌋ + 1 as in Section 4. The transmission rate is given by
which is bounded below by
Noticing that this bound increases for greater values of n, we let t min be the minimal number of corrupt channels considered. This means that
gives a tighter lower bound on the transmission rate of Protocol 1. The requirement of the field size is given in (4), and if η = 1, this leads to the necessary condition that
In the case of Protocol 2 the transmission rate is given by
Recall that the requirement on field size is quadratic only if e = Θ(n).
In order to get this quadratic dependence, we assume that b = αt and e = (1 − α)t for some α ∈ (0, 1). The transmission rate (7) can then be bounded above by
In terms of field size, we see that for η = 1,
which implies that |F| ≥ an 2(1−α)δ is a sufficient condition for the field used in Protocol 2. If we set a = n as in [7] , we see that for α < 1/2 this sufficient condition is less restrictive than the necessary condition of Protocol 1 in (6) . In other words, Protocol 2 allows smaller field sizes than Protocol 1 if α < 1/2.
By comparing the lower bound in (5) with the upper bound in (7), we may determine t min as a function of α such that Protocol 2 always outperforms Protocol 1 in these cases. We obtain that
A plot of the bound is given in Figure 1 . We stress that these considerations relate to the setting where the specific message size is not important. Bounds can also be made for η ≥ 2, but these do not lead to as meaningful comparisons as above. 
Concrete examples
In order to further highlight the performance differences between the protocols, we will give explicit choices of parameters and compute the transmission rates for each of the two protocols, when the number of channels and the message size are given. In every case, we will require a reliability of 2 −80 . The examples are given in Tables 1 to 4 on page 17. These are by no means exhaustive. For instance, we have only considered field of sizes 2
It is seen that Protocol 1 often requires a large field size in order to send the entire message in a single run of the protocol. This stems from the restrictive condition on the dimension of the Reed-Solomon codes used. A better option may therefore be to split the message into smaller chunks and run the protocol several times. Of course, some care has to be taken in doing so, since the reliability will be reduced.
When sending 256 bits for t = 100, Protocol 1 clearly outperforms 2, while still using a managable field size. Protocol 2 fares better, however, when the message size increases relative to the number of available channels. It is worth noting that the message dimensions given in Table 3 allow much greater message sizes than required. The reason for stating these dimensions rather than something smaller is that a smaller dimension would not lead to better transmission rates. More precisely, it is possible to decrease b, the second dimension, and increase e accordingly, but the requirement for η remains the same, giving exactly the same transmission rate. Let I 1 , I 2 , . . . , I t+1 be defined as in (1) . Then for any j ∈ {1, 2, . . . , t + 1} and any a ∈ {1, 2, . . . , n}, we have
Proof: We first prove that Pr[I 1 ̸ = a, . . . , I j ̸ = a] = (2t + 1 − j)/(2t + 1) for j ∈ {1, 2, . . . , t + 1}, and achieve this by induction. The base case
is obvious. For the induction step, assume that the claim is true for some k ∈ {1, 2, . . . n − 1}. We then have (62500, 2) η = 2, e = 0 12002304 50.0 % 2 2
32
(125000, 2) η = 6, e = 0 12003456 50.0 % (5000, 100) η = 25, e = 1 48400800 3.0 % Table 4 : Examples of performance of Protocols 1 and 2 when sending a 1 megabyte message (8000000 bits) in the case t = 100. All protocols achieve a reliability of 2 −80 . Broadcast costs 1608000000 bits.
