-calculus by introducing another partial applicative structure which has an asynchronous application operator $\mathrm{m}\mathrm{d}$ allows aparallel limit operation.
They first noticed that Gold's limiting recursive functions which was originally introduced to formulate the learning processes of machines, serve as approximation algorithms. Here, Gold's limiting recursive function is of the form $f(x)$ such that $f(x)=y \Leftrightarrow\exists t_{0}\forall t>t_{0}.g(t,x)=y\Leftrightarrow\lim_{t}g(t, x)=y$ , where $g(t, x)$ is called a guessing function, and $t$ is a limit variable. Then, they proved that some limiting recursive functions approximate arealizer of a semi-classical principle $\neg\neg\exists y\forall x.g(x, y)=0arrow\exists y\forall x.g(x, y)=0$. Also, they showed impressive usages of the semi-classical principle for mathematics and for software synthesis.
In this way, Nakata-Hayashi opened up the possibility that limiting operations provide readability interpretation of semi-classical logical systems.
They formulated the set of the limiting recursive functions as a Basic Recursive hnction Theory(brft, for short. Wagner[19] and Strong [16] ). Then Nakata-Hayashi carried out their readability interpretation using the BRFT. If we can formulate the set of limiting algorithms as a $\mathrm{P}\mathrm{C}\mathrm{A}\mathcal{L}$ , then by carrying out Nakata-Hayashi readability interpretation using $\mathcal{L}$ , we may be able to construct 'readability' models of 1. semi-classical typed term calculi(e.g., typed Parigot's $\lambda\mu$ -calculus, and typed term calculi with control operators), 2. semi-classical constructive set theories, and 3. constructive $\mathrm{s}\mathrm{e}\mathrm{t}/\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}$ theories with limit operations.
Motivated by the above, we will introduce a construction from a given PCA A another PCA a-lim(4). Our idea is \bullet limit variable t is the clock of the processing element(MPU). In a-lim( 4), every allowed limit is exactly of the form $\lim_{t}$ $a_{t}$ such that the infinite sequence \langle at $\in A)_{t}$ 1. is indexed by N;and 2. is generated inside the PCA A.
We will call this $\lim_{t}a_{t}$ an autonomous limit. Owing to the above (1,2), we will be able to prove that every representable partial function of $\mathrm{a}-\lim(A)$ is exactly alimiting recursive function guessed by some representable partial functions of $A$ (see Section 3).
Based on this result, we have only to take $\mathcal{L}$ as a-lim(N), in order to find readability models of both semi-classical constructive $\mathrm{s}\mathrm{e}\mathrm{t}/\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}$ theories and constructive $\mathrm{s}\mathrm{e}\mathrm{t}/\mathrm{t}\mathrm{y}\mathrm{p}\mathrm{e}$ theories which have limit structures.
In order to construct from the $A$ a $\mathrm{P}\mathrm{C}\mathrm{A}$ with stronger computation power, we will first consider the following two forms of limits $\lim_{\lambda}ax$ .
(R) $\langle a_{\lambda}\in A\rangle_{\lambda}$ is indexed by the whole J.
(N) $\langle a_{\lambda}\in A\rangle_{\lambda}$ is any countable sequence of J-elements.
We will prove that (R) does not always strengthen the computation power of $A$ . However, (N) has an extreme effect on the strength of the $A$ . We will introduce another construction from any $\mathrm{P}\mathrm{C}\mathrm{A}$ $A$ to another $\mathrm{P}\mathrm{C}\mathrm{A}$ n-lim(A) where only allowed limit is of the form (N). Then, the set of representable functions in n-lim(.A) is the set of all partial numeric functions. Moreover, it can compute adiscontinuous function from $\mathbb{R}$ to N. The construction n-lim(-) may be interesting itself since it applies for all signature of partial algebras. See Section 4.
By using our results on limits over PCAs, we aim to interpret the following infinite A-calculi. Infinite A-calculi have been studied in proof-and recursiontheoretic contexts and are now being studied in the analysis of infinite streams(for $\mathrm{i}\mathrm{n}\mathrm{p}\mathrm{u}\mathrm{t}/\mathrm{o}\mathrm{u}\mathrm{t}\mathrm{p}\mathrm{u}\mathrm{t})$ and non-terminating recursive calls of functional programming languages.
1. Tait's typed calculus of infinitely long terms [17] The relationship between Tait's infinite typed A-calculus and Feferman's typed A-calculus is comparable to the relationship between n-lim(-) and a-lim (-) The infinite A-calculi (1,2,3) have an infinite term consisting of infinite terms, while our constructions a-lim(J) and n-lim(.4) introduce an element infinitely depending on elements which are "finit\"e (i.e., in $A$ ). In order to interpret the infinite A-calculi, we will repeat our constructions a-lim(-) $\mathrm{a}\mathrm{n}\mathrm{d}/\mathrm{o}\mathrm{r}$ n-lim(-).
The resulting $\mathrm{P}\mathrm{C}\mathrm{A}$ allows repeated limit $\lim_{t_{1}}\cdots$ $\lim_{t_{k}}f(t_{1}, \ldots, t_{k})$ . See Section
5.
However, Parigot's type-free $\lambda\mu$ -calculus is difficult to interpret with a-lim $\mathrm{a}\mathrm{n}\mathrm{d}/\mathrm{o}\mathrm{r}$ n-lim. We will introduce another construction n-LIM(-) which extends agiven $\mathrm{P}\mathrm{C}\mathrm{A}$ $A$ to apartial applicative structure $\mathrm{n}$ -LIM( 4)such that \bullet every allowed limit in $\mathrm{n}$ -LIM( 4)is aparallel limit $\lim_{t_{1},\ldots,t_{k}}f(t_{1},$ \ldots , $t_{k})$ .
\bullet the application operator is asynchronous.
This construction n-LIM(-) was found by trial-and-error. With the help of concurrency theory, abranch of computer science, we will try to clarify the parallelism hidden in the parallel limits of n-LIM(-). Then, we will interpret the type-ffee Ajx-calculus in Section 6 Throughout this PaPer, the symbol In Section 3, we extend an arbitrary $\mathrm{P}\mathrm{C}\mathrm{A}$ with alimit structure. Specifically, we construct ffom every $\mathrm{P}\mathrm{C}\mathrm{A}$ $A$ another $\mathrm{P}\mathrm{C}\mathrm{A}$ a-lim(J) such that the representable partial functions of a-lim(A) is exactly guessed by representable partial functions of $A$ .
In Section 4, we examine two possible limit structures for PCAs. By using Barendregt's range property, we derive that the first structure turns out to be useless. The second limit structure increases the computational power of pcas.
Specifically, we construct ffom every $\mathrm{P}\mathrm{C}\mathrm{A}$ $A$ another PCA a-lim(.4) where every partial numeric function is representable. The construction n-lim(-) applies every partial algebra.
In Section 5, we iterate transfinite times two constructions a-lim(-) and n-lim(- In calibrating the computational power of $\lim(F)$ , we recall the limiting recursive functions introduced by Gold [7] . We assume the knowledge about the arithmetical hierarchy of sets and complete sets with respect to many-0ne reducibility. The standard reference is Soare's book [14] . Proof. (1) $\lim_{t}g(t, x)=y$ iff $\exists t_{0}\forall t>t_{0}.g(t, x)=y$ iff $3\mathrm{t}0\mathrm{V}\mathrm{t}>t_{0}.g(t,x)=y$ , because $\lim_{t}g(t, x)$ is always defined. (2) Let $\{n\}(-)$ be the unary partial recursive function which index is $n$ , and $\mathcal{W}_{n}$ be the domain of $\{n\}(-)$ . It is will known that Cof $=$ { $n|\mathcal{W}_{n}$ is cofinite} $=\{n|\exists s\forall t>s.t\in \mathcal{W}_{n}\}$ is $\Sigma_{3}^{0}$ complete. Let the guessing function be $\xi(t, n)=1$ if $t\in \mathcal{W}_{n}$ , undefined otherwise. Then $x \in \mathrm{C}\mathrm{o}\mathrm{f}=\mathrm{d}\mathrm{o}\mathrm{m}(\lim_{t}\xi(t, n))$ iff $(x, 1) \in \mathrm{g}\mathrm{r}\mathrm{a}\mathrm{p}\mathrm{h}(\lim_{t}\xi(t, n))$ . Q.E.D.
The operation $\lim(-)$ has agood property, as Nakata-Hayashi showed. We will review one of their result.
We recall $\omega$ -basic recursive function theory with a successor function of Strong [16] and Wagner [19] . Aclass of partial numeric functions is called a $\omega$ -basic recursive function theory $wi\theta\iota$ a successor $fi\iota nction(\omega$ -BRFT with sue, for short), if it has for each $n$ the enumeration functions $\varphi_{n}(e, x_{1}, \ldots, x_{n})$ , the $S_{n}^{m}$ -functions, the successor, the constant functions, the projections, and the discriminator, and is closed under the composition. at $x$ should be undefined for every Given a $\mathrm{P}\mathrm{C}\mathrm{A}$ , we can simulate a
The Church numeral of anatural number $n$ , denoted by $\overline{n}$ , is apolynomial $\lambda y\lambda x.y$ . $(\cdots \cdot(y\cdot x)\cdots)$ with the $y$ successively applied $n$ -times to $x$ .
We say apartial numerical function $\psi(t, n_{1}, \ldots, nk)$ is represented by an element $a\in A$ , whenever is defined for values of $n$ which are large enough. Then, because $a\cdot$ $\overline{n}=a'\cdot$ $\overline{n}$ and
Proof. Let $t\in \mathrm{N}$ be sufficiently large.
An axiom for $s$ implies Indeed, for any definable function $f$ : $\mathcal{M}$ $\cross \mathcal{M}$ $arrow \mathcal{M}$ , so is the function $Fx(a)=f(x, a)$ . When $\lim_{a}f(x, a)$ in the above sense has avalue, $F_{x}$ has the finite range $\{F_{x}(a)|a\in \mathcal{M}\}$ . However, it must be asingleton because of the range property. Therefore, the $\lim$ of (3) will be useless. 4 .2 Limit along all the countable sequences. 
Then n-lim(M) is apartial algebra of the same signature.
As we defined homomorphisms for PCAs, we will define ahomomorphism for partial algebras as afunction which preserves the operators as relations. 2.
Proof. Assume tag is surjective. Then, let $a$ : to N. The Gauss function is not Kleene-Kreisel continuous, because the output needs infinite precision on the input real number to determine whether the input is an integer or not. As Gauss function is rewritten as the limit according to Yasugi-Brattka Washihara [20] , it is in the extensional collapse of n-lim(4).
So, n-lim(J) is isomorphic to neither $D_{\infty}$ nor $\mathrm{P}\mathrm{C}\mathrm{O}$ .
5Repeating Limits
In functional programming, we use infinite lists as streams(for $\mathrm{i}\mathrm{n}\mathrm{p}\mathrm{u}\mathrm{t}/\mathrm{o}\mathrm{u}\mathrm{t}\mathrm{p}\mathrm{u}\mathrm{t}$ ) and non-terminating recursive calls. These objects are usually the unwinding('limit") of finite objects. To analyze such infinite objects, of interest are infinite A-calculi which were introduced by Kennaway-Klop-Sleep-de Vries [9] and Berarducci-Dezani [3] . Both calculi admit aterm like $\lambda x.y^{\omega}x$ , $\lambda x.y^{\omega}(x^{\iota v})$ , and have terms with the limit operation $(-)^{\omega}$ being nested.
Interpretations of these infinite A-calculi may be constructed by our constructions a $\lim(-)$ and n-lim(-) of PCAs. In such cases, it is necessary to repeat the limit constructions u-times. In other words, $\forall x\in \mathrm{a}-\lim^{\beta+1}(A)(\iota_{\beta+1}^{\beta+2}(x)=\lim(\iota_{\beta}^{\beta+1})(x)\Leftrightarrow\exists y\in \mathrm{a}-\lim^{\beta}(A)(x=\iota_{\beta}^{\beta+1}(y)))$ .
Proof. 
We have the left-hand side of (5) $\simeq[s\cdot(k\cdot a)\cdot(k\cdot\overline{n})]_{\sim}$
, and the right-hand side $\simeq[s\cdot(s\cdot(k\cdot k)\cdot a)\cdot(k\cdot\overline{n})]_{\sim}$ . Therefore (5) is equivalent to that This means that asequence $\langle$ $a\cdot$ $\overline{n})_{n}$ converges to some $y$ . So, (6) Remark 5.5 All the mor phisms which appear so far are happensto be discrete, projective, decidable applicative morphisms of Longley [10] . According to jlO, Chapter 3] , they all induce functors between realizability toposes and they all preserve discrete objects; projectives; and finite colimits, NNO. Since Nakata-Hayashi interpret aweak classical logic by alimiting realizability interpretation, it is natural to ask whether we can interpret a $\lambda\mu$ calculi by aA-model which has alimit structure. We will concentrate on the type-free version of $\mathrm{A}/\mathrm{i}$ -calculus. Type-free $\lambda\mu$ -calculus is specified by defining $\lambda\mu$ -terms, and the reduction rules (the $\beta$ -reduction rule and the $\mu$-reduction rule). Theorem 6.14) . This idea of Parigot is being studied by Fujita [5] ; with typ translation above precisely corresponds to G\"odel translation and $\alpha_{0},\alpha_{1}$ , $\ldots$ is finite. where id is the identity function on N and suc is the successor function. As for $\cross$ , it is an associative operator and for all $f_{\dot{l}}$ : $A_{:}arrow B_{:}$ we have $f1\cross f_{2}$ :
if each $f_{\dot{l}}(a_{i})$ is defined, and it is undefined otherwise. The rule is necessary to have $\lim_{t}f(t)\simeq\lim_{t}f(t+1)$ .
2. The 'exchange' and 'weakening' rule. For all $f_{\dot{l}}$ : $Aarrow B_{i}$ we have $(f1, \ldots, f_{n})$ : $Aarrow B_{1}\cross\cdots\cross B_{n}$ such that $(f1, \ldots, f_{n})(a)$ is $(f1(a), \ldots, f_{n}(a))$ if each $f_{\dot{l}}(a)$ is defined, and it is undefined otherwise. The rule will make the following application operator well-defined. Here, C is the Turing's fixpoint operator applied to Xxyz. $x(\lambda k.y(\lambda f.k(fz)))$ . Because we are concerned with relating Ap to some process calculus, we used stream $(=\mathrm{l}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{t})$ instead of fixpoint operator.
Classical Logic as Limit. We aim to bridge the gaP between constructive and classical logic through (Nakata-Hayashi) readability interpretations. In order to do so, we are concerned only with properties of limit operations which are relevant to PCAs.
Different use limit in interpreting classical logic are introduced by Berardi.
In [2] , Berardi defined aconstructive model for $\Delta_{2}^{0}$ maps. His model refines constructive interpretations for classical reasoning over one-quantifier formulas. In his model, he used acompletion idea, quite similar to the topological completion producing $\mathbb{R}$ out of Q. He $\mathrm{W}\mathfrak{B}$ concerned with the process to compute the limit value. Based on that processes, he directly interpreted his semi-formal system of $\Delta_{2}^{0}$ maps. The main difference is the following 1. He uses intuition reasoning, and, consequently, he uses cofinally true conditions in place of definite true condition (classically, they are the same for converging limits). Suppose that 2. When we write $\lim_{tarrow\infty}\xi(t, x)$ , we think of $t$ as the clock of some guessing function $\xi(t, x)$ , which eventually (from some to) stabilizes to some limit value. He has our idea as particular case, but he rather prefers to think of $t$ as the finite set $t=\{y_{1}, \ldots, y_{n}\}$ of $y' \mathrm{s}$ he used to check the correctness of aguessing function $\xi(y, x)$ . He supposes to be given atotal ordering in the range of values of $\xi(t, x)$ , as it is the case when 4guesses the minimum witness of some excluded middle $\exists y.p(t, x)\vee\forall y.\neg p(t, x)$ . This realizers may be $\langle 2, 0\rangle$ if $p(y, x)$ is false for all $y$ , or $\langle 1, y\rangle$ if $p(y, x)$ . He orders realizers lexicographically, and he let $\xi(t,x)$ be minimum realizer in $\{\xi(y, x)|y\in t\}$ . As $t$ increases (as aset), $\xi(t, x)$ eventually stabilizes, but differently from ours. He wants to represent computations in which he never needs to check his guess against all natural numbers. 8Conjectures 1. We conjecture that there is aconstructive set theory such that if we construct non-constructive limits n-lim(-) inside it, then outside the theory the resulting limits are actually are autonomous limits a-lim(-).
2. The readability topos over a $\mathrm{P}\mathrm{C}\mathrm{A}$ $A$ will be denoted by $\mathrm{R}\mathrm{T}(A)$ . We 
