Abstract. We consider the problem of identifying an unknown coefficient in a onedimensional diffusion equation from overspecified data measured in the interior of the domain. We obtain an identifiability result which is used to derive a uniqueness result for the inverse problem.
where U is the space of smooth solutions of (1.1) for given a in the class of admissible coefficients ssf and Uo is the space of overspecified data h. The set of admissible coefficients sZ is given in the fourth section.
In this paper we study the mapping C ° A which carries the unknown coefficient into the overspecified data h. We prove for some class of given data /o and f\ that the mapping C o A is injective (identifiability). This result can then be used to conclude that a solution of the inverse problem, assuming it exists, must be unique. In the inverse problem we want to recover the coefficient a in problem (1.1) from the additional condition u(xq, •) = h. 
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Since the technique used to derive the injectivity of the mapping C o A relies on the maximum principle for linear parabolic equations, we need to introduce some results.
Statement of the maximum principle. ( [6] , Chapter 3). Let C21 denote the usual space of functions u continuous in Qt having continuous derivatives dxu, dxxu, dtu in QT. Let a be defined and bounded in Qr, a0 < a(x, t) in QT, where a0 is some positive constant, and P = a(x,t)dxx-dt-.
(1.2) Theorem 1.1. Let P be defined by (1.2) and let z = z(x, t) e C2a(Qt) satisfy
If z is not constant in QT then the maximum of z is attained in r = 3gr\{(*.0, 0<x< 1 ,t = T}. Corollary 1.1. Let z = z(x, t) e C2j(Qt) satisfy jP[z] + fiz > 0 in QT, where P is defined by (1.2) and /? is a bounded function in QT. Then z < 0 in T implies z < 0 in Qt.
2. Solution of the nonlinear equation. In this section we study the existence and uniqueness of the nonlinear diffusion equation (1.1). We prove under certain conditions on a, fo, and f that this solution is at least in C2a(Qt).
We suppose first that
where S, n are some constants, 0 < S < n, M = max^ u^(x, t), and = uM(x, t) denotes the solution of (1.1) in the case that the coefficient a is identically equal to /u and /0,/i e DX1 = {h e C3[0, T], h(0) = 0, h' e D2} with D2 = {h e C2[0, T], h(0) = h'(0), h'(t)>0,0<t<T}. In addition, 0 < u(x, t) < M in Qt. Here, us (resp., uM) denotes the solution of (1.1) in the case that a = 5 (resp., a = n). Proof. Let vk = d,uk, k = S, /u. Then vk satisfies:
vk is in C2a(Qt) [4] , By application of Theorem 1.1 to vk, k = S.fi, we deduce that dxxuk = jdtuk -jvk > 0 in QT. It is clear from Theorem 1.1 applied to us that us > 0 in Qt. Now, if we let wk = u -uk in Qt, then wk satisfies:
and wk -0 in T, k -5, n.
Finally, we obtain (2.2) by application of Theorem 1.1 to wk, k = S,fi.
Lemma 2.1 [5] . If a e C2(/) satisfies (2.1) and /o,/i 6 Z>3,2 then the problem (1.1) has a unique solution u = m(x, /) at least in C2-\QT).
3. Properties of u and dxxu. In analysing the identifiability problem, it will be necessary to have certain information regarding the solution u of the problem (1.1) and its derivative dxxu. For the purpose of extracting this information, we consider the following problem:
where P is the linear operator defined by (1.2).
For a e C1(Qt), go, gi € Di, the problem (3.1) has a unique solution in C2a(Qt) [4] . Proof. For 6 > 0, let M(x, t) = exp(~^'^ ), 0<x< 1, 0 < t < T and note
is the solution of the problem: ' ddxxw = F(x, t) + dtw, in QT, w(x, 0) = 0, 0 < x < 1,
Integrating by parts the expression of dxxw we have:
Hence, dxxw(x, t) > 0 in Qt. Now, we choose the constant 6 as follows:
6 < a0, 6T < and G{0T) < v2 1 where G(X) -^ exp(-5L). Under the stated condition on 6 we have: w{0, t) < go(t) and w(l, t) < gi(t), 0 < t < T.
The application of Theorem 1.1 to the difference (w -z) leads to the result w > z in Qt. Finally, we have:
Thus, the proof is achieved for = Min(Ao, A^i).
Proposition 3.2. Let a e C2(/) satisfy (2.1), /o,/i € £>3,2 and let u = u(x,t) be the solution of (1.1). Then, for each Si > 0, there exists a t\, 0 < t\ < T, such that u(x, t) < S\, 0 < x < 1, 0 < t < t\. In addition, there exists a t0, 0 < to < t\, and s0 = So(fo), 0 < so < s\, such that 50 < u(x, t) < 5i, 0 < x < 1, t0 < t < t\. Proof. First, we apply Theorem 1.1 togetu(x,0 < max(/0(0,/i(0) in Qt-The hypothesis on /o, f\ implies the existence of t\, 0 <t\<T, satisfying max(/o(fi),/i(?i)) < Ji. Now, if we choose to, 0 < to < h, such that K(t0) < Si, where K(to) is the constant from Proposition 3.1 for the case of a = S, then us{x, t) > K{to), 0 < x < 1, to<t<T, and the proof is completed by applying Proposition 3.1 with so = ^"(*o)-Proposition 3.3. If a 6 C2(/) satisfies (2.1) with a' > 0, f0,fi e Di 2, and u = u(x, t) is the solution of (1.1), then 1) dxxu(x, t) > 0 in Qt, and 2) for each to, 0 < to < T, there is a constant C > 0 such that dxxu(x, t) > C, 0 < x < \, t0 < t < T. 4. Identifiability. To analyse the mapping C o A which carries the unknown coefficient into the overspecified data, we need the definition of the class of admissible coefficients.
Let A = {a e C2, satisfying (2.1) and a' > 0}. Then srf is said to be a class of admissible coefficients iff st c A and for each a, b in sf either <3(0) ^ b{0) or a(0) = b{0) and a'{0) # b'{0).
We can also choose sf = {a € A and a analytic in /}. 1) F(x, t) > 0 in Qt, and
2) for each to, xo, xi, 0 < to < T and 0 < Xo < X\ < 1, there is a constant Co such that F(x, t) > Co, Xo < x < X\, to < t < t\. Then i) z{x, t) > 0 in Qt, and ii) for each x*, t\, 0 < x* < 1 and 0 < t\ < T, there is a constant C\ such that z(x*,t) >Ci,ti<t< T.
Proof. For i) we apply Theorem 1.1. For ii), let x* satisfy 0 < x* < 1 and t\ satisfy 0 < ti < T. We choose to, x0, and x\ as follows: 0 < xo < x* < x\ < 1 and 0 < to < t\.
For U = {(x, t), Xo < x < X\, to < t < T} and<j>(x, t) -z(x, t)-cr(t-to)(xl-x)(x-xo) in U, we have: 4>{x, to) = z(x, to) > 0, 0 < x < Xi, <t>(x0, t) = z(x0, t) > 0, to < t < T, <j>{x\, t) = z(x\ ,t)> 0, t0 < t < T, Then, it follows from Proposition 3.2 that there exists a t\, 0 < t\ < T, such that: w(x*, t) = u(x*, t) -v (x*, t) > 0, t*<t<t\, for some/*, 0<t*<t\.
1st case. <z(0) > ft(0): In this case F satisfies: 1) F(x, t) > 0 in Q,t, and 2) for each t, 0 < t < t\, there exists a C > 0 such that F(x, t) > C, 0 < x < 1, t <t <ti. Hence, by Proposition 4.1 for each t*, 0 < t* < th there exists a constant C\ such that z{x*,t) > C\, t* < t < t\. Then w(x* , t) = u{x* , t) -v(x*, t) > C1, t* < t <t\.
2nd case. a(0) = b{0) and a'(0) > b'{0):
The second part of Proposition 3.2 implies that so < v(x,t) < si, to < t < t\, 0 < x < 1, for some to, 0 < to < t\ and sq < S\. But,
and F satisfies in this case:
1) F(x, t) > 0 in Qt], and 2) for each t, t0 < t < t\, there exists a C > 0 such that F(x, t) > C, 0 < x < 1, t <t <t\. Now, let z be the solution of the problem:
to<t<t\, _ z(x, t) = 0, to < t < t\.
It is easy to see that Theorem 1.1 and Proposition 4.1 are still valid if zero is changed to to-Then we have z > z in Q,0ftl and for each t*, to < t* < t\, there is a constant
Ci > 0 such that z(x*,t) > C\, 0 < x < 1, t* < t < t\. Hence, it follows that w(x*,t) = u(x*,t) -v(x*, t) > C\, t* < t < t\, and the proof is complete.
5. Inverse problem. Now, we turn our attention to the hypothesis to be placed on the overspecified data h. For a e sf, fo, f\ £ £>3,2, w = u(x, t), the solution of (1. The importance of uniqueness for the inverse problem appears when we consider the numerical determination of the unknown coefficient a from the overspecified data h.
Conclusion. In this paper we studied the problem of identifying the unknown coefficient a in a nonlinear diffusion problem from overspecified data measured in the interior of the domain. The identifiability result is obtained for some class of admissible coefficients and appropriate given boundary data. The associated inverse problem is also studied. In a future paper we prove that the identifiability result is more powerful if we change the Dirichlet boundary conditions to Neumann boundary conditions. Finally, we see that the results obtained in this paper are still valid if either fo -0 and /1 ^ 0 or /o / 0 and f = 0.
