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Denial of Service (DoS) adalah salah satu jenis serangan dimana penyerang menghabiskan sumber daya ja-
ringan komputer. Dampak dari serangan DoS menyebabkan komputer tidak dapat berfungsi dengan nor-
mal. Intrusion Detection System (IDS) berperan sebagai pendeteksi berbagai jenis serangan pada jaringan
komputer termasuk DoS. IDS mengidentifikasi serangan berdasarkan klasifikasi data jaringan. Klasifika-
si data yang banyak menyebabkan waktu build model yang lama dan hasil akurasi rendah. Waktu build
model merupakan parameter yang digunakan untuk menghitung waktu yang dibutuhkan untuk membu-
at sebuah model klasifikasi data latih sedangkan akurasi merupakan parameter yang menilai ketepatan
hasil percobaan yang dilakukan terhadap data aktual yang digunakan. Untuk mengatasi permasalahan
ini, penelitian ini menggunakan metode Multiple Classifier System (MCS) untuk mendeteksi serangan DoS.
Karena pada penelitian sebelumnya klasifikasi MCS menghasilkan waktu build model yang lama maka da-
lam MCS penelitian ini menggunakan klasifikasi Naive bayes, Decision Tree, K Nearest Neighbor (KNN),
dan combiner Majority Voting dengan tujuan mereduksi waktu build model tanpa mempengaruhi tingkat
akurasi dan meningkatkan nilai akurasi dari metode MCS. Berdasarkan hasil penelitian yang dilakukan
menghasilkan akurasi 98.12% dengan waktu build model 2.07s.
Kata kunci : multiple classifier system, waktu build model, klasifikasi, denial of service, intrusion detection
system
Abstract
Denial of Service (DoS) is one type of attack where the attacker depletes computer network resources. The
impact of DoS attacks causes the computer to not work properly. Intrusion Detection System (IDS) acts
as a detector of various types of attacks on computer networks including DoS. IDS identifies attacks based
on network data classification. The many data classifications lead to long periods of time and low accuracy
results. The build time of the model is a parameter used to calculate the time required to construct a data
classification model while the accuracy is a parameter that assesses the accuracy of the experimental results
of the actual data used. To solve this problem, this research used Multiple Classifier System (MCS) method
to detect DoS attacks. Because in previous research MCS classification resulted in long build time model
in MCS this research using Naive Bayes classification, Decision Tree classification, K Nearest Neighbor
(KNN) classification and combiner Majority Voting with the purpose of reducing the build time of the model
without affecting the accuracy level and increasing the accuracy value of the MCS method. Based on the
results of research conducted to produce 98.12% accuracy with 2.07s model build time




Beberapa tahun terakhir ini, teknologi keamanan jaringan komputer selalu berkembang seiring dengan ber-
kembangnya teknologi informasi. Salah satu serangan yang sering digunakan dalam meretas keamanan jaringan
komputer adalah serangan Denial of Service (DoS) [21]. DoS adalah salah satu jenis serangan dimana penye-
rang menghabiskan sumber daya jaringan komputer. Dampak dari serangan DoS menyebabkan komputer tidak
dapat berfungsi dengan normal [21]. Untuk melindungi keamanan dalam jaringan komputer khususnya keamanan
terhadap serangan DoS, Penggunaan Intrusion Detection System (IDS) yang digunakan bersama dengan firewall
menjadi standar dalam keamanan sistem dan jaringan komputer [15]. Namun IDS mempunyai kelemahan dalam
hasil akurasi yang tidak optimal dan lama waktu build model untuk mendeteksinya [2]. Data mining adalah salah
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satu solusi mengatasi permasalahan IDS. Banyak masalah baru yang muncul telah dipecahkan dengan metode data
mining seperti masalah statistik, algoritme komputasi, teknologi database, komputasi tingkat tinggi, machine le-
arning, dan face recognition. Masalah pada network setting menjadi salah satu tantangan dalam data mining [23].
Menurut [19] penerapan metode-metode data mining untuk mendeteksi intrusi dapat menjadi solusi dari permasa-
lahan peningkatan jumlah data yang besar karena memiliki keunggulan dapat memproses system logs atau audit
data dalam jumlah yang besar dan metode data mining dapat berkontribusi dalam sebuah sistem deteksi intrusi.
Permasalahan pada nilai akurasi dan waktu build model menjadi fokus dalam penelitian ini.
Berdasarkan penelitian sebelumnya, penyebab waktu build model IDS yang lama disebabkan oleh banyaknya
jumlah fitur dan pemilihan algoritme klasifikasi yang kurang tepat [21]. Semakin singkat durasi waktu build model
yang dihasilkan maka waktu deteksi IDS (dalam membuat model klasifikasi) semakin cepat dan sebaliknya [21].
Dalam mereduksi jumlah fitur tersebut maka digunakan kombinasi antara correlation based feature (CFS) dan
wrapper feature subset selection pada penelitian yang telah dilakukan oleh penelitian [21] yang mana fitur yang
semula berjumlah 41 menjadi 15 fitur yang telah terseleksi dalam medeteksi serangan DoS. Dalam klasifikasi data
digunakan metode multiple classifier system (MCS) dalam klasifikasi serangan DoS. Dalam MCS yang dibentuk
oleh penelitian [21] menggunakan algoritme support vector machine (SVM), decision tree, dan k nearest neighbor
(KNN) dengan combiner majority voting. Tetapi karena penelitian [2] penggunaan klasifikasi SVM menghasilkan
waktu build model yang lama, maka dalam penelitian ini penggunaan algoritme SVM diganti dengan menggu-
nakan algoritme naive bayes karena pada penelitian [13], klasifikasi naive bayes menghasilkan waktu build model
yang singkat. Maka dalam penelitian ini menggunakan algoritme decision tree, KNN, dan naive bayes dengan
combiner majority voting dalam MCS dengan tujuan mereduksi lama waktu build model tanpa mempengaruhi
tingkat akurasi yang signifikan dan meningkatkan hasil akurasi deteksi.
Topik dan Batasannya
Berdasarkan latar belakang, rumusan masalah yang dikaji dalam penelitian ini adalah tentang lama waktu build
model klasifikasi MCS yang menyebabkan lama waktu untuk mendeteksi serangan dalam Intrusion Detection
System (IDS). Waktu build model dipengaruhi oleh banyaknya fitur data serta kerumitan algoritme klasifikasi
dan pengaruh implementasi metode multiple classifier system (MCS) dalam nilai hasil akurasi deteksi. Nilai
akurasi dipengaruhi oleh beberapa parameter, diantaranya nilai true positive, true negative, false Positive, dan
false negative.
Dalam penelitian ini, mempunyai batasan masalah ruang lingkup diantaranya dataset yang digunakan adalah
dataset NSL-KDD [4], jenis serangan dataset yang digunakan adalah jenis DoS dan normal, bahasa yang digunak-
an dalam pengimplentasian penelitian ini adalah python 3.5, perangkat lunak yang digunakan adalah IDE Spyder,
pada tahap seleksi fitur digunakan hasil dari rujukan pada penelitian [21], penelitian ini berfokus pada nilai akurasi
dan waktu build model, dan spesifikasi komputer yang digunakan adalah Core-i7 dan RAM 16GB.
Tujuan
Berdasarkan rumusan masalah yang telah diangkat, maka tujuan dalam penelitian ini adalah mereduksi waktu
build model untuk mengetahui lama waktu membuat model klasifikasi dalam MCS. Mereduksi waktu build model
dilakukan dengan mereduksi jumlah fitur data serta pemilihan algoritme klasifikasi. Tujuan lainnya adalah meng-
analisis pengaruh implementasi MCS yang bertujuan untuk meningkatkan akurasi. Peningkatan akurasi dilakukan
dengan pengubahan nilai parameter pada klasifikasi dan menaikan nilai true positive dan true negative serta me-
nurunkan nilai false positive dan false negative.
Organisasi Tulisan
Setelah bagian pendahuluan yang telah dipaparkan, dalam penelitian ini disusun dalam beberapa bab yang
terdiri dari Studi terkait, Sistem yang dibangun, Evaluasi, dan Kesimpulan.
2. Studi Terkait
2.1 Penelitian tentang perbandingan waktu build model antara SVM dengan Naive Bayes
Penelitian [2] mengusulkan penggunaan dataset NSL-KDD sebagai pengujian awal untuk menganalisis algo-
ritme data mining pada klasifikasi serangan. Mengenai algoritme data mining yang diusulkan adalah SVM. Pada
penelitian ini menggunakan tiga jenis kernel SVM yaitu RBF kernel, Polynomial kernel, dan Sigmoid kernel. Ber-
dasar hasil pengujian waktu build model pada penelitian ini menghasilkan RBF kernel 77.01 detik, Polynomial
kernel 3859.57 detik, dan Sigmoid kernel 615.75 detik [2].
Penelitian [13] mengusulkan penggunaan dataset NSL-KDD sebagai pengujian awal untuk menganalisis algo-
ritme data mining pada klasifikasi serangan. Mengenai algoritme data mining yang diusulkan adalah Naive Bayes
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Classifier. Diterapkan metode seleksi fitur yang bertujuan meningkatkan akurasi dan performa model yang diu-
sulkan [13]. Berdasar hasil pengujian waktu build model pada penelitian ini menghasilkan bahwa algoritme naive
bayes menghasilkan waktu build model 6.8 detik untuk fitur seleksi CfsSubsetAttributeEval+BestFirst, GainRati-
oAttributeEval+Ranker 4.3 detik, InfoGainAttributeEval+Ranker 8.13 detik, dan FVBRM 9.42 detik [13].
Tabel 1. Perbandingan waktu build model
Peneliti Dataset algoritme Waktu build
(Y. B. Bhavsar, 2013) NSL-KDD SVM-rbf, SVM-polynomial, SVM-sigmoid 77.01s, 3859.57s, 615.75s
(S. Mukherjee, 2012) NSL-KDD Naive bayes 6.8s, 4.3s, 8.13s, 9.42s
Berdasarkan tabel 1 algoritme data mining SVM mempunyai waktu build model yang lama dibandingkan de-
ngan algoritme data mining naive bayes. SVM merupakan metode machine learning yang bekerja atas prinsip
Structural Risk Minimization (SRM) dengan tujuan menemukan hyperplane terbaik yang memisahkan dua buah
kelas pada input space [6]. Hyperplane digunakan untuk memisahkan antara kedua kelas yang dapat ditemukan
dengan mengukur margin (jarak antara hyperplane tersebut dengan pattern terdekat dari masing-masing kelas)
dari hyperplane tersebut dan mencari titik maksimalnya [6]. Permasalahan pada umumnya tidak ada yang bersifat
linear, tetapi bersifat non linear. Dalam non linear SVM, pertama-tama data dipetakan ke ruang vektor yang
berdimensi lebih tinggi dan pada ruang vektor, hyperplane yang memisahkan kedua kelas tersebut dapat dikon-
struksikan [6]. Oleh karena itu semakin banyak data maka membutuhkan waktu yang lama untuk memetakan ke
ruang vektor [6].
Sedangkan untuk algoritme data mining naive bayes membutuhkan waktu yang lebih singkat dibandingkan de-
ngan algoritme SVM. Teorema bayes adalah teorema yang digunakan dalam statistika untung menghitung peluang
dari suatu hipotesis, Bayes menghitung peluang suatu kelas berdasarkan pada atribut yang dimiliki dan menentuk-
an kelas yang memiliki probabilitas paling tinggi [5]. Pada machine learning, naive bayes mengklasifikasikan
kelas berdasarkan pada probabilitas sederhana dengan mangasumsikan bahwa setiap atribut dalam data tersebut
bersifat saling terpisah sehingga tidak membutuhkan waktu yang lama untuk membangun model klasifikasi [5].
2.2 Penelitian tentang metode yang digunakan dalam klasifikasi model data
Penelitian [1] mengusulkan penggunaan dataset NSL-KDD sebagai pengujian awal untuk menganalisis algo-
ritme pada klasifikasi serangan. Mengenai algoritme yang diusulkan adalah naive bayes, Decision tree (j48), dan
NBTree. Diterapkan metode seleksi fitur yang bertujuan meningkatkan akurasi dan performa model yang diu-
sulkan. Fitur seleksi yang digunakan Sequential Floating Forward Selection (SFFS). Berdasar hasil pengujian
mendapatkan akurasi sebesar 75% untuk naive bayes, 77% untuk j48, dan 72% untuk NBTree.
Penelitian [5] mengusulkan penggunaan dataset NSL-KDD sebagai pengujian awal untuk menganalisis algori-
tme pada klasifikasi serangan. Mengenai algoritme yang diusulkan adalah naive bayes. Diterapkan metode seleksi
fitur yang bertujuan meningkatkan akurasi dan performa model yang diusulkan. Fitur seleksi yang digunakan
adalah Fast Correlation Based Filter (FCBF). Berdasar hasil pengujian mendapatkan akurasi sebesar 88.20%.
Penelitian [8] mengusulkan penggunaan dataset NSL-KDD sebagai pengujian awal untuk menganalisis algo-
ritme pada klasifikasi serangan. Mengenai algoritme yang diusulkan adalah ANN. Diterapkan metode seleksi fitur
yang bertujuan meningkatkan akurasi dan performa model yang diusulkan. Fitur seleksi yang digunakan adalah
Information gain, gain ratio, dan correlation attribute. Berdasar hasil pengujian mendapatkan akurasi sebesar
81.23%.
Tabel 2. Perbandingan nilai akurasi klasifikasi
Peneliti Dataset Fitur seleksi Klasifikasi Akurasi










sed Filter (FCBF) Naive bayes 88.20%
(Ingre, 2015) NSL-KDD
Information gain, ga-
in ratio, dan correla-
tion attribute
ANN 81.2%
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2.3 Data mining dan Intrusion detection system (IDS)
Data mining merupakan proses penggalian model atau pola yang berguna yang sebelumnya tidak diketahui
dari dataset yang besar. Data mining [7] merupakan ekstraksi trivial informasi implisit data yang sebelumnya
tidak diketahui menjadi berpotensi dan berguna. Data mining dapat digunakan untuk memecahkan masalah IDS
karena kemampuan untuk memproses data dalam jumlah besar [11]. Tujuan dari Intrusion detection system (IDS)
adalah untuk mendeteksi berbagai jenis lalu lintas jaringan berbahaya dan penggunaan komputer, yang tidak da-
pat dideteksi oleh firewall konvensional. Banyak IDS telah dikembangkan berdasarkan teknik machine learning.
Secara khusus, pendekatan deteksi canggih yang dibuat dengan menggabungkan atau mengintegrasikan beberapa
teknik machine learning telah menunjukkan kinerja pendeteksian yang lebih baik daripada teknik machine lear-
ning tunggal [12]. Untuk meningkatkan performa kinerja tingkat akurasi IDS diusulkan penggunaan metode data
mining untuk mendeteksi intrusi [15]. Menurut penelitian [19] IDS berbasis metode pembelajaran (supervised
learning) untuk mengidentifikasi para penyusup, penyerang dalam jaringan dengan memanfaatkan kelebihan dan
teknik prediksi dari supervised learning dengan mengimplementasikan algoritme data mining.
2.4 Multiple Classifier System (MCS)
2.4.1 Denifisi
MCS [21] merupakan sebuah strategi untuk menggabungkan classifier yang dapat didefinisikan dalam pen-
dekatan paralel dan serial. Pendekatan serial (sekuensial) [21] mengatur klasifikasi secara berurutan dan jika
klasifikasi sebelumnya tidak memenuhi kepercayaan yang cukup, maka akan diberikan kepada classifier berikut-
nya. Sedangkan pendekatan paralel [21] mengatur klasifikasi secara paralel. Semua klasifikasi diterapkan untuk
input yang sama secara paralel, dan kemudian hasil dari masing-masing penggolong kemudian digabungkan untuk
menghasilkan keluaran akhir.
Dalam penelitian [21], pendekatan paralel telah mendapatkan banyak perhatian. Dalam pendekatan paralel,
skema kombinasi diperlukan untuk memasukkan output dari masing-masing klasifikasi. Berbagai skema kombi-
nasi classifier telah diusulkan seperti majority voting [10], Weighted majority voting [9], Naive Bayes combiner
[22], and Multinomial methods [14]. Dalam penelitian ini fokus pada majority voting karena metode ini sangat
mudah tetapi sangat kuat [21]. rumus majority voting :
~y = vote{C1(x),C2(x), ...,Cm(x)} (1)
Untuk y adalah hasil vote, C(x) adalah hasil prediksi dari metode-metode yang dihasilkan.
2.4.2 Base Classifier
Dalam penelitian menggunakan tiga base classifier yaitu decision tree [16], naive bayes [17], dan k nearest
neighbor [18]. Menggunakan tiga base classifier supaya tidak terlalu berat dalam menjalankan di IDS. Base
classifier ini digunakan karena kinerja dari ketiga classifier ini sering digunakan dan populer serta merupakan
algoritme Supervised learning yang mana membutuhkan data latih untuk mengkelompokan suatu data ke data
yang sudah ada. Dalam penelitian ini menggunakan library machine learning python, scikit-learn [16, 17, 18]
karena mempunyai kompleksitas algoritme yang rendah serta waktu build model yang singkat. Berikut dijelaskan
mengenai ketiga classifier secara singkat
• Decision Tree adalah metode yang berusaha menemukan fungsi-fungsi pendekatan yang bernilai diskrit dan
tahan terhadap data-data yang terdapat kesalahan (noisy data) [20]. Tujuannya adalah untuk membuat model
yang memprediksi nilai variabel target dengan mempelajari aturan keputusan sederhana yang disimpulkan
dari fitur data [16]. Langkah awal untuk membangun decision tree adalah dengan menghitung nilai entropy.





−pi log2 pi (2)
berdasarkan rumus 2 dimana c adalah jumlah nilai yang ada pada atribut target (jumlah kelas klasifikasi).
sedangkan pi menyatakan jumlah sampel untuk kelas i. Dalam penelitian ini menggunakan DecisionTree-
Classifier() yang diimplementasikan dalam library machine learning python, scikit-learn [16].
• Naive bayes merupakan metode klasifikasi menggunakan metode probabilitas dan statistik berdasarkan pe-
nerapan teorema bayes [17]. Teorema bayes [5] adalah teorema yang digunakan dalam statistika untuk
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menghitung peluang dari suatu hipotesis, Bayes menghitung peluang suatu kelas berdasarkan pada atribut
yang dimiliki dan menentukan kelas yang memiliki probabilitas paling tinggi. Jenis-jenis algoritme naive
bayes adalah gaussian, multinomial, dan bernoulli. Dasar dari teorema naive bayes adalah
P(C|X) = P(X |C)P(C)
P(X)
(3)
Dimana pada rumus 3, parameter X adalah Data dengan kelas yang belum diketahui, C adalah Hipotesis data
merupakan suatu kelas spesifik, P(X |C) adalah Probabilitas hipotesis berdasar kondisi (posteriori probabi-
lity), P(C) adalah Probabilitas hipotesis (prior probability), P(X |C) adalah Probabilitas berdasarkan kondisi
pada hipotesis (likelihood), dan P(X) adalah Probabilitas C. Dalam penelitian ini menggunakan Gaussian-
NB() yang diimplementasikan dalam library machine learning, scikit-learn [17] karena pada jenis gaussian
cocok untuk data yang bernilai kontinu, sedangkan untuk bernoulli dan multinomial cocok untuk klasifikasi
dokumen.
• K Nearest Neighbor (KNN) adalah metode untuk melakukan klasifikasi terhadap objek berdasarkan data
pembelajaran yang jaraknya paling dekat dengan objek tersebut [21]. Untuk pemilihan atribut terdiri dari
n neighbors (biasa disebut k). parameter k pada testing ditentukan berdasarkan nilai k optimum pada saat
training. Nilai k optimum diperoleh dengan mencoba-coba. Menghitung kuadrat jarak euclid (euclidean





Berdasarkan rumus 4 dimana matriks D(a,b) adalah jarak skalar dari kedua vektor a (data latih) dan b (data
uji) dari matriks dengan ukuran d dimensi. Mengurutkan hasil objek-objek tersebut ke dalam kelompok yang
mempunyai jarak euclidian terkecil. Mengumpulkan kategori y (klasifikasi nearest neighbor berdasarkan
nilai k) Dengan menggunakan kategori nearest neighbor yang paling mayoritas, maka dapat diprekdisikan
kategori objek tersebut. Dalam penelitian ini menggunakan KNeighborsClassifier() yang diimplementasikan
dalam library machine learning python, scikit-learn [18].
3. Metodologi dan desain sistem
3.1 Research Framework
Pada gambar 1 digambarkan alur atau tahapan dalam merancang sistem yang dibangun berdasarkan peneliti-
an yang dilakukan oleh penelitian [21]. Pengimplementasian penelitian ini menggunakan bahasa pemrograman
python karena kode python dapat diintegrasikan dengan aplikasi yang ditulis dalam bahasa pemrograman lain.
Metodologi pada penelitian ini diawali dengan menentukan dataset. Dataset yang digunakan adalah NSL-
KDD dengan tipe serangan DoS. Dataset tersebut kemudian diproses kedalam tahap preprocessing [21]. Pada
tahap preprocessing dilakukan beberapa tahap yaitu import data, encoding, feature scalling, dan feature sele-
ction. Pada tahap feature selection sudah dilakukan oleh penelitian [21] yang mana menggunakan kombinasi
antara correlation based feature (CFS) dan wrapper feature subset selection yang menghasilkan 15 dari 41 fitur
berdasarkan nilai tertinggi yang dihasilkan dari kombinasi tersebut. fitur-fitur tersebut diantaranya service, flag,
dst bytes, wrong fragment, hot, logged in, num compromised, num root, num file creations, is guest login, count,
same srv rate, dst host count, dst host srv count, dan dst host srv diff host rate. Pada penelitian ini menggunak-
an hasil dari feature selection tersebut. Pertama adalah import data atau memasukan dataset kedalam aplikasi.
Pada tahap encoding kategori dataset dilakukan perubahan atribut data yang semula bertipe string diubah kedalam
data yang bertipe integer / numerik. Pada tahap feature scaling atau biasa juga disebut normalisasi sangat diperluk-
an ketika data yang ada bernilai terlalu besar maupun terlalu kecil sehingga classifier kesulitan dalam memahami




Dimana x adalah nilai yang dinormalisasikan, minValue adalah nilai terendah dari dataset, dan maxValue adalah
nilai tertinggi dari dataset.
Setelah Tahap preprocessing, kemudian data yang baru diproses pada tahap klasifikasi. Pada tahap klasifikasi
pada penelitian ini mengimplementasikan metode MCS [21] tetapi dengan algoritme yang berbeda yaitu decision
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Gambar 1. Framework MCS
tree, naive bayes, dan KNN serta combiner majority voting. Perbedaan algoritme dengan penelitian [21] adalah
pergantian algoritme SVM dengan algoritme naive bayes. Berdasarkan tabel 1 menunjukan bahwa algortime naive
bayes mempunyai waktu build model yang lebih cepat dibandingkan dengan algortime SVM karena alur proses
pada algoritme SVM adalah dengan memetakan data ke ruang vektor yang berdimensi lebih tinggi. Oleh karena
itu semakin banyak data maka membutuhkan waktu yang lama untuk memetakan ke ruang vektor. Sedangkan
naive bayes mengklasifikasikan kelas berdasarkan pada probabilitas sederhana dengan mangasumsikan bahwa
setiap atribut dalam data tersebut bersifat saling terpisah sehingga tidak membutuhkan waktu yang lama untuk
membangun model klasifikasi. Dalam mengimplementasikan MCS (proposed method), adapun parameter yang
digunakan adalah pada tabel 3
Tabel 3. Parameter yang digunakan dalam MCS
decision tree naive bayes KNN
criteria=’entropy’ GaussianNB() n neighbor=1
random state=3 metric = ’minkowski’
p = 2
Selanjutnya hasil klasifikasi data yang berupa prediksi hasil dari setiap algoritme dimasukan dalam combiner
majority voting yang mana seluruh prediksi dari masing-masing classifier dipilih hasil yang mempunyai jumlah
terbanyak untuk dijadikan prediksi hasil akhir. Maka selanjutnya prediksi hasil akhir dilakukan evaluasi model
untuk mendapatkan nilai akurasi deteksi dan waktu build model. Untuk penelitian [21] diimplementasikan meng-
gunakan python yang disesuaikan dengan parameter yang ada dalam python yaitu parameter pada tabel 8 dengan
jumlah data dan spesifikasi komputer yang sama dengan penelitian ini.
3.2 Dataset
Dataset yang digunakan adalah NSL-KDD [4]. Karena pada dataset ini merupakan pilihan data record dari
dataset KDD CUP’99 untuk mengatasi masalah hasil yang bias dan berlebihan atau data yang ganda [21]. Dataset
NSL-KDD terdiri dari data latih sebesar 125973 dan data uji sebesar 22543, serta terdapat 41 fitur. Pada penelitian
ini fokus pada serangan DoS dengan jumlah data yang digunakan adalah 113271 untuk data latih dan 15452
untuk data uji Serta fitur yang digunakan sebesar 15 sesuai dengan penelitian [21]. Maka pada dataset dilakukan
pemilahan data serangan DoS yang digunakan yaitu back, land, Neptune, pod, smurf, teardrop dan normal.
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3.3 Evaluation Model
Metrik yang menjadi bahasan perbandingan performansi antara metode yang diusulkan dengan metode pem-
banding adalah :
Classification accuracy (CA).
Akurasi merupakan parameter yang menilai ketepatan hasil percobaan yang dilakukan terhadap data aktual yang
digunakan. Akurasi dapat diperoleh dengan membandingkan hasil deteksi yang dilakukan oleh sistem yang disu-
sun dan data test aktual yang digunakan
CA(%) =
T P+T N
T P+FP+T N +FN
(6)
Dimana True positive (TP) adalah jumlah data yang diklasikasikan dengan benar berdasarkan kelas serangan DoS,
True negative (TN) adalah jumlah data yang diklasikasikan dengan benar berdasarkan kelas bukan serangan DoS,
False positive (FP) adalah jumlah data yang tidak diklasikasikan dengan benar berdasarkan kelas serangan DoS,
dan False negative (FN) adalah jumlah data yang tidak diklasikasikan dengan benar berdasarkan kelas bukan se-
rangan DoS.
Waktu build model.
Waktu build model merupakan parameter yang digunakan untuk menghitung waktu yang dibutuhkan untuk mem-
buat sebuah model tertentu [3]. Dalam hal ini, Waktu build model dihitung berdasarkan waktu yang dibutuhkan
dalam membuat model klasifikasi berdasarkan data latih yang digunakan setelah proses preprocessing sampai se-
belum klasifikasi data uji.
4. Evaluasi
4.1 Hasil Pengujian
Pada tabel 4 ditunjukan hasil dari evaluasi dari penelitian MCS (proposed method) yang dilakukan dengan
metode klasifikasi MCS berdasarkan metode penelitian [21] dalam nilai akurasi dan waktu build model dalam
mendeteksi serangan DoS yang diimplementasikan menggunakan python.










MCS [21] 5643 9509 201 98 98.06 166.77
proposed method 5662 9499 211 79 98.12 2.07
Berdasarkan tabel 4, metode MCS [21] yang diimplementasikan menggunakan python menghasilkan akurasi
98.06 % dengan waktu build model 166.77 s. Sedangkan metode yang diusulkan dalam penelitian ini (proposed
method) mempunyai nilai akurasi yaitu 98.12 % dan waktu build model yang jauh lebih singkat sebesar 2.07 s.
Hasil tersebut didapat dari beberapa percobaan yang dilakukan pada tabel 9, 10, 11, 12, 13, 14, 15, 16, dan 17.
Metode penelitian ini menggunakan metode MCS penelitian [21] yang dimodifikasi pada pemilihan jenis kla-
sifikasinya. Pada penelitian [21] menggunakan MCS dengan klasifikasi decision tree, KNN, dan SVM dengan
parameter sesuai dengan tabel 8. Tetapi pada metode penelitian ini (proposed method) menggunakan MCS dengan
klasifikasi decision tree, KNN, dan naive bayes dengan parameter sesuai dengan tabel 3. Metode MCS (proposed
method) ini menghasilkan nilai true possive yang lebih tinggi dibandingkan dengan MCS [21].
4.2 Analisis Hasil Pengujian
Pada pengujian MCS (proposed method) dan MCS [21] dilakukan pada komputer dengan spesifikasi Core-i7
dengan RAM 16GB dan jumlah data yang digunakan adalah 113271 untuk data latih dan 15452 untuk data uji serta
fitur yang digunakan sebanyak 15. Dalam 15 fitur tersebut menurut hipotesis terdapat empat fitur yang mempenga-
ruhi serangan DoS yaitu same srv rate, dst host count, dst host srv count, dan dst host srv diff host rate karena
pada keempat fitur tersebut merupakan Jumlah koneksi yang memiliki host tujuan yang sama yang dapat mem-
buat serangan DoS. Pengujian klasifikasi serangan DoS pada IDS dengan menggunakan dataset NSL-KDD yang
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dilakukan dengan metode MCS yang diusulkan (proposed method) mempunyai akurasi lebih tinggi dibandingk-
an dengan MCS penelitian [21] yaitu 98.12%. Dan Waktu build model yang dihasilkan penelitian ini (proposed
method) mempunyai waktu build model yang rendah dari MCS [21] yaitu sebesar 2.07s.
Berdasarkan tabel 4, waktu build model yang dihasilkan oleh klasifikasi MCS (SVM, decision tree, dan KNN)
[21] jauh lebih lama dibandingkan dengan klasifikasi MCS (proposed method). Berdasarkan hipotesis, hal ini
karena alur proses pada algoritme SVM adalah dengan memetakan data ke ruang vektor yang berdimensi lebih
tinggi yang menyebabkan pembentukan model pada SVM lebih lama. Oleh karena itu semakin banyak data maka
membutuhkan waktu yang lama untuk memetakan ke ruang vektor. Sedangkan pada MCS yang diusulkan (propo-
sed method) mempunyai waktu yang relatif cepat karena naive bayes mengklasifikasikan kelas berdasarkan pada
probabilitas sederhana dengan mangasumsikan bahwa setiap atribut dalam data tersebut bersifat saling terpisah
sehingga tidak membutuhkan waktu yang terlalu lama. Serta menggunakan algortime seperti KNN, dan decision
tree sehingga mempunyai waktu build model yang lebih efektif.
Pengujian akurasi berdasarkan tabel 4 bahwa dalam metode MCS yang diusulkan (proposed method) mem-
punyai akurasi yang lebih tinggi dibandingkan dengan MCS [21] yaitu 98.12%. Pada MCS ini menggunakan
combiner majority voting dengan klasifikasi KNN, naive bayes dan decision tree. Berdasarkan percobaan yang
dilakukan pada tabel 9, 10, 11, 12, 13, 14, 15, 16, dan 17, pada KNN, parameter yang berpengaruh terharap hasil
akurasi adalah n neighbors, pada decision tree adalah random state, sedangkan naive bayes adalah jenis gaussi-
an. Pada percobaan parameter KNN, n neighbors dengan nilai 1 mencatat hasil tertinggi. Semakin besar nilai
n neighbors maka semakin banyak data tetangga dan jauh dari jangkauan dan semakin kecil nilai ketepatannya,
begitu juga sebaliknya. Pada decision tree, parameter yang dapat membantu menaikan nilai akurasi adalah ran-
dom state. Pada decision tree dengan random state=3 mencatat hasil tertinggi. Parameter random state berfungsi
sebagai seed untuk merandom angka dalam penentuan cabang sehingga dapat menghasilkan hasil yang optimum
global. Pada naive bayes, terdapat tiga jenis yaitu gaussian, bernouli, dan multinomial. Pada penelitian ini, jenis
naive bayes yang cocok digunakan adalah jenis gaussian karena pada penelitian ini data bersifat kontinu. Ma-
ka pada metode MCS yang diusulkan ini mengkombinasikan ketiga classifier tersebut dengan combiner majority
voting sehingga menghasilkan akurasi yang tinggi serta waktu build model yang singkat.
5. Kesimpulan
Berdasarkan penelitian yang dilakukan bahwa metode MCS yang diusulkan (proposed method) menghasilkan
tingkat akurasi deteksi serangan yang lebih tinggi dibandingkan metode MCS [21]. Dengan parameter metode
MCS yang dilakukan penelitian [21] menghasilkan akurasi 98.06% dengan waktu 166.77s. Namun setelah dila-
kukan optimasi dengan pengubahan parameter dan pengubahan klasifikasi pada MCS penelitian yang diusulkan
(proposed method) menggunakan parameter n neighbors =1 (KNN), random state=3 (decision tree), dan jenis
Gaussian (naive bayes) sehingga mampu menghasilkan akurasi sebesar 98.12% dengan waktu 2.07s. Dari hasil
penelitian, metode MCS (proposed method) memberikan peningkatan akurasi serta dapat mereduksi waktu build
model sehingga lebih efektif. Selain itu, terdapat faktor pendukung untuk meningkatkan akurasi yaitu jumlah fitur
seleksi yang semula 41 menjadi 15 fitur. Dapat disimpulkan bahwa penerapan metode MCS (proposed method)
pada IDS dapat meningkatkan akurasi dan mereduksi waktu build model.
6. Saran
Penelitian selanjutnya, untuk meningkatkan akurasi deteksi dengan percobaan parameter yang ada pada setiap
klasifikasi masih bisa ditingkatkan. Karena dalam penelitian ini nilai parameter yang dimasukkan masih terba-
tas dan belum maksimal sehingga masih bisa dicari nilai parameter yang paling optimal. Serta dapat mencari
komposisi algoritme yang sesuai dengan metode MCS yang lain sehingga dapat meningkatkan nilai akurasi.
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