Abstract. In this paper, some new integral inequalities on time scales are presented by using elementarily analytic methods in calculus of time scales.
Introduction
The following problem was posed by the second author in the preprint [29] and its formally published version [28] . hold for p > 1?
Open Problem 1.1. Under what conditions does the inequality
Since then, this problem has been stimulating much interest of many mathematicians. In recent years, we have collected over forty articles devoted to answering and generalizing this open problem and to applying inequalities of this type. For potential availability to interested readers, we list the collection as references of this paper.
In [3, p. 124, Theorem C], M. Akkouchi proved the following result. 
In [7, Proposition 3.5] , the following q-analogue of the above Theorem 1.1 was obtained.
(1.
3)
The main aim of this paper is to generalize the above results on time scales. As by-product, an unified form of Theorems 1.1 and 1.2 is demonstrated when p ≥ 2.
Notations and lemmas
2.1. Notations. Throughout this paper, we adopt notations in the monograph [4] .
A time scale T is a non-empty closed subset of the real numbers R. The forward and backward jump operators σ, ρ : T → T are respectively defined by σ(t) = inf{s ∈ T : s > t} (2.1) and ρ(t) = sup{s ∈ T : s < t}, (2.2) where the supremum of the empty set is defined to be the infimum of T. A point t ∈ T is said to be right-scattered if σ(t) > t and to be right-dense if σ(t) = t; on the other hand, a point t ∈ T with t > inf T is said to be left-scattered if ρ(t) < t and to be left-dense if ρ(t) = t. A function g : T → R is said to be rd-continuous provided that g is continuous at right-dense points and has finite left-sided limits at left-dense points in T. In what follows, the set of all rd-continuous functions from T to R is denoted by C rd (T, R). The graininess function µ for a time scales T is defined by µ(t) = σ(t) − t. For f : T → R, the notation f σ means the composition f • σ.
For a function f : T → R, the (delta) derivative f ∆ (t) at t ∈ T is defined to be the number, if it exists, such that for all ε > 0, there is a neighborhood U of t with
for all s ∈ U . If the (delta) derivative f ∆ (t) exits for all t ∈ T, then we say that f is (delta) differentiable on T.
The (delta) derivatives of the product f g and the quotient f g of two (delta) differentiable functions f and g may be formulated respectively as
where gg σ = 0. For b, c ∈ T and a (delta) differentiable function f , Cauchy integral of f ∆ is defined by and that in the case T = qZ, we have σ(t) = t + q, ρ(t) = t − q, µ(t) ≡ q, and
2.2. Lemmas. The following lemmas are useful and some of them can be found in the book [4] .
is a time scale, and that ω :
13)
where p > 1 and
14)
where p > 1 or p < 0 while Proof. For p > 1, using the inequality (2.13) in Lemma 2.4 leads to
Further taking the p-th power on both sides of the above inequality yields (2.14). For p < 0, utilizing the inverse of Hölder's inequality and similar argument as a little time ago result in the required inequality. Lemma 2.6. Let a, b ∈ T. If f, g ∈ C rd (T, R) and
16)
and
On the other hand, from
Multiplying (2.17) and (2.18) leads to (2.16).
Replacing f (x) and g(x) respectively by f p (x) and g q (x) in Lemma 2.6, it is immediate to obtain the following conclusion.
Lemma 2.7. Let a, b ∈ T. If f, g ∈ C rd (T, R) and
where p > 1 and 
Main Results
Now we are in a position to state and prove our main results.
where p > 1 or p < 0.
Proof. Using Lemma 2.5 and the condition (3.1), we obtain
The proof of Theorem 3.1 is complete. 
is valid for p ≥ 1.
Proof. By Lemma 2.5, we obtain
So it is enough to show
2 . For this, let
A simple computation yields
Since F ∆∆ (x) ≥ 0 and
Therefore, by Lemma 2.1, the function F (x) is increasing. From F (a) = 0, it is easy to see that F (x) ≥ F (a) = 0. The proof is complete. 
Proof. Putting g(x) = 1 into Lemma 2.7 yields
Substituting g(x) = 1 in Lemma 2.6 leads to
Combining (3.5) with (3.6), the inequality (3.4) follows. , b) , then the inequality
holds for p > 1.
Proof. Let
Applying Lemma 2.2 and differentiating F (x) with respect to x give Then, by Lemma 2.3, we have
Taking into account G(0) = 0, the inequality G(x) > 0 follows. Thus, the proof of Theorem 3.4 is complete. 
