Abstract. In this paper we prove a mirror symmetry conjecture based on the work of Brini-Eynard-Mariño [4] and . This conjecture relates open Gromov-Witten invariants of the conifold transition of a torus knot to the topological recursion on the B-model spectral curve.
The Chern-Simons theory of a knot in S 3 [36] is related to topological strings in T * S 3 and, through a conifold transition, to topological strings in the resolved conifold X = O P 1 (−1)⊕O P 1 (−1) [7, 34, 37] . We briefly review the related background and state our result in this section.
1
Let A be a connection on S 3 for the gauge group G = U (N ) and R be a representation of G. The Chern-Simons action functional is the following (where k is the coupling constant)
The partition function of this theory is defined by path-integrals in physics
Let K ≅ S 1 ↪ S 3 be a framed, oriented knot 2 . In physics, the normalized vacuum expectation value (vev) is
where U K is the holonomy around K. This definition also relies on path-integral. In mathematics, for example, when R is the fundamental representation of G = U (N ), W R (K) is related to the HOMFLY polynomial P K (q, λ) of K as below Under the large-N duality and the conifold transition, the gauge theory invariant W R (K) is conjecturally related to the open Gromov-Witten theory of X = O P 1 (−1) ⊕ O P 1 (−1) [7, 34] with Lagrangian boundary condition L K . When K is an unknot, the conjecture can be precisely formulated as the famous Mariño-Vafa formula concerning Hodge integrals and is later proved [27, 31, 33] .
Although the general construction of L K out of K other than unknots was not very clear in the beginning, later the construction [20, 21, 35] provided recipes for L K . In this paper, we follow Diaconescu-Shende-Vafa's construction [6] for an algebraic knot K, which produces a Maslov index 0 non-compact Lagrangian L K ≅ S 1 × R 2 in X . Open Gromov-Witten theory is usually difficult to define for (X , L K ). When K is an unknot, L K belongs to a class of Lagrangians called Aganagic-Vafa branes [1, 2] (Harvey-Lawson type Lagrangian). The open Gromov-Witten invariants for (X , L K ) in this situation are defined in [19, 26] . When K is a torus knot, i.e. a knot that can be realized on a real torus in S 3 , one can still use the localization technique to define such open Gromov-Witten invariants [6] . In [6] , Diaconescu-Shende-Vafa also prove the conjecture on the correspondence between HOMFLY polynomials and open Gromov-Witten invariants.
The topological A-type string theory on X has mirror symmetry. The B-model is a spectral curve. When the Lagrangian L K in X is an Aganagic-Vafa brane, i.e. the conifold transition of an unknot, all genus Gromov-Witten open-closed invariants are obtained from Eynard-Orantin's topological recursion of a particular spectral curve [3, [10] [11] [12] . In [4] , Brini-Eynard-Mariño propose a modified spectral curve for a torus knot K P,Q with coprime (P, Q). They conjecture that this curve should be the correct B-model topological strings large-N dual to the knot K. Combined with the construction of A-model open Gromov-Witten invariants in [6] , one naturally expects the Eynard-Orantin recursion should predict these open GW invariants for (X , L K ).
More precisely, we can collect genus g, n boundary components open GromovWitten invariants and compose them into a generating function F g,n (X 1 , . . . , X n , τ 1 ) (see Section 3.9). On the other hand, the spectral curve C q , roughly speaking, is the following curve C q = {1 + U + V + qU V = 0}, with a holomorphic function X = U Q V P on C q . Eynard-Orantin's recursion is a recursive algorithm that produces all genus open invariants of this spectral curve (see Section 4.3) . From the recursion, we get a symmetric meromophic n-form ω g,n on (C q )
n . The variable η = X 1 Q is a local coordinate around (U, V ) = (0, −1). One can integrate the expansion of ω g,n in η 1 , . . . , η n around this point and define The mirror symmetry for (X , L K ) says the following Theorem (Conjecture from Brini-Eynard-Mariño, Diaconescu-Shende-Vafa [4, 6] ). Under τ 1 = log q and X k = η Q k , the power series expansion of the open GromovWitten amplitude F g,n (τ 1 ; X 1 , . . . , X n ) in X 1 , . . . , X n is the part in the power series expansion of (−1) g−1+n Q n W g,n (q, η 1 , . . . , η n ) whose degrees of each η k are divisible by Q. Remark 1.1. In [18] , Gu-Jockers-Klemm-Soroush argue that the B-model spectral curve of a knot is defined by the augmentation polynomial. If we choose such augmentation polynomial, although more complicated than the spectral curve C q here, we do not need to discard terms with degrees divisible by Q. The authors hope the Main Theorem here will lead to the prediction by the augmentation variety. An experimental computation of augmentation polynomial by localization of open GW invariants is in [28] .
Outline. In Section 2 we recall the construction in [6] . Starting from an algebraic knot K in S 3 we will construct a Lagrangian L K in X . In Section 3 we define open Gromov-Witten invariants with respect to (X , L K ) for a torus knot K in two ways: by localization in the moludi space of maps from bordered Riemann surfaces, and by relative Gromov-Witten invariants. We also express the generating functions for these invariants in graph sums. In Section 4 we discuss the B-model mirror to (X , L K ) as a spectral curve C q , and express the Eynard-Orantin invariants in terms of graph sums. Finally, in Section 5 we prove the all genus mirror symmetry between (X , L K ) and C q , based on the localization computation on disk invariants, genus 0 mirror theorem and graph sum formulae.
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Torus knots and the resolved conifold
In this paper, we consider the conifold Y 0 which is a hypersurface in C 4 defined by the following equation:
2.1. The conifold transition.
Here x, y, z, w are standard coordinates in C 4 . The conifold Y 0 has a singularity at the origin x = y = z = w = 0. The deformed conifold Y δ defined by the following equation:
xz − yw = δ, where δ ∈ C ∖ {0}. Then Y δ is a smooth hypersurface in C 4 . Consider the standard symplectic form on C 4 :
Then Y δ becomes a symplectic manifold and there exists a symplectomorphism φ δ ∶ Y δ → T * S 3 , where T * S 3 is the cotangent bundle of the 3-sphere. Consider the anti-holomorphic involution for δ ≥ 0.
(1) (x, y, z, w) ↦ (z, −w,x, −ȳ). Then Y δ is preserved by I. When δ > 0, the fixed locus S δ of the induced antiholomorphic involution I δ on Y δ is isomorphic to a 3-sphere of radius
, where we view S 3 as the zero section of T * S 3 . The second way to smooth the singularity of Y 0 is to consider the resolved conifold X . We consider the blow-up of C 4 along the subspace {(x, y, z, w) y = z = 0}. Let X be the resolution of Y 0 under the blow-up. Then X is isomorphic to the local P 1 :
]. If we view X as a subspace of C 4 × P 1 , then X is defined by the following equations:
(2) xs = wt, ys = zt, where [s ∶ t] is the homogeneous coordinate on P 1 . The resolution p ∶ X → Y 0 is given by contracting the base P 1 in X . We say that X and Y δ are related by the conifold transition.
2.2.
Torus knots and Lagrangians in the deformed conifold.
Conormal bundle of a knot in S
3 . Consider a knot K ⊂ S 3 . Let M be the total space of the conormal bundle N * K of K in S 3 . Then M can be embedded into T * S 3 as a Lagrangian submanifold and the intersection of M with the zero section of T * S 3 is the knot K. Recall that we have a symplectomorphism for δ > 0
is a Lagrangian submanifold of Y δ and the intersection φ −1 δ (M ) ∩ S δ is a knot in S δ which is isomorphic to K ⊂ S 3 . Our goal is to construct a Lagrangian L K in the resolved conifold X , which in some sense corresponds to the knot K under the conifold transition. The difficulty here is that when δ → 0, the subset S δ ⊂ Y δ shrinks to a point which is the singular point of the conifold Y 0 . Since the intersection φ −1 δ (M ) ∩ S δ is nonempty, the Lagrangian φ −1 δ (M ) becomes singular in the limit δ → 0. So it is not easy to construct a Lagrangian L K in the resolved conifold X which is the "transition" of φ
We follow the solution to the above problem for algebraic knots in [6] (see also [20] for a more general construction), where the knot K is "lifted"to a path γ in T * S 3 which does not intersect with the zero section. The Lagrangian M is also lifted to a new Lagrangian containing γ and it does not intersect with the zero section either. Then the "transition" L K of φ −1 δ (M ) can be naturally constructed. For completeness, we review this process in Section 2.2.2 and Section 2.3.
2.2.2.
Lifting of the torus knots. We restrict ourselves to torus knots. Let P, Q be two fixed coprime positive integers. Let f (x, y) = x P −y Q and consider the algebraic curve f (x, y) = 0 in C 2 . For small r, the intersection of the curve f (x, y) = 0 with the 3-sphere x 2 + y 2 = r represents a knot in S 3 which is called the (P, Q)-torus knot. We denote this knot by K.
We want to consider the 1-dimensional subvariety Z δ ⊂ Y δ defined by the complete intersection of Y δ with
The subvariety Z δ is disconnected in general and its connected components can be described as follows. The Equations (3) 
* . Since the coefficients of f are real, Z δ is preserved under the anti-holomorphic involution I. Each connected component of the intersection Z δ ∩ S δ is isomorphic to the knot K in S δ ≅ S 3 . Let
be the sphere bundle of radius a in T * S 3 under standard metric of the unit sphere S 3 . Suppose there exits an irreducible component C δ of Z δ such that the intersection C δ ∩ S δ is isomorphic to the knot K in S δ . Then for small a > 0, the intersection φ δ (C δ ) ∩ P a is nontrivial and the projection π(φ δ (C δ ) ∩ P a ) is equal to φ δ (C δ ∩ S δ ) ⊂ S 3 which is the torus knot K. Here π ∶ T * S 3 → S 3 is the projection map. Let γ a ∶ S 1 → T * S 3 be the path φ δ (C δ ) ∩ P a and for t ∈ S 1 let γ a (t) = (g(t), h(t)) ∈ T * S 3 . Then the path (g(t), 0) ∈ S 3 is the knot K. The conormal bundle N * K is defined as 
and f (z, −w) = 0, x = y = 0 respectively. Both of C ± meet the singular point of Y 0 and the anti-holomorphic involution I 0 exchanges C ± . Consider the path γ + defined by intersection φ 0 (C + ∖ {0}) ∩ P a . Then by the construction in Equation (4), we obtain the corresponding Lagrangian M γ + in T * S 3 and we denote φ
For small δ > 0, there exists an irreducible component C δ of Z δ such that there exists a connected component γ δ of the intersection φ δ (C δ ) ∩ P a which specializes to γ + when δ → 0. Therefore we obtain a family of Lagrangians M δ which specializes to M 0 when δ → 0.
2.3.
Lagrangians in the resolved conifold. For ≥ 0, we consider the symplectic form (ω C 4 + 2 ω P 1 ) on C 4 ×P 1 . By equation (2), we can view the resolved conifold X as a subvariety in C 4 × P 1 . We define the symplectic form ω X , (degenerate when
Then preserves the conifold
. By the results in [32] and [6] , the map
Define the path γ + by
By applying the construction in (4) to the path γ + , we obtain a Lagrangian M γ + in T * S 3 . Then we define the Lagrangian L in the resolved conifold X to be
The Lagrangian L will be used to define the open Gromov-Witten invariants in Section 3. Sometimes we omit the parameter and denote L by L K for the torus knot K, or simply by L P,Q . Let X be X equipped with the Kähler structure ω X , for ≥ 0, which is degenerate when = 0. We summarize the construction as the following diagram ([6, Equation 2.17]). Notice that the roles of X , Y and L, M are reversed from [6] . In the diagram, the wiggly arrow for X means changing the Kähler structure ω X , while keeping the underlying complex manifold X . The wiggly arrow for Y δ means changing the deformation parameter δ, which causes Y δ to collapse to Y 0 when δ = 0. Here p L0 is a diffeomorphism between L 0 and M 0 .
Topological A-strings in the resolved conifold: Gromov-Witten theory
be the resolved conifold given by the equation xs = wt, ys = zt where [s ∶ t] are the homogeneous coordinates on P 1 . Consider the 1-dimensional torus T P,Q ≅ C * which acts on X in the following way. Let torus T P,Q act on
Then there are two T P,Q −fixed
. Let ι 0 ∶ p 0 ↪ X and ι 1 ∶ p 1 ↪ X be the inclusion maps of p 0 and p 1 respectively. We lift this action to an T P,Q action on X by choosing the weights of the fibers of each O(−1) at p 0 , p 1 to be P, −Q and Q, −P respectively. Let
be the T P,Q −equivariant cohomology of a point. Then the T P,Q −equivariant cohomology ring H * T P,Q (X ; C) can be written as
Here we have deg
On the other hand, we define
where
Poincarè pairing. The normalized canonical basis {φ 0 ,φ 1 } is defined to beφ α = √ ∆ α φ α . Then we have
LetS T P,Q be a finite extension of the field C(v) by including
Equivariant Gromov-Witten invariants and their generating func-
(X , C) and a 1 , . . . , a n ∈ Z ≥0 , we define genus g, degree d T P,Q -equivariant descendant Gromov-Witten invariants of X :
where ev j ∶ M g,n (X, d) → X is the evaluation at the j-th marked point, which is a T P,Q -equivariant map, M g,n (X , d) T P,Q is the T P,Q -fixed locus, and e T P,Q (N vir ) is the T P,Q -equivariant Euler class of the virtual normal bundle. We also define genus g, degree d primary Gromov-Witten invariants:
where E(X ) is the set of effective curve classes which is identified with the set of nonnegative integers in our case. We also define the following double correlator with primary insertions:
As a convention, we use τ ∈ H * T P,Q (X ; C) to denote a class in degree 2. Then τ = τ 0 1 + τ 1 H T P,Q where τ 1 ∈ C, and τ 0 is degree 2 in H * T P,Q (pt). For j = 1, . . . , n, introduce formal variables
3.3. The equivariant quantum cohomology of X. In order to define the equivariant quantum cohomology of X , we consider the three-point double correlator ⟪a, b, c⟫
Then by divisor equation, we have (11) ⟪a, b, c⟫
. We define quantum product ⋆ t by
nov ) is a freeΛ
nov -module of rank 2. Any point t ∈ H can be written as t = ∑ 1 α=0t αφ
LetĤ be the formal completion of H along the origin:
Let OĤ be the structure sheaf onĤ, and let TĤ be the tangent sheaf onĤ. Then
TĤ is a sheaf of free OĤ -modules of rank 2. Given an open set inĤ,
The quantum product and the T P,Q -equivariant Poincaré pairing defines the structure of a formal Frobenius manifold onĤ:
The set of global sections Γ(Ĥ, TĤ) is a free OĤ (Ĥ)-module of rank 2:
Under the quantum product ⋆ t , the triple (Γ(Ĥ, TĤ), ⋆ t , (, ) X ,T P,Q ) is a Frobenius algebra over the ring OĤ (Ĥ) =Λ
is called the quantum cohomology of X and is denoted by QH * T P,Q (X ). The semi-simplicity of the classical cohomology H * T P,Q (X ) characterized by the property that
We denote {φ α (t)} to be the dual basis to {φ α (t)} with respect to the metric (, ) X ,T P,Q . See [23] for more general discussions on the canonical basis.
3.4.
The A-model canonical coordinates and the Ψ-matrix. The canonical coordinates {u α = u α (t) α = 0, 1} on the formal Frobenius manifoldĤ are characterized by (14) ∂ ∂u α = φ α (t).
up to additive constants inΛ
nov . We choose canonical coordinates such that they
We define ∆ α (t) ∈S T P,Q Q , t 0 by the following equation:
∆ α , where
We call {φ α (t) α = 0, 1} the quantum normalized canonical basis to distinguish it from the classical normalized canonical basis {φ α α = 0, 1}. The quantum canonical basis tends to the classical canonical basis in the large radius limit:φ α (t) →φ α asQ, t 0 → 0. Let Ψ = (Ψ α α ′ ) be the transition matrix between the classical and quantum normalized canonical bases:
Then Ψ is an 2 × 2 matrix with entries inS T P,Q Q , t 0 , and Ψ → 1 (the identity matrix) in the large radius limitQ, t 0 → 0. Both the classical and quantum normalized canonical bases are orthonormal with respect to the T P,Q -equivariant Poincaré pairing ( , ) X ,T P,Q , so Ψ T Ψ = ΨΨ T = 1, where Ψ T is the transpose of Ψ, or equivalently
which is equivalent to
3.5. The equivariant quantum differential equation. We consider the Dubrovin connection ∇ z , which is a family of connections parametrized by z ∈ C ∪ {∞}, on the tangent bundle TĤ of the formal Frobenius manifoldĤ:
The commutativity (resp. associativity) of * t implies that ∇ z is a torsion free (resp. flat) connection on TĤ for all z. The equation
be the subsheaf of flat sections with respect to the connection
is a sheaf ofΛ
restricts to aΛ
between rank 2 freeΛ
nov -modules.
3.6. The S-operator. The S-operator is defined as follows. For any cohomology classes a, b ∈ H * T P,Q
The S-operator can be viewed as an element in End(TĤ ) and is a fundamental solution to the T P,Q -equivariant big QDE (17) . The proof for S being a fundamental solution can be found in [5] .
Remark 3.1. One may notice that since there is a formal variable z in the definition of the T P,Q -equivariant big QDE (17), one can consider its solution space over different rings. Here the operator S = 1 + S 1 z + S 2 z 2 + ⋯ is viewed as a formal power series in 1 z with operator-valued coefficients. 
In the above expression, if we fix the power of z −1 , then only finitely many terms in the expansion of e (t 0 1+t
1 H) z contribute. Therefore, the factor e dt 1 can play the role of Q d and hence the restriction ⟪a,
Q=1 is well-defined. So the operator S Q=1 is well-defined.
for any a ∈ H * T P,Q (X;S T P,Q ). Equivalently,
We consider several different (flat) basis for H * T P,Q (X ;S T P,Q ):
The basis dual to the classical canonical basis with respect to the T P,Qequivariant Poincarè pairing:
) is the matrix of the S-operator with respect to the canonical basis {φ α α = 0, 1}:
For α, α ′ ∈ {0, 1}, define
Then (Sα α ′ ) is the matrix of the S-operator with respect to the bases {φ α α = 0, 1} and {φ α α = 0, 1}:
A well-known WDVV-like argument says
where T i is any basis of H * T P,Q (X ;S T P,Q ) and T i is its dual basis. In particular,
3.7. The A-model R-matrix. Let U denote the diagonal matrix whose diagonal entries are the canonical coordinates. The results in [16] imply the following statement.
Theorem 3.4. There exists a unique matrix power series R(z) = 1+R 1 z +R 2 z 2 +⋯ satisfying the following properties.
(1) The entries of R d lie inS T P,Q Q , t 0 .
(2)S = ΨR(z)e U z is a fundamental solution to the T P,Q -equivariant QDE (17). (21) lim
Each matrix in (2) of Theorem 3.4 represents an operator with respect to the classical canonical basis {φ α α = 0, 1}. So R T is the adjoint of R with respect to the T P,Q -equivariant Poincaré pairing ( , ) X ,T P,Q .
We call the unique R(z) in Theorem 3.4 the A-model R-matrix. The A-model Rmatrix plays a central role in the quantization formula of the descendant potential of T P,Q -equivariant Gromov-Witten theory of X . We will state this formula in terms of graph sum in the the next subsection. 
Thenφ 1 (t),φ 2 (t) is the normalized canonical basis of QH * T P,Q (X ), the T P,Qequivariant quantum cohomology of X . Define
Then (Sαβ(z)) is the matrix of the S-operator with respect to the ordered basis (φ 1 (t),φ 2 (t)):
Given a connected graph Γ, we introduce the following notation. With the above notation, we introduce the following labels:
Given an edge e, let h 1 (e), h 2 (e) be the two half edges associated to e. The order of the two half edges does not affect the graph sum formula in this paper. Given a vertex v ∈ V (Γ), let H(v) denote the set of half edges emanating from v. The valency of the vertex v is equal to the cardinality of the set H(v):
Let Γ(X) denote the set of all stable labeled graphs ⃗ Γ = (Γ, g, β, k). The genus of a stable labeled graph ⃗ Γ is defined to be
We assign weights to leaves, edges, and vertices of a labeled graph ⃗ Γ ∈ Γ(X ) as follows.
(1) Ordinary leaves. To each ordinary leaf l j ∈ L o (Γ) with β(l j ) = β ∈ {0, 1} and k(l j ) = k ∈ Z ≥0 , we assign:
(3) Edges. To an edge connected a vertex marked by α ∈ {0, 1} to a vertex marked by β ∈ {0, 1} and with heights k and l at the corresponding halfedges, we assign
(4) Vertices. To a vertex v with genus g(v) = g ∈ Z ≥0 and with marking β(v) = β, with n ordinary leaves and half-edges attached to it with heights k 1 , ..., k n ∈ Z ≥0 and m more dilaton leaves with heights k n+1 , . . . , k n+m ∈ Z ≥0 , we assign
Mg,n+m
Define the weight
With the above definition of the weight of a labeled graph, we have the following theorem which expresses the T P,Q −equivariant descendant Gromov-Witten potential of X in terms of graph sum.
Theorem 3.5 (Givental [16] ). Suppose that 2g − 2 + n > 0. Then
Remark 3.6. In the above graph sum formula, we know that the restriction Sγα(z) Q=1 is well-defined by Remark 3.2. Meanwhile by (1) in Theorem 3.4, we know that the restriction R(z) Q=1 is also well-defined. Therefore by Theorem 3.5,
is well-defined.
3.9.
Open-closed Gromov-Witten invariants. Let X = O P 1 (−1)⊕O P 1 (−1) and L P,Q as defined in Section 2.3. Given any partition of ⃗ µ with l(⃗ µ) = h and g, d ∈ Z ≥0 , we define (cf. [19, Section 4 
. . , µ h ). The right hand side is the moduli space of stable maps u ∶ (Σ, x 1 , ⋯, x n , ∂Σ) → (X , L P,Q ), where Σ is a prestable bordered Riemann surface of genus g and h boundary components (∂Σ = ⊔ h j=1 R j for each R j ≅ S 1 ) and x 1 , ⋯, x n are interior marked points on Σ. We require that u
As shown in [6] , the (T P,Q ) R -action preserves the pair (X , L P,Q ), and induces an action on M g,n,d, ⃗ µ . The fixed locus consists of the map
where each D i is a disk {t ∶ t ≤ 1} and C is a (possibly empty) nodal curve. The point t = 0 on each D i is the only possible nodal point on D i . The map f Di (t) = (t µiQ , t µiP , 0) and f C is a T P,Q -invariant morphism. Here we use the local affine coordinates (x, y, s t) for X.
µ is compact, and we define
where N vir is the virtual normal bundle of M
We define the disk factor for any µ ∈ Z >0 as (24) D(µ) = (−1)
The localization computation in [6] gives the following formula. p1 p0 Figure 1 . A T P,Q -invariant holomorphic disk: it contains p 0 at the origin, and its boundary maps onto the intersection of L P,Q and the fiber at p 0 in X = O P 1 (−1) ⊕ O P 1 (−1).
For a ∈ Z, We introduce
(X ; C) be a degree 2 class. Define the A-model open potential associated to (X , L P,Q ) as the following.
The localization computation expresses these potentials as descendant potentials [12] . When 2g − 2 + n > 0,
The two special cases are
Remark 3.8. As discussed in [12, Remark 3.6], the restriction to Q = 1 is welldefined. Proposition 3.9.
Here X = (X 1 , . . . , X n ) and w
From the graph sum formula (23) and Equations (26)(27)(28) which express open amplitude in terms of descendants, we expand F X ,L P,Q g,n in terms of a graph sum. Notice the only difference is that we need to restrict to t = τ and then replaces the ordinary leaf (L u )
Open-closed Gromov-Witten invariants as relative Gromov-Witten invariants I: the degree zero case. In this section, we interpret the open-closed Gromov-Witten invariants in terms of the relative Gromov-Witten invariants.
Recall that the curve class u
can be expressed as the following relative Gromov-Witten invariant.
We consider the weighted projective plane
where the C * acts on (C 3 ∖ {0}) by
Let D i = {x i = 0} ⊂ P(P, Q, 1), i = 1, 2, 3 be the C * -equivariant divisors. Then the canonical divisor K of P(P, Q, 1) is equal to D 1 +D 2 +D 3 . Let X = P(P, Q, 1). Then the Picard group Pic(X) is isomorphic to Z[D 3 ] and we have [
Consider the moduli space M g (X, D 3 , d ′ , µ) of stable maps relative to the divisor D 3 . Here d ′ > 0 is an integer and µ = (µ 1 , ⋯, µ n ) is a partition of d ′ . The degree of the stable maps is equal to
be the universal curve and let
be the universal target. Then there is a universal map
and a contraction mapπ ∶ T → X. DefineF ∶=π ○ F . The we define the obstruction bundle V g,µ to be
, with orbifold points P 2 , P 3 and weights of the torus action labeled By Riemann-Roch theorem, the rank of the obstruction bundle V g,µ is equal to
where [pt] is the point class on D 3 . Then N g,µ is a topological invariant. We compute N g,µ by standard localization computation. Consider the embedded 2-torus T ≅ (C * ) 2 ⊂ X. The T −action on itself extends to a T −action on X. 
Let u 1 = P u and u 2 = Qu, where u is the equivariant parameter of the corresponding sub-torus T ′ ≅ C * ⊂ T . Then the weights of the T ′ −action at p 1 , p 2 , p 3 are given by
Then g extends to a mapg
Consider the point p 4 = [1, 1, 0] ∈ D 3 , which is equal tog( [1, 0] ). Recall that in (32)), we pull back the point class on D 3 by using the evaluation map of the boundary marked points. We now put this point at p 4 .
The
n (p 4 ) can be described as follows. The target X[m] is the union of X with m copies of the surface
where N D3 X is the normal bundle of D 3 in X. The map
is a projective line bundle. There are two distinct sections
The first copy of ∆(D 3 ) is glued to X along D 
Here C 0 is a possibly disconnected curve contracted to p 3 , ν = (ν 1 , ⋯, ν l(ν) ) is a partition of d ′ , for i = 1, ⋯, l(ν), C i ≅ P 1 and f Ci is a degree ν i map to a line joining p 3 and a point in D 3 and the map is given by z ↦ z νi , C ∞ is a possibly disconnected curve mapping to the bubble component with ramification profile µ and ν over D Since the T ′ -action along D 3 is trivial and the T ′ -action on O(−D 1 − D 2 ) D3 is also trivial, the contribution from the locus for m > 0 vanishes. So we only need to consider the case when there is no bubble component. In this case, C 0 is a genus g curve and ν = µ and C i is mapped to the line joining p 3 and p 4 , i = 1, ⋯, l(ν). In this case, the tangent obstruction complex implies the following long exact sequence:
So we have Figure 3 . Toric diagram of the formal toric Calab-Yau 3-fold Therefore, we have
We should notice that the factor (−1)
coincides with the disk factor D(µ i ) defined in the last Section. Therefore, we have proved the following theorem:
In particular, when g = 0 and µ = (d ′ ), we recover the disk factor D(d ′ ) by the relative Gromov-Witten invariant N 0,(d ′ ) .
Remark 3.11. One can also use the 2-dimensional torus T ≅ (C * ) 2 to do the localization computation to calculate the relative Gromov-Witten invariant N g,µ . In this situation, one can put the point class insertion [pt] in the definition of N g,µ at either
and we still obtain Theorem 3.10.
3.11.
Open-closed Gromov-Witten invariants as relative Gromov-Witten invariants II: the general case. In the general case when d > 0, we cannot express our open-closed Gromov-Witten invariants as relative Gromov-Witten invariants of an ordinary relative toric CY 3-fold. One way to solve this problem is to consider formal toric CY 3-folds as in [22] , which belong to a larger class of target spaces. Then we can interpret the open-closed Gromov-Witten invariants
as relative Gromov-Witten invariants of a certain formal toric CY 3-fold. For completeness, we briefly review the construction of formal toric CY 3-folds in [22] .
3.11.1. Formal toric CY graphs. Let Γ be an oriented planar graphs. Let E o (Γ) denote the set of oriented edges of Γ and let V (Γ) denote the set of vertices of Γ. We define the orientation reversing map − ∶ E o (Γ) → E o (Γ), e ↦ −e which reverses the orientation of an edge. Then the set of equivalent classes E(Γ) ∶= E o (Γ) {±1} is the set of usual edges of Γ. There is also an initial vertex map
We require that the orientation reversing map is fixed point free and that both v 0 and v 1 are surjective and v 0 (e) = v 1 (−e) for ∀e ∈ E o (Γ). We also require that the valence of any vertex of Γ is 3 or 1 and let V 1 (Γ) and V 3 (Γ) be the set of univalent vertices and trivalent vertices respectively. Notice that the absence of the bivalent vertices corresponds to the regular condition in [22] , which implies the corresponding formal toric CY 3-fold is smooth.
We
We fix a standard basis u 1 , u 2 of Z ⊕2 such that the ordered basis (u 1 , u 2 ) determines the orientation on R 2 .
Definition 3.12. A formal toric CY graph is a planar graph Γ described above together with a position map
0 (v) = {e 1 , e 2 , e 3 }, any two vectors in {p(e 1 ), p(e 2 ), p(e 3 )} form an integral basis of Z ⊕2 .
(4) For e ∈ E f (Γ), p(e) ∧ f(e) = u 1 ∧ u 2 . 1 and try to define and study the GromovWitten theory ofŶ . The advantage of consideringŶ is that if we are given a formal toric CY graph Γ, we can always construct an analogue ofŶ even if there does not exist a usual toric CY 3-fold corresponding to this formal toric CY graph. This construction is called the formal toric CY 3-fold associated to Γ. The construction of formal toric CY 3-folds can be described as follows.
Let Γ be a formal toric CY graph. For any edge e ∈ E(Γ), we can associate a relative toric CY 3-fold (Y e , D e ), where Y e is the total space of the direct sum of two line bundles over P 1 and D e is a divisor of Y e which can be empty or the fiber(s) of Y e → P 1 over 1 or 2 points on P 1 , depending on the number of univalent vertices of e (see [22] ). Here (Y e , D e ) being a relative CY 3-fold means
Furthermore, the formal toric graph also determines a T ≅ (C * ) 2 action on Y e and D e is a T -invariant divisor. Let Σ(e) be the formal completion of Y e along its zero section P 1 . The divisor D e descends to a divisorD e of Σ(e) and there is an induced T action on Σ(e). The formal relative toric CY 3-fold (Ŷ ,D) is obtained by gluing all the (Σ(e),D e )'s along the trivalent vertices of Γ (Each trivalent vertex v corresponds to a formal scheme Spec(C[[x 1 , x 2 , x 3 ]]), which can be naturally embedded into Σ(e) for e connected to v). As a set,Ŷ is a union of P 1 's. Each connected component of the divisorD corresponds to a univalent vertex of Γ. The T actions on each Σ(e) are also glued together to form a T action onŶ such that the divisorD is T -invariant. The result in [22] shows that one can define T −equivariant relative GromovWitten invariants for the formal relative toric CY 3-fold (Ŷ ,D). When the formal toric CY graph comes from the toric graph of a usual toric CY 3-fold, these formal Gromov-Witten invariants coincide with the usual Gromov-Witten invariants of the toric CY 3-fold.
3.11.3. Our case. Now we apply the above construction to our case. First of all, we should notice that the above construction can be generalized to the case when there are orbifold structures onD. This means that if we have an edge e ∈ E f (Γ), Y e can be the direct sum of two orbifold line bundles over the weighted projective line P(1, Q) and the divisor D e is the fiber over the orbifold point on P(1, Q). Now we consider the following formal toric CY graph Γ (see Figure 3 ). There are two trivalent vertices v 0 and v 1 and an edge e connecting them. There are four edges e 1 , e 2 , e 3 , e 4 
The graph Γ defines a formal relative toric CY 3-orbifold (Ŷ ,D). The divisorD is of the form D 1 ∪D 2 ∪D 3 ∪D 4 , where eachD i is a connected component ofD corresponding to the univalent vertex v 1 (e i ). The 3-foldŶ is obtained by gluing Σ(e), Σ(e 1 ), Σ(e 2 ) along the trivalent vertex v 0 and by gluing Σ(e), Σ(e 3 ), Σ(e 4 ) along the trivalent vertex v 1 . Here Σ(e) is the formal completing of Y e along the zero section and Y e is the total space of 
.
where γ 1 , ⋯, γ m are T −equivariant cohomology classes of X . Notice that since the divisorD is decomposed into 4 connected componentsD 1 ∪D 2 ∪D 3 ∪D 4 , the above relative Gromov-Witten invariant is a special case of the relative Gromov-Witten invariant of (Ŷ ,D) by letting the ramification profiles overD 2 ,D 3 ,D 4 be empty. Therefore, the result in [22] shows that the above formal relative Gromov-Witten invariant is well-defined. We should also notice that since γ 1 , ⋯, γ m are T −equivariant cohomology classes of X , they can be viewed as T −equivariant cohomology classes ofŶ . can be expressed as the formal relative Gromov-Witten invariant in the following way:
4. The spectral curve of a torus knot 4.1. Mirror curve and the disk invariants. The mirror curve to a resolved conifold X = [O P 1 (−1) ⊕ O P 1 (−1)] is the following smooth affine curve C q
This curve allows a compactification into a genus 0 projective curve C q in P 1 × P 1 , where (1 ∶ U ) and (1 ∶ V ) are homogeneous coordinates for each P 1 . For coprime P, Q ∈ Z, consider the following change of variables
where integers γ, δ are (not uniquely) chosen such that
We define the spectral curve as the quadruple
The variables X, Y are holomorphic functions on C q and meromorphic on C q . 
Here η is a local coordinate for the mirror curve C q around V = −1. There exists δ > 0 and > 0 such that for q < , the function η is well-defined and restricts to an isomorphism
where D q ⊂ C q is an open neighborhood of s 0 . Denote the inverse map of η by ρ q and ρ
By the Lagrange inversion theorem, we have
We define
The numbers B 0,1 (w, d) are called B-model disk invariants, and W 0,1 (η, q) is the B-model disk amplitude.
4.2.
Differential forms on a spectral curve. Eynard-Orantin's topological recursion [10] is a recursive algorithm which produces higher genus B-model invariants. It needs the following input data
• The affine curve C q , its compactification C q and meromorphic functions X, Y on C q which are holomorphic on C q .
• A fundamental bidifferential ω 0,2 on (C q )
The choice of ω 0,2 involves a symplectic basis on H 1 (C q ; C) -since the genus of our C q is 0, this extra piece of datum is not needed. There are two ramification points of the map X ∶ C q → C, labeled by P 0 = (U 0 (q), V 0 (q)), P 1 = (U 1 (q), V 1 (q)) for σ = 0, 1. They are given in (U, V ) coordinates below
In particular,
Let e −x = X, e −y = Y, e −u = u, e −v = V . Near each ramification point P σ with x(P σ ) = x σ , y(P σ ) = y σ , we expand
We expand the fundamental bidifferential
and defineB
We also define the differential of the second kind [10] .
They satisfy and are uniquely characterized by the following properties.
• θ d σ is a meromorphic 1-form on C q with a single pole of order 2d + 2 at P σ .
• In local coordinates
In the asymptotic expansion we define the formal power series by the asymptotic expansionŘ
Here γ α is the Lefschetz thimble under the map x, i.e. x(γ α ) = [x α , ∞).
For σ = 0, 1, defineξ
We have the following proposition from [12, Proposition 6.5].
Proposition 4.1.
Define the following meromorphic form on
It is holomorphic on (C q ) 2 ∖ {P σ ∶ σ = 0, 1}. Lemma 6.8 of [12] says
4.3.
Higher genus invariants from Eynard-Orantin's topological recursion. For a point p around a ramification point P α , denotep to be the point such that X(p) = X(p), andp ≠ p (i.e. ζ σ (p) = −ζ σ (p)). The Eynard-Orantin recursion is the following.
where Φ = log Y dX X
, and ∑ ′ excludes the case (g 1 , I ) = (0, 0), (0, 1), (g, n−1), (g, n).
As shown in [10] , these ω g,n are symmetric meromorphic forms on (C q ) n , and they are smooth on (C q ∖ {P 0 , P 1 }) n . We define the B-model open potentials as below
The Eynard-Orantin topological recursion expresses the B-model invariants ω g,n as graph sums [8] . For each decorated graph ⃗ Γ ∈ Γ g,n and p = (p 1 , . . . , p n ) ∈ (C q ) n , we assign the following weights to each graph component.
• Vertex: for a vertex v ∈ V (Γ) labeled by σ = β(v) and g(v), the weight is
• Edge: for an edge e ∈ E(Γ) we assign the weightB β(v1(e)),β(v2(e)) k,l
. In [10] , it is known to be equal to
) .
• Dilaton leaf: for a dilaton leaf l ∈ L 1 (Γ) we assign the weight
• Ordinary leaf: for the j-th ordinary leaf l j we assign the weight
We define the ordinary B-model weight of a decorated graph to be
For η = (η 1 , . . . , η n ), one defines the B-model open leaf weight associated to an ordinary leaf l j
We define the B-model open weight by substituting the ordinary leaf term by the open leaf
Theorem 4.3 (Graph sum formula for ω g,n [8, 9] ).
Aut( ⃗ Γ) .
5.
Mirror symmetry for open invariants with respect to L P,Q 5.1. Mirror theorem for genus 0 descendants. We follow the notation of Givental [15] . Define the equivariant small I-function as below
Here each D i is the equivariant first Chern class of the equivariant line bundle associated to each toric divisor. The equivariant small J-function is
We quote the famous mirror theorem [13-15, 24, 25] 
The mirror map is trivial in this particular situation.
In the rest of this paper, we denote the trivial mirror map as below
For any τ ∈ H * T P,Q (X; C), the canonical basis φ σ (τ ) is decomposed as
where B σ (τ ), C σ (τ ) ∈S T P,Q . We quote a proposition from [12, Section 4.4 and Proposition 6.2, ].
Proposition 5.2. We have
5.2.
Mirror symmetry for disk invariants. In this section we use the genus 0 mirror theorem to compute the descendant part of the disk potential, and identify it with the non-fractional parts of the B-model disk invariants. Let f ∈ C η 1 , . . . , η n . For a fixed integer number Q > 0, we denote
where a is a primitive Q-th root of unity. This operation "throws away" all terms with degree not divisible by Q. If f is an actual function analytic at 0, we also use the same notation.
Recall that in Section 3, we define the A-model disk amplitude as
We have (−1)
Here we identify e τ1 = q. Comparing with Equation (42), we have the following disk theorem. 
5.3.
Matching the graphs sums. The localization formula (26) in Section 3, and Givental's graph sum formula [16, 17] express F X ,L P,Q g,n as in Equation (29) . As a special case of [12 .
Immediately from these facts and the graph sum formulae (45) and (23), the weights in the graph sum match except for the open leafs. We will compare them in the next section.
Matching open leaves. We define
By Equation (27) ,
Since 
Here () ≥a truncates the z-series, keeping terms whose power is greater or equal than a. We usually denote () ≥0 by () + .
If we write the canonical basis by flat basiŝ φ σ (τ (q)) =B σ (q)H T P,Q +Ĉ σ (q)1,
Here we use the fact that S(H L P,Q , φ σ ′ ) = z (X 1 , X 2 , τ ) τ =τ (q) = −Q 2 h η1,η2 ⋅ W 0,2 (η 1 , η 2 , q).
Proof. 
where the second equality follows from Equation (43), the fourth equality follows from Equation (52), the fifth equality is WDVV (Equation (20)), and the last equality follows from (28).
Theorem 5.5 (BEM-DSM conjecture for 2g − 2 + n > 0). The factor (−1) g−1 comes from the B-model graph sum formula (44), while the factor (−Q) n comes from the factor −Q for open leaves.
