This paper derives the autocorrelation function of the squared values of long-memory GARCH processes. The latter are of much interest since they can produce the long-memory conditional heteroscedasticity that many high-frequency financial time series exhibit. An empirical application illustrating the practical use of our results is also discussed.
Introduction
A common finding in much of the empirical literature on the second-order structure of highfrequency financial time series is that sample autocorrelations for squared or absolute-valued observations tend to decay very slowly and remain fairly large for long lags (e.g., Dacorogna et al., 1993; Ding et al., 1993; Bollerslev and Mikkelsen, 1996; Ding and Granger, 1996; Breidt et al., 1998) . As a consequence, many researchers have proposed extensions of generalized autoregressive conditionally heteroscedastic (GARCH) models which can produce such long-memory behaviour; examples include the models discussed in Robinson (1991) , Ding and Granger (1996) , Baillie et al. (1996) , Bollerslev and Mikkelsen (1996) , Robinson and Zaffaroni (1997) , and Robinson and Henry (1999) , inter alia.
In this paper, we focus on a class of long-memory GARCH (LMGARCH) processes that belong to the family of conditionally heteroscedastic processes introduced by Robinson (1991) .
These processes are very closed related to the fractionally integrated GARCH (FIGARCH) processes proposed by Baillie et al. (1996) and share some of the features of fractional ARIMA processes. In particular, shocks to the conditional variance of an LMGARCH process eventually die away to zero (in a forecasting sense), but shock dissipation occurs at a slow hyperbolic rate rather than the faster geometric rate that is characteristic of weakly stationary GARCH processes.
Even though LMGARCH models have become increasingly popular in practice, the statistical properties of time series whose behaviour is governed by such models remain largely unexplored. The present paper is intended as a first step in closing this gap, its contribution The remainder of the paper proceeds as follows. Section 2 lays out the models of interest, assumptions and notation. Section 3 presents the autocorrelation functions for squared LMGARCH processes. Section 4 discusses an empirical example. Section 5 concludes.
Long-Memory GARCH Processes
To establish terminology and notation, recall from Bollerslev (1986) that a GARCH(p, q) process {ε t } is defined by the equations
where {ξ t , t = 0, ±1, ±2, . . .} are independent and identically distributed random variables with
(Here and in the sequel, L stands for the lag operator and the symbol ',' is used to indicate equality by definition). It follows that {ε 2 t } admits the ARMA(p * , p) representation
where
. . , p * ), and {v t } is, by construction, a martingale-difference sequence relative to the σ-field generated by {ε s , s 6 t}.
The class of GARCH processes can be generalised by allowing {ε 2 t } to satisfy the equation (cf. Robinson, 1991)
for some ω ∈ (0, ∞) and
A strictly stationary GARCH(p, q) process is a special case of (4) with the coefficients {ω j , j > 0} declining towards zero geometrically fast so that ω j = O(λ j ) as j → ∞ for some λ ∈ (0, 1). When E(ε 4 t ) < ∞, the geometric decay of {ω j , j > 0} implies that the autocorrelations {ρ n (ε 2 t ) , Corr(ε 2 t+n , ε 2 t ), n > 1} are also geometrically decaying. Hence, {ε 2 t } exhibits short memory, in the sense that the series P ∞ n=0 ρ n (ε 2 t ) is absolutely convergent. The specification in (4) also includes processes for which the autocorrelations {ρ n (ε 2 t ), n > 1} decay at a rate slower than geometric. One possibility is to allow the coefficients {ω j , j > 0} to decay hyperbolically so that ω j ∼ Cj −δ as j → ∞ for some δ ∈ (1, ∞). (Henceforth, C denotes a generic finite positive constant, not necessarily the same throughout, and a n ∼ b n as n → ∞ signifies that lim n→∞ |a n |/b n = 1). An important finite parameterization of Ω(L) that allows for such behaviour is
and |B(z)| > 0 for all complex-valued z on the closed unit disk (see, e.g., Robinson and Zaffaroni, 1997; Robinson and Henry, 1999) . The (5) is defined as the series
is the Gaussian hypergeometric series, (b) j , Q j−1 i=0 (b+i) is Pochhammer's symbol for the shifted factorial function (with (b) 0 , 1), and Γ(·) is the gamma function.
It follows from (4) and (5) that the stochastic volatility h t obeys the equation
Hence, square integrability of {ε 2 t } requires that 0 < E(ξ 4 t ) < ∞ and
When, for example, ξ t is normally distributed, this condition becomes 0 (5), the coefficients {ω j , j > 0} decay at a slow hyperbolic rate so that ω j ∼ Cj d−1 as j → ∞. This in turn implies that the autocorrelations {ρ n (ε 2 t ), n > 1} satisfy
provided E(ε 4 t ) < ∞. Hence, when the fourth moment of the ε t exists, {ε 2 t } is a weakly stationary process which exhibits long memory for all d ∈ (0, 1 2 ), in the sense that the series P ∞ n=0 |ρ n (ε 2 t )| is properly divergent. For this reason, we shall refer to a process {ε t } satifying (4) and (5) as
A model closely related to the LMGARCH(p, d, q) specification in (4)- (5) was considered by Baillie et al. (1996) , who defined a FIGARCH(p, d, q) process via the equation
The FIGARCH(p, d, q) process is strictly stationary and ergodic but not square integrable (see Zaffaroni, 2000) . However, since the 'autocorrelations' (
, it is not difficult to show that the FIGARCH(p, d, q) and LMGARCH(p, d, q) processes have the same second-order structure when condition (6) is satisfied.
Finally, it is worth mentioning that Giraitis et al. (2000) have recently studied the properties of infinite-order ARCH processes. Their results, however, do not apply for the specification in (4)-(5) since it does not satisfy the condition E(ξ
Autocorrelation Structure of LMGARCH Processes
In this section of the paper, we establish the autocorrelation properties of LMGARCH processes.
We begin by considering some low-order processes which have proved to be useful in modelling a variety of financial time series and then proceed to examine the general LMGARCH(p, d, q) case.
LMGARCH(1, d, 1) Process
The LMGARCH(1, d, 1) process is defined via the fractional ARIMA(1, d, 1) equation
We begin by giving the infinite moving-average representation of ε 2 t .
Lemma 1
The process {ε 2 t } admits the infinite moving-average representation
Proof. Since
we have
and hence (10) follows from (9) . ¥
In our first proposition, we obtain the autocorrelation function of {ε 2 t }.
Proposition 1
The autocorrelation function of {ε 2 t } is given by
Proof. On account of (10) and (11) we have
where π 0 , 1 and
it follows that
Finally, using the fact that
we obtain (13)- (14) by straightforward manipulation. ¥
In Figure 1 , we plot the theoretical autocorrelation function of a squared LMGARCH (1, d, 1) process with α 1 = 0.1, β 1 = 0.2 and d ∈ {0.2, 0.3}. 1 As expected, the autocorrelations decay at a very slow rate, much slower than the geometric rate that is characteristic of weakly stationary GARCH processes.
LMGARCH(p, d, 0) Process
Now consider the LMGARCH(p, d, 0) process defined via the fractional ARIMA(0, d, p) equation
For the process in (16), we have the following result.
Lemma 2 The process {ε 2 t } admits the infinite moving-average representation
and
Proof. The desired result is obtained straightforwardly from (16) by using (12) . ¥
The autocorrelations of the process defined by (16) are obtained next.
Proposition 2
with
1 The Gaussian hypergeometric series was evaluated using Mathematica.
Proof. Using the fact that ρ n (ε 2 t ) = ( P ∞ j=0 ω j ω j+n )/( P ∞ j=0 ω 2 j ), we have in view of (18) that
Hence, since 
LMGARCH(0, d, q) Process
Next consider the LMGARCH(0, d, q) process defined via the fractional ARIMA(q, d, 0) equation
where it is assumed that the roots of A(z) = 0 are simple. The moving-average representation of the process in (21) is as follows.
Lemma 3
Proof. From (21), we have that
Hence, in view of the fact that
- (23) follow. ¥
The autocorrelation structure of the process defined by (21) is established next.
Proposition 3
Proof. In view of (23), we have
we obtain (24)-(25). ¥ Remark. Our results are limited to LMGARCH(0, d, q) processes for which α i 6 = α k for all i, k ∈ {1, . . . , q} such that i 6 = k. However, as Sowell (1992) remarked, this might not be an overly restrictive requirement since, in the space of polynomials of a given order, the subset which has repeated zeroes is a set with zero Lebesgue measure. process with α 1 = 0.1 and d ∈ {0.2, 0.3}. As before, the autocorrelations decrease extremely slowly.
LMGARCH(p, d, q) Process
We finally consider the general LMGARCH(p, d, q) process defined via (4)- (5) with the added restriction that the roots of A(z) = 0 are simple. The moving-average representation of such a process is given in the lemma that follows.
Lemma 4
(−β r ) (β 0 , −1), and α
Proof. From (4)- (5), we have that
Hence, on account of 
Theorem 1
where Proof. In view of (27), we have
, and
Hence, upon observing that 2 The quasi-maximum likelihood estimates in Table 1 are such that 0
for all three LMGARCH models. 
Conclusion
In this paper, we have examined the dependence structure of long-memory autoregressive con- 
