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Resumen
El problema de reconocimiento óptico de números escritos a mano ha sido traba-
jado desde diferentes técnicas obteniendo buenos resultados. 
En el presente artículo se proponen sistemas difusos con al-
goritmos genéticos, más específicamente meméticos para reali-
zar esta tarea. Los resultados obtenidos con este método son 
comparados con redes neuronales de aprendizaje semi-super-
visado, donde fueron utilizadas redes con funciones de base ra-
dial (RBF). Al realizar la comparación es posible observar que 
este tipo de redes neuronales ofrecen ventajas en cuanto a tasas 
de error y tiempo de obtención del sistema de reconocimiento 
frente a los métodos basados en sistemas difusos.
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Abstract
Optical recognition of handwritten numbers was worked by diffe-
rent methods, with satisfactory results. In this paper, we propose 
fuzzy systems with genetic algorithms, specifically memetic, to 
do this task. Results with this method are compared with neu-
ronal network of semi-supervised learning, where we was used 
networks with radial base functions (RBF). To make the compari-
son, is possible observed that this kind of neuronal network offers 
advantages regarding error rates and time-to-results of the recog-
nition system, compared with methods based in fuzzy systems.
Keywords: Differential evolution, Fuzzy modeling, mimetic algo-
rithm, optical recognition of numbers, Radial Basis Function neu-
ral network
Introducción
El reconocimiento óptico de caracteres o 
OCR —por sus siglas en inglés, Optical Cha-
racters Recognition— es un proceso que tie-
ne como objetivo digitalizar y reconocer los 
caracteres de un determinado alfabeto o sim-
bología contenidos en diferentes fuentes de 
texto, como puede ser una hoja impresa por 
un procesador de palabras o texto escrito a 
mano por un humano, donde este último tie-
ne el mayor nivel de dificultad para su reco-
nocimiento por la diversa caligrafía de cada 
individuo; además de otros factores como el 
tamaño y la similitud en tres símbolos. 
En la actualidad, el OCR es muy utilizado y 
estudiado para mejorar la calidad de varios 
servicios como el reconocimiento de textos 
manuscritos para su almacenamiento en for-
ma de datos [1]. Uno de los problemas más 
importantes que enfrenta el reconocimiento 
óptico de caracteres es el de segmentación de 
los caracteres para su obtención uno a uno [2].
Todos los algoritmos OCR se basan en una 
serie de pautas que se deben seguir para lo-
grar diferenciar texto. Existen cuatro eta-
pas que son: 1) binarización, en ella se digi-
taliza y umbraliza los caracteres y se realiza 
su respectivo almacenamiento en una ima-
gen binaría (blanco y negro). 2) Fragmenta-
ción o segmentación, este es el proceso más 
complicado y clave para el reconocimiento 
de los caracteres, aquí la imagen es segmen-
tada carácter por carácter para poder traba-
jar con cada uno de ellos individualmente. 3) 
Reducción de los componentes, generalmen-
te es usada para eliminar la información irre-
levante que puede alterar el reconocimiento 
de los caracteres. 4) Comparación de carac-
teres, en esta etapa se comparan los caracte-
res obtenidos de los procesos anteriores con 
patrones definidos y conocidos para su reco-
nocimiento; generalmente el resultado está 
dado por la mayor coincidencia con los pa-
trones [2]. Esta última etapa será estudiada 
en el presente artículo mediante técnicas de 
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inteligencia computacional con sistemas di-
fusos y redes neuronales.
En el campo de la inteligencia computacional 
aplicada al reconocimiento de caracteres se 
puede encontrar una amplia gama de opcio-
nes, que en sí son propuestas aisladas y no 
proveen una comparación de las ventajas y 
diferencias de los métodos disponibles. 
Las principales características de los méto-
dos descritos, de los métodos de clasificación 
de patrones, como el reconocimiento de los 
números manuscritos, se pueden resumir en 
una tabla (ver tabla 1) [3].
 































Se entiende el requerimiento de hardware 
como la cantidad de memoria RAM usa-
da por el computador. Tenemos entonces 
que RBF no tiene grandes requerimientos de 
hardware y permite un tiempo de entrena-
miento corto; con lo que es posible sintoni-
zar los parámetros del sistema para obtener 
los mejores resultados posibles sin tomar de-
masiado tiempo.
1. Metodología
En esta sección se presenta la base de datos 
utilizada para implementar el presente estu-
dio. Los métodos de lógica difusa y de redes 
neuronales son también explicados en deta-
lle sobre su implementación. 
1.1. Base de datos
La base de datos utilizada para la identifica-
ción óptica de números hechos a mano se en-
cuentra en el repositorios de la UCI [4], en 
ella ya está elaborada la etapa de binariza-
ción, fragmentación y reducción de infor-
mación. Esta base datos fue realizada por 43 
personas, donde cada una de ellas escribió 
más de un dígito. 
Los números escritos se segmentaron en ma-
pas de 32x32 píxeles. Cada carácter se dividió 
en matrices de 4x4 píxeles, como se muestra 
en la figura 1, esto quiere decir que cada ca-
rácter tiene una línea de datos de 8x8 para un 
total de 64 datos, de los cuales cada uno tiene 
la información de un bloque de 4x4.
Figura 1. División de la imagen  
en bloques de 4x4 píxeles
Fuente: elaboración propia.
En cada dato de los 64 que contiene un ca-
rácter, se almacena la información de cuán-
tos píxeles en los bloques de 4x4 tienen un ni-
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vel de brillo igual a cero —un nivel de brillo 
igual a cero equivale a una tonalidad oscu-
ra—, lo que quiere decir que el máximo valor 
para cada dato será 16 (figura 2). 
Figura 2. Representación de los números
Fuente: elaboración propia
La cantidad de datos correspondientes a 
cada número se muestra en la tabla 2, en 
donde se tiene un total de 3823 datos de nú-
meros del 0 al 9.
Tabla 2. Cantidad de datos  













Al obtener la base de datos se realizó una 
normalización dividiendo cada valor de los 
datos entre el máximo valor, en este caso 16, 
lo que proporciona una base de datos más 
















Figura 3. Estructura de un sistema difuso tipo Mamdani
Fuente: elaboración propia.
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De los 3823 datos se tomó el 70 % de la base 
de datos para el entrenamiento (2676 datos) 
y el 30 % restante para validación (1147 da-
tos), lo que garantiza que el método no sea 
sobreentrenado [5].
1.2 Sistema Difuso Genético a 
partir de Algoritmo Evolutivo de 
Tercera Generación Memético 
(MA)
Para el reconocimiento de los números escri-
tos a mano se consideró el uso de una pri-
mera metodología basada en la clasificación 
con un sistema difuso sintonizado con algo-
ritmos genéticos entrenado con aprendizaje 
supervisado. A continuación se describen las 
partes que componen el reconocedor a partir 
de esta metodología. 
La clasificación de los caracteres está basada 
en un sistema de inferencia difuso en donde 
un conjunto de reglas lingüísticas son tras-
formadas en un mapeo no lineal, y de esta 
forma lograr un aproximador universal [6]. 
La configuración utilizada en el presente tra-
bajo se conoce como de tipo Mamdani, ya 
que presenta en su estructura un fuzzifica-
dor, un mecanismo de inferencia difusa con 
su respectiva base de reglas difusas y un de-
fuzzificador, como se muestra en la figura 3. 
La expresión matemática de un sistema de 
inferencia difusa tipo Mamdani se muestra a 
continuación (ecuación 1), donde sus conjun-
tos difusos son de tipo gaussiano para N en-
tradas y M reglas.
(1)
La complejidad de estos sistemas difusos de-
pende del número de entradas y reglas di-
fusas planteadas, ya que la cantidad de con-
juntos difusos en el antecedente y de centros 
en el consecuente dependen de estos dos fac-
tores; para este caso en particular se tiene 64 
entradas y un total de 10 reglas que están da-
das por el total de números a reconocer.
Sintonización del sistema difuso 
a partir del algoritmo evolutivo de 
tercera generación Memético (MA)
Como se ha expuesto en [7], un algoritmo 
memético es un algoritmo híbrido que incor-
pora el conocimiento o aprendizaje a un de-
terminado algoritmo evolutivo en cada una 
de las poblaciones existentes en cada gene-
ración. Para esto se realizará una hibridación 
y, de esta forma, generar el algoritmo memé-
tico entre el algoritmo evolutivo diferencial 
expuesto en [8] y un aprendizaje supervisa-
do típico [9] utilizando el algoritmo de Back-
propagation. En otras palabras, se realizó una 
sintonización en la inferencia difusa basán-
donos en un algoritmo de evolución diferen-
cial con búsqueda local, lo llamaremos algo-
ritmo evolutivo memético diferencial (MDE).
La estructura general trabajada para la sin-
tonización es la que se muestra en la figura 
4 [8]. Los valores que se encuentran en cada 
cromosoma de cada uno de los individuos 
de la población son los 64 centros en cada 
atributo, y sus respectivas desviaciones es-
tándar; por esto, cada individuo de la pobla-
ción tendrá 128 genes. 
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Para generar la familia de individuos de la 
primera generación, se tomó cada centro de 
número como individuos principales; a par-
tir de ellos se genera aleatoriamente los de-
más individuos, los cuales son variaciones 
de estos individuos principales. En general, 
se tiene una población de 30 individuos co-
rrespondiente a cada número, para un total 
de 300 individuos.
La probabilidad de cruce para todos los pa-
rámetros de los principales individuos fue 
de 0.9, de este valor se sacó la probabilidad 
de cruce de los demás individuos de la po-
blación, dependiendo qué tan lejos esté de es-
tos individuos principales así:
PROB = 0.9 * e -abs(indi1-indix)  (2)
donde
PROB es la probabilidad de un individuo x
indi1 es el individuo principal
indix es el individuo x
Para generar la mutación en el algoritmo se 
utilizó la variante del DE (diferencial evolu-
tivo), en donde se tomó como mejor indivi-
duo el principal. El factor de mutación F se 
tomó con el valor de 0.8. Los valores de pro-
babilidad de cruce, factor de mutación y nú-
mero de individuos se tomaron de [8].
Sistema difuso a partir de red de funciones 
de base radial (RBF)
La segunda está basada en una red neuronal 
de funciones de base radial RBF entrenada 
con aprendizaje semi-supervisado.
• Redes de Función de Base Radial (RBF)
Este tipo de redes se caracteriza por tener un 
aprendizaje o entrenamiento híbrido, este 
tipo de redes neuronales tienen tres capas: 
una de entrada, una única capa oculta y una 
capa de salida, como se muestra en la figura 5.
Figura 5. Arquitectura típica de una red RBF
Fuente: elaboración propia.
Aunque la arquitectura pueda recordar a la 
un MLP, la diferencia fundamental está en 
que las neuronas de la capa oculta en vez de 


















Figura 4. Sintonizaciones de los parámetros de un sistema difuso a partir de un algoritmo  
evolutivo Memético Diferencial (mde)
Fuente: elaboración propia.
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das y aplicar un sigmoide, calculan la dis-
tancia euclidiana entre el vector de pesos si-
nápticos (centroide) y la entrada, y sobre esta 
distancia se aplica una función de tipo radial 
con forma gaussiana .
F x x cii
N
i( ) −( )=∑= ω φ1    (3)
 Φ x e r( )= −( )ε
2
 (4)
En la ecuación (3) se puede ver la función ge-
neral de una red RBF, donde a cada neuro-
na le corresponde una función de base radial 
Ф(x) y un peso de salida ωi.
• Aprendizaje semisupervisado de la Red 
RBF
El aprendizaje consiste en la determinación 
de los centros, desviaciones y pesos de las 
neuronas de la capa oculta a la capa de salida. 
Como las capas de la red realizan diferentes 
tareas, se separan los parámetros de la capa 
oculta de la capa de salida para optimizar el 
proceso. De esta forma, los centros y las des-
viaciones siguen un proceso guiado por una 
optimización en el espacio de entrada, mien-
tras que los pesos siguen una optimización 
basado en las salidas que se desean obtener. 
Para el aprendizaje de la capa oculta se usa 
un aprendizaje no supervisado, donde se ob-
tienen el número de funciones, sus centros y 
su respectiva dispersión o radio. Existen di-
ferentes métodos conocidos, uno de ellos es 
el algoritmo k-means descrito en [10], el cual 
es un algoritmo no supervisado de agrupa-
miento de datos, donde k es el número de 
grupos que se desea encontrar y correspon-
de al número de neuronas en la capa oculta.
Una vez fijados los valores de los centros en 
el paso anterior, se ajusta el ancho de cada 
neurona. Los anchos son los parámetros de 
dispersión que aparecen en cada una de las 
funciones gaussianas. De esta forma, dan una 
medida de cuando una muestra activa una 
neurona oculta para que dé una salida signi-
ficativa, estas dispersiones de cada neurona 
deben ser calculadas de manera que presen-
ten el menor solapamiento posible entre sí. 
Después de obtener el número de funcio-
nes de base radial con sus respectivas carac-
terísticas es realizada una fase supervisada. 
Aquí son calculados los pesos y umbrales 
de las neuronas de salida de la red. El objeti-
vo es minimizar las diferencias entre las sa-
lidas de la red y las salidas deseadas. Hay 
dos métodos para realizar esta fase: realiza-
do un proceso de optimización a través del 
método de mínimos cuadrados, el cual, al fi-
nalizar el proceso de entrenamiento, obtiene 
como resultado el valor de los pesos sináp-
ticos de la red que soluciona el problema de 
clasificación.
Resultados
Los resultados son presentados en el orden 
de acuerdo con el modelo mostrado en la 
metodología. Después de ello se realizó una 
comparación entre las técnicas y finalmente 
se discuten los resultados del presente traba-
jo con otros encontrados en la literatura.
Resultados del Sistema Memético 
Diferencial
Los resultados arrojados por el algoritmo se 
estudiaron después de realizar alrededor de 
80 pruebas para obtener representación esta-
dística. El error de clasificación era observa-
do en función del número de generaciones 
requeridas. Con esto, el algoritmo memético 
diferencial logró disminuir el error de clasifi-
cación hasta un valor del 6.3 %. Además, fue 
disminuido considerablemente el número 
de generaciones para llegar a dicho valor en 
comparación a otros algoritmos evolutivos. 
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En la tabla 3 se pueden observar los resul-
tados arrojados por el algoritmo memético, 
donde se varió el número de generaciones 
para observar los resultados del porcentaje 
de error y su respectiva desviación estándar.
Tabla 3. Resultados arrojados por el sistema difusos 
















Como es posible observar en la tabla 3, los 
resultados obtenidos con el sistema difuso 
construido a partir de algoritmos genéticos 
obtuvieron muy buenos resultados. El por-
centaje de error se logró disminuir hasta un 
6.3 % con el inconveniente del costo compu-
tacional, ya que para obtener este error fue-
ron necesarias 2500 generaciones.
Resultados obtenidos de la red RBF
Para la implementación de la red neuronal 
de funciones de base radial fue modificado 
el número de neuronas en la capa oculta, y 
también la dispersión para la función Gaus-
siana utilizada. Los resultados obtenidos son 
mostrados en la tabla 4.




50 5 11,682 2,38
100 10 6,277 0,06
300 25 3,138 0,13
400 100 3,225 0,2
1000 100 2,95 0.13
Fuente: elaboración propia.
En la figura 6 se pueden observar los resul-
tados obtenidos de forma gráfica. Es posible 
ver el número de neuronas en la capa oculta, 
el error y la dispersión. En los resultados con 
mayor dispersión se puede ver un círculo de 
mayor radio comparado con los demás datos. 
Los mejores resultados que relacionan el cos-
to computacional y el porcentaje de error 
fueron obtenidos para una red RBF con 300 
neuronas en la capa oculta. El porcentaje de 
error para este caso fue de 3.138 %, con una 
varianza bastante baja; lo que indica que la 
red neuronal tiene resultados consistentes, 
haciendo el método estable frente al prob-
lema de reconocimiento. En la tabla 3 se pue-
de ver que se obtuvieron mejores resultados 
con 1000 neuronas en la capa oculta, pero la 
mínima diferencia que presenta está en por-
centaje de error y varianza, con respecto a 
la de 300 neuronas no justifica el costo com-
putacional necesario para obtener este resul-
tado, por esta razón en las pruebas siguientes 
se decidió tomar la red RBF de 300 neuronas.
En base a los resultados, se decidió sacar el 
porcentaje de error para cada número en par-
ticular, pero esta vez para toda la base de da-
tos. También se quiso observar si la red neu-
ronal confundía números entre sí, y cuales 
confundía; los resultados obtenidos son los 
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que se muestran en la tabla 5. Allí es mostra-
da la tasa de clasificación para cada número, 
el porcentaje de valores no clasificados y el 
porcentaje de los errores cometidos por la red. 
Figura 6. Resultados obtenidos con la red RBF
Fuente: elaboración propia.
De estos resultados (tabla 5) se puede ob-
servar que los números que mejor clasifica 
la red RBF son el cero y el cuatro, donde el 
porcentaje de error es ligeramente superior 
al 0.5 %, donde la red no pudo clasificar co-
rrectamente a todos los datos presentados. 
También se puede ver que el número que tie-
ne un mayor error de clasificación es el ocho, 
con un error cercano al 4%, este carácter es 
confundido con otro carácter, lo que hace 
que se cuente como un error. 
En general es posible ver que los resultados 
para todo el sistema son de 1.51 %, partiendo 
del hecho de que un 1.17 % son de números 
que la red no clasificó erradamente sino que 
consideró que no podía clasificarlos. 
Tabla 5. resultados obtenidos con la red RBF para 









Cero 99,4 0,53 0
Uno 98,7 1,30 0
Dos 99,2 0,78 0
Tres 97,4 1,79 0,77
Cuatro 99,4 0 0,52
Cinco 98,9 0,53 0,53
Seis 99,2 0,26 0,79
Siete 98,9 0,77 0,25
Ocho 96,05 3,28 0,78
Nueve 97,38 2,35 0,26
Total 98,48 1,17 0,34
Fuente: elaboración propia.
Comparación de los resultados para 
las metodologías propuestas
Los resultados expuestos anteriormente mues-
tran que para el modelo de reconocimiento 
basado en la red neuronal, el porcentaje de 
error es más bajo, como se muestra en la ta-
bla 6, y el costo computacional demandado 
por la red RBF es menor que el obtenido a 
través del sistema memético diferencial. 
Mientras la red RBF toma unos tres minutos 
en entrenar la red neuronal y arrojar resulta-
dos, el algoritmo memético pude tomar ho-
ras en dar un resultado satisfactorio. 
Tabla 6. Comparación de resultados
Algoritmo %Error Costo computacional
Memético Diferencial 6,3 Más de 60 minutos
Red RBF 1,51 2 a 4 minutos
Fuente: elaboración propia.
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Es claro que el sistema difuso igualmente re-
solvió el problema disminuyendo el porcen-
taje de error considerablemente y lo hizo mu-
cho mejor que con otros algoritmos probados.
Discusión de los resultados
Analizando los resultados obtenidos en [11] 
se puede concluir que, entre los diferentes ti-
pos de redes neuronales, los mejores resulta-
dos se obtuvieron con RBF y los peores con 
SOM, lo cual hizo más coherente desarrollar 
nuestra red neuronal bajo este modelo.
SOM
SOMFFBP






0,00% 20,00% 40,00% 60,00% 80,00% 100,00% 120,00%
Aciertos
Figura 7. Tasa de aciertos para  
diferentes tipos de redes
Fuente: elaboración propia
Adicionalmente, bajo la misma base de da-
tos y en la misma máquina, el tiempo de en-
trenamiento y validación del RBF es de una 
cuarta parte del MLP y la mitad del SOM. 
Esto nos permite afirmar aún más la idea de 
trabajar con RBF. Cabe notar que la base de 
datos usada es diferente a la usada en el pre-
sente trabajo, pero tiene características inte-
resantes como estilos muy poco elegantes en 
cuanto a caligrafía, lo que hace particular-
mente difícil clasificar el dígito en alguna ca-
tegoría. Encontraron especial dificultad en 
los dígitos cero (0), tres (3), cuatro (4) y sie-
te (7) [12].
Conclusiones
El objetivo propuesto para este artículo fue 
satisfactoriamente cumplido, con los dos mé-
todos con los cuales fue abordado el proble-
ma se obtuvieron muy buenos resultados, 
llegando casi al 99 % de clasificación exitosa 
de toda la base de datos, como es el caso de la 
red RBF, con el sistema memético diferencial 
fueron obtenidos resultados cercanos al 95 % 
en la tasa de clasificación. 
Como conclusión final es bueno resaltar que 
para este caso en particular —el reconoci-
miento óptico de números escritos a mano— 
es mejor usar una red RBF, que un sistema 
memético diferencial, con los resultados ex-
puestos se pudo entrever que el porcentaje 
de clasificación de la red RBF es ligeramen-
te más efectivo que el sistema difuso gené-
tico, agregando como parte fundamental los 
costos computacionales que son requeridos 
para el desarrollo e implementación de cada 
uno de ellos. 
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