The longest common extension (LCE) of two indices in a string is the length of the longest identical substrings starting at these two indices. The LCE problem asks to preprocess a string into a compact data structure that supports fast LCE queries. In this paper we generalize the LCE problem to trees. Given a labeled and rooted tree T , the goal is the preprocess T into a compact data structure that support the following LCE queries between subpaths and subtrees in T . Let v1, v2, w1, and w2 be nodes of T such that w1 and w2 are descendants of v1 and v2 respectively.
• LCEPP (v1, w1, v2, w2): (path-path LCE) return the longest common prefix of the paths v1 w1 and v2 w2.
• LCEPT (v1, w1, v2): (path-tree LCE) return maximal path-path LCE of the path v1 w1 and any path from v2 to a descendant leaf.
• LCETT (v1, v2): (tree-tree LCE) return a maximal path-path LCE of any pair of paths from v1 and v2 to descendant leaves.
We present the first non-trivial bounds for supporting these queries. Let n be the size of T . For LCEPP and LCEPT queries, we present a linear-space solution with O(log log n) and O(log n) query time respectively. For LCETT queries, we show a reduction to the the set intersection problem implying that a fast linear space solution is not likely to exist. We complement this with a time-space trade-off, that given any parameter τ , 1 ≤ τ ≤ n, leads to an O(nτ ) space and O(n/τ ) query-time solution. Finally, we suggest a few applications of LCE in trees to tries and XML databases.
Introduction
Given a string S, the longest common extension (LCE) of two suffixes is the length of the longest common prefix of these two suffixes. The longest common extension problem (LCE problem) is to preprocess S into a compact data structure supporting fast LCE queries. The LCE problem is a basic primitive in a wide range of string matching problems such as approximate string matching, finding exact and approximate tandem repeats, and finding palindromes [5, 14, 21, [25] [26] [27] [28] [29] . The classic textbook solution to the LCE problem on strings combines a suffix tree with a nearest common ancestor (NCA) data structure leading to a linear space and constant query-time solution [20] (see also [10, 11, 16, 23] ). In this paper we study generalizations of the LCE problem to trees. The goal is to preprocess an edgelabeled, rooted tree T to support various LCE queries between paths in T . Here a path starts at a node v and ends at a descendant of v, and the LCEs are on the strings obtained by concatenating the characters on the edges of the path from top to bottom. We consider path-path LCE queries between two specified paths in T , path-tree LCE queries defined as the maximal path-path LCE of a path and any path starting at a given node, and tree-tree LCE queries defined as the maximal path-path LCE between any pair of paths starting from two given nodes. We next define these problems formally. Figure 1 : LCE in trees. LCE PP (v 1 , w 1 , v 2 , w 2 ) is the path "ab", LCE PT (v 1 , w 1 , v 2 ) is the path "abc", and LCE TT (v 1 , v 2 ) is the path "acad".
Tree LCE Problems
Let T be an edge-labeled, rooted tree with n nodes. We denote the subtree rooted at a node v by T (v), and given nodes v and w such that w is in T (v) the path going down from v to w is denoted v w. A path prefix of v w is any subpath v u such that u is on the path v w. Two paths v 1 w 1 and v 2 w 2 match if concatenating the labels of all edges in the paths gives the same string. Given nodes v 1 , w 1 such that w 1 ∈ T (v 1 ) and nodes v 2 , w 2 such that w 2 ∈ T (v 2 ) define the following queries:
• LCE PP (v 1 , w 1 , v 2 , w 2 ): (path-path LCE) return the longest common matching prefix of the paths v 1 w 1 and v 2 w 2 .
• LCE PT (v 1 , w 1 , v 2 ): (path-tree LCE) return the maximal path-path LCE of the path v 1 w 1 and any path from v 2 to a descendant leaf.
• LCE TT (v 1 , v 2 ): (tree-tree LCE) return a maximal path-path LCE of any pair of paths from v 1 and v 2 to descendant leaves.
The queries are illustrated in Fig. 1 . We assume that the output of the queries is reported compactly as the endpoint(s) of the LCE. This allows us to report the shared path in constant time per edge. Furthermore, we will assume w.l.o.g. that for each node v in T , all the edge-labels to children of v are distinct. If this is not the case, then we can merge all identical edges in a top-down traversal of T in linear time, without affecting the result of all the above LCE queries. We note that the direction of the paths in T is important for the LCE queries. In the above LCE queries, the paths start from a node and go downwards. If we instead consider paths from a node going upwards towards the root of T , the problem is easier and can be solved in linear space and constant query time by combining Breslauer's suffix tree of a tree [12] with a nearest common ancestor (NCA) data structure [22] .
Our Results
First consider the LCE PP and LCE PT problems. To answer an LCE PP (v 1 , w 1 , v 2 , w 2 ) query, a straightforward solution is to traverse both paths in parallel-top down. Similarly, to answer an LCE PT (v 1 , w 1 , v 2 ) query we can traverse v 1 w 1 top-down while traversing the matching path from v 2 (recall that all edges to a child are distinct and hence the longest matching path is unique). This approach leads to a linear space and O(h) query-time solution to both problems, where h is the height of T . Note that for worst-case trees we have that h = Ω(n). We show to following improved results. For the LCE PP problem we give a linear space and O(log log n) query time solution and for the LCE PT problem we give a linear space and O(log n) query-time solution. Hence, we match the space of the simple solutions, while doubly-exponentially or exponentially improving the query times.
The overall idea in the results is to combine a heavy path decomposition of T with a number of auxiliary data structure that allows to navigate T and answer LCE queries on the heavy paths. The key property of the heavy path decomposition is that each root leaf path in T passes at most a logarithmic number of heavy paths. To implement a LCE PT (v 1 , w 1 , v 2 ) query, we effectively simulate the top down traversal of v 1 w 1 while tracing the matching path from v 2 . However, instead of traversing one edge at the time, we show how to traverse in constant time a heavy path in at least one of the paths. Since there are O(log n) heavy paths in the traversal this leads to a total query time of O(log n). To implement a LCE PP (v 1 , w 1 , v 2 , w 2 ) query, we show how to do a binary search over the heavy paths contained in both v 1 w 1 and v 2 w 2 in constant time for each step. We can then compute the LCE internally within the heavy paths. Since there are O(log n) heavy paths in the binary search this leads to a total query time of O(log log n).
Next consider the LCE TT problem. Here the simple top down traversal does not work and it seems that substantially different ideas are needed. We first show a reduction from the set-intersection problem, i.e., preprocessing a family of sets of total size n to support disjointness queries between any pairs of sets. In particular, the reduction implies that a solution to the LCE TT problem using O(n) space and o( √ n) query time is impossible assuming a widely believed conjecture on the complexity of the set-intersection problem.
We complement this result with a time-space trade-off that achieves O(nτ ) space and O(n/τ ) query time for any parameter 1 ≤ τ ≤ n. For instance, with τ = √ n, we have a solution using O(n 1.5 ) space and O( √ n) query time. The overall idea of the trade-off is to balance between two naive solutions. One uses O(n) space and O(n) query time and the other uses O(n 2 ) space and O(1) query time. Balancing these two solutions is done by clustering T into O(τ ) overlapping subtrees of size O(n/τ ).
Applications
We suggest a few immediate applications of LCE in trees. Consider a set of strings S = {S 1 , . . . , S k } of total length k i=1 |S i | = N and let T be the trie of S of size n, i.e., T is the labeled, rooted tree obtained by merging shared prefixes in S maximally. If we want to support LCE queries between suffixes of strings in S, the standard approach is to build a generalized suffix tree for the strings and combine it with an NCA data structure. This leads to a solution using O(N ) space and O(1) query time. We can instead implement the LCE query between the suffixes of strings in S as an LCE PP on the trie T . With our data structure for LCE PP , this leads to a solution using O(n) space and O(log log n) query time. In general, n can be significantly smaller than N , depending on the amount of shared prefixes in S. Hence, this solution provides a more space-efficient representation of S at the expense of a slight increase in query time. An LCE PT query on T corresponds to computing a maximal LCE of a suffix of a string in S with suffixes of strings in S sharing a common prefix. An LCE TT query on T corresponds to computing a maximal LCE over pairs of suffixes of strings in S that share a common prefix. To the best of our knowledge these queries are novel one-to-many and many-to-many LCE queries. Since tries are a basic data structure for storing strings we expect these queries to be of interest in a number of applications.
Another interesting application is using LCE in trees as a query primitive for XML data. XML documents can be viewed as a labeled tree and typical queries (e.g., XPath queries) involve traversing and identifying paths in the tree. The LCE queries provide simple and natural primitives for comparing paths and subtrees without explicit traversal. For instance, our solution for LCE PT queries can be used to quickly identify the "best match" of a given path in a subtree.
Preliminaries
A heavy path decomposition [22] of a tree T is defined as follows. For each node v we pick a child v j of v with maximum subtree size. We call the edge from v to v j a heavy edge. All edges from v to its other children are light edges. The light depth of v is number of light edges on the path from the root to v. The light depth of T is the maximum light depth of any node in T . Since the subtree size of a light child of v is at most half the size of its parent, we have the following bound on the light depth.
Lemma 1 (Harel and Tarjan [22] ) For any tree T with n nodes, the light depth of T is O(log n).
Removing the light edges of T partitions T into a collection of disjoint heavy paths denoted H. The apex of a heavy path H ∈ H is the node on the path closest to the root. The compacted tree C of T is obtained by contracting every heavy path in H into a single node. The depth of C is therefore bounded by O(log n).
Given a node v and an integer d ≥ 0, the level ancestor of v at depth d, denoted LA(v, d) is the ancestor of v at depth d. Given a pair of nodes v and w the nearest common ancestor of v and w, denoted NCA(v, w), is the common ancestor of v and w of greatest depth. Both LA and NCA queries can be supported in constant time with a linear space data structures, see e.g., [1, 2, 6-8, 15, 17, 19, 22] Finally, the suffix tree of a tree T [12, 24, 31] is the compressed trie of all suffixes of leaf-to-root paths in T . The suffix tree uses O(n) space and can be constructed in O(n log log n) time for general alphabets [31] . Note that the suffix tree combined with NCA can support LCE queries in constant time for paths going upwards. Since we consider paths going downwards, we will only use the suffix tree to check (in constant time) if two paths are identical.
Path-Path LCE
In this section we prove the following theorem.
Theorem 1 For a tree T with n nodes, a data structure of size O(n) can be constructed in O(n log log n) time to answer path-path LCE queries in O(log log n) time.
The Data Structure
Our data structure consists of the following parts:
• The tree T , the heavy path decomposition H of T and the compacted tree C of T obtained from H.
• An LA data structure for T and for C.
• An LCE data structure, denoted LCE H , for the string obtained by concatenating all strings associated with paths in H (the path H in H is associated with the string obtained by concatenating the edge labels from the apex of H to the deepest node of H). Since paths in H are disjoint, the LCE data structure uses O(n) space and supports LCE queries in O(1) time along any pair of heavy paths.
• The suffix tree ST of T with an NCA data structure. This requires O(n) space and O(n log log n) preprocessing time and allows us to answer LCE queries in constant time between paths in T from nodes towards the root. In particular, with an LCE query we can decide if two paths in T are identical.
Answering Queries
Given nodes v 1 , w 1 and v 2 , w 2 we show how to compute LCE PP (v 1 , w 1 , v 2 , w 2 ) in O(log log n) time. That is, we show how to find the endpoints (denoted z 1 and z 2 ) of the longest common path prefixes of v 1 w 1 and v 2 w 2 . To do so, we first identify the two heavy paths H 1 and H 2 that contain z 1 and z 2 respectively, and then find z 1 and z 2 within these heavy paths. To find the heavy path H 1 that contains z 1 , we binary search over the heavy paths within v 1 w 1 . At a heavy path H with apex a we compare the path prefix v 1 a with the path prefix of v 2 w 2 of the same length. If the paths are identical we recurse on the lower half of the heavy paths in v 1 w 1 and otherwise we recurse on the upper half. With the level ancestor data structures of C and T , and the suffix tree ST , each step in the binary search takes O(1) time. By Lemma 1 we binary search over O(log n) heavy paths so the total time is O(log log n). Once we found H 1 , we find H 2 symmetrically.
After finding H 1 and H 2 we now compute the longest common extension within H 1 and H 2 . If the apices a 1 and a 2 , of H 1 and H 2 respectively, have the same depth in T we do so directly with LCE H (a 1 , a 2 ) . Otherwise, we first align the starting points for the query by moving the starting point of smallest depth along the heavy path to match the depth of the other starting point. Finally, we report the longest common extension as the minimum depth computed by the LCE H query and the exit points on H 1 and H 2 for the paths v 1 w 1 and v 2 w 2 . With the LCE H data structure we use constant time for this step. In total, a query takes O(log log n) time. This completes the proof of Theorem 1.
Path-Tree LCE
Theorem 2 For a tree T with n nodes, a data structure of size O(n) can be constructed in O(n) time to answer path-tree LCE queries in O(log n) time.
The data structure consists of the heavy path decomposition H along with the LCE H data structure for computing extensions inside heavy paths. In total, this requires O(n) space and O(n) construction time.
Consider a query LCE PT (v 1 , w 1 , v 2 ). The key idea is to traverse the path v 1 w 1 top-down, while maintaining the corresponding matching path from v 2 (recall that since all children of a node have distinct labels the matching path is unique). To implement the top-down traversal efficiently we process each one of the O(log n) heavy paths on the way in constant time leading to an O(log n) total query time.
Each step in the top-down traversal works as follows. Suppose that we have reached nodes u 1 and u 2 such that v 1 u 1 is a prefix of the path v 1 w 1 and v 2 u 2 is a matching path from v 2 . Let H 1 and H 2 be the heavy paths containing u 1 and u 2 , respectively. We extend the paths along H 1 and H 2 with an LCE H (u 1 , u 2 ). If the endpoint of the extended path from v 2 does not have a child matching the next edge on v 1 w 1 or we have reached the final node on v 1 w 1 we stop and report the length of the current path as the longest common extension. Otherwise, let e 1 and e 2 be the next edge on the path v 1 w 1 and the corresponding matching edge on the path from v 2 . We traverse e 1 and e 2 and repeat the above steps.
At each step we traverse a heavy path in either the path v 1 w 1 or the corresponding path from v 2 . Hence, the algorithm takes at most O(log n) steps. Using the LCE H we spend O(1) time per step and the total time is O(log n).
Tree-Tree LCE
We now consider the LCE TT problem. We show that the problem is set intersection hard and give a time-space trade-off.
The Set Intersection Reduction
The set intersection problem is defined as follows. Given a family S = {S 1 , . . . , S k } of sets of total size n = k i=1 |S i | the goal is to preprocess S to answer queries: given two sets S i and S j determine if S i ∩S j = ∅. The set intersection problem is widely believed to require superlinear space in order to support fast queries. A folklore conjecture states that for sets of size polylogarithmic in k, supporting queries in constant time requiresΩ(k 2 ) space [30] (see also [13] ). We show the following reduction. 
Theorem 3 Let T be a tree with n nodes. Given an LCE TT data structure that uses s(n) space and answers queries in q(n) time we can build a set intersection data structure using O(s(n)) space and O(q(n)) query time, for input sets containing O(n) elements.
Proof. Let S = {S 1 , . . . , S k } be an instance of set intersection with n = k i=1 |S i |. We transform the sets into a tree T with root r. For each set S i create a node v i as a child of r. For each element e ∈ S i create a child node of v i and label the edge by e. See Fig. 2 for an example. To answer an intersect query for S i and S j we compute = LCE TT (v i , v j ). If = 1 then S i and S j intersect and if = 0 they don't.
The Time-Space Trade-Off
We now give a time-space trade-off for the LCE TT problem as stated by the following theorem.
Theorem 4 For a tree T with n nodes and a parameter τ , 1 ≤ τ ≤ n, a data structure of size O(nτ ) can be constructed in O(nτ ) time to answer tree-tree LCE queries in O(n/τ ) time.
First consider the following two extreme solutions. Given nodes v 1 and v 2 we can simply traverse the entire subtrees T (v 1 ) and T (v 2 ) in parallel and report the maximal path-path LCE. Since we only need to store T , this solution uses O(n) space and O(|T (v 1 )| + |T (v 2 )|) = O(n) query time. On the other hand, if we preprocess and store the maximal tree-tree LCE for every pair of nodes we use O(n 2 ) space and support queries in O(1) time. We show how to efficiently combine these solutions using a tree clustering.
Clustering. Let C be a connected subgraph of T . A node in V (C) adjacent to a node in V (T )\V (C) is called a boundary node of C. A cluster of T is a connected subgraph of T with at most two boundary nodes and at least 1 edge. A set of clusters CS is a cluster partition of T iff V (T ) = ∪ C∈CS V (C), E(T ) = ∪ C∈CS E(C), and for any C 1 , C 2 ∈ CS, E(C 1 ) ∩ E(C 2 ) = ∅. We will use the following clustering results which follows from Frederickson [18] (see also [3, 4, 9] ).
Lemma 2 Given a tree T with n > 1 nodes and a parameter τ , we can construct a cluster partition CS in O(n) time, such that |CS| = O(τ ) and |V (C)| = O(n/τ ) for any C ∈ CS.
The data structure. Our data structure consists of the following parts:
• A cluster partition CS of T with parameter τ .
• For each pair (v, b), where v is a node in T and b is a boundary node, we store LCE TT (v, b). By Lemma 2, the total number of boundary nodes is O(τ ) hence this uses O(nτ ) space.
Answering queries. Let v 1 and v 2 be nodes in clusters C 1 and C 2 , respectively. We compute LCE TT (v 1 , v 2 ) as follows. If v 1 or v 2 is a boundary node we return the precomputed stored answer in O(1) time. Otherwise, we traverse in parallel the part of subtree T (v 1 ) inside C 1 and the part of subtree T (v 2 ) inside C 2 . If either endpoint of the traversal reaches a boundary node we lookup the precomputed answer. The corresponding LCE TT is then the distance to the endpoint plus the precomputed answer. The answer to LCE TT (v 1 , v 2 ) is the maximal path-path LCE found during the traversal. Since C 1 and C 2 contain O(n/τ ) nodes the total time is O(n/τ ). Hence, our solution uses O(nτ ) space and O(n/τ ) query time, thus completing the proof of Theorem 4.
Finally, we note that the above data structure can be easily modified (while maintaining the same time and space bounds) to support the following tree-tree LCE query: Given nodes v 1 and v 2 , find the largest common subtree (rather than subpath) starting at v 1 and v 2 (i.e., the largest connected subgraph that includes v 1 and descendants of v 1 and is equal to a connected subgraph that includes v 2 and descendants of v 2 ).
