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АЛГОРИТМІЧНІ МЕТОДИ ВИЗНАЧЕННЯ ЛІНІЙНИХ  
ПРИСКОРЕНЬ У РЕАЛЬНОМУ ЧАСІ  
 
В статье рассмотрены алгоритмические методы высокоточного определения линейных ускоре-
ний в реальном времени. Основой этих методов является идентификация вектора состояния 
чувствительного элемента в измерителях ускорений. Предложено использовать искусственную 
нейронную сеть для повышения точности измерений в нестационарных и неблагоприятных ус-
ловиях.  
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In the article the algorithmic methods of high-precision definition of linear accelerations in real time are 
considered. The basis of these methods is the identification of state vector of a sensing element in acce-
lerometers. It is offered to use artificial neural network for increase of accuracy of measurements in 
non-stationary and unfavorable conditions.  
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Постановка проблеми. Розвиток сучасних високоточних гравіметрич-
них і навігаційних систем вимагає удосконалення всіх складових елементів 
цих систем та широкого застосування алгоритмічних методів обробки сигна-
лів і компенсації похибок. Можливості удосконалення конструкції та підви-
щення точності виготовлення складових елементів на теперішній час практи-
чно вичерпані. Тому дуже перспективним і актуальним шляхом є застосуван-
ня алгоритмічних методів підвищення точності гравіметричних і навігацій-
них систем.  
Все це вимагає створення високоточних і ефективних алгоритмічних ме-
тодів обробки вихідного сигналу вимірювачів лінійних прискорень, як важ-
ливої складової частини гравіметричних і навігаційних систем [1, 2].  
 
Аналіз літератури. Існує багато наукових праць, присвячених теорети-
чним основам і дослідженню оптимальних і субоптимальних алгоритмів фі-
льтрації дискретних сигналів засобів вимірювань, що містять завади [3, 4, 5, 
6, 7, 9, 10]. Оскільки завдання оптимальної фільтрації є завданням ідентифі-
кації (оцінки) стану, сформульоване в стохастичних термінах, в подальшому 
будемо використовувати термін “ідентифікація стану”.  
Робота вимірювачів лінійних прискорень в несприятливих та нестаціо-
нарних умовах вимірювань супроводжується виникненням ряду завад, що 
додаються до вихідного сигналу чутливого елементу (ЧЕ) цих вимірювачів. 
Наприклад, гармонійна завада може бути обумовлена нестаціонарним тепло-
вим станом гіроскопічного ЧЕ та впливом періодичних рухів на частоті мая-
тникових коливань ЧЕ [8]. Тому необхідно враховувати всі ці особливості 
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при розробці алгоритмів ідентифікації стану вимірювачів лінійних приско-
рень з підвищеними метрологічними характеристиками.  
 
Мета статті – розробка алгоритмічних методів ідентифікації в реально-
му часі вектора стану для ЧЕ вимірювачів лінійних прискорень. Ці методи 
забезпечують підвищення точності вимірювань лінійних прискорень в не-
сприятливих і нестаціонарних умовах проведення вимірювань.  
 
Постановка задачі ідентифікації стану ЧЕ. Розглянемо алгоритмічні 
методи підвищення точності ідентифікації стану гіроскопічного ЧЕ у вимі-
рювачі лінійних прискорень. Результатом оцінки стану є ідентифікація куто-
вого положення та параметрів кутового руху ЧЕ )()( ÇÌÏ tt a+a=a . При 
цьому амплітуда корисної складової Ïa , яку вважаємо постійною на інтер-
валі спостереження, пропорційна лінійному прискоренню, що вимірюється. 
Параметри змінної складової )(ÇÌ ta  руху ЧЕ необхідні в подальших проце-
дурах алгоритмічної обробки для компенсації похибок оцінки стану і підви-
щення точності вимірювань лінійних прискорень.  
Змінна складова )(ÇÌ ta  визначається розв’язком нелінійного диферен-
ційного рівняння [2, 8] 
 0sin2 ÇÌ
2
0ÇÌÇÌÇÌ =aw+ax+a &&& , (1) 
де ÇÌ0 ,xw  – колова частота і коефіцієнт згасання прецесійних коливань 
ЧЕ.  




0ÇÌÇÌÇÌ =aw+ax+a &&& . (2) 
Ідентифікація кутового положення ЧЕ виконується на основі обробки 
даних *ia , що надходять від датчика кутового положення (ДК) цього ЧЕ:  
 )()(* iii tt ad+a=a ;   Ki ,1= ;  
 äd×= iti ;   äc d×= KT ,  
де )()( ÇÌÏ ii tt a+a=a  – значення, що відповідають математичній мо-
делі (2) траєкторії руху ЧЕ, )( itad  – похибки виміряної траєкторії руху ЧЕ, 
обумовлені дією завад на ЧЕ та похибками ДК, K  – кількість відліків, що 
надходять від ДК та використовуються для оцінки стану ЧЕ, äd  – інтервалу 
часу між відліками, cT  – час спостереження за ЧЕ.  
 
Ідентифікація стану ЧЕ на основі фільтра Калмана. Розглянемо ал-
горитм ідентифікації стану ЧЕ в реальному часі на основі фільтра Калмана з 
урахуванням наявності ряду похибок. Ці похибки зумовлені неадекватністю 
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прийнятої математичної моделі (2) та реального сигналу ДК, кінематичними 
нелінійностями та перешкодами у законі руху ЧЕ, а також шумами ДК.  
Перший підхід полягає у використанні рівнянь руху гіроскопічного ЧЕ в 
межах прецесійної теорії [8]. Тоді систему рівнянь, що характеризує рух ЧЕ, 
можна записати у вигляді матричного рівняння  
 )()( tAxtx =& ,  
де  
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1HMA F ,  
pa  – кут повороту зовнішньої рамки відносно об’єкта вимірювань, pb  – 
кут повороту корпуса ЧЕ відносно зовнішньої рамки, FM  – момент, обумов-
лений дією зовнішньої сили на ЧЕ, H  – кінетичний момент гіроскопічного 
ЧЕ. 
У матриці A  знак ²-² перед елементом ÇÌw  відповідає руху ЧЕ поблизу 
стану стійкої рівноваги, а знак ²+² - поблизу стану нестійкої рівноваги.  
Другий підхід при формуванні матриці A  полягає у використанні дифе-
ренційного рівняння (2). Якщо ÇÌÇÌ )sin( a»a , 0ÇÌ ®x , то вектор стану має 
вигляд  
 Tx ][ ÇÌÇÌÏ aaa= & ,  



















A . (3) 
Розглянемо питання можливості спостерігання вектора стану за резуль-
татами вимірювань *ia . Будемо вважати, що поміж вектором вимірювань 
*a  
та вектором стану X  є лінійний взаємозв`язок  
 )()(* txCt ×=a , (4) 
де C  – матриця вимірювань.  
Через те, що ДК ЧЕ вимірює сигнал ÇÌÏ a+a , то матриця C  вироджу-
ється у вектор-рядок  
 [ ]011=C .  
Оскільки вимірювання *ia  здійснюються з похибками, то співвідношен-
ня (4) можна записати у вигляді  
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 )()()(* tVtxCt +×=a ,  
де )(tV  – вектор, складові якого – випадкові змінні і для них викону-
ються такі гіпотези:  
– математичне сподівання кожної складової дорівнює нулю;  
– похибки вимірювань у кожний момент часу не залежать від похибок 
вимірювань, які виконуються в наступний момент часу.  







В системі (5) вимірювання здійснюються за допомогою ДК в дискретні 
моменти часу. Тому перейдемо до дискретного фільтра Калмана, який пред-
ставимо системою матричних рівнянь:  
 )xC(kxx i/i
*





iii LCPCPk ;  
 Tiiii ÔÔPP 1/11/ --- = ;  
 1/1// -- -= iiiiiii CPkPP ,  
де 1-i/ix  – оцінка ix  з врахуванням всієї інформації, яка відома в мо-
мент часу 1-it  та у попередні моменти часу; ix  – істинне значення x  в мо-
мент часу it ; i/ix  – оцінка ix  з урахуванням всієї інформації, яка відома в 
момент часу it  та у попередні моменти часу; 
{ }Tii/iii/ii/i )xx)(xx(EP --= --- 111  – матриця коваріацій випадкової змінної 
ii/i xx --1 ; { }E  – імовірнісна оцінка виразу в дужках; iiP /  – матриця коварі-
ацій випадкової змінної ii/i xx - ; iL  – матриця коваріацій випадкової змінної 
iV .  
Перехідну матрицю системи (5) можна представити у вигляді матрично-












tAtAtAeÔ tA  .  
У разі представлення матриці A  у вигляді (3), матричний ряд перетво-
рюється на дві матриці розмірності (3´3), в одній з яких елементи є розвит-
ком тригонометричних функцій в степеневий ряд при знаходженні ЧЕ у стані 
стійкої рівноваги, в іншій – елементи є розвитком гіперболічних функцій у 
степеневий ряд при знаходженні ЧЕ у стані нестійкої рівноваги. З урахуван-
ням цих перетворень перехідні матриці для оцінки стану стійкої та нестійкої 



















































SÔ .  
Вектор стану ЧЕ в момент 01 =t  задається математичним сподіванням 
вектора 0/0xˆ  і встановлюється експериментально. Для цього проводиться 
вивчення властивостей системи задання початкових умов конкретного ЧЕ з 
урахуванням точності початкової орієнтації ЧЕ відносно площини північ-
південь:  
 [ ]Txxxx 302010010 DDD= . (6) 
Для обчислення оцінки стану, яка використовується на першому кроці 
1-i/ix  при 1=i , скористаємося співвідношенням  
 111 --- = i/ii/i xФx .  
Матрицю коваріацій початкового стану ЧЕ задамо у вигляді дисперсій 
початкових відхилень вектора стану (6), причому при 1=i  матриця коваріа-



















= .  
Враховуючи структуру матриці вимірювань C , матриця коваріацій шу-
му вимірювача має вигляд 211s=kL . 
Отже, використовуючи апріорну інформацію про перехідну матрицю, 
вектор початкового стану, матриці коваріацій стану системи та шумів вимі-
рювача на першому кроці ( 1=i ), ФК дає змогу рекурентно оцінити стан ЧЕ, 
крок за кроком уточнюючи елементи вектора i/ix .  
 
Ідентифікація стану ЧЕ за методом найменших квадратів. Іншим ва-
ріантом ідентифікації стану ЧЕ є використання аналітичного рішення рівнян-
ня (2). Це рішення має вигляд [8]: )sin()( ÇÌÇÌÇÌÇÌ ÇÌ j+w=a




0ÇÌ x-w=w , ÇÌÇÌ ,jA  – амплітуда і початкова фаза прецесійних коли-
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вань ЧЕ. Якщо 0ÇÌ ®x , то математична модель ідеальної траєкторії руху ЧЕ 
має вигляд:  
 )()( ÇÌÏ tt a+a=a ;  
 const=aÏ ;  
 ttt SC ÇÌÇÌÇÌ cossin)( wa+wa=a ,  
де ÇÌÇÌ cos j=a AC , ÇÌÇÌ sinj=a AS . В цьому випадку вектор стану 
ЧЕ, який потрібно ідентифікувати, дорівнює: ( )TSCx aaa=a ,,Ï .  
Розв’язок задачі ідентифікації на основі методу найменших квадратів 




























В цьому випадку для визначення вектора стану чутливого елементу ви-
користовуються постійні коефіцієнти jl ,Ïa , jCl ,a , jSl ,a , nknj ),1( +-= . Ці 




x-w=w , що використовується в алгоритмі ідентифікації, інте-
рвалу часу äd  між відліками, що надходять від ДК.  
 
Ідентифікація стану ЧЕ на основі штучної нейронної мережі. Всі пе-
рераховані величини можуть бути визначені з деякою похибкою та змінюва-
тися на декілька відсотків під дією різних дестабілізуючих факторів в процесі 
експлуатації засобів вимірювань лінійних прискорень. Окрім того, кількість 
k  відліків кута, що використовується для розрахунку вектора стану, також 
може бути обрана різною в залежності від потрібної швидкодії та просторо-
вої розподільчої здатності засобів вимірювань. Все це вимагає адаптації та 
оптимального настроювання параметрів в алгоритмах оцінювання для змен-
шення додаткової похибки вимірювань, обумовленої складними та нестаціо-
нарними умовами вимірювань.  
Адаптація та оптимальне настроювання параметрів алгоритму оцінки 
можуть бути виконані в процесі адаптації та навчання штучної нейронної 
мережі, на основі якої пропонується реалізовувати алгоритм оцінки. Вбудо-
вані алгоритмі і методи настроювання вагових коефіцієнтів мережі і є голов-
ною перевагою штучної нейронної мережі у порівняні із звичайними неадап-
тивними засобами обробки вимірювальної інформації [11, 12].  
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Для оцінки вектора стану чутливого елементу будемо використовувати 
штучну нейрону мережу, що складається з ліній затримки та трьох адаптив-
них лінійних нейронів (див. рисунок). Навчання такої мережі та настроюван-
ня її вагових коефіцієнтів будемо виконувати на основі навчального правила 




Рис. 1 Структурна схема оцінки вектора стану вимірювача лінійних  
прискорень на основі штучної нейронної мережі 
 
Ступінь наближення вихідного сигналу мережі ( )TSC ,,x aaa=a П  до 
точного значення ( )TSCx aaa=a ,,Ï  може бут оцінена функціоналом якості 
роботи мережі. Наприклад, для першого виходу мережі цей функціонал 
( )( )[ ] minc~,,FEJ н ®aaD= aa ППП , де [ ].E  – математичне сподівання функ-
























навчання є оптимальний вектор коефіцієнтів ( )Tknnn lllc * 1,Ï* 1,Ï* ,Ï* ,...,, +-a-aa= , 
що мінімізує функціонал ÏaJ  та враховує вплив дестабілізуючих факторів і 
нестаціонарних умов вимірювань. Значення *~ cc =  може бути знайдено з рів-
няння ( )( )[ ] 0~)~( ÏÏ =DÑ=Ñ aa cFEcJ .  
Рекурентний алгоритм навчання штучної нейронної мережі:  
 ( )( ))q(c~,)q(c~,,F)q()q(c~)q(c~ 111 --aaDÑ×G--= a ПнПП , (7) 
де íàâ÷,1 Nq =  – номер кроку рекурентного алгоритму навчання з сигна-
лом íÏa , íàâ÷N  – тривалість процедури навчання (загальна кількість кроків), 











































Підставляючи (8) в (7), отримуємо: 
 ( )ПнПн a-a×a×G+-= )q()q(c~)q(c~ r,21 , (9) 
На основі (9) отримуємо остаточний вираз для обчислення вагових кое-
фіцієнтів нейронів в процесі навчання для кожного з виходів мережі:  
   
 ( ) ннПнПнПП ag×a-a×a+-= aa /)q(l~)q(l~ r,j,j, 21 ;  
 ( ) нннн ag×a-a×a+-= aa /)q(l~)q(l~ CCr,j,Cj,C 21 ;  
 ( ) нннн ag×a-a×a+-= aa /)q(l~)q(l~ SSr,j,Sj,S 21 ,  
де ííí aa=a
Ò  – евклідова норма навчального сигналу на вході мережі.  
Ознакою завершення процедури навчання штучної нейронної мережі є 
виконання умов  
 ПнПнП ae£a-a )q( ;  
 CCC )q( ae£a-a нн ; (10) 
 SSS )q( ae£a-a нн ,  
де SC aaa eee  , ,Ï  – допустимі значення похибки оцінки стану вектора 
стану вимірювача лінійних прискорень (похибки виходу штучної нейронної 
мережі). Будемо вважати, що SC aaa e=e=e   Ï . Тоді для математичної моделі 
(2) середньоквадратичне значення похибки сигналу )(ta , обумовлене похиб-
ками (10), дорівнює: 3/3/ ÄÊÏ s£e=s aa , де ÄÊs  – середньоквадратичне 
значення похибки ДК. Звідси 
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 3/)q( ДКнПнП s£a-a ;  
 3/)q(CC ДКнн s£a-a ;  
 3/)q(SS ДКнн s£a-a .  
Ці співвідношення визначають завершення процедури навчання штучної 
нейронної мережі та гарантують теоретично обчислену точність оцінок вектора 
стану в несприятливих та нестаціонарних умовах вимірювань.  
 
Висновки. Ефективним шляхом підвищення точності вимірювань лінійних 
прискорень є ідентифікація стану ЧЕ вимірювачів цих прискорень на основі ал-
горитмічних методів. Отримано розв’язок задачі ідентифікації на основі фільтра 
Калмана у реальному часі. Це дозволяє оцінити вектор стану ЧЕ при наявності 
завад детермінованого та випадкового характеру.  
Також пропонується реалізація алгоритму ідентифікації на основі штучної 
нейронної мережі. Адаптація та оптимальне настроювання параметрів алгоритму 
можуть бути виконані в процесі адаптації та навчання цієї мережі. Для оцінки 
вектора стану ЧЕ розроблено схему, що складається з ліній затримки та трьох 
адаптивних лінійних нейронів. Результатом є зменшення додаткової похибки 
вимірювань, обумовленої складними та нестаціонарними умовами вимірювань.  
Напрямками подальших досліджень може бути теоретична оцінка похи-
бок математичної моделі (2) по відношенню до рівняння руху ЧЕ (1). Отримані 
результати можуть бути використані для побудови високоточних навігаційних та 
гравіметричних систем.  
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