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We obtain the phase diagram for the Blume-Capel model with bimodal distribution for random
crystal fields, in the space of three fields: temperature(T ), crystal field(∆) and magnetic field (H).
We find that three critical lines meet at a tricritical point, but only for weak disorder. As disorder
strength increases there is no tricritical point in the phase diagram. We instead find a bicritical
end point, where only two of the critical lines meet on a first order surface in the H = 0 plane.
For intermediate strengths of disorder, the phase diagram has critical end points along with the
bicritical end point. One needs to look at the phase diagram in the space of three fields to identify
various such multicritical points.
Multicritical points typically occur in systems de-
scribed by three or more thermodynamic fields. In these
systems, there can be critical points that can be reached
only by fixing three or more thermodynamic parameters.
Hence the full phase diagram of such systems is multi-
dimensional [1–3]. Such critical points are ubiquitous
in nature, in systems like binary fluids [4, 5], metamag-
nets [6], alloys of magnetic and non magnetic materials
[7], He3−He4 mixtures [8], quantum metals [9],polymer
collapse [10] and quantum chromodynamics [11]. Tricrit-
ical point (TCP) is one of the most widely studied and
well understood multicritical points [12]. Solvable mod-
els which display higher order critical points are useful
in outlining the topology of phase diagrams [13]. In this
context, mean field Blume-Capel model[14, 15] has been
very useful and is one of the most well studied model. It
is the simplest model to exhibit a TCP. TCP is an exam-
ple of a multicritical point, which is a point of confluence
of three critical lines in the space of three fields (T,∆, H).
Here T and H are the temperature and external field re-
spectively and ∆ is a non-ordering field, known as the
crystal field [12, 16]. In the (T,∆) plane (with H = 0),
TCP shows itself as a critical line ending in a first order
line.
Introducing randomness in bond strength or field
strength is known to affect the phase diagram. In two di-
mensions it was shown that even an infinitesimal amount
of random field disorder can change a first order transi-
tion to continuous transition or can destroy it altogether
[17, 18]. Most of the previous studies of random crystal
field Blume-Capel model have focussed on (T,∆) plane
[19–27]. In this paper, we revisit the problem and look at
the phase diagram in the three fields space. We find that
the phase diagram changes nontrivially with the strength
of disorder and other multicritical points show up in the
phase diagram. Identifying these higher order critical
points requires the study of the full phase diagram, in
the space of three fields, which we present in this paper.
We find that the tricritical point persists for only very
weak disorder strengths. As the disorder strength in-
creases, the tricritical point vanishes and a different mul-
ticritical point, bicritical end point(BEP) emerges where
only two of the three critical lines end on a first order
surface [28–30].
FIG. 1: Schematic phase diagram for different strengths
of disorder. Solid line represents the line of critical points
and dotted line represent the first order transition lines.
Solid dot represent TCP, solid square represent CEP and
star represent BEP. Wiggled lines are to show the infinite
length of wings. λ represents the line of critical points in
H = 0 plane and λ+ and λ− represent the critical lines
for H > 0 and H < 0 respectively.
BEP has been comparatively less observed and studied
in literature. Two well known examples where BEP has
been observed are: anisoptropic continuous spin systems
as a spin flop[28] and in spin 3/2 systems with crystal
2field[30, 31]. The emergence of BEP as a consequence
of disorder is a new result being presented in this pa-
per. We also find that the model exhibits critical end
points(CEP) for intermediate strengths of disorder. Crit-
ical end point is a critical point where a line of second
order transitions terminates at a line of first order tran-
sitions [32]. Alternately, it can also be defined as a point
where two phases become critical in the presence of one
or more ordered phases, known as the spectator phases
[33], in systems with multiple phases. We find three dif-
ferent phase diagrams depending on the strength of dis-
order. For weak disorder, the three critical lines meet at
a tricritical point(see Fig1(a)). For intermediate disor-
der strengths, the two critical lines with H 6= 0 meet at a
BEP and the line of continuous transition in (T,∆) plane
(known as λ line) meets a line of first order transition at a
CEP. CEP and BEP are connected via a quadruple line,
along which the four phases co-exist(see Fig 1(b)). For
strong disorder, the BEP persists but CEP vanishes and
the λ line continues to ∆ → ∞ (see Fig. 1(c)). We will
study these three topologies in this paper. We expect
the change in topology of the phase diagram as a func-
tion of disorder strength to be robust and not restricted
to mean-field solutions.
The plan of the paper is as follows: In Section I we
discuss the Blume-Capel model in the presence of ex-
ternal field and derive the equations for critical lines in
(T,∆, H) space. In Section II we show the presence of
BEP for strong disorder. In Section III we briefly discuss
the case of weak disorder and in Section IV we try to get
a Landau description for BEP and CEP. We conclude
with a short discussion in Section V.
I. MODEL
We study the Blume-Capel model with random crystal
field disorder in the presence of external field on a fully
connected graph. The Hamiltonian can be written as
H(CN ) = − 1
2N
(
∑
i
si)
2 −
∑
i
∆is
2
i −H
∑
i
si (1)
where ∆i represent quenched random crystal field at each
site, H is the external field and si are spin−1 random
variables which can take ±1, 0 values. There are two or-
der parameters: magnetisation, m = s¯ and density of ±1
spins, q = s¯2. These are obtained by taking a quenched
average of the random variables s and s2 respectively [34].
We draw random crystal fields from bimodal distribution
of the kind:
P (∆i) = pδ(∆i −∆) + (1− p)δ(∆i +∆) (2)
Since p = 0 or 1 will imply no disorder and p = 1/2 would
be the most random case, hence it is enough to look for
0 ≤ p ≤ 0.5.
It can be shown that the probability of a configura-
tion CN satisfies large deviation principle(LDP) in the
presence of random crystal field disorder[27, 35, 36],i.e
P (CN :
∑
i
si/N = x1;
∑
i
s2i /N = x2) ∼ exp(−NI(x1, x2))
(3)
The rate function I(x1, x2) for bimodal random crys-
tal field disorder in the absence of external field was cal-
culated using tilted LDP recently[27]. Using the same
method, the rate function in the presence of external field
is:
I(x1, x2) = x1 tanh
−1
(x1
x2
)
+ x2
[
ln
z
2 cosh
(
tanh−1 x1
x2
)]
−p ln(1 + zeβ△)− (1− p) ln(1 + ze−β△)
+p ln
(
1 + 2eβ△
)
+ (1 − p) ln(1 + 2e−β△)
−βx
2
1
2
− βHx1 (4)
The rate function is like a Landau free energy functional
, whose minima in (x1, x2) plane gives the free energy
for a given β(= 1/T ),∆ and H . Hence the values of x1
and x2 which minimise I(x1, x2) are the value of m and q
respectively for a given set of thermodynamic variables.
Minimising I(x1, x2) with respect to x1 and x2 results in
the following equations for m and q:
tanh(β(m+H)) =
m
q
(5)
z =
2√
1−m2/q2 (6)
where z is related to q via the following equation:
q
z
=
peβ∆
1 + zeβ∆
+
(1− p)e−β∆
1 + ze−β∆
(7)
At fixed points the rate function can be replaced by a
one parameter functional f˜(m), which comes out to be:
f˜(m) =
βm2
2
− p log(1 + 2eβ△ coshβ(m+H))
−(1− p) log(1 + 2e−β△ coshβ(m+H))
+p log
(
1 + 2eβ△
)
+ (1− p) log(1 + 2e−β△)(8)
From this we get the following self-consistent equation
for m:
m = 2 sinhβ(m+H)
[
peβ△
1 + 2eβ△ coshβ(m+H)
+
(1 − p)e−β△
1 + 2e−β△ coshβ(m+H)
]
(9)
For H = 0, the phase diagram has been studied before
[26, 27]. Exapnding Eq. 9 in powers of m , assuming
m to be small gives the equation for a line of continuous
3transition in the H = 0 plane. The line of continuous
transition in H = 0 plane is known as the λ-line and
satisfies the following equation
5− 4β = 2(βp− 1)eβ∆ + 2(β − βp− 1)e−β∆ (10)
This is valid only when the higher order terms in the ex-
pansion can be ignored and breaks down surely when the
β and ∆ which satisfy Eq. 10 also satisfy the following
condition:
cosh(β∆) =
12β − 19
8
(11)
The value of (β,∆)(or equivalently (T,∆)) which sat-
isfy Eqs. 10 and Eq. 11 simultaneously gives the loca-
tion of TCP for a given p. It was found [27]that beyond
pc = 0.0454 the two equations cannot be satisfied simul-
taneously and hence there is no TCP, and the λ line in
the (T,∆) plane extends to ∆ → ∞. This raises a nat-
ural question: What is the effect of disorder on the two
critical lines λ+ and λ−? We will focus on the effect of
disorder on these two critical lines in this paper.
Since m 6= 0 along the λ+ and λ− lines, expanding
f˜(m) in powers of m is not useful. In general at the
critical point first, second and third derivative of the
free energy functional with respect to m should be zero
[12](and fourth derivative should be greater than zero).
We use this condition to locate all the critical points in
the (T,∆, H) phase diagram. For H = 0 and m = 0
the third derivative is trivially zero and second deriva-
tive gives the same condition as Eq. 10.
In general, equating second and third derivative of
f˜(m) to zero we get the following two conditions respec-
tively:
p(2x2 + xy)
(1 + 2xy)2
+
(1− p)(2 + xy)
(x+ 2y)2
=
1
2β
(12)
p(x− 8x3 − 2x2y)
(1 + 2xy)3
+
(1 − p)(x2 − 8− 2xy)
(x+ 2y)3
= 0(13)
here x = exp(β∆) and y = coshβ(m + H). For p 6= 0,
the two equations are quartic and hexatic in x.
For p = 0, they reduce to the following simpler equa-
tions :
2 + xy
[x+ 2y]2
=
1
2β
(14)
x2 − 8− 2xy
[x+ 2y]3
= 0 (15)
Solving these equations we get
y = coshβ(m+H) =
β − 2√
4− β (16)
x = eβ△ =
4√
4− β (17)
Hence we reproduce the classic results of Blume,Emery
and Griffiths [37]: There is a line of critical points for
4 ≥ β ≥ 3 for H > 0 and another for H < 0. Both
critical lines extend to ∆ → ∞. These two lines enclose
two first order surfaces which meet in the H = 0 plane
along a triple line(line with three phase co-existence).
Above β = 4 there is no value of x and y that can satisfy
Eqs. 14 and 15 simultaneously. The magnetisation along
these two critical lines is not zero and is equal to
m = ±
√
β − 3
β
(18)
This can be used to get the value of H along the critical
lines, which comes out to be
H = ± 1
β
log
(
β − 2 +
√
β2 − 3β√
4− β
)
−m (19)
These two critical lines meet in the H = 0 plane at a
point with TTCP = 1/3 and △TCP = 0.462098. This is
the well known TCP in (T,∆) plane for p = 0(can be
obtained by solving Eq. 10 and 11 simultaneously for
p = 0).
For p 6= 0, we use Mathematica [38] to solve Eq(12)
and Eq(13) simultaneously to get the two critical lines
numerically. To solve the equations for any arbitrary p,
we scan different values of β and ∆ and hence x and
solve the Eq(12) (corresponding to f˜ ′′(m) = 0) exactly
to get the corresponding value of y. Then we substitute
the value of x and y in Eq(13) to check if (x, y) satisfy
the condition, f˜ ′′′(m) = 0.
For each set of (x, y) that satisfy Eq. 12 and Eq. 13
simultaneously, we can calculate m using the equation:
m = ±2
√
y2 − 1
[ px
1 + 2xy
+
(1− p)
y + 2x
]
(20)
The corresponding value of H along the critical lines can
then be calculated by inverting, y = coshβ(m+H).
For a TCP to exist the two critical lines in the H 6= 0
plane should meet in H = 0 plane at the point where
second order line ends in a first order transition line in
the (T,∆) plane. We can put H = 0 and m = 0 in
Eqs. 12 and 13 to directly look for this point. Hence, we
separately solve the two equations for y = 1. Interest-
ingly, we find that for y = 1, the two equations can be
solved simulatenously only for p ≤ pc(= 0.0454). This is
also the value of p beyond which linear stability analysis
breaks down and Eq. 10 is not valid anymore. More in-
terestingly even though the two equations can be solved
for H = 0 till p ≤ 0.0454, we find that for p > 0.022, one
more solution shows up, with m 6= 0 and H = 0. For
p > 0.0454, all possible solutions have m 6= 0.
Hence we find that the two critical lines, λ+ and λ−
meet λ line at a TCP for p < 0.022. For p > 0.022,
the two critical lines, λ+ and λ− meet inside the first
order surface, i.e at a point where m 6= 0. This point
hence is not a TCP, but a BEP. Furthermore, we find
that for p > 0.022 there are two different kinds of phase
diagrams possible: For 0.022 < p ≤ 0.1078 the phase
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FIG. 2: Concentration(q) vs ∆ plot for p = 0.2 for
different values of T
diagram is as shown in Fig. 1(b): In H = 0 plane there
is a four phase coexistence line starting from the BEP
which seperates the two ordered phases. This line meets
the λ-line defined via Eq. 10, giving rise to a CEP. From
CEP there is a three phase coexistence line which ends in
another CEP. For 0.1078 < p ≤ 0.5 the phase diagram is
as shown in Fig. 1(c): There is a four phase coexistence
line from BEP which never crosses the λ line defined via
Eq 10 and goes all the way to T = 0. Moreover we find
that λ+ and λ− critical lines exist for all strengths of
disorder(i.e for all values of p). We give more details of
these multicritical points in the next few sections.
II. STRONG DISORDER AND BEP
For p > 0.022, the two critical lines for H 6= 0 donot
meet at the potential TCP point as given by simultaneous
solution of Eq 10 and 11. Instead they meet inside the
ordered plane. We find that the two wings are separated
by a first order line in H = 0 plane, which behaves dif-
ferently for 0.022 < p ≤ 0.1078 and for 0.1078 < p ≤ 0.5.
Hence we will look at these two regimes separately.
A. 0.1078 < p ≤ 0.5
For this range of p, along the first order line in H = 0
plane there is a four phase coexistence, which ends in a
bicritical end point(see Fig1(c)). This line is a first order
transition line between two ordered states with different
values of magnetisations. These two different ordered
states are a result of disorder and are not present in the
pure system. At low temperatures, the system prefers ±1
spin states when the ∆ is small. As ∆ increases, due to
disorder, states with finite fraction of zero spins compete
with the states with only ±1 spins. This can be seen by
looking at the order parameter q as a function of ∆, as
shown in Fig. 2.
(a) T=0.27,∆=0.606,H=0 (b) T=0.27,∆=0.864,H=0
(c) T=0.2058,∆=0.596376,H=0 (d) T=0.1736,∆=0.59735,H=0
(e) T=0.166,∆=0.608,H=0.01 (f) T=0.2012,∆=0.615,H=0.018
(g) T=0.1736,∆=0.586, H=0 (h) T=0.1736, ∆=0.61, H=0
FIG. 3: Free energy functional(f˜(m)) as a function of
m in different regions of the phase diagram(see Fig1.(c)).
We have taken p = 0.2 for which BEP is at ∆ = 0.596376
and T = 0.2058. The numbers on the plots refer to the
numbers in Fig1(c). In (a) we plot f˜(m) in H = 0 plane
just below the λ-line, in (b) just above the λ line. In (c)
we show f˜(m) at the BEP and one can see the coexistence
of two critical phases and (d) shows the f˜(m) along the
quadruple coexistence line. In (e) we show the functional
along the first order wing surface for positive H and (f)
shows the functional along the critical line enclosing the
wing. Figs (g) and (h) show the f˜(m) on two sides of the
first order line in H = 0 plane.
One can see all the transitions clearly by plotting f˜(m)
in different regions of the phase diagram as shown in Fig.
3 for p = 0.2. From the plots we can see that the H = 0
line separates the two ordered phases. Along H 6= 0
critical lines, two of these phases become critical and at
BEP the two critical phases coexist.
To understand the nature of transition especially at
BEP, we looked at the magnetisation(m) and magnetic
susceptibility (χ) = ∂m
∂H
|H→0. Let us first look at the
magnetisation as a function of T in the H = 0 plane
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FIG. 4: Magnetization(m) vs T plot for p = 0.2 for
different values of ∆ for H = 0. At BEP the first order
jump vanishes and near T = TBEP one sees a change in
slope for broad range of ∆.
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FIG. 5: Magnetization(m) vs ∆ plot for p = 0.2 for
different values of T .
for different fixed values of ∆ (see Fig. 4). We find
that for ∆ < ∆BEP , the magnetisation changes its slope
near T = TBEP , the change becomes sharper as one
approaches ∆ = ∆BEP . For ∆ > ∆BEP (but close to
∆BEP ), the magnetisation undergoes a first order tran-
sition as it crosses the quadruple line and then changes
slope near T = TBEP . For ∆ much large than ∆BEP ,
as we increase T there is no first order jump or change
of slope around T = TBEP . We also looked at m as a
function of ∆ for three different values of T (see fig. 5).
First order jump as one crosses the quadruple line is clear
for T < TBEP . For T > TBEP there is no signature of
any transition.
It is hard to deduce the nature of transition at BEP
by looking at the magnetisation alone. Hence we studied
the magnetic susceptibility near BEP. First we look at
it for fixed value of ∆. As we fix ∆ = ∆BEP and vary
T , we find that there is an infinite peak at the T of λ
transition. There is another peak at T = TBEP , but this
peak seems to be finite(see Fig. 6). This behaviour can
be contrasted with the behaviour at ∆ > ∆BEP as shown
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FIG. 6: Magnetic susceptibility(χ) vs T plot at ∆BEP
for p = 0.2
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FIG. 7: Magnetic susceptibility(χ) vs T plot for p = 0.2
for ∆ > ∆BEP
in Fig 7. We find a discontinuity where it crosses the first
order line and a finite peak near T = TBEP .
We also study magnetic susceptibility as we vary ∆
at TBEP (Fig.8). Again around ∆ = ∆BEP , we see
only a finite peak. This can be contrasted with the
clear first order jump in magnetic susceptibility for fixed
T < TBEP (see Fig. 9).
We scanned a large region in (T,∆) plane near BEP.
The affect of the presence of BEP is felt even far away
from the point. It was shown via scaling arguments [29]
that if the two critical lines meeting at BEP are in the
same universality class and are symmetric, then the sin-
gular behvaiour contribution to the phase boundary can-
cels out [29, 30]. In our case the two critical lines λ+
and λ− lie in the same universality class. Looking at the
three dimensional phase diagram it is clear that there is
only one phase in the system in the sense that there exist
a path between any two non-singular points in the phase
diagram which does not have to encounter a singularity.
At BEP the first three derivatives of f˜(m) w.r.t m are
zero and free energy is not analytic at this point. BEP is
a point of two phase co-existence and there is no critical
transition from one phase to another at BEP.
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FIG. 8: Magnetic susceptibility(χ) vs ∆ plot for p = 0.2
at the TBEP
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FIG. 9: Magnetic susceptibility(χ) vs ∆ plot for p = 0.2
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As p increases we find that the critical lines enclosing
the wings become flatter and the temperature at which
they meet in H = 0 plane decreases. We have tabulated
the range of T for different p in Table 1.
B. 0.022 < p ≤ 0.1078
In this region the wings meet at BEP as before, but
the first order quadruple line now intersects the λ-line at
a critical end point(we will call this critical end point
as CEP1 to distinguish it from the other critical end
point in the phase diagram at a lower temperature, which
we will call as CEP2). After that it becomes a line of
triple point(see Fig1(b)). In Fig.10, we plot the free en-
ergy functional along this line. Along the first order line
there is a line of four phase coexistence between BEP
and CEP1 and then there is a usual triple line between
CEP1 and CEP2. As shown in Fig. 10(c), CEP1 itself is
neither a quaduple or a triple point. It is instead a point
where a critical state coexists with two ordinary stable
phases. Between CEP2 and 0 temperature there is again
a quadruple line as shown in Fig 10(e).
(a) T=0.28153,∆=0.500195,H=0 (b) T=0.2777,∆=0.500183,H=0
(c) T=0.27585,∆=0.500186,H=0 (d) T=0.2,∆=0.5088,H=0
(e) T=0.001667,∆=0.5226,H=0
FIG. 10: Free energy functional f˜(m) plots for
p = 0.0044. (a) f˜(m) at the BEP with
T = 0.281532,∆= 0.500195, H = 0;(b) f˜(m) along the
first order line between BEP and CEP1. (c) f˜(m) at
the CEP1 with T = 0.27585,∆ = 0.500186, d) shows
the functional along the first order line from CEP1 to
CEP2, e) shows functional along the first order line
from CEP2 at T = 0.02 to T = 0
The CEP is a point where two phases become critical in
the presence of one or more non critical spectator phase.
At CEP, f˜(m) for m = 0 and for m 6= 0 should be equal
(i.e f˜(m = 0) = f˜(m 6= 0)) along with their derivative
with respect to m (f˜ ′(m = 0) = f˜ ′(m 6= 0)). If this
point lies on the λ line, then we get the condition for
CEP. Hence to find CEP, we explore the λ-line for a point
where f˜(m = 0) = f˜(m 6= 0) along with f˜ ′(m = 0) =
f˜ ′(m 6= 0). We find that for p > 0.107875 the condition
cannot be satisfied.
In Table 2 we tabulate the location of BEP, CEP1 and
CEP2 for different values of p. The CEP2 is an artifact
of the fact that we are working on a complete graph and
we do not expect it to be present in finite dimensions.
We plot the magnetic susceptibility as a function of ∆
for T = TBEP and for T = TCEP in H = 0 plane. As
expected first plot shows two peaks:a finite peak at BEP
and an infinite peak at intersection with the λ-line (see
Fig. 11), while the second plot shows one peak only at
CEP1 (see Fig. 12).
70.022 < p ≤ 0.5
p Tlc ∆lc Tuc δT
0.0453 0.28043 0.501175 0.23866 0.0417665
0.05 0.276396 0.50468 0.237473 0.038923
0.07 0.26185 0.518896 0.23245 0.029399
0.1 0.2451 0.538417 0.224972 0.020128
0.2 0.2058 0.596376 0.2 0.0058
0.3 0.17643 0.6490843 0.174978 0.001452
0.4 0.15024 0.69968 0.1499 0.000248
0.5 0.125016 0.7499884 0.12498 0.000036
TABLE I: Width of the wing lines for different p. Tlc and ∆lc represent the values of T and ∆ for H = 0 where the
λ+ and λ− lines meet and Tuc is the value along the critical line as ∆→∞ and H →∞.
0.022 < p ≤ 0.107578
p TBEP △BEP TCEP1 △CEP1 TCEP2 △CEP2
0.03 0.2961208 0.489187 0.295197 0.489166 0.03 0.4977229
0.044 0.28153 0.500195 0.27585 0.500186 0.04401 0.521585
0.07 0.26185 0.518896 0.24036 0.519398 0.07099 0.533953
0.107 0.24166 0.542 0.15972 0.547514 0.13975 0.549068
TABLE II: Co-ordinates of the BEP and CEP’s for 0.022 < p < 0.107.
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FIG. 11: Magnetic susceptibility(χ) vs ∆ plot for
p = 0.044 at T = TBEP
III. WEAK DISORDER AND TCP
Along the region 0 ≤ p ≤ 0.022 the wings meet the λ-
line at the TCP and phase diagram is similar to the pure
case. Along the first order line there is three phase coex-
istence. As p increases, the TCP shifts towards smaller
T and larger ∆. Again at very low temperature there is a
CEP, similar to the case discussed in the Section II B for
all p > 0, which is an artifact of working on a complete
graph.
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FIG. 12: Magnetic susceptibility(χ) vs ∆ plot for
p = 0.044 at T = TCEP
IV. LANDAU THEORY
In the previous sections we studied the phase diagram
by looking at the full free energy functional and its deriva-
tives. In general there is no theory to get the higher order
critical points via pure thermodynamic considerations[3].
Usually Landau theory is a very useful tool to classify
different kind of transitions and even though it might
not be accurate quantitaively, it helps in understanding
different possible topologies of the phase diagram. But
while very successful in explaining ordinary critical point,
it is not always possible to find a Landau description for
8higher order critical point, i.e. it is perhaps possible to
define a free functional always, but it might not always
be Taylor expandable [39]. In this section we expand the
free energy functional to check if we can explain the phase
diagrams based on the coefficients of different powers of
the order parameter. For example, the Ising universality
class critical point can be determined easily by expanding
upto fouth power in m, provided that the higher order
coefficients are positive. For TCP one need to expand till
sixth order. A sixth order Landau theory hence allows
only for ordinary critical points and TCPs. Hence we
expect that we need to keep more terms in the expan-
sion, if we expect to find higher order critical points like
CEP and BEP [40]. Hence we expanded the free energy
functional till eighth power of m. We get
f˜(m) = a2m
2 + a4m
4 + a6m
6 + a8m
8 (21)
where ai’s are Landau coefficients, which come out to be:
a2 =
β
2
(
1 +
2β(p− 1)
2 + eβ∆
− 2βpe
β∆
1 + 2eβ∆
)
a4 =
β4
12
(
(−4 + eβ∆)(p− 1)
(2 + eβ∆)2
+
peβ∆(−1 + 4eβ∆)
(1 + 2eβ∆)2
)
a6 =
β6
360
(
(64− 26eβ∆ + e2β∆)(p− 1)
(2 + eβ∆)3
−pe
β∆(1− 26eβ∆ + 64e2β∆)
(1 + 2eβ∆)3
)
a8 =
β8
20160
(
(1188eβ∆ − 2176− 120e2β∆ + e3β∆)(p− 1)
(2 + eβ∆)4
+
peβ∆(−1 + 120eβ∆ − 1188e2β∆ + 2176e3β∆)
(1 + 2eβ∆)4
)
(22)
The second order transition is given by a2 = 0, pro-
vided a4 > 0. Equating a2 = 0 gives us:
1 +
2β(p− 1)
2 + eβ∆
=
2βpeβ∆
1 + 2eβ∆
(23)
This equation is same as Eq. 10, obtained by linear ex-
pansion around m = 0. According to the Landau theory,
a new universality class, namely the TCP occurs when
a4 becomes equal to 0, provided a6 > 0. We find that the
condition for a4 = 0 along the λ-line is the same as given
by substituting Eq. 11 into Eq. 10. For p > pc = 0.0454,
a4 is never 0 and hence beyond pc the condition for oc-
curence of TCP cannot be satisfied. For p > 0.022,
a6 < 0 at the point where a4 = 0. Hence sixth order Lan-
dau theory while sufficient for p < 0.022, is not enough
for p > 0.022.
Hence for a6 < 0, we consider the expansion till eighth
order, since a8 > 0 for all ranges of the parameters. CEP
will be a point along the λ-line (given by Eq. 23) where
the f˜(Tc,mc) = 0 and f˜
′(Tc,mc) = 0 and mc 6= 0. Solv-
ing these, we get the condition for the existence of CEP
to be
a26
4a4a8
= 1 (24)
We find that Eq. 24 can be satisfied only for 0.022 < p ≤
0.0454, and that too at a point very close to the point
where a4 = 0. This is way off the actual position of CEP
as determined in Section II B. In fact in Section II B we
had found numerically that CEP is present for a much
larger range of p: 0.022 < p ≤ 0.1078.
To estimate BEP using truncated f˜(m), we equate the
first three derivative of truncated f˜(m) in Eq. 21 w.r.t
m to 0. For m 6= 0, this gives the condition for BEP to
be: a6 = −
√
8a4a8
3
. Again this condition gets satisfied
only for 0.022 < p ≤ 0.0454. This gives a BEP very close
to CEP and the actual location does not match with
the numerical estimates of Section II. We tried including
more terms in the expansion of f˜(m), but we could not
locate BEP using a truncated f˜(m), suggesting that full
f˜(m) is needed for locating the BEP.
V. DISCUSSION
Blume-Capel model is a very useful model due to its
simplicity and rich phase diagram. While its phase di-
agram in the presence of disorder in (T,∆) plane has
been studied using many different techniques like renor-
malisation group techniques[21], field theories[20],Bethe
lattice[22],replica [26] and numerical methods [41], the
three field phase diagram has not been studied. In this
paper, we found a BEP in the phase diagram of Blume-
Capel model with bimodal random crystal field on a fully
connected graph by looking at the three field (T,∆, H)
phase diagram. It would be interesting to see if a sim-
ilar phase diagram is realized in finite dimensions using
numerical simulations[41–43]. The origin of BEP in this
case is different from the usual pure anisotropic continu-
ous spin systems, where the BEP was seen as a point of
spin flop [28]. A two parameter Landau theory descrip-
tion exist for spin flop [32]. It would be interesting to see
if a one parameter Landau theory can be built, which has
a BEP as seen in the strong disorder case in our work.
A study of three fields diagram for random field Blume
Capel model would also be useful to understand the na-
ture of TCPs reported [44] in the (T,∆) phase diagram
[45].
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