paper studies the problem of global asymptotic stability of a class of high-order
INTRODUCTION
Higher-order neural networks have attracted considerable attention in recent years (see, e.g., [l-7] ). Th is is due to the fact that high-order neural networks have stronger approximation property, faster convergence rate, greater storage capacity, and higher fault tolerance than lower-order neural networks. Hopfield neural networks with time delays have been extensively investigated over the years, and various sufficient conditions for the stability of the equilibrium point of this class of neural networks have been presented in . However, there are very few results on the stability of the equilibrium point for high-order Hopfield type neural networks with time delays. In this paper, we shall consider a class of such neural networks. By utilizing Lyapunov functionals, we obtain some sufficient conditions on global asymptotic stability of the equilibrium point. Our conditions are expressed in terms of linear matrix inequality (LMI) and are less conservative.
Even in the special case, our results improve the existing theorems. Some numerical examples are worked out to illustrate the advantages of our approach.
PRELIMINARIES
Consider the following second-order Hopfield type neural networks with time delays:
where C, > 0, Ri > 0, and Ii are, respectively, the capacitance, resistance, and external input of the ith neuron; T,j and Tijk the first-and second-order synoptic weights of the neural networks, which are not necessary symmetric, ui(t) the output of the ith neuron; gi the neuron input-output activation function; ri the time delay of the ith neuron, which satisfies 0 5 ri 5 r (i = 1,2, We assume that the activation functions gi : R -+ R (i = 1,2,. , n) satisfy Igi( < h/r, for all u E R, and 0 5 (gi(u))/u < Ki f or any 0 # u E R (i = 1,2,. , n), where
, n) are constants. Let U* = (Ui,UI,...,U~)T be an equilibrium point of system (l), and set z = u -,u* =
Then, we see that
and system (1) 
where <k lies between gk(Uk(t -rk)) and gk(u;).
Then, system (1) can be rewritten in the following vector-matrix form:
and system (4) becomes
We denote the vector norm of y on R" by ]y] = fi, and the matrix norm of A by IAl induced by the vector norm I . I; i.e., [A( = dm. AT ' 1s the transpose of A. If A is symmetric, then A > 0 means that A is positive definite. Similarly, A < 0 (A < 0) means that A is negative definite (negative semidefinite).
Consider the following autonomous time delay equation:
wherezt E C([--7,0]),Rn) isdefined byzt(0) =z(t+f?), --7 5 B 5 0, f : C([-T,O]),R~) --+ R" is completely continuous. Assume that solutions of (7) depend continuously on the initial data. We denote by ~ (4) Then, the solution x = 0 of equation (7) is stable and every solution is bounded. If, in addition, b(r) is positive definite, then every solution approaches zero as t -+ co.
GLOBAL ASYMPTOTIC STABILITY
In this section, we shall show that system (1) has a unique equilibrium point which is globally asymptotically stable. it follows that F maps R into itself. By the Brouwer's fixed-point theorem, the map F has at least one fixed point u*. This means that there exists at least one equilibrium point for system (1). The proof is complete. I
We shall need the following lemma. 
= -zT(t) (PC-lR-l + R-'C-'P) z(t) + 2~~(t)PC-~Tf(z(t -?)) + 2zT(t)PC-'rT,f(,(t -7)) -2~~(t)R-~+Hf(s(t)) (10) + 2fT(x(t))HC-1Tf(s(t -7)) + 2fT(z(t))HC-1rTrIj(s(t -.T))
+ ?fTW)QfW)) -2f'W -3)QfMt -3).
By Lemma 2, the terms on the right-hand side of (10) satisfy the following inequalities:
2zT(t)~~-1~f(z(t -7)) 5 -&T(t)pC-1~~TC-1p5(t) + ElfT(Z(t -F))fb(t -F)),

2zT(t)PC-lrTIIf(z(t -7)) I ~zT(t)PC-'rTrC-'Pz(t) + &#(Z(t -?))nTrIf(s(t -?)),
2fT(z(t))HC-1Tf(z(t -7)) I ;fT(z(t))HC-lC-lHf(&))
+ ~~f~(z(t -t))TTTf(s(t -7)), t -7) ).
Since rTl? = IC121nxn and ICI I IMI, it follows that zT(t)PC-lrTrC-lPz(t) I IMl2zT(t)PC-%(t),
fT(s(t))Hc-lrTrc-lHf(s(t)) 5 IM12fT(2(t))Hc-2Hf(~(t)).
(15)
By (2), we have and hence xT(t)R-lC-lHf(x(t)) = 2 &x$)f&i(t)) 2 2 ( i=l i=l && ff(x&)) (17) = f'(x(t))R-'c-'K_'Hf(x@)).
Substituting (ll)-(17) into (lo), we have -bC-lTTTC-lFJ + WI2
-PC-2P -PC-'R-l -R-lC-'P El E2 >
x(t)
+.fwa [(i+T) HC-2H -2R-1C-'K-1H + 2Q 1 f(x(t))
+fT(x(t-7)) [ ~1 I ,,xn + EsT~T + (~2 + Q)II~~-I -2Q] f(z(t -T)) < ZT(t) -IPC-'TTTC-'P + !$PC-2P -PC-'R-l -R-'C-'P) x(t)
El
+xwK[(;+yf) HC-2H -2R-'C-lK-'H + 2Q
1
Kx(t) +fT(x(t-5)) [ ~1 I nxn + eTTT + (~2 + a)nTn: -2Q] f(x(t -?)) = xT(t)Qx(t) + fT(x(t -7)) [ ~1 I nxn + &3TTT + (~2 + +-ITII -2Q] f(s(t -?;))I Q =
Ipc-'~~Tc-lp + I"12
+K[(;+T) HC-2H -2R-'C-'K-'H + 2Q 1
K.
BY (9) we get VI(G) I X max(*)1d(0)12. On the other harid, by the Schur complement [15] , LMI (8) is equivalent to \k < 0. Hence, if we let b(r) = -Xmax(!P)r2, then b(r) is positive definite. Therefore, it follows from Lemma 2 that the equilibrium point x = 0 of system (6) or, equivalently, the equilibrium point U* of system (1) is globally asymptotically stable. Consequently, the equilibrium point u* is unique. Thus, the proof is complete. I and &lInxn f &JITIJ -2Q < 0, then system (1) has a unique equilibrium point u* which is globally asymptotically stable.
EXAMPLES
To demonstrate the applicability of our results, we now consider some examples. (8) and (9) hold, and therefore from Theorem 2, the equilibrium point u* of system (1) is globally asymptotically stable. Also, we know that there exist 
C-lP -
and srl,,xn +ssII'II-29 < 0; therefore from Corollary 1, the equilibrium point U* of system (1) is globally asymptotically stable.
The next example is the special case when T&k E 0, which is the Hopfield neural network with time delays. EXAMPLE 2. Consider the neural network h(t)
From Corollary 2, we obtain the following sufficient condition for the global asymptotic stability of the equilibrium point of this neural network.
There exists a symmetric matrix P > 0, a diagonal matrix Q = diag(qi, qz, . , qn) > 0, and a constant E > 0 such that It implies that the equilibrium point of system (18) is globally asymptotically stable. However, it can be shown that the sufficient condition lRT[ < l/( maxi<i<,{K,}) that guarantees global asymptotic stability of the equilibrium point of system (18) given in [lo] does not hold.
As well, the sufficient condition maxi<i<,{Ri C,"=, jTji[} < 1 that guarantees global asymp---totic stability of the equilibrium point of system (18) given in [16] does not hold. It shows that the equilibrium point of system (20) is globally asymptotically stable. But it can be verified that all the sufficient conditions for the global asymptotic stability of the equilibrium point of system (20) given in [12] do not hold.
CONCLUSION
In the present paper, we have derived several sufficient conditions for global asymptotic stability of the equilibrium point for a class of high-order Hopfield type neural networks with time delays. These conditions are expressed in terms of LMI and are less conservative.
Even in the special case our results improve the existing results found in the literature, which has been illustrated by two numerical examples.
