Scan statistics is an instrument of research of statistical dynamics of the development of the object under investigation in space and time [1] -[5]. Research is made of statistics of road accidents distributed in space and time in the territory of Latvia. Alongside with the Monte-Carlo method when calculating the p-value, it is possible to use the direct method of scan modelling, taking into consideration the empirical rules of distribution of road accidents on the highways of Latvia. In this case both parametric and non-parametric methods may be used to describe the distribution of road accidents in Latvia. The methodology of research of road accidents in space and time enables to detect the most dangerous places on the highways of Latvia, check the efficiency of the decisions taken to improve the quality of roads and allocate the resources of the socioeconomic system in a more rational way.
BACKGROUND
In most cases the possibility of traditional statistical conceptions and methods for investigation of real socioeconomical objects is limited (the grey zone in Figure  1 ). Traditional statistical methods are more appropriate for investigation of the influence of internal factors -for the investigation of localized (grey zone) objects. Scan statistics allows investigating the socio-economical problems having extremely complex, i.e. synergic structure of interrelations (structure of the open systems). The analytical description of such systems in a simplified way enables to consider the likelihood scenarios of development of the object under investigation, but rarely of an object as a whole. Traditional methods of research of industrial and economic objects is the analysis of the received statistical supervision of investigated objects x(t 1 ), x(t 2 ), ... ,x(t n ) in time. As a result of processing the received statistical information, as a rule, is generalized information of the object as a whole, where Φ{x 1 (t), x 2 (t),…, x n (t)} is the generalized statistical information after processing in the aggregation block ( Figure 2 ). Thus, use of traditional methods of research does not allow receiving necessary information about the behavior of separate parts of the object investigated. The illustration of accidents on Latvian roads, divided by administrative regions of Latvia is presented in Figure 3 . The statistics of accidents on roads of Latvia is presented in Table 1 . Figure 4 . A new approach of investigation of a large scale socioeconomic problem is shown in [9] . Let us consider what scan statistics is on the basis of examples. Scan statistics is used as an attempt to define clusters of events, using the saved up information distributed in space and time.
We assume the scientific definition of variability (development) of an object (a changing object) has been non-uniformly distributed in time and space of the information field. Thus, an important achievement in research is to reveal the structure of corresponding information fields. Scan statistics allows defining clusters of factors which describe heterogeneity. For better understanding of the idea of scan statistics, let us illustrate an example which is typical for statistical research of events which are distributed in time and space [4] . The distribution of road accident black spots in a small fragment of one of the regions of Latvia is presented in Figure 5 . 
APPLICATION OF SCAN STATISTICS METHOD
Let us have N events, distributed at time interval (0, T). Denote S w as maximal number of events at a time interval with length w (the window of fixed length w of time). The maximum cluster S w is called the scan statistics from the viewpoint that one scans the time period (0, T) with a window of size w and observes a large number of points (see Figure 6 ). W k is the shortest period of time containing a fixed number of k events. The interval W r+1 is called the minimum r th order gap, or r-scan statistics. The distributions of the statistics S w and W k are related. If the shortest window that contains k points is longer than w, then there is no window of length w that contains k or more points: In Figure 6 we see concentration of 8 points at the time interval from 1 March 2004 to 1 March 2005.
There is a question whether it is possible to explain such concentration proceeding from a null hypothesis. If it is impossible to explain the given concentration of points (accidents) by means of a null hypothesis it is necessary to recognize that the given concentration of points (accidents) has a special character. It means that process of occurrence of failures in the given region is influenced by additional factors. The given conclusion is an objective signal for decision-making in the sphere of traffic management in Latvia. We might explain this as follows: each of the 19 cases could either fall in the period ( 
gives the following probabilities for k = 8 and k > 8 (see Formula 2) . Probabilities in Table 2 indicate that the cluster under investigation is somewhat unusual but this calculation does not answer the question posed. The answer to the researchers question is provided by a scan statistics probability. Here the cluster is k=8, the total number of cases over the whole 5 year period is N=19 and the window size w is one year out of five, or w=0.2. The answer is provided by the probability P (8, 19, 0.2). Using formula (2.3) from the [11] probability P (k, N, w) can approximately be calculated as:
where
. Probabilities P (k, N, w), calculated with the help of formula (3), are presented in Table 3 (k = 7 [10] is 0.376. Exact formulas for the two special cases, P(2, N, w) and P(N, N, w) appear in various probability texts and had been known for many years. An exact formula for P(N, N, w) the cumulative distribution function of W N the sample range of the N points is derived from Burnside [2] . For the function P(N,N,w) in case k=N, there is an exact formula:
In our case k = N = 19, w = 0.2 from (3), we derive the value for P(N, N, w) = P(19, 19, 0.2)-see Table 4 . An exact formula for P (2, N, w) the cumulative distribution function of W2, the smallest distance between any of the N points, is derived from Parzen [6] by a direct integration approach:
Analysing the statistics of accidents on roads of Latvia it is seldom possible to get an exact analytical solution for the distribution of road accidents. In this case there exists only one possibility and it is to use computer modelling. In the paper we have considered to use the Monte-Carlo method of scan statistics for calculation of p-value and testing null hypothesis H 0 (no clusters). The authors are using the approach by Wallenstein and Naus [10] 
This is often suggested as statistics (with an appropriate window length w) for testing the presence of clustering. Indeed it arises from the generalized likehood ratio test of uniformity (H 0 ) against the alternatives (H 1 ):
where f(x) is the density function, µ > 1 and T are unknown but w is known. For our case the computer programs only look at a constant background rate of events and for the scenarios of grouped data. The authors calculate the scan statistics S w for continuous data where it has been assumed that N = n events are occurring on a time-line (0, T). The authors generate uniform samples from this time-interval and construct an empirical distribution of the Pr(S w > k) where k is the maximum number of events in a subinterval of width w (scanning window). There is an infinite number of sliding windows at the time interval (0, T). However, our approach was to consider only the N = n points in a sample derived from this time-interval, and then: (Step 1) sliding windows on the ordered sample data values (t 1 , … , t n ) using the windows [t i , t i + w) for i = 1, … , n has been computed. The left square bracket "[" indicates inclusion of the lower point; the open right parenthesis ")" indicates exclusion of the upper point, which is a typical convention in mathematical analysis. In Step 2 the authors looked at the reverse chain of the sliding windows [t i , t i -w) for i = n, n-1, … , 1. By generating a large number of samples from the uniform distribution we derived an empirical distribution of Pr(S w > k). We are interested in finding the value of "k" which shows a small p-value, typically 0.05 or smaller. The modelled p-value can be used for testing null hypothesis the samples of which are uniformly distributed against a clustering alternative. We assume that the given scan statistics (see Formula 6) is a fixed number N of events that have occurred at random in a fixed time period. This conditional (on N) case is called retrospective because in typical applications the researcher scans and makes inferences about N events that have occurred. In practice it is important to investigate the situation when a number of events in the time period are not viewed as a fixed number N that has already occurred, but rather as a random variable with a known probability distribution. We will consider a more popular discrete distribution for Poisson process -Poisson distribution function with an average of λ events per unit time. The typical application is prospective. The researchers seek to use scan statistics to monitor future road accident data or to design a Latvian road management system with the purpose to minimize the number of road accidents. The Poisson process has been used for modelling real systems dealing with the occurrence of events in time or space. First useful applications of spatial scan statistics are shown in [5] . Spatial scan statistics is a powerful method for spatial cluster detection. With spatial scan statistics it is possible to search over a given set of spatial regions, find those regions which are most likely to be clusters and correctly adjust for multiple hypothesis testing. Figure 9 illustrates a suspicion cluster -region in S with a high level of intensity q in = 0.02 of accidents [5] . Scan statistics gives answer to the question -is this cluster real or is it a "visual illusion"? Figure 9 : Frequency model of cluster -critical region The simplest frequency model for this situation ( Figure 9 ) can be written as: Null hypothesis H 0 (no clusters) q in = q all everywhere (use maximum likelihood estimate of q all ); Alternative hypothesis H 1 (cluster in region S), q in = q out elsewhere (use maximum likelihood estimates of q in and q out , subject to q in > q out ). In one dimensional case Poisson scan statistics can be calculated as the computation of a scan statistics S w for grouped data where we assumed that N = n events occur over T disjoint time intervals. Poisson samples (x 1 , … , x T ) with the intensity rate λ= N/T were generated. Then we summed the values x j for all j in each interval [i-1, i-1 + w), for i = 1,…,T and found the maximum of these sums. The intervals here are finite since there are only T intervals if size w = 1, etc. For w = 2 we computed sliding windows of size 2 from (2, 4 , …, T) and then (1, 3, …, T) in steps of 2. Similarly scan statistics for other values of increasing w has been calculated. Generating a large number of samples from the Poisson distribution with rate "λ" an empirical distribution for Pr(S w > k) has been derived. It is important to see which value of "k" showed a small p-value, typically 0.05 or smaller. Modelled p-value can be used for testing null hypothesis. That means that accident events are distributed from the Poisson distribution with rate "λ" against a clustering alternative. A seed (initial number which random number generator uses to start random number generation) is automatically inserted as the current time (in hours, minutes, and seconds). The intensity of the accident development in one of the regions of Latvia is shown in Figures 10, 11 . The relocation of the maximum intensity factor from one sector to another sector of the region was investigated. Preliminary results of investigating accidents on the roads of Latvia show the following specific features of their distribution: -lack of traffic saturation in rural areas does not allow to correctly identify clusters of road accidents in these regions; -significant clusters occur in big cities of Latvia showing possibilities of improving road management system in Latvia. Every year it is necessary to analyse the level of intensity of road accidents applying the method of scan statistics. The paper illustrates the scanning process with a circle window with fixed radius. It is necessary to scan accidents on roads of Latvia with windows of different circles with different radii. The illustration of the Monte-Carlo algorithm for cluster detection is presented in Figure 12 .
Scanning process with a fixed window (w) Defining the allocation of the accidental events with a high intensity level 
CONCLUSION
The opportunity of using scan statistics methodology for research of road accidents on highways of Latvia is presented in this paper. The stochastic modelling of p-value by the method of Monte-Carlo for identifying the black spots of road accidents of Latvia is used. The application of scan statistics enabled: -to make analysis of road accidents in some big towns and regions of Latvia; -to detect clusters with utmost intensity of road accidents applying scan windows of different sizes; -to check significance of detected clusters with highest frequency of road accidents on the basis of null hypothesis equal to value of 0.05; -to analyse the dynamics of changes of clusters detected, taking into consideration the time factor (in this case the research was limited by lack of information).
Notwithstanding the limitation mentioned above, the possibility of analysing the existing clusters of road accidents in space and time, as well as those emerging in the future, is addressed by the authors of this paper. The findings of the research made about road accidents on Latvian highways highlight the following specific features of their distribution: -insufficient transport vehicle saturation in rural areas does not allow to identify clusters of road accidents in these regions; -significant clusters are detected in big cities of Latvia that provide an opportunity to improve the road system management in Latvia.
