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Abstract
The development of scalable, on-chip multiplexing technology, capable of electrically char-
acterising an array of nanomaterial field-effect transistors at cryogenic temperatures, is
described. The channel in each transistor in the array is a nanomaterial which is transferred
onto the multiplexer device, and each transistor in the array can be measured individually.
The underlying multiplexer device is fabricated from a GaAs / AlxGa1−xAs heterostructure;
nanomaterials successfully incorporated into the multiplexer circuit are monolayer graphene
and InAs nanowires. Two device designs are presented: the first can characterise up to 16
field-effect transistors; the second, up to 128. A 16-output multiplexer, with 11 functioning
graphene field-effect transistors is the primary focus of this thesis. This device is charac-
terised by multiple magneto-transport experiments, which demonstrate that the multiplexing
technique can be used to collect reproducible data that is consistent with existing results,
at a rate higher than what would otherwise be possible. In the absence of a magnetic field,
transistors are characterised by calculating commonly used metrics, such as the carrier mo-
bility and the intrinsic carrier density, which are found to be consistent over multiple device
cool-downs. In weak magnetic fields, the scattering processes are investigated by analysing
weak localisation signals and reproducible conductance fluctuations. In strong magnetic
fields, Landau quantisation is observed in some of the graphene channels. The level spacing
is used to calculate the Fermi velocity of carriers and the cyclotron mass of carriers in each
Landau level, which provides conclusive evidence that the intrinsic properties of graphene
are not significantly altered by the multiplexing technique. From the magneto-transport
experiments, it is evident that many-body electron interactions are relevant to the observed
transport phenomena. At low temperature and strong magnetic field, a transition into an
insulating state is observed in one of the channels, which also is likely to be caused by
many-body effects. Finally, initial results from ongoing work are presented, which includes
extending the device design so that it can operate at both room temperature and cryogenic
temperature, and the measurement of InAs nanowire field-effect transistors.
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Chapter 1
Introduction
1.1 Motivation for multiplexing
The concept of transmitting multiple data streams using a shared medium is not new, and
forms the basis of many familiar technologies such as television and radio. The process of
transmitting multiple data streams a over shared medium is known as multiplexing, and the
devices which achieve this are known as multiplexers. The motivation follows from improving
the efficiency of the transmission medium which can be scarce, for example by increasing
the bandwidth of an optical cable [1, 2]. Recently, interest has grown in on-chip multiplexing
systems. The majority of reported devices focus on multiplexing photonic signals, due to
the widespread use of optical communications networks and the development of photonic
quantum communication technology [3–8]. Aside from photonic technology, there is interest
in utilising low-dimensional semiconductor devices in quantum electronic applications. As
examples, it has been shown that current flowing through quantum point contacts defined on
a 2-dimensional electron gas (2DEG), residing in a GaAs / AlxGa1−xAs heterostructure, can
be spin-polarised using the electric-field alone [9–12], while there is a strong interest in using
solid-state quantum dots to host spin and charge qubit states [13–15]. The quantum states
hosted by such devices are often fragile and sensitive to fluctuations in the environment,
which may arise from charge density inhomogeneities induced by disorder, arising from the
materials growth process or device fabrication process, for example. Furthermore, many
of the quantum properties of these device arise due to spatial confinement of electronic
states. This implies that a high degree of control over the growth and fabrication process
at the nanometre scale is required in order to manufacture solid-state quantum electronic
devices with consistent performance. The topic of manufacturing devices at the nanometre
scale is discussed by Kelly in Refs. [16, 17]. It is argued that current top-town fabrication
methods cannot consistently reproduce features on the scale of 7 nm, due to the inherent
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Fig. 1.1 Schematic diagrams showing the principle of operation of the multiplexer technology
developed in Ref. [18]. Details of the device operation are provided in the main text.
statistical variation which arises when trying to define features which are composed of a small
number of atoms. Although not all solid-state quantum technologies will require precise
spatial control down to the 7 nm scale, these arguments highlight the need for statistical
analysis of device performance, so that the variance of key metrics can be understood. It
is therefore important that an efficient method is developed to measure large numbers of
quantum electronic devices, so that enough data can be obtained to perform the necessary
statistical analysis.
To this end, Al-Taie et al. developed an on-chip multiplexer, capable of measuring the con-
ductance up to 256 split-gate transistors at cryogenic temperature, during a single cool-down
[18]. Using the multiplexing technique it was found that 94% of all fabricated transistors
conducted, and that 84% of transistors showed quantised conduction after illumination. A
previous study measured the conductance of 540 split-gate transistors, however each chip
contained only 6 devices and 90 cool-downs were required to measure all of the devices [19];
a similar number is achievable using the multiplexing technique described in Ref. [18] after
only 2 cool-downs. Smith et al. were able to use the same multiplexing technique to perform
a statistical study of the 0.7 anomaly [20–22], a reproducible feature arising in the quantised
conductance of a 1D wire at G = 0.7(2e2/h) [23, 24]. From the studies of Refs. [20–22] the
authors found that the anomaly does not occur exactly at G = 0.7(2e2/h) and varies between
devices, and were able to relate the variation to the curvature of the potential barrier induced
by the gates, and the disorder potential in the channel. These results were only possible by
studying an ensemble of devices. A similar multiplexer device was used to to spatially map
the variation of intrinsic charge density of a 1.5 mm×1.95 mm area of GaAs / AlxGa1−xAs
heterostructure [20].
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The multiplexer technology developed in Ref. [18] is a form of spatial multiplexing,
where signals are routed to different locations in space. A schematic diagram taken from Ref.
[18] which shows the operating principle of the device is shown in Fig. 1.1. An excitation
voltage is applied to an ohmic contact labelled V which is connected to the 2DEG. Negative
voltages on selected addressing gates, labelled G1−6, are used to deplete carriers from the
2DEG and stop conduction in selected spatial regions, while allowing other regions to remain
conductive. The details of how spatial selectivity is achieved are provided in Chapter 2. By
turning off selected branches of the 2DEG the excitation signal can be directed to a single
chosen output, labelled 1-8. The multiplexing technology developed in Ref. [18] forms
the basis of the work presented in this thesis, and is extended so that nanomaterials can be
electrically characterised at cryogenic temperature. So far graphene and InAs nanowires
have been successfully incorporated into a GaAs / AlxGa1−xAs on-chip multiplexer circuit
however, many more materials may be characterised using this technology, in principle. Since
nanomaterials such as graphene and InAs nanowires inherently provide spatial confinement
in at least one dimension, they are attractive candidates for quantum technology applications,
for example as new qubit architectures and nanoscale transistors [25–27]. However, as
with previous examples, performance metrics between devices will vary and it is important
to develop an efficient method of measuring large numbers of devices made from these
nanomaterials. This is the primary motivation for developing an on-chip multiplexing device
which is capable of characterising emerging nanomaterials.
In conclusion to this section, the motivations for multiplexing and the technology upon
which the present work is based have been described. The next section provides a review
of the relevant physics required to interpret and understand the results of magneto-transport
experiments presented in later chapters. In the summary of this chapter, the structure of the
remainder of the thesis is outlined.
1.2 Background and review of relevant topics
1.2.1 Conductivity of graphene
This section provides an overview of the physics responsible for the observed conductivity
behaviour of monolayer graphene, in the absence of an applied magnetic field.
In contrast to conventional semiconductors, which have a parabolic dispersion relation
near the minimum (maximum) of the conduction (valence) bands, and a finite, non-zero
energy gap separating them, pristine, un-doped graphene has a linear dispersion relation
at low energy, with precisely zero band gap and zero carrier density. This result was first
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Fig. 1.2 A diagram of the real-space graphene lattice shown on the left, where blue and
yellow circles denote carbon atoms on two different sub-lattices, a1 and a2 are the lattice unit
vectors and δi (i = 1,2,3) are the nearest-neighbour vectors. The corresponding Brillouin
zone is shown on the right, along with the reciprocal lattice unit vectors b1 and b2. The
corners of the Brillouin zone marked K and K′ are the points at which the conduction and
valance bands cross, and M is the midpoint between them. Figure taken from Ref. [28].
shown in 1947 by Wallace in Ref. [29], who used a nearest-neighbour tight-binding model to
calculate the band structure of graphite. This is a consequence of the hexagonal, honeycomb
crystal structure of graphene, which can be thought of as a combination of two triangular
sublattices, constructed using C atoms, as shown in the left diagram of Fig. 1.2 which has
























The conduction and valence bands cross at the edges of the Brillouin zone at two non-
equivalent points labelled K and K′ in Fig. 1.2 and are often referred to as two non-equivalent






















Since it is possible to define the point of zero energy at the position where conduction and
valence bands cross the low energy dynamics of carriers and graphene is described by only
considering carriers with momentum k close to these values. In 1984, reported in Ref. [30],
Semenoff expanded the tight-binding model of graphene about the points K and K′ and then
took the continuum limit to derive a continuous, field-theoretic description of low-energy
charge carriers in graphene. When considering the dynamics around a single valley, the
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result presented in Ref. [30] shows that carrier motion is governed by a 2-dimensional Weyl
equation with the following Hamiltonian:
H = h̄vFσ ·k, (1.4)
where vF ≈ 1×106 ms−1 is the Fermi velocity of a charge carrier in graphene, σ = (σx,σy) is
a vector of two-dimensional Pauli matrices, and k = (kx,ky) is a two-dimensional momentum
vector. The eigenvalues of the Hamiltonian Eqn. 1.4 are given by:
E(k) =±h̄vF |k|, (1.5)
where + refers to electron states and − refers to hole states. Since k is a continuous variable
and since the energy of electrons Ee(k) (positive solution of Eqn. 1.5) and holes, Eh(k)
(negative solution of Eqn. 1.5) are symmetric about zero, that is |Ee|= |Eh|, it can be seen
that as q → 0, both Ee,Eh → 0 and there is no gap in the spectrum. Instead of a band gap,
the carrier type switches from electrons to holes as q changes from positive to negative. This
result showed that the low-energy dynamics of carriers in graphene agree with the result
derived earlier by Wallace.
The Hamiltonian Eqn. 1.4 can be used as a starting point to calculate the conductivity
of a graphene sample as a function of the carrier density, which is necessary to understand
the behaviour of graphene field-effect transistors (GFETs). Initial progress was made by
the authors of Refs. [31, 32], who neglected all forms of impurity scattering and electron-
electron interactions in their calculations. The authors employ different methods to calculate
the conductivity: Ref. [31] uses the Kubo formalism (linear response theory) to calculate
a conductivity tensor, while Ref. [32] uses the Landauer formula which connects non-
interacting incoming and outgoing states by a scattering matrix.
Both report a non-zero conductivity of σ = 4e2/πh at the point of zero carrier density n,
known as the Dirac point, where the conduction and valence bands cross. At non-zero carrier
density, they predict that the conductivity is constant function of n. However, experimental
results from graphene field effect transistors showed that this is not true: Ref [33] found
the minimum conductivity, across 15 samples, to be approximately σmin ≈ 4e2/h, but not
universally, and independent of the carrier mobility, with the conductivity increasing linearly
as a function of carrier density; Ref [34] found the minimum values of conductivity to vary
between 2-20 e2/h but found that the conductance was linearly dependent on carrier density
for high mobility samples, and sub-linearly dependent on carrier density for low mobility
samples.
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(a) The electric field effect in a back-
gated graphene Hall bar. Sub-figure (b)
shows the linear dependence of σ on n
and sub-figure with the gradients of the
curve approximately equal either side of
the minimum (d) shows the mobility in-
dependent variation of the maximum re-
sistance about the value 4 e2/h.
(b) Plots of σ against Vg for devices
with varying levels of disorder. The
traces labelled K17 and K12 show sub-
linear behaviour while the other traces
show behaviour closer to linear, however
with different gradients for electrons and
holes. The traces are offset vertically by
100 e2/h.
Fig. 1.3 Figures taken from Refs. [33, 34], showing the observed dependence of conductivity
on gate voltage.
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The variation of the shape of the observed σ(Vg) curves is caused by interplay between
different types of impurities (neutral, charged, short-range and long-range) but it has been
shown in Refs. [35–38] that scattering from charged impurities in the substrate is the
dominant mechanism which dictates the Vg dependence of σ . A simple argument provided
in the above references based upon Fermi’s golden rule demonstrates that Coulomb impurity
scattering dominates near the Dirac point. Fermi’s golden rule states that the scattering
rate 1/τ from some initial state |i⟩ to final state | f ⟩ is proportional to the probability of the





| ⟨ f |V |i⟩ |2δ (E f −Ei), (1.6)
where | ⟨ f |V |i⟩ |=
∫
ψ∗f V ψi d
2r is the 2-dimensional overlap integral of the final wavefunc-
tion with the initial wavefunction, and EF and Ei are the energies of the final and initial
states, respectively. Short-range, neutral scattering impurities such as lattice defects, are
modelled using delta functions V = uδ ( r). The problem can be illustrated by considering the
scattering rate of a plane wave with momentum k into a continuum of states of momentum
k′. Note a proper treatment would consider the scattering of Bloch states, however for the
purposes of illustrating how the scattering rate depends on carrier density n, plane waves will
suffice. The overlap integral in 2-dimensions is given by:













where A is the 2-dimensional volume element and the final equality is obtained by using the
definition of the Fourier transform of the Dirac delta function is equal to 1 and the fact that
the integral over space of δ (r) is equal to 1. Substituting the result from Eqn. 1.7 into Eqn.
1.6, summing over all possible final momenta k′, and finally taking the continuum limit by
making the substitution (1/A)∑k → 1/(2π)2
∫






















where the second line is obtained by taking the continuum limit and the final line is obtained
using the definition of the density of states D(E) = 1/(2π)2
∫
δ (Ek −Ek′)d2k′. This is the
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scattering rate of plane wave in an initial state |k⟩ to a continuum of final states |k′⟩ due to
a single short-range scattering centre. Notice that the result depends on the macroscopic
area A. When considering multiple short-range scattering centres, as is the case in any
realistic system, the scattering rate must be multiplied by the number of scattering centres
Nimp = nimpA, where nimp is the density of scattering centres. This makes the final scattering
rate of a plane wave in an initial state |k⟩ to a continuum of final states |k′⟩ due to multiple







From Eqn. 1.9 it can be seen then that 1/τ ∝ D(E). Since in graphene D(E) ∝ E and
E ∝ k ∝
√
n, see Eqn. (15) of Ref. [28], it follows that D(E)→ 0 as n → 0. Equation 1.9
therefore implies that τ → ∞ as n → 0, demonstrating that short-range scattering becomes
irrelevant at low carrier densities. The calculation can be repeated for the Coulomb potential
where V ∝ 1/r, however the full calculation is much more difficult due to screening effects.





Since the approximated form of Vc is independent of r, it can be moved out of the overlap













where D(E) = 2AcE/πv2 has been taken from Ref. [28] to calculate the final equality and
Ac = 3
√
3a2/2 is the area of the unit cell in graphene. From Eqn. 1.11 it can be seen that
1/τ ∝ 1/D(E) and so the rate 1/τ → ∞ as D(E)→ 0, demonstrating that Coulomb scattering
dominates at low carrier density.
This result led to numerous groups calculating the conductivity in the presence of charged
impurities, in an attempt to explain the observed linear and sub-linear σ(n) and to predict
a value of the minimum conductivity around the charge neutrality region which agreed
with experiment. Ando calculated the static polarisation function and used it within a
Boltzmann theory to show that σ(n) ∝ n in agreement with experiment, however was unable
to explain the non-zero residual conductivity [40]. Hwang et al. studied the behaviour of
σ(n) numerically in the presence of charged impurities within a Drude-Boltzmann formalism
and found that while they were able to reproduce the linear/sub-linear shape of σ(n), the
theory is not applicable at low carrier densities and predicts limn→0 σ(n) = 0 [37]. The
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authors of Ref. [38] were able to reproduce both linear and sub-linear σ(n) curves from
numerical calculations by considering both charged and short-range scattering centres in
a Kubo formalism. Furthermore, they were able to reproduce a minimum conductivity of
the order 4e2/h in agreement with experiment, however the results depended weakly on the
size of the model and no analytical results were provided. The success of this numerical
experiment in reproducing experimentally observed shapes of σ(n) and the correct minimum
conductivity is a strong suggestion that the conductivity near the charge neutrality region is
explained solely by the effect of impurities and not by universal physics as considered in Refs.
[41–45], which discuss the appearance of a universal conductivity minimum in a variety of
systems including: disordered, 2D semiconductor systems; disordered superconductors and
disordered graphene.
Considering only charged impurity scattering within a Boltzmann formalism and using
the random phase approximation, the authors of Ref. [36] provided analytical expressions
of the carrier mobility, the width of the change neutrality region, the magnitude of the
minimum conductivity and the shift of the Dirac voltage away from zero. When the carrier
density induced by the gate becomes less than the constant residual density n0 induced in the
graphene by the charged impurities in the substrate, which have density nimp, the conductivity
stays approximately constant. When n > n0, the conductivity was found to increase linearly
with n:
σ(n) =
(20e2/h)n0/nimp if n < n0(20e2/h)n/nimp if n > n0. (1.12)
Equation 1.12 defines two different transport regimes and the analytical expression for
n0 can be found within Ref. [36]. The analytical expressions derived in Ref. [36] agree
with experimental observations, but the theory does not say anything about the transport
mechanism in the charge neutrality region. It is believed that in this regime, n < |n0|,
the random potential due to charged impurities creates spatially inhomogeneous doping,
termed electron-hole puddles, which have been observed experimentally in scanning-probe
experiments [46]. The transport must be treated statistically as in Refs. [36, 47, 48] which
are all in qualitative agreement with each other. Trushin and Schliemann showed in Ref.
[49] that by taking into account coherent electron-hole states, which are represented by
off-diagonal elements of the distribution function in a Boltzmann theory, a non-universal





for some constant C = µ/nimp , where µ is the carrier mobility, and residual conductivity σres.
Equation 1.13 says that the conductivity remains non-zero at n = 0 and that σ(n) increases
linearly when |n| ≠ 0. Charged impurity scattering was studied systematically in Ref. [50],
where the authors deposited a controlled density of potassium ions onto the surface of a
graphene field-effect transistor in ultra-high vacuum conditions. These experiments found
that as potassium ions dope the graphene, σ(n) transitions from sub-linear to linear, and
that the conductivity reaches a non-universal minimum at the charge neutrality region, the
width of which increases as nimp increases, as expected from Refs. [36, 49]. The constant C
was calculated to be C = 5×1015 V−1s−1 in agreement with the prediction made in Refs.
[36, 37], although it was shown in Ref. [51] that C takes different values for electrons and
holes, that is, they have different mobility values, because the scattering cross section for
electrons with charged impurities is different to that of holes with charged impurities. The
different mobility values of electrons and holes leads to an asymmetry in σ(n) about the
minimum conductivity, as in the curve labelled K145 in Fig. 1.3b, taken from Ref. [34].
In summary, the existing investigations explain the observed linear dependence of σ(n)
as a consequence of charged impurities in the substrate material. The sub-linear dependence
at higher densities can be explained by short-range scattering centres becoming relevant to
the transport. Near the Dirac point the behaviour is non-universal, and the current saturates
at a value which is proportional to the carrier density induced in graphene n0, due to charged
impurities in the substrate. This explains why the minimum conductivity has been shown
to vary between experimental samples. In the charge neutrality regions, p-type and n-type
regions coexists and it is believed that percolation currents are responsible for the non-zero
conductivity.
1.2.2 Weak localisation
Although short-range scattering centres have been shown to to play a negligible role in the
transport in the absence of a magnetic field, they do become important when an external
magnetic field is applied, in that they have been shown to facilitate the observation of the
weak localisation effect in graphene. This will be shown presently. Before discussing weak
localisation in graphene, a brief explanation of the weak localisation effect in non-relativistic
systems is given.
Weak localisation is the name given to two corrections to the conductance of disordered
conductors which becomes observable when the elastic scattering time τ becomes less than
the inelastic scattering time τφ . Note an elastic scattering event is when the initial state
and the final state have different momenta k and k′ but equal energy E; inelastic scattering
is defined as the case where the energy of the initial state E and the final state E ′ are not
1.2 Background and review of relevant topics 11
equal, E ̸= E ′. In this regime, a particle can undergo multiple elastic scattering events while
maintaining a coherent phase relationship with other states. This notion of coherence is
understood more clearly in the interpretation of weak localisation provided by Bergmann in
1983 [52]. Suppose that a particle with momentum k undergoes a sequence of n+1 elastic
scattering events k → k1 → k2 → . . . → kn → −k into a final state with momentum −k,
and that this sequence has a quantum mechanical probability amplitude A′. Here, ki are
the momenta of the 1 ≤ i ≤ n intermediate states. Then there exist a second, time-reversed
scattering sequence which with an equivalent amplitude A′′ = A′ = A, which is the sequence:
k →−kn → . . .→−k2 →−k1 →−k, so that momentum is transferred in the reverse order.
Both scattering sequences have equal amplitude because the probability of a transition from
a state |k⟩ to a state |−k⟩ is proportional to the product of the transition probabilities from
one intermediate state to the next:




| ⟨i+1|Vi |i⟩ |2, (1.14)
where |i⟩ = |ki⟩ and Vi is the potential of the elastic scattering centre which causes the
transition |i⟩ → |i+1⟩. The value of the product 1.14 is equal for both sequences since
| ⟨ki+1|Vi |ki⟩ |= | ⟨−ki|Vi |−ki+1⟩ | due to the symmetry of the sequences about the origin.
Furthermore, since all states in the process have the same energy, the time-dependent phase
acquired by the system, exp(−iE(n+1)τ/h̄) is equal for both scattering sequences. This
means that there is exactly zero phase difference between a state where back scattering is
achieved via the first scattering sequence and where back scattering is achieved via the second
scattering sequence. It is in this sense that the back scattering is phase coherent. By the path
integral formulation of quantum mechanics the probability for a system to transition from
one state into another is given by the square of the sum of the amplitudes for all possible
paths. The sum of the square of the amplitudes for both sequences is:












′′∗ = 4|A|2. (1.15)
The sum of the first two terms in Eqn. 1.15 equal 2A2 because the amplitudes for each
scattering sequence are equal. The sum of the final two terms are equal to 2A2 because the
amplitudes have exactly zero phase difference. This is twice the magnitude of incoherent
processes, and so the probability of back scattering is enhanced within a quantum mechanical
theory. In the context of the conductance of a device, coherent back scattering corresponds to
a negative correction to the conductance, that is the conductance is reduced due to the weak
localisation effect. In 1979, Abrahams showed that at T = 0 K a disordered, 2D conductor
always becomes insulating, [53], while it was shown separately by Anderson and Gorkov that
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at low, but non-zero temperature there is a correction to the resistance proportional to ln(T )
[54, 55] which explained some experimental investigations into the temperature dependence
of resistance of thin metallic wires at the time [56]. A year later, Altshuller et al. considered
the effect of an applied external magnetic field on the localisation properties of a disordered,
2D electron gas, calculating an analytical expression that of the magneto-conductance
effect in terms of the dephasing time [57]. A change in conductance is observed because
the magnetic field changes the phase relationship between the two scattering sequences
considered above. The induced phase difference destroys the constructive interference, hence
reducing the probability of back scattering and causing the conductance to increase. When
the spin-orbit interaction is accounted for, the opposite is true and the conductance decreases;
this was shown by Hikami et al. and is called weak anti-localisation [58]. Importantly, the
analytical results determined in Refs. [57, 58] could be used by experimental groups to
fit data obtained in magneto-transport measurements of disordered 2D systems and extract
the relevant scattering times as fitting parameters. This theory was able to explain the
magneto-conductance behaviour of many systems under experimental investigation at the
time, including thin metallic films, metal-oxide-semiconductor (MOS) inversion layers and
both 1D and 3D conductors: a review of the then-current experimental results can be found
in Ref. [59].
Extending a theory of impurity scattering in carbon nanotubes, Suzuura and Ando
calculated the weak localisation correction to conductivity of electrons on a disordered,
2D honeycomb lattice, which describes the structure of graphene, taking into account the
two momentum minima in the first Brillouin zone and the helicity of particles in such a
model [60–62]. They found that for scattering potentials with range larger than the lattice
constant, time-reversed back scattering sequences interfere destructively and the change in
magneto-conductance is positive, that is, there is a weak anti-localisation effect. This arises
due to the helicity of carriers in graphene, which means that the pseudospin (sub-lattice)
degree of freedom is always parallel to the momentum vector. As a result, as a particle
undergoes a scattering sequence and rotates through π radians in k-space, from k to −k,
the pseudospin degree of freedom also rotates, which contributes an additional phase to the
state, which is calculated as a Berry phase [63, 62]. The two scattering sequences which
give rise to coherent backscattering in the original weak localisation theory discussed above
are related through time-reversal symmetry. This means that while one sequence rotates
through π radians, the momentum in the time-reversed sequence rotates by −π radians, and
the phase difference between the two paths is φ = π − (−π) = 2π and the two amplitudes
interfere constructively. However, it was shown in Ref. [62] that a rotation in k-space of
2π corresponds to an additional Berry phase of π , meaning that that the two amplitudes
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interfere destructively for helical particles. In graphene, helicity follows from the fact that
the dynamics in a single valley are governed by the 2-dimensional Weyl equation, and that
states are described using 2-component spinors; see Ref. [28] for an in-depth review of
the electronic properties of graphene. However, it is also shown in Ref. [62] that when
scattering potentials with range less than the lattice constant are included in the model, the
situation changes and conventional weak localisation can be recovered. This is because short
range potentials, such as lattice vacancies can scatter particles between momentum valleys,
(see Ref. [44]), and therefore causes the states at K and K′ to mix. This process breaks
time-reversal symmetry and so the phase difference between the two scattering sequences is
no longer exactly π , and conventional weak-localisation is partially restored. Ultimately, the
magneto-conductance in graphene not only depends on inelastic scattering processes, but also
elastic intervalley and intravalley scattering times. In addition to intervalley scattering, the
anisotropy of the Fermi surface, also called trigonal warping, breaks time-reversal invariance
in graphene, which is included in the Hamiltonian by a term which is quadratic in momentum.
McCann et al. calculated the change in magneto-conductivity δσ(B) in graphene, taking
into account the Fermi surface anisotropy, finding [64]:




















In equation 1.16, Bθ = (h̄/4De) · τ−1θ is the characteristic field corresponding the scattering
rate τ−1
θ
, where θ ∈ {φ , i,∗} and D is the diffusion constant. The function F(z) = ln(z)+
ψ(0.5+1/z) and ψ is the (real) digamma function. The subscripts are as follows: τ−1
φ
is
the dephasing rate, τ−1i is the intervalley scattering rate and τ
−1
∗ is the intravalley scattering
rate, which includes all possible intravalley scattering processes, including scattering due to
trigonal warping and any scattering processes which break time-reversal symmetry in a single
valley. Scattering due to curvature and strain, crystal dislocations, and to local potential
gradients, can all break time-reversal symmetry in a single valley as discussed in Ref. [65].
Equation 1.16 is central to the analysis of magneto-transport experiments of graphene and
allows for the dephasing time, the intervalley scattering time and the intravalley scattering
time to be extracted from experimental data. The first term is positive and corresponds to a
conductance increase when an external magnetic field is applied (weak localisation), while
the second two terms are negative and imply weak localisation; Eqn. 1.16 reflects that the
change in magneto-conductance depends on the competition between different scattering
rates. The corresponding scattering lengths can be obtained from τ−1
θ










Initial magneto-transport experiments in graphene showed neither weak localisation or weak
antilocalisation effects [66], where it is believed that surface ripples destroyed time-reversal
symmetry in each individual valley. Since then, both weak localisation and weak anti-
localisation have been observed in graphene systems, including mechanically exfoliated
samples [67–69], CVD-grown graphene samples [70–74] and epitaxial graphene samples [75–
79]. The magnitude of the change in magneto-conductivity δσ(B) is sample dependent, but
common values range between 10 and 70 µS. Since it has been shown that at B = 0 T, short-
range scattering potentials can become relevant at high carrier density, it may be expected
that the intervalley scattering rate τ−1i would increase with increasing carrier density, though
this has not been reported by any group so far. By the same reasoning, it may be expected
that at low carrier density, when charged impurities dominate at B = 0 T, that local potential
gradients would break intravalley time-reversal symmetry and the intravalley scattering
length L∗ would decrease (and τ−1∗ would increase) as the carrier density approaches the
charge neutrality region. Again, there has been no reported observation of this, while the
authors of Ref. [78] observed an increase of L∗ as the carrier density was reduced from
1013 cm−2 to 1011 cm−2. Consequently, it seems from the results reported so far, that the
influence of short-range and long-range scattering potentials at B = 0 T is not reflected in the
scattering rates τ−1i and τ
−1
∗ , extracted from weak localisation measurements.
There has been some evidence that the dephasing length Lφ , increases with increasing
carrier density: Ref. [68] reports a factor of 10 increase of Lφ between back gate voltages
-20 V (Dirac point) and -60 V; Ref. [69] reports an increase of approximately 500 nm across
a 60 V range, away from the Dirac point, although the uncertainty bars are large enough that
it is not obvious if this is a statistically significant change. The authors of Ref. [78] found
Lφ to be independent of carrier density across two orders of magnitude in both CVD-grown
graphene and epitaxial graphene. The conflicting results suggest that there is no universal
dependence of the dephasing rate on carrier density, and instead the relationship is sample
dependent.
It is more common to examine the temperature dependence of τ−1
φ
as opposed to the
density dependence, to infer the dephasing mechanism, as done by the authors of Ref.[80].
At low temperature, inelastic electron-phonon scattering is suppressed and electron-electron
scattering is often the main dephasing mechanism. Electron-electron scattering is considered
to comprise of two components. The first is due to the usual Coulomb potential arising
between electrons; it was shown by Abrahams and Fukuyama that in this case the momentum
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when kBT > h̄/τ [81, 82]. Here τ is defined as the momentum relaxation time, which is
the scattering time corresponding to the dominant elastic scattering mechanism present in
the system and is given by τ = lm f p/vF . Electron-electron Coulomb scattering dominates
when the amount of electron-electron interactions within the dephasing time is small, that
is when τe−e ∼ τφ . Altschuler however, showed when the energy transfer during electron-
electron collisions is small, that is ∆E = h̄∆ω ≪ kBT , then τ−1e−e ≫ τ−1φ and an electron
undergoes multiple collisions before losing coherence. This effect is interpreted as an
electron scattering from a fluctuating electric field due to the presence of the other electrons
in the system. In this case the dephasing rate in 2D is shown to depend on T as τ−1
φ
∝ T
[83]. Note, this type of electron-electron interaction is sometimes called Nyquist scattering
in the literature. These results were used to successfully model the behaviour of τ−1
φ
(T ) in
GaAs / AlxGa1−xAs heterostructures [84, 85], and have since been shown to describe τ−1φ (T )
in graphene. The authors of Ref. [67] modelled τ−1
φ
(T ) as purely linear, concluding that
the dominant dephasing mechanism in their mechanically exfoliated graphene samples is
due to a large number of quasi-elastic electron-electron collisions. The authors of Refs.
[68, 86] observe deviation from linear behaviour, again in mechanically exfoliated graphene,
and use the sum of both the high temperature Coulomb and the Nyquist terms to model the
behaviour of τ−1
φ
(T ). Alternatively, the authors of Ref. [76] use only the low temperature
Coulomb term to model τ−1
φ
(T ) in epitaxial graphene samples and neglect the high-frequency
Nyquist scattering. In all of the above experimental reports, the authors attempt to deduce
the dephasing mechanism based upon the model which gives the best fit to experimental data.
This suggests that statistical tests should be performed in order to quantify and compare how
well each model fits the experimental data when the behaviour of τ−1
φ
(T ) is not immediately
obvious.
In summary, conventional weak localisation is a decrease of the conductance of a system
due to constructive interference of time-reversal symmetric back scattering processes. Weak
anti-localisation is a related effect where time-reversal symmetric back scattering processes
interfere destructively due to an additional phase factor occurring from the rotation of the
spin of a particle. These effects are purely quantum mechanical and arise when the elastic
scattering time is less than the inelastic scattering time. Both effects are predicted to occur in
graphene and indeed, have been observed experimentally. An external magnetic field breaks
time-reversal symmetry and can be used to introduce a phase difference between time-reversal
symmetric back scattering processes and causes a change in the magneto-conductivity. The
magneto-conductivity can be fit using analytical models which relate δσ(B) to both the
inelastic and elastic scattering rates, in graphene. By studying the dependence of these
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scattering rates on other experimental parameters such as the carrier density and temperature,
it is possible to deduce the dominant scattering mechanisms present in the system.
1.2.3 Universal conductance fluctuations
A related quantum mechanical effect which becomes relevant at low temperature is the
appearance of non-monotonic, reproducible fluctuations in the conductance G of a system as
the Fermi energy EF or an external magnetic field B is varied. This phenomena was observed
in low temperature transport measurements of thin metallic rings, diameters d < 1 µm, and
wires of diameter d ≈ 40 nm and length L < 1 µm [87–89]. In such devices, the device
length is longer than the mean free path and less than or similar to the dephasing length,
that is lm f p < L ≤ Lφ , and electrons can undergo multiple scattering events while retaining
phase coherence across the entire length of the sample. This regime is sometimes termed
the mesoscopic transport regime in the literature. In 1985, Stone performed a numerical
simulation within the Landauer-Büttiker formalism of a wire with length scale lm f p < L < Lφ
[90], and succeeded to reproduce the aperiodic structure in G observed in the above transport
experiments. In the Landauer-Büttiker formalism, G is proportional to the sum of the
transmission coefficients of Mc conducting channels [91, 92]. Stone found that the amplitude
of the aperiodic structure δG depended on the number of conducting channels as δG ∝ M−0.3c
and not δG ∝ M−1c , as would be expected if the Mc transmission channels were uncorrelated.
This was the first indication that the appearance of aperiodic conductance fluctuations were
caused by the interference of propagating states. The authors of Refs. [93, 94] studied the
statistical properties of G in mesoscopic conductors by calculating the correlation function
F , which is related to the variance of the fluctuations amplitudes. The expression for F is:
F(∆E,∆B) = ⟨G(EF ,B)G(EF +∆E,B+∆B)⟩−⟨G(EF ,B)⟩2 , (1.18)
where ⟨. . .⟩ denotes ensemble averaging. Notice that the expression in Eqn. 1.18 states
that the ensemble average of G, that is the average across identically prepared macroscopic
samples with different microscopic disorder configurations, is equal to the average of G over
a range of energies or magnetic field strengths, ∆EF or ∆B, which is an assumption of the
theory. An in-depth discussion of the motivation behind this assumption is provided in Ref.
[95]. Note, in the relevant literature, this assumption is often called the ergodic assumption,
which is a term borrowed from the thermodynamic notion of ergodicity. This means that
calculations of G which average over different disorder configurations can be used to analyse
the observed fluctuations of G(EF ,B) for a single experimental sample.
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Lee found that so long as the sample dimensions are less than Lφ and at T = 0 K, the







−⟨δG⟩2 = O(e2/h), (1.19)
where σ2 denotes variance, and O is big-O notation. This statement is the definition of
universal conductance fluctuations. A more heuristic derivation of the result described
by Eqn. 1.19 is provided in Ref. [93], which shows that this result follows from the
presence of correlations between transmitted states without the use of Feynman diagram
calculations. When the sample dimensions exceed Lφ however, Eqn. 1.19 does not hold and
σ2(δG)< e2/h, because the phase of an electron has become randomised after length Lφ
and correlations between transmitted states are lost across the length of the sample. Finite
temperature effects also reduce the amplitude of the conductance fluctuations as discussed
in Ref. [95]. In short, a finite temperature causes carriers at the Fermi surface to become
distributed across an energy interval of size kBT about EF . As particles diffuse across the
sample, they acquire different time-dependent phases since they have different initial energies.
This introduces a new length scale into the system, the thermal length LT =
√
h̄D/kBT . If
LT < Lφ , then carriers will lose coherence due to Fermi surface smearing, before an inelastic
scattering process.
The assumption that changing EF or B by a finite amount is equivalent to changing the
disorder configuration in the sample, leads to the notion of a correlation energy Ec and
a correlation field Bc which is the finite amount by which EF / B must be changed by, in
order for the system to be considered as having a new disorder configuration. Although
analytical expressions for these quantities exist, it is common in an experimental context to
determine these quantities from the autocorrelation function of the conductance fluctuations.
The correlation field is often defined to be the change in field at which the normalised




and the critical field is defined by F(Bc) = F(0)/2. According to Ref. [95], Bc ∼ φo/L2φ ,
where φ0 = h/e is the magnetic flux quantum. Rearranging this relationship gives an estimate







Therefore, the correlation field is interpreted as the field required to induce a flux of magnitude
φ0 through the area L2φ . There exist numerous analytical expressions relating the root-mean-
square amplitude of the conductance fluctuations to the dephasing length, which depend
on the sample dimensions and the temperature; these results will not be used in the present
work and so are not described here, instead see Refs. [95–99] for these results. References
[97–99] are theoretical studies of universal conductance fluctuations in graphene; similar
to weak localisation, elastic scattering effects the amplitude of δG(B). It is shown in Ref.
[97] that when both intervalley and intravalley scattering are negligible, the variance of
the universal conductance fluctuations is four times that of conventional metals, that is
σ2(δG(B))≈ 4e2/h; this is reduced to ≈ 2e2/h when intervalley scattering becomes non-
negligible and finally reduced to ≈ e2/h, as in conventional metals, when both intervalley
and intravalley scattering are non-negligible. These results were confirmed in numerical
simulations performed in Ref. [98]. To date, conductance fluctuations have been extensively
observed in graphene [71, 72, 75, 100–115] however none have reported the predicted value
of σ2(δG(B)) ≈ 4e2/h. Most experiments investigating mechanically exfoliated samples
on Si / SiO2 substrates report a RMS(δG(B)) ≈ e2/h [101, 102, 105, 108, 109], where
RMS(δG(B)) =
√
σ2(δG(B)) is the root-mean-square amplitude of the fluctuations, while
other authors report considerably smaller amplitudes [103, 110], similar to CVD-grown
samples [71, 72]. This demonstrates that conductance fluctuations of realistic graphene
samples show the same fluctuation amplitude as normal metals due to the presence of both
intervalley and intravalley elastic scattering.
The assumption that changing the Fermi energy or magnetic field is equivalent to changing
the disorder configuration implies that mesoscopic systems are insensitive to the phase-
randomisation mechanism. However, experimental results suggest this does not hold in
graphene, in contrast to the results of analytical work in Ref. [98], but in agreement with
numerical simulation of Ref. [97]. The authors of Ref. [109–111], observe that the amplitude
of the fluctuations are larger when EF is varied than when B is varied, which suggests that
graphene is in fact sensitive to the phase-randomisation mechanism. This then implies that
the assumption underlying the universality of conductance fluctuations does not hold in
graphene, and that conductance fluctuations are in fact sample specific. This may not be
surprising since the original theory of conductance fluctuations in graphene [97] depends on
the intervalley and intravalley scattering rates and so must be dependent upon the disorder
configuration. Later numerical simulations in Ref. [116] calculated amplitude of δG(B)
within multiple screening approximations, in the presence of long-range charged impurities.
It was shown that δG(B) has a non-linear dependence on the charged impurity concentration
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nimp, only approaching a universal value at nimp = 15×1012 cm−2, a value much larger than
what is present in realistic graphene samples.
In summary, reproducible and aperiodic conductance fluctuations appear due to quantum
interference of transmitted states in disordered conductors of length lm f p < L < min{Lφ ,LT}.
It was shown that in non-relativistic conductors such as conventional disordered metals,
the variance of the fluctuations has a universal amplitude of approximately e2/h at zero
temperature, however this is reduced by Fermi surface smearing at finite temperature, and
is reduced further once the sample dimensions exceed min{Lφ ,LT}. This result is based
on an assumption that phase-randomisation in a mesoscopic system is the same regardless
of the mechanism, and that changing the Fermi energy, the magnetic field and the disorder
configuration are all equal. This leads to the notion of a correlation energy and a correlation
field, which are the change in Fermi energy or magnetic field required to consider the system
as having a different disorder configuration. The correlation in particular is interpreted to be
the field required to induce a flux φ0 through an area L2φ and can be used be used to estimate
Lφ . Conductance fluctuations have been observed extensively in graphene samples, however
there is both experimental and numerical evidence that the fluctuations are not universal and
that the different phase-randomisation mechanisms are not equal. The analytical theory of
universal conductance fluctuations in graphene presented in Ref. [98] concludes that the
ergodic assumption does hold in graphene, while also concluding that the variance of the
fluctuations depends on the disorder configuration, which is somewhat contradictory. The
theory does not account for the difference between the amplitude of fluctuations occurring
due to a change in Fermi energy, and the amplitude of fluctuations occurring due to a change
in magnetic field. Therefore, from the current literature the universality of conductance
fluctuations in graphene is debated.
1.2.4 Quantum Hall effect
The classical Hall effect arises when a conductor is placed in a perpendicular magnetic field.
Consider a conductor with it’s length orientated along the x-axis, 0 ≤ x ≤ L, width along
the y-axis 0 ≤ y ≤W and some thickness t in the z-direction. When a potential difference
is applied along x, current flows along the x-axis in a straight line between collisions with
impurities and phonons. An external, perpendicular magnetic field applied along the z-axis
will cause electrons to take curved paths between collisions due to the Lorentz force. This
causes charge to accumulate on one side of the sample, at y =W , for example. Eventually
the electric field due to the imbalance of charge in along the y-axis opposes the Lorentz
force and stops further charge accumulation, and a steady-state potential difference along the
y-axis is established. This is known as the classical Hall effect and the emergent transverse
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potential difference is called the Hall voltage VH , which is measurable with voltage probes
at y = 0 and y =W . The conductivity σ of the system is defined by Ohm’s law in terms of
the current density J and the electric field E according to J = σE. Since the electric field
components exist along both the x-axis and y-axis, σ takes the form of a rank-2 tensor, where
























In two dimensions, when the magnetic field strength is strong enough, the Lorentz force can
force electrons into closed cyclotron orbits, with cyclotron frequency ωc = eB/m∗, where m∗
is the cyclotron mass. The energy states corresponding to these closed orbits can become
quantised, which was first observed in the inversion layer of a Si metal-oxide semiconductor
field-effect transistor (MOSFET) in Ref. [117]. The strong magnetic field regime is defined
as ωcτ ≫ 1 or equivalently, Bµ ≫ 1, where µ is the carrier mobility and B is the external
magnetic field. The quantum Hall effect is characterised by the appearance of plateaux in
σxy at quantised values, accompanied by a zero in σxx as a function of magnetic field. The





where ν is a quantity called the filling factor. In the integer quantum Hall effect ν is an
integer, whereas in the fraction quantum Hall regime, ν takes certain rational values. The
longitudinal conductivity only becomes non-zero at the transitions between σxy plateaux. For




, ν = 1,2, . . . . (1.25)
The quantum Hall effect arises due to the quantisation of energy into discrete bands, often
called Landau levels. For an in-depth review of the theory of Landau quantisation and
the experimental observation of quantisation in Si inversion layers and GaAs / AlxGa1−xAs
heterostructures, see Ref. [118]. By solving the Schrödinger equation for a single particle in
the presence of a vector potential A, it can be shown that the spectrum of energy states is the
same as that of the quantum harmonic oscillator [119, 120], that is:
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where N is an integer indexing the energy states. From Eqn. 1.26 it is clear that Landau
levels have equal spacing with an energy separation ∆E ∝ B. The corresponding density of
states is a series of degenerate delta functions in the absence of disorder; these are broadened
to some finite width Γ in the presence of disorder, as is the case in any realistic experimental
device. The centre of each peak in the density of states corresponds to extended states, and
the tails of the peaks correspond to extended states, as discussed in Refs. [119, 120].
In graphene, the situation is different to 2D semiconductor systems with non-relativistic
dispersion relations. The energy spectrum of Landau levels in graphene can be calculated by




where E0 is the energy of the Dirac point. Equation 1.27 shows that the Landau level spacing
scales as
√
B in contrast to the linear spacing of non-relativistic systems described by Eqn.
1.26. Furthermore, the energy of the N = 0 Landau level is independent of B. Since the
N = 0 Landau level lies at the crossing of the valence and conduction band it is shared by
both electrons and holes, and so has half the degeneracy of non-zero Landau levels. It has
been shown in Ref. [122] that this reduced degeneracy leads to a different sequence of filling




, N = 0,1,2, . . . , (1.28)
where gs = gv = 2 are the spin and valley degeneracy factors. Equation 1.28 implies a
filling factor sequence ν = gsgv(N+1/2) = 2,6,10, . . .. This behaviour was indeed observed
in early magneto-transport experiments with graphene Hall bar devices [33, 123], which
confirm the relativistic nature of charge carriers in graphene, in the sense they obey the
relativistic Dirac equation with zero effective mass. Later experiments found plateaux
emerge at filling factors ν = 0,±1,±4 [124] (see Fig. 1.4, taken from Ref. [124]) which
are not predicted by the sequence derived in Ref. [122], which suggests a lifting of the
SU(4) symmetry of the N = 0 Landau level and a change of ground state. Note that SU(4)
symmetry refers to the fact that there a four degenerate states in graphene arising from the
two valley degrees of freedom and the two sub-lattice degrees of freedom, which is shown
explicitly in Section 1.3 of Ref. [125]. A transformation between valleys is described by the
time-reversal operator T ψK,(A,B) 7→ ψ∗K,(A,B) = ψK′,(A,B); the spatial inversion operator swaps
both the valley index and the sub-lattice index, IψK,A 7→ ψK′,B, therefore it follows that the
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Fig. 1.4 Magneto-conductivity data taken from Ref. [124] which shows the emergence of
Hall plateaux at ν = 0,±1,±4. The upper left inset shows Rxx(Vg) and Rxy(Vg) of the device
at B = 25 T. Lower left inset shows a diagram of the Landau level splitting, and right inset is
a more detailed plot of σxy at B = 9, 11.5 and 17.5 T.
transformation T IψK,A 7→ ψK,B. The Hamiltonian describing the dynamics of particles in
graphene is invariant under these spinor transformations, meaning that particles in different
valleys and particles on different sublattices have the same energy, that is they are degenerate.
The transformations T and I are members of the group SU(4), which is why this degeneracy
is often referred to as SU(4) symmetry in the literature.
1.2.5 Ground states of the zero-energy Landau level
Various experimental groups have reported seemingly conflicting behaviour of the N = 0
Landau level. This is ultimately because the N = 0 Landau can undergo a quantum phase
transition from a metallic quantum Hall state into a quantum Hall insulator state. The authors
of Refs. [124, 126–130] observe values of Rxx up to order of 10 M Ω in the N = 0 Landau
level, indicating an insulating state. On the other hand, the authors of Refs. [33, 123, 131–
133] observe a longitudinal resistance Rxx ≈ RK at the N = 0 Landau level, where RK ≈
25.8 kΩ is the von Klitzing constant.
Those that report a large longitudinal resistance also report a well defined plateaux at
σxy = 0 which indicates a splitting of the N = 0 Landau level. Figure 1.4 taken from Ref.
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[124] shows σxy(Vg) for various B. At 9 T (denoted by a circle) σxy changes continuously
between ±2e2/h, however at 25 T (square) plateaux are beginning to emerge at ν = 0,±1,±4,
and are well established at 45 T (star). At 45 T, Rxx ≈ 500 kΩ which is not expected from the
conventional quantum Hall effect, where Rxx → 0. This is explained by theoretical arguments
made by Das Sarma and Yang as an indication that the system has transitioned into a quantum
Hall insulator state [134]. A plateau σxy = 0 (implying ν = 0), can only appear once the
degeneracy of the zero-energy Landau level is lifted, otherwise the filling factor sequence
goes as ν =±2,±6, . . . as discussed above. From Eqns. 1.22 and 1.22, when σxy = 0,
ρxx = 1/σxx, ρxy = 0. (1.29)
However, from the definition of the Hall effect, σxx = 0 when σxy is constant, that is when
there is a plateau for any value of ν including ν = 0, so then from Eqn. 1.29 it is clear
that this leads to ρxx → ∞ and ρxy = 0. This state is very similar to states observed in
non-relativistic 2D semiconductor systems know as quantum Hall insulator states [135–137],
where σxx = σxy = 0, ρxx → ∞ and the Hall resistivity takes its classical value ρxy = B/ne,
where n is the carrier density. It may seem as if ρxy should also diverge since it is inversely
proportional to n, however in graphene the carrier density is not truly zero at the charge
neutrality point, unlike when the Fermi level lies within the band gap of a traditional
semiconductor. Instead there is a coexistence of electrons and holes and the system is a
compensated semimetal, with a net charge density of zero. In this case the value of ρxy should
fluctuate close to zero for the Hall insulator state in graphene. This is indeed observed in the
experiments described in Refs. [127, 124], and is shown in by the green curve in the upper
left insert of Fig. 1.4 and shown in Fig. 1a of Ref. [127]. Therefore, Ref. [134] explains the
behaviour observed in Refs. [127, 124] up to the point of explaining that SU(4) symmetry
breaking leads to a gap opening in the zero-energy Landau level which ultimately leads to
diverging ρxx, but it does not say anything about the microscopic mechanism that breaks the
SU(4) symmetry. Furthermore the theory described in Ref. [134] only describes the bulk
resistivity, that is ρxx → ∞ in the bulk, and assumes no contribution from edge states.
The microscopic mechanism responsible for a gap opening in the zero Landau level
is currently debated. The authors of Ref. [39] show that in the presence of Coulomb
interactions and the Zeeman interaction the SU(4) symmetry of the N = 0 Landau level is
spontaneously broken, and a gap can appear. Reference [39] however, does not say exactly
how electrons arrange microscopically to break the symmetry. A phase diagram of the ν = 0
state is theoretically constructed in Ref. [138], possible phases include: charge density
wave states, where spin-up and spin-down electrons form pairs on a single sub-lattice; a
Kelkulé bond pattern, where double bonds form between alternating pairs of carbon atoms;
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a spin-polarised ferromagnetic phase, where the electron spins on both sublattices point in
the same direction; and an anti-ferromagnetic phase, where spins on different sublattices
point in opposite directions. These states are discussed further in Refs. [139–142], which
are in agreement with Ref. [138]. As pointed out in Ref. [138], the phase of the ground
state ultimately depends on the anisotropy of energy in the valley-sublattice space which, is
difficult to control in electrical transport measurements, however it may be possible to induce
phase transitions in tilted magnetic fields. This makes it difficult to probe the microscopic
configuration of electrons and determine which phase the system is in. Another mechanism
called magnetic catalysis has also been proposed as a candidate for opening a gap in the N = 0
Landau level [143, 144]. In this scenario, a magnetic field enhances the attractive interaction
between electrons and holes and forms bound states; the bound states have integer spin
and can condense into a collective state and subsequently open a gap in the single-particle
spectrum. Again, the suggested experimental probes of this effect are limited and will be
discussed later, in the context of the results presented in Chapter 5.
In summary, the quantum Hall effect in graphene differs from that in conventional 2D
semiconductors due to the relativistic nature of states near the Dirac point. The Landau
level separation scales as
√
B and there is a robust Landau level at the Dirac point which
has energy independent of B. This level is shared by electron and hole states and so has
half the degeneracy of non-zero Landau levels, which produces the filling factor sequence
ν =±2,±6,±10, . . . in contrast to non-relativistic systems. Experiments have revealed that
the zero Landau level can split, causing new plateaux to appear at ν = 0,±1,±4, however
the microscopic mechanism behind this is debated.
This section concludes the background and review of topics relevant to the interpretation
and analysis of data presented in later experimental chapters.
1.3 Conclusions
This chapter explains the motivation for developing an on-chip multiplexer which is capable
of electrically characterising nanomaterials at cryogenic temperature and provides a review
of topics relevant to the interpretation of data presented in the following chapters.
In Chapter 2, a detailed description of the new multiplexer design and fabrication methods
is provided, including a description of how graphene grown by chemical vapour deposition
(CVD), is included in the multiplexer technology.
As will be discussed in Chapter 2, two multiplexer designs were developed; one with
16-outputs used as a prototype and one with 128-outputs. This chapter also covers the
transfer and characterisation of CVD-grown graphene onto a 16-output multiplexer device,
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named CVD-MUX-A. This device is the topic of study in chapters 3, 4 and 5. In chapter
3 the device is electrically characterised at T = 4.2 K and T = 0.28K in the absence of a
magnetic field; Chapter 4 examines weak localisation and conductance fluctuation effects in
multiplexed GFETs, and Chapter 5 examines the transport properties of multiplexed GFETs
in magnetic fields up to 10 T. A common theme will be to compare the experimental transport
results to existing literature, in order to understand where multiplexed devices are similar to
non-multiplexed devices, and where they are different. It will be shown that most results of
the magneto-transport experiments performed here are largely similar to those performed
elsewhere with non-multiplexed devices, which shows that the multiplexing approach can
be employed without significantly changing the properties of the nanomaterial under test.
Chapter 6 presents results from on-going experiments, and results from devices which have
not been fully characterised in magneto-transport experiments as with CVD-MUX-A. These
include multiplexing mechanically exfoliated graphene, progress towards multiplexing at




Device Design, Fabrication and
Characterisation
This chapter discusses the design, fabrication characterisation of multiplexer devices, as well
as the transfer of CVD-grown graphene onto multiplexer devices. The chapter begins by
presenting the design of the multiplexers developed in this work: a device with 16 outputs,
used for proof-of-principle experiments, and a larger multiplexer device with 128 outputs,
which can be used for high-throughput electrical characterisation of nanomaterials. The
details of the fabrication methods are then given and are followed by electrical transport
measurements of a blank multiplexer device, that is with no nanomaterials, and multiplexer
outputs connect directly to a common drain contact. The final part of this chapter discusses
the transfer and characterisation of graphene onto a multiplexer device. In particular, all of the
channels of device CVD-MUX-A are characterised by scanning electron microscopy (SEM)
and Raman spectroscopy, since this device is further characterised in the following three
chapters in low temperature, magneto-transport experiments. Since the transfer of nanowires
onto the multiplexer is performed by collaborators, this is not included here. Nanowires are
discussed in Chapter 6, where references of the transfer process are provided.
2.1 Multiplexer designs
2.1.1 Tiered structure: 16 outputs
The multiplexing devices operate by the same principle as those reported in Refs. [18, 20], in
that the conductance of a semiconducting mesa structure can be turned on and off in different
spatial regions using metallic surface gates, so current from a single input can be routed to one
of multiple output nodes. Specifically, the 2DEG inside a GaAs / AlxGa1−xAs heterostructure
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is used as the conducting mesa layer, the same as in Ref. [18]. The heterostructure wafer used
in this work has wafer numbers V832, grown by Harvey Beere of the Semiconductor Physics
group at the University of Cambridge. It has the following structure from the bottom up: bulk
GaAs; 40 nm of undoped Al0.3Ga0.7As; 40 nm of Si doped Al0.3Ga0.7As and finally 10 nm of
GaAs, as a capping layer. The 2DEG resides at the interface of the undoped Al0.3Ga0.7As and
the bulk GaAs due to the resultant band structure across the heterostructure [145]. The carrier
mobility in the 2DEG is approximately 8×105 cm2V−1s−1 and the carrier concentration is
approximately 1.5×1011 cm−2, determined from measurements of separate Hall bar devices,
not reported here. Fabrication and measurement of these Hall bar devices was performed by
Melanie Tribble of the Semiconductor Physics group at the University of Cambridge.
The present devices described here however are different to those in Ref. [18], in that
they are designed to test the electrical properties of nanomaterials which are transferred onto
the surface of the multiplexer device at the end of the fabrication process. The source and
drain electrode of the device are not connected by a continuous, semiconducting 2DEG and
a nanomaterial is used to bridge the gap between the 16 outputs of the multiplexer and a
common drain contact, completing the circuit. The 2DEG inside of the GaAs / AlxGa1−xAs
heterostructure is only used as a way to direct current from the source electrode to a chosen
output which is connected to a nanomaterial, at cryogenic temperature. The design of the
multiplexer is largely independent of the type of nanomaterial that is transferred onto it,
in that the signal is directed from a source input to one of multiple outputs in the same
way for any transferred nanomaterial. The only aspect of the device design which needs
to be changed when testing different nanomaterials is how electrical contact is made to the
nanomaterial after it has been transferred onto the surface of the multiplexer device. This
will be discussed in more detail later. In the following discussion of the AutoCAD designs of
the device shown in Figs. 2.1 and 2.2, the length of a feature refers to its size in the vertical
direction of the AutoCAD diagram; the length of the mesa structure is 1045 µm, for example
(see Fig. 2.1b). Thickness is used to refer to the out-of-plane dimension. Finally, the width
refers to the horizontal direction in the AutoCAD diagrams.
The tiered structure with 16 outputs is the most simple design and the one with which
the most work has been done, since it’s purpose is as a proof-of-principle device, before
scaling up to larger multiplexing arrays. The device design is described as tiered because the
design can be viewed as a series of tiers, indicated by the black, dashed lines in Fig. 2.1b. At
each dashed line the channel splits into two, doubling the number of available channels. The
blue and green arrows in Fig. 2.1b show two different current paths from source to drain,
which take different directions at the first tier of the mesa structure, and subsequently arrive
at different output nodes. As the current passes through each tier of the mesa structure it
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must choose one of two paths, which can be controlled by gates deposited onto the surface of
the device. Since the channel splits into two more channels at each tier, the n’th tier has 2n
outputs; in this case there are four tiers and therefore 24 = 16 outputs. The mesa structure
of a single multiplexer device occupies approximately 1550×1045 µm2 as shown in Fig.
2.1b and the photolithography mask is designed such that 12 multiplexer devices, plus 4 test
structures (fourth column), can be fabricated on a single 1 cm×1 cm chip as shown in Fig.
2.1a. The outputs are each 50 µm wide and have a separation of 50 µm.
(a)
(b)
Fig. 2.1 AutoCAD diagrams of the mesa structure of the 16-output multiplexer, with diagram
dimensions measured in µm units. The figure in (a) shows the mesa layer design of the
photolithography mask. The mesa structures are organised in a 4×3 grid, the fourth column
is for test structures which are not used in the multiplexer device, but to check processing
steps. The entire set of 12 multiplexer devices and 4 test structures fit onto a 1×1 cm chip;
(b) shows the mesa structure of a a single multiplexer device
Figure 2.2 shows the remaining fabrication steps with the relevant dimensions marked.
The second step is to make ohmic contact to the 2DEG in the regions marked in blue in Fig.
2.2a. The source ohmic is 245 µm×420 µm, while ohmic contacts with area 60 µm×75 µm
are positioned at the end of each output. The ohmic pattern surrounding the mesa structure
does not make contact with the 2DEG, instead these areas will be used for wire-bonding,
when the devices are packaged at the end of the fabrication process.
A single back gate is used to modulate the carrier density of the transferred nanomaterial
in every channel and is fabricated from a metallic electrode, covered by an insulating, gate
dielectric layer. In this sense the gate is only a back gate relative to the nanomaterial channel,
it is not a metallic layer on the back of the wafer. After the ohmic contacts have been
fabricated, the metal for the back gate is deposited. The design of the back gate metal is
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(a) The ohmic contact layer drawn in blue. (b) The back gate layer drawn in yellow.
(c) The oxide etch layer drawn in green. (d) The addressing gate layer drawn in purple.
Fig. 2.2 AutoCAD diagrams of the remaining fabrication layers for a single, 16-output
multiplexer device, showing the relevant feature sizes in units of µm. The patterns have been
taken from the AutoCad file used to design the photolithography mask. Each subsequent
layer is stacked on top of the previous.
2.1 Multiplexer designs 31
shown in Fig. 2.2b. It has width 28 µm and is deposited 28 µm below the output ohmic
contacts. The metal thickness used is 50nm.
In order to specify single outputs, the multiplexer must be able to switch off the 2DEG in
selected, spatial regions, in the same way as the device described in Ref. [18]. In the present
devices polyimide is not used as in previous designs, and instead an Al2O3 layer, thickness
95nm, is deposited everywhere across the sample surface. Openings are then etched into
the insulator inside the regions indicated by green boxes shown in Fig. 2.2c. The openings
above the mesa structure have length (vertical direction of diagram 2.2d) 50 µm, and for
each tier of the mesa structure there are two rows of openings. For example at Tier 4, there
are two rows of 8 openings in the Al2O3, which are patterned over every second channel in
the tier. The two rows of openings are offset from each other, so that between them, every
channel in a given tier has an opening above it. When an addressing gate runs over the Al2O3
layer, it cannot pinch-off the 2DEG below when a -0.3 V voltage is applied; when it runs
over an opening in the Al2O3, it can pinch-off the 2DEG below when a -0.3 V voltage is
applied. Therefore, an addressing gate covering the first row of openings will pinch off the
2DEG in 8 channels of the 16 channels in Tier 4, and leave the other 8 open. A second
addressing gate over the second row of 8 openings can be used to pinch-off the remaining
8 channels. Openings are also etched over all the ohmic contacts and bond pad regions so
that they are not made electrically insulating. This Al2O3 layer also provides the back gate
dielectric material to the device, and is thick enough to withstand ±20V applied to the back
gate electrode at T = 4.2K without breaking down.
The addressing gates are have length 30 µm and pairs of addressing gates are separated
by a 20 µm gap. The ohmic contact pattern is repeated in this layer so that all the ohmic
contacts are capped with Ti/Au, which makes wire bonding easier. This pattern also extends
each of the 16 multiplexer outputs onto the top surface of the back gate. The common drain
electrode also extends onto the back gate. This is most clearly explained using the images in
Fig. 2.3. A zoomed image of the back gate layer is shown in Fig. 2.3a and an SEM image of
a real device fabricated using this pattern is shown in Fig. 2.3b. The metal which overlaps the
back gate is shown in the purple layer in Fig. 2.3a (back gate drawn in yellow) and labelled
Source and Drain in Fig. 2.3b. The light grey region between the source and drain contacts
is graphene, which has been transferred on top of the pre-patterned contacts and patterned
into a square channel.
These features are 25 µm wide and are separated by a 10 µm gap. They are used as
bottom contacts to CVD-grown graphene as in the SEM image shown in Fig. 2.3b. The
graphene transfer process is discussed further in Section 2.4. When CVD-grown graphene
is not the material under test, for example when the multiplexer is used with mechanically
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exfoliated graphene or InAs nanowires, a different pattern is used, where the 16 multiplexer
outputs and common drain contact are not made to overlap the back gate. In these cases
electrical contacts to the nanomaterials are fabricated after transfer using electron beam
lithography with custom design patterns.
(a) A zoomed image of Fig. 2.2d, showing the
addressing layer overlap the back gate.
(b) SEM image of the output metal and drain
metal overlapping the back gate.
Fig. 2.3 A section of the mask design and SEM image showing how each of the 16 outputs and
the common drain are made to overlap the back gate. These features are used as back-contacts
for CVD-grown graphene.
2.1.2 Double-tiered structure: 128 outputs
The double-tiered multiplexer can be thought of as two, single-tiered multiplexer devices
each with 6 tiers and 64 outputs, joined together at the source electrode with two, separate
common drain contacts, as labelled in the microscope image shown in Fig 2.4b. Figure. 2.4a
is a schematic diagram of only the mesa layer and the addressing gate layer of the device.
The ohmic patterns, back gate pattern and Al2O3 etch pattern are designed in a similar way
to that of the 16-output multiplexer device. These features have different dimensions which
reflects the different shape of the mesa structure. The outputs of the multiplexer have width
40 µm and are separated by 20 µm; consequently, the ohmic contacts at the outputs have
width 40 µm and length 35 µm. There are two back gates, one on each side of the multiplexer
which are each used to modulate the carrier density of nanomaterials in 64 of the channels.
The openings in the Al2O3 layer follow a similar pattern to those in the 16-output design:
within each tier there are two rows of openings across every second channel in that tier and
the two rows are offset from each other, so that between them there is an opening over every
channel in the tier.
The contact at the centre of the device is the source electrode, which is labelled in the
image shown in Fig. 2.4b. In this design the current can flow to one of two common drain
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electrodes. Which drain contact the current flows to is controlled by creating a potential
difference between the two drains, which can most easily be achieved by floating one of
the drain contacts. Addressing gates are designed to act on both sides of the multiplexer
simultaneously, which reduces the number of contacts that are required to address both sides
of the multiplexer. This can be seen most clearly for gates labelled A1 and A2 in Fig. 2.4b,
which wrap around both sides of the source contact.
(a) Schematic diagrams of the mesa and ad-
dressing gate layers of the 128-output multi-
plexer device.
(b) Microscope image of a 128-output multi-
plexer device.
Fig. 2.4 An AutoCAD diagram of the addressing gate layer and mesa layer of the double-
tiered structure is shown in (a) along with the relevant dimensions; (b) shows a microscope
image of a completed 128-output multiplexer device.
2.2 Fabrication methods
This section describes the details of the fabrication process. The GaAs / AlxGa1−xAs het-
erostructure processing can be broken down into five stages which are described in the
following sub-sections:
1. Mesa etch
2. Ohmic contact to mesa
3. Back gate deposition
4. Deposition and etch of Al2O3
5. Addressing gates deposition
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2.2.1 Mesa pattern
The mesa structure is fabricated using photolithography and wet-chemical etching. Shipley
1805 photoresist is spin-coated onto the surface of the heterostructure at 5500 rpm for 60 s
and soft-baked at 115 ◦C for 1 minute to remove the resist solvent. The mesa pattern is then
transferred by exposing the resist to UV radiation through a photolithography mask. A Karl
Suss MJB3 mask aligner with a 350 W mercury vapour lamp is used as the UV source. This
mask aligner is used for all subsequent photolithography steps. After UV exposure, the resist
is developed for 40 s in MF-319 developer, rinsed in DI water and dried using N2 gas. A
microscope is used to check that the pattern has been transferred successfully before using
an RF asher to remove any resist residue. An RF power of 100 W is applied for 120 s. After
the RF ashing stage, the thickness of the resist is measured using a Dektak profilometer,
which can be compared to a second measurement after the wet-etch. By comparing the
thickness of the resist before and after the etch, the etch depth can be calculated. A mixture
of H2SO4:H2O2:H2O in a ratio of 1:8:1600 is used to etch both GaAs capping layer and the
doped/undoped AlGaAs layers. Etching for 150 s is often found to give an etch depth of
100 nm, sufficient to remove the Si-doped layer of the heterostructure and destroy the 2DEG
in the exposed regions. Note however that the etch rate does vary between etches and it is
best practice to always measure the etch depth.
2.2.2 Ohmic contacts
For this process Shipley 1813 resist is spin-coated onto the device at 5500 rpm for 60 s and
baked at 90 ◦C, producing a film of approximately 1200 nm. Before developing the pattern in
MF-319, the device is immersed in chlorobenzene for 120 s, this is to harden the surface of
the resist relative to the resist beneath the surface, so that an undercut can be created in the
resist profile. The device is then subject to the same RF plasma ashing as for the mesa pattern
and then dipped into a 20 % solution of HCl. The HCl solution is used to remove the oxide
induced by RF ashing on the surface before metallisation. A 450 mg slug of AuNiGe alloy
is used as the contact material for the device and is deposited using a thermal evaporator
with a base pressure of approximately 5×10−7 mbar. This amount of AuNiGe results in a
layer approximately 200 nm thick after deposition. If a well defined undercut was created
during the development of the photoresist, then it should be easily removed in acetone at
room temperature after a few minutes, leaving the desired pattern. This process is commonly
called the lift-off process. The final step is to anneal the device for 80 s at 430 ◦C, which
causes the AuGeNi to diffuse through the surface of the device and make electrical contact
with the 2DEG. At this point a probe station can be used to check contact was made to the
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2DEG, and obtain an estimate of the contact resistance. A usual source-drain resistance of a
multiplexer device is 3 kΩ at liquid nitrogen temperature.
2.2.3 Back gate metallisation
Initially, the back gate was deposited using Shipley 1813 resist and chlorobenzene, however
this process was changed and a two-layer resist process which provides a more reliable
undercut. It is important to have a well defined resist undercut before depositing the back
gate metal, because otherwise the metal may show lilypadding. This is where the metal
forms sharp, unintentional features which protrude from the edges of the gate metal and can
cause the back gate dielectric to fail during device operation.
First, lift-off resist 5B (LOR5B) is spun onto the device at 5000 rpm for 60 s and baked on
a hotplate at 180 ◦C, next Shipley 1805 is spun on top of the LOR5B at 5000 rpm for 30 s and
the device is baked again at 115 ◦C for 60 s. Before exposing the sample to UV through the
back gate pattern, the resist is removed from the edges of the sample. The back gate pattern
is exposed for 3.5 s and developed for 40 s in MF-319 developer, producing an undercut of
approximately 0.5 um. The size of the undercut is estimated by eye from during inspection
under a microscope and is not measured. For all devices 10 nm of Ti and 40 nm of Au are
used for the back gate; this thickness is chosen to keep the back gate as thin as possible while
still depositing enough metal to wire-bond onto later. The lift-off is performed using SVC-14
resist stripper. It is common to do the lift-off process at 60 ◦C by leaving the sample in a vial
of SVC-14 which is placed inside of a heated water bath, however the process also works at
room temperature for thin metal layers.
2.2.4 Deposition of Al2O3
Prior to depositing the back gate oxide, the devices are cleaned in acetone and IPA, dried
with N2 gas and then cleaned with UV-ozone for 3 minutes. A Beneq TFS200 Atomic Layer
Deposition (ALD) system is used to deposit the Al2O3 layer. Precursor materials are liquid
trimethylaluminium Al2(CH3)6 and H2O. Gas pulse times of 2.5 s are used during each cycle
of the deposition. The deposition temperature used for all devices is 200 ◦C. A blank Si/SiO2
samples is included in the deposition chamber, which also gets coated with Al2O3. This is
used to measuring the thickness of the deposited film, by ellipsometry.
The etch pattern is defined by photolithography and Shipley 1805 resist, the same as for
the mesa etch step. The etchant is a buffered HF solution which removes 2 nm of Al2O3 per
second at room temperature. Note that this is for Al2O3 deposited by ALD; Al2O3 deposited
by e-beam evaporation may etch at a different rate.
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2.2.5 Addressing gates
The addressing gate pattern are defined using the same process as for the back gate, that is
a 2-layer resist process, however the metallisation process is different. The sample is held
at a 20 ◦ angle on a rotating stage above the metal source in the thermal evaporator system.
This helps ensure the addressing gates form a continuous layer across the multiplexer device,
and do not become disconnected at the edges of the mesa structure or openings in the Al2O3
layer. Lift of is performed in SVC-14.
2.3 Electrical characterisation
It is important to electrically characterise the properties of a multiplexer device with no
nanomaterials transferred onto it, as well as the cryostat wiring. This is because the mea-
sured conductance signal during magneto-transport experiments will contain contributions
from both the nanomaterial and the 2DEG. Measuring a blank device helps understand the
contribution from the 2DEG, so that it can be separated. To this end, a blank, 16-output
multiplexer device was taken and the outputs were connected to the common drain contact by
wire bonding, so that most of the measured resistance of the device is caused by the 2DEG
and the ohmic contacts to the 2DEG. The conductance of channels 2-16 were measured in
magnetic fields between -0.2 T and 10 T at T = 0.28 K. Measurements are performed using a
constant voltage circuit setup, illustrated by the diagram in Fig 2.5.
Fig. 2.5 Diagram of the circuit used to measure the conductance of the multiplexer. The AC
source voltage typically has 0.1 V magnitude and 77 Hz frequency.
2.3.1 Channel addressing
Before looking at the response of the multiplexer to an external magnetic field, an example
is shown here of how a specific output channel is selected. Figure 2.6a shows how current
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Channel Gates
1 A2 A4 A6 A8
2 A2 A4 A6 A7
3 A2 A4 A5 A8
4 A2 A4 A5 A7
5 A2 A3 A6 A8
6 A2 A3 A6 A7
7 A2 A3 A5 A8
8 A2 A3 A5 A7
9 A1 A4 A6 A8
10 A1 A4 A6 A7
11 A1 A4 A5 A8
12 A1 A4 A5 A7
13 A1 A3 A6 A8
14 A1 A3 A6 A7
15 A1 A3 A5 A8
16 A1 A3 A5 A7
Table 2.1 Addressing gate combinations required to select each of the 16 outputs. The gate
names correspond to the gates labelled in Fig. 2.6a.
is routed from source to channel 16. As the voltage on A1 is swept from 0 to -0.3 V the
2DEG below is pinched-off, indicated by the black cross in Fig. 2.6a, and current can no
longer flow to outputs 1-8. The conductance approximately halves as half of the channels
become unavailable for transport. Notice that after approximately -0.25 V on any addressing
gate that the conductance becomes constant, which shows that the 2DEG below is fully
depleted of carriers, since the conductance cannot be decreased further by increasing the
magnitude of the negative applied voltage on the addressing gate. Next, gates A3, A5 and
A7 are sequentially taken to -0.3 V. These gates switch off channels 9-12, 13 and 14, and
15, respectively, so that only channel 16 remains open. Table 2.1 shows the combination of
gates which are used to address each of the 16 outputs. Since each addressing gate halves the
number of conducting channels, for a multiplexer a multiplexer device with n tiers requires n
addressing gates to select a single channel.
2.3.2 Strong magnetic fields
Figures 2.7a and 2.7b show conductance G and resistance R of channels 2-16 as a function
of magnetic field B. It can be seen that most channels have a resistance of the order of
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(a) Photograph of a 16-output multiplexer
showing the current path from the source to
output 16. (b) Change of G as addressing gates A1, A3,
A5 and A7 are swept from zero to -0.3 V.
Fig. 2.6 An example of channel addressing, where current is directed from the source to output
16 by applying a voltage -0.3 V to addressing gates A1, A3, A5 and A7. The conductance
of the device approximately halves as the 2DEG under each addressing gate is pinched-off,
since the number of channels is halved.
hundreds of kΩ at 10 T, apart from channel 3 which approaches 7 MΩ. Figures 2.7c and
2.7d show the distribution of the resistance minimum and maximum obtained from these
data, denoted Rmin and Rmax, respectively. From Fig. 2.7d, 14 of the 15 measured channels
have a maximum resistance less then 1 MΩ which suggests that the large resistance of
channel 3 is an anomalous result. The mean minimum resistance is Rmin = 2.9 kΩ with
standard deviation σRmin = 1.9 kΩ. The mean maximum resistance is Rmax = 628 kΩ with a
standard deviation σRmax = 1824 kΩ. If the maximum resistance of channel 3 is regarded as
anomalous and discounted, the mean and standard deviation of Rmax become Rmax = 196 kΩ
and σRmax = 135 kΩ. The maximum resistance of channel 3 distorts the distribution of Rmax
values in this data set, increasing the standard deviation by more a factor of 10. From these
data it should be expected that in most cases, the resistance of a single channel should be
approximately 200 kΩ at 10 T, however there is the possibility that the multiplexer may
become considerably more resistive in some channels. The reasons for the behaviour of
channel 3 are unclear from these experiments and it can not be ruled out that there was a
problem with the lock-in amplifier during measurement of this channel.
2.3.3 Weak magnetic fields
The size of the weak localisation effect in the 2DEG of each channel is investigated in this
section. Figure 2.8a shows the change in resistance δR = R(B)−R(0) due to a magnetic
field |B| ≤ 0.2 T. It can be seen that channels 2 and 3 show larger weak localisation signals
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(a) G plotted as a function of B.




























(b) R plotted as a function of B.












(c) Histogram of the minimum resistance.













(d) Histogram of the maximum resistance.
Fig. 2.7 Plots of G and R as a function of B for channels 2-16 are shown in (a) and (b),
respectively. From the R(B) traces the minimum and maximum resistances are extracted and
plotted as histograms in (c) and (d) to show the distribution of Rmin and Rmax.
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than the remaining 13 conducting channels. The change in magneto-resistance ∆(δR) =
δRmax−δRmin was calculated for each conducting channel, in order to quantify the magnitude
of the weak localisation effect. These values are plotted in a histogram in Fig. 2.8b. Of the
15 channels, the magnitude of the weak localisation effect is larger then 0.1 kΩ for channels 2
and 3 only, which have ∆(δR)≈ 0.3 kΩ and ∆(δR)≈ 0.9 kΩ, respectively. The mean value
of ∆(δ )R is ∆(δR) = 0.11 kΩ with standard deviation σ∆(δR) = 0.24 kΩ.


























(a) δR plotted as a function of B of channels
2-16.












(b) Histogram of the maximum change in δR
of channels 2-16.
Fig. 2.8 Plots of the change in resistance δR = R(B)−R(0) of channels 2-16 are shown in (a)
and show weak localisation behaviour. The maximum change in magneto-resistance ∆(δR),
quantifying the magnitude of the weak localisation effect, is plotted as a histogram in (b).
Data collected at T = 0.28 K.
2.4 Graphene transfer
The monolayer graphene used in this work is grown by chemical vapour deposition (CVD)
on Cu by Oliver Burton of the Hoffman group in the Department of Engineering at the
University of Cambridge.
When graphene is grown by CVD on a Cu catalyst, both sides are covered by graphene,
however only one of the films can be transferred onto the target substrate. To prepare the
graphene for the transfer process, one side of the graphene-covered Cu film is protected with
PMMA and then an oxygen reactive ion etching (RIE) system is used to etch the graphene
from the other side.
The transfer processed used in this work is a wet-transfer process similar to that described
in Ref. [146]. The Cu is etched by floating the PMMA-graphene-Cu stack on the surface of
a 1.2% solution of ammonium persulphate (NH4)2S2O8. The only check that Cu has been
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fully etched is by eye. Once the Cu has been removed, the remaining PMMA-graphene
stack is transferred to the surface of a bath of DI water for 1 minute and then transferred
to a second bath of DI water for 1 hour in order to rinse away the etching solution. The
PMMA-graphene can then be lifted out of the DI water, using the target substrate and is
left to dry in air overnight. The sample is baked at 125 ◦C for 30 minutes to improve the
adhesion between the graphene and the multiplexer surface [147] and then soaked in acetone
over night to remove the PMMA support layer.
The photolithgraphy mask has a layer which can be used to pattern the graphene into
100 µm2 channels, which was used for device CVD-MUX-A, however it is also possible to
use electron beam lithography to create custom designs. Once the graphene etch pattern has
been selected, the graphene is etched using an oxygen RIE process. An etch power of 30 W
is applied for 30 s to etch monolayer graphene.
2.4.1 Surface pre-treatment
It is known that the wettability of the surface of the target substrate effects the quality of the
transferred graphene film, which depends on the target substrate material and the surface
pre-treatment performed prior to the graphene transfer [148–150]. In particular, cracks and
wrinkles in the graphene film have been shown to occur when the contact angle of water on
the target substrate surface is large which occurs when the surface is hydrophobic. Initially
UV-ozone cleaning was used in an attempt to reduce the hydrophobicity of the multiplexer
surface, treatments of 2, 3 and 5 minutes were tried however no device fabricated using this
pre-treatment conducted. Upon SEM imaging, cracks with widths of the order of 10 nm
were found to run across the width of all the channels, visible in the SEM image shown in
Fig. 2.9a. The cracks in graphene may arise due to cracking of the PMMA layer during
processing, however this was not confirmed experimentally. This method was abandoned
and an RF ashing process was used instead. A power of 100 W was applied for 120 s. This
method resulted with a different type of defect: as opposed to thin cracks across the width
of the channel, bubbles formed under the PMMA-graphene stack, shown in Fig 2.9b. It is
likely that the bubbles contain water, since the graphene-PMMA stack is removed from the
surface of a water bath using the target substrate, however it is not possible to claim this
with certainty. When the PMMA is removed, the graphene is absent in the regions where
the bubbles were observed, since the graphene is unable to make contact with the substrate
in these regions. An AFM scan of a section of a single bubble is shown in Fig. 2.9c. The
scan covers a small region where the PMMA-graphene stack is flat on the substrate surface,
labelled in Fig. 2.9c, and a black, dashed line has been drawn to highlight the boundary
between the flat region and the surface of the bubble. The line traces marked in the AFM
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images are plotted in Fig 2.9d. Trace 1 starts in the flat region, at x = 0 µm in Fig. 2.9d, and
moves across the boundary onto the bubble surface. From trace 1 the step at approximately
x = 0.5 µm is approximately 20 nm, which is the bubble thickness. Line trace 2 is entirely
across the surface of the bubble, showing that the profile of the surface oscillates, with an
amplitude of approximately 20 nm.
(a) Graphene channel with 2 minute UV-
ozone pre-treatment.
(b) Bubble formation under the PMMA-
graphene stack.
(c) AFM scan of part of the surface of bubble. (d) Plots of the line profiles marked in (c)
Fig. 2.9 A bottom-contacted graphene channel is shown in (a). A 120 s UV-ozone clean was
used before graphene transfer. Cracks can be seen running across the width of the channel.
Figures (b), (c) and (d) are results of different pre-treatment, a 120 s RF ashing procedure
which is more aggressive than a UV-ozone exposure, since the ions are accelerated towards
the sample by a voltage between the RF source and the base of the reactor chamber. Bubbles
appear under the PMMA-graphene stack as shown in the microscope image (b). The features
in (b) were confirmed to be bubbles with AFM imaging; (c) shows an AFM scan of a section
of a single bubble. The line traces marked 1 and 2 in the AFM image are plotted in (d), which
shows the bubbles are approximately 20 nm thick.
Since device CVD-MUX-A, the primary device under study in this work was fabricated
using a 120 s RF ashing pre-treatment, SEM images of all these channels will be shown in the
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following section, where the aspect ratio of the channels will also be estimated. The channel
shapes were defined using photolithography, and are intended to be 10 µm×10 µm squares.
It will be seen in the following section that significant parts of these channels are missing,
this is due to bubble formation under the PMMA-graphene stack in the regions where the
channels are defined.
It was found later (after the magneto-transport experiments of CVD-MUX-A) that immers-
ing the device in IPA solvent, directly after the PMMA-graphene stack has been transferred
onto the multiplexer, for 5 s before drying in air reduced the occurrence of bubbles. This
was done for a device measured at T = 4.2K by Luke Smith of the Semiconductor Physics
group at the University of Cambridge. SEM images showed that 75% of channels retained
the intended square shape compared to 1 out of 12 channels taking the intended square shape
on CVD-MUX-A.
2.5 Characterisation of device CVD-MUX-A
2.5.1 SEM imaging of channels
Figure 2.10 shows SEM images of all 16 channels of CVD-MUX-A. In all images, the source
and drain contacts are seen in light grey at the top and bottom of each image, respectively.
The graphene is the light region between the contacts. The shapes of the channels are have
irregular shapes due to the formation of bubbles similar to those shown in Fig. 2.9b. Channel
6 is completely broken so that the source and drain are not connected. It will be shown in
Chapter 3 that channels 8, 12, 13 and 15 also show zero conduction. The SEM images do not
show any continuous breaks in the channel, as with channel 6 suggesting either that there are
very narrow, continuous breaks which are unresolved by the SEM imaging, or that the ohmic
contacts do not function in for those channels. Channel 2 tapers to a narrow region of width
440 nm at the contact yet still shows non zero-conduction. A magnification of the contact
region of channel 2 is shown in Fig 2.11 where, the graphene is outlined by the dotted line.
2.5.2 Estimating the channel aspect ratio
The conductivity σ of a channel is calculated from the measured conductance G by multiply-
ing by the aspect ratio of the device, sometimes called the number of squares. The aspect
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(a) Channel 1 (b) Channel 2 (c) Channel 3 (d) Channel 4
(e) Channel 5 (f) Channel 6 (g) Channel 7 (h) Channel 8
(i) Channel 9 (j) Channel 10 (k) Channel 11 (l) Channel 12
(m) Channel 13 (n) Channel 14 (o) Channel 15 (p) Channel 16
Fig. 2.10 SEM images of all of the channels of device CVD-MUX-A. The scale bar represents
5 µm in each image. All images were taken after electrical measurements were completed.
Fig. 2.11 Magnification of the source contact region of channel 2. The graphene is highlighted
with a dashed black line. The width of the graphene channel is 440 nm at the source contact.













Table 2.2 Estimated of the aspect ratio (L / W) of the irregular shape graphene channel shapes.
where N ≡ L/W is defined to be the number of squares. The conductivity is the inverse of





The sheet resistance/conductivity provides a geometry-independent measure of how
resistive a sample is, since for any square, R = 1 ·Rs. This means that all squares regardless
of their area have equal resistance. For rectangular samples it is simple to calculate the ratio
L/W however for channels with irregular shape, as in the present device, it is less obvious.
The method used here is to construct a resistor network by dividing the channel into squares
which each have resistance Rs, and then solving to express the total resistance R in terms of
Rs. An example for channel 1 is shown in Fig. 2.12. Each black square drawn in Fig. 2.12a
has resistance Rs and the squares can be represented by the resistor network shown in Fig.
2.12b. Solving the resistor network in this case gives R = 2.75Rs for channel 1, providing an
estimate of L/W or the entire channel. The estimated values of the remaining channels are
listed in Table 2.2.
2.5.3 Raman spectroscopy of graphene
Raman spectroscopy was used to confirm the presence of graphene after the transfer process
and the graphene etching etching process. Specifically, graphene channels were mapped by
acquiring 100 spectra in a 10µm×10µm grid covering the channel area. Each spectrum is
taken using a 514 nm laser and a 50x objective, with a power of approximately 50 µW. Two,
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(a) Estimate of channel 1 geometry using
squares.
(b) A resistor network model of channel 1.
Fig. 2.12 The channel area is divided into squares which all have equal resistance Rs by
definition. From these squares a resistor network model can be constructed and solved to
estimate the aspect ratio of the channel.
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separate acquisitions in identical positions are taken about the frequencies of the 2D peak
and G peak to reduce the acquisition range, and hence the total time required to map the
channel. For both the 2D and G peak the intensity I, peak position Pos (peak) and full-width
at half-maximum Γ are extracted and analysed.
Intensity of the 2D and G peaks
The ratio of the intensity of the 2D peak to the intensity of the G peak is an indicator of
the number of graphene layers, with I2D/IG > 1 indicating monolayer graphene. Figure
2.13 shows spatial maps of the ratio of the 2D peak to G peak intensities for each of the
11 conducting channels for device CVD-MUX-A. Grey regions in the heat maps indicate
regions where no peak was detected. By comparing the grey regions in the Raman maps with
the SEM images of each channel in Fig. 2.10 it can be seen that the grey regions correspond
to regions where there is no graphene. In some cases small peak intensities are detected in
the Raman signal noise which gives rise to some non-null values, that is non-grey pixels,
in the regions where graphene is absent. This could be averted by smoothing or filtering
the signal before detecting peaks, however filtering and smoothing operations can cause the
centre of the peaks of interest to shift and the intensity to change. Since the 2D and G peak
intensities and positions are of key interest, no filtering or smoothing operations were applied
to the signal. Furthermore, in some of the heat maps there is a signal of low intensity in
the top row, between y= 9µm and 10 µm. This is because the laser spot overlaps the gold
contact metal which contributes to the signal. Since the primary quantity of interest is the
ratio I2D/IG, only heat maps and histograms of I2D/IG will be included here. Heat maps and
distributions of I2D and IG can be found in Appendix A.
From Fig. 2.13 it can be seen that I2D/IG > 2 across the entire area of every channel.
An exception to this is channel 10, where the IG > I2D in the region between 0 ≤ x ≤ 5 and
0 ≤ y ≤ 4, as can be seen in Fig. 2.13h. This indicates a patch of bi-layer graphene, which
was indeed confirmed by taking a single Raman spectrum in the centre of the bilayer region.
The mean value of I2D/IG > 2 for each channel was calculated and plotted as a histogram,
shown in Fig. 2.14, which has a mean centred about 3.7, reflecting the fact that the channels
are composed of monolayer graphene.
Linewidth of the 2D peak
It has been shown that while the width of the G peak in the graphene Raman spectrum
is dependent upon electronic doping and inhomogenous charge distributions, the width of
the 2D peak largely depends upon local strain variations [151, 152], and is only weakly
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Fig. 2.13 Heat maps representing the spatial distribution of I2D/IG for all channels.













Table 2.3 The mean, I2D/IG and standard deviation σI2D/IG of I2D/IG in each channel.











Fig. 2.14 Histogram of I2D/IG. The values from all channels are used.
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Table 2.4 The mean, Γ̄2D and standard deviation σΓ2D of Γ2D in each channel.
affected by doping and global strain. This makes the linewidth Γ2D a qualitative probe of the
strain distribution in graphene, where a large value of Γ2D relative to the zero strained value
Γ02D ≈ 17−20cm−1 as measured in a hBN-graphene-hBN stack [152], indicates the presence
of local strain. Figure 2.15 shows heat maps of values of Γ2D in each channel, giving a
qualitative image of the strain variation in each channel. In each channel, the variation of
Γ2D is quantified by the standard deviation. The mean Γ2D, and standard deviation σΓ2D , are
displayed in Table. 2.4. A histogram displaying the distribution of Γ2D across all channels is
shown in Fig. 2.16. Across all channels Γ2D = 31.9 and σΓ2D = 7.9 which is similar to values
of graphene on SiO2 substrates [151–153], confirming substrate induced strain variations in
all of the graphene channels.
Residual carrier density
The position of the G peak has been shown to be sensitive to the position of the Fermi
level and can probe local density variations in graphene [154, 155]. The shift of Pos(G)
away from its value at the Dirac point Pos(G)0, has been shown in Refs. [156, 157] to




There does not appear to be a large degree of correlation between the density maps shown
in Fig. 2.17 and those of Γ2D shown in Fig. 2.15 suggesting that strain is not the dominant
cause of residual doping in these channels. From the histogram shown in Fig. 2.18 the
modal density is n ≈ 1×1012 cm−2, however some localised regions have densities up to
n = 7×1012 cm−2 which causes the skew in the distribution shown in Fig. 2.18.
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Fig. 2.15 Heat maps representing the spatial distribution of Γ2D for all channels.
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Fig. 2.16 Histogram of Γ2D. The values from all channels are used.












Table 2.5 The mean carrier density, n̄ and standard deviation σn̄ in each channel.
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Fig. 2.17 Heat maps representing the spatial distribution of the residual carrier density n for
all channels in units of 1012 cm−2.
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Fig. 2.18 Histogram of residual carrier density n as obtained from Raman spectroscopy. The
values from all channels are used.
2.6 Conclusions
This chapter describes two on-chip multiplexing designs: one with 16 outputs and another
with 128 outputs. The relevant dimensions of the device design are provided to give the
reader an understanding of the size of each device. This is followed by a description of the
fabrication methods, which should contain enough detail for the reader to reproduce these
devices given the necessary materials and equipment.
Magneto-transport experiments on a short-circuited 16 output multiplexer device showed
that at B = 10 T the resistance of each channel is of the order of 200 kΩ, however it is
possible for some channels to exceed this value, with channel 3 of the studied device reaching
approximately 7 MΩ. The weak localisation effect was found to be small in most channels,
with a mean magneto-resistance change of 110 Ω, with standard deviation 240 Ω.
An oxygen RF ashing process using 100 W for 120 s was found to give a higher yield of
conducting graphene channels than a UV-ozone pre-treatment. The RF ashing did lead to the
formation of bubbles under the transferred PMMA-graphene stack which caused irregular
channel shapes in the resulting graphene film. This was the case for device CVD-MUX-A
which is studied throughout the following three chapters. Before allowing the PMMA-
graphene stack to dry over night on the surface of the multiplexer, immersing the sample in
IPA was found to decrease the number of bubbles and increase the uniformity of the resultant
graphene film. This may be because the IPA environment helps to draw-out water from under
the PMMA-graphene stack.
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The graphene channels in device CVD-MUX-A are characterised by SEM imaging
and Raman spectroscopy. The SEM images reveal the unintentional, irregular shape of
the graphene channels and Raman spectroscopy confirms that the channels observed in the
SEM images are indeed monolayer graphene. Maps of the 2D peak linewidth are used to
qualitatively examine local strain variations, and indicate substrate-induced strain variations
similar to those observed in graphene on SiO2/Si substrates, reported elsewhere. The position
of the G peak is used to estimate the local doping variations in the channel. There is no
evidence that carrier density variations are caused by the strain distribution in the channel, and
the modal residual carrier density is n ≈ 1×1012 cm−2. The D peak, often used to quantify
disorder in graphene, was not detectable in almost all spectra, indicating high crystalline
quality of the graphene samples used in the present data.
This chapter is followed by the low temperature electrical characterisation of device
CVD-MUX-A in the absence of an external applied magnetic field.

Chapter 3
Electrical Transport Measurements of
Multiplexed Graphene Field-Effect
Transistors at Zero Magnetic Field
3.1 Introduction
This chapter presents the results of electrical transport measurements of device CVD-MUX-A
in the absence of a magnetic field. For each GFET, the common device parameters used to
evaluate their performance are calculated by modelling the behaviour of R(Vg). A general
discussion of the results is given before being compared to non-multiplexed devices reported
in the literature. It will be shown that multiplexed devices have similar parameter values
to non-multiplexed devices, thereby showing the multiplexer can be used as a useful tool
for gathering statistics on the performance of nanomaterial devices, which is the primary
purpose of this chapter. Additionally, this chapter serves to illustrate the basic experiments
that can be performed by using a multiplexer device with transferable nanomaterials and the
analysis which can be done with the data that is obtained when using a multiplexing device.
The device was measured during two separate cool-downs, the first in a a 4He dewar with
temperature T = 4.2K, and the second in a 3He cryostat system at T = 0.28K.
3.2 Results and Analysis
The device CVD-MUX-A was measured in two separate cool-downs, the first at T = 4.2K
and the second at T = 0.28K. Figure 3.1 shows the resistance R plotted as a function of
back-gate voltage Vg for both cool-downs. In order to characterise these devices a model from
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Fig. 3.1 The resistance R plotted as a function of back gate voltage Vg for all conducting
channels. Blue curves shows data taken at T = 0.28K and orange curves show data taken at
T = 4.2K in a separate cool-down. Black dashed lines represent fits of Eqn. 3.1 to the data.
Note that the y-axes use different scales in order to make the detail of the data clear in all
channels.
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Ref. [158] was fit to the resistance data, which uses the Dirac voltage Vd , contact resistance
Rc, mobility µ and the carrier density in the region of minimum conductivity n0 as fitting
parameters. The equation used to model the resistance is given by:






Note that here the model is presented as R(Vg) as opposed to R(nind) as in Ref. [158] by
making the substitution nind = Cox(Vg −Vd)/e. The gate capacitance is Cox = εrε0/tox ≈
87.1nFcm−2 for a 95nm-thick film of Al2O3. The value of εr = 9 for Al2O3 is taken from
Ref. [159] and was not measured. The contact resistance Rc denotes the total resistance of
the rest of the circuit, which has contributions from: the resistance of the ohmic contacts
(AuGeNi), the resistance of the 2DEG, the resistance between the ohmic contacts and Au
contacts, the resistance between Au contacts and graphene and the resistance of all of the off-
chip wiring. Note that this fitting method assumes that both electrons and holes have equal,
density-independent mobility, which is not always true in reality. Furthermore, uncertainties
arise in the parameter estimates due to the estimate of L/W , however this was found to effect
the estimate of µ only.
For most channels, a single peak is observed in R(Vg). This peak occurs because the the
density of states is proportional to the energy, ρ(E) ∝ |E| which is zero at the point where
the the conductance and valance bands meet, called the Dirac point, as shown in Ref. [28].
For example, when Vg is negative and far from the Dirac point, that is |Vg −Vd| ≪ 0, there
are many free holes in the valence band available for transport and the main contribution to R
is from the contacts. As EF moves closer towards the Dirac point due the field-effect caused
by Vg, the hole density approaches zero nh → 0, and R increases until it reaches a maximum
at |Vg −Vd| ≈ 0, where holes and electrons coexist due to disorder. Once EF moves past the
Dirac point, that is |Vg −Vd|> 0 the density of free electrons in the conduction band begins
to increase and the R begins to decrease until it becoming constant again once |Vg −Vd| ≫ 0
due the contacts.
For channels 5, 10 and 14, two resistance peaks are observed. In these cases further
fitting was performed, using a the sum of two functions described in Eqn. 3.1:









(Cox(Vg −Ṽd)/e)2 + ñ20
. (3.2)
These fits are displayed in Fig. 3.3 and the extracted parameter values at 4.2 K and 0.28 K
are displayed in Tables 3.3 and 3.4, respectively. When using Eqn. 3.2, much higher values
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of µ are obtained than when a single fit is performed to both peaks together, as in Figs.
3.1e, 3.1h and 3.1j. Assuming two distinct regions with different values of Vd , µ and n0
the mobility values can be combined according to Matthiessen’s rule 1/µ = 1/µ1 +1/µ2,
since µ is proportional to the scattering time τ . At T = 4.2 K the total mobilities according
to Matthiessen’s rule are µ = 3100, 2500, 1100 cm2V−1s−1 for channels 5, 10 and 14,
respectively; at T = 0.28 K the total mobilities are µ = 3400, 1300, 3400 cm2V−1s−1 for
channels 5, 10 and 14, respectively.
Note that Eqn. 3.2 assumes that Rc is equal for both electrons and holes. Furthermore,
far from the Dirac point, when Vg approaches ±10 V the fit to channel 5 deviates from the
data. This could not be fixed by adjusting fitting weights or by adjusting the fitting range
which suggests that Eqn. 3.2 does not properly describe the transport away from the charge
neutrality region. This leads to a slight underestimate of Rc in channel 5. Nonetheless, the fits
around the peaks are accurate which means the remaining parameter estimates are accurate.
This deviation highlights the fact that Rc is different depending on whether the channel is
electron doped or hole doped, since the model is failing when trying to treat them as equal,
and implies that there is an imbalance between the amount of electrons and holes injected
into the channel from the contacts. This imbalance between electron and hole injection was
studied in Refs. [160, 161] and the authors found experimentally and numerically that an
imbalance between the injection of electrons and holes does lead to conductance asymmetry,
as observed in the present data. This imbalance arises when the charge neutrality point (CNP)
of the graphene in contact with the Au contact metal is at a different value to that of the CNP
in the graphene in the channel, which can be caused by doping in the channel due adsorbants
or by doping in the graphene touching with the metal contacts. This concept is illustrated by
the diagram shown in Fig. 3.2 which is an adaptation of Fig. 4 from of Ref. [161]. Consider
the middle diagram which shows the energy E of carriers plotted as a function of the density
of states, denoted D(E) on the x-axis. The channel has uniform doping and EF is shifted
relative to the position of EF in the contacts (left and right diagrams). In graphene, the CNP
(red square) is at the point where D(E) = 0 by definition, and the density of electron and
hole states are symmetric about this point. Now consider the contacts. The energy of the
CNP in the channel corresponds to an energy where D(E) ̸= 0 in the contacts due to the
offset between EF in the contacts and in the channel, this is illustrated by the red dotted line
labelled CNP. This in turn means that the density of electron states and hole states are no
longer symmetric relative to the CNP of the channel. As a consequence, more electrons will
be injected into the channel than holes and conductance of holes will be suppressed, causing
an asymmetry in the measured G(Vg). This argument also holds when the the channel is
undoped but the graphene in the contact region is doped due to the metallic contacts.
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Fig. 3.2 Diagram showing how a change in EF (black dotted line) leads to conductance
asymmetry. In the channel, the density electron (green square) and hole (blue square) states
are symmetric about the charge neutrality point (CNP) (red square), where D(E) = 0 by
definition. The energy of the CNP in the channel corresponds to an energy with non-zero
D(E) in the contacts, which means that the density of hole and electron states are no longer
symmetric about the CNP in the channel. This leads to an imbalance of charge injection and
G(Vg) asymmetry.
The reason why only channels 5, 10 and 14 show this behaviour may be because the
channels have been unintentionally doped more than the other channels, however this is not
obvious from SEM imaging. An alternative hypothesis is that the graphene above the contact
metal may be doped in these channels more than the others. The authors of Ref. [162]
show that graphene doping due to the contact metal depends strongly on the separation d
between the graphene sheet and the metal, since this effects the overlap of the wavefunctions
for electrons in the graphene and in the metal. For Au they calculate that the Fermi level
in graphene is shifted from the CNP by ∆EF(d) = 0.4 eV when d = 5Å; this changes to
∆EF(d) = 0.25 eV at d = 3Å separation. Therefore, large variations in the position of EF
may arise from small variations in the graphene-metal separation d, which could arise from
atomic-scale ripples, strain or tears which may be present. Consequently, it is reasonable to
postulate that the graphene is closer to the contact metal in channels 5, 10, and 14 than it
is in the other channels, causing a large shift of EF in the graphene at the electrode regions
and resulting in the observation two R(Vg) peaks. Reference [163] confirms experimentally
that the Fermi level pinning causes a conductance asymmetry, but did not observe two local
conductance minima, as is the case in the present work. Similar asymmetry has been found
in other reports [164, 165] however none report two local minima in G(Vg).
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(a) Channel 5 (b) Channel 10 (c) Channel 14
Fig. 3.3 The resistance R(Vg) for channels 5, 10 and 14 which show two prominent peaks.
The two peaks have been fit simultaneously using Eqn. 3.2
Channel Vd (V ) µ (cm2V−1s−1) Rc (kΩ) n0 (1012cm−2)
1 -1.42 1800 5.16 0.67
2 0.40 4900 22.70 0.20
3 -1.39 3600 5.86 0.27
4 0.71 2500 6.25 0.40
5 -1.39 1800 3.08 1.02
7 -1.41 2300 9.49 0.30
9 -0.24 400 8.87 0.16
10 -4.28 1600 3.51 1.96
11 -1.06 2600 2.90 0.98
14 3.17 500 2.99 1.38
16 -2.05 2600 4.27 0.42
Mean -0.81 2200 6.83 0.71
Std 1.80 1200 5.47 0.55
Table 3.1 The extracted fitting parameters for device CVD-MUX-A, to 3 significant figures.
These results are at T = 4.2K. The final two rows represent the mean and the standard
deviation of each column, respectively.
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Channel Vd (V ) µ (cm2V−1s−1) Rc (kΩ) n0 (1012cm−2)
1 -1.13 1600 5.36 0.65
2 0.50 5900 13.43 0.18
3 -1.58 3300 6.46 0.30
4 0.75 3100 5.39 0.40
5 -1.51 1600 2.53 1.29
7 -1.57 2000 9.77 0.37
9 -0.76 300 2.04 0.66
10 -4.57 1600 4.82 1.87
11 -1.25 2500 3.64 0.87
14 3.80 200 0.02 2.53
16 -1.47 2400 4.81 0.44
Mean -0.80 2200 5.30 0.87
Std 2.00 1500 3.52 0.71
Table 3.2 The extracted fitting parameters for device CVD-MUX-A, to 3 significant figures.
These results are at T = 0.28K. The final two rows represent the mean and the standard
deviation of each column, respectively.
Channel Vg (V ) µ (cm2V−1s−1) Rc (kΩ) n0 (1012cm−2)
Left Right Left Right Left Right Left Right
5 -2.04 -0.01 3500 26000 3.47 3.47 0.64 0.08
10 -5.28 -1.93 3100 12000 3.72 3.72 1.39 0.78
14 0.85 4.15 3900 1500 4.08 4.08 0.35 0.58
Table 3.3 The extracted fitting parameters from using Eqn. 3.2 to model the left and right
peak for channels 5, 10 and 14 at T = 4.2 K.
Channel Vg (V ) µ (cm2V−1s−1) Rc (kΩ) n0 (1012cm−2)
Left Right Left Right Left Right Left Right
5 -2.28 -0.02 3900 26000 3.14 3.14 0.74 0.12
10 -5.51 -2.53 4000 1900 5.28 5.28 0.86 1.41
14 1.11 4.97 4500 14000 4.53 4.53 1.05 0.62
Table 3.4 The extracted fitting parameters from using Eqn. 3.2 to model the left and right
peak for channels 5, 10 and 14 at T = 0.28 K.
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3.2.1 Reproducibility of device parameters
The device parameters extracted from transport measurements during two, separate cool-
downs are compared using box plots in Fig. 3.4 and are tabulated in Tables 3.1 and 3.2.
Students t-tests were used to confirm there is no statistically significant difference between
the parameter values between cool-downs. Explanations of Students t-test and other statistical
tests are provided in Appendix B. In some channels, the curves take similar shapes between
cool-downs, but have shifted vertically, in a inconsistent manner. It is possible that the
contact resistance between the Au and graphene has changed over time between cool-downs,
which were taken over a week apart. The main difference between two cool-downs is the
behaviour of channel 9 which becomes much more resistive close to the charge neutrality
point during the first cool-down compared to the second, as shown in Fig. 3.1g. During
the first cool-down at T = 4.2K there appear to be two peaks in the resistance, whereas in
the second cool-down the R(Vg) curve appears to be better described by a single peak. The
extracted values of Rc and n0 are similar between both measurements, suggesting that the
observed difference in resistance could be due to a conductance fluctuation pattern changing
between cool-downs.
3.2.2 Comparison of extracted parameters to literature
Comparison of µ values
The mean value of the mobility found in the present data is approximately µ = 2,000cm2V−1s−1
during both cool-downs, consistent with values reported elsewhere, which are summarised
in Table 3.5. It can be seen that the mobilities found here are comparable to both non-
encapsulated devices and devices with an Al2O3 or HfO2 encapsulation layer deposited
on top of the graphene. References [166, 167] also measured the mobility at T = 77K
and observed an approximate mobility increase of 20% and 10%, respectively, which is
explained by a suppression of surface optical phonon modes, which lower mobility through
electron-phonon scattering [168–170]. Note that Refs. [171, 172] used a Ni catalyst for
graphene growth, while Refs. [146, 173] used a Cu catalyst and the mobility values are
similar to each other and to what was found in the present work. The authors in Ref. [174]
also used a Cu catalyst but compared different Cu etching methods; the value reported in
Table 3.5 is for devices fabricated using an (NH4)2S2O8 solution, as used for the devices
reported here in the present work. Again, there is consistency between the mobility value
reported there and what is reported here in the present work. The mobility is far lower in
the present devices than in those reported in Ref. [175] which uses a dry-transfer process


















































(d) Distribution of n0 values.
Fig. 3.4 Box plots comparing the distribution of extracted device parameters Vd , µ , Rc and
n0 across two different cool-downs.
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Reference Dielectric Encapsulation T (K) µ (cm2V−1s−1)
[171] SiO2 No 4.2 1,000-4,000
[172] SiO2 No RT 100-2,000
[146] SiO2 No RT 4,300
[173] SiO2 No RT 3,180
[174] SiO2 No RT 3,046
[176] SiO2/HfO2 Yes RT 800-2,200
[166] SiO2/HfO2 Yes RT 2,000-6,000
[177] SiO2/Al2O3 Yes RT 6,000
[167] SiO2/Al2O3 Yes RT 8,600
[175] hBN Yes RT 70,000
[175] hBN Yes 9.0 120,000
Table 3.5 Summary of mobility values of CVD-grown GFETs reported elsewhere. The dielec-
tric material and whether or not the graphene is encapsulated are included for comparison.
The temperature of the measurements are also included, where RT denotes room temperature.
to encapsulate CVD-grown graphene between mechanically exfoliated hBN flakes, which
represents the current state-of-the-art in terms of mobility of CVD-grown graphene.
Comparison of Vd values
The measured shift of the Vd away from V = 0V depends upon amount of doping in the
graphene induced by charged defects in the gate dielectric, chemical adsorbates on the
graphene surface and cleaning procedures [178–184]. It has been shown that oxygen plasma
cleaning of SiO2 dielectrics prior to graphene transfer induces p-doping in graphene [148].
Furthermore, p-doping has been shown to occur due to adsorption of oxygen and water present
in atmospheric conditions [179, 183], as well as PMMA and some types of photoresist which
are present from the fabrication process [180–182, 184]. The oxygen plasma cleaning process
reported in Ref. [148] caused the charge neutrality point to shift from Vd = 15 V to beyond
Vd > 50 V. The authors of Ref. [183] observed a shift in the measured value of Vd in the
positive direction by up to 30 V after exposing a GFET device to atmosphere for 141 minutes,
while the authors of Refs. [180, 184] saw Vd decrease from approximately 20V to values
close to 0 V upon the removal of PMMA using high temperature annealing and an AFM tip,
respectively. The fact that the mean measured value of Vd is negative and |Vd|< 1 V suggests
that both charged defects and chemical adsorbates cause only small amounts of doping
compared to results reported elsewhere. However, to quantitatively compare the multiplexed
devices reported here to those reported in the literature, the difference in the gate capacitance
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must be accounted for. This can be achieved by calculating the ratio of the capacitance per
unit area for the gate used on the multiplexed devices and those in the literature. Using εr = 9
for Al2O3 and εr = 3.4 for SiO2, the ratio of the capacitance per unit area for Al2O3 and SiO2
gate dielectrics with thickness 95nm and 300nm respectively is CAl2O3/CSiO2 ≈ 7.89. Hence
if the multiplexed GFETs used a 300 nm-thick SiO2 gate dielectric the mean measured value
of Vd would be expected to be (for cool-down 2), Vd =−0.74 V×7.9 =−5.84 V, which is
still small compared to many devices reported in the literature, where the substrate has been
cleaned by oxygen plasma and there has been no post-transfer cleaning process.
Comparison of n0 values
In this section the extracted values of n0 are compared to other publications which use Eqn.
3.1 to extract device parameters. The authors of Ref. [158] uses Eqn. 3.1 to fit R(Vg) of
a back gated GFET which uses mechanically exfoliated graphene, and extract a value of
n0 = 0.46×1012cm−2, very close to the mean value of n0 extracted during both cool-downs
in the multiplexed devices. This also shows that the intrinsic doping in the CVD-grown
graphene used in the multiplexed devices is similar to that of in mechanically exfoliated
graphene, in this case. Reference [167] uses the same equation to fit to R(Vg) curves
obtained from dual-gated GFETs using CVD-grown graphene. In that work the authors
sweep the top-gate voltage for a range of constant back-gate voltages between Vbg =−40V
and Vbg =+10V and extract n0 = 0.23×1012cm−2 for all measurements, which is consistent
with the values obtained for the multiplexed GFETs. These density values are consistently
lower than the mean values of n0 determined by Raman spectroscopy in chapter 2. The
discrepancy is commented upon in Ref. [34] and is believed to be due to the fact that
Raman scattering processes occur on different time scales to scattering processes measured
in transport experiments, which influences the measured value of n0.
Comparison of Rc values
The multiplexed GFETs reported here use a "metal-on-bottom-architecture" where the
graphene is transferred onto pre-patterned Au contacts. Reference [185] transferred CVD-
grown graphene onto gold contacts pattered in the transmission-line geometry, and measured
values of Rc between 1200 and 2000 kΩ, approximately three to six times lower than the
values reported here. The higher value of Rc in the multiplexed devices is due to the resistance
of the multiplexer itself. The resistance of each channel of the multiplexer is variable, however
the resistance is often in the range of 2-4 kΩ, which has been measured in a short-circuited
multiplexer device, as stated Chapter 2. Channel 2 shows a resistance of 22.7 kΩ which is
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likely due to the small contact area between the graphene and the drain contact, which has a
width of approximately 440nm, determined from SEM imaging.
3.2.3 Scattering time and the mean free path
Before moving on to look for correlations between the extracted device parameters, the
minimum conductivity and the results from the Raman spectroscopy experiments, the carrier
dependence of the scattering time τ and the mean free path lm f p are provided, since these are
commonly used as an indicator of material quality. The definition of lm f p is taken from Ref
[67]:




where ρ is the resistivity and vF ≈ 106ms−1 is the Fermi velocity. The scattering time
is then obtained using lm f p = vFτ . Figure 3.5 shows τ and lm f p plotted as functions of n
on logarithmic axes. By definition both τ and lm f p begin to diverge as n → 0 which causes
the linear increase at low carrier densities, below approximately n = 1×1015 m−2. When
n > 1×1015 m−2 the values of τ vary between 0.003 and 0.09ps, while lm f p varies between
3 and 100nm across all channels.


















(a) τ(n) plotted as a function of n.





















(b) lm f p(n) plotted as a function of n.
Fig. 3.5 The scattering rate τ(n) and the mean free path lm f p(n) plotted as a function of the
induced carrier density n for each conducting channel of the device. Note density is plotted
in units of m2.
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3.2.4 The minimum conductivity
The conductivity for each channel is obtained from the conductance by first subtracting
the extracted value of Rc and then scaling by L/W , so the conductivity described here is
intrinsic to the graphene. This histogram in Fig. 3.6 shows the distribution of the minimum
conductivity σmin, which has a mean value of σmin = 3.8(e2/h) and a standard deviation
σσmin = 2.7(e
2/h). This is consistent with other studies of the minimum conductivity which
report values of σmin between 2 and 12(e2/h), while outside of the charge neutrality region
σ was found to have a linear dependence on Vg as opposed to sub-linear, which indicates
that charged Coulomb scattering is the dominant scattering mechanism at low carrier density
[33, 34, 36, 37].












Fig. 3.6 Histogram of the minimum conductivity σmin. Data from both cool-downs have been
used, totalling 22 data points.
3.2.5 Correlations between device parameters
Figure 3.7 shows the extracted parameters from both cool-downs plotted against each other,
with the purpose of visualising any correlations which may be present between the parameters.
The values of µ for channels 5, 10 and 14 are those calculated using Matthiessen’s rule in
Section 3.2 whereas the values of Vd , Rc and n0 are taken from Tables 3.1 and 3.2. From Fig.
3.7a it is clear that Vd is not correlated with any of the other parameters however from Figs.
3.7b, 3.7c and 3.7d, there does appear to be correlation between the other three parameters.
In particular it seems that:
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Parameters R2 F-statistic p-value
(µ, Rc) 0.46 17.2 0.0005
(µ, n−10 ) 0.30 8.4 0.0088
(n0, R−1c ) 0.34 9.6 0.0059
Table 3.6 Results from linear regression analysis of the relationship between µ , Rc and n0.
µ ∝ Rc (3.4)
µ ∝ n−10 (3.5)
n0 ∝ R−1c . (3.6)
Note that relations 3.4 and 3.5 imply relation 3.6, which shows self-consistency and
indicates that the observed dependence is not observed by chance. Linear regression can be
used to quantify the correlation between these variables.
Figures 3.8a, 3.8b and 3.8c show lines of best fit between (µ ,Rc), (µ ,1/n0) and (n0 ,1/Rc),
respectively. The results of the regression analysis are tabulated in Table. 3.6, which gives
the R2 statistic, the F-statistic and the p-value. The R2 statistic quantifies how much of the
variance in the data is explained by a first-order polynomial fit, the F-statistic quantifies how
much more of the variance is explained by a first-order polynomial model compared to a
zero-order model, that is a horizontal line through the mean, and the p-value is a measure
of statistical significance. A more complete explanation of these statistical quantities can
be found in Appendix B. The p-values are all much below the chosen significance level of
α = 0.05 which indicates there is a very small probability of the observed trend occurring by
chance and that the linear relationship is statistically significant. The R2 values show that
the first-order polynomial models explain between 30% and 46% of the observed variance
observed between µ , Rc and n0. The inverse relationship between µ and n0 is expected and
has been observed in transport experiments elsewhere [50, 153, 186]. On the other hand, the
strong linear relationship between µ and Rc has not been reported elsewhere and is unexpected
since the field-effect mobility is proportional to the transconductance gm = ∂ Isd/∂Vg, which
in turn can be shown to be related to the contact resistance by gm ∝ R−2c [187]. However,
in this case the mobility µ is not calculated from gm and is instead obtained as a fitting
parameter in Eqn. 3.1. After subtracting Rc from both sides, Eqn. 3.1 becomes:





































































(d) n0 plotted as a function of Vd , µ and Rc.
Fig. 3.7 The values of Vd , µ , Rc and n0, taken from both cool-downs, plotted against each
other for the purpose of highlighting any possible correlations between parameters.
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(a) µ plotted as a function of Rc.
(b) µ plotted as a function of 1/n0.
(c) n0 plotted as a function of 1/Rc.
Fig. 3.8 Linear regression plots showing the relationship between µ , Rc and n0. Solid blue








It is evident from Eqn. 3.7 that the left hand side R−Rc becomes small as Rc increases,
which can be compensated for on the right hand side by an increase in µ for given value of
Vg, Vd and R. Therefore the observed linear relationship between µ and Rc can be explained
as a consequence of the particular form of the model described by Eqn. 3.1.
3.2.6 Correlations between device parameters and Raman peak prop-
erties
The dependence of mean values and standard deviations of the Raman spectrum peak
properties, I2D/G, E2D/G, Γ2D/G and the values of n0 from EG, on the device parameters Vd ,
µ , Rc and n0 were studied in order to investigate possible correlations. None of the peak
properties correlated with the parameters extracted from fitting R(Vg) and in particular, no
correlation was observed between n0 obtained from Raman spectroscopy and n0 obtained
from the fitting procedure. This lack of consistency indicates that while the values of the peak
parameters themselves agree with findings reported elsewhere, they should not be used to
infer values of n0 or µ in these experiments, and should only be used to confirm the presence
of graphene and to probe the number of layers.
3.3 Conclusions
This chapter provides results from the first stage of the electrical characterisation of mul-
tiplexed GFETs. This began by fitting R(Vg) with a model and showing that the extracted
device parameters, Vd , µ , Rc and n0, are consistent with each other between cool-downs,
which can be seen from the box plots in Fig. 3.4. This was further confirmed by performing
t-tests between pairs of data sets which showed there is no statistically significant difference
between the mean value of each parameter. By comparing these values to those reported in
the current literature it is confirmed that the multiplexed GFETs show performance metrics
consistent with existing reports. This is an important step in verifying that the multiplexing
technique does not significantly effect the measured properties of graphene and therefore
can be used to make comparisons between GFETs, which is seen as a key application of
the multiplexer device, especially when scaled-up to study large numbers of devices. The
correlations between the device parameters were studied and explained in terms of the current
literature and in the context of the model used to obtain them. No correlation was found
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between the properties of the Raman spectra and the values of the parameters extracted from
fitting R(Vg) with a model function. Furthermore, the value of n0 estimated from fitting R(Vg)
was found to be inconsistent with the values of n0 obtained from Raman spectroscopy. As a
result the Raman spectra are only used to confirm the presence of graphene and to measure
the number of layers.
Chapter 4
Low-Field Magneto-Transport
Measurements of Multiplexed Graphene
Field-Effect Transistors
This chapter discusses the results of three magneto-transport experiments of CVD-MUX-A,
where the magnetic field magnitude is restricted to |B| ≤ 0.2 T, and is applied perpendicular
to the graphene plane. In all graphene channels the weak localisation effect is observed
as a positive change in magneto-conductance, G(B) and the characteristic scattering rates
are extracted by modelling the data using Eqn. 1.16. The weak localisation signal is then
subtracted from the data and the variance of the conductance fluctuations are analysed and
the resulting dephasing length Lφ is compared to the predictions obtained from Eqn. 1.16.
Again, a constant voltage measurement circuit is used to measure the conductance of the
device. A magnetic field dependent series resistance (explained in section 4.1.3) is estimated
and subtracted from the raw conductance data before analysis. Before fitting the weak
localisation signal with Eqn. 1.16, conductance G is converted to conductivity σ using the
ratios of L/W listed in Table 2.2. Note that when Eqn. 1.16 is fit to the data, the estimated
fitting parameter is the characteristic field Bθ (θ = φ , i, ∗), and is converted to a scattering
length using Lθ =
√
h̄/4eBθ . When extracting the conductance fluctuations, the conversion
to conductivity is not performed. This chapter makes use of statistical testing in order to
quantify the relationship between the calculated scattering rates and experimental parameters,
namely the gate voltage Vg and temperature T . Statistical significance is determined by
calculating a p-value from an F-test, and finally the more familiar R2 statistic is calculated
to quantify the magnitude of the relationship. Furthermore, the means of different groups
of measurements are compared using Students t-tests and ANOVA tests, to determine if the
mean value of these groups are significantly different. For example, the mean value of Lφ
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obtained from fitting the weak localisation signal in all channels will be compared the mean
value of Lφ obtained from the autocorrelation function of the conductance fluctuations using
statistical testing. An explanation of the relevant statistical hypothesis tests is provided in
Appendix B, which is intended to be accessible to a reader with no background in hypothesis
testing.
The first experiment investigates the gate voltage dependence of the scattering processes
in channel 1 only, by calculating the scattering lengths at 50 different values of Vg between
±10V, in steps of ∆Vg = 0.4 V at T = 0.28 K. This experiment was conducted as an initial
exploration of the parameter space. Regression analysis showed a statistically significant, but
small, linear dependence of Lφ and Li on Vg and a non-linear dependence of L∗ on Vg.
The second experiment measures G(B) for all of the conducting channels of the device at
T = 0.28 K. Measurements were taken at three values of Vg per channel, corresponding to
hole transport, electron transport and the charge neutrality region. Additionally, the transport
was measured using two separate methods, referred to as averaging and not-averaging. The
averaging procedure is similar to the method used in Ref. [67], to remove the contribution
of conductance fluctuations from the weak localisation signal. The not-averaging method
is simply sweeping the magnetic field between B = ±0.2 T. An ANOVA test was used to
quantify the effect of carrier type and measurement method on the mean value of Lφ . The
statistics describing the distribution of values of Lφ and τ−1φ across the different channels are
reported.
The third experiment measured G(B) at different values of T for channels 1, 2 and 3.
Again, measurements were three values of Vg per channel, corresponding to p-type, n-type
and neutral transport regions. The temperatures considered were: 0.6 K, 1.0 K, 2.0 K, 5.0 K,
7.0 K, 9.0 K, 11.0 K, 13.0 K, 15.0 K, 18.0 K and 25.0 K. The dephasing rate τφ , was found
to have a strong linear dependence on temperature indicating electron-electron scattering in
the diffusive limit as the dominant dephasing mechanism.
4.1 Methods
4.1.1 Choosing experimental parameters
Before measuring all available channels it is important to look at how G(B) changes when
the magnitude of the excitation voltage, Vex, and the sweep-rate of the magnetic field are
changed. This step is important because it can distinguish reproducible features in G(B)
from noise. This calibration experiment was performed on channel 3 at the Dirac point, since
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this channel showed no conductance fluctuations as a function of Vg, and also showed the
largest change in G as a function of Vg, at zero magnetic field.
Changing the excitation voltage
Figure 4.1 shows four, repeat B sweeps for each selected value of Vex. Every sweep is
recorded in the positive direction, from B=- 0.2 T to B= 0.2 T at a rate of 5 T / hour and at



































Fig. 4.1 Four, repeat G(B) traces of channel 3 at each value of Vex and T = 0.28 K. Each trace
is collected in the positive direction at a rate of 5 T / hour. The top row shows the entire trace,
while the bottom row shows only a subset to display the reproducibility of small features.
Black, dashed lines serve as guides to the eye, highlighting how the weak localisation peak
shrinks as Vex is increased.
It is clear that increasing Vex reduces the noise, which is expected since the current
through the devices increases. However, increasing the Vex also causes the magnitude of
the weak localisation peak to decrease which indicates electron heating. The change in
conductance between Vex = 20 µV and Vex = 50 µV is negligible; between Vex = 20 µV and
Vex = 100 µV the height of the peak reduces by ∆G ≈ 0.35 µS and between Vex = 20 µV and
Vex = 400 µV the height of the peak reduces by ∆G ≈ 0.60 µS.
The temperature increase associated with an increase of Vex can be estimated by equating
the thermal and electrical energy scales kB∆T = e∆V , where e is the electron charge and
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kB is the Boltzmann constant. Increasing Vex from 20 µV to 100 µV corresponds to a
temperature increase of ∆T ≈ 0.9 K, whereas increasing from 20 µV to 400 µV corresponds
to a temperature increase of ∆T ≈ 4.4 K.
Features of magnitude δG ≈ 0.2 µS are reproducible and are likely to be universal con-
ductance fluctuations, although the magnitude of the fluctuations is much smaller then e2/h.
The reduced magnitude of the conductance fluctuations is because the sample dimensions
are much larger than Lφ , determined in the following results.
An excitation voltage Vex = 100 µS was chosen for all experiments, since this value
showed reproducibility, a reduced level of noise relative to 20 µS. It is estimated that the
true electron temperature will be approximately 0.9 K higher than the lattice temperature
(assuming the electron temperature is equal to the lattice temperature when Vex = 20 µV) set
by the cryostat due to heating effects arising from the choice of Vex.
Changing the sweep rate















Fig. 4.2 Measurement of G(B) for channel 3 ,using four, different B field sweep rates. Each
trace is taken in the forward direction using an excitation voltage of Vex = 100 µV.
Figure 4.2 shows G(B) for channel 3 when a perpendicular magnetic field was swept from
B =−0.2 T to B =+0.2 T at rates 5 T / hour, 10 T / hour, 15 T / hour and 20 T / hour, using
an excitation voltage of Vex = 100 µV. Qualitatively, the curves look very similar, however
it is noticeable that increasing the rate shifts the weak localisation peak position further
away from B = 0T, this shift away from zero is commonly observed in weak localisation
measurements which may be a consequence of flux trapping in the superconducting magnet.
It is also noticeable that the peak height is slightly reduced when the sweep-rate is increased
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which again indicates electron heating, so a rate of 5 T / hour was used for all small-field
magneto-transport measurements in order to reduce both of these effects.
4.1.2 The averaging procedure
The averaging method is very similar to the method reported in Ref. [67]. First, B is stepped
and held at a fixed value, then the back gate is swept across a 1 V range.
The mean value of the voltage sweep is taken to be the value of the G(B) at the current
value of B. Then, B is stepped to the next value and the process is repeated. In this way G(B)
can be constructed in discrete steps. In the experiments reported here, this is done for 24
magnetic field values between −0.01 T and 0.2 T.
4.1.3 Approximating the series resistance
With the current device designs, there is no way to directly measure the series resistance of
each channel and model is created to estimate the resistance. The total series resistance to a
single channel can be written:
Rseries(B) = R2DEG(B)+ROhmic +RAu/Gr +RWiring. (4.1)
When B = 0 T this resistance is equal to Rc obtained from fitting the R(Vg) curves shown
in Chapter 3. The resistance of the 2DEG alone was measured using separate Hall bar
devices fabricated from the same wafer by Melanie Tribble of the Semiconductor Physics
group at the University of Cambridge. The value of R2DEG(B = 0) was calculated for each
channel according to R = Lρ/W , where ρ = 1/neµ is the resistivity of the 2DEG and L/W
is the number of squares N contributing to the mesa structure of a single channel. For the
16-output multiplexer presented in Chapter 2, N = 10 for channels 1, 2, 15 and 16, N = 9 for
channels 3, 4, 7, 8, 9, 10, 13 and 14, and N = 8 for channels 5, 6, 11 and 12, corresponding to
R2DEG(B = 0) = 500, 450 and 400 Ω, respectively. The resistance of the 2DEG alone changes
by approximately ∆R2DEG(B)≈ 1 kΩ between B = 0 T and B = 0.2 T, also measured using
Hall bar devices. All of the off-chip wiring is represented by RWiring < 100 Ω and RAu/Gr
represents the resistance between the Au contact and graphene, which is typically of the
order of 1 kΩ. The total series resistance can then be re-written as:
Rseries(B) = Rc +R2DEG(B)−R2DEG(B = 0). (4.2)
Note that in Eqn. 4.2 the first two terms on the right hand side both contain R2DEG(B = 0),
therefore the third term is included so that this resistance is not counted twice.
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In summary, Rseries(B) is estimated by taking the data R2DEG(B) from the measurement
of a Hall bar, adding the constant value of Rc determined from the model in Chapter 3, and
finally subtracting R2DEG(B = 0).
4.2 Gate-voltage dependence of quantum interference
4.2.1 Weak localisation
The first experiment examines the dependence of the scattering lengths on Vg. This experiment
was performed first in order to decide how many Vg values were worth considering in future
experiments. In this experiment the averaging method was not used, and data was collected


























Fig. 4.3 Measurement of G(B) in channel 1 at 50 different values of Vg between ±10 V, with
a step size of ∆V = 0.4 V. The plot on the left is G(B) measured when sweeping B from
negative to positive, the plot on the right is data taken in the opposite direction.
Figure 4.3 shows the raw G(B) data in channel 1 of the multiplexer at 50 different back
gate voltages for both sweep directions of the magnetic field. The conductance increases
as |Vg −Vd| increases, as expected and traces near G(B) = 40 µS correspond to values
of Vg close to Vd and those near G(B) = 120 µS represent gate voltages furthest from Vd .
Shubnikov-de-Haas oscillations appear at |B|> 0.15 T, which arise from the 2DEG in the
GaAs/AlxGa1−xAs heterostructure. They are known to arise from the 2DEG because they
also appear in shorted-circuited multiplexer devices at similar values of B and have been
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observed to occur at B ≈ 10 T in graphene [188, 189]. There are aperiodic fluctuations in the
G(B) traces since the averaging procedure was not used, however the detail is difficult to see
at the given scale of Fig. 4.3. Before fitting the weak localisation signal, the series resistance
is subtracted using the model described in Sec. 4.1.3 and then converted into a conductivity
σ(B) using L/W = 2.75.
The extracted values of Li and L∗ at gate voltage values 2.4 V, 4.0 V, 5.2 V, 8.0 V,
8.8 V and 9.6 V are unreliable, since the uncertainty of the fitting parameters is between
105 nm− 106 nm, consequently these data points have been removed from the following
analysis. The unreliability of estimates of Li and L∗ have been remarked upon elsewhere
[68, 73] and is often explained by the fact that these two parameters are estimated from
the last two terms of Eqn. 1.16 which describe anti-localisation, and are therefore small
when conventional weak localisation is observed. The values of Lφ remain reliable and are
included in the following analysis.
A further consideration is the presence of outliers, which were observed for Lφ , Li and L∗
and are identified by the circles on the box plot shown in Fig. 4.5 and are indicated by arrows
in Figs. 4.4b, 4.4c and 4.4d. These values defined to be greater than 1.5×IQR+Q3, where
IQR and Q3 denote the interquartile range and the third quartile of the data set, respectively.
Note that the outlier boundaries have been calculated separately for up and down sweep
direction data sets. Outliers either indicate skewed distributions, that is, the distributions of
Lφ , Li and L∗ are skewed, or they indicate an error in the measurement/estimation process.
The outliers have been retained in the data set since there were no large fitting uncertainties
(as returned by the Levenberg-Marquardt curve fitting algorithm) associated with these values
and it is not possible to definitely say they are erroneous estimates. Their presence in the
data set effect values of R2 associated with the lines of best fit shown in Figs. 4.4b, 4.4c and
4.4d as will be discussed in the following sections.
R2 F-statistic p-value
Length Outliers Up Down Up Down Up Down
Lφ Yes 0.23 0.24 14.0 15.0 4.8 e-04 3.2 e-04
Lφ No 0.36 0.36 25.7 25.1 7.1 e-06 9.2 e-06
Li Yes 0.13 0.16 6.3 8.2 1.6 e-02 6.7 e-03
Li No 0.24 0. 30 12.5 16.6 1.1 e-03 2.3 e-04
Table 4.1 The statistics describing the fits to the scattering lengths shown in Fig. 4.4 for data
taken both the up and down directions. The outliers columns indicated if the outliers are
included in the data set; Yes indicates they have been included, No indicates they have been
discarded.
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(a) Fit of Eqn. 3.2 to R(Vg), to estimate elec-
tron and hole mobility.
(b) First-order polynomial fits to Lφ for both
sweep directions.
(c) First-order polynomial fits to Li for both
sweep directions.
(d) Plots of L∗(VG) for both sweep directions.
No fit has been performed on this data set.
Fig. 4.4 A fits of Eqn. 3.2 to the hole and electron sides of R(Vg) are shown in (a) and
used to determine the values of the electron and hole mobilities independently. Plots of
Lφ (Vg), Li(Vg) and L∗(Vg) in both the up and down sweep directions are shown in (b), (c), (d),
respectively, along with lines of best fit and annotations of outliers identified from the box
plot shown in Fig. 4.5. The shaded area around each fit line represents the 95% confidence
interval about the fit. Linear fits are performed for Lφ (Vg) and Li(Vg) and no fit is performed
for L∗(Vg). Note that the y-axes for each sub-figure have different scales for clarity.
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Fig. 4.5 Box plot of all of the scattering lengths in both the up and down direction, showing
the distribution of the scattering length values, which can be used to visualise the distribution
of values and identify outliers.
Discussion of Lφ and Li
Since µ = qτ/m∗, (q is carrier charge, τ is average scattering time and m∗ is effective mass),
high carrier mobility implies a long average scattering time τ and therefore long scattering
lengths, compared to low carrier mobility. As a consequence it may be expected that the
scattering lengths are different for electrons and holes if they have different mobilities.
In Chapter 3, R(Vg,B = 0) was modelled using Eqn. 3.1, which assumes the mobility of
electrons and holes are equal, here denoted as µe and µh, respectively. In order to investigate
the difference between µe and µh in channel 1, two separate fits to the electrons and hole
side of R(Vg) were performed by splitting the data about the Dirac point Vd = −1.42 V
as determined by the fitting procedure for channel 1 performed in Chapter 3. From the
two separate fits, shown in Fig 4.4a, it was found that µe = 2500 cm2V−1s−1 and µh =
2800 cm2V−1s−1. Consequently, it may be expected that the scattering lengths will be larger
for holes than electrons and a negative trend will observed in a plot of the scattering lengths
as a function of Vg. This is indeed the case for Lφ (Vg) and Li(VG), shown by the lines of
best fit in Figs. 4.4b and 4.4c (not observed for L∗(Vg) which will be discussed separately in
the following section). The results of the fitting procedures are given in Table. 4.1 which
indicate that the linear trend accounts for approximately 25% of the variance of Lφ values
and 15% of the variance of Li. When the outliers shown in Figs. 4.4b, 4.4c and 4.4d were
removed from the data set and the fitting procedure was repeated, the R2 values increased
to R2 = 0.36 for Lφ in both sweep directions, and R2 = 0.3 for Li in both sweep directions.
The low values of R2 reflect the fact that the mobility difference between electrons and holes
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is small, 300 cm2V−1s−2 (to 2 s.f), but are found to be statistically significant by the high
values of the F-statistic and low p-values (see Appendix B for explanations of statistical
significance and hypothesis testing). Note that the calculated values of Lφ (Vg), Li(Vg) and
L∗(Vg) also depend upon the diffusion constant D(Vg), however this is approximately equal
for electrons and holes and constant at values of Vg away from Vd =−1.42 V (see Fig. 4.7a),
so should not cause the observed linear trend of the scattering lengths. It is possible that
the variance unaccounted for by the linear models arises from the presence of conductance
fluctuations. The conductance fluctuations pattern in G(B) should change if Vg is changed by
a value greater than the correlation energy Ec = h̄π2D/L2 as shown in Ref. [93]. In this case
e∆Vg = 0.4 eV and Ec ≈ 0.13µeV , so ∆Vg ≫ EV and each G(B) measurement will exhibit a
different fluctuation pattern, which in turn may cause some of the unexplained variance of
the scattering lengths.
Next, the mean value of Lφ and Li were compared using a t-test: no statistically significant
difference between the mean value of Lφ and the mean value of Li was observed as expected,
since Li must be similar to, or less than Lφ in order for conventional weak localisation to be
observed in graphene, as discussed in Section 1.2.2.
Intervalley scattering is associated with defects which are ‘sharp’ on the atomic scale, such
as point defects and edges. The most narrow regions of the graphene channel, determined
from SEM imaging, are approximately 2.1 µm wide, much longer than the mean value of
Li, so it is expected that edges have negligible contribution to the total intervalley scattering.
Therefore, most of the intervalley scattering must occur in the bulk of the channel from
sources such the Al2O3 substrate, atomic vacancies and dislocation centres.
Discussion of L∗
Examining the elastic scattering lengths, L∗(Vg) does not behave as Li(Vg) and appears to
show non-linear behaviour, taking a minimum about the Vg ≈Vd and increases as |Vg −Vd|
increases. The only scattering mechanism reported in the literature which could qualitatively
explain this behaviour, theoretically, is intravalley scattering of carriers due to the strain field
resulting from a random distribution of dislocations in the graphene, as derived by Morpurgo
and Guinea in Ref. [65]. All other reported scattering mechanisms: scattering due to to
electrostatic potential gradients between the sublattices (Ref. [65]) and scattering due due
to Fermi surface anisotropy (Ref. [64]) would theoretically cause L∗(Vg) to decrease with
increasing |Vg −Vd|.
By considering a finite distribution of dislocations with their own respective random
Burgers vector, the authors of Ref. [65] showed that the scattering rate due to this dislocation
induced gauge field is approximately equal to:







where d is the average distance between dislocations in the graphene and kF =
√
πn is the
Fermi wavenumber. Substituting Eqn. 4.3 into the relation L =
√







Equation. 4.4 could qualitatively explain the observed behaviour of L∗(Vg) if it is the
dominant, elastic intravalley scattering mechanism: that L∗(Vg) takes a minimum near the
charge neutrality region and increases as |Vg −VD| increases. It is stated in Ref. [65]
that dislocation centres contribute to intervalley scattering. Therefore, by assuming that
dislocations centres are the main cause of intervalley scattering and the resulting strain
in the lattice is responsible for the majority of elastic intravalley scattering, the value of
d in equation 4.4 should be of similar length to Li. It is possible to estimate the value d
corresponding to each data point L∗ by equating Lgauge = L∗ and solving for d. By this
method the mean value of d was calculated to be approximately 50 nm, much smaller than
the mean value Li. This is similar to the values of d calculated in Ref. [67]. This result
does not discount strain in the lattice being the principle cause of time-reversal symmetry
breaking, it only discounts that the strain is caused by dislocations in the crystal. It may
be possible that other factors which are not atomically sharp, such as tension from the wet
transfer process or local folds in the graphene can induce strain in the graphene channel and
cause the observed behaviour of L∗. However, it is possible that there is a different scattering
mechanism responsible for this behaviour. Note that between Vg =−4.8 V and Vg =−5.2 V,
L∗(Vg) shows a discontinuity: it is possible that this is due to a parameter estimation error
from the curve fitting process, however the returned parameter uncertainties are small, as
shown by the error bars. An alternative possibility is that this sudden change is related to the
fluctuations of G(VG) surrounding the charge neutrality region of channel 1. It is this jump
which gives rise to the apparent non-linearity; since it is not possible to explain this feature
with confidence, no line of best fit has been made to this data set.
Scattering Rates
Using D = vF lm f p/2 and vF = 106 ms−1, the scattering lengths are converted into scattering
rates. The mean dephasing rate τ−1
φ
is 0.14 ps−1 and 0.17 ps−1, in the up and down sweep
directions, respectively. This is consistent with values reported elsewhere [67, 86]. The mean
value of τ−1i is 0.15 ps
−1 and 0.21 ps−1 in the up and down sweep directions, respectively,
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(b) First-order polynomial fits to τ−1i for both
sweep directions.
(c) Plot of τ−1∗ (Vg) for both sweep directions.
No fit has been performed on this data set.
Fig. 4.6 Plots of τ−1
φ
(Vg), τ−1i (Vg) and τ
−1
∗ (Vg) in both the up and down sweep directions,
with linear fits and 95% confidence intervals shown in (a) and (b). Note that the y-axes for
each sub-figure have different scales for clarity.
R2 F-statistic p-value




0.30 0.30 20.0 23.9 4.0 e-05 1.4 e-05
τ
−1
i 0.32 0.32 19.3 19.3 7.7 e-05 7.3 e-05
Table 4.2 The statistics describing the fits to the scattering rates shown in Fig. 4.6 for data
taken in both the up and down sweep directions.
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similar to τ−1
φ
, since the corresponding lengths are also similar. The intravalley scattering
rate τ−1∗ is approximately two orders of magnitude larger than τ
−1
φ
and τ−1i , as expected
since L∗ was the shortest length scale in the system. First-order polynomial fits to τ−1φ and
τ
−1
i (no fit to τ
−1
∗ performed) are shown in Fig 4.6, with the fitting results shown in Table 4.2.
The values of R2 are similar to those obtained from the linear fits of Lφ (Vg) and Li(Vg) and
reflect the higher scattering rate experienced by electrons compared to holes in this sample.
The statistical significance of these linear fits are again confirmed by a high value of the
F-statistic and the low p-value. The behaviour of τ−1∗ again shows non-linear behaviour and
takes a maximum around the charge neutrality region.











(a) The diffusion constant D plotted as a func-
tion of back gate voltage Vg.
















(b) The derivative dD/dVg plotted as a func-
tion of Vg.
Fig. 4.7 The variation of the diffusion constant D and it’s derivative with respect to the back
gate voltage Vg, plotted as a function of Vg. Away from the charge neutrality region, D is
approximately constant.
4.2.2 Conductance fluctuations
The fluctuating part of G(B), is obtained by subtracting the weak localisation contribution
from the signal, and the dephasing length Lφ is calculated from the autocorrelation function
of the resultant signal. The calculation of the autocorrelation function is performed using
the Statsmodels package in Python, see Ref. [190] for details. The conductance fluctuations
δG(B) are shown in Fig. 4.8a. As explained in Section. 1.2.3, the correlation field Bc is
defined as the amount by which B must change from zero in order to induce a phase-shift of
the electron wavefunction, such that pairs of propagating states lose coherence. The value of
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Figure 4.8c shows a plot of the autocorrelation function ACF(δG)(B) as a function of
the number of lags, which is the relative shift in position between the two arrays containing
the values of δG(B). The autocorrelation between a vector y and itself at a given lag ℓ is
given by ACFyy(ℓ) = ∑
n∈Z
y(n)y(n− ℓ), where the overline denotes the complex conjugate of
y and n is the number of elements in y. The value of ACFyy(ℓ) is calculated at 50 values of
ℓ, ranging from 0 to 49 in steps of 1. The number of values of ℓ used can be chosen and in
this case 50 values were used in all cases. The plot shown in Fig. 4.8c is a plot of ACFyy(ℓ),
normalised by dividing by ACFyy(ℓ = 0), where in this case y = δG(B). The shaded blue
region in Fig. 4.8c represents the 95% confidence interval, a value of ACFyy outside of the
95% confidence interval means there is a only a 5% chance that the calculated value of ACFyy
is a false-positive result, that is that a non-zero autocorrelation is measured when in fact
there is no correlation. The ℓ’th lag can be converted into a change in magnetic field ∆B by
calculating the difference between the 0’th value of the array containing B and the ℓ’th value.
The correlation field Bc is found by finding the value of ℓ for which ACF(δG) = 0.5 and
then finding the corresponding value of ∆B; in the case of the plot shown in Fig. 4.8c, ℓ= 26
and Bc = 5.9 mT.
Figure 4.8d shows that Eqn. 4.6 predicts similar values of Lφ as predicted by fitting the
weak localisation signal. Using the autocorrelation function, the mean predicted value of the
phase-coherence length is Lφ ≈ 414 nm with a standard deviation of 108 nm. This is similar
to the mean value of Lφ ≈ 350 nm with standard deviation 85 nm obtained from fitting the
weak localisation signal. To test if the mean values of Lφ are significantly different from
each other, a two-valued t-test can be performed. The null hypothesis is that the mean value
of Lφ predicted by the autocorrelation function is equal to the mean value predicted by fitting
the weak localisation signal; the alternative hypothesis is that they are not equal.
• H0: µACF = µWL
• H1: µACF ̸= µWL
The two-sample t-test returns a t-statistic of t =−3.29 and a p-value of 0.0014 which
shows that the mean value of Lφ predicted by the two methods is significantly different. The
difference between the mean values of the two groups is ∆µ = 64 nm. The number of data
points in each group is n1 = n2 = 50 and the pooled standard deviation is sp = 98 nm, which
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gives a Cohen’s d value d = 0.65, interpreted to mean that the mean values of the two groups
differ by 0.65 standard deviations and is considered to be a moderate difference.
(a) The fluctuations δG(B) as a function of
Vg.














(b) The root-mean-square amplitude of δG(B)
as a function of Vg.
(c) The autocorrelation function of δG(B) at
Vg = 10V . The shaded blue region represents
the 95% confidence interval.










(d) Box plots of L∗ extracted from Eqn. 1.16
and from the autocorrelation function of the
conductance fluctuations.
Fig. 4.8 The results from processing δG(B) as a function of Vg. In (a), the traces of δG(B)
are truncated to the range |B|< 0.15 T in order to remove the Shubnikov-de-Haas oscillations
from the signals. Traces are vertically offset by 1.0µS for clarity. The RMS amplitudes of
δG(B) are plotted as a function of Vg in (b), showing that they decrease as Vg approaches
the charge neutrality region. An example of the autocorrelation function is shown in (c)
and a box plot in (d) compares the distribution of Lφ values obtained from fitting the weak
localisation signal and from the autocorrelation of δG(B).
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4.3 Magneto-transport in all channels
4.3.1 Weak localisation
In this section the results of magneto-transport experiments of all channels are presented.
From the first experiment described previously, the change in Vg accounted for approximately
15%−35% of the variance of Lφ and Li. Since the effect of Vg on Lφ is small, this experiment
measured the G(B), at only three values of Vg, per channel, corresponding to three transport
regimes: electrons transport, hole transport and the charge neutrality region, which contains
both electrons and holes. Additionally, the signals were measured using two different
techniques: by averaging and by not-averaging, as explained in the introduction.
The experiment investigates whether or not the carrier type and the measurement method
have a significant impact on the measured phase-coherence length Lφ , and investigates the
variation of the measured values of Lφ across the conducting channels. The fitting procedure
yielded unreliable results for Li and L∗ for all of the channels, in a manner similar to some
of the results in the previous experiment. The uncertainty of the fitting parameters were of
the order of 105 nm−106 nm, despite the curve fitting the data well. In an attempt to achieve
accurate values of Li and L∗ the fitting range was reduced and a quadratic approximation of
Eqn. 1.16 as described in Ref. [86] was used, however the fitting uncertainties were of a
similar magnitude using this method.
The dependence of Lφ on carrier type and measurement method can be quantified by a
two-way ANOVA test. The carrier type and measurement method constitute two categorical
variables, denoted Type and Method, respectively: Type takes three values, electrons, holes
and neutral; Method takes two values, averaged and not-averaged. In total there are six
groups of measurements. The two-way ANOVA tests three null hypotheses, which are:
1. The carrier type has no effect on the mean value of Lφ .
2. The measurement method has no effect on the mean value of Lφ .
3. There is no interaction between the carrier type and the measurement method that
effects the mean value of Lφ .
An interaction effect means that the continuous variable Lφ is changed by specific
combinations of the independent variables Type and Method. The significance level is chosen
to be α = 0.05.
Table 4.4 shows the results of the ANOVA test. The Sum of Squares column is describes
the variance in the data set unaccounted for by each categorical variable. The column DoF
records the number of statistical degrees of freedom associated with each variable and the
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(a) Channel 1 (b) Channel 2 (c) Channel 3
(d) Channel 4 (e) Channel 5 (f) Channel 7
(g) Channel 9 (h) Channel 10 (i) Channel 11
(j) Channel 14 (k) Channel 16
Fig. 4.9 Weak localisation data for every conducting channel of multiplexer CVD-MUX-A.
In each sub-figure the plot on the left is of non-averaged data and the plot on the right is of
averaged data. Black dashed lines are fits of Eqn. 1.16 to the data.
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(a) Lφ extracted from both averaged and not-
averaged weak localisation data, plotted as a
function of channel number.
(b) Histograms and approximated probability
density functions of the values of Lφ obtained
from fitting the averaged and not-averaged
weak localisation signals.
Fig. 4.10 The variation of the obtained values of Lφ across the difference conducting channels.









(a) Box plots of Lφ , grouped by carrier type
and measurement method; (AV) denotes data






















(b) Box plots of showing the distribution of
Lφ values obtained from fitting the weak lo-
calisation signal and from the autocorrelation
function of δG(B).
Fig. 4.11 Box plots comparing the distribution of Lφ values: (a) compares the variation be-
tween different carrier types and between data obtained through averaging and not-averaging;
(b) compares the variation of values obtained from fitting the weak localisation signal to
those obtained from the autocorrelation of δG(B).
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P-type (Av) N-type (Av) Neutral (Av) P-type N-type Neutral
Mean 248 259 263 408 372 327
Std 54 100 72 234 215 145
Min 135 93 163 131 119 66
Q1 210 215 203 238 239 214
Q2 247 252 256 326 334 345
Q3 282 280 318 483 445 460
Max 329 489 375 858 896 502
Table 4.3 The numerical statistics, to the closest integer, describing the distribution of Lφ for
each group shown in Fig. 4.11a. Mean, Std, Min, Q1, Q2, Q3 and Max denote the mean,
standard deviation, minimum, first quartile, second quartile (median), third quartile, and
maximum values in each group of measurements, respectively.
Sum of Squares DoF F-statistic p-value
Type 1.2 e+04 2 0.3 0.8
Method 2.1 e+05 1 8.9 4 e-03
Type:Method 2.6 e+04 2 0.5 0.6
Residual 1.4 e+06 60 NA NA
Table 4.4 Results of the ANOVA test. The table shows the sum of squares, the number of
degrees of freedom (DoF), the F-statistic and the associated p-value for each independent
variable, Type and Method and their interaction, denoted Type:Method.
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Carrier type ∆µ (nm) sp (nm) Cohen’s d
Electron 160.2 170.1 0.9
Hole 113.4 168.4 0.7
Neutral 63.9 115.1 0.6
Table 4.5 The difference between the mean value of Lφ when the averaging method is used
and when it is not used, for each carrier type.
Residuals row shows the sum of squares not explained by the model and the number of
degrees of freedom, which is given by the number of categories (6 in this case) multiplied
by n−1, where n = 11 is the number of data points in each group. The p-values show that
null hypothesis 1 and null hypothesis 3 must be accepted: Type has no effect on the mean
value of Lφ and there is no interaction effect between Type and Method that affects the mean
value of Lφ . Since the p-value for Method is smaller than the chosen significance level,
null hypothesis 2 is rejected and it can be said that the measurement method, averaging or
not averaging, has a significant effect on the mean value of Lφ . This is reflected in the box
plot, Fig. 4.11a: the median (and mean) value of the data sets collected using the averaging
method are all lower than those which have not used the averaging method, yet for both
averaged and non-averaged data, the median values are similar across the different carrier
types. The results in Table 4.5 quantify how much using the averaging method affects the
calculated mean value of Lφ . The observed difference between the means is smaller in the
charge neutrality region than in the electron and hole regions; in the charge neutrality region
they differ by approximately half of the pooled standard deviation, compared to 0.94 and
0.67 standard deviations for the electron and hole regions respectively.
From Fig. 4.11a and Table 4.3 it can be seen that the interquartile range of the data
collected using the averaging method is consistently smaller than the interquartile range of
the data collected, not using the averaging method. Furthermore, the standard deviation
of the data collected using averaging is roughly half that of the data collected not using
averaging. The most obvious reason for this is that the data collected without averaging
contains conductance fluctuations, which adds variation to the signal.
However it can be seen in Fig. 4.9 that some of the weak localisation curves constructed by
averaging show deviations from the ideal shape described by Eqn. 1.16. This means that the
averaging procedure has either not fully removed the conductance fluctuation effect, or that
the deviation from the ideal weak localisation signal is caused by some other effect. A change
of ∆Vg = 1V corresponds to an approximate change in the Fermi energy of ∆EF ≈ 84 meV.
As stated earlier, the disorder configuration of a metal can be considered to change when the
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Fermi energy is changed by an amount greater than Ec = h̄π2D/L2 [93], which in the case
of the devices measured in this work is approximately Ec ≈ 0.13µeV . A voltage range of
∆Vg = 1V should be averaging over a large number of disorder configurations and therefore
should be sufficient to eliminate conductance fluctuations from the weak localisation signal.
It is unclear which other factors could cause these features to be present in the averaged data.
Figure 4.10b shows density histograms of the Lφ values along with probability density
functions estimated from those histograms, using a kernel density estimation. The histograms
and the estimated probability density functions are approximately normal distributions
about 260 nm for the averaged measurements and about 350 nm for the not-averaged
measurements. There are some smaller peaks at values greater than the mean and the
estimates of the probability density functions gives non-zero probabilities of obtaining
negative values of Lφ : this is because only 11 data points are used to estimate each probability
density function. Since the distributions already appear to be normal, it is expected that with
more measurements, the histograms and the estimated probability density functions would
converge towards a normal distribution, about the true mean value of Lφ for these samples.
4.3.2 Conductance fluctuations
Figure 4.12 shows the extracted δG(B) signals and Fig. 4.11b shows the distribution of Lφ
values obtained by fitting the weak localisation signal and from the autocorrelation function
of the conductance fluctuations. The results of t-tests for each carrier type comparing the
means value of Lφ obtained from fitting to weak localisation and from the autocorrelation of
δG(B) are shown in Table 4.6, and show there is no statistically significant different between
the two. This is in contrast to the results found in the previous experiment (G(B) measured
at 50 values of Vg), where the mean values of Lφ from fitting to weak localisation and from
the autocorrelation of δG(B) did have a statistically significant difference. This is because
the difference of mean values of Lφ obtained using the autocorrelation function predicts
considerably smaller values of Lφ than weak localisation analysis in this experiment. It is
clear from these results that both methods of determining Lφ are consistent with each other
and predict similar mean values. The main difference is that the variance of the data obtained
from the weak localisation fitting is approximately 100 times larger than the variance of the
data obtained from the autocorrelation function, as seen in Fig 4.11b. This result suggests
that when Var(δG(B))≪ e2/h, as is the case for large samples, the method of determining
Lφ from the autocorrelation function of δG(B) has statistical bias. This means that this
method frequently predicts the same value of Lφ regardless of the details of the fluctuations,
which may occur when the fluctuation amplitude is small.
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(a) Channel 1 (b) Channel 2 (c) Channel 3
(d) Channel 4 (e) Channel 5 (f) Channel 7
(g) Channel 9 (h) Channel 10 (i) Channel 11
(j) Channel 14 (k) Channel 16
Fig. 4.12 The fluctuations δG(B) are shown in Fig. 4.9. Blue, orange and green represent
electron, hole and neutral transport regions, respectively. Traces have been vertically offset
by 2.5 µS for clarity. The data for channels 5, 10, 11 and 14 have been truncated to the region
|B|< 0.15 T to remove Shubnikov-de-Haas oscillations.
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Carrier type t-statistic p-value ∆µ (nm) sp (nm) Cohen’s d
Electron -0.5 0.6 -35.3 165.7 -0.2
Hole -0.0 1.0 -1.1 152.7 -0.0
Neutral 1.1 0.3 46.9 103.1 0.5
Table 4.6 The results of t-tests to 1 d.p. comparing the mean value of Lφ obtained from fitting
to the weak localisation signal and from the autocorrelation of the conductance fluctuations
for each carrier type.
4.4 Temperature dependence of magneto-transport
4.4.1 Weak localisation
Scattering lengths
Figure. 4.13 shows the scattering lengths plotted as a function of T on a semi-logarithmic
axis. The dephasing length Lφ across T = 0.6 K, 1.0 K and 2.0 K is approximately constant,
showing that Lφ has saturated for temperatures T < 2.0 K similar to the result found in [67].
For most data sets, L∗ appears to slightly increase as a function of temperature, although
other weak localisation studies of graphene state that L∗ is independent of temperature. It is
difficult to interpret the behaviour of Li because the uncertainty of the estimate is so large.
The dephasing rate
The temperature dependence of the weak localisation signal was measured for channels
1, 2 and 3. As discussed in Section 1.2.2 the behaviour of τ−1
φ
(T ) is used to determine
the dephasing mechanism. Here, the data is modelled considering only high-frequency,
quasi-elastic electron-electron interactions, and statistical analysis is employed to quantify













where γ is a constant of order unity [86, 83] (denoted by α elsewhere: γ is used here to avoid
confusion with the significance level of statistical tests, also denoted by α) and τp = lm f p/vF
is the momentum relaxation time. The authors of Ref. [67] found γ to fall between 1 and 2
for all samples, which is similar to the results found here, although γ at the Dirac point is
considerably smaller.
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Channel 1 Channel 2 Channel 3
γ R2 p-value γ R2 p-value γ R2 p-value
P-type 1.3 1.0 4.3 e-07 0.8 0.0 0.7 1.9 0.9 5.0 e-05
N-type 1.2 1.0 3.0 e-08 1.1 0.8 2.8 e-05 1.6 0.9 7.6 e-06
Neutral 4.6 e-04 0.9 1.5 e-05 6.2 e-04 0.8 7.0 e-05 2.0 e-04 1.0 3.0 e-10
Table 4.7 The results of fitting the data in Fig. 4.14 to Eqn. 4.7 given to 1 d.p. The value γ is
the fitting parameter and R2 and the p-values are stated to evaluate the goodness-of-fit, as
explained in the main text.
The values of τ−1
φ
and the corresponding linear fits are displayed in Fig. 4.14, and the
fitting results displayed in Table 4.7. It can be seen in Fig. 4.14 that there is a strong linear
relationship between τ−1
φ
and T for all but channel 2 in the hole regime. The R2 value ranges
from 0.79 to 0.99 for all but one data set, with p-values many orders of magnitude below
0.05, so it can be claimed with confidence that Eqn. 4.7 that the data does not display linear
behaviour by chance and that high-frequency, quasi-elastic electron-electron interactions are
responsible for dephasing. In the hole regime of channel 2, there is no statistically significant
linear relationship between τ−1
φ
and T . This is illustrated by the fact that a horizontal
line could be drawn within the 95% confidence level, and is reflected by the low value of
R2 and high p-value. As a result, it cannot be claimed that high-frequency, quasi-elastic
electron-electron interactions are the primary dephasing mechanism of holes in channel 2.
4.4.2 Conductance fluctuations
The traces of δG(B) at each value of T are shown in Fig. 4.15. It is obvious that the
amplitude of the fluctuations decrease as the temperature is raised to T = 25.0 K, where
they have almost completely vanished. The value of RMS(δG(B)) falls by an approximate
factor of 10 between T = 0.6 K and T = 25.0 K, from approximately 0.5 µS to 0.05 µS for
all channels and carrier types. The predicted values of Bc, Lφ and τ−1φ appear approximately
constant for temperatures above T = 1 K as shown in Fig 4.16. In particular, τ−1
φ
does
not show the linear T dependence as observed in Fig. 4.14. It is possible that this occurs
because Var(δG(B))≪ e2/h at T = 0.6 K and almost vanishes at 25 K, so the autocorrelation
function considers the signals approximately the same, as discussed earlier.




































































(c) Charge neutrality region.
Fig. 4.13 The scattering lengths extracted from fitting weak localisation signal, as a function
of temperature. Temperature is plotted on a logarithmic axis. Some values of Li and L∗ have
been discarded due to very large uncertainty in their estimates.
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Fig. 4.14 The change in dephasing rate τ−1
φ
as a function of temperature T , plotted for
channel 1, 2 and 3 for device CVD-MUX-A. The blue, orange and green points represent
data taken in the p-type, n-type and neutral transport regimes, respectively. The solid lines are
linear fits to the data and the shaded regions are the corresponding 95% confidence intervals.
4.5 Conclusions
The results from three magneto-transport experiments, analysing the behaviour of weak
localisation signals and conductance fluctuations have been presented. An explanation of the
chosen experimental parameters is provided and a model of the B dependent series resistance
is explained before discussion of the results.
It was found from the first experiment that there is a weak but statistically significant
dependence of Lφ and Li on Vg, which may be a manifestation of the difference between
electron and hole mobility values. Furthermore, there is evidence of a non-linear dependence
of L∗ on Vg, however no consensus on the mechanism behind this behaviour is made. These
dependencies were reflected in the corresponding scattering rates, which have values in
agreement with those reported elsewhere.
In all channels, Lφ was calculated from analysis of weak localisation signals and from the
autocorrelation function of the conductance fluctuations. Furthermore, two data collection
methods were also compared, one where G(B) is averaged over a 1 V voltage window, and
one where it is not. It was found that the data collection method caused a statistically
significant difference between the predicted mean value of Lφ , an effect which has not
been commented upon elsewhere. Furthermore, it was found that using the autocorrelation





Fig. 4.15 Measurements of δG(B) as a function of T for p-type, n-type and neutral regions
in channels 1, 2, 3. The data at T = 9 K for channel 3 in the n-type region was not taken.
Traces vertically offset by 1.0 µS for clarity.
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Fig. 4.16 The results of the analysis of δG(B) as a function of T for channels 1, 2 and 3.
The figure shows the RMS(G), the phase-coherence length Lφ , the critical field Bc and the
decoherence rate τ−1
φ
as a function of temperature for each carrier type.
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Finally, the behaviour τ−1
φ
(T ) was analysed using regression analysis, where very strong
evidence of dephasing due to high-frequency, quasi-elastic electron-electron interactions was
found. This behaviour was not reproduced by analysing the T dependence of δG(B), again




Measurements of Multiplexed Graphene
Field-Effect Transistors
5.1 Introduction
This chapter presents the results and analysis of magneto-transport experiments of device
CVD-MUX-A in magnetic fields up to B = 10T and completes the characterisation of
multiplexed CVD-grown graphene. For all conducting channels, Vg was swept across the
charge neutrality region at 50 different values of the magnetic field, ranging between 0 and
10T, incremented in steps of ∆B = 0.2T. Quantisation of energy is observed in channels 2,
3, 4 and 7, and the Landau levels have a separation proportional to
√
B, as expected from
graphene. From the Landau level spacing, the Fermi velocity vF and the cyclotron mass m∗ of
charge carriers are calculated and agree well with values reported in existing literature, which
provides evidence that these channels are in the quantum Hall regime. A further interesting
observation is an insulating transition of the N = 0 Landau level in channel 2, and Section
5.2.2 is dedicated to further exploration of this insulating state. The remaining channels show
fan-like features, however, these are distorted and are not analysed, for reasons discussed
briefly in the conclusion.
As shown in Chapter 2, the 2DEG in the multiplexer attains a resistance of the order
of 200 kΩ at B = 10T which can make the Landau levels difficult to observe in these two-
terminal graphene devices. The highest Landau levels observed are the N =±2 levels and
are identified as peaks in the R(Vg) curve, since some states are localised in the quantum Hall
regime of disordered conductors and thus R will increase as the Fermi level moves through
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a Landau level. Nonetheless, it is still possible to estimate values of vF and m∗ since these
quantities do not depend on R and therefore are independent of the series resistance. Since
these quantities are independent of R, no attempt is made here to subtract a series resistance
in this section. In Section 5.2.2 the resistance does become relevant to the analysis, and so
the series resistance is estimated and subtracted from the data. The method for estimating the
series resistance is explained in 5.2.2.
5.2 Results and analysis of high-field magneto-transport
measurements
5.2.1 The quantum Hall effect in channels 2, 3, 4 and 7
As mentioned in the introduction, it was possible to identify clear Landau quantisation in
channels 2, 3, 4, and 7. Figures 5.1, 5.2, 5.3 and 5.4 show the results of the magneto-transport
experiments for these channels. For channels 2 and 3 it was possible to identify the 0, ±1
and ±2 Landau levels from Figs. 5.1a and 5.2a, respectively, which show the emergence of
the resistance peaks as B increases from 0 to 10T. In Figs 5.1a and 5.2a the bottom trace
corresponds to B = 0T and the top trace corresponds to B = 10T. The N = 0 Landau level is
robust and its energy stays constant with increasing magnetic field, while the other Landau
levels separate with a gap proportional to
√
B. The black crosses mark the position of the
peaks for each Landau level at 4, 5, 6, 7, 8, 9 and 10T and the black dashed lines are quadratic
fits to the peak positions. For channel 4, the N = −2 Landau level was not observable in
Fig. 5.3a and for channel 7, both the N =±2 levels are not observable in 5.4a. In order for
the Landau levels to be observable, the level broadening must be less than the separation,
Γ < h̄ωc, where Γ is the broadening and ωc is the cyclotron frequency. The exact form of
the level broadening in graphene is debated and is believed to depend on B, the index N and
the specific types of disorder present in the system [191–194]. Since the scattering rates
for electron and holes can be different to each other in a given disorder potential, electrons
and holes can have different mobility values. It is possible then, that the broadening for
hole-populated Landau levels with carrier density n < 0 is different to the broadening of
electron-populated Landau levels with n > 0, and could explain why the N =−2 level is not
observable in channel 4, while the N = 2 level is observable. A strong disorder potential
corresponds to low mobility and also broad Landau levels, therefore Landau level broadening
may explain why only the N = 0,±1 levels are observable in channel 7, since this had the
lowest mobility value (µ = 2010 cm2V−1s−1) of the four channels considered here.
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Ω) N = 0
N = 1 N = 2N = -1N = -2
(a) R plotted a function Vg for different values of
B.
(b) The derivative dR/dV g plotted on a heat
map as a function of Vg and B.




(d) The cyclotron mass of carriers in each
Landau level.
Fig. 5.1 The data and analysis of channel 2. The resistance R as a function of Vg is plotted
for 50 values of B between 0 and 10T and the black, dotted lines are quadratic fits to the
Landau level peak positions; (b) shows dR/dVg plotted as a function of B and Vg with black
dotted lines showing the position of the Landau levels. The plot in (c) shows the distance in
energy of each Landau level from the Dirac energy plotted against sgn(N)
√
|N|B and the
grey dotted line is a linear fit, to the data; (d) shows the cyclotron mass m∗ in units of the
electron rest mass me, as a function of the Landau level index N, for different B values. The
horizontal lines drawn through each group of points are the mean value of the m∗ in each
Landau level, and the grey dotted lines are fits showing the square root dependence of m∗ on
N.
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N = 1 N = 2N = -1N = -2
(a) R plotted a function Vg for different values
of B.






























(b) The derivative dR/dV g plotted on a heat
map as a function of Vg and B.




(d) The cyclotron mass of carriers in each
Landau level.
Fig. 5.2 The data and analysis of channel 3. The resistance R as a function of Vg is plotted
for 50 values of B between 0 and 10T and the black, dotted lines are quadratic fits to the
Landau level peak positions; (b) shows dR/dVg plotted as a function of B and Vg with black
dotted lines showing the position of the Landau levels. The plot in (c) shows the distance in
energy of each Landau level from the Dirac energy plotted against sgn(N)
√
|N|B and the
grey dotted line is a linear fit, to the data; (d) shows the cyclotron mass m∗ in units of the
electron rest mass me, as a function of the Landau level index N, for different B values. The
horizontal lines drawn through each group of points are the mean value of the m∗ in each
Landau level, and the grey dotted lines are fits showing the square root dependence of m∗ on
N.
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(a) R plotted a function Vg for different values
of B.



























(b) The derivative dR/dV g plotted on a heat
map as a function of Vg and B.




(d) The cyclotron mass of carriers in each
Landau level.
Fig. 5.3 The data and analysis of channel 4. The resistance R as a function of Vg is plotted
for 50 values of B between 0 and 10T and the black, dotted lines are quadratic fits to the
Landau level peak positions; (b) shows dR/dVg plotted as a function of B and Vg with black
dotted lines showing the position of the Landau levels. The plot in (c) shows the distance in
energy of each Landau level from the Dirac energy plotted against sgn(N)
√
|N|B and the
grey dotted line is a linear fit, to the data; (d) shows the cyclotron mass m∗ in units of the
electron rest mass me, as a function of the Landau level index N, for different B values. The
horizontal lines drawn through each group of points are the mean value of the m∗ in each
Landau level, and the grey dotted lines are fits showing the square root dependence of m∗ on
N
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(a) R plotted a function Vg for different values
of B.






























(b) The derivative dR/dV g plotted on a heat
map as a function of Vg and B.




(d) The cyclotron mass of carriers in each
Landau level.
Fig. 5.4 The data and analysis of channel 7. The resistance R as a function of Vg is plotted
for 50 values of B between 0 and 10T and the black, dotted lines are quadratic fits to the
Landau level peak positions; (b) shows dR/dVg plotted as a function of B and Vg with black
dotted lines showing the position of the Landau levels. The plot in (c) shows the distance
in energy of each Landau level from the Dirac energy plotted against sgn(N)
√
|N|B and
the grey dotted line is a linear fit, to the data; (d) shows the cyclotron mass m∗ in units of
the electron rest mass me, as a function of the Landau level index N, for different B values.
No fits are shown for the dependence of m∗ on N since there there are only the N = 0 and
N = 1/−1 Landau levels to fit too.
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The heat maps shown in Figs. 5.1b, 5.2b, 5.3b and 5.4b show dR/dVg plotted as a
function of B and Vg for channels 2, 3, 4 and 7. The crosses that denote the Landau level peak
positions in the R(Vg) plots are mapped onto the heat map image and are shown by green
crosses. The black dotted lines show the quadratic fits to the peak positions. The fits are
extrapolated back to B = 0 and follow curves which correspond to dR/dVg = 0. The Landau
levels appear as fans spreading out from |Vg −Vd|= 0 and some finite value of B where the
Landau levels begin to separate. In Fig. 5.1b it is difficult to observe the fans corresponding
to the non-zero Landau levels since the gradient is much larger about the N = 0 level than any
other, since the resistance of this level extends to approximately 2.6MΩ, approximately 14
times more resistive than the other Landau levels, which have a resistance of approximately
0.175kΩ at B = 10T (including series resistance). For channels 3, 4 and 7, other fan features
are visible which are not observable in the R(Vg) curves, which suggests higher Landau
levels have become separated but are difficult to observe because the change in R is small
as the Fermi energy moves through them. These Landau levels have not been included in
the subsequent calculation of vF and m∗ since it is difficult to determine exactly where the
derivative is equal to zero from the heat map alone.
Discussion of the Fermi velocity
By plotting the difference between the energy of each Landau level and the energy of the
Dirac voltage En −E0 against sgn(N)
√
|N|B it is clear from Eqn. 1.27 that the points will,
ideally, collapse onto a straight line with a gradient equal to vF
√
2eh̄. This technique is used
in scanning probe experiments described in Refs. [195–199] to extract Fermi velocities of
the order of vF ≈ 1× 106 ms−1. In these experiments the energy of each Landau level is
measured by sweeping a bias voltage applied V to the probe tip, and measuring the tunnelling
current I between the tip and the surface; peaks in the graph of I(V ) are centred at values
of V for which electrons can tunnel from the tip into an Landau level. The bias voltage is
converted into a potential energy using Ep = eV/εr. This methodology is applied to the
present experiments, where peaks in the graph of R(Vg) are used to identify Landau level
positions and the gate voltage Vg is converted into an energy by the same method as is in
the scanning probe experiments. In the present experiment, the gate electrode plays the role
of the scanning probe tip, the Al2O3 gate dielectric plays the role of the vacuum between
the probe tip and the sample surface, and the graphene channel is analogous to the sample
surface. The presence of a magnetic field does not influence the potential difference between
the scanning probe tip and the sample surface, or in this case the gate electrode and the
channel. This is because the magnetic field B can only influence the electrical potential of
carriers in the channel if it time-dependent during the measurement due to Faraday’s law,
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B(t) ·dA), where E is the electromotive force (EMF) induced by B(t) and Σ
is the surface area of the channel. Since the data displayed in Figs. 5a,b,c,d, is taken with
a time-independent magnetic field applied in the direction perpendicular to the graphene
channel, B(t) = B (Vg is swept at constant values of B), the EMF induced in the channel
by B is exactly zero and the relationship Ep = eV/εr holds true. The factor of 1/ε in the
expression for Ep arises because the electric field will polarise the material between the gate
electrode and the channel. The scanning probe experiments cited above are performed in
vacuum so ε = 1, however in the present experiment the dielectric constant of Al2O3 is taken
to be εr = 9 taken from [159].
Since only a maximum of two electron populated and two hole populated Landau levels
were measured in the present experiments, a single linear fit was made too all of the data,
implying that the Fermi velocity of electrons and holes are equal. This assumption is not
strictly true, Ref. [197] showed that charged impurities and ripples in the graphene can
cause an asymmetry between the Fermi velocity of electrons and holes with a magnitude
of up to 0.3×106 ms−1. The Fermi velocity for channels 2, 3, 4, and 7 are vF = 1.5×106,
1.3× 106, 1.7× 106, and 1.6× 106 ms−1, respectively. The uncertainties from the linear
fits are of the order of 101 ms−1. These values are slightly higher than the values reported
in the scanning probe experiments, however it is known from theory and angle resolved
photoemission spectroscopy (ARPES) experiments that many-body interactions renormalise
and increase the value of vF [200–203].
The authors of Ref. [203] control the electron-electron interaction strength by controlling
the dielectric environment (substrate material) of their graphene samples, thereby changing
the degree of screening between carriers. They define the dielectric constant to be ε =
(εvacuum + εr)/2 and find that for graphene on metallic substrates (where ε = ∞) vF ≈
0.85×106 ms−1, consistent with scanning probe measurements of vF of graphene on metallic
foils. For graphene on quartz, where ε = 1.8, vF ≈ 2.8×106 ms−1 similar to the value of vF ≈
3×106 ms−1 measured in suspended graphene samples in magneto-transport experiments
in Ref. [204]. For a hBN substrate with ε = 4.7, which is comparable to the effective
dielectric constant for Al2O3 using the above formula, (ε = (1+ 9)/2 = 5) they measure
vF ≈ 1.5×106 ms−1. This is very similar to the values of vF measured here in the multiplexed
graphene channels which suggests that the values of vF observed here are explained by a
renormalisation of the Fermi velocity due to many-body electron interactions. This is
consistent with with the result of the temperature-dependent weak localisation measurements
of channels 1, 2 and 3 from Chapter 4, which showed that the dominant dephasing mechanism
was due to electron-electron interactions for all three channels. The observed variation in
vF values the multiplexed devices may be due to variations in charged impurity densities










2 0.004 0.013 0.012 0.017 0.017
3 0.004 0.016 0.013 0.020 0.19
4 0.008 0.013 0.012 0.014 -
7 0.011 0.013 0.014 - -
Table 5.1 The mean value of m∗ in each observable Landau level, denoted m̄∗N , for channels
2, 3, 4 and 7. Subscripts denote the Landau level index and values are given in units of me.
between channels or slightly different effective gate dielectrics between channels, which
may arise if the ALD process of the Al2O3 dielectric across the multiplexer device was
not perfectly uniform. In SI units, the interaction parameter is given by α = e2/4π h̄εv0,
where v0 is the bare Fermi velocity, that is, the Fermi velocity with no many-body effects.
Using v0 = 0.85×106 ms−1 as in Ref. [203], the interaction parameter for the multiplexed
graphene devices is α ≈ 0.51. It is worth noting that other sources take different values of
v0, such as in Ref. [205] which will lead to slightly different values of α .
Discussion of the cyclotron mass
The cyclotron mass m∗ is obtained from the Fermi velocity through the relation EF = m∗v2F
shown in Ref. [28]. By equating EF = EN the equation for the cyclotron mass in the N’th
Landau level is m∗N = sgn(N)
√
2eh̄|N|B/vF +E0/v2F and it can be seen that m∗ scales as the
square root of the Landau level index N and B. Note that this equation is not stating that mass
is quantised, since m∗ depends continuously on B. Figures 5.1d, 5.2d, 5.3d and 5.4d show
m∗ as a function of B in each observable Landau level for channels 2, 3, 4 and 7, respectively.
For channels 2 and 3, where four non-zero Landau levels were observable, it can be seen
that m∗ is indeed increasing as
√
|N| and is highlighted by the grey dashed curves, which
are obtained by taking the mean value of m∗ in the N = 0,1,2 Landau levels and fitting
the function m∗ = A
√
N where A is an arbitrary fitting parameter. The same procedure can
be performed to obtain a fit to the N = 0,−1,−2 Landau levels. The fitting procedure has
not been done for channel 7, since only two data points are available for fitting, N = 0 and
N =±1, which could each be fit with straight lines. These figures show that in all cases m∗ is
lowest in the N = 0 Landau level and in each Landau level, m∗ increases with B as expected.
Table 5.1 shows the mean value of m̄∗N in each Landau level N, in channels 2, 3, 4, 7. In
the N = 0 Landau level, m̄∗0 = 0.004me in channels 2 and 3, and this increases to 0.008me in
channel 4 and 0.010me in channel 7 indicating that m∗ increases when mobility decreases.
This makes intuitive sense, since in pristine graphene, where EF = 0, m̄∗0 = 0; as more
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Fig. 5.5 Box plots representing the distribution of m∗ as a function of B in each observable,
non-zero Landau level.
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impurities / disorder is introduced into the system, the mobility in general decreases and EF
becomes non-zero due to doping, leading to non-zero values of m∗0. The box plots in Figs.
5.1d, 5.2d, 5.5c and 5.5d show the distribution of m∗ for different B in each non-zero Landau
level. It is clear that the distributions are not exactly equal for hole populated and electron
populated landau levels with equal values of |N|. This is because the Landau level peak
positions are located at slightly asymmetric distances from the energy of the Dirac point E0,
for hole and electron populated energy levels.
Early cyclotron resonance studies performed by Deacon et al. [206] observed an asym-
metry between effective mass of electrons and holes in graphene, similar to what has been
found here. Taking the average value of the effective mass, they report m∗ = 0.009me, which
is comparable to the values found here for the N =±1 for channels 2 and 3, and comparable
to m∗ in all observed Landau levels for channels 4 and 7. Another common technique for
extracting m∗ is by studying the temperature dependence of the frequency of Shubnikov
de-Haas oscillations in 1/B [33, 123, 207, 189, 74]. One benefit of this technique is that it is
easy to measure m∗ as a function of carrier density. Close the Dirac voltage, in the N = 0
Landau level, Ref. [123] reports m∗ = 0.005me, while Fig. 5 of Ref. [207] indicates a similar
value of m∗ near the charge neutrality point. These values are in close agreement with the
values of m∗ in the zero Landau level reported here, confirming that the present results are
consistent with what has been reported elsewhere. Away from the Dirac point, Ref. [207]
reported values of m∗ vary from between approximately 0.02 to 0.07me depending on the
carrier density used. The values of m∗ reported here in the non-zero Landau levels are at the
low-end of what has been found elsewhere.
Properties of the cyclotron orbits
Unlike conventional, non-relativistic 2D systems, the cyclotron frequency ωc in graphene is












h̄/eB in SI units is the magnetic length. This implies the cyclotron radius
rc = v/ωc is simply rc = lB/
√
2 which is independent of the carrier density. The quantity l2B/2
is the minimum area that a cyclotron orbit can occupy, limited by the uncertainty principle.
This statement can be demonstrated by calculating the commutator [x̂, ŷ] = il2B of the position
operators x̂, ŷ representing the centre of a cyclotron orbit. This implies that in graphene, rc
always takes the smallest value possible, which is a result of the relativistic spectrum and the
vanishing mass of charge carriers.
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(a) The cyclotron frequency ωc plotted as a
function of B for channels 2, 3, 4 and 7.
(b) The magnetic length lB plotted as a func-
tion of B.
Fig. 5.6 The values of ωc according to Eqn. 5.1 and lB which describe the cyclotron motion
of charge carriers in graphene.
Figure 5.6 shows ωc scaling as
√
B for all channels and lB scaling as 1/
√
B as defined.
The values of ωc in Fig. 5.6a are of the order of 0.1× 1015 rad s−1: using f = ω/2π
charge carriers complete approximately 1013 orbits per second, corresponding to a period of
T ≈ 0.1 ps. For all channels ωc approximately doubles between 4 and 10 T.
The magnetic length lB is by definition independent of the system and reduces from
lB ≈ 13 nm at B=4 T to lB ≈ 8 nm at B=10 T. Assuming circular orbits with area A = πl2B/2
the density of non-overlapping cyclotron orbits is approximately 3.9× 103 µm−2 at 4 T,
increasing to 9.8×103 µm−2 at 10 T.
5.2.2 Insulating transition of channel 2
Channel 2 is interesting because the N = 0 Landau level appears to be approaching an
insulating state at low temperature and at high magnetic fields, as shown in Figs 5.7a and
5.7b. As discussed in the introduction, in large magnetic fields the low-energy states of
graphene can be in one of a variety of phases characterised by the filling factor ν . Here
arguments are made that the insulating behaviour is a result of a phase transition from a
metallic quantum Hall phase into a quantum Hall insulator phase. As the system transitions
between the metallic and insulating phases, reproducible features emerge at |ν |< 1 and the
origin of these features are discussed.
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Estimating the contact resistance
Since the insulating regime is identified by a diverging value of R, a contact resistance Rc is
estimated and subtracted from the data. Equation 3.1 failed to fit the data at high B so the
contact resistance is estimated by noting that Eqn. 3.1 predicts a mean value of Rc that is 0.9
times the observed minimum resistance of a device.
To elaborate, when Vg → ∞ the resistance saturates at some value due to the contact
resistance, (as opposed to tending to zero) denoted Rmin. The model described by Eqn. 3.1
predicts a value of the contact resistance Rmodelc , which is always less than the experimental
Rmin. For each of the 11 conducting channels, at B = 0T, a factor F = Rmodelc /Rmin is
calculated. This factor has a mean value of 0.9 with a standard deviation of 0.0098. This
factor 0.9 can be used to estimate a contact resistance from the R(Vg) curve when Vg is far
from the charge neutrality region. Since the factor 0.9 is a mean value, its error is given by
the standard deviation over the square root of the number of measurements, that is σ/
√
n. In
this case the error in the factor F = 0.9 is approximately 2.8%. In the following the contact
resistance is estimated to be Rc = 0.9Rmin and the error is 2.8% of the obtained value.



















(a) R(V g,B) as plotted as a function of Vg for
different values of B at T = 0.28K.



















(b) A zoomed image of (a) showing detail of
the high resistance region.
Fig. 5.7 Plots of R(Vg,B) plotted as a function of Vg at 50 values of B between 0 and 10T at
T = 0.28K.
Testing for Coulomb blockade
Since the graphene in channel 2 forms a constriction of width W ≈ 440 nm, see Fig. 5.8,
it is possible that the insulating behaviour could be due to the Coulomb blockade or a
1-dimensional quantisation effect.
At B = 10T, lB ≈ 8 nm< W , so it would not be expected that transverse confinement
would cause an energy gap to appear, however SEM imaging alone is not sufficient to
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(a) An SEM image of channel 2 with the most
narrow region highlighted.
(b) A magnification of the region inside the
box drawn in (a).
Fig. 5.8 An SEM image of channel 2. The region inside the box indicated by the black,
dashed line is magnified in (b), showing the that the width of the graphene channel at the
source contact is 440 nm.
definitively disprove size effects causing an insulating state. To investigate possible Coulomb
blockade behaviour a direct-current bias voltage source VDC is added into the measurement
circuit and the conductance G is measured as a function of Vg and VDC at varying temperatures
between 0.28K and 25K. Figure 5.9 displays 3D visualisations of R = 1/G as a function
of Vg and VDC after the subtraction of Rc estimated using the method described above.
There is a clear resistance peak centred about Vg = Vd and VDC = 0 with a magnitude of
approximately R = 2.1MΩ at T = 0.28K. As the temperature increases the peak begins
to reduce in magnitude and by T = 8K the peak has almost vanished, and the maximum
resistance is approximately 30kΩ. As the temperature increases beyond 8K the region of
maximum resistance becomes less localised in Vg −VDC space, illustrated by the yellow
region which indicates high resistance expanding with increasing temperature. There is
no indication of diamond-shaped structures characteristic of the Coulomb blockade, which
eliminates the Coulomb blockade as possible cause of the observed insulating behaviour.
Testing for a gapless excitations
Reference [126] reported an insulating transition which was different to the results of groups
reporting a diverging ρxx. Above a certain critical magnetic field Bc, the resistance begins to
diverge as a function of B, however when B < Bc the longitudinal conductivity saturates for
a given value of B as T drops below 2K. This behaviour is explained in Refs. [126, 141] as
a type of Kosterlitz-Thouless transition, where the resistance plays the role of a correlation
length, related to B via:
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(a) T = 0.28K. (b) T = 0.60K. (c) T = 1K.
(d) T = 2K. (e) T = 5K. (f) T = 8K.
(g) T = 11K. (h) T = 14K. (i) T = 18K.
(j) T = 25K.
Fig. 5.9 Surface plots of R as a function of Vg and VDC for 10 temperatures between 0.28K
and 25K. The DC bias VDC is swept continuously between ±10mV while Vg is stepped
across the insulating region, as explained in the main text.
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for a critical magnetic field Bc and constant a, determined from experiment. Notice that Eqn.
5.2 diverges at B = Bc indicating a phase transition, and is undefined for B > Bc. It will be
shown that the present results do not match those of Ref. [126] despite the divergent nature
of R. Figures 5.10a and 5.10b show R plotted as a function of B for different values of T .
A T - and B-dependent contact resistance is estimated by measuring R(T,B), the same as in
Figs. 5.10a and 5.10b but at Vg =−6V, so that the graphene is metallic. This data is then
scaled and subtracted in a manner similar to that described in the introduction to this section.
Although the curves in Figs. 5.10a and 5.10b look similar to the results displayed in
Ref. [126] ( see Figs. 3b and 3c), they does not obey Eqn. 5.2. In earlier experiments with
GaAs/AlxGa1−xAs systems, the phase boundary between metallic and insulating regimes
is marked by a critical magnetic field Bc where R(B;T ) isotherms cross, that is where the
resistance is T -independent [208, 136, 137]. These features can clearly be seen in the present
data, which is most clear in the G(B) curve Fig. 5.10b but is also present in the R(B) curves.
The crossing point is at B = 6.4T. Immediately it is clear that Eqn. 5.2 becomes undefined
at B ≥ 6.4T. Suppose then that the critical magnetic field is B = 10.1T, just so that Eqn.
5.2 remains well-defined for all values of B used in the present experiment. A plot of ln(R)
against (Bc−B)−1/2 should be a straight line with gradient 2a as seen in Fig. 4b of Ref. [126].
This is not the case here as shown in Fig .5.10c which is a plot of ln(R) against (Bc −B)−1/2.
Choosing larger values of Bc does eventually lead to the linear relationship observed in [126],
however a value of Bc > 10T is paradoxical in this case, since the magnetic field used in
the experiment never exceeds 10T, yet R is already observed to be diverging. This could
be interpreted to mean that the true point of divergence has not been reached in the present
experiment, and that Bc is beyond 10 T, but this interpretation contradicts the traditional
method of determining Bc as in the earlier experiments of Refs. [208, 136, 137].
Figure 5.10d shows the resistance R(B;T ) and displayed as a contour plot B−T plane,
where B ranges from 0 to 6T, that is below the critical field. It can be seen that there is no
temperature below which R saturates to a T -independent value, in contrast to Fig. 4a of Ref.
[126].
In summary, the present results could only be explained by Eqn. 5.2 as in Refs. [126]
if the critical magnetic field Bc was larger than those used in the experiment, leading to a
contradiction. Note that in Ref. [126] the critical field is obtained by plotting (dlnR/dH)−2/3
against H (auxiliary magnetic field) and extracting Hc by extrapolating to (dlnR/dH)−2/3 = 0
(see Fig 4c of the reference), however a similar plot could not be reproduced here. For
magnetic fields B < Bc the present data is also different to what is observed in Ref. [126],
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in that the resistance is seen to be T dependent for T < 2K. This is then evidence that the
observed behaviour is different to that observed in Ref. [126] and is not explained by the
corresponding theory of Ref. [141].





















(a) R plotted a function B for different values
of T .

























(b) Plots of R(B) for different values of T .



















(c) log(R) plotted against (Bc−B)−1/2, where
Bc is artificially chosen to be 10.1T.























(d) A contour plot of R(T,B). Colour scale
increment is 5.0kΩ.
Fig. 5.10 Line traces of R and G as a function of B at different values of T are shown in (a)
and (b), respectively; (c) is a plot of log(R) against (Bc −B)−1/2 and (d) shows a contour
plot of R(T,B). Only B values up to 6.3T are shown so that the variation in R is visible, and
not washed-out by the diverging resistance at B = 10T. The gate voltage is held at Vg = 0.3V
for all measurements.
Resistance plateaux at |ν |< 1
A series of reproducible resistance plateaux become visible in the trace of R(Vg) at B = 10T
and T = 0.28K as the carrier density approaches its minimum. Figure 5.11 shows R plotted as
a function of filling factor ν = nh/Be. These plateaux are not visible for T > 0.28K suggest-
ing that they only arise when the system transitions into an insulating state. Plotted as a func-
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tion of ν , plateaux are seen at negative filling factors ν =−0.2,−0.27,−0.38,−0.43,−0.50,
and positive filling factors ν = 0.30,0.38,0.45,0.5,0.58. The features at positive ν appear
more like peaks than plateaux which is a known consequence of two-terminal measurement
of the quantum Hall effect in graphene: the conductance overshoots it’s expected quantised
value and before dropping back towards that quantised value [209]. Some of these correspond
to known fractional filling factors however the corresponding values of R are not equal to
R = h/(e2ν), which may be due to mixing of longitudinal and transverse components of
the resistance [210, 209]. The corresponding values of R and G are stated in Table 5.2. The
difference between fractional filling factors arising from composite fermions becomes smaller
as the factor increases, which can be seen by considering the sequence ν = 1/3, 2/5, 3/7....
The difference between ν = 1/3 and ν = 2/5 is approximately 0.1 however the difference
between ν = 2/5 and ν = 3/7 is approximately 0.03. This makes verifying that the features
are genuine Hall plateaux difficult in two-terminal devices, since higher fractional filling
factors require greater measurement accuracy of R = h/(e2ν) compared to low fractional
filling factors and integer filling factors. Since the resistance values of the plateaux are
not equal to R = h/(e2ν) it is not possible to claim that they are definitely due to the frac-
tional quantum Hall effect, despite their reproducibility. This issue was encountered in Ref.
[211] who observed the fractional quantum Hall effect in two-terminal, suspended GFET
samples. In that report, reproducible plateaux are observed in the conductance at ν = 0.48
and ν = 0.68, but the corresponding values of G do not take their expected, quantised val-
ues, making it difficult to understand their origin. Despite the lack of conclusive evidence
pertaining to the origin of these features in the present work, it could be speculated that
ν =−0.27/0.3, ±0.38, −0.43/0.45 could correspond to the well known fractional sequence
ν = ±1/3, ±2/5, ±3/7 indicating the presence of composite fermions with filling factor
ν = n/(2n+1), since they occur at both positive and negative filling factors. Interestingly,
the plateau ν =−0.5 has a resistance of 2h/e2 and so does take its quantised value. The Hall
plateau at ν = 1/2 has been recently observed in monolayer graphene, along with another
at ν = 1/4 [212], where it is argued that the emergence of the even-denominator fractional
quantum Hall plateaux are evidence of a transition between different ground states described
in Refs. [141, 213]. Alternatively, these plateaux have been observed in GaAs/AlGaAs
systems [214] and have been shown to be of different origin to fractional quantum Hall
states, since there is no corresponding plateau of ρxy and the feature persisted up to T = 10K,
however they are believed to be many-body electron states. With the data available from two
terminal measurements it is not possible to distinguish between the two mechanisms since it
is not possible to check for a plateau at ρxy = 2h/e2.
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(a) R plotted as a function of ν in units of
h/e2.














(b) G plotted as a function of ν in units of
e2/h.
Fig. 5.11 Two repeat traces of R and G plotted as a function of ν showing reproducible












Table 5.2 The values of R and G of the reproducible features occurring at the given values of
ν < 1. The uncertainty is determined from the uncertainty of the subtracted series resistance,
which for R is 0.09h/ee and for G is 0.009e2/h.
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Metal-insulator transition boundary
Regardless of the nature of the emergent plateaux at ν < 1, the system becomes insulating
in the charge neutrality region, and appears metallic as the ν moves away from the charge
neutrality region. This can also be seen in Fig. 5.12b which shows R(Vg) for different values
of T and at B= 10T. As discussed in the introduction, a plateau at σxy = 0 indicates that a gap
has opened in the zero-energy Landau level and at low filling factors the system undergoes a
a phase transition into a quantum Hall insulator state. Since the multiplexed devices have
only two terminals, it is impossible to measure σxy, however T -independent crossing points
of R plotted as Vg have been shown to correspond to the boundary of a quantum Hall phase
transition in Ref. [129]. Similar features can be seen in Refs. [126] although they are are not
commented upon. This is a similar technique to the one mentioned earlier, used to identify
the boundary between insulating and metallic quantum Hall phases in GaAs/AlxGa1−xAs
systems [208, 136, 137].
The data of R(V ;T ) are shown in Fig. 5.12b. Only one crossing point is observed in this
plot however, occurring at V1 = 0.14V which corresponds to filling factors ν1 =−0.33. The
corresponding resistance value are R1 = 26.3±4.8kΩ. It is not clear why only one crossing
point occurs, however this value is similar to those reported in Ref. [129] who measure the
crossing points at Rxx ≈ 32kΩ and 38kΩ, respectively in graphene. Since R ̸= h/(e2ν) at
these filling factors, the resistance is not quantised at the phase transition points. Figures
5.10a and 5.10b show a T -independent crossing of the R(B;T ) curves indicating a critical
magnetic field Bc = 6.4T, beyond which the resistance begins to diverge at low temperature.
This is reflected in Fig. 5.7b which shows large resistances for values magnetic values below
10T .
Estimating the size of the transport gap
It is common to determine the size of the transport gap by modelling G(T ) using the Arrhenius
equation, which takes the form:
G = A · exp(−EA/kBT ), (5.3)
where A is a constant and EA is the activation energy of the process. Figure 5.12a shows ln(G)
plotted against 1/T : when 1/T < 0.5 K−1 (T > 2 K), G(T ) obeys Eqn. 5.3 well, as shown
by the linear fit represented as a grey, dashed line; when 1/T > 0.5 K−1 (T < 2 K) however,
G(T ) deviates from the behaviour predicted by Eqn. 5.3 significantly. There are more than
one possible interpretations of this result. The authors of Ref. [127] claim that deviation
from Eqn. 5.3 is due to variable range hopping, as measured in GaAs / AlxGa1−xAs devices
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(a) Arrhenius plot (ln(G) against 1/T ) used
to determine if the temperature dependence of
G obeys Eqn 5.3.
(b) Plots of R(Vg;T ) at VDC = 0 V and B =
10 T.
Fig. 5.12 Arrhenius plot at VDC = 0 V and B = 10 T is shown in (a), which can be used to
estimate EA under certain assumptions discussed in the text. Shown in (b) is R(Vg;T ) for
many values of T , VDC = 0 V and B = 10 T. The plots are constructed by taking cuts through
the surface plots displayed in Fig. 5.9 at VDC = 0 V.
in Ref [215], becoming the main transport mechanism once T < 1 K. Following the work of
Ref. [127], the gradient of the linear fit is used to extract the value of EA and the energy gap
is defined as ∆E = 2EA, which for the present result is ∆E ≈ 2×3.2 kB ≈ 0.5 meV, where
the temperature 3.2 K is obtained from the linear fit shown in Fig. 5.12a. The deviation
from activated behaviour is much stronger in the present work than in Ref. [127], and
non-monotonic behaviour is observed. This is non-monotonic behaviour was not observed
in the experiments described in Ref. [215] in GaAs / AlxGa1−xAs, which measured variable
range hopping down to T = 10 mK, which suggests that the behaviour in the present work is
not due to variable range hopping.
A second explanation is that there are two thermally activated processes, where the system
transitions from a quantum hall state into some intermediate state which has activation energy
EA and then undergoes a second transition into the final, insulating state, which requires
a further energy of E
′
A < EA. In this case a second linear fit should be drawn on Fig.
5.12a between 1/T = 0.5 K−1 and 1/T = 3.6 K−1 but this would assume that the point
at 1/T ≈ 1.7 K−1 is a random deviation from linear behaviour and is not genuine, non-
monotonic behaviour of ln(G). There is no reason to assume that this data point is a random
variation, especially since the data points for 1/T < 0.5 K−1 all show no deviation from
linear behaviour. Furthermore, it is unclear what the intermediate state would be; the authors
of Ref. [124] show that the spin degeneracy of the N = 0 Landau Level lifts at approximately
11 T, before the sublattice symmetry lifts at 17 T, which could be considered two separate
126
High-Field Magneto-Transport Measurements of Multiplexed Graphene Field-Effect
Transistors
ground states. However, this transition is driven by increasing the magnetic field, not by
decreasing temperature therefore there is not obvious that this type of transition is occurring
in the present system.
The third interpretation of the data displayed in Fig. 5.12a is that G does not display
thermally activated behaviour as reported elsewhere and does not obey Eqn. 5.3. The
non-monotonic T -dependence of G suggests that there are competing processes occurring at
low ν and B = 10T, since for a gapped system dG/dT > 0, so G decreases as T decreases,
whereas in a metallic system dG/dT < 0 and G increases as T decreases. Non-monotonic
relationship between resisitivity ρ and T has been reported in CVD-grown graphene in Ref
[216] and considered theoretically in Ref. [217]. The competing processes are electron-
phonon scattering, temperature dependent electron screening, Fermi surface smearing and
activated transport across potential barriers produced by electron-hole puddles; it is shown
that the interaction of these effects indeed causes a non-monotonic relationship between ρ
and T . However, the experiment in Ref. [216] is not directly comparable to the data shown
here, since the experiment is at B = 0T and does not show diverging R as is found here.
Furthermore, the theory of Ref. [217] and the interpretation of the results in Ref. [216] is
semi-classical, neglecting electron-electron interactions, Klein tunnelling and strong magnetic
fields. These explanations therefore, cannot sufficiently describe the results obtained here,
where the spectrum is quantised due to strong magnetic fields and electron-electron scattering
has been shown to occur. Possible mechanisms which could cause the observed insulating
behaviour are discussed in the following section.
Since it is unclear from the T dependence of G if the transport is thermally activated, it
may be more useful to fit a peak-shaped function to R and use the width of the peak, extracted
as a fitting parameter, to determine the size of the energy gap. Figure 5.13 shows R about
the Dirac point at T = 0.28K and B = 10T along with a Lorenztian curve fit and a Gaussian
curve fit.
From the Lorentzian fit the half -width at half-maximum is extracted as HWHM= 0.076V.
To estimate the energy gap, the change in Vg is first converted into a change in carrier density
using using ∆n =Cox∆Vg/e which is then substituted into ∆EF = h̄vF
√
π∆n. This procedure
yields an energy gap ∆E ≈ 37meV. From the Gaussian fit, the full-width at half-maximum is
FWHM= 0.084 V, corresponding to an energy gap of ∆E ≈ 27meV, slightly smaller than
that predicted by the Lorentzian fit. Values Cox = 87.1 nFcm−2 and v f = 1.1×106 ms−1 are
used in the conversion.
Since the Lorentzian fit is closer to the true peak height than the Gaussian fit, it is likely
that the Lorentzian is a better estimate of the FWHM of the data and gives a more accurate
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Fig. 5.13 A Lorentzian fit and a Gaussian fit to the R(Vg) curve of channel 2 at T = 0.28 K
and B = 10 T.
estimate of the energy gap than the Gaussian. Nonetheless, the Lorentzian fit is not perfect
and it is likely that the true energy gap falls somewhere in between these values.
Candidate mechanisms causing an insulating transition
The most simple effect which could cause a transport gap is the Zeeman effect, which lifts
the real spin degeneracy in an external magnetic field. The Zeeman energy is given by:
∆E = gµBB, (5.4)
which is approximately 1.2meV at B = 10T and taking g = 2. Therefore the Zeeman effect
alone is unlikely to cause the observed behaviour.
It is possible that spontaneous symmetry breaking of the ground state, driven by electron-
electron interactions, could lift the ground state degeneracy and open a gap. Reference [218]
provides a review of spontaneous symmetry breaking mechanisms in graphene. The first
proposal is a transition into a quantum Hall ferromagnetic state which is characterised by
Hall plateaux arising at all integer ν , including odd integers such as ν ±3 as discussed in
Refs [39, 139]. This is in contrast to the usual sequence ν = ±2,±6±10... consisting of
even integers. Reference [139] showed that a paramagnetic state can show Hall plateaux at
ν = 0,±1,±4 when the Zeeman interaction is accounted for, but cannot show plateaux at
ν = ±3,±5. This means that the appearance of plateaux at ±3 and ±5 filling factors are
true indicators of the quantum Hall ferromagnetic phase. These features are not observed
in the so there is no evidence that the quantum Hall ferromagnetic phase occurs in this
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experiment. As discussed in the introduction, other microscopic configurations which lift
the 4-fold degeneracy of the zero Landau level have been predicted to occur, but the specific
phase that the system takes depends upon the energy anisotropy in sub-lattice-valley space,
which is not probed in the present experiments. Therefore it is not possible to determine
microscopic description of the insulating phase.
Elsewhere, it has been proposed that in the zero-energy Landau level in graphene,
a magnetic field could cause pairs of electrons and holes to form bound states, which
subsequently form an excitonic condensate, producing a gap in the single-particle spectrum
[219, 220]. This process is known as magnetic catalysis and has been used to explain
metal insulator transitions in bulk graphite [221–225] and has been theoretically predicted
to occur in monolayer graphene [226–228, 144]. Note that in Refs. [223–225] the metal-
insulator transition means that dR/dT changes sign, not that there is a divergent resistance.
Nonetheless, the theory presented in Ref. [222] does show that the resistance can diverge
due to this phase transition. The temperature at which this transition occurs is dependent







where N = 2 is the number of (real) spin states in graphene. According to Eqn. 5.5, at
B=10 T, a temperature below T ≈ 20mK would be required to observe this transition, more
than a factor of 10 smaller than the temperature used, 280mK. As a result it is not possible
to say that this mechanism is responsible for the generation of an energy gap in the lowest
Landau level either.
5.3 Conclusions
In conclusion to this chapter, section 5.2.1 showed that the quantum Hall effect was observable
in channels 2, 3, 4 and 7. The main evidence of this is the emergence of peaks in the R(V,B)
curves as the strength of the external magnetic field is increased. Tracking the position of
these peaks as B is increased showed that the separation between them scales as
√
B which
is characteristic of the relativistic fermions. The remaining 7 conducting channels did not
show this behaviour which is most likely because the disorder was too high. A large amount
of disorder may cause Landau levels to broaden so much that their separation is no longer
detectable, in a sense destroying the quantised behaviour. It was argued in Chapter 3 that the
Fermi level of carriers in graphene directly above the contact metal could become pinned at
a value different to that in the channel, with a difference large enough that two peaks appear
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in the R(Vg) curve. If this is the case, then it follows that carriers above the metallic contacts
occupy different filling factors to carriers in the graphene channel, in turn occupying different
Landau levels. This would also obscure the
√
B separation of Landau levels in graphene.
Consequently, these channels were not analysed in this chapter.
From the Landau level separation the Fermi velocity was estimated and found to be in
good agreement with previous experiments and indicate that electron-electron interactions
play a role in transport, since the values of vF for all channels are larger than the expected
bare value, vF ≈ 0.85×106 ms−1.
From the Fermi velocity the cyclotron mass was calculated according to E = m∗v2F and
plotted as a function of Landau level index. This illustrates that the cyclotron mass varied as
both the square root of B and N as expected for graphene. Again, the values of m∗ were in
good agreement with previous experiments showing that the multiplexing technique can be
used to measure intrinsic material properties of graphene in strong magnetic fields, yielding
results in agreement with existing work.
Unexpected behaviour was observed in channel 2 which highlights another benefit of the
multiplexing approach, that by measuring many samples, ‘rare’ physics may be observed.
It would be expected that by using multiplexing architectures with more than 16 channels,
more such unexpected and interesting results would be observed.
The insulating behaviour of channel 2 was investigated by temperature dependent
magneto-transport measurements, and by including a DC, source-drain bias into the measure-
ment circuit. Measurements of R(VDC;Vg,T ) showed no evidence of Coulomb blockade and
the results that prove a Kosterlitz-Thouless transition as presented in Ref. [126] were not
reproducible with the present data. As the filling factor approached zero, small reproducible
plateaux were observed when T = 0.28 K and B = 10 T. Their possible origin is discussed
but no firm evidence proves that they are fractional quantum Hall states, since these states
require accurate resistance measurements which is difficult to achieve in two-terminal de-
vices because the series resistance cannot be measured directly. A critical magnetic field of
Bc = 6.4 T was identified by finding the crossing point of R(B;T ) isotherms at the charge
neutrality point. Theoretical arguments in Ref. [134] showed that the a gap implies the
emergence of a plateau at σxy = 0 and a transition into a quantum Hall insulator state, which
is the current hypothesis to explain this result. The temperature dependence of the maximum
resistivity at B = 10 T showed non-monotonic behaviour which is not characteristic of ac-
tivated behaviour observed elsewhere. As an alternative method, the magnitude of the gap
was estimated by fitting a Lorentzian function and a Gaussian function to the R(Vg) curve at
T = 0.28 K and B = 10 T. Using this method the magnitude of the gap is estimated to be in
the range 18 meV< ∆E <54 meV. Possible microscopic mechanisms are discussed which
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could be responsible for opening a band gap, however this remains unclear since none of the
proposed theories matched experimental observations.
Chapter 6
Ongoing Work and Conclusions
6.1 Introduction
This chapter includes results from ongoing multiplexing work, for devices which have not
been fully characterised with magneto-transport experiments as device CVD-MUX-A. There
are currently three ongoing directions of research: multiplexing mechanically exfoliated 2D
materials, multiplexing at room temperature and multiplexing of InAs nanowires. These
topics are discussed in the following sections.
6.2 Mechanically exfoliated graphene
Mechanically exfoliated graphene flakes were transferred onto a multiplexer substrate by Shin-
Jr Fung of National Cheng Kung University, Taiwan and Luke Smith of the Semiconductor
Physics group at the University of Cambridge. Contacts were fabricated using electron beam
lithography followed by electron beam evaporation of a 100nm-thick Cr/Au layer. The
contacts were fabricated by Yu-Chiang Hsieh of National Cheng Kung University. Images of
the exfoliated flakes placed on the multiplexer are shown in Fig. 6.1.
Eight graphene flakes were transferred onto the multiplexer and six of those channels
showed conduction. Measurements were performed by Luke Smith of the Semiconductor
Physics Group at the University of Cambridge. A Keithley 2400 source meter was used to
apply a DC bias of −500mV which was required to observe the change in R as a function of
Vg. The measurements were performed in a 4He dewar at T = 4.2K. The channels are all very
resistive between Vg =±20V, with the maximum resistance ranging between approximately
1.3MΩ in channel 7 and 22.5MΩ in channel 11. Most of this resistance is expected to occur
between the graphene flakes and the Cr/Au contacts, although it cannot be ruled out that the
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Fig. 6.1 Images of the mechanically exfoliated graphene flakes on a multiplexer device. The
entire device is shown in (a), where the black rings indicate where the graphene flakes are
placed; scale 250 µm A magnification of the back-gate region is shown in (b) where the
e-beam defined contacts can be seen; 100 µm. The region inside the black circle in (b) is
shown in (c) where single contacted graphene flake can be seen; scale 15 µm.
multiplexer itself was not the primary source of the observed resistance. Despite the fact that
optimisation of the fabrication process is required to reduce the resistance of these devices,
these results show that in principle, mechanically exfoliated materials can be transferred onto
a multiplexer and electrically characterised. This opens the possibility of studying materials
which cannot currently be grown as large-area crystals and transferred through a process
similar to CVD-grown graphene.
6.3 Multiplexing at room temperature
Work has been done towards the fabrication of multiplexing devices which are capable of
operating at both room temperature and cryogenic temperature. By modifying the fabrication
process of the multiplexer it has been shown that it is possible to pinch-off the 2DEG at room
temperature. Traditionally, GaAs / AlxGa1−xAs high electron mobility transistors (HEMTs)
do not operate at room temperature, because charge carriers are not confined to the quantum
well at the GaAs / AlxGa1−xAs interface due to thermal excitation. This allows charge to
leak from the heterostructure to surface gates and so the device does not pinch-off when a
negative voltage is applied to the gate, and it does not behave as a transistor. This problem
was overcome by depositing a 15nm film of Al2O3 over the regions where originally Au
addressing gates would make contact with the GaAs surface. Figure 6.3 shows diagrams of
the cross section taken perpendicular to two adjacent channels. For example, they represent
the cross section taken through the red, dashed line labelled ‘CS’ in Fig. 6.3c. In the diagrams,
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Fig. 6.2 R-V characteristics of mechanically exfoliated graphene flakes transferred onto a
multiplexer device. Four traces are shown for each channel: two up sweeps and two down
sweeps. Data taken at T = 4.2K.
the conducting 2DEG is represented by the red horizontal line at the doped AlGaAs / GaAs
interface. In reality, there is also a 40 nm spacer layer of undoped AlGaAs below the doped-
AlGaAs layer, and there is a 10 nm-thick capping layer of GaAs on top of the doped-AlGaAs
layer, which is also 40 nm thick. The undoped AlGaAs layer and GaAs capping layer have
been omitted from the diagram for simplicity. Channel A is covered by 15nm of Al2O3 which
stops charge leaking from the 2DEG to the Ti/Au gate on the surface at room temperature.
At approximately V =−1.5V and at room temperature, the 2DEG in A is depleted and stops
conducting but B remains conducting, since this is covered by a total of 110nm of Al2O3. A
10nm-thick layer was also tested instead of 15nm, however the channel did not pinch-off
at room temperature for these devices and 10nm was deemed to be too thin to prevent the
leakage of charge from the 2DEG to the surface gate.
Figure 6.4 shows the pinch-off and addressing curves for a multiplexer device designed
to operate at room temperature. These measurements were performed by Luke Smith of the
Semiconductor Physics Group at the University of Cambridge. Figures 6.4a and 6.4b show
the multiplexer pinch-off at room temperature and 4.2K, respectively, as negative voltages
are applied to gates B1 and D1. At room temperature the pinch-off voltage is shifted to
approximately V = −1.5V, from −0.3V at 4.2 K. Changing Vg at room temperature did
not result in a change of G, however it did modulate G as normal at 4.2 K. This may be
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(a) Cross sectional view of two conducting
mesa channels, labelled A and B. When the
voltage on the surface gate is set to V = 0V
both channels conduct.
(b) When V = −1.5V on the surface gate
at room temperature, charge carriers are de-
pleted from the quantum well A, while B re-
mains conducting
(c) Microscope image of a multiplexer device with a red,
dashed line labelled CS to indicate the position of the cross
sections illustrated in (a) and (b).
Fig. 6.3 Front, cross-sectional diagrams of the room temperature multiplexer, showing
two conducting channels labelled A and B. In this design, two, separate Al2O3 layers are
deposited, the first 95nm, the second 15nm. (a) shows both channels conducting, illustrated
by the red horizontal lines at the interface of the doped AlGaAs/GaAs interface; (b) shows
a negative voltage applied to the Ti/Au surface gate, which stops A conducting, while B
remains conducting.
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because the back gate is in contact with the GaAs substrate and charge is able to leak from
the substrate to the back gate, thereby removing the potential difference between the back
gate and graphene channel. Work is ongoing to modify the design so that the back gate is
fully encapsulated in Al2O3 and electrically isolated from the substrate. By multiplexing at
room temperature it is possible the check if gates are functioning as expected before cooling
the device to cryogenic temperature, as well as enabling the investigation of temperature
dependent phenomena between room temperature and cryogenic temperature.














(a) Complete pinch-off at room temperature.














(b) Complete pinch-off at T = 4.2K.















(c) Addressing channel 9 at room temperature.















(d) Addressing channel 9 at T = 4.2K.
Fig. 6.4 Comparison of a multiplexer device operating at room temperature and 4.2 K. Sub-
figures (a) and (b) show negative voltages applied to gates B1 and D1 at room temperature
and 4.2 K, respectively and the conductance drops to zero in both cases; (c) and (d) show
channel 9 being addressed at room temperature and 4.2 K, respectively.
6.4 Indium arsenide nanowires
InAs nanowires grown by Hannah Joyce of the Department of Engineering at the University
of Cambridge were transferred onto a multiplexer device by Dimitars Jevtics and Joshua
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Robertson of Dr. Antonio Hurtado’s research group at the University of Strathclyde. A
transfer printing technique was used to position nanowires onto the multiplexer, the details
of which can be found in Refs. [229, 230]. Figure 6.5 shows the stages of transferring and
contacting InAs nanowires onto the multiplexer device. Electrical contact is made to the
InAs nanowires by first etching the native oxide from the nanowire surface with an (NH4)2S
solution for 10 minutes at 40◦C, followed by sputter deposition of Ni metal. The native oxide
etch and Ni deposition was done by Jack Alexander-Webber of the Department of Engineering
at the University of Cambridge. Nanowires were originally transferred onto two, different
multiplexer devices, one with 16 nanowires with zinc-blende crystal structure, the other with
16 nanowires with wurtzite crystal structure. The multiplexer device containing zinc-blende
type nanowires had malfunctioning addressing gates and the electrical characterisation data
is not shown here. SEM images were taken of this device and it was found that channels
1-8 were short-circuited due to an unsuccessful lift-off process, while channels 9-16 showed
successful lift-off. There was no indication from the SEM images of why the addressing gates
did not function as expected. The SEM image in Fig. 6.5 shows a contacted nanowire with
zinc-blende crystal structure. The multiplexer containing wurtzite nanowires did function
as expected, however channels 1-8 were also short-circuited. Figure 6.6 shows the transfer
characteristics of Channels 9, 10, 11, 12, 13, 14 and 16. During the second cool-down, the
nanowires became detached from the multiplexer before magneto-transport measurements
could be performed, which was confirmed by SEM imaging. From the SEM images, the
mean length of channels 9-12 is measured to be 606nm with a standard deviation of 17nm;
the mean length of channels 13-16 is 401nm with a standard deviation of 9nm. The radius of
the wurtzite nanowires could not be measured from the SEM images since they had detached
from the substrate, however they are known to have a mean diameter of 65nm from previous
size measurements performed by Hannah Joyce.
Channels 9-16 (excluding channel 15) display n-type field-effect transistor behaviour,
where the current increases with increasing positive back-gate voltage. Nanowire field-effect
transistors are commonly characterised by their mobility µ , the carrier concentration in the
saturation region n, the subthreshold swing (SS), the on/off ratio, the contact resistance
Rc and the value of the threshold voltage Vt , which can all be calculated from the transfer
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Fig. 6.5 Images of the nanowire transfer and contacting process. Nanowires are transfer
printed onto the back-gate, which is the region inside the red box shown in (a). A magnified
image of a single nanowire placed on the back gate is shown in (b). Ni contacts are then
sputtered onto the nanowire, as shown in (c). An SEM image of a contacted InAs nanowire
on the multiplexer is shown in (d). Scale bar represents 250 µm, 50 µm, 50 µm and 1 µm in
(a), (b), (c) and (d), respectively.
where gm = ∂ Isd/∂Vg is the transconductance of the device, Isd = GVsd is the source-drain
current, Vsd = 10 µV is the rms source-drain voltage, L is the channel length and the gate










In equation 6.2, ε is the dielectric constant, tox = 50nm is the oxide thickness (not 95nm as
for graphene devices) and r is the radius of the nanowire. The capacitance of channels 9-12,
using the channel dimensions stated above is 0.19fF, and for channels 13-16 the capacitance
is 0.13fF.







where the value of Isd is taken to be a constant in the saturation region. The subthreshold swing
is defined as SS = (∂ (log10 Isd)/∂Vg)
−1 measured in units of mV/decade and evaluates the
gate voltage change required to change the source-drain current by a factor of 10. Similarly,
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Fig. 6.6 Transfer characteristics of multiplexed InAs nanowires. Repeat traces are shown for
all channels. Measurements performed at T = 4.2K.
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(a) Plot of Isd −Vg, the blue curve represents
the data and the orange section highlights the
linear operating region of the device. The
black dashed line is a linear fit used to calcu-
late gm.


















(b) Plot of log10 Isd −Vg, the blue curve rep-
resents the data and the orange section high-
lights the linear operating region of the device.
The black dashed line is a linear fit used to
calculate SS.
Fig. 6.7 Plots of Isd −Vg and log10 Isd −Vg showing the linear regions of the device and the
linear fits used to calculate the gm in the case of sub-figure (a) and SS in sub-figure (b).
the on/off ratio is measured in decades and describes how many orders of magnitude the
source-drain current changes by. When the current is zero the logarithm of the current
diverges and so the value of log10 Isd(V =Vt) is read off from the plot of log10 Isd-V. Figure
6.7 shows an example of fitting to the linear region of the Isd-V curve and log10 Isd-V curve.
The values in Table 6.1 are in good agreement with different studies which use similar
nanowires [231, 232]. These results show that the multiplexer is not limited to 2D materials
but also quasi-1D materials. Currently, the nanowire transfer is a manual process meaning that
placing large numbers of nanowires onto a large multiplexer array would be time consuming
and would somewhat undermine the reduction in measurement time gained from using a
multiplexing approach. However, advances in automated transfer systems, similar to those
developed for 2D crystals [233] would solve this drawback.
Currently, 16 new nanowires have been transferred onto another multiplexer device, and
the contacts on all 16 channels appear to have successfully lifted-off. A second Al2O3 layer
has been deposited on top of the nanowires in order to encapsulate them, with the intention
of preventing the nanowires from detaching from the surface as a result of thermal cycling.
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Channel µ n SS on/off Rc Vt,up Vt,down ∆V
(cm2V−1s−1) (1017cm−3) (mV/dec) (dec) (kΩ) (V) (V) (V)
9 930 13.1 231.04 3.26 5.77 -7.01 -7.24 0.23
10 709 11.2 119.00 3.07 8.49 -6.71 -7.10 0.39
11 1,085 12.1 386.58 3.29 5.62 -7.61 -7.82 0.21
12 672 12.2 330.42 3.09 8.18 -6.71 -7.78 1.07
13 350 8.3 34.96 3.00 10.17 -7.78 -8.48 0.70
14 663 6.46 114.61 3.16 6.97 -7.50 -8.63 1.13
16 223 6.52 1,444.06 2.70 20.12 -6.42 -7.16 0.74
Mean 662 10.0 380.1 3.08 9.33 -7.11 -7.74 0.64
Std 228 2.8 485.54 0.20 5.02 0.53 0.62 0.38
Table 6.1 The calculated values of mobility, carrier density, subthreshold swing, on/off ratio,
contact resistance and threshold voltage in the up/down sweep directions and the hysteresis.
6.5 Thesis conclusions
An end-to-end account of the development and assessment of multiplexing technology,
capable of electrically characterising nanomaterials at cryogenic temperature has been
presented. The primary result is that CVD-grown graphene, mechanically exfoliated graphene
and InAs nanowires can be incorporated as field effect transistors into an GaAs / AlxGa1−xAs
on-chip multiplexing circuit. Specifically, CVD-grown graphene has been incorporated into
an on-chip multiplexing device and has been characterised in cryogenic transport experiments,
in magnetic fields up to 10 T, as well as by SEM imaging and Raman spectroscopy. In the
absence of a magnetic field, the Dirac voltage, Vd , mobility µ , contact resistance Rc and
intrinsic carrier density n0 were estimated using established models of R(Vg). These values
were similar over two separate cool-downs, demonstrating that the results obtained from
multiplexed GFETs are reproducible. The values of Vd , µ and n0 obtained from modelling
were contestant with the values reported elsewhere in the literature, which demonstrates
that the data obtained from using the multiplexing technique can be interpreted in terms of
existing results. This is an important proof-of-principle and one of the primary objectives of
this work. Care must be taken when accounting for the series resistance however, since the
2DEG in the multiplexer makes the series resistance dependent upon B. So far this has been
accounted for by modelling the contact resistance, since there is no way to directly measure
the contact resistance in this design. The inability to directly measure the contact resistance
is inherent to two-terminal transistors, therefore it is difficult to use this multiplexer design to
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probe phenomena which require an estimation of the contact resistance to a high degree of
accuracy, for example measuring fractional quantum Hall states, as discussed in Chapter 5.
In Chapter 4 the scattering processes were investigated by analysing the weak localisation
signal and the conductance fluctuations in all conducting channels. The value of the Lφ
and τ−1
φ
were in agreement with values reported in other experiments which implies that
the multiplexing technique does not cause the intrinsic properties of the CVD-graphene to
change by a significant amount. Since the mobility of the multiplexer 2DEG is approximately
8×105 cm2V−1s−1 (determined from separate Hall bar measurements, not reported here),
the dephasing length in the 2DEG is expected to far exceed the dephasing length in graphene,
that is Lφ ,2DEG ≫ Lφ ,Gr. This makes Lφ ,Gr the dominant length scale over which dephasing
occurs, so dephasing of carriers in the 2DEG is not expected to affect the measured values of
Lφ .
The measured value of Lφ was found to be significantly affected by the method employed
to measure the weak localisation signal. When an averaging procedure is used, the mean
value of Lφ was approximately 260 nm, when an averaging procedure was not used the
mean value of Lφ was approximately 350 nm. Using a multiplexing approach to collect data
from multiple devices made it possible to compare the two methods using statistical tests,
where the difference between methods was confirmed. This result highlights a benefit of the
multiplexing approach, and similar statistical tests are expected to become more beneficial
when using larger multiplexer arrays.
The amplitude of the conductance fluctuations in all experiments were small, of the order
of 0.01 µS, much less than the universal value of e2/h, although universality is debated in
graphene. It was found that using the autocorrelation of the fluctuations to calculate Lφ
predicted very similar values for all conducting channels which may be an indication of
statistical bias. It is speculated that this occurs because the amplitude of the fluctuations are
too weak. The primary reason for such small fluctuations are that the device dimensions
are much larger than Lφ ; stronger fluctuations signals would could be observed by reducing
the dimensions of the graphene channel, which would be achieved using electron beam
lithography.
In the final section of Chapter 4 it was shown that the primary dephasing mechanism in
channels 1, 2, and 3 was high-frequency, quasi-elastic electron-electron interactions.
In strong magnetic fields, the quantum Hall effect was observed in 4 of the 11 conducting
channels, that is 36%. From the Landau level spacing, the Fermi velocity of carriers was
calculated, with values larger than the bare value in the absence of electron-electron interac-
tions. This was evidence of Fermi velocity renormalisation due to many-body interactions
which was consistent with the finding in Chapter 4, that electron-electron interactions were
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the primary cause of phase decoherence. From the Fermi velocities, the cyclotron mass
was calculated and shown to scale as the square root of the Landau level index. This is
conclusive proof of the relativistic properties of the graphene channels and demonstrates that
fundamental material properties can be measured within the multiplexing circuit.
Channel 2 showed a transition into an insulating state in strong magnetic fields and low
temperature. Temperature independent crossing points of R(VG) curves are indirect evidence
of a plateau forming at ν = 0 which subsequently implies a transition into a quantum Hall
insulator state. The microscopic mechanism behind this transition could not be determined,
however it could be expected that a many-body interaction is responsible for lifting the 4-fold
degeneracy of the zero Landau level and opening an energy gap. It is reasonable to expect
many-body effects are relevant because they have been shown to cause particle dephasing
and Fermi velocity renormalisation. This unexpected observation highlights the benefit of the
multiplexing approach, that unexpected physics may be observed; with larger multiplexing
arrays it is expected that more such observations would be made.
Together, these experiments demonstrate that on-chip multiplexing can be used as a
useful tool for increasing the throughput of magneto-transport experiments of CVD-grown
graphene. One of the largest challenges to multiplexing CVD-graphene was optimising
the transfer process. Many devices did not conduct due to cracking and breakage of the
graphene channels. As mentioned in Chapter 2, briefly immersing the device in IPA solvent
after transferring the PMMA-graphene film onto multiplexer helped reduce the formation of
bubbles and reduce breakage in the channels. Further investigation into the transfer process
is required so that this process can be optimised, then the process can be up-scaled onto a
128-output multiplexer device. A systematic investigation into the wetting properties of the
back gate may help to optimise the wet transfer process.
As discussed earlier in this chapter, work is ongoing to extend the capabilities of this
multiplexing technology. Perhaps most the most promising direction is the incorporation of
InAs nanowires into the on-chip multiplexing circuit, since 9 nanowires were successfully
characterised upon the first attempt, and shown to have properties comparable to those
reported elsewhere. A new device has been shown to have no short-circuited channels and
it is believed that encapsulation will prevent the nanowires detaching from the substrate
between cool-downs. Once this has achieved the process will be reliable and the device
can be up-scaled. Additionally, the device fabrication process can easily be changed so that
the back gate is electrically isolated from the substrate, which is believed will permit room
temperature device operation.
In all, substantial progress towards achieving scalable, on-chip multiplexing technology,
capable of electrically characterising nanomaterials at cryogenic temperature and in strong
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magnetic fields has been made. The experiments contained in this thesis demonstrate
the reproducibility of data obtained by this method, by repeat experiments and through
comparison to existing literature. Furthermore, it has been shown that statistical tests can
be used in conjunction with the data gathered using a multiplexing technique to gain a
deeper insight into experimental results. For these reasons, on-chip multiplexing presents
itself as a valuable technique which can be used to accelerate the development of emerging
nanomaterial, quantum electronic devices.
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Appendix A
Spatial heat maps and histograms of
Raman spectroscopy peak properties
This appendix shows the intensities I2D, IG and I2D/IG plotted as heat maps for all conducting
channels of device CVD-MUX-A. The distribution of the intensities for each channel are
also displayed as histograms.























(a) Heat maps showing the spatial variation of I2D, IG and I2D/IG.















(b) Histograms of I2D, IG and I2D/IG.









































(b) Histograms of I2D, IG and I2D/IG.
Fig. A.2 Channel 2: Raman spectroscopy peak intensity data.










































(b) Histograms of I2D, IG and I2D/IG.
























(a) Heat maps showing the spatial variation of I2D, IG and I2D/IG.















(b) Histograms of I2D, IG and I2D/IG.
Fig. A.4 Channel 4: Raman spectroscopy peak intensity data.






































(b) Histograms of I2D, IG and I2D/IG.











































(b) Histograms of I2D, IG and I2D/IG.
Fig. A.6 Channel 7: Raman spectroscopy peak intensity data.






































(b) Histograms of I2D, IG and I2D/IG.
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(b) Histograms of I2D, IG and I2D/IG.
Fig. A.8 Channel 10: Raman spectroscopy peak intensity data.










































(b) Histograms of I2D, IG and I2D/IG.
























(a) Heat maps showing the spatial variation of I2D, IG and I2D/IG.


















(b) Histograms of I2D, IG and I2D/IG.
Fig. A.10 Channel 14: Raman spectroscopy peak intensity data.























(a) Heat maps showing the spatial variation of I2D, IG and I2D/IG.

















(b) Histograms of I2D, IG and I2D/IG.
Fig. A.11 Channel 16: Raman spectroscopy peak intensity data.
Appendix B
Statistical tests, explained
This appendix provides a brief explanation of the statistical tests used to analyse the sig-
nificance of the experimental results presented later in this chapter. Linear regression is
used to describe the relationship between a numerical, measured (response) variable and a
numerical independent variable; analysis of variance (ANOVA) tests are used to describe the
relationship between a numerical response variable and independent, categorical variables.
Linear regression and testing significance
Univariate linear regression attempts to fit the function
Y = β0 +β1x+ ε, (B.1)
to the observed data, where (β0,β1) are the model parameters, x is the independent
variable/ regressor, Y is the predicted value of the model and ε is the error in the model. The
fit can be described by the statistic R2, which quantifies how much of the total variation in
the data is accounted for by Eqn. B.1. Given a set of n data points {yi}, with mean value ȳ
and a function f which makes a set of predictions for each data point, { fi}, R2 is defined as:









The term SStotal is the sum of squares about the mean value of the data ȳ and is propor-
tional to the total variance of the data. SSmodel is the the sum of squared errors between the
data predictions of the model, thus it is the unexplained variance. The ratio SSmodel/SStotal is
then the fraction of the total variance that is not explained by the model, so 1−SSmodel/SStotal
is the fraction of variance that is explained by the model. A high value of R2 then implies
that the model accounts for a large amount of the variability in the data.
176 Statistical tests, explained
Hypothesis testing is required to determine if the observed trend in data is significant, that
is that a non-zero value of R2 is not observed by chance. For linear models, the appropriate
test is an F-test.
The F-test compares the sum of squared errors between nested models. A nested model
is a special case of a more general model; in the case of of univariate linear regression, the
models which the F-test considers are:
Y = β0 +β1x+ ε (B.3)
Y = β0 + ε. (B.4)
Equation B.4, called the restricted model, it is said to be nested within the full model,
Eqn. B.3 since it is a special case when β1 = 0. The F-test will determine if adding the extra
variable x and parameter β1 helps to predict the value of y, and so it can be used to decide if
the relationship between x and y is significant. The F-test statistic is given by:
F =
(SSrestricted −SS f ull)/(d2 −d1)
SS f ull/(n−d2)
. (B.5)
The term SSrestricted −SS f ull is proportional to the variance that is explained by including
the extra variable x in the model, and SS f ull is proportional to the variance not explained by
including x, that is the variance not explained by the full model. Therefore the F-statistic
is the ratio of variance explained by x to the variance not explained by x. Note that this is
slightly different to the interpretation of R2, which is the ratio of the variance explained by a
model to the total variance of the data. The parameters d1, d2 are the number of degrees of
freedom of the restricted and full models, respectively; in the case of the models described
by Eqns. B.3 and B.4, d1 = 1 and d2 = 2. They are included to convert the sums of squares
into variances. The null hypothesis, H0 and the alternative hypothesis, H1 of the F-test are:
• H0: β1 = 0
• H1: β1 ̸= 0
If the variance explained by x is large, and the variance not explained by x is small, then
the F-statistic will be large. Observing a large F-statistic is evidence that the null hypothesis
is false, since if it was true, SSrestricted and SS f ull would be approximately equal.
The F-statistic is itself a random variable and follows a distribution, called the F-
distribution, denoted Fν1,ν2 , who’s shape depends on two parameters, ν1 = d2 − d1 and
ν2 = n−d2. The p-value is the probability of obtaining the observed value of the F-statistic,
177
denoted Fc, or a value equally or less probable, given that the null hypothesis is in fact true.
Mathematically, this is expressed as:





Large values of F have a small probability of occurring given that the null hypothesis is
true; if this probability is less than the significance level of the experiment (the probability
the null hypothesis is rejected given that it is in fact true) then the null hypothesis is rejected
and the relationship between x and y is said to be significant. The p-value will be used in
order to determine if there is a statistically significant trend between measured quantities and
experimental parameters.
Linear regression can also be extended to fit models which are non-linear in the indepen-
dent variable x but linear in the model parameters {βi} and the same analysis applies: linear
regression can be used to fit a quadratic model to data, for example.
ANOVA tests
The ANOVA test determines if the mean values of three of more groups of measurements,
defined by one or more categorical, independent variables, are significantly different from
each other. For the case when there are two categorical variables, the appropriate test is called
a 2-way ANOVA. Given a numerical, response variable y and two categorical variables x
and z, which can take n and m values, respectively, the total number of groups will be n×m.
The 2-way ANOVA will test if there is a significant difference between mean values of the n
groups corresponding to x; if there is a significant difference between mean values of the m
groups corresponding to z; and if there is a significant difference between mean values of the
n×m groups corresponding to both x and z. The 2-way ANOVA tests 3 null hypotheses:
• H0: x has no effect on the mean value of y.
• H0: z has no effect on the mean value of y.
• H0: There is no interaction between x and z that has an effect on the mean value of y.
Significance is tested in a similar way to regression, in that for each null hypothesis, a
p-value is calculated from the F-distribution and the F-statistic. In the case of ANOVA, the
F-statistic is the ratio of variance between groups of measurements to the variance within
each group of measurements. The variance between groups is sometimes referred to as the
explained variance, and the the variance within groups is refereed to as unexplained variance.
This can be written as:









j=1(yi j − ȳi)2/(n− k)
, (B.7)
where k is the number of groups, ni is the number of data points in group i, ȳi is the mean
of the ith group, ȳ is the overall mean of the data, yi j is the jth element of group i, and n is
the total number of data points. Again the F-statistic follows the F-distribution under the
null hypothesis, with degrees of freedom, ν1 = k−1, ν2 = n− k. F will be large when the
variance between groups is large relative to the variance within each group, which is unlikely
to occur if the null hypothesis is true. The p-value is then calculated from Eqn. B.6. The
ANOVA test is useful because it tests multiple hypothesis at the same time however it does
not say which mean values are significantly different, and further tests must be performed.
The only further tests which is used in this work will be t-tests (sometimes called Student’s
t-test), which compare the mean value of only two groups of measurements, that is a single,
binary categorical variable.
Student’s t-test
The idea behind a t-test is similar to an F-test, however the t-statistic has a slightly dif-
ferent definition to the the F-statistic and it follows the t-distribution as opposed to the
F-distribution, however the t-test still computes a p-value and compares it to a chosen







where ȳ1 and ȳ2 are the mean values of groups 1 and 2, and sp is the pooled standard
deviation of the two groups and the factor
√
2/n converts the standard deviation into the
standard error of the difference between the two group means. The t-distribution has only
one parameter, ν1 = n−1. The exact form of sp changes depending on if the group sizes are
equal and if they have equal variance; in the data analysed here, groups have the same size









where s21 and s
2
2 are the variances of groups 1 and 2, respectively.
ANOVA and t-tests do not provide the actual magnitude of the difference between means,
they only say if the difference is statistically significant. The absolute difference between
the means is one metric which can be used to evaluate the difference. Another is a quantity
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called Cohen’s d, which expresses the difference between the means as a proportion of the
pooled standard deviation of two groups:
d =
ȳ1 − ȳ2
sp
= t
√
2/n (B.10)

