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Abstract. In this paper we use perturbation theory to study the spectral properties and energy decay o f t w o dimensional acoustic ow (cf. Beale [1] , Morse & Ingard [10] ): tt c 2 = 0 in (0; 1), m tt + d t + k= t and x = t on 0 (0; 1), @ @ = 0 on 1 (0; 1) with initial data (0) = 0 ; t (0) = 1 in and (0) = 0 ; t (0) = 1 on 0 where = (0; 1) (0; 1), 0 = f(1; y ); 0 < y < 1 g , 1 = @ n 0 and is the external normal direction on the boundary. Locations of eigenvalues of the innitesimal generator of semigroup associated with the above system are estimated. A certain \Fourier" expansion are obtained.
That the energy decays to zero and like t 1 (even like t ) if initial data satisfy certain smoothness are proved.
Introduction.
In this paper we study the energy decay and the related spectral properties of the following two dimensional acoustic ow model: Let = ( 0 ; 1) (0; 1) be lled with uid which is at rest except for acoustic wave motion. Let bethe velocity potential so that O is the particle velocity. Assume that the sides y = 0 ; 1 and x = 0 are rigid and impenetrable to that kind of uid so that @ @ = 0 where is a unit exterior normal vector. Assume that the side x = 1 is not rigid but subject to small oscillations (like a container of the rectangular shape sealed on one side by a resilient material). As in Beale [1] 's model we assume that each point on the side x = 1 reacts to the excess pressure t (where is the density of the uid) of the acoustic wave like a resistive harmonic oscillator; and that we also assume that the dierent parts of the side x = 1 do not inuence each 1991 Mathematics Subject Classication. 35B40, 35C20, 35L20, 35P20, 49N35.
Typeset by A M S-T E X other and hence the tangential oscillations (deformations) can beignored. Let (y;t) b e the normal displacement of the side x = 1 . Let c denote the speed of sound in the medium. We also assume that the side x = 1 is impenetrable, i.e. x = t on x = 1 . Then the motion of such system is governed by the following partial dierential equations: This model is similar to three dimensional model used as an example in Morse & Ingard [10] for waves assumed to beat a denite frequency (cf. pg.263 and also Beale [1] ). The energy associated with the system (1. for appropriate smooth solutions, and , of the system (1.1). Thus we see that the energy of the system (1.1) decays if d > 0. In this paper we shall study how the energy of the system (1.1) decays. Micu & Zuazua [8] [9] respectively have shown that the energy of the system (1.1) decays to zero when d t + kin the second equation of the system (1.1) is replaced by t yy or yyt yy .
However it is very dicult even if one trys to show that the energy of the system (1.1) decays to zero by !-limit theory (cf. Hale [3] ) because the innitesimal generator of the semigroup associated with the system (1.1) in a Hilbert space no longer has compact resolvent. We here study the spectral properties of the innitesimal generator of the semigroup associated with the system (1.1) by perturbation theory and then we use these results to attack the energy decay o f the system (1.1) and to obtain rational decay rates (i.e. like t ) of the energy of (1.1) (rather than that the energy just decays to zero) when the initial data has certain smoothness. Such idea was applied successfully by Littman & Markus [6] [7] to the energy decay rate of the equations for either Euler-Bernoulli beam or string attached to a movable mass at one end of the beam or string.
Usually the system (1.1) can be solved by semigroup theory in a Hilbert space. Let H c () denote the quotient space of complex H 1 () modulo constants. (3) g (3) + mf (4) g (4) ]dy (1.4) wheref = (f (1) ; f (2) ; f (3) ; f (4) );g = (g (1) ; g (2) ; g (3) ; g (4) ) 2 H. It is easy to see, by the Poincar e inequality, that (1.4) is well dened. The associated norm on the Hilbert space H is denoted by k k H .F or the sake of convenience we write column vector as row v ector throughout this paper. We n o w dene an operator
where D(A) = f ( f (1) ; f (2) ; f (3) ; f (4) 
The outline of this paper is as follows: In x2 w e estimate the location of all of eigenvalues of the operator A. In x3 w e shall prove that for suciently small d, any function in H has a certain \Fourier" expansion based on a collection of eigenfunctions of A and a projection on a subspace which is the closure of the span of another collection of generalized eigenfunctions of A. This result improves a two-dimensional version of Beale [1] 's three dimensional result, according to which the span of all generalized eigenfunctions of the innitesimal generator A is dense in the corresponding Hilbert space. Finally in x4 we shall show that the energy of the system (1.1) decays at rational rates if the initial data of the system (1.1) satisfy certain smoothness conditions.
Estimates of Location of Eigenvalues.
It is easy to see that A 1 is a bounded operator from H to H. With (1) ; (2) ; (3) ; (4) ) 2 H be an eigenfunction of A corresponding to the eigenvalue . Then we have that~ = ( (1) ; (2) ; (3) ; (4) (2) = (1) in We use perturbation theory to study the solutions of equations (2.5). We rst investigate the solutions of equations (2. 2 . We know that the above mapping is an isomorphism from U , the sector 2 (0; 3 4 ) with the vertex at (0; 0) in the complex plane cut along the imaginary axis from 0 to cni, onto U , a n o p e n set of the upper complex plane above the curve (Re()) 2 (I m ( )) 2 = 1 for Re() 0. Moreover we have ( j;n ) = j;n i. Let j be a circle in the complex plane with the center at j;n i and radius r which i s v ery small and will be determined later in the proof. We assume that j 2 + n 2 is very large so that j lies in U . We denote by j;n the closed curve 1 ( j ) in U . Let = j;n i + re i beapoint on j and 2 j;n such that () = . Let
It is well-known that the following identities hold for any complex numbers z 1 and z 2 .
sinh(z 1 + z 2 ) = sinh(z 1 ) cosh(z 2 ) + cosh(z 1 ) sinh(z 2 ); cosh(z 1 + z 2 ) = cosh(z 1 ) cosh(z 2 ) + sinh(z 1 ) sinh(z 2 ): (2.13) Substituting = j;n i + re i 2 j into (2.12) and using (2. have 0 < C 1 j j;n sinh j;n j C 2 uniformly when 2 j;n + ( n) 2 is suciently large. Therefore from the denition (1.4) we h a v e, when 2 j;n +(n) 2 is suciently large, k~ j;n k 2 H = O(j j;n j 2 ) Cj j;n j 2 k (4) j;n k 2 L 2 (0;1) : (2.22) From theorem 1 and lemma 1 we know that j j;n j 2 j 2 + n 2 for suciently large j 2 + n 2 . Thus (2.20) follows from (1.7) and (2.22).
Q.E.D.
We have shown how a subsequence j;n of all eigenvalues of A approaches the imaginary axis when jI m ( j;n )j goes to innity. We h a v e also proved that the optimal rate at which Re( j;n ) approaches to the imaginary axis is [j 2 + n 2 ] 1 .
We shall show that j;n are the only subsequences of the eigenvalues whose imaginary part goes to 1 in the spectrum (A) o f A for small positive d (we actually believe this is true for any d). Proof. Without loss of generality, we may take 6 = 0. Assume that = 2 . Consider the equation ( A ) u ) = f for anyf = ( f (1) ; f (2) ; f (3) ; f (4) ) 2 H . Let u = ( u (1) ; u (2) ; u (3) ; u (4) ) we know that there is a sequence of eigenfunctions, u j = (u (1) j ; u (2) j ; u (3) j ; u (4) j ) corresponding to the eigenvalue j of A such that kũ j k H = 1 for all j and kũ j 1 ũ j 2 k H 1 2 if j 1 6 = j 2 : (2.27) But we know that u (1) j , passing to subsequence if necessary, weakly converges toû (1) in H 1 () because the set fu (1) j g is bounded in H 1 (). Thus u (1) j converges toû (1) In this section we shall use perturbation theory (cf. Kato [5] ) and a part of Beale [1] 's results (In fact, similar results) to show that provided the parameter d is small, any element of the Hilbert space H can bedecomposed as the sum of a) an innite linear combination of set f~ j;n ;~ j;n g j 2 +n 2 ? for some ? > 0; and b) the projection on the closure in H of the span of all generalized eigenfunctions of the corresponding eigenvalues of A, bounded in absolute value by ? (if necessary, ? can be changed). We even believe that this is true for any positive constant d but can not prove it. This result is much stronger than the statement that the span of all generalized eigenfunctions of A is dense in the Hilbert space H. We shall use this result to study the energy decay rates of problem (1.1).
In the following discussion, all closed simple curves are positively oriented.
Let be a closed simple curve in the resolvent set of A such that it encloses the set . We dene a projection operator P as follows: Proof. The argument is similar to the proofs of several lemmas and theorems in Beale [1] . To be self contained, we here just give a draft of the proof but readers can refer Beale [1] for details.
Without loss of generality, w e assume that consists of two dierent n umbers 1 and 2 (this is true for k > 0 and small data d). Choosing two points on the curve , w e connect those two points by a curve in the resolvent set of A in such w a y that we decompose the closed simple curve into two closed simple curves l ; l = 1; 2 such that l encloses l respectively. Let P l ; l = 1; 2 be dened as (3.1) on l ; l = 1 ; 2 respectively. Then once again the P l ; l = 1 ; 2 commute with A and P = P 1 + P 2 . It follows from the proof of lemma 4.3 of Beale [1] that for l = 1; 2, ( l A P l ) 2 is a Hilbert-Schmidt operator (see Dunford & Schwartz [2] , Sec. XI.6 for the denition and also see Kato [5] ) on P l H and l A P l is also a compact operator on P l H respectively. Since the following problem 8 < : ( 1 2 ) zero). The same result holds for 2 . With these results, we claim that lemma 3 holds via the proof of theorem 4.4 of Beale [1] .
Q.E.D. [ j j;n j;n j j j;n j 2 j j;n j 2 k~ j;n k 2 H + 1 j j;n j 2 k~ j;n ~^ j;n k 2 [ j (1) j;n j 2 + j (2) j;n j 2 ] C 2 k~ k 2 H : Since~^ j;n and~^ j 1 ;n 1 for j;n = j 1 ;n 1 but n 6 = n 1 are orthogonal, by proposition 1 i t is easy to check that all of the~^ j;n and~^ j;n for j j;n j ? are orthogonal. Thus from proposition 1 and lemma 2 we know that for any~ 2 H , there are two unique sequences f (1) j;n ; (2) j;n g j j;n j ? such that = P 0 ?~ + X j j;n j ?
[ (1) j;n~^ j;n k~^ j;n k H + (2) j;n~^ j;n k~^ j;n k H ]: (3.14)
Moreover we have k~ k 2 H = kP 0 ?~ k 2 H + X j j;n j ?
[j (1) j;n j 2 + j (2) j;n j 2 ]:
We dene a linear operator T in H by [j (1) j;n j 2 + j (2) j;n j 2 ]g fkP 0 ? P ? k 2 + 2 X ĵ j ;n j ? k~ j;n k~ j;n k H ~^ j;n k~^ j;n k H k 2 H g:
Thus by 3.17 we h a v e that T is a bounded operator and kT Ik < 1. Therefore T 1 exists and is bounded. So for any~ 2 H, we take' = P 0 ? (T 1~ ). As in the proof of lemma 4 one can change the indexing for the above series from j j;n j ? to j 2 + n 2 ? ( ? needs to be changed). Thus we know that theorem 4 holds and (3.8) follows from (3.14) and that T ;T 1 are bounded. Q.E.D.
Energy Decay Rates.
We rst prove a lemma about how the energy of system (1.1) decays rationally. This idea can befound in Littman & Markus [6] but there all of the eigenvalues and eigenfunctions were indexed by one parameter. Here we have Lemma 5. Assume thatũ 0 = P j 2 +n 2 ?
[ (1) j;n~ j;n k~ j;n k H + (2) j;n~ j;n k~ j;n k H ] with j (1) j;n j, j (2) j;n j C ( j 2 + n 2 ) where > 1 2 . Letũ(t) 2 H b e the solution of (1.6) with respect to the initial dataũ 0 . Then kũ(t)k H C t 2 [j (1) j;n j 2 + j (2) j;n j 2 ]e 2Re( j;n )t C X j 2 +n 2 ? 1 (j 2 + n 2 ) 2 e 2C 0 t=(j How do we convert the smoothness of~ 2 H to that the coecients (1) j;n , (2) j;n in the \Fourier" expansion of~ satisfy the assumptions of lemma 5? We have Lemma 6. Assume that~ = ( (1) ; (2) ; (3) ; (4) (1) j;n ; (2) j;n ; (3) j;n ; (4) j;n ) (4.5) where (h) j;n ; h = 1 ; 2 ; 3 ; 4 are given by (2.21). By lemma 3 we have that~ ? for j 2 + n 2 ? is orthogonal to P ? H. Since cos(ny) and cos(n 1 y)for n 6 = n 1 are orthogonal even though j;n = j 1 ;n 1 , from (3.7) we have (1) j;n = h~ ;~ ? j;n i H =h~ j;n k~ j;n k H ;~ ? j;n i H : j;n dyj C j j;n j k (1) Similarly one can get the same estimates of (4.11) for (2) j;n . Thus lemma 6 holds.
Q.E.D. 2) is a direct result of (4.13), lemma 6 and lemma 5 for = 1 .Q.E.D.
Generally even if the initial data of the system (1.1) has more smoothness than in 2) of theorem 5, one could not get higher decay rates than t 1 for the energy of the system (1.1) due to the boundary integrals in (4.9) and (4.10). However we have the following corollary. for t 1 (4.17) Proof. By the same argument as (4.9) and (4.10) we have j (1) j;n j + j (2) j;n j C j j;n j 2 (4.18) in the expansion ofũ(0) as in (3.7). Thus corollary 1 holds by the same argument as in the proof of 2) of theorem 5.
Finally with the techniques of interpolation spaces (cf. Bergh & L ofstr on [11] or Lions & Magenes [12] ) and the interpolation theorem (cf. Theorem 3.1 of \Chapter Premier" of Lions & Peetre [13] ), we shall prove that the energy of the system (1.1) decays at certain rational rates even though the initial data 0 and 1 in (1.1) is only slightly smoother than 0 2 H 1 () and 1 whereû is an extension of u from n to by simply settingû = 0 in n n . 
