An anomalous anisotropic diffusion equation is constructed in which the order of the spatial pseudodifferential operator is generalized to be distributed with a directionally dependent distribution. A time fractional version of this equation is also considered. First, it is proved that the equation is positivitypreserving and properly normalized. Second, the existence of a smooth Green's function solution is proved. Finally, an expression for the diffusive flux density for this new fractional order process is calculated. This approach may find utility in modelling diffusion tensor imaging data in the white matter of the human brain where both the apparent diffusion coefficient and the order of the pseudo-differential operator are anisotropic.
Introduction
Notations used in the text are explained in table 1. Diffusion and perfusion are dynamic processes in the human brain that modulate contrast in clinical magnetic resonance imaging (MRI) scans. The dynamics of these processes are difficult to describe precisely in terms of the underlying tissue structure and composition [1] . In the white and grey matter of the human brain, for example, the structures span the range from nanometres to tens of centimetres, whereas the composition consists of an array of proteins, lipids and carbohydrates. These macromolecules distribute within the tissue on multiple length scales: nanometres (subcellular organelles, mitochondria); micrometres (cell processes: axons and dendrites for neurons), tens of micrometres (cells: neurons and glia in the brain) and finally centimetres (neural fibre tracks in the white matter of the brain). In addition, brain tissue composition is self-similar and often exhibits a fractal pattern in one, two or three dimensions. Furthermore, both the structure and the composition can be anisotropic at multiple length scales. The challenge for the physicist, biologist and the clinician is to resolve tissue composition and structure from measurements of X-ray diffraction, optical birefringence, acoustic attenuation or magnetic relaxation. In MRI, radiofrequency signals are inductively coupled to the precession of polarized magnetic moments on the protons of water molecules in tissue, and appropriately tuned and spatially localized echoes are recorded. The attenuation of the recorded signals-owing to relaxation and diffusion-reflects the complexity of the local tissue environment.
The key feature enabling MRI analysis is that the porous structure of biological tissues is permeable to water, which diffuses and flows through vessels, membranes and along the axons [2] . First-order nuclear magnetic resonance (NMR) models assume diffusion and relaxation in a porous material to arise from heterogeneity on many levels. Such compartmental models are usually Gaussian with the free water diffusion coefficient reduced, or hindered, by a tortuosity factor. Unfortunately, the resolution of MRI is submillimetre, at best, so we cannot absolutely resolve all the tissue complexity that is visible in light and electron microscopy. However, conventional microscopy requires stained, fixed cell preparations, so one cannot 'see' such structure deep within living systems.
The advent of anomalous, non-Gaussian, diffusion models introduces new parameters, typically of fractional order, that have both stochastic (via the continuous time random walk model) and deterministic (via the Bloch-Torrey equation) justifications. In both cases, fractional order fits to acquired NMR data can be associated through fractional calculus with the order of the fractional time derivative (e.g. α) and the order of the fractional space derivative (e.g. β). The principal technical difficulty in anomalous diffusion MRI is to distinguish the complexity owing to anisotropy from that owing to subvoxel heterogeneity.
Consequently, in this technical note, we build on the model assumed in [3] , but whereas in that case a constant fractional order β was assumed, we now replaced it by a function B(y) defined on the unit sphere or, more generally, by a continuous distribution over β values in the range ]0, 2]. We investigate the anomalous diffusion equation D α t P = QP [3] , where Q is a pseudo-differential operator generalizing the Laplacian and D First, we prove that the proposed equation preserves positivity and can be expressed as a conservation equation, and therefore it qualifies as a diffusion equation. The fact that the order of the time derivative is one ensures that the solutions do not involve waves propagating away from the source [4] . However, the probability distribution P(t, ·) is no longer operator stable. Next, under the additional assumption that the diffusion operator is symmetric, the existence of a smooth Green's function solution is proved. Finally, in §6, a formula for the diffusive flux density in the new diffusion model is also derived.
The new diffusion model. Formulation of the initial value problem
We shall begin with the initial value problem (IVP) 
where F ∈ L 1 (R d ), F(x) ≥ 0 and the symbolQ(k) of the pseudo-differential operator Q is given by the formulaQ
and μ is a positive measure on S × [0, 2], where S denotes the unit sphere |y| = 1. The Fourier transform of the solution P(t, ·) iŝ
The following particular cases are of interest. If μ = m × ν, where m is a positive measure on S and ν is a positive measure on [0, 2], then
Here, δ a denotes the Dirac measure, supp δ a = {a}, δ a ({a}) = 1. The two exponents B n (y) ∈ [0, 2] control short range and long range tail behaviour. This model can apply to magnetic moment diffusion if there are two kinds of carriers of magnetic moments. If supp ν = {β 0 }, with β 0 ∈]0, 2], then the diffusion equation studied in [4, 5] is recovered. In this case P, upon a normalization, is a stable probability density. The last model was applied to diffusion-weighted MRI in [3, 6] .
A special case supp m = {y n | n = 1, 2, 3}, where the vectors y n are mutually orthogonal, yields, in an adapted coordinate system,Q(
, where β n = B(y n ), a n = m({y n }), n = 1, 2, 3. In this case, an appropriately normalized function P is an operator-stable probability density [7] . This model was applied in diffusion-weighted MRI in [8] .
We shall also consider a more general IVP
and
is the Caputo fractional derivative and
We shall say that equation (2.1) is a diffusion equation if (i) the IVP (2.1)-(2.2) preserves positivity and (ii) there is a pseudo-differential operator that assigns to every solution of this IVP a diffusive flux j such that P t = div j. In the more general case, D α P = QP is a diffusion equation 
Positivity-preserving property
We shall now prove theorem 3.1. The results of §4 extend theorem 3.1 to operators Q with complex-valued symbolsQ ± defined by equation (4.1).
We shall use the theory of positive and negative definite functions in the proof. By the positive definite functions (PDFs) and negative definite functions (NDFs), we shall understand positive definite functions on R d and negative definite functions on R d , d ≥ 1, respectively. Here, the proof that the solution of the new diffusion equation is non-negative will be based on the following corollary of the Bochner theorem (see appendix A):
then the following two statements are equivalent
We shall also need a lemma.
Lemma 3.3. If f is an NDF, f
Proof. We shall use the following identity to prove the lemma
where ν(dw) := w −1−γ dw. The inequalities 1 − exp(−sw) ≤ sw and s ≥ 0 imply that the integral is convergent.
For the proof of equation, (3.1) denotes the function on the right-hand of this equation by g(s). Then
The function exp(−wf (k)) is positive definite for every w ≥ 0 (theorem A.5), hence the integrand
Proof of theorem 3.1. Note that the function x 2 is an NDF. Indeed,
for an arbitrary finite sequence x k ∈ R and c k ∈ C. 
holds for every finite sequence of complex numbers c k and points
The function f (x) := a|x · y| β can be transformed to the function g by any coordinate transformation which transforms y = [y 1 , y 2 , y 3 ] T to the column matrix [1, 0, 0] T . The definition of an NDF is expressed in terms of an equation which is invariant with respect to linear coordinate transformations. Consequently, f is an NDF.
By theorem A.4, the function −Q is an NDF on R d . Hence, by theorem A.5 exp(Q(k)t) is a PDF. By the Bochner theorem, exp(Q(k)t) = e ik·x M t (dx), where M t is a positive measure on R d for every t > 0.
We now note that the functionP(t, k) is the Fourier transform of a function P(t,
The function F is integrable and non-negative, hence its Fourier transformF is a continuous PDF. It follows from theorem A.7 thatP(t, k) = eQ (k)tF (k) is a continuous PDF. By theorem 3.2, P(t, x) ≥ 0 and
We have so far showed that the solution of the IVP (2.1)-(2.2) is given by the formula
, where the role of Green's function is played by a one-parameter family of measures M t . It is expected that Green's function should be a function G(t, x) rather than a measure. If this is the case, then M t (dx)) = G(t, x) dx and G(t, x) ≥ 0.
The solution of the IVP (2.1)-(2.2) assumes the form P(t,
2) with the functions F n replacing F tend to G(t, x) pointwise, which shows that G(t, x) is a solution of the IVP (2.1)-(2.2) with F = δ.
Furthermore,
Green's function G(t, x) exists only if some additional conditions are satisfied by the function Q(k). We shall therefore find necessary and sufficient conditions for exp(Q(k)t) to be the Fourier transform of a positive integrable function for t > 0.
By the Riemann-Lebesgue lemma [9] , the right-hand side of (3.3) tends to 0 as |k| → ∞, hence
This implies the following necessary condition for the existence of Green's function:
In the case of μ = m × ν, this condition implies that supp m cannot be contained in a great circle.
We shall now find a sufficient condition for the existence of Green's function G(t, x). k)t) is the Fourier transform of a function G(t, x) .
The function G(t, x) has continuous partial derivatives of arbitrary orders with respect to (t, x) for t > 0. Proof. We note that
The first integral is finite, becauseQ(k) ≤ 0. But for k := |k| > 1, the inequalityQ(
holds, where g(k) := |k · y| β μ(dy, dβ) andk := k −1 k. The function g, defined on the unit sphere, is continuous, and in view of (3.4), positive. Hence,
Hence, the second integral in (3.5) is convergent and exp(Q(k)t) is integrable. We can therefore define the function
The partial derivatives of G are given by the formula
For |k| ≥ 1, we have the estimates | exp(Q(k)t)| ≤ exp(−C 1 k C t) and |Q(k)| ≤ C 2 k 2 , with C, C 1 , C 2 > 0, hence the integral (3.6) is absolutely convergent for t > 0. Each partial derivative is thus a continuous function of (t, x) for t > 0.
Asymmetric anisotropy
The expression (2.3) is symmetric with respect to the transformation k → −k. Such a model of brain tissue anisotropy is justified for those regions in which fibre tracts do not end or bifurcate inside a voxel. In the more general case, we must allow for a more general functionQ(k): If the measure μ is invariant with respect to the inversion y → −y on S, then
where μ 1 (dβ, dy) := cos(βπ/2)μ(dβ, dy). Note that cos(βπ/2) ≥ 0 for β ∈ [0, 1].
We shall now examine the case of β ∈]1, 2]. Proof. For β = 2, the claim has already been proved. For 1 < β < 2, the formula The results of this section will be collected in the form of a theorem: We have used here the fact that f is an NDF if and only iff is an NDF. Remark 4.4. If 1 < β ≤ 2 and the measure μ is invariant with respect to the inversion y → −y on S on S, then the integrand (±ik · y) β can be replaced by (ik · y) β ≡ cos(βπ/2)|k · y| β , where cos(βπ/2) < 0.
Corollary 4.5. If μ is a positive measure on S × I, then the functions
are negative definite.
Theorems 3.1 and 3.4 can now be readily extended toQ ± . In the proof of theorem 3.4, the inequality Q (k) ≥ −k C g 1 (k) with g 1 (k) := |k · y|μ 1 (dy, dβ) and μ 1 (dy, dβ) := | cos(βπ/2)|μ (dy, dβ) should be used.
Time-fractional diffusion
Let P 1 denote the solution of the IVP (2.1)-(2.2).
Theorem 5.1. If F ≥ 0 and 0 < α ≤ 1, then the solution P α of the initial-value problem (2.5)-(2.6) is non-negative.
Proof. The Fourier-Laplace transformP of the solution P of (2.5)-(2.6) is given by the formulǎ
for p ≥ 0. The last equality is valid, becauseQ(k) ≤ 0 and p α = |p| α cos(α arg(p) ≥ 0. Hence, The integral over the second term vanishes for α ≤ 1 hence
where g α (y) is the inverse Laplace transform of exp(−ζ α ), known as the Lévy stable probability density with index α [10] . Consequently,
Because g α (t/s 1/α ) ∼ const × (t/s 1/α ) −1−α for → ∞/s → 0 [11] , the integrand is bounded at s = 0.
If supp μ ⊂ S × [C, 2], where 0 < C ≤ 2, and equation (3.4) holds, then
where for t > 0
is a function.
Diffusive flux density
In diffusion-weighted MRI, the amplitude of the echo of a pulsed field gradient sequence depends onQ(k) [3] . The k space is sampled by varying the integrated magnetic field gradient g 1 (t) = t 0 g(s) ds, where g(t) denotes the magnetic field gradient, according to the formula k = γ g 1 (t). The output of the MRI is the functionQ(k). Given this function the next task is to find the directions of enhanced diffusion in each voxel of a tissue. In order to do it, one has to decompose Green's function centred at the centre of the voxel into plane waves. The directions of the diffusion flux are sampled by varying the plane wave normals. Flux directions corresponding to high flux intensities indicate the directions of fibre tracts crossing the voxel. We shall therefore derive a general formula for the diffusive flux density of a diffusive field.
The diffusive flux density j 1 of the solution P 1 (t, x) of the IVP (2.1)-(2.2) is given by the formula
where
Indeed, k · g(k) =Q(k) and therefore div j 1 = QP 1 . Thus, equation (2.1) can be expressed in the form of a conservation equation P ,t = div j. This construction can also be applied to the asymmetric models presented in §4. In particular, for the model (4.3),
For a constant value of β (supp μ ⊂ S × {β 0 }), the function g(k) assumes a simpler form
In this case, the diffusive flux density can be expressed in terms of the functionQ(k) and its gradient. The functionQ can be acquired from the echo spin amplitudes for varying field gradients. Given the functionQ, equation (6.4) 
Consequently, equations (2.1) and (2.5) have the form of conservation laws with the flux densities (6.1) and (6.5), respectively.
If the diffusion is restricted to a region B surrounded by an impermeable boundary ∂B, then
where n denotes a unit normal on ∂B, then
The same conservation law holds if B = R d and lim |x|→∞ j α (t, x) = 0 sufficiently fast.
Discussion
Diffusion tensor imaging (DTI) is based on the Bloch-Torrey equation for the magnetization of the medium undergoing diffusion in a magnetic field [2] . The Bloch-Torrey equation assumes the classical diffusion model. In [3] , a modified Bloch-Torrey equation was derived to account for anomalous diffusion (2.5), withQ given by equation (2.3), where μ(dy, dβ) = m(dy)δ(β − β 0 ), 0 < β 0 ≤ 2 (δ(x) denotes the Dirac measure). The derivation of the modified Bloch-Torrey equation and the fractional differential equation for the echo amplitude of a pulsed field gradient sequence given in [3] , equations (17) (18) (19) (20) (21) , applies to the anomalous diffusion model proposed in this paper without any change. Current models of anomalous diffusion [6, [12] [13] [14] [15] either couple conventional DTI with stretched exponentials or fit Mittag-Leffler functions to the diffusion propagator. However, in all cases, the fractional exponent is assumed to be a constant with respect to both position and direction. Some work by Meerschaert [16] , by Özarslan & Mareci [17] and by GadElkarim et al. [8] has expressed the directional dependence of complexity by generalization of the diffusion tensor. In order to fit the anisotropic experimental data obtained by the application of HARDI techniques, it was necessary to go beyond the limits of an ellipsoidal distribution represented by a rank-2 diffusion tensor. Özarslan & Mareci [17] applied tensors of higher ranks to match the data. These authors did not however attempt to construct a diffusion equation compatible with their modelling of the data. In order to meet the same challenge in the context of a positivitypreserving diffusion equation, Hanyga & Seredyńska [3] have expressed the diffusion equation in terms of an anisotropic pseudo-differential spatial operator Q of a fractional order β in the range ]0,2], generalizing the Laplacian of the isotropic diffusion equation. The directional dependence of diffusion is represented by a Borel measure m on the unit sphere. The last-mentioned authors also showed how the MRI pulsed gradient spin echo amplitudes can be expressed in terms of the symbolQ(k) of the operator Q appearing in the diffusion equation evaluated at k = γ G(t), where G(t) denotes the integrated magnetic field gradient and γ is the gyromagnetic ratio. Amplitudes of the echoes under varying directions of the magnetic field gradient provide information about the functionQ(k). Using this information, we can now study the diffusion of the magnetic moments initially concentrated in the centre of each voxel of the brain as a function of the direction by decomposing Green's function into plane waves and calculating the associated diffusive flux densities. The directions of enhanced diffusion are associated with fibre directions in the voxel. Tractography provides a method for reconstructing fibres from the enhanced diffusion directions in each voxel.
Subsequent progress in MRI has led to the conclusion that the fractional order β of the spatial diffusion operator should be assumed directionally dependent. The traditional reliance on stable probability distributions in the diffusion theory has led to the assumption that the probability distribution was operator stable [8] (see [7] for a definition of operator stable probability distributions). This assumption, however, entails that the measure μ(dy, dβ) = m(dy) × δ B(y) , where B is a function on the unit sphere, and m has a support consisting of three mutually orthogonal directions y j , j = 1, 2, 3 and three different values of β = B(y j ) are associated with these directions. In the symmetric case, the symbol of Q reduces toQ(k) = − 3 j=1 m j |k j | β j , in agreement with [8] . This model, in a slightly different form, was also used by De Santis [13] and by Hall and Barrick [14] to characterize anomalous diffusion in the human brain.
The last model constitutes a return to ellipsoidal anisotropy although it allows for a different value of β associated with each axis of the ellipsoid. In practical applications in MRI of the brain, the three vectors are determined by the three eigenvectors of the diffusion tensor obtained using DTI for low b values. There is little evidence for a connection between the eigenvectors of the diffusion tensor obtained from DTI and the three support vectors of m assumed for higher b and lower values of β. The assumption of a set of six privileged directions valid globally in the entire brain is a disadvantage of this model. In order to return to more general measures, it is necessary to abandon the idea of three privileged directions and extend the parameter β to a function on the unit sphere.
In this paper, we have extended the model assumed in [3] by a continuous distribution over β values in the range ]0, 2]. The distribution depends on the parameter y varying on the unit sphere and specifying the directions in the medium. Thus, in addition to a directional dependence of β, superpositions of different β values for each direction can also be modelled corresponding to different tail lengths. For example, the symbol of the operator stable model can be replaced by a superpositionQ(k) = − L l=1 3 j=1 m j,l |k j | β j ,l . For the anomalous diffusion equation D α t P = QP [3] with an appropriately modified operator Q, we prove that the proposed equation preserves positivity and can be expressed as a conservation equation, and therefore it qualifies as a diffusion equation. The fact that the order of the time derivative is ≤ 1 ensures that the solutions do not involve waves propagating away from the source [4] . An underlying stochastic process has been constructed by Mark M. Meerschaert in an unpublished paper.
Our model has too many parameters to be estimated from MRI experiments. It provides a general framework for more specific models with a reduced number of parameters based on a working hypothesis or on a physical model.
In biomedical research and clinical practice, the spin echoes can be used to determine the symbolQ of the diffusion operator Q From this result, we hope to estimate the measure μ under some a priori assumptions. Using these data, the directions of enhanced diffusion in each voxel of the tissue can be calculated using the formula for the diffusive flux density obtained in §6. The directions of enhanced diffusion are then interpreted to be the directions of fibre tracts (bundles of neurons) in the brain. Finally, the directions of enhanced diffusion for applications of DTI, can be obtained by standard methods of fibre tractography [18] [19] [20] .
Conclusion
The new diffusion model has been developed in order to accommodate the complexity of the data obtained from diffusion-weighted MRI. Following the argument of [3] , the diffusion equation determines the Bloch-Torrey equation for the adopted diffusion model. The proposed diffusion model subsumes the anisotropic model proposed by Hanyga & Seredyńska [3] as well as the model proposed by GadElkarim et al. [8] involving operator-stable probability distributions. The subset of the set of PDFs with the above property is important because of its infinite divisibility: for each n ∈ Z + , the function f (x) 1/n = exp(−λg(x)/n) is a PDF. Proof. The function f is even; hence for every finite sequence x (k) , k = 1, . . . , n, the matrix A kl := f (x (k) − x (l) ) = f (x (l) − x (k) ) is symmetric and can be diagonalized by a similarity transformation A = UAU −1 , A kl = a k δ kl , a k ≥ 0. Let B kl = g(x (k) − x (l) ) and B = UBU −1 . Because B is positive semi-definite, B kk ≥ 0 for k = 1, 2, . . . , d. Hence
which implies the thesis.
Appendix B. Completely monotonic and Bernstein functions
A real function f defined on ]0, ∞[ is said to be completely monotonic if it has derivatives f (n) of arbitrary order and (−1) n f (n) (x) ≥ 0 for all x > 0 and all integers n ≥ 0. The functions, exp(−x) and x −λ , λ, x > 0, are completely monotonic (see [21] ). A function real g defined on [0, ∞[ is said to be a Bernstein function if it is non-negative and has a derivative which is completely monotonic. If 0 < α ≤ 1 then the function x α , x ≥ 0, is a Bernstein function.
If the function f is completely monotonic and g is a Bernstein function then the function f (g(x)) is completely monotonic. If f and g are completely monotonic then the pointwise product f , g is completely monotonic. 
