Abstract-Broadcast (distributing a message from a source node to all other nodes) is a fundamental problem in distributed computing. Several solutions for solving this problem in mobile wireless networks are available, in which mobility is dealt with either by the use of randomized retransmissions or, in the case of deterministic delivery protocols, by using conflict-free transmission schedules. Randomized solutions can be used only when unbounded delays can be tolerated. Deterministic conflictfree solutions require schedule recomputation when topology changes, thus becoming unstable when the topology rate of change exceeds the schedule recomputation rate. The deterministic broadcast protocols we introduce in this paper overcome the above limitations by using a novel mobility-transparent schedule, thus providing a delivery (time) guarantee without the need to recompute the schedules when topology changes. We show that the proposed protocol is simple and easy to implement, and that it is optimal in networks in which assumptions on the maximum number of the neighbors of a node can be made.
I. INTRODUCTION

B
ROADCAST is the task initiated by any of the nodes of a network, called source, whose goal is to send a message to all other network nodes. In addition to disseminating data, a broadcast mechanism represents the starting point for the implementation of group communication primitives and various system services in distributed environments. With the renewed interest in ad hoc networks, combined with the need to support multimedia and real-time applications, the need arises to have in the mobile network a mechanism for reliable dissemination of control and data. It is necessary to have broadcast protocols that meet the combined requirements of these networks-delivery-guarantee and mobility transparency.
The term ad hoc, or multi-hop mobile radio network, refers to a set of geographically dispersed nodes which may be stationary or mobile, in which each node is willing to forward packets for other nodes that cannot communicate directly with each other (namely, each node is also a switch). These networks successfully fill a role in applications in which a wired backbone is not viable. Emergency services, whether commercial or tactical, all rely on this type of networks to provide communication. Law enforcement, disaster recovery, as well as ad hoc networks to assist in administration and control of entertainment events, shows, etc., are all costeffectively best served by multi-hop networks.
One of the basic characteristic of these networks is the use of shared transmission channels. Thus, selective transmission is impossible: whenever a node transmits, all its neighbors (nodes within transmission range) will receive the message, and a collision may occur if some transmissions overlap, preventing correct message reception. In this paper, we are interested in broadcast protocols with "collision resolution," that is, protocols in which the broadcast algorithm itself guarantees the delivery of the message in the presence of collisions. For references to protocols that use "collision detection" mechanisms, e.g., see [1] . (These protocols, however, do not guarantee that a node can sense all collisions [2] ; thus, media where no collision detection is performed are usually considered.)
The broadcast problem has been extensively studied for multi-hop networks. In particular, several solutions have been presented in which the broadcast time complexity is investigated in detail. 1 Optimal solutions were obtained for the case when each node knows the topology of the entire network (centralized broadcast). The broadcast protocol introduced in [3] completes the broadcast of a message in steps. From the result proved in [4] , this protocol is optimal for networks with constant diameter. For networks with a larger diameter, a protocol by Gaber et al. [5] completes the broadcast within time slots, and it is optimal for networks with These solutions are deterministic and guarantee a bounded delay on message delivery, but the requirement that each node must know the entire network topology is a strong condition, impossible to maintain in ad hoc mobile environments.
The mobility limitation of the above protocols can be overcome by sacrificing delivery guarantees by using randomized protocols. In [1] , a randomized broadcast protocol which works in time slots was given. Recently, Kushilevitz et al. [6] proved that such an algorithm is optimal for any network with where is any constant A suite of randomized protocols based on [1] is presented in [7] where, by means of simulations, the time complexity of one of the protocol of the suite is demonstrated to improve the theoretical results in many network topologies. Randomized solutions, however, can be applied to non timedependent applications, i.e., when unbounded delays can be tolerated during the broadcast process, and cannot be used as a mechanism for control information dissemination.
Deterministic broadcast protocols that do not require the knowledge of the entire network topology have been introduced in, e.g., [8] , [9] . They operate by maintaining an updated broadcast spanning tree. In order to adapt to topology changes, these protocols require that each node knows the identity of its current neighbors and recomputes the transmission schedule accordingly (using an independent control channel). Furthermore, the rate of node mobility must not exceed the rate at which updating of topological information can occur. Another broadcast protocol characterized by both topology and time localization of execution has been introduced in [10] . However, the protocol requires nodes to exchange information about the topology over a control channel, and to execute, prior to each transmission, a distributed algorithm to decide which nodes are going to transmit. A broadcast protocol for "cellular" type ad hoc topologies, termed multi-cluster architectures, has also been proposed in [11] . In this case, nodes are organized in clusters, mimicking the organization of cellular networks. The underlying virtual cellular organization in mobile networks has to be updated continuously, and the proposed overlayed broadcast protocol is influenced by the speed of the nodes: when the rate of change of the network topology becomes too high, the protocol switches to flooding. This heavily affects its time complexity (which can even be quadratic in ), and provides no guarantees on delivery.
Given the increased interest in mobility, we are interested in designing a broadcast solution which overcomes the above mentioned mobility related limitations, while providing guaranteed delivery. Specifically, we are interested in a solution which is the following. 1) Mobility independent, in that the correct forwarding of a message is always guaranteed independently of the current node's neighbors and of their rates of mobility. 2) Deterministic, so that an a priori known bound on the maximum delay for broadcast completion can be determined. 3) Distributed, in the sense that the protocol can be executed at each node without the a priori knowledge not only of the entire network topology, but also of the identity of the neighbors. 4) Simple and easy to implement, i.e., no computational overhead is associated with the transmission of a message and no periodical recomputation of the transmission schedule is needed. Moreover, each node can compute its own transmission schedule efficiently. We observe that this type of mechanism is the required basis for low-level protocols in all those wireless and mobile situations in which network state and control information have to be efficiently disseminated among all (or part of) the nodes of the network without depending on the network state itself and on the rate of mobility of the nodes. In this paper, we present a general algorithmic scheme for devising broadcast protocols with the above-mentioned properties. In particular, we introduce a new broadcast protocol in which each node computes its own transmission schedule once and for all at network initialization depending only on global network parameters, such as and the degree of the network, namely, the maximum number of neighbors that a node can have. Thus, the proposed protocol is mobility independent in the sense defined above. Moreover, our solution completes the broadcast of a message in polylogarithmic time. All these results are obtained by characterizing the broadcast problem as a combinatorial problem for the solution of which we propose a novel, explicit, and deterministic method. Furthermore, when assumptions can be made on the degree of the network, our characterization of the broadcast problem allows us to show that our solution is optimal.
II. PRELIMINARIES
We model a multi-hop network by an undirected graph in which is the set of (radio) nodes and there is an edge if and only if is in the hearing range (namely, can hear the transmissions) of and vice versa. In this case, we say that and are neighbors. Due to mobility, the graph may change in time.
The set of the neighbors of a node will be indicated by and its cardinality, is called the degree of As usual, indicates the maximum degree of the network
The distance between two nodes and is defined as the length of the shortest path (minimum number of hops) between and
The maximum distance between any pair of nodes is called the diameter of the network. Given the source of a message, all the nodes such that are said to belong to the th layer of the network, Every node in the network is assigned a unique ID which we assume denoted 1-As an example, the topology of a simple multi-hop network is shown in Fig. 1 . A deterministic distributed broadcast protocol for multihop networks is a protocol which is executed at each node in the network in the following way: a) Time of execution is considered to be slotted and the time slots, or rounds, are numbered At round a specific node called the source, transmits a message b) In each round, a node acts either as a transmitter or as a receiver. A node receives a message in a specific round if, and only if, in that round it acts as a receiver and exactly one of its neighbors acts as a transmitter. In this case is the same message transmitted by the neighbor. c) The action of a node in a specific round is deterministically determined by its initial input, i.e., its own ID (my_ID), and the degree of the network. d) The broadcast is completed at round if all the nodes have correctly received the message at one of the rounds Thus, the broadcast proceeds according to a schedule i.e., according to a list of transmissions (transmission sets) which specifies for each round the set of nodes which act as (potential) transmitters, During the broadcast process, the nodes that in a given round have received a message are said to be covered by the broadcast. The nodes that have not received are said to be uncovered. Given a node will indicate its (un)covered neighborhood. Finally, a set of covered nodes is said to be a conflicting set if In other words, is a conflicting set when there is at least a neighbor common to all the nodes in that has not received a message from them yet. Finally, in the case of multi-hop networks with mobile nodes, we assume that at least one node from a conflicting set remains in the hearing range of any neighboring uncovered node. Notice that the network does not have to be static during the entire broadcast process, but it is required always to be connected, i.e., each uncovered node in the network must be able to receive a message.
III. A GENERAL BROADCAST SCHEME
The problem of distributed broadcast as stated in the previous section is that of scheduling, in a deterministic way, the transmissions of the covered nodes in order to guarantee the correct delivery of the message independently of the possibility of collisions. To this end, we assume that the time axis is divided into units called (transmission) frames. Each frame is made up of rounds, numbered -where is the frame length. We assume that the nodes are synchronized on a frame basis (namely, we assume that each node has a counter which is set to at the beginning of each frame and that is incremented by with each subsequent round) and that the round length is the same for each node.
Each node that either generated or received a message is allowed to transmit it only in certain rounds in a frame. The node calculates these slots (at the set up of the network, or any time the number of the nodes in the network changes) by means of the following procedure that takes as input the number of nodes in the network and its degree and returns a set of integers
The set Transm will contain the rounds in which the node is allowed to transmit the message. By specifying the function Get_The_Rounds, we get different broadcast protocols.
As soon as a node either has a message ready for transmission or receives it waits for the beginning of a new frame (this frame will be its own transmission frame). At that time, it starts to check when it can transmit Specifically, the node tests if the current value of the counter belongs to Transm, and when this is the case, the node sends By a simple inductive argument, it is possible to show that the described scheme achieves the broadcast of in a layer by layer fashion.
Proposition 1: Each node such that transmits the message issued by after has been transmitted by all the nodes in the layer and before each node in the layer will transmit it, It is easy to see that such a scheme completes the broadcast in rounds as long as we can find a suitable function Get_The_Rounds which allows us to prove that is correctly forwarded from a given layer to the subsequent one in the rounds of a frame. Thus, what we need is a (deterministic) method to distribute the nodes to the transmission sets in a frame in such a way that it is always guaranteed that at least one set will contain only one node from any conflicting set (i.e., in the round corresponding to that transmission set, no collision will occur). More than that, we want such a method to generate a schedule that is independent of the local current conditions of the network, i.e., such that each node has no need to know the identity of its current neighbors to be guaranteed of the correct delivery of the message (distributivity).
Thus, the described scheme will have the following desirable properties.
1) Parallel Broadcast: More than one message issued by different source nodes can be traversing the network at any given time. The distributed nature of the method used to generate the broadcast schedule guarantees the correct reception of a message sent by any neighbor of a given node. These neighbors may have to send different messages. In this case, since a node is allowed to forward only one message per frame, a message may need to be temporarily buffered (and thus, delayed) at one node. The time bounds we present in this paper refer to messages that are at least rounds from each other. Indeed, it is easy to see that if any node either receives or generates no more than one message for each frame, then can be forwarded in the following frame (i.e., it is never subject to buffering delays).
2) Mobility: Given the schedule independence of the current neighborhood of a node, the topology of the network may change without affecting the broadcast process. Moreover, every node that has moved from an uncovered neighborhood to a covered one during the broadcast must at some time be the neighbor of a node which has already received the broadcasted message and will receive from it using a failsafe recovery procedure such as in [12] , [13] .
3) Scalability: Anytime we want to add a new node to the network, each newly inserted node can issue a broadcast message requesting to update the Transm set of each node according to the new value of Each node, then, has only to execute the above procedure Round_Numbers.
In the following section, we illustrate an application of our layer-to-layer broadcast mechanism by describing a simple linear protocol that works in any multi-hop mobile network.
IV. A LINEAR BROADCAST ALGORITHM
One of the simplest possible broadcast algorithms that meets the requirements/properties listed in the previous sections is obtained using the following: integer my ID Each node is allowed to transmit just once in a frame: when the value of its counter equals its own ID. This simple method generates a layer-to-layer schedule for which Due to the uniqueness of the node ID's, it is clear that, at most, one node will transmit in a round, so that no collision can ever occur. Such a broadcast protocol has a schedule such that each is a singleton and is bounded by Remark 1: According to the general scheme presented in the previous section, the algorithm obtained using the previous Get_The_Rounds function is an off-line algorithm: each node calculates in advance the round in which it will transmit the message, and keeps this information in the set Transm (which, in this case, is an integer variable). The following is an equivalent (with respect to the time complexity) on-line version of the same algorithm.
When a node receives a message it sets a timer to wakeup time where is the ID of the first sender from which has received The timer is decremented with each round. When the timer equals transmits It is easy to see that: 1) due to the uniqueness of the ID of each node, no collision will occur, i.e., no more than one node will transmit in the same round; 2) a node of level will transmit the message in round
This implies that no node in layer will transmit before a node in layer or after a node in layer i.e., the broadcast proceeds in a layer by layer fashion and it takes rounds to forward from layer to the next layer, The total number of rounds required by the previous algorithm to complete the broadcast is bounded by the following expression:
The described protocols work in multi-hop networks with maximum degree i.e., they always complete the broadcast in any multi-hop network. (It is clear from the code of the Get_The_Rounds function that this linear protocol does not depend on the degree of the network.)
In [14] , it is shown that the simple algorithms given above are optimal if a broadcast protocol is not able to use a schedule for the nodes of layer which uses all the nodes of layer and all the uncovered nodes. For these "restricted" protocols, an lower bound for the deterministic distributed broadcast of a message in a (mobile) multi-hop network is proved. Moreover, the construction used in [14] is general, i.e., for multi-hop networks with any diameter and immediately obtains, as a special case, the lower bound presented in [1] for networks with constant diameter.
In the following section, we propose a distributed broadcast algorithm which maintains the property of being deterministic and mobility independent, i.e., we prove that it is always possible to correctly forward a message from any layer to the following one within a deterministically bounded frame length and without depending either on the knowledge of the current neighbors or on the rate of their mobility. 2 This algorithm completes the broadcast in polylogarithmic time, and in sparse networks (i.e., in networks with a "small" or with a constant maximum degree ), it has to be preferred to the linear protocols just described.
V. POLYLOGARITHMIC BROADCAST
As noticed in Section III, the problem of the correct forwarding of a message between any two consecutive layers of a multi-hop network is that of distributing the nodes to the transmission sets in a frame in such a way that in at least one transmission set there are no two nodes from the same conflicting set. In the previous section, we have introduced a simple protocol which solves this problem by avoiding the transmission of more than one node per round. Here, we prove that this condition is not necessary, i.e., we show that by allowing more than one node to transmit in a round we can still guarantee the mobility independence property while correctly forwarding any message. Moreover, depending on the degree of the network, we show how to obtain polylogarithmic frame lengths, i.e., frame lengths shorter than that of the linear solution. We obtain these results by presenting a novel combinatorial method (division method) that, given a nonempty set of integers distributes the elements of any non-empty set in a family of subsets of so that there exists at least a set such that We can think of this family as made up of those (transmission) sets of nodes allowed to transmit in a specific round, so as to always guarantee the correct delivery of a message (i.e., we guarantee that at a given round, only one node from any set of nodes transmits. In that round, no collision occurs).
The method is completely deterministic and constructive, and it can be executed at each node in order to find the numbers of the rounds in which is allowed to transmit. Each node needs only to know the number of the nodes in the network and the degree of the network Starting from the set (of the ID's) of the nodes of the network, each node executes the function Get_The_Rounds that generates the family of sets with the mobility independence property. The set of integers is initially divided into sets in such a way that each element of belongs to sets. The crucial property of this division is that, for each non-empty set there always exist two sets and among the sets, such that and are a partition of
In terms of the broadcast schedule, this means that, given any conflicting set, we can always distribute its nodes into two different non-empty subsets so that if we let the two groups of nodes transmit in different rounds, no collision will occur between the corresponding transmissions. An iterated application of this division to subsequently divided sets leads to the distribution of the elements of in several subsets of so that there is at least one of these sets, say such that In other words, if is any conflicting set of nodes, then the schedule (list of transmission sets) obtained by applying the division method to the set of nodes always contains a set to which only one of the nodes in belongs. In the round corresponding to that set all the nodes in the common uncovered neighborhood of the nodes in receive the message correctly. Once is locally generated, for each each node checks if its own ID (my_ID) belongs to and, when this is the case, the round number corresponding to is added in Transm. In the remaining part of this section, we first describe the division method, then present a family of broadcast algorithms based on the method and prove their correctness. For the sake of simplicity, in this section we consider and powers of All logarithms are to be considered to be base Finally, throughout the section we use the asymptotic notation to express the time complexity bounds of our protocols (e.g., see [15] ), but it is easy to see that for all the results presented here this notation does not hide any significant constant.
A. The Division Method
Consider a non-empty set of integers
In this section, we describe a general method for deriving a family of subsets of that hits any non-empty set i.e., a family such that there exists at least a set for which In the following, with the operator we will partition a set of integers into two subsets and with the same cardinality.
The method is based on the following procedure that given a set of integers divides into distinct sets An application of the procedure Divide is explained in the following example.
Example 1: Consider The following is the output of the Divide procedure called on Starting from
we will have
It is easy to verify that for each (a) (b) This implies that after calls of the Divide procedure every time on a set of its output, the last output will be sets with cardinality Furthermore, (c) for each is Another useful property of the Divide procedure is stated in the following lemma.
Lemma 1: Given a subset of a set of integers there always exists an such that is partitioned by the procedure call Divide into two nonempty subsets, and such that and
Proof: We show that as far as then there exists a such that and that as soon as this is no longer true we have the thesis. We proceed by induction on the number of subsequent partitions of the set Let (the case is symmetric. The case in which is obvious). The base case of induction is then trivial. Now, suppose that for a we have (the case with is analogous). We know that in the next iteration of the main loop in the Divide procedure we will have and we have the following two cases: either or is partitioned into two non-empty subsets and such that and which implies the thesis and Notice that the second case always occurs when (see (c) above), whence the thesis in steps. An immediate consequence of the previous lemma is that each set such that is partitioned into two subsets, such that at least one is a singleton. In broadcast terms, this means that the nodes of any conflicting set with cardinality are scheduled to transmit in such a way that in at least one round only one node transmits
In that slot all their uncovered neighbors receive correctly. A repeated application of the procedure Divide to subsequently divided sets, allows to hit any non-empty set This is achieved by the following function (where is an integer variable that takes values and ): It is worth noticing that also indicates the number of subsequent applications of the Divide procedure to subsequently halved sets.
We show now that given a non-empty set of integers and for each the function call Smash returns a family of subsets of that hits any non-empty set such that Theorem 1: Given a non-empty set of integers and the integer for each the Smash function called on returns a family such that for any non-empty set hits Proof: We proceed by induction on the depth of the recursive calls of the Smash function on subsequently halved sets. When then any non-empty set such that is a singleton. In this case, the Smash call returns (Example 2) and clearly hits any singleton Suppose now that, after recursive calls of the Smash function on a set of integers we obtain a family of subsets of that hits any subset of whose cardinality is Consider now a set such that After the first call of the Divide ensures that we have at least a call of the Divide procedure) we know that there exists an such that is partitioned into two non-empty subsets and (Lemma 1). Now, implies that between the two conditions and at least one holds. Without loss of generality, let
As noted above, being the depth of recursion is and therefore, by inductive hypothesis, the remaining recursive calls triggered by Smash give the thesis. Example 3: Consider again and the set When after the first call of the Divide procedure on the set we know that there exists an such that is partitioned into two non-empty subsets and with and (Lemma 1). Indeed, when we have (namely, hits ) and (see Example 1) . Let us now consider and the set Using the same argument as above, we find that and Then, the previous theorem guarantees that the Divide call will distribute the elements of in such a way that in at least one of the sets there will be only one element of (see Example 2: the set generated by the Divide procedure call, hits ). ), but the Smash function returns all the sets unaware that sometimes it outputs a set already produced. This consideration on the redundancy of the division method leaves room for improvements both from the combinatorial point of view and for the complexity of distributed broadcast, but it is not further investigated in this paper.
B. The "Polylog" Broadcast Algorithm
The Get_The_Rounds function used by each node (by the means of the Round_Numbers procedure, see Section III) uses a slightly modified version of the Smash function described in the previous section. Instead of returning a set, the following Notice that, considering networks with maximum degree 1; 2 1 n 0 1; we now let h range over f1;111; log n 0 1g: Now we prove that the Get_The_Rounds function described in this section allows a mobility-independent forwarding of a message between any two consecutive layers. Proposition 2: Consider a multi-hop network with nodes and maximum degree in which each node executes the Round_Numbers procedure with the previous Get_The_Rounds function. Then, in a frame of length the message is correctly forwarded between any two consecutive layers.
Proof: The proof that any conflicting set is distributed among the transmission sets of a frame in such a way that no collision occurs in at least one round, relies on Theorem 1, noticing that the two integer parameters and used by the Find_Rounds procedure do not interfere with the division method: they just deal with the problem of the correct attribution of the rounds to the node As for this last problem, we note that when the Get_The_Rounds function calls the Find_Rounds procedure with the actual parameters and the else branch of the outermost if is executed and for each ). Then, being the then branch of the innermost if is executed (this is the unique time in the whole recursive execution of the procedure) and the Find_Rounds procedure is recursively called on the sets returned by the Divide call. If each one of the calls of the Find_Rounds procedure (Find_Rounds ) executes the then branch of the outermost if and if the membership condition is satisfied, the set Temp (i.e., the set Transm of the node ) is updated with a round number. More precisely, in this case the round number is and being each one of the rounds is correctly assigned. 5 If then each one of the calls of the Find_Rounds procedure executes again the else branch of the outermost if, but this time the condition of the innermost if is no longer verified and the successive recursive calls of the Find_Rounds procedure are of the form Find_Rounds and After such recursive calls, the Find_Rounds procedure finally executes the then branch of the outermost if, and if the membership condition is verified the set Temp is updated. As noticed in Section V-A, each one of the initial sets output by the first call of the Divide procedure is in turn divided into transmission sets whose round number is and The total number of rounds needed is thus According to the general scheme of Section III, this section is summed up by the following:
Theorem 2: The broadcast algorithm obtained using the previous function Get_The_Rounds completes the broadcast in rounds in multi-hop networks with nodes and maximum degree Remark 3 (Optimality): Due to the lower bound on deterministic distributed broadcast protocol in (mobile) multi-hop networks proved in [16] , when (namely, for networks with maximum degree ) the bound proved in Theorem 2 is tight. Furthermore, due to the lower bound on the broadcast of a message in networks with constant diameter presented in [4] , when (namely, for networks with maximum degree ) and is a constant, the presented algorithm is optimal. When i.e., in multi-hop networks with the maximum possible degree, the above presented algorithm completes the broadcast in rounds, so that the linear algorithm presented in Section III is to be preferred. In general, in networks with the above family is to be used when as stated by the following result.
Proposition 3: For each integer is Proof: Starting from we have and thus, Being (the proof is easily obtained by induction on ), Proposition 3 says that for networks with maximum degree the broadcast algorithm presented in this section is faster than the linear one.
It is worth noticing that, for all those values of for which the corresponding protocols perform almost as well when given a polynomial upper bound (denoted ) in (instead of the actual number of nodes). This bound yields the same complexity up to a constant factor (since complexity is logarithmic in ).
Remark 4: The protocol described in this section depends on the maximum degree of the network: Once is known, is easily derived and consequently the set Transm is computed. The completion of the broadcast is then guaranteed when This condition can be globally insured in static multi-hop networks, or in mobile networks in which it is always possible to know the number of nodes in a given area (e.g., networks of satellites). In the general case of ad hoc networks, a mechanism that provides each node with the current degree of the network is needed. Here we assume, similar to past solutions, the existence of a separate control channel by which each node senses its neighbors and communicates its degree through the network. It is worth noticing that each node can always compute its transmission schedules in advance (one transmission schedule for each for which the frame length is ), and it chooses the transmission schedule to use according to the current maximum degree. Thus no on-line recomputation of the schedule is needed when the maximum degree changes.
VI. CONCLUSION
In this paper, we have presented a new mechanism for disseminating data and control information in ad hoc mobile networks. The proposed solution is deterministic and independent of the mobility of the nodes. We have shown that our protocols overcome the limitations induced in other solutions by the use of randomized techniques or, in deterministic delivery protocols, by the need to periodically recompute the transmission schedule. The mobility independence of our protocol is achieved by allowing each node to compute its own transmission schedule once and for all at network initialization, depending only on and on the degree of the network. Moreover, the broadcast of a message is proven to be guaranteed in polylogarithmic time. Obtaining these results became possible by characterizing the broadcast problem as a combinatorial problem for the solution of which we proposed a novel, explicit and completely deterministic method. Finally, when an assumption can be made on the degree of the network, we showed that our solution is optimal.
