Abstract. We consider variable stepsize time approximations of holomorphic semigroups on general Banach spaces. For strongly A(0)-acceptable rational functions a general stability theorem is proved, which does not impose any constraint on the ratios between stepsizes.
Introduction
Let X be a complex Banach space, and let A: D(A) c X -> X be the infinitesimal generator of a holomorphic semigroup e'A , t > 0, of linear and bounded operators in X (see, e.g., [15] ). In this paper we are concerned with the problem of the stability of variable stepsize rational time approximations to the initial value problem (u'(t) = Au(t), U U(0) = «o.
Let us recall that the evolution operators associated with parabolic problems define holomorphic semigroups. Thus, holomorphic semigroups appear in many important problems. As is well known, a rational method for (1) replaces the operator etA , t = kAt, k > 1 integer, by an operator r(AtA)k , where r(z) is a rational approximation to the exponential. Basic examples include the backward Euler method, which is based on the rational function r(z) = (1 -z)~l , and the Crank-Nicolson method, which is based on the rational function r(z) = ( 1 + z/2)( 1 -z/2)~x . The Lax stability of the method requires the boundedness for each / > 0 of the powers r(AtA)k , At = t/k, k > 1 integer (see, e.g., [16] ). More generally, when variable stepsizes are used, Lax stability requires that for each t > 0 the products r(AtkA)-■ -r(AtiA), t = Ati + ■•■ + At^ > 0, are bounded as the grid is refined (see, e.g., [17] ). Moreover, if the semigroup elA is bounded, i.e., \\etA\\ < C, t > 0, then the stronger property of the collective boundedness of r(AtkA) ■ ■ ■ r(AtiA), t = At\ + ••■ + Atk > 0, independently of t > 0 and the stepsizes At,, is also of interest; i.e., one tries to ascertain whether a constant C > 0 exists such that (2) lk(Ajr^j-"r(M)||<C'
holds, for each finite sequence of positive numbers h\, ... , h^ . Our goal is to establish the bound (2) for some of these rational methods. Let us mention some results which are directly related to the present paper. The reader is also referred to [3] and [13] for recent overviews on this matter. Recall that a rational function r(z) is called ACÖj-acceptable Í0 < Ô < n/2) when it possesses no poles in the sector Sg = {Q}U{z£C:z¿0, |arg(-z)|<r)} and satisfies \r(z)\ < 1 there. If, in addition, ¡riocjj < 1 , then r(z) is called strongly A(ö)-acceptable. When 0 -n/2, then the term A-acceptable is used. For example, the rational function associated with the backward Euler method is strongly A-acceptable, while the rational function associated with the CrankNicolson method is A-acceptable.
We allow now the semigroup etA to be merely strongly continuous, i.e., not necessarily holomorphic, and also suppose that it is bounded. Given an Aacceptable rational function r(z), the question arises as to whether the existence of the bound (2) is guaranteed. The answer is affirmative for dissipative generators in Hubert spaces (see [12 ] and [20] ). In [7] it was conjectured that, for a general Banach space X , there exists a constant C = C(A , r) such that (3) \\r(AtA)k\\<Ckx/2 (k integer, k > 1). There are several improvements of (3) for sectorial operators A . Sectorial means (see, e.g., [6] j that for some 6 £ (0, n) the spectrum of A is contained in the sector So and for a suitable constant M > 1 we have the bound (4, \\(z-Ar]\\<~ (z£C, zi So).
The set formed by all the linear, densely defined closed operators A: D(A) c X -> X satisfying condition (4) is denoted by S(X, M, 0). It is known (see, e.g., [15] and [22] j that A is the generator of a bounded holomorphic semigroup if, and only if, A belongs to a class SIX, M, 0), with 0 < 0 < n/2, M > 1 . Let A £ S(X, M ,0), 0 < 9 < n/2. In [10] the convergence of rational strongly A(0)-acceptablc methods for bad initial data Uq £ X is studied, in cases where X is a Hubert space and A satisfies the more restrictive condition (Ax , x) £ So , x £ X . Some of the ideas developed in [10] can also be applied to the study of the stability of rational methods in Banach spaces. For general Banach spaces, it was announced in [1] (sec also [9] and [11] ) that for any strongly A((7j-acceptable rational function r(z) there is a constant C = C(r, 0) such that
i.e., the rational method based on r(z) is stable for constant stepsizes. This result has been extended recently in [3] and [ 1 3] , where (5) has been established for A(6)-acceptable rational functions, i.e., allowing |r(oc)| = 1 . (In [13] only A-acceptability is considered.; The results in [3] and [13] show the stability of the Crank-Nicolson scheme when applied, with constant time-steps, to parabolic problems in the maximum norm. In [13] variable stepsizes are also allowed, but the ratio between them must remain bounded (quasi-uniform mesh).
In this paper we give another improvement of (3). As in [13] , we consider sectorial operators and variable stepsizes. However, we now assume strong A(ö ^acceptability rather than A(0)-acceptability. As a result, stability can be shown for arbitrary sequences of stepsizes. The main contribution of the paper is the following theorem. On the other hand, suppose that an A(ö)-acceptable rational function r(z) is consistent with the exponential of order p > 1, i.e., r(z) -ez = 0(zp']), z -t 0, and we maintain the remaining assumptions of Theorem 1. Then, as pointed out in [8] , we have the following error bound: (7) etAu Jr(hjA)u < Chq\\Aqu\\ (u£D(Aq), \<q<p) where t = hi-\-vhk and h = max{/z, , ... , hk}. This bound is easily proved by means of an argument similar to the one used in Theorem 4.4 in [9] . Here, the case q = 0 is excluded and the stability cannot be obtained as a consequence of (7). However, the bound (7) gives the consistency of the method based upon the rational function and, along with Theorem 1 (see, e.g., [17] , [18] ), yields also convergence (without order), i.e., we have HmYlr(hjA)u = e'Au 7 = 1 (u£X, t>0), where h\ + ■ ■ ■ + hk = t and max{/¡i , ... , hk} -> 0+ .
The proof of Theorem 1 relies on a new general bound for the operator norm of f(A). Here, A is again in S(X, M, 8), 0 < 8 < n/2, and / is any holomorphic, not necessarily rational, function defined in a neighborhood of the compact set {oc}U.S^ on the Riemann sphere. Recall that the bounded operator f(A): X -> X is then defined by means of the so-called Dunford-Taylor integral (see, e.g., [5] ) (8) 
where I" is an appropriate path surrounding the spectrum of A on the Riemann sphere. When f(z) is a rational function or the exponential, the formula (8) is compatible with other available definitions of f(A). The bound we are referring to is (9) \\f(A)\\ < 2M{3 + ln+(iVe(/)/||/||e)}||/||e , where Ng is a certain functional, \\f\\g denotes the supremum of |/(z)[ in Sg , and ln+ stands for the positive part of the logarithm, ln+ r = max{0, lnr}. In §2 we define the functional Ng and establish (9) . Section 3 is devoted to the proof of Theorem 1 and to a brief discussion of examples of its applicability.
Bounds for general holomorphic functions
Here and later we will maintain the following notation. Proof. Observe that both sides in (12) are homogeneous in / e Hg, so that there is no loss of generality in assuming that ||/||e = 1 . As /(oo) = 0, the operator f(A) is given by the Dunford-Taylor integral (see (8) In the same way we prove that
and combining the last two inequalities, we deduce (20) Ng(g) = ^Zg(g)Ig(g)<Ke(f).
We now apply Lemma 1 to g . Suppose first that Ne(g) < \\g\\e . In this case, by virtue of (19), \\g(A)\\ < (2M/n)Ne(g) < 3M and (18) ,, f Llzl2 if Z£Sg, |z| < 1,
( L if z e Sg, |z| > l.
Finally, we take a number a £ (1/2, 1), and then choose a constant L* > L such that (29) Leck~°e-Cki,~a) < L*k~2a (k>l).
We will set, for each integer k > 1 , where p = |r(oo)|. Hence, because Ig(fi) < 1 +Ig(r) and Xm > 1, we find that (33) Ig(f)<(l + Ie(r))(l-pTx.
For z £ Sg , z ^ 0, we have also We end the paper with a brief discussion about further extensions of Theorem 1. First we consider the case where A generates a holomorphic semigroup but this semigroup is not bounded, so that for some co > 0 we have (A -co) £ S(X, M, 8). This case occurs for example in parabolic equations with a source term, or in parabolic systems of PDEs. The same argument used in the final section in [13] shows that for any consistent, strongly A(ö)-acceptable rational function r(z), there exist two constants C = C(M, which depends on a parameter Ax -» 0+ (see, e.g., [14] and [18] ). If A¿^ £ S(XAx, M'ajc , 8), then the stability will be guaranteed as long as the constants M&x remain bounded when Ax -► 0+ , a condition that of course many numerical procedures fulfill (see [2] and [21] ).
Finally, Theorem 1 could be useful in the theory of discretizations of ODEs, when deriving stability bounds which are independent of the stiffness of the problem (see [4] and [19] ).
