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Abstrakt 
Tato práce se zabývá problematikou genetických algoritmů a jejich analýzou se zaměřením na 
přístupy k tvorbě nových populací. V práci je porovnán základní princip činnosti těchto algoritmů 
s procesy odehrávajícími se v živé přírodě. Jsou zde představeny vybrané metody, které aplikují 
jednotlivé kroky genetických algoritmů a uvedena vhodnost jejich použití na jisté typy problémů. 
Hlavním úkolem této práce je uplatnit genetické algoritmy při řešení tří typů optimalizačních 
úloh, konkrétně při řešení funkcí s jediným výrazným extrémem, funkcí s plochým (nevýrazným) 
extrémem a dále pak funkcí s mnoha lokálními extrémy. 
 
 
 
Abstract 
This thesis deals with analysis of genetic algorithms. It is focused on various approaches to creation 
of new populations. A comparison between basic principles of operation of genetic algorithms and 
processes occurring in living organisms is drawn here. Some methods of application of particular 
steps of genetic algorithms are introduced and a suitability of the methods to certain types of 
problems is considered. 
The main goal in the thesis is to apply genetic algorithms in solving three types of 
optimization problems, namely the solution of functions with a single major extreme, functions with 
flat (slight) extreme and also functions with many local extremes. 
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1 Úvod 
Genetické algoritmy spadají do rodiny stochastických prohledávacích technik, známých jako evoluční 
výpočetní techniky. Mezi tyto techniky patří také simulované žíhání, zakázané prohledávání, evoluční 
strategie či evoluční programování. Evoluční výpočetní techniky popisují metody řešení problémů, 
pro které neexistuje analytické řešení, nebo problémů, jejichž řešení konvenčními postupy má příliš 
vysokou časovou náročnost. Tyto techniky využívají pro řešení, nebo lépe řečeno pro „šlechtění 
výsledku“, zákonitosti evoluce popsané v Darwinově knize O vzniku druhů přirozeným výběrem čili 
zachování vhodných odrůd v boji o život. 
Základní podstatnou vlastností algoritmů patřících do rodiny evolučních výpočetních technik je 
skutečnost, že od samého začátku nepracují pouze s jediným parciálním řešením daného problému, 
ale s celou „populací“ takových řešení. Ve spojení s obecnou definicí a univerzálností genetických 
algoritmů lze tímto způsobem řešit téměř jakoukoliv úlohu. 
V této diplomové práci je provedena analýza genetických algoritmů se zaměřením na přístupy 
k tvorbě nových populací. Následně je představeno sedm různých optimalizačních úloh. První 
zdánlivě nejjednodušší úloha obsahuje pouze jeden výrazný extrém. Další dvě úlohy obsahují opět jen 
jeden extrém, jedná se však o extrém plochý (nevýrazný). Ostatní úlohy spadají mezi úlohy s mnoha 
lokálními extrémy. Na všech uvedených úlohách jsou porovnávány jednotlivé typy genetických 
algoritmů. Nakonec je proveden rozbor, které metody jsou pro optimalizaci vhodné a které jsou 
naopak nepoužitelné. 
Práce je členěna do dvou hlavních logických celků – teoretické a praktické části. Kapitola 
druhá, třetí, čtvrtá, pátá a šestá je spíše teoretického charakteru, následující dvě kapitoly pojednávají o 
praktické části. Kapitola druhá je věnována historii genetických algoritmů, jejich vlastnostem 
a možnostem použití. Terminologie potřebná k porozumění dalšího textu je uvedena v kapitole třetí, 
společně s podrobným popisem genetických algoritmů. Mezi zápory, které brání masivnějšímu 
rozšíření jednoduchých genetických algoritmů, patří poměrně dlouhá doba výpočtu při řešení 
složitých úloh. Jednou z možností nabízející zrychlení běhu algoritmu je paralelizace. A právě o 
jednotlivých možnostech paralelizace pojednává kapitola čtvrtá a pátá.  Hlavním úkolem práce je 
aplikace genetického algoritmu na řešení optimalizačních úloh. Tomuto tématu se věnuje kapitola 
šestá. Zbývající dvě kapitoly popisují programovou realizaci různých genetických algoritmů, možná 
úskalí spojená s paralelizací, či experimenty, které byly s implementovanými genetickými algoritmy 
prováděny.  
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2 Genetické algoritmy 
Klasické metody (jako je dynamické programování, metoda větví a mezí a další) nám sice zajistí 
nalezení nejlepšího možného výsledku, nicméně existují úlohy, při jejichž řešení zcela selhávají 
a stávají se nevhodnými. Zmíněné úlohy jsou velmi rozsáhlé a výsledek podložený přesným 
výpočtem nelze získat v reálném čase, ani při použití výkonné výpočetní techniky. Mnohdy dokonce 
ani neexistuje funkce, která by úlohu vhodně definovala. Přesné exaktní metody tedy lze uplatnit 
pouze v omezených případech, v závislosti na typu či rozsahu úlohy, a mimo ně jsme nuceni polevit 
v požadavcích na přesnost a volit metody heuristické1. 
Následující kapitola bude věnována genetickým algoritmům, představitelům heuristických 
či stochastických metod, jejich podkladům k vzniku, vlastnostem a vhodnosti jejich použití. 
2.1 Úvod do genetických algoritmů 
Genetické algoritmy (GA) jsou založeny na myšlence darwinovského principu evoluce. Jejich 
počátky jsou datovány do roku 1859, kdy Charles Darwin poprvé publikoval svoji proslulou knihu O 
vzniku druhů přirozeným výběrem čili zachování vhodných odrůd v boji o život [1]. Po více než sta 
letech se myšlenkou přirozeného výběru a přežití nejschopnějších inspirovala rozvíjející se oblast 
výzkumu, mající za cíl tyto procesy napodobit. 
Průkopníkem v oblasti GA se stal americký teoretický biolog John Holland, který studoval 
elementární procesy v populacích, jež jsou z hlediska evoluce nepostradatelné [2]. Později, na základě 
svých výzkumům, navrhl genetický algoritmus jako abstrakci příslušných biologických procesů. 
Další významnou osobnost byl například David Goldberg, který je považován za klasika této 
disciplíny. Systematicky studoval GA z technického pohledu, tedy pohledu snažícího se chápat GA 
jako techniku obecně aplikovatelnou na širokou třídu úloh [3]. Mezi známé osobnosti v oblasti GA 
můžeme zařadit i Zbigniewa Michalewicze, který patří mezi průvodce výrazných modifikací 
klasických GA [4], nebo Johna R. Kozu, zakladatele genetického programování [5]. 
Genetické programování navazuje na genetické algoritmy. Využívá metod podobných 
biologické evoluci při vytváření počítačových programů, které co nejlépe řeší konkrétní úlohu (nebo 
skupinu úloh). Jedná se o metodu strojového učení používající evoluční algoritmy k postupnému 
zlepšování populace počítačových programů. Od samotných genetických algoritmů se genetické 
programování odlišuje zejména ve způsobu, jakým jsou jedinci podléhající evolučnímu procesu 
reprezentováni, jak jsou interpretováni a ohodnocováni. 
                                                     
1
 Heuristikou je myšlen postup, jehož řešení nemusí být zcela přesné. Slouží však nejčastěji jako metoda rychle 
poskytující dostatečné a dosti přesné řešení, které ale nelze obecně dokázat. 
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2.2 Vlastnosti genetických algoritmů 
GA představují metody určené pro prohledávání stavového prostoru aplikovatelné na širokou škálu 
druhů úloh [6]. Nejedná se tedy o algoritmy, které by byly úzce spjaté s jistým typem řešeného 
problému. Nastavením vnitřních parametrů GA lze totiž upravit rovnováhu mezi zaměřením 
na prohledávání slibných oblastí možných řešení nebo prohledání co možná největší části stavového 
prostoru. Obou těchto vlastností GA používají ke svému prospěchu. 
Mezi hlavní výhody genetických algoritmů patří jejich robustnost, modularita, možnost 
adaptace na dynamicky se měnící podmínky a schopnost řešit i problémy, o kterých nemáme žádné 
větší znalosti. 
Přestože GA patří do třídy stochastických algoritmů, velmi se liší od náhodných prohledávacích 
metod zejména tím, že kombinují elementy řízeného i stochastického prohledávání. 
2.3 Využití genetických algoritmů 
Aplikace GA představuje využití poměrně vyspělé technologie pro řešení praktických problémů 
z různých oblastí [7]. Obrovskou výhodou této progresivní metody je schopnost řešit dané úlohy bez 
ohledu na charakter dat (lineární, nelineární, skokový), provázanost jednotlivých částí systému nebo 
existenci zpětných vazeb. Na rozdíl od klasických matematických metod nedochází při přidávání 
podmínek a omezení k nárůstu složitosti popisu daného problému a tak je možné řešit i velmi složité, 
klasickou matematikou nepopsatelné úlohy. 
Obecně platí, že význam GA při řešení úloh vzrůstá současně se složitostí daného systému. 
Pokud se řeší jednoduchá úloha s lineárním charakterem, je lepší použít příslušnou lineární metodu. 
Aplikace GA je v takových případech zbytečná a neefektivní. Čím je ale systém složitější, 
provázanější, obsahující nelinearity, skoky a podmínky, tím více se GA při řešení takového problému 
uplatní. K nalézání řešení totiž genetické algoritmy potřebují co nejvíce okolních podmínek 
a omezení, aby měly možnost se přizpůsobovat a vyhodnocovat svůj vývoj. V jednoduché úloze je 
okolních podmínek málo, a tudíž je i málo informací o systému. Jelikož dávají složité úlohy velké 
množství podmínek a omezení, vytváří ideální prostředí pro vývoj a zároveň pro hledání řešení. 
V praxi se pomocí GA řeší úlohy optimalizace, využívají se k vyhledávání nejlepší topologie, 
v technologii a výrobě a v průmyslové automatizaci a jako alternativní metody učení neuronových 
sítí. 
  6 
2.4 Shrnutí 
V úvodu této kapitoly byly zmíněny historické počátky GA v návaznosti na Darwinovu evoluční 
teorii. V dalších částech kapitoly je pojednáno o vlastnostech GA a vhodnosti jejich použití při řešení 
různých typů úloh. 
Závěrem je vhodné zdůraznit, že GA jsou svojí podstatou algoritmy heuristické, jejichž cílem 
je najít přijatelné řešení v přijatelném čase, stochastické, protože obsahují celou řadu kvazi-
náhodných komponent (např. selekce, křížení atd.) známých z Darwinovy evoluční teorie, a dále pak 
vnitřně paralelní, neboť pracují s celou populací potenciálních řešení.  
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3 Jednoduché genetické algoritmy 
Genetické algoritmy se inspirovaly v přírodě a přírodních vědách. Snaží se napodobit evoluci 
takovým způsobem, jakým probíhá v přírodě. Jako teoretický podklad využívají Mendelovu teorii 
genetiky a Darwinovu teorii přirozeného výběru. Zjednodušeně řečeno, teorie přirozeného výběru 
hlásá přežití silnějšího. To znamená, že jedinci rychlejší, silnější a inteligentnější mají větší šanci 
na přežití v dynamickém a neustále se měnícím prostředí, než jedinci pomalejší, slabší a hloupější. 
„Horší“ jedinci ve svém prostředí setrvávají spíše šťastnou náhodou, než na základě svých vlastností. 
Proto se reprodukce (vytváření další generace) zúčastňují také, avšak v menší míře. 
G. Mendel objevil mechanismus přenosu charakterových vlastností z rodiče na potomka. 
Později se ukázalo, že za jednotlivé vlastnosti jsou zodpovědné geny, které jsou uspořádány lineárně 
v chromozómech. V oblasti GA se proto také používají výrazové prostředky převzaté z těchto 
biologických disciplín. 
3.1 Terminologie 
Již ze samotného názvu algoritmů je zřejmá návaznost na oblast biologie či genetiky. Proto v této 
části shrňme ty nejdůležitější termíny, které se ve spojení s genetickými algoritmy, potažmo 
evolučními algoritmy, používají. 
 
Obrázek 1: Uložení genetické informace [8]. 
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Gen 
V souvislosti s evolučním algoritmem bude gen (rys) reprezentovat parametry jedince. V tomto 
kontextu, na rozdíl od přírody, je význam pojmu gen výrazně zjednodušen. Je totiž reprezentován 
znakem, který popisuje vlastnost genu. Aby gen mohl určovat příslušnou vlastnost, musí mít možnost 
nabývat různých hodnot (nachází se tedy v různých stavech), kterým se říká alely [7]. Příkladem 
může být genetický algoritmus, který nejčastěji používá pro reprezentaci genu binární hodnotu, tedy 0 
nebo 1. Obecně ale lze pro zápis parametrů genu využit i jiný zápis, např. dekadický. 
Chromozóm 
V přírodě je chromozóm tvořen dvoušroubovicí kyseliny deoxyribonukleové (DNA). DNA je stočena 
a vytváří tím prostorový útvar známý jako chromozóm. 
Zde je chromozóm řetězec genů jedince a je reprezentován numerickým nebo textovým 
řetězcem. Takový řetězec může vypadat například jako posloupnost bitů: 1101011101. 
Jak již bylo zmíněno, binární zápis je nejjednodušší variantou. Vlastnosti genů však mohou být 
vyjádřeny i prostřednictvím jiných datových typů. 
Genotyp 
Genotypem nazýváme sadu parametrů chromozómu. Představuje tedy celou genetickou výbavu 
jedince. Pro genetický algoritmus platí, že v chromozómu je obsažena tatáž informace jako 
v genotypu. 
V přírodě může obecně genotyp obsahovat větší množství informace, než která je obsažena 
v jednom chromozómu. Například u člověka je genotyp složen ze 46 chromozómů a každý z těchto 
chromozómů obsahuje množství genů reprezentovaných v DNA. 
Fenotyp 
Fenotyp je fyzickým projevem genotypu. Jedná se o konkrétní reprezentaci genetické informace. 
Příkladem fenotypu může být grafické znázornění jedince z populace řešení Problému obchodního 
cestujícího (TSP problém2). 
Jedinec 
Jedinec neboli individuum je základním článkem populace. Definován je genetickou informací, 
genotypem, přičemž genetická výbava každého jedince je unikátní. V oblasti GA bývá jedinec 
definován jediným chromozómem o pevné délce, jedná se tedy o haploidního jedince. Existují však 
i implementace s diploidními jedinci, jedinci tvořenými dvěma chromozómy. 
                                                     
2
 Travelling Salesman Problem je klasický testovací problém Evolučních algoritmů. Účelem je najít 
optimální pořadí procestovaných měst tak, aby celková trasa obchodníka byla co nejkratší. 
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Populace 
Populace je množinou všech jedinců, respektive partikulárních řešení zadaného problému. Příkladem 
může být populace zobrazena na Obrázek 2, kde každý jedinec představuje jedno konkrétní 
vyhodnocení optimalizované funkce více proměnných zakódovaných v genech. 
 
Obrázek 2: Názvosloví genetických algoritmů 
3.2 Zobecnění evoluce a základní myšlenka 
genetických algoritmů 
Populace genetického algoritmu je tedy tvořena jedinci - umělými chromozómy představujícími 
zakódované řešení problému, který si přejeme vyřešit. Každý jedinec je posuzován pomyslnou mírou 
úspěšnosti, tzv. fitness funkcí neboli také hodnotící funkcí. Tato míra udává úspěšnost jedince 
(fitness), tedy jak dobré řešení problému jedinec představuje. Nejlepší jedinci jsou vybíráni, špatní 
naopak eliminováni. Funguje zde tedy přirozená selekce.  
U řady živočichů probíhá rozmnožování pohlavně, kdy dva jedinci zplodí jednoho nového, 
který nese část DNA od každého z rodičů. Dochází tak ke křížení genetické informace a do jedinců se 
postupně prosazuje genotyp, který reprezentuje nejefektivnější řešení daného problému. Aby se však 
předešlo pouhému kombinování již existujícího genotypu populace, objevuje se v rámci reprodukce 
náhodná mutace genotypu, která vnáší do populace nová originální řešení. Mutaci, selekci a křížení 
nazýváme genetickými operátory. 
Obecné schéma genetického algoritmu ilustruje Obrázek 3, kde celý vývoj začíná ustanovením 
rodičovské populace stávající se z náhodných jedinců. Následuje evaluace neboli ohodnocení této 
populace. Každému jedinci je zde stanovena hodnota (fitness), což vyžaduje výpočet mnohdy složité 
účelové funkce nad každým jedincem zvlášť. Během dalšího kroku jsou některou z metod selekce 
vybíráni kvalitnější jedinci a s určitou pravděpodobností jsou pak spolu zkříženi. Tito jedinci dávají 
za vznik novým potomkům. Jistý počet jedinců však přejde do nové generace s původní genetickou 
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výbavou a malý počet jedinců bývá zmutován, čímž se rozšiřuje biodiverzita populace3. Selekce 
s křížením a mutací se opakuje, dokud populace nenabývá maximálního počtu jedinců. Poté dojde 
k obnově rodičovské populace. Jestliže nová generace splňuje ukončující podmínky, výpočet končí a 
za řešení celého problému je vyhlášen chromozóm nejsilnějšího jedince v populaci. 
Vzhledem k stochastické povaze genetických algoritmů bývá pro nalezení přijatelného 
výsledku zapotřebí více běhů algoritmu. 
 
Obrázek 3: Schéma běhu GA. 
3.3 Chromozóm, jeho reprezentace a ohodnocení 
Nyní se budeme věnovat jednotlivým krokům GA. Avšak před samotnou inicializací je třeba ujasnit 
jednu ze zásadních otázek, konkrétně volbu kódování. V GA jsou jedinci reprezentováni pomocí 
řetězců    (          ) délky  , tyto řetězce bývají nazývány chromozómy. Způsob, jakým jsou 
jedinci zakódováni (geneticky popsáni), je velmi důležitý pro úspěch či neúspěch GA na konkrétní 
úloze. V této souvislosti zde uvedeme několik nejpoužívanějších způsobů reprezentace chromozómu 
a zmíníme jejich výhody, popřípadě nevýhody. 
                                                     
3
 Některé implementace mutují pouze aktuálně křížené jedince. V této práci budeme uvažovat náhodnou míru 
mutace všech jedinců v nové populaci. 
  11 
3.3.1 Binární reprezentace 
Historicky nejstarším je Binární kódování, které popisuje každý chromozóm řetězcem bitů 0 nebo 1. 
Prohledávací prostor   je tak určen množinou   {   } , kde   představuje délku chromozómu    
Binární kódování nám dává velké množství kombinací i při malém počtu alel. Pro některé problémy 
však není přirozené a je nutné provádět jisté úpravy po křížení či mutaci. 
V GA se předpokládá, že nepatrná změna vlastností individua se projeví jen nepatrnou změnou 
v jeho chromozómu, a stejně tak, že nepatrná změna v chromozómu, způsobená například mutací, 
se projeví malou změnou fenotypu. V případě binárního kódování je ale tento předpoklad velmi silně 
narušen. Zmíněný nedostatek standardního binárního kódování, označovaný jako Hammingova 
bariéra (Hamming Cliff), je však snadno řešitelný použitím takzvaného Grayova kódu. Dvě sousední 
hodnoty jsou zde zakódovány binárními řetězci příslušné délky tak, že se tyto řetězce liší právě 
v jednom bitu. Protože Grayův kód respektuje blízkost reprezentovaných alel, malé náhodné změny 
chromozómu se s větší pravděpodobností než u standardního binárního kódování projeví pouze malou 
změnou vlastností individua. 
Při provedení jisté transformace reálných čísel do binárního tvaru lze binární kódování použít 
také při práci s reálnými čísly. Vztahy pro možnou transformaci jsou uvedeny níže, viz (3.1), (3.2) 
a (3.3). 
          [
       
   
 (    )] (3.1) 
          [
   (   )
    
  ] (3.2) 
  ⌈ ⌉  ⌈
  (   )      (  )
  ( )
⌉ (3.3) 
      je reálné číslo,     představuje dekadický tvar reálného čísla po transformaci. Proměnné  
       jsou minimální, resp. maximální hodnoty kódovaného intervalu,        〈   〉    udává 
délku binárního řetězce po transformaci,   přesnost kódovaného čísla (počet platných desetinných 
míst), ⌈ ⌉ je nejbližší větší celočíselná hodnota reálného čísla  . 
3.3.2 Reprezentace hodnotou 
Při volbě této reprezentace jsou do chromozómu ukládány přímo hodnoty fenotypu bez předchozího 
upravování. Výhodou je totožnost interního prohledávaného prostoru s prostorem řešení, což omezuje 
vytváření klamných extrémů funkce, k němuž dochází u binární reprezentace v případě binárního 
kódování. 
Podle typu řešeného problému je za určitých předpokladů možné do tohoto kódování zařadit 
i jiné způsoby reprezentace, jako je řetězec číslic, reálných čísel, či libovolných jiných objektů. Avšak 
v závislosti na použitém kódování je nutno navrhnout specifické druhy operátorů křížení a mutace. 
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3.3.3 Reprezentace reálným číslem 
V reálném kódování genotypu jedince jsou pro reprezentaci jednotlivých genů použity čísla 
s plovoucí řádovou čárkou. Gen tak může snadno vyjadřovat parametr spojité optimalizované funkce. 
Nevýhodou ale bývá nižší efektivita implementace genetických operátorů, které se celkově liší od 
operátorů standardní binární verze.   
3.3.4 Permutační reprezentace 
Permutační chromozom se skládá z fixního počtu číslic reprezentujících pořadí provádění nějaké 
činnosti, například optimální průchod výrobku linkou, nejkratší průchod mezi městy obchodního 
cestujícího (TSP problém) a podobně. Permutační reprezentace tedy nachází využití zejména 
v organizačních problémech.  
Řetězec jedince nutně musí uchovávat všechna čísla. Po každém křížení a mutaci je proto 
potřeba provést příslušnou korekci výsledku, či rovnou zvolit modifikovaný typ těchto operátorů. 
3.3.5 Stromová reprezentace 
Stromová reprezentace nachází uplatnění zejména ve vývojových programech či výrazech 
pro genetické programování. Ve stromovém programování je každý chromozóm stromem dalších 
objektů v podobě funkcí či příkazů nějakého programovacího jazyka. 
3.4 Inicializace 
Každý GA potřebuje znát způsob, jakým může na počátku běhu inicializovat populaci. Je totiž třeba 
vygenerovat první sadu jedinců, od nichž se bude celý vývoj odvozovat. Často se používá náhodná 
inicializace, která však není vhodná např. při práci s omezeními, kdy se populace neplní nahodilými 
jedinci, ale z jedinců přípustných. V určitých případech je proto nutné vytvořit vlastní způsob 
inicializace populace pro konkrétní řešený problém [9]. 
3.5 Fitness funkce 
GA používají pro měření kvality jedince tzv. hodnotící funkci [9], neboli také tzv. fitness funkci. 
Česky bychom fitness přeložili jako úspěšnost, vhodnost. Slouží nám k vyjádření míry schopnosti 
jedince přizpůsobit se danému prostředí, přežít a předat svou genetickou informaci dalším generacím. 
Pro vytvoření nové populace z populace stávající je nezbytné definovat kritérium, podle 
kterého se budou vybírat úspěšní jedinci (tzv. rodiče). V přírodě jedinci mezi sebou soutěží 
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v přirozeném prostředí a ti z nich, kteří se s životními nástrahami vypořádají nejlépe, mají obecně 
větší naději zplodit potomky, nebo mít potomků více než jedinci méně úspěšní. V prostředí umělého 
reprodukčního procesu je třeba podobnou soutěž „o přežití“ nějakým způsobem nasimulovat. A právě 
k tomu slouží funkce fitness. 
Funkce fitness ve spojení s operátorem selekce nahrazují přirozený výběr známý z evolučního 
procesu v přírodě. Má totiž za úkol zhodnotit jednotlivé jedince populace v závislosti 
na předpokládaném řešení. Individua, která se v tomto hodnocení nejvíce přiblíží k předpokládanému 
řešení, bývají ve fázi výběru, tzv. selekci, upřednostněni. Upřednostňování úspěšnějších jedinců však 
nemusí být nutně pravidlem. 
Výstupem fitness funkce, která je uplatněna nad každým jedincem, je míra úspěšnosti daného 
jedince. 
3.6 Operátory 
Operátory v oblasti genetických algoritmů představují sadu nástrojů, pomocí níž lze z rodičovské 
generace získat generaci další, tedy potomky. Jak již bylo řečeno, genetický algoritmus implementuje 
základní principy reprodukce organizmů. Abychom získali novou generaci, musí proběhnout řada 
událostí. První z nich bude bezesporu výběr partnerů, kteří se spolu budou „pářit“. Následovat bude 
výměna genetické informace mezi partnery a její předání potomkům. Toto lze provést několika 
způsoby a je zřejmé, že na výběru správné metody bude záviset konečný výsledek. 
3.6.1 Operátory selekce 
Pomocí operátoru selekce vybíráme dvojice individuí (respektive odpovídající chromozómy) z  
populace za účelem její reprodukce. Přejeme si, aby průměrná kvalita populace s rostoucím počtem 
generací stoupala. Výběr by tedy měl být imitací přirozeného výběru, jak je popsán v Darwinově 
teorii o původu druhů. To znamená, že zdatnější jedinci by měli mít větší šanci vzdorovat 
predátorům, překonat nemoci a další překážky, žít dostatečně dlouho a zplodit potomky. Schopnost 
selekčního mechanismu nadprůměrné jedince zvýrazňovat a podprůměrné potlačovat se nazývá 
selekční tlak, nebo také selekční intenzita, vyjádřena vztahem (3.5). 
  
  ̅̅ ̅̅   ̅
 ̅
 (3.4) 
 ̅ označuje průměrnou hodnotu fitness v populaci před selekcí,   ̅̅ ̅̅  průměrnou hodnotu fitness 
po selekci a  ̅ představuje rozptyl fitness hodnot před selekcí. Pokud je výběrové kritérium příliš 
volné a selekční tlak je příliš nízký, algoritmus pracuje velmi pomalu a po mnoho generací nemusíme 
zaznamenat jakýkoliv pokrok. Čím je však selekční tlak vyšší, tím rychleji algoritmus konverguje. 
Pokud by ale byl selekční tlak příliš silný, tj. selekční mechanismus by příliš zvýhodňoval kvalitní 
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jedince, mohlo by se stát, že nezůstane zachována dostatečná rozmanitost populace, což může mít 
za následek předčasnou konvergenci do lokálního extrému [10]. 
Tento problém je obvykle způsoben přítomností jednoho či více zdatnějších jedinců v populaci, 
jejichž ohodnocení je mnohem vyšší než průměrné ohodnocení celé populace. Tito jedinci budou pro 
utváření nového potomstva a nové generace vybráni s vyšší mírou pravděpodobnosti na úkor relativně 
slabších jedinců. Bez genetické výbavy těchto slabších jedinců a bez možnosti další evoluce však 
algoritmus snadno uvízne v lokálním optimu.  Pro tuto situaci byl zaveden termín takeover time, který 
označuje počet generací, které jsou zapotřebí, aby selekce zaplnila celou populaci N jedinců nejlepším 
chromozómem při neúčasti rekombinačního a mutačního operátoru. 
Selekční algoritmus má tedy velký vliv na výkon genetického algoritmu a v současné době 
existuje celá řada jeho modifikací. Uvedeme si zde alespoň ty nejrozšířenější, které poskytují 
použitelné výsledky. 
Proporcionální selekce  
Tento typ selekce (tzv. fitness- proportionate selection) můžeme označit jako nejjednodušší selekční 
schéma. Pravděpodobnost, s jakou bude i-tý jedinec zvolen, je dána následujícím vztahem: 
   
  
∑   
 
   
  {     } (3.5) 
    představuje velikost populace a      (        ) je ohodnocení i-tého jedince. Cílem 
selekce rodičovských chromozómů je dát větší šanci těm jedincům, kteří dosahují lepších výsledků. 
Snad nejznámějším představitelem tohoto typu selekce je metoda rulety. 
Metoda rulety (také známá jako roulette-wheel) jistým způsobem upřednostňuje kvalitnější 
jedince před méně kvalitními tak, že kvalitnějším jedincům přiřazuje větší část ruletového kola a tedy 
i větší pravděpodobnost, že budou vybráni. Závislost pravděpodobnosti výběru na velikosti fitness 
   však může působit i negativně. Vyskytne-li se v populaci jedinec s relativně vysokým 
ohodnocením (ve srovnání s ostatními), je populace postupně nahrazena tímto jediným 
chromozómem. Aby se zmíněnému trendu předešlo, je vhodné upravit původní fitness funkci 
a zredukovat rozdíl mezi kvalitou nejlepšího a nejhoršího jedince. Při úpravě nejčastěji používáme 
techniku sigma škálování, která bude podrobněji popsána později. 
Během realizace metody rulety se většinou postupuje následovně. Jedincům populace jsou 
přiděleny výseče kruhu, přičemž velikost přidělené výseče je přímo úměrná hodnotám fitness jedinců. 
Následně je simulováno vložení kuličky do rulety, její běh a ustálení v jedné z výsečí, čímž je vybrán 
nový rodič [7].  
Kruh a jeho výseče jsou zde použity pro snazší představu. Pro efektivní využití tohoto typu 
selekce je použit interval od 0 do 1, ten je rozdělen na potřebný počet segmentů o délce úměrné 
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hodnotě fitness4 jednotlivých jedinců. Simulace vložení kuličky do rulety je pak jednoduše provedena 
vygenerováním náhodného čísla v intervalu      . Jedinec, do jehož segmentu náhodně 
vygenerovaná hodnota spadá, je vybrán. 
 
Obrázek 4: Ruletová selekce s pravděpodobností výběru individua přímo úměrnou jeho 
ohodnocení [7]. 
 
Obrázek 5: Ruletová selekce k (k = 4) jedinců modifikovaným ruletovým mechanizmem 
(stochastic universal sampling) [7]. 
Baker [11] podrobně studoval různé modifikace tohoto mechanizmu a navrhl vylepšenou verzi, 
která je v odborné literatuře známá jako stochastic universal sampling, v češtině je také známá jako 
stochastické univerzální vzorkování. Tento mechanizmus využívá poměrně jednoduchý nápad, 
že namísto k-násobného použití rulety, čímž bychom výše uvedeným způsobem vybrali   jedinců 
(   ), postačí hru s ruletovým kolem provést pouze jedenkrát a vybrat rovnou všech   jedinců tak, 
že původně jediná kulička rulety je v tomto pojetí nahrazena   kuličkami, které se současně pohybují 
v pravidelných odstupech po obvodu ruletového kola. Na Obrázek 5 je tento způsob selekce 
ilustrován na příkladu se čtyřmi kuličkami (   ), které se po obvodu rulety současně pohybují 
s odstupem    . V zobrazeném případě by byli jediným použitím rulety současně vybráni jedinci 
s čísly          . 
Podobně, jako u ruletového selekčního mechanizmu, i u této metody jsou jedincům přiděleny 
části intervalu s ohledem na jejich hodnotu fitness. Poté jsou přes tento interval rozloženy ukazatele, 
kde počet ukazatelů je stejný jako počet vybíraných jedinců, tedy  . Vzdálenost mezi jednotlivými 
                                                     
4
 Předpokládáme, že ohodnocovací funkce je vždy nezáporná. 
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ukazateli je rovna   
 
 
 a pozice prvního ukazatele je určena náhodně vygenerovaným číslem 
z intervalu     . 
Je zcela evidentní, že takto modifikovaný způsob výběru napomáhá k udržení dostatečné 
rozmanitosti jedinců vybraných pro další reprodukci. Zároveň je však třeba přiznat, že tento 
mechanizmus neřeší hlavní problém všech selekčních mechanizmů. A to, že pravděpodobnost výběru 
jedince je přímo úměrná jeho ohodnocení, tzv. problém předčasné konvergence. 
Sigma škálování 
Mezi metody, které si dokážou udržet selekční tlak po celou dobu evoluce relativně konstantní, patří 
technika sigma škálování (sigma scaling). K určení pravděpodobnosti výběru jedince využívá 
transformovanou hodnotu fitness v populaci a dále výběrovou směrodatnou odchylku. 
Nechť    
( )
je transformovaná hodnota fitness,   ̅ průměrná fitness v populaci (3.7),   
představuje výběrovou směrodatnou odchylku (3.8). Metodu pak můžeme zapsat ve tvaru (3.6). 
    
( )  {  
    ̅
  
        
         
 (3.6) 
 ̅  
 
 
∑  
 
   
 (3.7) 
  √
 
   
∑(    ̅)
 
 
   
 (3.8) 
Pravděpodobnost výběru k-tého jedince lze vyjádřit vztahem (3.9). 
 (   
( ))  
   
( )
∑    
( ) 
   
 (3.9) 
Na počátku evoluce, kdy bývá výběrová směrodatná odchylka vysoká, nejlepší jedinci 
nedisponují nijak výrazně vyšší pravděpodobností vstupu do procesu reprodukce. Jistá preference 
lepších jedinců však zůstává i během algoritmu, kdy se populace ustálí a výběrová směrodatná 
odchylka klesne. Selekční tlak tedy setrvává přibližně stejný po celou dobu běhu algoritmu. 
Boltzmannův výběr 
Boltzmannův výběr (Boltzmann selection) je metoda podobná technice simulovaného žíhání. Pracuje 
s parametrem   symbolizujícím teplotu systému, která během procesu klesá. Očekávaná hodnota bývá 
typicky ve tvaru (3.10). 
   
( )  
   
  
 
∑   
 
   
 (3.10) 
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( )
zastupuje hodnotu transformovaného fitness k-tého jedince v populaci,   znázorňuje velikost 
populace,   je teplota,         hodnoty fitness před transformací.  
Boltzmannův výběr je jednou z metod, které dovádějí myšlenku sigma škálování ještě dále: 
snaží se měnit selekční tlak v průběhu evoluce tak, aby na začátku měli všichni jedinci relativně 
velkou šanci svého výběru  (3.9) a aby populace mohla po nějaký čas zůstat rozmanitá. Později, kdy 
je již nalezena správná část prostoru řešení, zesílíme selekční tlak a v důsledku tak urychlíme nalezení 
a zpřesnění vysoce kvalitního řešení (urychlíme konvergenci). Teplota   je klesající funkcí času GA, 
selekční tlak s klesající teplotou roste. Vliv selekčního tlaku se tedy mění v průběhu celé evoluce. 
Lineární uspořádání 
Aby byl vliv nadprůměrných jedinců v populaci potlačen, navrhl Baker [11] výběr jedince podle 
pořadí (tzv. rank selection). Tato metoda selekce předpokládá, že se jedinci v populaci seřadí 
vzestupně podle jejich ohodnocení (fitness), a tím vznikne pořadí, které je následně využito 
při vlastním výběru. Zatímco mezi velikostí ohodnocení jednotlivých jedinců mohou být skutečně 
veliké rozdíly, použitím pořadového čísla v právě zavedeném uspořádání dojde ke zrovnoměrnění 
v tom smyslu, že pravděpodobnost výběru i-tého (podle tohoto pořadí) jedince je dáno vztahem: 
   
 
∑      
 
   
  (   )
 (3.11) 
kde   je velikost populace a   {    }. 
Výběr podle pořadí nejen potlačí roli případných nadprůměrně ohodnocených jedinců 
v populaci, ale současně je jeho výhodou, že automaticky napomáhá udržovat selektivní tlak 
i ke konci výpočtu, kdy v populaci převládají velmi zdatní jedinci a rozdíly mezi jejich ohodnocením 
jsou obvykle již jen nepatrné. Další výhodou je i fakt, že v tomto případě není nutné trvat 
na nezáporném ohodnocení jedinců, jelikož rozhodujícím faktorem se stává umístění, které jedinec 
v uspořádané populaci zaujme. 
Je nutné si však uvědomit, že veškerá zmíněná pozitiva přináší nesporné riziko v případě, že 
populace neobsahuje žádné výrazné jedince a rozptyl ohodnocení jedinců je v důsledku nepatrný. 
Výše zmiňované výhody se pro tento případ stávají velkým problémem, neboť i nepatrné rozdíly 
mezi ohodnocením podobných jedinců jsou zveličeny. Zatímco rozdíly mezi ohodnocením 
podobných jedinců může činit například několik procent, díky pořadí bude tento rozdíl  -násobný, 
kde   je velikost populace [7]. 
Exponenciální uspořádání 
Exponenciální uspořádání se liší od výše uvedeného lineárního uspořádání pouze pravděpodobností 
výběru v populaci, která není rozložena lineárně, ale s exponenciální závislostí. Index   opět 
představuje index nejlépe ohodnoceného jedince a normalizační konstanta  , kde      , 
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umožňuje nastavit velikost selekčního tlaku při nízké ztrátě variability populace. Pravděpodobnost 
výběru  -tého jedince je dána vztahem (3.12): 
   
    
∑         
        kde   {      }  (3.12) 
Turnajová selekce 
Poslední metoda výběru, která zde bude prezentována, byla inspirována procesy živé přírody, kde 
se jedinci určitých živočišných druhů často musí vzájemně fyzicky utkat o právo účasti 
v reprodukčním procesu [7]. Tato metoda se nazývá turnajovou selekcí (tournament selection). 
Při volbě této selekce bude populace rozdělena na několik skupin, počet skupin záleží 
na velikosti turnaje a celkovém počtu jedinců v populaci. Jedinci jsou do jednotlivých turnajových 
skupin vybírání zcela náhodně. Velikost turnaje je vstupní parametr této selekční metody a udává 
počet jedinců vybraných do jedné skupiny. Po rozdělení do skupin je z každé z nich vybrán jedinec, 
jehož úspěšnost (fitness) je nejvyšší. 
Velikost turnaje   může nabývat hodnot z intervalu      ,   udává celkový počet jedinců 
v populaci. 
Je zjevné, že lépe hodnocení jedinci mají větší šanci na účasti v další generaci, ale zároveň 
zůstává zachována rozmanitost populace. Můžou být totiž vybráni dva jedinci, kteří představují 
nekvalitní řešení, ale i tak jeden z nich podstoupí křížení a jeho geny se dostanou do další generace. 
Turnajový způsob výběru může být tedy s výhodou použit v situacích, kdy se potýkáme s problémem 
předčasné konvergence a samozřejmě ani zde není nutné striktně dodržovat nezápornost ohodnocující 
funkce. 
Pravděpodobnostní turnaj 
Pokud zkombinujeme metodu turnajem a proporciální selekcí, získáme metodu pravděpodobnostního 
turnaje. V tomto případě se pomocí ruletového kola vyberou dva jedinci, z nichž do křížení postoupí 
ten kvalitnější. 
Tato výběrová strategie výrazně zvýhodňuje kvalitní jedince a méně kvalitní jedince silně 
potlačuje. 
3.6.2 Operátor křížení 
Křížení (crossover) je jedním ze základních operátorů genetického algoritmu zaručující jejich 
efektivnost a je nástrojem pro vytváření nových řešení do dalších populací. Jedná se o metodu, která 
slouží k zajištění konvergence a je závislá na použité metodě kódování, pracuje totiž na úrovni 
chromozómů a genů. Křížení je hlavní způsob výměny informací mezi jedinci. Z populace jsou 
vybráni nejčastěji dva jedinci (rodiče) a kombinací jejich genetických informací vznikne jeden, nebo 
několik potomků (nejčastěji dva). V ideálním případě je potomek (offspring) kvalitnější, než jeho 
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rodiče a GA postupuje ve směru gradientu kriteriální funkce. S určitou pravděpodobností je však 
možný i stav, kdy potomek je méně kvalitní než jeho rodiče, GA postupuje proti směru gradientu 
kriteriální funkce, což mu umožňuje překonat lokální extrém účelové funkce. Křížení je obvykle 
aplikováno jen s určitou (poměrně vysokou) pravděpodobností    a v ostatních případech se potomci 
vytvoří jako identické kopie svých rodičů. 
Operátory křížení se dají realizovat mnoha způsoby. 
Bodové křížení 
Snad nejjednodušší typ bodového křížení zaměňuje jednotlivé úseky rodičovských chromozómů. 
Obecně   bodové křížení zvolí   různých pozic v rodičovských chromozómech a za každou z těchto 
pozic vzájemně zaměňuje jejich části chromozómů. Příkladem takovéhoto typu jednobodového 
křížení může být křížení rodičovských chromozómů na Obrázek 6, dvoubodového na Obrázek 7. 
Obměnou tohoto postupu může být následující jednobodové křížení, které je vhodné např. pro 
permutační problémy. Předpokládejme dva chromozómy délky  , náhodně je vybrán bod křížení  , 
pro který platí {        (   )}. Potomek se vytvoří kombinací dvou chromozómů tak, že 
obsah jednoho rodičovského chromozómů je zkopírován od počátku až do zvoleného bodu křížení do 
potomka. Zbytek se doplní z druhého rodiče, který se postupně prochází od počátku do konce. Prvek 
z druhého rodiče je přidán do potomka v případě, že ještě není v potomkovi obsažen [12]. 
Rodiče: 
{(   )(   )(   ) 
{(   )(   )(   ) 
 
(   )(   )(   )(   )(   )(   )(   )} 
(   )(   )(   )(   )(   )(   )(   )} 
Potomci: 
{(   )(   )(   ) 
{(   )(   )(   ) 
 
(   )(   )(   )(   )(   )(   )(   )} 
(   )(   )(   )(   )(   )(   )(   )} 
Obrázek 6: Příklad jednobodového křížení. 
Rodiče: 
{(   )(   )(   ) 
{(   )(   )(   ) 
 
(   )(   )(   )(   ) 
(   )(   )(   )(   ) 
 
(   )(   )(   )} 
(   )(   )(   )} 
Potomci: 
{(   )(   )(   ) 
{(   )(   )(   ) 
 
(   )(   )(   )(   ) 
(   )(   )(   )(   ) 
 
(   )(   )(   )} 
(   )(   )(   )} 
Obrázek 7: Příklad dvoubodového křížení. 
Uniformní křížení 
Jedná se o typ operátoru křížení, který je založen na výběru genů s pravděpodobností   . Během 
křížení je zvolen stejný počet genů z obou rodičovských chromozómů, tyto geny jsou následně mezi 
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partnerskými rodičovskými chromozómy prohozeny [12]. Pravděpodobnostní hodnota výběru 
se nazývá míra míšení (mixing ratio).  
Uniformní křížení bylo odmítáno pro příliš velké „rozvracení“ kódu. Avšak právě jednotné 
křížení může přinést do populace žádanou různorodost a zvýhodnit tak genetický algoritmus při 
řešení složitých vícerozměrných funkcí s mnoha lokálními extrémy. Uniformní křížení je silnou 
zbraní v boji proti předčasné konvergenci algoritmu. Prostor potenciálních řešení úlohy je 
prohledáván mnohem intenzivněji než v případě jednobodového křížení. 
Aritmetické křížení 
Operátor křížení pro geny s reálnými hodnotami, který doslova kombinuje dva chromozómy, jakoby 
se jednalo o vektory. Potomci vznikají dle vztahů popsaných rovnicemi (3.13) a (3.14). Proměnná    
představuje rodiče (parent) potomků (     ),    (     ) potomky (offspring),    je hodnota 
genu   a proměnná   představuje náhodný vektor, volený před každou operací křížení v intervalu od 
      do     . Příklad aritmetického křížení je na Obrázek 8. 
 
  
        
   (    )    
   
(3.13) 
  
   (    )    
        
   
(3.14) 
 
Rodiče: 
{(      )(      )(      )(      )} 
{(      )(      )(      )(      )} 
Potomci, v případě, že      : 
{(       )(       )(       )(       )} 
{(       )(       )(       )(       )} 
Obrázek 8: Aritmetické křížení,      . 
Heuristické křížení 
Heuristický typ operátoru křížení určuje směr dalšího vývoje dle hodnoty fitness funkce obou rodičů. 
Potomstvo je definováno rovnicemi (3.15) a (3.16), kde       představuje rodiče s nejvyšší hodnotou 
funkce fitness, naopak        s nejnižší, tedy             .   je číslo v intervalu (   ),    (  
   ) označuje potomky. 
Není vyloučena možnost, že první z vybraných potomků    bude nepřípustným. Hodnota 
jednoho či více genů    se totiž při špatně zvoleném   může dostat mimo zvolený rozsah. Proto se do 
heuristického typu křížení zavádí uživatelský parametr   určující počet pokusů o nalezení vhodného 
 , tak aby byl    přípustný. Jestliže ani po   pokusech nebyl přijatelný chromozóm    nalezen, 
tomuto potomkovi je přiřazen rodičovský chromozóm s nejnižší hodnotou fitness. 
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           [            ] (3.15) 
         (3.16) 
Křížení aritmetickým průměrem 
Tento operátor křížení je podmíněn reprezentací jedinců pomocí reálných čísel. Nová alela je určena 
aritmetickým průměrem rodičovských alel [7]. 
Křížení geometrickým průměrem 
Metoda opět předpokládá reálná čísla. Nová alela je však určena odmocninou součinu rodičovských 
alel [7]. 
Rozšiřující křížení 
Nový jedinec je v tomto podání určen rozdílem mezi hodnotami rodičů přičteným k většímu z obou 
jedinců, případně odečtením od menšího [7]. 
Operátor křížení se aplikuje s jistou pravděpodobností (ve většině případů 0,75 – 0,95) 
a v ostatních případech jsou za potomky rodičovského páru prohlášeny jejich kopie [7]. Je zde tedy 
malá možnost přežití beze změny, což se stává v mnoha případech potřebné a užitečné. Optimální 
hodnota křížení závisí na konkrétním řešeném problému a stanovuje se empiricky. Přihlíží se také 
k obecně přijímanému empirickému pravidlu, tedy pro malé populace se nastavuje velká 
pravděpodobnost křížení a naopak. 
Jestliže ke křížení dojde za určitým bitem v řetězci, říkáme, že operátor křížení má polohové 
zaměření. Pokud rozdělení počtu bitů prohozených operátorem křížení není rovnoměrné, říkáme, 
že křížení má distribuční zaměření. Jednobodové křížení má maximální polohové a minimální 
distribuční zaměření, zatímco u uniformního křížení je to naopak. Bodové křížení v homogenní 
populaci generují málo odlišné jednotlivce. Oproti tomu uniformní křížení prohazuje bity nezávisle 
na jejich pozici. Proto se doporučuje používat u menších populací, kde zaručuje prohledání větší 
oblasti stavového prostoru. Ve velkých populacích, kde se rozmanitost chromozómů zajišťuje spíše 
jejich počtem, je vhodnější k-bodové křížení. 
3.6.3 Operátor mutace 
Na mutaci se obvykle pohlíží jako na méně důležitý, druhořadý reprodukční operátor, který dokáže 
vrátit nazpět neuváženě ztracené hodnoty genů, zabraňuje předčasné konvergenci a poskytuje 
možnosti náhodného prohledávání v blízkém okolí5 „zkonvergované“ populace. Mutace tedy 
umožňuje GA dostat se z lokálního extrému účelové funkce [9]. 
                                                     
5
 Blízké okolí je třeba chápat jako množinu chromozomů, kteří se liší od jedinců v populaci změnou 
v minimálním počtu bitů. 
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Jak často dojde k uplatnění tohoto operátoru, určuje pravděpodobnost mutace, která je dalším 
základním parametrem GA. Typicky se nastavuje na hodnotu velice malou (pravděpodobnost       
i méně, nebo 
 
 
, kde   je počet jedinců v populaci) a v některých implementacích se dokonce 
dynamicky mění podle míry konvergence populace. Pravděpodobnost výskytu by však vždy měla být 
nastavena s velkou opatrností. Příliš velká hodnota bude mít za následek degradaci GA na náhodný 
vyhledávací algoritmus a neúměrné snížení efektivity algoritmu [10]. 
Při nastavení mutačního parametru je dobré mít na paměti, že u malých populací mutace 
napomáhá k prohledání větší části stavového prostoru. Je proto vhodné nastavit velkou 
pravděpodobnost mutace. U velkých populací je rozsáhlost prohledaného stavového prostoru 
zaručena velikostí populace, pravděpodobnost výskytu mutace tedy snížíme. 
U binárních hodnot se invertuje hodnota bitu, u reálných hodnot se obvykle k hodnotě genu 
přičte či odečte malá náhodná reálná hodnota (max 10%). V následujících podkapitolách jsou 
zmíněny některé z nejznámějších mutačních technik.  
Replikační metoda 
Metoda vybere náhodně dvě pozice, resp. dva geny v chromozómu, a zamění jejich hodnoty mezi 
sebou [10]. 
Budeme-li mít chromozóm: {(   )(   )(   )(   )} s tučně označenými geny, které budou 
vybrány (  [(   )]     [(   )]). Výsledný chromozóm po aplikaci replikační metody bude odpovídat 
tomuto řetězci: {(   )(   )(   )(   )}  
Přepnutí bitu 
Dalším z možných typů operátoru mutace uvedeme bitové přepnutí (Flip Bit) [10]. Tato metoda 
využívá jednoduchý princip: hodnota zvoleného genu chromozómu je zaměněna za opačnou. Bude-li 
chromozóm vypadat následovně: {(   )(   )(   )(   )} a gen, na kterém má být záměna bitu 
provedena, bude na druhé pozici, po provedení mutace bude výsledný chromozóm v této podobě: 
{(   )(   )(   )(   )}  
Jak již název napovídá, přepnutí bitu lze použít pouze pro geny, které jsou reprezentovány 
binárním zápisem. 
Náhodná výměna 
Za předpokladu použití reálného kódování můžeme nahradit původní hodnotu alely náhodně 
vygenerovanou hodnotou [7]. 
Aditivní změna 
Tato metoda ke své činnosti taktéž předpokládá jedince reprezentované reálným číslem. Mutace 
spočívá v přičtení náhodně generované hodnoty   〈    〉 k původní alele [7]. 
  23 
Multiplikativní změna 
Jedná se o obdobu předešlé metody využitelnou opět pouze při volbě reprezentace jedince reálnými 
čísly [7]. Původní hodnoty představující jednotlivé jedince populace vynásobíme náhodně 
vygenerovaným číslem   〈       〉. 
3.7 Vytvoření nové populace 
GA, které byly doposud prezentovány, využívají jednoduchého generačního principu, kdy předchozí 
populace úplně vymře [7]. Nová populace se potom automaticky skládá pouze z jedinců, kteří vznikli 
jako potomstvo populace předchozí. Neexistuje zde tedy žádná možnost pro jedince ze starší 
populace přežít a ovlivňovat evoluční proces po delší dobu než jen jeden generační cyklus. Tato 
metoda v sobě skrývá zcela evidentní nebezpečí spočívající v tom, že slibný jedinec či celá skupinka 
jedinců může být navždy ztracena, pokud se jim nepodaří projít procesem selekce nebo pokud jejich 
genetická informace bude změněna použitím genetických operátorů mutace. Samozřejmě, že tato 
potenciální slabost může být snadno překonána, pokud jistému počtu nadějných jedinců bude 
umožněno přežít v nezměněné podobě a automaticky dostanou místo v příští populaci. 
Z tohoto hlediska jsou využívány v podstatě dva různé přístupy lišící se zejména v počtu 
jedinců, kterým je umožněno přežít a podílet se na evolučním procesu. 
Elitismus umožňuje GA ponechat si vždy několik nejlepších jedinců z aktuální populace. Tato 
„elita“ se jednoduše a bez jakékoliv změny překopíruje do následující populace a tím nemůže dojít 
ke ztrátě příslušné genetické informace [9]. Mnohdy o elitismu mluvíme jako o modelu s překrytím 
generací. 
Druhým přístupem je náhradová strategie typu setrvalý stav (steady-state reproduction), také 
označována jako inkrementační model, která naopak uchovává většinu populace v nezměněném stavu 
[7]. Pouze jeden jediný nejhůře hodnocený jedinec se v každé generaci nahradí nově vytvořeným 
potomkem, čímž automaticky dochází k uchování nejlepší části dosavadní populace a současně 
k pomalému postupnému vývoji populace. 
3.8 Ukončení genetického algoritmu 
Již z podstaty GA nemůžeme předem očekávat jakýkoliv výsledek. Nastala tedy potřeba hned v úvodu 
vydefinovat kritéria, na jejichž základě bude běh algoritmu zastaven. 
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3.8.1 Čas evoluce 
Pokud nemáme k dispozici žádné informace o tom, jak má řešení po skončení běhu algoritmu 
vypadat, nebo pokud je předpoklad, že k dosažení ideálního řešení bude zapotřebí příliš mnoho času, 
je vhodné zvolit jako ukončující kritérium maximální dobu běhu algoritmu.  
3.8.2 Počet generací 
Před zahájením hledání řešení je pevně stanoven počet generací algoritmu. Podobně jako u času 
evoluce je tato metoda ukončení vhodná v případě, že o požadovaném řešení je dopředu známo jen 
velmi málo informací. Při každém vytvoření nové generace populace je inkrementováno počítadlo, 
které pokud dosáhne hodnoty maximálního počtu generací, algoritmus je ukončen. Jako řešení je 
vybrán nejlepší jedinec aktuální generace. Výsledků může být ale i více, pokud je to požadováno. 
Potom jsou vybráni jako výsledek ti jedinci, kteří splňují minimální hodnotu fitness. 
3.8.3 Konvergence řešení 
Konvergence obecně popisuje stejnorodost populace. Stejnorodá populace má samozřejmě menší 
schopnost vytvořit lepší jedince, a proto by měla vyvolat buď celkové ukončení běhu algoritmu, nebo 
přísun nového genetického materiálu v podobě migrantů, jedná-li se o paralelní verzi GA v podobě 
migrace. 
Konkrétní míry konvergence se různí a každý experimentátor si může nadefinovat vlastní. 
Každá míra konvergence by však měla splňovat následující vlastnosti. 
 Musí se jednat o číslo v intervalu   〈   〉. 
 Pro zcela stejnorodou populaci nabývat hodnoty 1. 
 Pro zcela různorodou populaci nabývat hodnoty 0. 
Stejnorodost jedinců lze posuzovat z různých hledisek. Může se jednat o stejnorodost 
reprezentace jedinců, či o stejnorodost ohodnocení. Zřejmě totiž platí, že jedinci se stejnou 
reprezentací mají také stejné ohodnocení, ale obecně již nemusí platit, že jedinci se stejným 
ohodnocením mají shodnou reprezentaci. Přesnějším popisem stejnorodosti populace by tak určitě 
měla být konvergence založená na reprezentaci jedinců. Porovnání reprezentace a následný výpočet 
konvergence je však časově náročný postup, a proto se téměř výlučně využívá konvergence 
ohodnocení. 
Jedním z kandidátů, který se nabízí pro vyjádření míry konvergence, je rozptyl ohodnocení 
jedinců v populaci, případně jeho směrodatná odchylka. Pro splnění výše zmíněných podmínek by ale 
takto získané míry museli podstoupit normalizaci. 
V této práci je proto míra konvergence vyjádřena následovně. 
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Výpočet populační konvergence 
Populační konvergence zohledňuje stejnorodost pro generaci  . Mějme tedy    ( ) představující 
průměrné hodnocení jedinců v populaci v generaci  ,    ( ) minimální ohodnocení jedince v této 
populaci a   ( ) maximální ohodnocení jedince v téže populaci. Míra konvergence 
maximalizačních problémů je pak dána vztahem (3.17), minimalizačních problémů vztahem (3.18). 
        
   ( )
   ( )
 (3.17) 
        
   ( )
   ( )
 (3.18) 
Výpočet generační konvergence 
Generační neboli časová konvergence zohledňuje časový vývoj nejlépe hodnocených jedinců v rámci 
  generací. Tato konvergence nabývá hodnoty 1, jestliže v předchozích   generacích nedošlo ke 
zlepšení fitness nejlepšího jedince. Míru generační konvergence pro maximalizační problémy 
vypočteme podle vztahu (3.19), pro minimalizační problémy vztahem (3.20). 
        
   (   )
   ( )
 (3.19) 
        
   ( )
   (   )
 (3.20) 
Význam členů vztahů (3.19) a (3.20) je shodný s významem členů vztahů (3.17) a (3.18). Takto 
definované míry konvergence ovšem vyžadují striktně kladné hodnoty účelové funkce. Během 
výpočtu je tedy nutné provést normalizaci ohodnocení všech jedinců populace, nebo upravit účelovou 
funkci. V této práci je ohodnocení všech jedinců normalizováno a to přičtením absolutní hodnoty 
hodnocení nejhoršího jedince k ohodnocení všech jedinců populace. 
3.9 Teorie schémat 
Klademe-li si otázku, proč vlastně genetické algoritmy fungují, většinou se dostaneme k vágní 
odpovědi: genetické algoritmy rozpoznají kladné rysy, které následně kombinují s jinými a šíří je do 
dalších generací, zatímco záporné rysy v průběhu evoluce odumírají. Co ale jsou ony kladné rysy? 
Představa kladných vlastností se formalizuje konceptem stavebních bloků. Stavebními bloky 
označujeme schémata, jež představují dobře přizpůsobené sady vlastností, které lze nalézt u většiny 
lepších řešení [13]. Jinými slovy, pro určité typy problémů lze vypozorovat podobnost mezi přibližně 
stejně dobrými jedinci populace. Tito jedinci se totiž na některých svých pozicích bitově vzájemně 
shodují. Mohli bychom proto říci, že na kvalitu jedince má velký vliv obsazení určitých konkrétních 
pozic, zatímco na obsazení jiných pozic záleží méně. 
Oproti řetězcům, které jsou tvořeny pouze abecedou o dvou prvcích {0, 1}, abeceda schémat 
disponuje ještě třetím prvkem, *, označovaným jako volný symbol. Je tedy definována nad abecedou 
  26 
{0, 1, *}, kde volný symbol * poukazuje, že se na příslušné pozici binárního řetězce odpovídající 
danému schématu může vyskytovat libovolná hodnota 0 nebo 1. Máme-li tedy   symbolů *, pak 
chromozóm s binárním kódováním reprezentuje    řetězců a říkáme, že řetězec   {   }  je 
příkladem či vzorem schématu   {     } , jestliže v každé pozici schématu s jiným symbolem než * 
je hodnota symbolu v řetězci stejná jako ve schématu. 
Každému schématu   je přiřazen řád  ( ) definovaný počtem specifických pozic (nul 
a jedniček) ve schématu. Vzdálenost mezi první a poslední pevnou pozicí symbolů se nazývá délkou 
schématu   ( ). Schéma (    ) má tedy řád 2 a délku 3, a naopak schémata řádku 1 či 0 (tedy 
schémata neobsahující žádný nebo pouze jeden konkrétní symbol) jsou délky rovné nule. 
Celkový vliv genetických operátorů na schémata vyjadřuje vztah (3.21). 
 (     )   (   )  
 ( )
 ̅
[     
 ( )
   
  ( )    ] (3.21) 
Jednotlivé členy v závorce odpovídají postupně selekci, křížení a mutaci, jež byly popsány 
v předcházející kapitole. Co se týče konkrétních symbolů ve vztahu (3.21),  (   ) určuje počet 
řetězců populace, která pokrývá schéma   v čase   (přesněji v   generaci),   ̅představuje průměrnou 
hodnotu fitness populace,  ( ) průměrné ohodnocení fitness jedinců odpovídajících schématu,    
pravděpodobnost křížení,    pravděpodobnost mutace,   délku schématu a  ( ) značí řád schématu. 
Rozborem vztahu (3.21) zjistíme, že stavební bloky chromozomů tvoří krátká nadprůměrná 
schémata nízkého řádu. Menší délka schématu totiž zajistí vyšší odolnost proti porušení během 
křížení, zatímco nízký řád zvýší pravděpodobnost přežití při mutaci. 
Společně se zvýšením pravděpodobnosti křížení se nezvýší pouze počet rekombinací 
stavebních bloků, ale také naroste pravděpodobnost, že budou zničeni i dobří jedinci. 
Jednobodová a dvoubodová křížení zachovávají velké množství stavebních bloků, zatímco 
uniformní křížení prohazuje bity nezávisle na jejich pozici a velké množství stavebních bloků tak 
nutně musí být porušeno.  
Vztah (3.21) popisující vzrůstající podíl dobrých jedinců v populaci je slovně vyjádřen 
teorémem schémat. Hypotéza o stavebních blocích se ztotožňuje s oním nahodilým tvrzením 
uvedeným začátkem kapitoly. 
Teorémem o schématech [13] 
Počet krátkých nadprůměrných schémat nízkého řádu v jednotlivých generacích exponenciálně roste. 
Hypotéza o stavebních blocích [13] 
Genetický algoritmus upřednostňuje a přeskupuje nadprůměrná schémata nízkého řádu nazývaná 
stavebními bloky (částečná řešení daného problému). 
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3.10 Shrnutí 
Tato kapitola se věnovala základnímu principu činnosti genetických algoritmů ve spojení s procesy, 
jež se odehrávají v živé přírodě. Byly zde uvedeny různé metody, které se váží k jednotlivým krokům 
tohoto algoritmu a taktéž zde byla zmíněna vhodnost aplikace těchto metod na jisté typy problémů. 
Technika, která dává velmi dobré výsledky při řešení jedné specifické úlohy, může na úloze 
jiné zcela ztroskotat. Proto je před výběrem konkrétní metody zcela nezbytné provést podrobnou 
analýzu řešeného problému. 
Mezi zápory, které brání masivnějšímu rozšíření jednoduchých genetických algoritmů, patří 
poměrně dlouhá doba výpočtu při řešení složitých úloh. Jednou z možností nabízející zrychlení běhu 
algoritmu je paralelizace. Již z popisu uvedeného v této kapitole je zřejmé, že se naskýtá mnoho 
způsobů, jak genetické algoritmy úspěšně paralelizovat, a právě o jednotlivých možnostech pojednává 
následující kapitola. 
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4 Paralelní genetické algoritmy 
GA mohou pro vyřešení některých reálných problémů vyžadovat velké množství (desetitisíce 
či statisíce) volání účelové funkce [7]. V závislosti na čase potřebném k ohodnocení jednoho 
chromozómu může běh GA trvat celé dny, měsíce nebo dokonce roky, než nalezne přijatelné řešení. 
Naštěstí GA pracují s populací nezávislých řešení, díky čemuž je snadné rozdělit výpočetní nároky 
mezi několik procesorů. 
Paralelní charakter GA byl rozpoznán již před mnoha lety a mnoho experimentátorů použilo 
paralelní GA (PGA) ke snížení doby potřebné k nalezení řešení značně složitých problémů. Dalo by 
se říci, že GA jsou paralelní již ve své podstatě a že tedy není těžké vytvořit rychlé PGA [9]. PGA 
jsou ale složité nelineární algoritmy ovlivňované mnoha parametry, které určují efektivitu prohledání 
stavového prostoru a kvalitu nalezeného řešení. 
Součástí návrhu PGA je například i rozhodnutí, zda použít jednu populaci či několik populací. 
V obou případech je třeba opatrně zvolit velikost populace (nebo populací). Populace mohou zůstat 
oddělené nebo mezi sebou mohou komunikovat a vyměňovat si jedince. Komunikace s sebou přináší 
další rozhodnutí ohledně komunikačních topologií, počtu vyměňovaných jedinců a četnosti 
komunikace. 
Obyčejně se tyto parametry nastavují buď podle výsledků několika provedených experimentů, 
nebo jsou nalezeny náhodou. Problémem těchto přístupů je, že často vedou k plýtvání komunikačními 
zdroji nebo k neadekvátní kvalitě prohledávání stavového prostoru. V důsledku se pak může stát, 
že se PGA jeví jako nepraktické nebo nevhodné k použití. 
Nejjednodušší metoda PGA je založena na principu filozofie pán – otrok (master - slave) 
algoritmu, který je prakticky základní implementací standardního GA. Jeden proces (master) je 
hlavním a kontroluje komunikaci s ostatními, třídí a páruje [9]. Posílá účelovou funkci sloužícím 
procesům (slave) pro paralelní výpočty. Nevýhodou je, že hlavní procesor musí čekat, až se vrátí 
komunikace i od nejpomalejšího uzlu, protože výběr se uskutečňuje globálně. Existuje několik těchto 
verzí GA, které se liší většinou pravděpodobností umístění potomků do nové populace. Většina z nich 
je synchronních – všechny podřízené procesy provádí operace na své množině dat ve stejnou chvíli. 
Nadřízený proces pak čeká na zpětnou reakci. Také je možná, ale ne příliš častá, asynchronní verze, 
kde nadřízený proces začíná se selekcí hned, jakmile se od podřízených vracejí odpovědi. 
Další přístup k paralelizaci GA je ve vytvoření sub-populací, ostrůvků, kde každý proces 
obhospodařuje svou sub-populaci a hledají se tak nejlepší řešení. Čas od času proběhne komunikace – 
výměna nejlepších řešení mezi sub-populacemi. 
Třetí kategorií PGA jsou buněčné (cellular) nebo jemnozrnné (fine grained) GA. V tomto 
případě se sub-populace stávají velmi malými, někdy tvořeny pouze jediným jedincem. Nicméně, tito 
jedinci stále mohou interagovat s okolím. Tento přístup se stává oproti verzi master – slave GA 
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decentralizovaným, protože operace probíhají v jednotlivých sousedstvích, nikoli v hlavním procesu. 
Charakteristika nejlepšího řešení se rozptyluje pomalu přes mříž možných řešení. 
Schéma zmíněných tří typů paralelizace je uvedeno na Obrázek 9. 
 
Obrázek 9: Příklady paralelních verzí GA – a) master-slave b) sub-populace c) buněčné 
PGA jsou výkonné stochastické prohledávací strategie inspirované opět přírodou, dovolující 
řešit větší a složitější problémy, přičemž častou vedou rychleji k řešení a současně konvergují 
k lepším výsledkům. Používají se tři modely: farmářský model, migrační model a difusní model. 
Někdy se pro poslední dva typy PGA používá název distribuované GA (DGA). Pojem paralelní nebo 
sekvenční se vztahuje k populačním strukturám a ne k hardwaru, na kterém jsou GA implementovány. 
To znamená, že PGA mohou být simulovány na počítači s jedním procesorem (jako každý jiný 
diskrétní proces) a naopak na sekvenční GA mohou být prováděny na multiprocesorovém zařízení. 
PGA algoritmus používá nezávislé pod-populace, na kterých probíhá evoluce částečně isolovaně. 
4.1 Farmářský model 
Farmářský model je ve své podstatě normální sekvenční GA [9], kde části algoritmu jsou prováděny 
na pomocných procesorech. Migrační a difusní modely nejsou paralelní verze sekvenčního GA, ale 
jsou blíže k evolučním procesům v přírodě, kde proces reprodukce není pod globální kontrolou, ale 
distribuovaným způsobem obsahuje již paralelismus ve své podstatě, neboť vývoj proběhne paralelně 
v celé populaci. Pomocné pracovní procesy tak mohou provádět všechny ty části výpočtu GA, které 
nepotřebují globální řešení nebo globální informace. Globální části jsou počítány na hlavním 
procesoru (host master). Celá populace je u tohoto modelu držena na hlavním procesoru. V každé 
generaci hlavní procesor vybere individua (jedince) vhodná pro reprodukci a pošle je na zpracování 
(křížení, mutace, ocenění) do pracovních procesorů. Pracovní procesory po provedeném křížení, 
mutaci a výpočtu účelové funkce pošlou potomky (offspring) zpět do hlavního procesoru. Protože 
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tento postup vyžaduje mnoho komunikací, efektivnost metody je dobrá, když skutečný čas výpočtu 
křížení, mutace a ocenění je nesrovnatelně vyšší než potřebný čas pro komunikaci pracovních 
procesorů s hlavním procesorem. 
4.2 Migrační (ostrovní) model 
Migrační model simuluje proces reprodukce lépe než model sekvenčních GA [9]. V přírodě se totiž 
oddělené populace vyvíjejí nezávisle. Jako příklad můžeme uvést izolované ostrovy obklopené 
oceány, kde různé populace podléhají různým selekčnímu vlivu a pouze náhodně se stane, že několik 
jedinců opustí svůj původní ostrov a dostane se na jiný.  
Migrační model se opírá o podobné základy. Celá populace je rozdělena do určitého počtu 
menších pod-populací, které si čas od času vymění několik jedinců, což bývá označováno migrací 
(migration). Z pohledu GA si můžeme představit, že každá populace obsazuje jiný pomocný procesor 
a že je tedy distribuována v daném počtu pod-populací. V literatuře se proto tento typ GA označuje 
jako distribuované GA (PGA). Nad každou pod-populací běží klasický sekvenční GA, pod-populace 
má tedy místní řízení. Po určitém počtu generací (migrační interval, migrační rychlost) dojde 
k migraci, výměně genetické informace mezi pod-populacemi. 
Dělení populace na pod-populace podporuje rozmanitost (různorodost) genetického materiálu 
a proto tato struktura pomáhá předejít předčasné konvergenci celé populace do lokálního extrému. 
Migrace mezi pod-populacemi pak přináší nový genetický materiál do jednotlivých pod-populací 
a šíří tak dobrý genetický materiál přes celou populaci. 
Před praktickou aplikací migračního modelu je nutné vyřešit celou řadu důležitých otázek. 
V první řadě je to počet a velikost jednotlivých pod-populací, přičemž je zřejmé, že rozhodnutí bude 
úzce svázáno nejen s výpočetními možnostmi, jimiž disponujeme, ale zejména s konkrétním 
problémem, na který chceme algoritmus použít. Další otázkou je volba vhodné komunikační 
topologie, tedy způsobu propojení mezi jednotlivými kmeny. Mezi běžně používané komunikační 
topologie patří kruh, hvězda, dvojrozměrné a vícedimenzionální sítě, hyper-krychle, ale třeba 
i náhodná topologie, která umožňuje dané pod-populaci poslat migrující jedince do jiné náhodně 
vybrané pod-populace. 
Komunikační topologie vymezuje cesty, po nichž migrace jedinců mezi pod-populacemi může 
probíhat, ale i k tomu je třeba ještě rozhodnout, jak často bude migrace probíhat6, kolik jedinců bude 
migrovat, o které jedince se bude jednat (náhodně vybraní, vzešlí z turnaje, či nejlepší jedinci z dané 
pod-populace), zda kopie migrujících jedinců zůstanou součástí jejich původního kmene, ale také 
nad volbou, jakým způsobem budou tito jedinci přijati v nové pod-populaci. 
                                                     
6
 Stanovit migrační interval. 
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4.3 Difusní model 
Difusní model [9], někdy též nazýván modelem sousedů, mapuje každého jedince do jednoho 
procesoru, tzn. celá populace je rozdělena do velkého počtu procesorů. Struktura sousedů spojující 
procesory je velice důležitá. Právě mezi sousedy totiž probíhá informační výměna v rámci celé 
populace. Sousedství jedinců se překrývá a celý model tak dostává charakter difusního procesu. 
V difusním modelu jsou všichni jedinci aktivní, v každé generaci si každý jedinec hledá mezi 
svými sousedy partnera vhodného k reprodukci. Jedinec v procesoru je pak kombinován s partnerem 
na sousedním procesoru. Podstatné je, že zde není žádné centrální řízení během selekčního procesu, 
ani v jiné fázi difusního modelu. Během historie byla navržena metoda, ve které jednotlivci hledají 
partnera pro reprodukci pomocí horolezeckého algoritmu. 
4.4 Problém nadměrného urychlení 
Jedním z kontroverzních témat týkajících se PGA je problém nadměrného urychlení (Superlinear 
Speedup Problem) spočívající v rozporu mezi teoretickými předpoklady a empirickými výsledky. 
Teoretická úvaha je následující: 
Jestliže vyřešení libovolné úlohy trvá jedinému procesoru dobu  ,   procesorů bude na úloze 
pracovat minimálně po dobu 
 
 
. V úvaze je předpokládáno, že oba zmíněné přístupy vykonávají stejný 
počet výpočetních úkonů v rámci řešení jedné úlohy. 
Z tvrzení nám plyne, že výpočetní proces při použití   procesorů může být urychlen 
maximálně  -krát. Podle empirických výsledků však dochází i k více než N-násobnému zkrácení 
výpočetní doby, což se stává předmětem diskusí na téma nadměrného urychlení. Pro vysvětlení 
tohoto jevu bylo provedeno mnoho experimentů a snad nejsmysluplnějším objasněním se zdá být 
závěr, že celá úvaha stojí na špatném předpokladu. Celkový objem výpočetní práce totiž není shodný 
pro paralelní i pro sekvenční model GA. Paralelní modely nějakým způsobem provádějí méně 
činnosti než modely sekvenční a v důsledku tak vzniká nadměrné urychlení. Redukce výpočtů je pak 
podle jedné z mnoha hypotéz způsobena převážně zvýšením selekčního tlaku, za který je odpovědná 
migrace jedinců mezi populacemi [13]. Migrace ale není jediným možným vysvětlením zkoumaného 
jevu. Jiným objasněním může být i fakt, že menší populace se vejdou do vyrovnávacích pamětí 
procesorů celé [14], případně že dochází k nesprávnému určení velikosti populace. 
4.5 Shrnutí 
V této kapitole byl uveden stručný přehled paralelních modelů GA, principů jejich činnosti, popis 
jejich vzájemných odlišností či odlišností vůči jednoduchým GA. V podkapitole 4.4 byl popsán jev 
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nadměrného urychlení vyskytující se u PGA využívajících migraci a právě migrace byla označena 
jako možné vysvětlení vznikajícího jevu. 
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5 Migrační strategie 
Úkolem migrační strategie (migrace) v PGA je zajistit výměnu jedinců (migrantů) mezi jednotlivými 
ostrovy. Jak ale správně nastavit parametry této výměny, aby měly správný vliv na běh GA 
a prohledávání stavového prostoru bylo efektivní a nalezené řešení bylo kvalitní? 
Určení těchto parametrů je netriviálním problémem, kterému je věnována následující kapitola. 
5.1 Migrační kritérium 
Migrační kritérium nám definuje, ve kterých okamžicích bude k migraci docházet. Stanovuje tedy 
spoušť, pomocí níž je migrace jedinců vyvolána. 
Dle způsobu spouštění můžeme migraci dělit na synchronní probíhající v konstantních 
intervalech a asynchronní, kdy komunikace mezi pod-populacemi je jako reakce na určitou událost. 
5.1.1 Synchronní migrace 
Ve většině PGA je využívána migrace synchronní. Její výhodou je jednoduchost migračního kritéria, 
snadná implementace, vyhodnocení vyžaduje malé množství strojového času. Jedná se pouze 
o porovnání současné generace vývoje PGA s předdefinovaným migračním kritériem. 
Na druhou stranu zde není vůbec brán ohled na dobu, kdy je migraci vhodné uskutečnit. Příliš 
častá nebo příliš řídká migrace může degradovat efektivitu algoritmu. Při konstantním intervalu 
migrace mohou nastat dva nežádoucí úkazy. 
Migrace, která je prováděna neúměrně často, potlačuje hlavní rys PGA – oddělený vývoj 
kmenů. Počet správných stavebních bloků v migrujících jedincích nemusí být dostačující, aby 
dokázal ovlivnit prohledávání stavového prostoru správným směrem a tak pro cílovou populaci tito 
jedinci nepředstavují významnější přínos. Naopak dochází k plýtvání komunikačními zdroji, ke 
snížení efektivity výpočtu a navýšení nákladů na běh programu. 
Jestliže bude migrace probíhat pouze zřídka, PGA dostane možnost vyvinout v jednotlivých 
kmenech jedince, kteří by představovali různá lokální optima. Pod-populace v PGA bývají řádově 
nižší než populace jednoduchých GA, snáze a rychleji proto dochází k předčasné konvergenci 
k lokálním optimům. Migrace představuje jediný způsob, jak vnést do pod-populace nový genetický 
materiál. Pokud by byla migrace uplatněna pouze ojediněle, či by byla zcela vynechána, v krajním 
případě by nemuseli být nově zařazení jedinci vůbec použiti a vývoj by tak probíhal na zcela 
izolovaných ostrovech.  
  34 
5.1.2 Asynchronní migrace 
Jak již bylo uvedeno dříve, asynchronní migrace využívá kritéria, jež spouští migraci jako reakci na 
jistou událost. Příznaky vyskytující se v těchto kriteriích mají za úkol co nejvíce vystihnout 
skutečnost, kdy je migraci opravdu vhodné provést. 
Mezi zmíněná kritéria může být zahrnuta podmínka míry konvergence populace, která je 
srovnávána s předem daným prahem. Vyhodnocení takovéhoto příznaku je však časově mnohem 
nákladnější, než vyhodnocení kritéria u synchronní migrace. 
V zásadě může asynchronní migrace probíhat dvěma způsoby: 
 Výměna jedinců se vyvolá pro všechny pod-populace společně a proběhne v jedné 
generaci. 
 Výměna se bude týkat pouze jednoho kmene splňujícího migrační kritéria a s ním 
souvisejících kmenů, určených komunikační topologií. 
V souvislosti s konvergováním kmenů se zavádí nový pojem, epocha. Epocha představuje počet 
generací, po které se musí kmen vyvíjet, než dojde k jeho úplné konvergenci. Migrace je tedy 
spouštěna na konci každé epochy.  
5.2 Komunikační topologie 
Komunikační topologie je poměrně důležitým faktorem ovlivňujícím náklady na migraci. Hustě 
propojená topologie na jednu stranu zaručí lepší promísení jedinců jednotlivých ostrovů, na stranu 
druhou přinese značné nároky na komunikaci. 
Dle okamžiku vzniku topologii dělíme na statickou a dynamickou. 
Statická topologie 
Způsob propojení jednotlivých pod-populací je znám již před samotným začátkem běhu PGA a v jeho 
průběhu se již nemění. 
Dynamická topologie 
Jistým protikladem statické topologie je topologie dynamická, která se stanovuje až v průběhu 
výpočtu PGA a může se měnit. 
Jak již bylo zmíněno, migrace nám napomáhá udržet si různorodost populace na dostatečné 
úrovni. Při snaze o dosažení tohoto cíle sehrává velmi důležitou roli správná volba zdrojové populace, 
ze které budou jedinci migrovat do populace cílové. Představme si situaci, kdy dvě pod-populace, 
mezi nimiž má proběhnout migrace, dokonvergovaly k přibližně stejným výsledkům. Se snahou 
přenést nejlepší vlastnosti vezmeme nejlepší jedince zdrojové populace a zaměníme je s nejhoršími 
jedinci populace cílové. Potlačíme tak špatné rysy. Vše se zdá být v pořádku zhruba do té chvíle, než 
si uvědomíme, že jsme z cílové populace odstranili chromozomy, které zajišťovaly alespoň minimální 
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úroveň různorodosti, a nahradili jsme je jedinci, kteří konvergenci cílové populace naopak značně 
navýšili. Migrací jsme tak docílili zcela opačného efektu, než bychom očekávali. 
Kritériem výběru dvojic kmenů se proto typicky stává odlišnost mezi pod-populacemi nebo 
reprezentanty každé z nich. Míru odlišnosti dvou jedinců lze posuzovat genotypicky (podle 
reprezentace chromozomu) nebo fenotypicky (pomocí fitness). 
5.3 Stupeň propojení 
Stupeň propojení určuje hustotu topologie, tedy stanovuje, od kolika dalších pod-populací daná pod-
populace přejímá migrující jedince. Má-li topologie velký stupeň propojení, dobrá řešení se šíří 
rychle. Naopak je-li síť jen řídce propojená, kvalitní jedinci se propagují pomaleji a vývoj na 
jednotlivých ostrovech probíhá izolovaněji. Prohledávání na odloučených ostrovech ale může být 
zaměřeno do různých oblastí stavového prostoru, čímž je umožněno vyvinout různá řešení, jež se 
později kombinují a dávají za vznik novým lepším jedincům. 
Na základě experimentů bylo ověřeno [13], že různé topologie se stejným stupněm propojení 
po proběhnutí stejného počtu epoch dosahují téměř shodné kvality výsledků. Stupeň propojení tedy 
můžeme označit nejdůležitějším parametrem topologie sítě. 
5.4 Způsob přenosu migrantů 
Genetické algoritmy jsou silně inspirovány jevy, které byly rozpoznány a následně popsány v mnoha 
vědách: v genetice, evoluční teorii, či demografii a dalších. V přírodě je přirozená migrace jedinců, 
což se ve valné míře odráží i při návrhu PGA. Ve zdrojové populaci jsou tak vybráni konkrétní 
jedinci, většinou nejlepší v populaci, a následně jsou šířeni dál. Avšak i tito výběroví jedinci mohou 
obsahovat nežádoucí geny, které se pak vnesou do cílové populace. 
Přenosu nežádoucích genů se snaží zabránit migrace schémat. Zdrojová populace je zde 
podrobena zkoumání, na základě kterého jsou z ní extrahovány dobré rysy. Ty jsou pak ve formě 
schématu přeneseny do cílové populace, kde je schéma přetisknuto přes takový počet jedinců, jaký je 
dán migračním koeficientem. 
5.5 Migrační koeficient 
Migrační koeficient je číslo, definující kolik jedinců v cílové populaci má být pozměněno. Dle 
metody přenosu migrantů (jedinců nebo schémat) může udávat i skutečný počet jedinců zdrojové 
populace fyzicky přemapovaných do populace cílové. 
Spolu s četností migrace a stupněm propojení topologie migrační koeficient určuje množství 
nového genetického materiálu vloženého do pod-populace.  Naskýtá se tedy otázka, zdali je vhodnější 
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migrovat menší množství jedinců častěji, či zřídka větší množství. Při přihlédnutí na komunikační 
náklady se však zdá být vhodnější druhá varianta. 
Formálně má smysl volit koeficient v rozmezí daným intervalem (5.1): 
          〈   
     
   
〉  (5.1) 
 
Kde          je migrační koeficient,        velikost kmene a   představuje stupeň propojení 
topologie [15]. 
Je-li koeficient nulový, PGA se změní na sadu izolovaných populací. Podobná situace nastane 
při volbě migračního kritéria, které není nikdy dosaženo. Požadujeme-li maximální vliv sousedních 
pod-populací při zachování hlavních rysů původní pod-populace, volíme nejvyšší hodnotu intervalu 
(5.1). 
5.6 Shrnutí 
V kapitole byly zmíněny různé typy migrací v rámci paralelních genetických algoritmů. Jedná se 
o základní dělení, které lze dále rozšiřovat za cílem podání lepších výsledků, či za úmyslem zkrácení 
doby výpočtu. 
Jedním z takovýchto rozšíření by mohlo být například zvýšení hodnocení vkládaných 
chromozómů do cílové populace, aby se zúčastnili vývoje alespoň v jedné generaci po migraci. 
V důsledku by tak měla mít migrace vyšší účinek a měla by být vyvolávána méně často. 
Různá další vylepšení se mohou vázat přímo ke konkrétnímu řešenému případu. V této práci 
však bude uplatněna pouze základní paralelizace. 
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6 Optimalizační úlohy 
GA jsou často využívány k řešení rozmanitých optimalizačních úloh. Pro demonstraci jejich 
optimalizačních schopností tedy vybereme sedm funkcí z [16] a GA na ně aplikujeme. První 
z příkladů bude funkce s jedním výrazným extrémem, druhá a třetí s plochým (nevýrazným) 
extrémem a zbylé testovací funkce budou obsahovat mnoho lokálních extrémů. Nalezení globálního 
extrému těchto funkcí na určitém intervalu není triviální, proto se používají za referenční úlohy. 
Vedle představení jednotlivých testovacích úloh bude v této kapitole uveden i návrh jejich 
implementace genetickými algoritmy. 
6.1 Funkce s jedním výrazným extrémem 
Předpokládejme zadání úlohy, které vyžaduje použít GA k nalezení minima dvou proměnných: 
  (     )      (  )    (  )   ( (    )
  (    )
 ) (6.1) 
Jedná se o testovací funkci zvanou Easom’s z [16]. Jak je zřejmé již z vlastní formule, ale též 
z Obrázek 10, tato funkce má jediné globální minimum v (     )  (   ), kde nabývá hodnot 
  (     )    . 
 
Obrázek 10: Easom’s function [16], nalevo funkce vykreslena na hledané množině, napravo je 
zobrazen její detail. 
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Předpokládejme hledání minima funkce   (     ) pouze na množině   {(     )       
〈        〉}. K prezentaci hodnot proměnných         bude použit binární vektor v Grayově kódu, 
jehož délka je závislá na požadované přesnosti. 
Dále předpokládejme, že je požadována přesnost čtyři místa za desetinnou čárkou. Potom je 
nezbytné rozdělit interval 〈        〉 alespoň na: 
(    (    ))                   (6.2) 
stejných dílků. To znamená 42 bitů (21 bitů pro proměnnou    a stejný počet pro proměnnou   ), 
neboť: 
                                           (6.3) 
Vzdálenost dvou sousedních bodů v této prezentaci bude          , což je postačující kompromis 
mezi požadovanou přesností a dobou výpočtu, která se logicky s prodlužující se délkou zvětšuje. 
Chromozóm bude tedy mít délku 42 bitů, přičemž prvních 21 bitů reprezentuje reálnou hodnotu 
proměnné    v intervalu 〈        〉 a posledních 21 bitů reálnou hodnotu proměnné    v intervalu 
〈        〉  
Korespondence mezi binárním vektorem    (                          ) a příslušnými 
hodnotami proměnných         je velmi jednoduchá a vlastní převod lze provést v následujících 
krocích: 
1. Převedeme binární vektor   v Grayově kódu na binární vektor    v Binárním kódu. 
2. Binární vektor    se rozdělí na dvě poloviny a obě se převedou do desítkové soustavy. 
  
  ∑    
     
  
   
         
  ∑     
     
  
    
  (6.4) 
3. Příslušná reálná čísla         budou potom nalezena aplikací lineární transformace 
následovně. 
        
(    (    ))
     
     (6.5) 
        
(    (    ))
     
     (6.6) 
Je-li zdárně vyřešena otázka vhodného zakódování jedinců, je možné přistoupit ke specifikaci 
dalších podstatných charakteristik algoritmu. Počáteční populace se vytvoří tak, že se náhodně 
vygeneruje   binárních vektorů délky 42, kde   je požadovaná velikost populace. Jako 
ohodnocovací funkci je zde výhodné použít vlastní účelovou funkci   (     ), která má dostatečnou 
rozlišovací schopnost, a protože je cílem nalézt její minimum, z tohoto hlediska ji ani není nutné nijak 
modifikovat. Musíme mít však na paměti, že zvolená funkce   (     ) podává záporné hodnoty. 
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Ohodnocovací funkce tedy bude nabývat opačných hodnot oproti funkci účelové a bude 
upřednostňována nejvyšší fitness. 
6.2 Funkce s jedním nevýrazným extrémem 
Dalším testovacím příkladem z [16] je funkce Goldstein-Price’s reprezentující skupinu funkcí 
s jedním nevýrazným extrémem. Tato funkce má minimum   ( )         (     )  (    ), a je 
zobrazena na Obrázek 11. Hledání minima budeme předpokládat pouze na množině   
{(     )       〈    〉}. 
  (     )  [  (       )
 (           
                
 )]
 [   (       )
 (            
                  
 )]  (6.7) 
 
Obrázek 11: Goldstein-Price’s function [16], nalevo je funkce omezena hledanou množinou, 
napravo je tatáž funkce z ilustrativních důvodů vykreslena na větší množině. 
Funkce tohoto typu jsou známé malými změnami hodnot v oblasti extrému. Nemusíme mít 
tedy obavy z uváznutí v lokálním optimu ale naopak z pomalé konvergence ke konečnému  řešení.  
Extrém funkce Rotated hyper-ellipsoid, viz Obrázek 12, je o něco výraznější, než tomu bylo 
u funkce předešlé. Nachází se v  (     )  (   ), kde nabývá hodnoty   (     )   , oblast hledání 
je ohraničena množinou   {(     )       〈                〉}. 
  (     )    
  (  
     
 ) (6.8) 
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6.3 Funkce s mnoha lokálními extrémy 
Jak je patrné z Obrázek 13, Rastrigin’s function je funkce s mnoha lokálními extrémy rozprostřenými 
po celém stavovém prostoru. Její testovací oblast bývá omezována pouze na množinu   
{(     )       〈          〉}. 
  (     )       [  
        (    )] [  
        (    )] (6.9) 
Pro mnohé optimalizační techniky je nalezení globálního optima této funkce nesnadné. Vezmeme-li 
v úvahu např. horolezecký algoritmus, který začíná z jednoho náhodně zvoleného počátečního řešení 
Obrázek 12: Rotated hyper-ellipsoid [16]. 
Obrázek 13: Rastrigin’s function [16]. 
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a postupnými iteracemi se lokálním prohledáváním snaží najít řešení s vyšší hodnotou účelové 
funkce, nemůže u   (     ) vůbec uspět. U GA je úspěšnost úzce spjatá s volbou genetických 
operátorů a následně s volbou parametrů. 
Druhou testovací funkcí s mnoha lokálními extrémy bude Michalewicz’s funkce, viz Obrázek 
14. Funkce je určena rovnicí (6.10) a její extrém je hledán na množině   {(     )       〈   〉}, 
kde zhruba v  (     )  (              ) nabývá minima   (     )         . 
  (     )      (  )  (   (
  
 
 
))
 
    (  )  (   (
  
 
 
))
 
 (6.10) 
 
Obrázek 14: Michalewicz’s function [16]. 
Funkce Schwefel’s definována rovnicí (6.11) s minimem o hodnotě 
  (     )              (     )  (                  ) je na Obrázek 15. Extrém bude hledán 
na množině ohraničené    {(     )       〈        〉}.  
  (     )         (√    )        (√    ) (6.11) 
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Poslední funkcí je Shubert’s funkce vyjádřena rovnicí (6.12). 
  (     )   ∑     ((   )    )  ∑     ((   )    )
 
   
 
   
 (6.12) 
Shubert’s funkce nabývá extrému v bodě  (     )  (                ) s hodnotou   (     )  
         . 
 
Obrázek 16: Shubert’s function [16]. 
Obrázek 15: Schwefel’s fiction [16]. 
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6.4 Shrnutí   
V předešlých podkapitolách navržené GA vždy využívaly Grayovo kódování. Je však možné, že větší 
úspěch přinese zcela jiná reprezentace jedinců, a to reprezentace pomocí reálných čísel. Mine nás tak 
neustálé přepočítávání reálných čísel na binární vektory při použití Binárního kódování a následné 
překódování Binárního kódování na Grayovo. Změna reprezentace jedinců však podněcuje změnu 
způsobu křížení a mutace.  
Tato kapitola byla zaměřena na demonstraci optimalizačních schopností genetických algoritmů. 
Bylo zvoleno sedm různých zajímavých a přitom jednoduše definovaných optimalizačních úloh a byl 
navržen postup, jak pokračovat při jejich řešení. 
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7 Programová realizace 
Tato kapitola se ve stručnosti věnuje implementaci aplikace GAMultiModal. Jejím úvodem je 
popsáno použité vývojové prostředí, java-archivy a dále je pak přiblížena struktura projektu a celý 
proces výpočtu. Jsou zde také zmíněny problémy, které mohou při běhu programu nastat, a uvedeno, 
jak je lze řešit. 
7.1 Použité technologie 
Hlavním implementačním jazykem programu GAMultiModal byla zvolena Java s využitím 
vývojového prostředí NetBeans IDE, nástroje dostupného pod open-source licencí firmy Sun 
Microsystems, [18]. NetBeans IDE zajišťuje správu, řízení a automatizaci buildů , na jeho základě má 
projekt jednotný systém buildování, poskytuje kvalitní informace o svém chodu, umožňuje 
transparentní přidávání nových funkcí a zjednodušuje správu direktiv. 
GUI je navrženo za pomoci knihovny Swing, knihovny poskytující aplikační rozhraní pro 
tvorbu a obsluhu klasického grafického uživatelského rozhraní [19]. 
Celý projekt definuje strukturu stávající se z 14 balíčků o 28 objektech. Její činnost je 
dekomponována na jednotlivé podúlohy, které jsou prováděny souběžně. Výkon programu je tedy 
podpořen multithreadingem. Model vláken přitom pracuje s daty, jež jsou svázána určitým zdrojem či 
událostí. 
Samotný objektový prototyp uplatňuje řadu návrhových vzorů, mezi které patří např. šablona, 
továrna, jedináček, iterátor, atd. Ty usnadňují znuvupoužitelnost důležitých a stále se opakujících 
objektů, čímž v důsledku umožňují tvořit efektivnější návrh projektu. 
7.2 Struktura projektu 
Skladba projektu se stává ze tří celků, jimiž jsou: view obstarávající uživatelské rozhraní, dataType 
definující nové datové typy, které uchovávají uživatelem specifikované parametry, a algorithms - 
stěžejní části projektu implementující řídící genetické algoritmy společně s veškerými genetickými 
operátory a prvky potřebnými pro realizaci genetického algoritmu (viz Obrázek 17). 
Balíček dataType 
Balíček dataType zahrnuje třídu Enumerate.java, která definuje veškeré výčtové typy týkající se 
volby genetických operátorů, výběru implementovaných testovacích funkcí, možností ukončení 
genetického algoritmu, výčtu topologií a nápodobně. 
  45 
Dalšími třídami z balíčku jsou třídy TypeOfFunction.java a TypeOfGeneticAlgorithm.java, 
které udržují informace o uživatelově nastavení genetického algoritmu, a dále pak údaje o defaultním 
nastavení genetického algoritmu pro případ, že uživatel spustí výpočet bez předchozího 
předdefinování algoritmu. 
Balíček view 
Balíček view obsahuje jedinou třídu, kterou je JMultiModalFrame.java. Tato třída má několik 
interních podtříd a obstarává veškerou práci spojenou s grafickým rozhraním, od zobrazování 
aplikace až po zpracování událostí. 
Balíček algorithms 
Nejrozsáhlejším balíčkem je balíček algorithms, který v sobě zapouzdřuje veškeré prvky spojené 
s genetikou. V utils obsahuje třídy definující pomocné metody pro převody mezi použitým 
kódováním a transformace s kódováním spojené (třída CodingUtils.java), metody pro výpočty 
průměrů, normalizací, atd. (třída GeneticsUtils.java), metody pro práci se seznamem (třída 
ListUtils.java), či datové typy pro reprezentaci řešení (šablona Tuple.java). 
genetics zahrnuje třídu s řídícím genetickým algoritmem (třída Genetics.java) a dále pak 
balíčky chromosom a evolution. chromosom zapouzdřuje abstraktní třídu Chromosom.java, která 
udržuje informace vázající se k jednomu jedinci populace. Třídu Chromosom.java rozšiřují třídy 
přímo spojené s konkrétní funkcí (např. EasomFunctionChromosom.java rozšiřuje třídu 
Chromosom.java, nachází se v balíčku singleMajorExtemeChromosom a reprezentuje chromozóm 
konkrétní funkce). Třída Chromosom.java a třídy, které ji rozšiřují, tedy obsahují funkční hodnotu 
a hodnotu fitness konkrétního jedince, jeho genotyp, velikost chromozómu, intervaly omezující 
hledané řešení. Dále definuje přístupové metody ke zmíněným atributům, metody pro výpočet 
funkční hodnoty a hodnoty fitness. 
Balíček evolution v abstraktní třídě Evolution.java definuje rodičovskou populaci a populaci 
potomků společně s veškerými genetickými operátory. Třídu Evolution.java rozšiřují třídy 
konkrétních testovacích funkcí (třídy funkcí z balíčků manyLokalExtermes, singleFlatExtreme 
a singleMajorExtreme), které populaci inicializují odpovídajícími chromozomy. 
algorithms dále obsahuje třídu Statistic.java, do níž jsou umístěny různé testy pro získání 
statistik během experimentování, a třídu Execute.java, ve které se na základě uživatelem předaných 
parametrů spouští výpočet konkrétním algoritmem, tedy paralelní nebo sériový s konkrétním typem 
ukončení a podobně. 
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Obrázek 17: Třídní diagram programu GAMultiModal. 
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7.3 Proces výpočtu 
Na základě parametrů, jež si uživatel navolí v grafickém rozhraní, a které jsou následně uloženy do 
TypeOfFunction.java a TypeOfGeneticAlgorithm.java, je ve třídě Execute.java spuštěn konkrétní 
algoritmus. V případě jednouchého genetického algoritmu se jedná o vytvoření nového objektu 
v Genetics.java a spuštění řídicího genetického algoritmu. 
V případě paralelního genetického algoritmu je spuštěno   vláken, kde   je rovno počtu 
ostrovů ostrovního modelu PGA, a každé vlákno spouští svůj jednoduchý genetický algoritmus. Nyní 
je v tomto jednoduchém algoritmu počáteční rodičovská generace vygenerována náhodně, stejně, jak 
tomu bývá u každého genetického algoritmu. Dojde však ke změně nastavení. Velikost rodičovské 
populace, stejně tak jako populace potomků, bude  -krát menší a ukončení algoritmu bude 
přenastaveno na ukončení populační konvergencí epochy. Koeficient epochy je defaultně nastaven na 
hodnotu 0,5, kdy populace ještě není zcela zkonvergovaná a dává tedy šanci uchycení nových jedinců 
vpuštěných do následující generace. 
Po ukončení výpočtu ve všech vláknech dojde k migraci jedinců uživatelem definovanou 
topologií. V této práci je implementována statická topologie ve tvaru prstence a plně propojená 
statická topologie. 
Ze sub-populací jednotlivých vláken je následně utvořena jedna velká populace a na základě 
jejího osazenstva rozhodnuto o ukončení výpočtu dle uživatelem definované konvergence. Je-li 
populace do jisté míry (míry definované konvergenčním koeficientem) zkonvergovaná, vybere se 
nejlépe ohodnocený jedinec a jeho řešení je předáno třídě JMultiModalFrame.java, ta výsledek 
zobrazí. V opačném případě na každém vlákně proběhne další evoluční vývoj spuštěním nového 
genetického algoritmu. Nyní již ale populace není inicializována náhodně, nýbrž původní 
zmigrovanou populací konkrétního vlákna. Zmíněný proces se tedy neustále opakuje do doby, kdy je 
splněna podmínka ukončení. 
7.3.1 Realizace jednoduchého genetického algoritmu 
Jednoduchý genetický algoritmus je implementován ve třídě Genetics.java. Již v rámci inicializace 
této třídy se vytvoří i nová instance třídy definující konkrétní počítanou funkci (např. 
EasomsFunction.java rozšiřující Evolution.java) a v ní vznikne prvotní rodičovská populace jistých 
chromozomů (např. EasomsFunstionChromosom.java rozšiřující Chromosom.java). Dále v rámci této 
inicizace dojde k přednastavení veškerých genetických operátorů v Evolution.java. 
V prvním kroku řídící algoritmus zavolá metodu křížení implementovanou v Evolution.java 
a zkříží jedince rodičovské populace.  Tím dá za vznik nové populaci potomků, do které jsou 
v následujícím kroku voláním metody elitismu přidáni další jedinci. V rámci třetího kroku dojde 
k mutaci některých z jejích jedinců a následně k selekci, která obnoví původní rodičovskou populaci. 
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Zmíněné kroky se opakují do doby, než nová rodičovská populace splňuje podmínky ukončení 
výpočtu, a řešení nejlépe ohodnoceného jedince je předáno třídě JMultiModalFrame.java, která 
výsledek zobrazí. 
7.3.2 Reprezentace jedince 
Jedinec je realizován abstraktní třídou Chromosom.java a dále pak třídou rozšiřující 
Chromosom.java, která se váže k řešení konkrétní funkce. Tyto specifikované třídy se nachází 
v balíčcích se jménem popisujícím jejich charakter, např. singleMajorExtremeChromosom u třídy 
EasomFunctionChromosom.java. 
Každý jedinec je reprezentován atributy, kterými je velikost chromosomu, genotyp 
(implementován pomocí ArrayList <Boolean>), fitness hodnota, funkční hodnota optima 
a souřadnice optima. Dále každý jedinec obsahuje metodu pro dekódování genotypu, výpočet funkční 
a fitness hodnoty. 
7.3.3 Reprezentace populace 
Populace je podobně jako jedinec implementována pomocí abstraktní třídy Evolution.java a třídy 
specifikované pro konkrétní úlohu rozšiřující tuto abstraktní třídu. Obdobně se také tyto konkrétní 
třídy nacházejí v balíčcích pojmenovaných podle jejich charakteru, tedy např. EasomsFunction.java 
rozšiřuje Evolution.java a nachází se v balíčku singleMajorExteme. 
Mezi atributy populace patří intervaly vymezující oblast hledaného řešení, velikost rodičovské 
populace a populace potomků, poměr mutace, křížení, elitismu, počet desetinných míst určujících 
přesnost během výpočtu. Dále obsahují typ mutace, křížení a selekce, rodičovskou populaci 
a populaci potomků (obě implementovány jako ArrayList<Chromosom>). K implementovaným 
metodám, vedle přístupových metod, patří také metody křížení (křížení jednobodové, dvoubodové 
a uniformní), mutace (metoda mutace přepnutím bytu a replikační metoda) a různé metody selekce 
(metoda pravděpodobnostní ruletou, turnajem, pravděpodobnostním turnajem, lineární 
a exponenciální uspořádání). Také zde jsou  implementovány různé podpůrnéa inicializační metody. 
7.4 Problémy spojené s paralelizací 
Jistý problém spočívá v paralelizaci spojené s celkovým omezením počtu vláken JDK. Jestliže 
uživatel spustí paralelní výpočet s větším počtem pod-populací, než je přípustné, případně, pokud má 
již jednou aplikaci GAMultiModal spuštěnou, nebo nějaká vlákna běží na pozadí, a tedy celkový 
počet aktivních vláken překročí stanovenou mez, nastane výjimka. V takovém případě bude uživatel 
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informován prostřednictvím okna zobrazujícím řešení7 a bude na něm, zdali počet sub-populací omezí 
a spustí výpočet znovu, nebo počká, až se některá vlákna uvolní a start zopakuje. 
7.5 Uživatelské rozhraní 
Aplikace má jednoduché intuitivní uživatelské rozhraní navržené v jazyce Java za použití knihovny 
Swing. Návrh je koncipován do čtyř záložek, tlačítka pro spuštění aplikace a okna pro výpis výsledku. 
V horní části aplikace se nachází panel s popisem programu.  Fotka aplikace je uvedena na Obrázek 
18.  
 
Obrázek 18: Screenshot imlementované aplikace. 
Každá záložka aplikace má v levé části výběr nastavení genetického algoritmu a vpravo okno 
s nápovědou. Po spuštění je program ve výchozím nastavení. 
7.6 Shrnutí 
V této kapitole byla nastíněna programová realizace aplikace GAMultiModal. Celá aplikace je 
implementována v jazyce Java, GUI je napsáno za pomocí knihovny Swing. Během realizace této 
aplikace byly použity různé podpůrné technologie spočívající v  návrhových vzorech, jako jsou 
iterátor, jedináček, či šablona, nebo v multithreadingu, kterým je podpořen výkon programu. Příliš 
                                                     
7
 Uživateli se zobrazí hláška s obsahem „JDK spustilo prilis mnoho vlaken, nez kolik bylo aktualne mozne 
spustit.“ 
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vysoká paralelizace však přináší i jistá úskalí plynoucí z omezeného možného množství současně 
spuštěných vláken.  
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8 Experimenty 
V předchozích kapitolách byly nastíněny různé typy genetických algoritmů, které se lišily jak 
různorodými genetickými operátory v případě jednoduchých GA, tak ve způsobech migrace 
u paralelních GA. 
K důkladnému ověření všech zmíněných hypotéz by bylo třeba provést značně rozsáhlé řady 
testů s nejrůznějšími kombinacemi nastavení jednotlivých parametrů GA či PGA, což přesahuje rámec 
této práce. V následující kapitole bude proto uvedena pouze série takových experimentů, které by 
měly potvrdit či vyvrátit pravdivost předpokládaných účinků některých operátorů na vývoj GA, 
případně atributů na rozvoj PGA. 
 Vlastnosti genetických operátorů jsou na každé z referenčních funkcí otestovány jednotlivě, 
čímž se ověřuje, zda dané nastavení splňuje očekávání. Následně je na základě výsledků experimentů 
vyvozen závěr určující, které parametry je vhodné nastavit při řešení úloh s jedním výrazným 
extrémem, s jedním nevýrazným (plochým) extrémem a při řešení úloh s mnoha lokálními extrémy 
a zhodnocen přínos paralelizace algoritmů. 
V tabulce Tabulka 1 jsou shrnuty vlastnosti operátorů jednoduchých GA, v Tabulka 2 vlastnosti 
operátorů migrace PGA. Protože je tato práce zaměřena na tvorbu nových populací z hlediska výběru 
rodičů, křížení a náhrady jedinců v rámci jednotlivých typů úloh, byly do diplomové práce pro případ 
migrace začleněny převážně jen základní operátory, třebaže by uplatnění složitějších operátorů mohlo 
podávat lepší výsledky. V Tabulka 2 jsou proto tučně zvýrazněny operátory použité při implementaci, 
zatímco v popisu vlastností operátorů jsou vždy zmíněny operátory složitější a účinnější. 
 
Srovnávané operátory Vlastnosti operátorů 
S
e
le
k
ce
 
Pravděpodobnostní ruleta 
Upřednostňuje jedince s vyšším hodnocením fitness a urychluje tak 
konvergenci při hledání řešení. Problém nastane v případě, že se 
v hledané oblasti nachází lokální extrémy. Tehdy může dojít 
k předčasné konvergenci v rámci lokálního optima. 
Lineární uspořádání 
Metoda potlačuje vliv nadprůměrných jedinců v populaci a současně 
napomáhá udržovat selektivní tlak až ke konci výpočtu, kdy 
v populaci převládají velmi zdatní jedinci a rozdíly mezi jejich 
ohodnocením jsou obvykle nepatrné. 
Exponenciální uspořádání Podobné vlastnosti jako u metody selekce lineárním uspořádáním. 
Turnaj 
Lépe hodnocení jedinci mají větší šanci na účasti v další generaci, ale 
zároveň zůstává zachována rozmanitost populace. 
Pravděpodobnostní turnaj Obdoba selekce turnajem avšak rychleji konverguje. 
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K
ří
že
n
í 
Jednobodové křížení Podporuje rychlou konvergenci k řešení. 
Dvoubodové křížení Metoda podobná jednobodové, avšak více mísí jedince nové 
populace. 
Uniformní křížení Vnáší do řešení různorodost a zvýhodňuje tak algoritmus při řešení 
složitých funkcí s mnoha extrémy, kdy zabraňuje předčasné 
konvergenci. Na druhou stranu může způsobovat příliš velké 
rozvracení kódu. 
M
u
ta
ce
 
Replikační metoda Metoda přináší nový genetický materiál. Účinek však více závisí na 
počtu jedinců, na kterých je mutace uplatněna, než na samotném typu 
mutace.  
Přepnutí bitu Obdoba předchozí metody, změny jedinců jsou o něco intenzivnější. 
T
v
o
rb
a
 n
o
v
é 
p
o
p
u
la
ce
 
Elitismus Zabraňuje ztrátě nejlepších jedinců populace a zároveň udržuje 
dostatečně vysoký selekční tlak a nezapříčiňuje tak příliš pomalou 
konvergenci k výslednému řešení. 
Setrvalý stav Zabraňuje ztrátě genetické informace, čímž snižuje míru 
konvergence. Mnohdy však vede k celkovému snížení efektivity 
výpočtu. 
Tabulka 1: Porovnání jednotlivých operátorů se zaměřením na tvorbu nové populace, shrnutí 
jejich předpokládané vhodnosti pro jednotlivé skupiny úloh (řešení funkcí s jedním výrazným 
extrémem, jedním nevýrazným extrémem, či mnoha lokálními extrémy). 
Srovnávané atributy Vlastnosti atributů 
Synchronní 
migrace 
Asynchronní 
migrace 
Asynchronní migrace nebude spouštěna v konstantních intervalech, ale 
v okamžiku, kdy bude třeba. 
Komunikace mezi populacemi by měla probíhat v optimální míře, neměla 
by být příliš častá (plýtvání komunikačními zdroji) ani řídká (plýtvání 
výpočetními zdroji). 
Hromadná 
migrace 
Individuální 
migrace 
V případě individuální migrace si bude moci každý kmen vyžádat přísun 
nového genetického materiálu v okamžiku, kdy to bude zapotřebí, 
po výměně bude moci pokračovat ve vývoji. Nebude proto muset čekat, až 
budou migraci vyžadovat i všechny ostatní kmeny. V důsledku by mělo 
dojít ke zkrácení doby potřebné pro nalezení stejně kvalitního řešení. 
Statická 
topologie 
Dynamická 
topologie 
U dynamické topologie jsou ke každé cílové populaci vyžadující migraci 
vybírány zdrojové populace na základě míry vzdálenosti. Takto prováděná 
migrace by měla lépe bránit předčasné konvergenci. 
Srovnávané operátory Vlastnosti operátorů 
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Srovnávané atributy Vlastnosti atributů 
Migrace 
jedinců 
Migrace 
schémat 
Při volbě migrace schémat se ze zdrojové populace vyberou kladné rysy 
a přenesou se v podobě schématu do populace cílové. 
Tento typ migrace by měl omezit přenos špatných vlastností ze zdrojové 
populace, zajistit menší narušení kladných vlastností populace cílové a ve 
větší míře zachovat její různorodost. 
Tabulka 2: Porovnání konvenčně používaných operátorů migrace. Operátory implementované 
v této práci jsou zvýrazněny tučně. V porovnání vlastností atributů je vždy popsán složitější a 
účinnější z příslušných dvou typů migračních operátorů. 
Genetické algoritmy jsou z velké části založeny na stochastickém přístupu. Do výpočtu tedy 
vstupuje jistá míra náhodnosti, která může způsobit mírné odchylky mezi jednotlivými výsledky. 
Z těchto důvodů byly veškeré testy spouštěny desetkrát, jejich výsledky byly zprůměrovány a až poté 
vyneseny do grafu. Tabulky výsledků vybraných testů s konkrétními hodnotami jsou v příloze 1. 
8.1 Volba velikosti populace 
Velikost populace je hlavním faktorem určujícím kvalitu nalezeného řešení pomocí genetických 
algoritmů po určitém počtu generací. Harik [18] odvodil vztah pro určení vhodné velikosti populace, 
pokud ovšem předem známe optimum účelové funkce a stavební bloky. To ve svém důsledku 
znamená, že vztah je použitelný pouze pro známé testovací úlohy. Pro praktické úlohy by mohl 
posloužit pouze jako vodítko. Jeho aplikace ale není zcela triviální. 
Ze zmíněných důvodů zde bude optimální velikost populace zvolena experimentálně tak, aby 
počet jedinců, a tedy i jejich rozmanitost, vyhovovala všem testovacím úlohám, třebaže by některým 
z nich plně stačila populace menší. 
Podle výsledků testů, uvedených v Graf 1, bude tedy velikost takovéto populace stanovena na 
1000 jedinců. Dále je z Graf 1 patrné, že největší počet jedinců v populaci potřebuje během výpočtu 
funkce Easom’s. Nejnižší počet jedinců, který je třeba přenést do další generace, proto určíme na 
základě experimentů právě s touto funkcí. Z výsledků zobrazených v Graf 2 je patrné, že takových 
jedinců 100. 
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Graf 1: Tabulka zobrazuje absolutní odchylky vypočtených funkčních hodnot od referenčních 
v závislosti na počtu jedinců v populaci. Počet jedinců přežívajících do další generace byl 
nastaven na stejný počet, jako velikost populace. 
 
Graf 2: Graf zobrazuje vliv počtu jedinců postupujících do další generace na absolutní 
odchylku funkční hodnoty optima. Během testování byla velikost populace nastavena na 1000 
jedinců. 
8.2 Tvorba nové populace jednoduchých GA 
V následujících testech budou srovnány jednotlivé operátory podílející se na tvorbě nových 
rodičovských populací všech tří zmíněných typů optimalizačních funkcí: funkcí s jedním nevýrazným 
extrémem, s jedním výrazným extrémem a s mnoha lokálními extrémy. Během experimentování 
populaci tvořilo 1000 jedinců, z nichž do nové populace postoupilo pouhých 100.  Více jedinců 
v populaci by pouze zvyšovalo náročnost výpočtu a výsledek již nijak nezlepšovalo. Přesnost výpočtu 
byla nastavena na 4 desetinná místa a po úplném generačním zkonvergování trvajícím 100 generací 
byl algoritmus ukončen. Hodnocení experimentů bylo založeno na velikosti odchylky vypočteného 
řešení vůči referenčnímu, čas běhu tedy nehrál žádnou roli. 
1,0000E-09
1,0000E-08
1,0000E-07
1,0000E-06
1,0000E-05
1,0000E-04
1,0000E-03
1,0000E-02
1,0000E-01
1,0000E+00
0 500 1000 1500 2000 2500 3000
O
d
ch
yl
ka
 
Počet jedinců v populaci 
Velikost populace 
Easoms function
Goldstein-Prices Function
Rotated HyperEllipsoid
Function
Michalewiczs Function
Rastrigins Function
0,0000E+00
1,0000E-09
2,0000E-09
3,0000E-09
4,0000E-09
5,0000E-09
6,0000E-09
7,0000E-09
0 500 1000 1500
O
d
ch
yl
ka
 
Počet přežívajících jedinců 
Velikost postupující populace 
Easoms function
  55 
8.3 Nastavení parametrů operátorů během 
experimentování 
Efektivita některých operátorů je podpořena, případně ztlumena, nastavením konkrétních koeficientů. 
Dříve, než budeme moci vzájemně porovnávat účinnost jednotlivých operátorů, je třeba tyto 
koeficienty vhodně nastavit. 
Na základě výsledků experimentů v Graf 3 nastavíme pravděpodobnost prohození bitu 
uniformního křížení, mixing ratio, na hodnotu 0,3 a míru selekčního tlaku metody selekce 
exponenciálním uspořádáním na hodnotu 0,5. U vyšší hodnoty hrozí uváznutí v lokálním optimu a 
naopak s nízkým selekčním tlakem algoritmus velice pomalu konverguje a mohl by tak být ukončen 
bez nalezeného řešení. 
 
Graf 3: Graf popisuje vliv koeficientu mixing ratio uniformního křížení na velikost odchylky. 
Nastavení během výpočtu: Mutace přepnutím bitu na 0,01% jedincích populace a křížení na 
85% populace, selekce turnajem. 
8.3.1 Experimenty s funkcí s jedním výrazným extrémem 
K úlohám s jedním nevýrazným extrémem byla řazena funkce Easosm‘s (viz kapitola 6.1), funkce 
s poměrně velikou neměnnou plochou a náhlým propadem na velmi malém úseku. Referenční řešení 
této funkce je uvedeno v [17]. 
Na základě testů, jejichž výsledky jsou zobrazeny v Graf 4, lze říci, že nejvhodnější metodou 
selekce pro sledovaný typ funkcí je metoda turnajem, která proto bude použita i v následujících 
experimentech tohoto typu funkcí. Poměrně dobré výsledky vykazuje i metoda selekce 
pravděpodobnostním turnajem, avšak ostatní typy selekcí příliš upřednostňují jedince s vyšším 
ohodnocením a předčasně konvergují. 
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Experimenty na Graf 4 byly prováděny za pomoci jednobodového křížení na 85% jedincích 
populace, s použitím elitismu a s 0% mutací. 
 
Graf 4: Easosms function Srovnání všech typů metod selekce při nastavení jednobodového 
křížení (uplatněno na 85% jedincích populace) a elitismu, bez uplatnění mutace. 
 
Graf 5: Easosms function Srovnání metod mutace realizované na 0,01% mutace při 
jednobodovém křížení uplatněném na 85% populace, elitismu a selekce metodou turnaj. 
Graf 5 zobrazuje výsledky testů různých typů metod mutace - mutaci přepnutím bitu 
a replikační metodu. Odchylky obou grafů se pohybují v řádu desítitisícin a tedy lze tyto metody 
považovat za rovnocenné. Naopak na základě Graf 6 lze snadno dojít k závěru, že uplatnění 
uniformní metody křížení je v porovnání s bodovými metodami vhodné méně. Během uniformního 
křížení dochází k příliš velkému rozhazování genů jedince, čímž se narušují dobrá schémata. 
Dle výsledků zobrazených v Graf 7 přináší elitismus minimální výhody oproti algoritmu se 
stálým stavem.  
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Graf 6: Easosms function Srovnání metod křížení. Při experimentech byla selekce realizována 
metodou turnaje, mutace metodou přepnutí bitu na 0,01% jedincích populace a dále bylo 
použito elitismu. Křížení bylo prováděno na 85% populace. 
 
Graf 7: Easosms function Výsledky testů porovnávající strategii s trvalým stavem a elitismem. 
Při testování bylo nastaveno jednobodové křížení, mutace přepnutím bitu na 0,01% populace 
a selekce turnajem. 
8.3.2 Experimenty s funkcemi s jedním nevýrazným extrémem 
Za funkce s jedním nevýrazným extrémem můžeme považovat funkci Goldstein-Price’s a Rotated 
hyper ellipsoid (viz kapitola 6.2), která má své optimum již o něco výraznější a dala by se tedy řadit 
i mezi funkce s jedním výrazným extrémem. Experimenty na těchto funkcích probíhaly za stejných 
podmínek, jako tomu bylo v kapitole 8.3.1u funkcí s jedním výrazným optimem. Odlišují se tedy 
pouze svými výsledky, a to jen mírně. 
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Vedle metody selekce turnajem poměrně dobře uspěly i jiné selekční metody (viz Graf 8 a Graf 
12): metoda pravděpodobnostním turnajem a ruletou. 
Odchylky metod mutace přepnutím bitu a replikační metodou (viz Graf 9 a Graf 13) jsou opět 
srovnatelné a podobně jsou na tom i metody křížení, jejichž výsledky experimentů jsou v Graf 10 
a Graf 14. Oba bodové typy metod křížení jsou poměrně přesné, uniformní typ křížení vykazuje 
přesnost pouze na 2 desetinná místa. Přínos elitismu není zpozorován (Graf 11a Graf 15). 
 
 
Graf 8: Goldstein-Price’s fiction Srovnání všech typů metod selekce při nastavení 
jednobodového křížení (uplatněno na 85% jedincích populace) a elitismu, bez uplatnění 
mutace. 
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Graf 9: Goldstein-Price’s function Srovnání metod mutace realizované na 0,01% jedincích 
populace při jednobodovém křížení, uplatněném na 85% populace, elitismu a metodou selekce 
turnajem. 
 
Graf 10: Goldstein-Price’s function Srovnání metod křížení. Při experimentech byla selekce 
realizována metodou turnaje, mutace metodou přepnutí bitu na 0,01% jedincích populace 
a dále bylo použito elitismu. Křížení bylo prováděno na 85% populace. 
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Graf 11: Goldstein-Price’s function Výsledky testů porovnávající strategii s trvalým stavem 
a s elitismem. Při testování bylo nastaveno jednobodové křížení, mutace přepnutím bitu na 
0,01% populace a selekce turnajem. 
 
Graf 12: Rotated hyper ellipsoid function Srovnání všech typů metod selekce při nastavení 
jednobodového křížení (uplatněno na 85% jedincích populace) a elitismu, bez uplatnění 
mutace. 
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Graf 13: Rotated hyper ellipsoid function Srovnání metod mutace realizované na 0,01% 
jedincích populace při jednobodovém křížení, uplatněném na 85% populace, elitismu 
a metodou selekce turnajem. 
 
Graf 14: Rotated hyper ellipsoid function Srovnání metod křížení. Při experimentech byla 
selekce realizována metodou turnaje, mutace metodou přepnutí bitu na 0,01% jedincích 
populace a dále bylo použito elitismu. Křížení bylo prováděno na 85% populace. 
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Graf 15: Rotated hyper ellipsoid function Výsledky testů porovnávající strategii s trvalým 
stavem a s elitismem. Při testování bylo nastaveno jednobodové křížení, mutace přepnutím bitu 
na 0,01% populace a selekce turnajem. 
8.3.3 Experimenty funkcí s mnoha lokálními extrémy 
K úlohám s mnoha lokálními extrémy řadíme funkci Michalewicz‘s, Rastrigin‘s, Schwefel‘s 
a Shubert’s. Referenční souřadnice optim funkcí Rastrigin’s a Schwefel‘s jsou převzaty z [17], 
souřadnice extrémů zbylých dvou funkcí byly určeny pomocí nástroje Matlab a nemusí být tedy zcela 
přesné8, což se v důsledku může negativně promítnout i na výsledcích experimentů, které budou 
vykazovat větší odchylky. 
Preference použití jednotlivých operátorů však naprosto odpovídá preferenci operátorů 
u předešlých dvou typů funkcí, pouze vynikly velikosti odchylek u metod, které již v minulých 
případech nebylo vhodné na konkrétním výpočtu aplikovat. 
Z testů (viz Graf 16, Graf 20, Graf 24 a Graf 28) lze vidět, že i při řešení úloh tohoto typu opět 
vykazuje nejlepší výsledky selekce turnajem, případně pravděpodobnostním turnajem. Volba metody 
mutace výsledek neovlivňuje (viz Graf 17, Graf 21), naopak uniformního typ křížení se zdá být 
naprosto nevhodným. Zdali využijeme strategie s trvalým stavem, či použijeme elitismu, nemá na 
výsledek vliv. 
 
                                                     
8
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Graf 16: Michalewicz’s fiction Srovnání všech typů metod selekce při nastavení jednobodového 
křížení (uplatněno na 85% jedincích populace) a elitismu, bez uplatnění mutace. 
 
Graf 17: Michalewicz’s function Srovnání metod mutace realizované na 0,01% jedincích 
populace při jednobodovém křížení, uplatněném na 85% populace, elitismu a metodou selekce 
turnajem. 
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Graf 18: Michalewicz’s function Srovnání metod křížení. Při experimentech byla selekce 
realizována metodou turnaje, mutace metodou přepnutí bitu na 0,01% jedincích populace 
a dále bylo použito elitismu. Křížení bylo prováděno na 85% populace. 
 
Graf 19: Michalewicz’s function Výsledky testů porovnávající strategii s trvalým stave 
a s elitismem. Při testování bylo nastaveno jednobodové křížení, mutace přepnutím bitu na 
0,01% populace a selekce turnajem. 
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Graf 20: Rastrigin’s function Srovnání všech typů metod selekce při nastavení jednobodového 
křížení (uplatněno na 85% jedincích populace) a elitismu, bez uplatnění mutace. 
 
Graf 21: Rastrigin’s function Srovnání metod mutace realizované na 0,01% jedincích populace 
při jednobodovém křížení, uplatněném na 85% populace, elitismu a metodou selekce turnajem. 
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Graf 22: Rastrigin’s function Srovnání metod křížení. Při experimentech byla selekce 
realizována metodou turnaje, mutace metodou přepnutí bitu na 0,01% jedincích populace 
a dále bylo použito elitismu. Křížení bylo prováděno na 85% populace. 
 
Graf 23: Rastrigin’s function Výsledky testů porovnávající strategii s trvalým stavem 
a s elitismem. Při testování bylo nastaveno jednobodové křížení, mutace přepnutím bitu na 
0,01% populace a selekce turnajem. 
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Graf 24: Schwefel’s funtion Srovnání všech typů metod selekce při nastavení jednobodového 
křížení (uplatněno na 85% jedincích populace) a elitismu, bez uplatnění mutace. 
 
Graf 25: Schwefel’s funtion Srovnání metod mutace realizované na 0,01% jedincích populace 
při jednobodovém křížení, uplatněném na 85% populace, elitismu a metodou selekce turnajem. 
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Graf 26: Schwefel’s funtion Srovnání metod křížení. Při experimentech byla selekce realizována 
metodou turnaje, mutace metodou přepnutí bitu na 0,01% jedincích populace a dále bylo 
použito elitismu. Křížení bylo prováděno na 85% populace. 
 
Graf 27: Schwefel’s funtion Výsledky testů porovnávající strategii s trvalým stavem 
a s elitismem. Při testování bylo nastaveno jednobodové křížení, mutace přepnutím bitu na 
0,01% populace a selekce turnajem. 
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Graf 28: Shubert’s function Srovnání všech typů metod selekce při nastavení jednobodového 
křížení (uplatněno na 85% jedincích populace) a elitismu, bez uplatnění mutace. 
 
Graf 29: Shubert’s function Srovnání metod mutace realizované na 0,01% jedincích populace 
při jednobodovém křížení, uplatněném na 85% populace, elitismu a metodou selekce turnajem. 
0,0000E+00
5,0000E+01
1,0000E+02
1,5000E+02
2,0000E+02
2,5000E+02
O
d
ch
yl
ka
 
Srovnání metod selekce 
Srovnání metod selekce 
x1
x2
f(x1,x2)
0,00E+00
5,00E-03
1,00E-02
1,50E-02
2,00E-02
2,50E-02
3,00E-02
3,50E-02
přepnutím bitu replikační
O
d
ch
yl
ka
 
Srovnání metod mutace 
Srovnání metod mutace 
x1
x2
f(x1,x2)
  70 
 
Graf 30: Shubert’s function Srovnání metod křížení. Při experimentech byla selekce realizována 
metodou turnaje, mutace metodou přepnutí bitu na 0,01% jedincích populace a dále bylo 
použito elitismu. Křížení bylo prováděno na 85% populace. 
 
Graf 31: Shubert’s function Výsledky testů porovnávající strategii s trvalým stavem 
a s elitismem. Při testování bylo nastaveno jednobodové křížení, mutace přepnutím bitu na 
0,01% populace a selekce turnajem. 
8.4 Migrační operátory 
Mezi operátory, které je třeba při uplatnění PGA stanovit a které přitom nejsou zmíněny v Tabulka 2, 
patří například počet zvolených ostrovů (sub-populací), jenž úzce souvisí jak s definicí úlohy, tak 
s velikostí rodičovské populace. Při vhodně použité topologii a vhodně stanovené době výměny by 
měl vyšší počet sub-populací zajistit kratší dobu výpočtu. Výsledek po velmi krátkém výpočtu již ale 
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nebude zdaleka přesný, neboť příliš malé populace na četných ostrovech disponují jen malým počtem 
různorodých jedinců, a proto předčasně konvergují. 
Příkladem může být Graf 32 sledující velikost odchylky nalezeného řešení funkce Easom’s 
vůči referenčnímu řešení v závislosti na počtu sub-populací. Z grafu lze vysledovat, že volba vyššího 
počtu ostrovů, než je 20, na rodičovské populaci o 100 jedincích není vhodná.  
 
Graf 32: Easom’s function Graf sleduje vliv volby počtu sub-populací v návaznosti na velikost 
odchylky. Experiment byl realizován na populaci o velikosti 1000 jedinců, z nichž 100 bylo 
vybíráno do budoucí rodičovské populace. 
Mezi další důležité parametry patří velikost migračního koeficientu. PGA s nulovým 
koeficientem je ekvivalentní   jednoduchým genetickým algoritmům běžícím současně, ovšem na 
       menší populaci. Algoritmus proto velmi rychle konverguje, aniž by bylo nalezeno optimum 
(viz Graf 33). V případě, že shodné výsledky podává více možných nastavení migračních koeficientů, 
volíme nejnižší možný koeficient a minimalizujeme tak režii spojenou s přenosem jedinců. 
0,0000E+00
5,0000E+00
1,0000E+01
1,5000E+01
2,0000E+01
2,5000E+01
3,0000E+01
0 20 40 60 80 100 120
O
d
ch
yl
ka
 
Počet strovů 
Vliv počtu ostrovů na velikosti odchylky 
x1
x2
f(x1,x2)
  72 
 
Graf 33: Easom’s function Graf sleduje vliv velikosti migračního koeficientu ve spojení 
s velikostí odchylky. Experiment byl realizován na populaci o velikosti 1000 jedinců, z nichž 100 
bylo vybíráno do budoucí rodičovské populace. 
V Graf 34 jsou vykresleny výsledky experimentů porovnávající prstencovou a plně propojenou 
statickou topologii. V rámci experimentu muselo být poupraveno nastavení počtu ostrovů a migrační 
koeficient tak, aby vyhovoval i plně propojené topologii, která všeobecně ke svému výpočtu 
potřebuje vyšší počet jedinců, jejichž část si pak vzájemně vyměňuje mezi všemi dalšími populacemi.  
 
Graf 34: V grafu je porovnána prstencová topologie PGA a plně propojená topologie PGA. 
Nastavení během experimentu: Migrační koeficient 25% jedinců populace, 4 sub-populace. 
8.5 Shrnutí experimentů 
Srovnávat mezi sebou jednoduché genetické algoritmy a jejich paralelní obměnu je velmi 
obtížné. Ať již ve způsobu nastavení, kdy není jisté, do jaké míry je u paralelních GA nahrazena 
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mutace migrací, či ve způsobu sledování vývoje odchylek výsledků v rámci jednotlivých generací. U 
asynchronní PGA se každá sub-populace vyvíjí po různě dlouhou dobu (různý počet generací) než 
zkonverguje a dojde k výměně migrantů. Není ani dopředu známo, kolik epoch uplyne, než bude 
algoritmus ukončen. 
Poměrně dobře však lze srovnat jednotlivé operátory GA, mezi které patří selekce, mutace, 
křížení, případně strategie genetických algoritmů. 
V této kapitole byly prováděny experimenty na sedmi úlohách, které spadaly do tří 
charakteristicky odlišných skupin. I přes svou různorodost se tyto úlohy shodovaly v návrhu 
algoritmu, který je vyřešil s nejlepšími výsledky. Operátory tohoto algoritmu totiž vykazovaly jistou 
univerzalitu. 
Selekce turnajem upřednostňuje lepší jedince, zároveň však do jisté míry akceptuje i ty méně 
dobré. Při řešení jednoduchých přímočarých úloh s jedním optimem může tedy pracovat pomaleji než 
například pravděpodobnostní ruleta, která v takovém případě konverguje ke správnému řešení velmi 
rychle. Nicméně si ale poradí i s komplikovanými úlohami s více optimy, v kterých se jiné metody 
ztratí hned v počátku a správné řešení nenaleznou. 
V případě křížení vykazovalo jistou obecnost více metod. Jen uniformní křížení má tendenci 
příliš ničit dobrá schémata, čímž snižuje svou úspěšnost. Nahodilým rozhazováním kódu připomíná 
mutaci.  
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9 Závěr 
Při aplikaci genetických algoritmů na konkrétní problém se nabízí přirozeně otázka, jakým způsobem 
postupovat a jaké nástroje volit v konkrétním případě tak, aby bylo možné dosáhnout co nejlepších 
výsledků. Samozřejmě, že na tuto otázku neexistuje žádná jednoduchá a univerzální odpověď. 
Úspěch či selhání genetického algoritmu na dané úloze závisí v mnoha ohledech na promyšlené a 
v návaznosti na konkrétní typ a charakter úlohy pečlivě zvolené kombinaci kódování, ohodnocující 
funkce, reprodukčního schématu, použitých genetických operátorů, jakož i na vhodné volbě 
parametrů. 
Cílem této práce bylo provést analýzu genetických algoritmů se zaměřením na různé přístupy tvorby 
populací a dosažené znalosti následně demonstrovat na optimalizačních funkcích rozdílných 
charakterů.  Pro tyto účely byla navržena aplikace GAMultiModal, která umožňuje navolit různé 
kombinace operátorů, míru jejich uplatnění, velikost rodičovské populace a populace potomků. Různé 
genetické algoritmy pak lze testovat na sedmi optimalizačních funkcích spadajících do tří skupin, 
úloh s jedním výrazným extrémem, jedním plochým extrémem a nakonec s mnoha lokálními 
extrémy.
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Seznam příloh 
Příloha 1. Tabulky výsledků experimentů s jednoduchými genetickými algoritmy. 
Příloha 2. CD obsahující elektronickou verzi technické zprávy, spustitelnou aplikaci a zdrojové 
soubory k programu. 
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Příloha 1. 
Tabulky výsledků experimentů 
s jednoduchými genetickými algoritmy 
V tabulkách jsou průměrně výsledky testů po deseti spuštěních genetického algoritmu. Experimenty 
byly prováděny na populaci o 1200 jedincích, z nichž 400 vstoupilo do nové populace. Algoritmy 
byly ukončeny úplnou generační konvergencí po 100 iteracích. 
Porovnání metod selekce 
typ selekce odchylka 
  x1 x2 f(x1,x2) 
Easom‘s function 
   ruletou                               
lineárním uspořádáním                                  
exponenciálním uspořádáním                                  
turnajem                                  
pravděpodobnostním turnajem                                  
Goldstein-Price‘s function 
ruletou                                  
lineárním uspořádáním                                  
exponenciálním uspořádáním                                  
turnajem                                  
pravděpodobnostním turnajem                                  
Rotated Hyper-Ellipsoid function 
ruletou                                  
lineárním uspořádáním                                  
exponenciálním uspořádáním                                  
turnajem                                  
pravděpodobnostním turnajem                                  
Michalewicz‘s function 
ruletou                                  
lineárním uspořádáním                                  
exponenciálním uspořádáním                                  
turnajem                                  
pravděpodobnostním turnajem                                  
Rastrigin‘s function 
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ruletou                                  
lineárním uspořádáním                                  
exponenciálním uspořádáním                                  
turnajem                                  
pravděpodobnostním turnajem                                  
Schwefel‘s function 
ruletou                                  
lineárním uspořádáním                                  
exponenciálním uspořádáním                                  
turnajem                                  
pravděpodobnostním turnajem                                  
Shubert‘s function 
ruletou                                  
lineárním uspořádáním                                  
exponenciálním uspořádáním                                  
turnajem                                  
pravděpodobnostním turnajem                                  
Tabulka 3:  Tabulka srovnává absolutní odchylky jednotlivých typů metod selekce. Nastavení 
během experimentů: jednobodové křížení na 85% jedincích populace bez uplatnění mutace.  
Porovnání metod mutace 
typ mutace odchylka 
Easom‘s function x1 x2 f(x1,x2) 
přepnutím bitu                                  
replikační                                  
Goldstein-Price‘s Function 
přepnutím bitu                                  
replikační                                  
Rotated Hyper-Ellipsoid Function 
přepnutím bitu                                  
replikační                                  
Michalewicz‘s Function 
přepnutím bitu                                  
replikační                                  
Rastrigin‘s Function 
přepnutím bitu                                  
replikační                                  
Schwefel‘s Function 
přepnutím bitu                                  
replikační                                  
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Shubert‘s Function 
přepnutím bitu                                  
replikační                                  
Tabulka 4: Tabulka srovnává absolutní odchylky jednotlivých typů metod mutací. Nastavení 
během experimentů: jednobodové křížení na 85% jedincích populace a 0,01% mutace, selekce 
turnajem. 
Porovnání metod křížení 
typ krizeni odchylka 
Easom‘s function x1 x2 f(x1,x2) 
jednobodové                            
dvoubodové                            
uniformní                                  
typ krizeni odchylka 
Goldstein-Price‘s Function 
jednobodové                            
dvoubodové                            
uniformní                               
Rotated Hyper-Ellipsoid Function 
jednobodové                                  
dvoubodové                                  
uniformní                                  
Michalewicz‘s Function 
jednobodové                                  
dvoubodové                                  
uniformní                                  
Rastrigin‘s Function 
jednobodové                                  
dvoubodové                                  
uniformní                                  
Schwefel‘s Function 
jednobodové                                  
dvoubodové                                  
uniformní                                  
Shubert‘s Function 
jednobodové                                  
dvoubodové                                  
uniformní                                  
Tabulka 5: Křížení na 85% jedincích populace, mutace na 0,01% metodou přepnutím bitu, 
selekce turnajem. Nastavení během experimentů: křížení na 85% jedincích populace a 0,01% 
mutace přepnutím bitu, selekce turnajem. 
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Porovnání strategií genetických algoritmů 
poměr křížení [%] odchylka 
Easom‘s function x1 x2 f(x1,x2) 
85% populace kříženo                                  
100% populace kříženo                                  
Goldstein-Price‘s Function 
85% populace kříženo                                  
100% populace kříženo                                  
Rotated Hyper-Ellipsoid Function 
85% populace kříženo                                  
100% populace kříženo                                  
Michalewicz‘s Function 
85% populace kříženo                                  
100% populace kříženo                                  
Rastrigin‘s Function 
85% populace kříženo                                  
100% populace kříženo                                  
Schwefel‘s Function 
85% populace kříženo                                  
100% populace kříženo                                  
Shubert‘s Function 
85% populace kříženo                                  
100% populace kříženo                                  
Tabulka 6: Tabulka srovnání přínosu elitismu oproti strategii s trvalým stavem. Nastavení 
během experimentů: křížení jednobodovou metodou, na 0,01% populace uplatněna mutace 
přepnutím bitu, selekce turnajem. 
