Abstract: Definition and properties of participation factors for linear time-invariant systems are reviewed and extended. It is shown that participation factors can be interpreted as the sensitivity of a given eigenvalue with respect to a corresponding entry of the system dynamic matrix and that the entries of the system matrix are a linear combination of participation factors and eigenvalues. A comparison among participation factors, residues and relative gain array is reported, showing that participation factors can be interpreted as the relative gains between states and modes. Copyright c ¢
INTRODUCTION
Modal analysis can be considered as the classical approach for the analysis of linear time-invariant systems. Usually, starting from a physical meaningful state space representation, a state variable transformation is adopted in order to highlight some specific features of the system behaviour and the corresponding properties of the system model, e.g. the singular value decomposition. On the other hand, it is clear the advantage in using system analysis methods that preserve the more intuitive physical meaning of the state variables. Participation Factors (PFs) have been introduced to analyze the connection between a system variable and some modes and to quantify the corresponding "participation degree" of a system variable in a mode and viceversa (Pérez-Arriaga et al., 1982a; Pérez-Arriaga et al., 1982b; Sancha and Pérez-Arriaga, 1988) . This approach has been extensively used for the analysis of power systems. Dynamic systems with a large number of state variables, such as power systems, are often very complex to be analyzed. The physical knowledge of the system might help for this analysis: knowing that the system presents an oscillatory behaviour, the interest might be focused on a particular system mode, by looking for the physical state variables most involved in the oscillation, without studying the entire system. PFs might be useful to know which state variables are relevant in the evolution of a particular mode. For example, the use of PFs for the analysis of induction motor dynamics have been investigated in (Vasca and Verghese, 1999) .
Since PFs can be used to detect the states most involved in a mode evolution, it is evident that once the modes of interest have been identified, PFs might help to obtain a reduced order model of the system which still catches the dynamics of interest. This approach has been used in a model reduction method known as the Selective Modal Analysis, that uses PFs and preserves the physical meaning of the state (Pérez-Arriaga et al., 1990; Pagola et al., 1989) .
In spite of the numerous references on the use of PFs for the analysis, the order reduction and the control of linear time-invariant systems, a general analysis of their properties was still missed. This paper tries to provide a contribution in this direction. In particular, some interesting properties that link the participation factors with the system dynamic matrix entries and eigenvalues are proved. A comparison between PFs and residues, and a new interpretation of the PFs which exploits the relative gain array concept (Bristol, 1966; Horn and Johnson, 1991 ) is also presented.
DEFINITION
Consider the linear time-invariant continuous time systemẋ
Suppose that A has n distinct eigenvalues λ 1
(this hypothesis will be replaced with the matrix diagonalizability in Section 3). Then, using modal decomposition, the dynamic matrix can be written as Given the initial condition x 0¡ , the solution of (1) can be written as
From (3) the k-th component of the state, can be written as
called participation factor (PF) (Pérez-Arriaga et al., 1982a) and
called generalized participations (Pagola et al., 1989) . Note that subscripts are chosen so that first index refers to the component of the right eigenvector, the second index refers to the mode, and the third index (in the generalized participation) refers to the component of the left eigenvectors.
The PF p ki "weighs" the participation of the i-th mode in the k-th state component (Pérez-Arriaga et al., 1982a) . In fact, from (4) it is clear that the dimensionless PF p ki is the initial amplitude of the i-th mode in k-th state variable evolution when the initial condition x 0¡ is nonzero and equal to 1 only for k-th variable component, i.e. x k 0¡
¢
1 and
k Differently from what one could expect, this interpretation of the PFs does not depend on the particular initial condition considered. In fact in (Abed et al., 2000) it was shown that p ki can be obtained from (4) by making an average operation of the quantity
on a generic symmetric set of possible initial conditions.
The PF p ki can be also interpreted as the quantity that "weighs" the participation of the k-th state in the i-th mode. In fact, by multiplying (3) by v T i , the following well known expression of the mode evolution is obtained
where the orthogonality condition between right and left eigenvectors has been used. 
where each row corresponds to a component of the state vector, while each column corresponds to a mode (eigenvalue) of the system.
To clarify the PFs interpretation let us consider the following example (Lesieutre et al., 1995) : by choosing as system matrix
Participation factors highlights an intrinsic decoupling in the system and, in fact, there is a partial decoupling due to the triangular structure. Note that an analysis of the right eigenvectors only, couldn't show this system feature.
PARTICIPATION FACTORS PROPERTIES
In this section we present some results on the PFs.
Property 1. The sum by rows of participation factors matrix P is unitary (Pérez-Arriaga et al., 1982a) :
Property 2. The sum by columns of the participation factors matrix P is unitary (Pérez-Arriaga et al., 1982a) :
Property 3. The generalized participations satisfy
Since (12) is valid for all x 0¡ , it follows
It is evident that this relation implies ∑ 
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In the following we prove some interesting properties that link PFs to the entries and eigenvalues of the matrix A. 
Then we want to differentiate λ i with respect to a parameter q:
If the parameter q is the element a jk of the matrix A, ∂A ∂a jk is a matrix whose elements are all zero and the element in j-th row and k-th column is 1. We can write
where e j is the j-th column of the identity n ¦ n matrix and e k is its k-th column. Then (14) it is clear that the PF p ki is equal to the sensitivity of the eigenvalue λ i with respect to a kk , the k-th diagonal element of A:
Another interesting property of the PFs matrix is the following:
Property 6. The entries of the system matrix A can be expressed as a linear combination of the eigenvalues with coefficient being the participations.
PROOF. The element a k j of A can be written as
where e k is the k-th column of the identity matrix of dimension n ¦ n. Writing A in the dyadic form (see Appendix A),
In particular, for the diagonal elements of A,
The n equations of the type (18), one for each diagonal element, can be written in a matrix form:
The linear equations system (19) can be exploited to prove some more properties on the PFs matrix and, in particular, on its singularity.
Property 7. If A has n distinct eigenvalues and its diagonal elements are all zero, then the participation factors matrix P is singular.
PROOF.
The proof is trivial since in this caseλ is a nonzero vector and α is a zero vector, then the nullspace of A has a dimension £ 1 .
Property 8. If A has n distinct eigenvalues and its diagonal elements are all identical, then the participation factors matrix P is singular. 
PROOF. Let the diagonal elements of
where Λ A is a diagonal matrix whose nonzero elements are the eigenvalues of A and T is the matrix whose columns are the right eigenvectors of A.
M is diagonalizable and it has n distinct eigenvalues. It is clear that the eigenvalues of M are equal to the eigenvalues of A minus the a quantity. Moreover M has the same eigenvectors of A (the columns of T ). The participation matrix of M is singular for Property 7. But since eigenvectors of A and eigenvectors of M are the same, participation matrix of A is equal to the participation matrix of M, so that the property is proved. 
and the proof simply follows from Property 1.
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PARTICIPATION AND RESIDUES
It is possible to relate the participations to the residues of the system. To highlight this relation, the definition (6) can be rewritten as 
From (24) it is clear that participation factors are the diagonal elements of the residue matrices. In other words the i-th column of the PFs matrix (8) is the diagonal of the residue matrix R i . Moreover, generalized participations are the off-diagonal elements of the residue matrices. Some properties of PFs reported in the previous section can be proved in an alternative way by exploiting this interpretation and by using the so-called spectral projectors (Meyer, 2000) .
PARTICIPATION AND RELATIVE GAIN ARRAY
In order to show the connections between PFs and the Relative Gain Array (RGA) of a multivariable square system, let us reconsider the definition of participation factors. In (5) Equation (25) is similar to the expression used to calculate the RGA of a square transfer matrix (Bristol, 1966) :
where G 0¡ is the steady-state gains matrix. The similarity between (25) and (26) suggests to investigate the connections between PFs and RGA. Obviously, in the RGA context an input-output representation of a system is considered, conversely in the PFs context we consider only the system matrix.
The interpretation of PFs can lead us to find the connection. In fact p ki represents a sort of coupling between the state x k and the i-th mode. In a analog manner the element in the k-th row and i-th column of RGA represents the coupling between the k-th output and i-th input of the multivariable system. To highlight the equivalence of the roles played by the mode in PFs and the input in RGA, recall that the state transformation
diagonalize the system. In other words, the dynamic equation of the system modes can be obtained by applying (27) 
and the Laplace transform of the zero-input state response becomes
where s is the complex variable.
In the diagonalized system the n distinct modes are decoupled and so it is possible to measure a degree of coupling between one mode and one original state variable. To this aim, by using the inverse of (27) in (29), we can write
Equation (30) is a relation between original state response (maintaining the physical sense of the state variables) and initial conditions of exponential modes. The state x has the same role of the output in the context of RGA and z 0¡ has the same role of inputs. Then, the "transfer matrix" U sI
1 (it isn't a transfer matrix since we have a zero-input response, not a zero-state response) can be used to evaluate the corresponding RGA:
So p ki can be interpreted as the relative gain corresponding to the state variable x k and the initial condition of the i-th mode. This conclusion could have also been conjectured by noting that some structural properties are satisfied both by P and RGA (unitary sums by rows and by columns, in diagonal and triangular systems participation factors matrix is the identity matrix).
In an analog manner it can be shown that PFs can be interpreted as the relative gains corresponding to the "transfer matrix" expressing the link existing between modes and original state variables. To this aim it is sufficient to consider the relation
and to proceed by calculating the RGA.
CONCLUSIONS
A review of participation factors definition and properties has been presented and some new properties proved. It has been shown that the generalized participations are the sensitivity of a given eigenvalue with respect to a corresponding element of the dynamic matrix and that the entries of the system matrix can be expressed as a linear combination of the eigenvalues with coefficient being the participations. An interpretation of the participation factors, through the concept of relative gain array, as relative gain between state components and modes has been proposed. It is straightforward to verify that all these results are still valid in the case of linear time-invariant discrete-time systems.
