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Zusammenfassung
In der Bildverarbeitung erweisen sich neuronale Netze seit einigen
Jahren als das Mittel der Wahl zur Klassifizierung des Bildinhaltes.
Die Netze, die zur Zeit die besten Ergebnisse liefern, sind sehr tiefe
residuelle Convolutional Neural Networks. Jedes Jahr werden in un-
terschiedlichen Vorgehensweisen immer wieder neue Netzwerkstruktu-
ren entwickelt, die auf den vormals aktuellen Architekturen aufbau-
en. Im Rahmen dieser Arbeit wird die Anwendung eines kanonischen
Genetischen Algorithmus zur Optimierung der Strukturen neurona-
ler Netzwerke untersucht. Als Ausgangspunkt der Optimierung wird
auf Netzwerkarchitekturen, die dem aktuellen Stand der Technik ent-
sprechen, aufgebaut. Beim Vergleich der erzeugten Architekturen mit
Referenznetzen ist eine Verbesserung der Klassifikationsgu¨te erkenn-
bar. Die entwickelten Netzstrukturen unterscheiden sich strukturell
von anderen, dem Stand der Technik entsprechenden Architekturen,
da sie nicht homogen aus sich wiederholenden Elementen, sondern
heterogen aus einer Sequenz unterschiedlicher Blo¨cke bestehen. Die
verbesserte Klassifikationsgenauigkeit legt nahe, dass der Einsatz he-
terogener Strukturen von Vorteil sein kann. Außerdem wird gezeigt,




In recent years, neural networks have been widely used as the me-
thod of choice for classification tasks in computer vision and image
processing. The networks that currently provide the best results are ve-
ry deep residual Convolutional Neural Networks. New network struc-
tures, based on the previously used topologies are developed each year,
using different approaches. In this thesis the application of a canonical
genetic algorithm to optimize the topology of neural networks is in-
vestigated. Current state of the art networks are used as a baseline to
start the optimization from. The generated architectures achieve an
improved classification accuracy, compared to reference networks. The
developed network structures differ from commonly used architectures
in their higher level architecture. In contrast to the reference networks
they are not homogeneously constructed from repeating elements but
heterogeneously from a sequence of different blocks. The improved
classification accuracy suggests that the use of heterogeneous structu-
res may be advantageous. Furthermore it is shown that the generated
neural networks converge in fewer iterations, producing better results.
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1 Einleitung und Motivation der Arbeit
1 Einleitung und Motivation der Arbeit
Diese Arbeit wurde beim Deutschen Zentrum fu¨r Luft- und Raumfahrt, e. V.,
im Institut fu¨r Verkehrssystemtechnik, in der Arbeitsgruppe Sensorsysteme
erstellt.
Im Kontext der Verkehrsforschung fallen große Datenmengen in Form von
Bildern und Videomaterial an. Um diese Daten effizient weiter verarbeiten
zu ko¨nnen, ist es notwendig, die aufgenommenen Verkehrsobjekte in Mo-
delle zu u¨berfu¨hren. Hierzu mu¨ssen die relevanten Objekte mo¨glichst genau
lokalisiert und verla¨sslich klassifiziert werden. Da im Rahmen der Verkehrs-
forschung ha¨ufig Echtzeitanforderungen eingehalten werden mu¨ssen, ist es
wu¨nschenswert, unter der Beibehaltung der Lokalisations- und Klassifika-
tionsgu¨te die Komplexita¨t und die Laufzeit der eingesetzten Verfahren zu
reduzieren.
Zur Klassifizierung der Objekte in Bildern werden heute in großem Maße
Technologien aus dem Bereich der ku¨nstlichen neuronalen Netze (KNN), ins-
besondere aus dem Gebiet der Convolutional Neural Networks (CNN), ein-
gesetzt. Diese Technologien liefern Klassifikationsergebnisse, die sich mit der
menschlichen Klassifikationsleistung messen ko¨nnen.[1]
Zur Optimierung von Algorithmen und Programmen haben sich evolutiona¨re
Algorithmen als ein probates Mittel erwiesen. Auch zum Training und zur
Erzeugung der Struktur ku¨nstlicher neuronaler Netze werden solche Verfah-
ren eingesetzt.[2]
Das Ziel dieser Arbeit liegt darin, die Struktur ku¨nstlicher neuronaler Netze
durch die Anwendung evolutiona¨rer Algorithmen so zu modifizieren, dass ein




2.1 Naturanaloge Verfahren und ku¨nstliche Intelligenz
Als naturanalog werden diejenigen Verfahren bezeichnet, deren Funktionswei-
se aus Vorga¨ngen in der Natur durch Beobachtung und Abstraktion abgelei-
tet sind. Da sich evolutiona¨re Algorithmen in Anlehnung an die Erkenntnisse
zur Funktion der biologischen Evolution entwickelt haben, werden sie diesem
Bereich zugeordnet.[3]
Die im Rahmen dieser Arbeit eingesetzten Technologien aus dem Bereich der
ku¨nstlichen Intelligenz und des maschinellen Lernens basieren auf ku¨nstlichen
neuronalen Netzen (KNN). Auch diese Algorithmen sind von biologischen
Vorbildern abgeleitet und ko¨nnen daher im weitesten Sinne auch als natur-
analoge Verfahren angesehen werden.
In der Natur gibt es keine scharfe Trennung zwischen der Evolution, der
Neuroevolution und dem Lernen biologischer neuronaler Netze. Alle diese
Vorga¨nge finden gleichzeitig und parallel statt und greifen ineinander. Die
Evolution der Nervensysteme biologischer Lebewesen legt die Grundlagen
fu¨r die Fa¨higkeit zum Lernen.[4, 5]
Aufgrund dieser in der Natur existierenden U¨berschneidungen der Vorbilder
ist es interessant, ihre Kombination auch in den abgeleiteten Verfahren zu
testen und zu bewerten.
2.2 Evolutiona¨re Algorithmen
Evolutiona¨re Algorithmen sind naturanaloge Verfahren, mit denen Problem-
lo¨sungen automatisch generiert werden sollen (siehe [3], S. 33, f.). Vorla¨ufige,
nicht optimale Lo¨sungen sollen in Anlehnung an die biologische Evoluti-
on durch die Fa¨higkeit zur Selbstadaption optimiert werden. Die Gu¨te der
erzeugten Lo¨sungen wird mithilfe einer dem Problem angepassten Fitness-
Funktion bewertet[6]. So kann diese Fitness-Funktion beispielsweise der Ziel-
funktion des zu Grunde liegenden Optimierungsproblems entsprechen (siehe
[3], S. 10, ff.). Der Begriff der Fitness-Funktion leitet sich von dem zur Be-
schreibung der Evolution oft zitierten Prinzip des Survival of the Fittest ab.
2
2 Theoretische Grundlagen





• Kanonische Genetische Algorithmen
Die evolutiona¨re und die genetische Programmierung wurden urspru¨nglich
entwickelt, um gezielt Programme zu erzeugen, welche ihr Ausgabeverhalten
stetig verbessern. Sie wurden also explizit fu¨r Anwendungsfa¨lle aus dem Be-
reich der Algorithmik und Informatik entwickelt und nicht, um allgemeine
mathematische Optimierungsprobleme zu lo¨sen. Allerdings werden mittler-
weile auch Ansa¨tze und Heuristiken aus der evolutiona¨ren und genetischen
Programmierung in die allgemeineren Verfahren der evolutiona¨ren Algorith-
men u¨bernommen.
Die Optimierung findet im Suchraum S statt, welcher durch das zugrunde
liegende Problem vorgegeben wird. Auf dem Suchraum S wird die Fitness-
funktion fit : S → R definiert. Die Zwischenlo¨sungen werden in Anlehnung
an die biologische Evolution als Individuen bezeichnet. Die Aggregation al-
ler Individuen zu einem bestimmten Zeitpunkt, bzw. Iterationsschritt t, wird
Population genannt. Iterativ werden so nacheinander mehrere Populationen
erzeugt und auf diese Weise als verschiedene Generationen voneinander un-
terschieden. Die Individuen einer Population ko¨nnen durch sogenannte ge-
netische Operatoren vera¨ndert, dezimiert oder vermehrt werden. Die Eigen-
schaften der einzelnen Individuen werden durch jeweils ein zum Individuum
zugeordnetes Chromosom kodiert.
Die Chromosomen untergliedern sich wiederum in einzelne Gene, welche
je nach eingesetzter Kodierung durch einzelne Bits oder reelle Zahlen re-
pra¨sentiert werden ko¨nnen. Die Auspra¨gung eines bestimmten Attributes ei-




Wenn die Abbildung vom Genom eines Individuums auf seine Allele nicht
injektiv ist, wird, genau wie in der Biologie, zwischen Genotypus und Pha¨no-
typus unterschieden. Der Genotypus beschreibt die im Genom enthaltene
Information, wa¨hrend der Pha¨notypus die Auspra¨gung der Allele, also der
Eigenschaften des Individuums bezeichnet.[3]
2.2.1 Evolutionsstrategien
Evolutionsstrategien wurden in den sechziger Jahren von Rechenberg und
Schwefel fu¨r Optimierungsprobleme aus dem technisch-physikalischen Be-
reich entwickelt und spa¨ter publiziert (siehe [3], S. 115,[7, 8]). Sie werden
genutzt, um reellwertige Zielfunktionen f : Rn → R zu optimieren.
Die Startpopulation P (0) kann entweder zufa¨llig oder bei vorhandenem Vor-
wissen u¨ber das Problem durch entsprechend gu¨nstig ausgewa¨hlte Stellen
innerhalb des Suchraums S erzeugt werden. Alle weiteren Generationen wer-
den durch Mutation erzeugt. Dazu werden λ Nachkommen als Variationen
der urspru¨nglichen Individuen erzeugt. Die Mutation des Chromosoms eines
Individuums erfolgt, indem zu den Allelen jedes Gens jeweils eine normalver-
teilte Zufallszahl mit Erwartungswert µ = 0 und kleiner Streuung σ addiert
wird. In diesem Zusammenhang wird die Streuung der Normalverteilung auch
als Mutationsschrittweite bezeichnet. Die Mutationsschrittweite σ sollte so
klein gewa¨hlt werden, dass die erzeugten Kind-Individuen mit großer Wahr-
scheinlichkeit in der Na¨he der Eltern-Individuen bleiben[3]. Bei der Evolu-
tionsstrategie wird normalerweise nach dem Eliteprinzip selektiert. Hierbei
werden die µ besten Inividuen in die nachfolgende Generation u¨bernommen.
Man unterscheidet bei der Selektion zwischen der Plus- und der Komma-
Strategie:
Bei der Plus-Strategie werden die µ besten Chromosomen aus der Verei-
nigungsmenge der Elternpopulation mit den λ durch Mutation erzeugten
Individuen ausgewa¨lt. Bei der Komma-Strategie werden die Individuen nur
aus der Menge der λ mutierten Individuen gewa¨hlt. Bei der Plus-Strategie
werden die Individuen, die die bisher besten Lo¨sungen des Optimierungspro-
blems darstellen immer weiter u¨bernommen. So wird immer von der bisher
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besten Lo¨sung weiter optimiert. Dieses Vorgehen birgt allerdings den Nach-
teil, dass die Gefahr einer vorzeitigen Konvergenz besteht (siehe [3], S. 116).
Plus- und Kommastrategie ko¨nnen auch kombiniert eingesetzt werden. Hier-
zu wird zuna¨chst die Plus-Strategie verwendet. Findet u¨ber mehrere Gene-
rationen keine Verbesserung des besten Individuums mehr statt, so wird fu¨r
einige Generationen die Komma-Strategie genutzt, um vorzeitige Konvergenz
zu verhindern (siehe [3], S. 117).
Um bessere Ergebnisse zu erzielen, kann die Mutationsschrittweite, bzw. die
Varianz σ der Normalverteilung zur Laufzeit angepasst werden. Hierbei un-
terscheidet man zwischen deterministischer und dynamischer Adaption. Bei
der deterministischen Adaption wird der Suchraum anfangs in einem sehr
großen Bereich durchsucht, mit einer großen Mutationsschrittweite. Im Lau-
fe der Generationen wird die Varianz schrittweise immer weiter verkleinert,
um eine lokale Optimierung zu erreichen. Bei der dynamischen Adaption wird
die Mutationsschrittweite σ nicht immer verkleinert, sondern kann auch wie-
der vergro¨ßert werden, wenn dies sinnvoll erscheint. Die Adaptionsverfahren
sind inklusive Rechenbergs 1/5-Regel in [3], S. 117, ff. genauer beschrieben.
2.2.2 Evolutiona¨re Programmierung
Die evolutiona¨re Programmierung a¨hnelt im Vorgehen den fast zeitgleich ent-
wickelten Evolutionsstrategien. Allerdings war das eigentliche Ziel der evo-
lutiona¨ren Programme urspru¨nglich nicht das Lo¨sen von Optimierungspro-
blemen, sondern das Schaffen problemangepasster endlicher Automaten. Die
Startpopulation wird durch gleichverteilte Zufallswerte in einem festgelegten
Intervall im Suchraum S erzeugt (siehe [3], S. 125).
Die evolutiona¨re Programmierung soll an dieser Stelle nur erwa¨hnt und nicht
im Detail vorgestellt werden, da sie in dieser Arbeit keine Anwendung findet
und in der Interpretation des Evolutionsbegriffes stark von den anderen vor-
gestellten Teilbereichen abweicht. Die Evolution wird in der evolutiona¨ren
Programmierung abstrakter als in den anderen Disziplinen betrachtet. Die
Anpassung von Individuen an ein gegebenes Problem wird zwar vollzogen,
jedoch werden die genauen genetischen Vorga¨nge, wie z. B. die Rekombinati-
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on der Chromosomen, in Anlehnung an die Biologie, in keiner Weise explizit
formuliert(siehe [3], S. 125).
2.2.3 Genetische Programmierung
Bei der genetischen Programmierung werden im Gegensatz zu den anderen
evolutiona¨ren Algorithmen Chromosomen variabler La¨nge verwendet. Da-
durch ko¨nnen z. B. Optimierungsprobleme aus dem Bereich der Regelung
gelo¨st werden. Die Chromosomen ko¨nnen als Programme interpretiert wer-
den, die ihr Ein- und Ausgabeverhalten gewissen Zielen, die durch Rahmen-
bedingungen gegeben sind, anpassen (siehe [3], S. 127). Da keine Ansa¨tze
der evolutina¨ren Programmierung und der genetischen Programme in dieser
Arbeit genutzt wurden, wird an dieser Stelle nicht genauer auf diese Verfah-
ren eingegangen. Fu¨r weitere Informationen zur genetischen Programmierung
siehe [3], S. 127, ff.
2.2.4 Kanonische Genetische Algorithmen
Auch die kanonischen Genetischen Algorithmen (kGA) bilden eine Unter-
gruppe der evolutiona¨ren Algorithmen (EA).
Zur Repra¨sentation der Allele wird ein bina¨res Alphabet verwendet. Um Teil-
mengen der reellen Zahlen als Lo¨sungsraum verwenden zu ko¨nnen, muss eine
Kodierungs- /Dekodierungsfunktion definiert werden. Dadurch werden reelle
Zahlen auf eine Bina¨rdarstellung abgebildet (siehe [3], S. 36, f.).
Bei der Erzeugung der Startpopulation mit der Populationsgro¨ße popsize
wird, wie bei den Evolutionsstrategien, bereits auf die Einhaltung gewis-
ser Rahmenbedingungen geachtet, um fru¨hzeitig Chromosomen mit einem
hohen Fitness-Wert in die Population einzufu¨gen. Dieses Verfahren birgt al-
lerdings das Risiko, in eine vorzeitige Konvergenz gegen ein lokales Optimum
zu mu¨nden (siehe [3], S. 37). Mithilfe der genetischen Operatoren Crosso-
ver und Mutation werden Folgegenerationen erzeugt (siehe [3], S. 35). Zur
Reproduktion mu¨ssen nicht zwingend beide genetischen Operatoren genutzt
werden. Da jedoch der Crossover-Operator zur sta¨rkeren Durchsetzung be-
reits vergleichbar guter Individuen sorgt und der Mutationsoperator zu einer
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breiteren Durchsuchung des Suchraumes fu¨hrt, ist eine Kombination von Vor-
teil.
Im folgenden Pseudocode ist der grundsa¨tzliche Ablauf eines kanonischen Al-
gorithmus, aus [3], S. 41 dargestellt. Zu Beginn wird die Za¨hlvariable t mit
1: procedure kGA
2: t := 0
3: Initialisiere P (0)
4: Bewerte P (0)
5: Setze P ∗(t) := ∅
6: while ( nicht Abbruchkriterium ) do
7: t := t+ 1
8: for (i = 0; i < popsize ; i+ +) do
9: Auswahl des i-ten Chromosoms fu¨r P ∗(t) aus P (t− 1)
10: Anwendung genetischer Operatoren auf P ∗(t)
11: P (t) := P ∗(t)




dem Wert null initialisiert. Die Startpopulation P (t = 0) wird zufa¨llig oder
gezielt, durch Vorwissen u¨ber die Struktur des Suchraumes initialisiert. In
der dargestellten Schleife werden mit Hilfe genetischer Operatoren so lange
Folgegenerationen erzeugt und bewertet, bis ein vorher definiertes Abbruch-
kriterium erreicht wird.
Wie bereits erwa¨hnt, werden traditionell im kanonischen Genetischen Algo-
rithmus der Crossover- und der Mutationsoperator eingesetzt, um die gene-
tische Struktur der folgenden Generation zu manipulieren (siehe [3], S. 35).
Beim Crossover werden durch Austausch von Teilketten zweier schon be-
stehender Chromosomen neue Chromosomen erzeugt, die im besten Falle
eine ho¨here Fitness als die Elternchromosome aufweisen. Man unterscheidet
zwischen One-Point-Crossover, wobei ein Chromosom nur an einem Punkt
in zwei Teilketten aufgeteilt wird und dem Multi-Point-Crossover, bei dem
das Chromosom sta¨rker partitioniert wird (siehe [3], S. 40). Der One-Point-
Crossover ist bildlich in Abbildung 1 auf der na¨chsten Seite dargestellt. Aus
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Abbildung 1 – Cross-Over (nach [3], S. 40)
zwei Elternindividuen der Generation t werden zwei Kindindividuen der Ge-
neration t+ 1 erzeugt, die genetische Merkmale beider Eltern enthalten. Bei
dieser Form des One-Point-Crossover gehen keine Allele aus der vorherge-
henden Generation verloren.
Der Mutationsbegriff wird im Bereich genetischer Algorithmen weniger all-
gemein benutzt als in der Biologie, so dass hier mit Mutation immer eine
Punktmutation gemeint ist. Die Mutation bewirkt bei einem kGA das Um-
klappen eines zufa¨llig ausgewa¨hlten Bit im Chromosom zu seinem Komple-
ment (siehe [3], S.41). Zur Verdeutlichung ist die Mutation in Abbildung 2
schematisch dargestellt. In der Abbildung werden zwei einzelne Gene punkt-
mutiert. Gema¨ß [3] sollte die Mutationswahrscheinlichkeit eines Gens gi in
Abha¨ngigkeit von der La¨nge des Chromosoms c gewa¨hlt werden:




So wird gewa¨hrleistet, dass der Erwartungswert der Anzahl der mutierten
Gene pro Individuum 1 betra¨gt. Diese Restriktion sorgt dafu¨r, dass bereits
vorteilhafte genetische Schemata nur mit einer geringen Wahrscheinlichkeit
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Abbildung 3 – Rouletterad mit U¨berlebenswahrscheinlichkeiten (nach [3],
S. 39)
zersto¨rt werden (siehe [3], S. 55).
Die verwendete Fitnessfunktion entspricht der Zielfunktion des zu Grunde
liegenden Optimierungsproblems. Aus der Fitnessfunktion ergibt sich gema¨ß
Gleichung (2) die U¨berlebenswahrscheinlichkeit p(c0) eines Chromosoms c0





P (t) ist die gesamte Population zum Zeitpunkt t.
Als Selektionsverfahren wird eine sogenannte Rouletterad-Selektion verwen-
det. Dazu werden popsize Chromosomen gema¨ß der nach Gleichung (2) be-
rechneten Wahrscheinlichkeiten aus der vorhergehenden Generation P (t−1),
deren Populationsgro¨ße mithilfe der beschriebenen genetischen Operatoren
bereits erho¨ht wurde, gezogen. Um die Analogie zu einem Rouletterad nach-
vollziehen zu ko¨nnen, ist in Abbildung 3 ein graphisches Beispiel einer sol-
chen Selektion dargestellt. In der vorliegenden Population sind fu¨nf Indi-
viduen vorhanden, denen jeweils eine Fitness zugeordnet ist. Die Fitness
ist der Tabellenspalte fit(c), rechts in der Abbildung zu entnehmen. Die
in der na¨chsten Spalte dargestellten U¨berlebenswahrscheinlichkeiten werden
mit Gleichung (2) berechnet. Auf dem Rouletterad wird der Umfang des ge-
samten Rades in Bereiche, proportional zur U¨berlebenswahrscheinlichkeit der
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Individuen, aufgeteilt. Die zufa¨llige Auswahl der Individuen fu¨r die folgende
Generation entpricht nun einer Roulette-Runde auf dem so angepassten Rad.
2.3 Ku¨nstliche neuronale Netze
Auch die ku¨nstlichen neuronalen Netze za¨hlen wie die evolutiona¨ren Algorith-
men zu den naturanalogen Verfahren. Außerdem werden sie den Bereichen
der ku¨nstlichen Intelligenz und des maschinellen Lernens zugerechnet. Im
Gegensatz zu explizit programmierten Algorithmen ko¨nnen neuronale Netze
durch die Anpassung ihrer inneren Parameter (Gewichte) erlernen, aus Ein-
gabedaten gewu¨nschte Ergebnisse zu erzeugen.
Die Grundzu¨ge der Modellierung ku¨nstlicher Neuronen wurden 1943 von Mc-
Culloch und Pitts, in [9] entwickelt. Um ein logisches Problem zu lo¨sen wird
ein vereinfachtes Modell biologischer neuronaler Netze heran gezogen. In der
urspru¨nglichen Arbeit wurden einfache neuronale Netze zur Erzeugung der
boolschen Funktionen AND, OR und NOR verwendet[9]. Die Autoren ge-
hen in dieser sehr fru¨hen Arbeit schon so weit, in der Funktionsweise der neu-
ronalen Netze den Mechanismus zur Bewusstseinskonstitution zu verorten[9].
Daher sind neuronale Netze nicht nur in der angewandten Informatik als re-
lativ universelle Problemlo¨sungsstrategien interessant, sondern es gibt auch
U¨berschneidungen mit anderen Bereichen der ku¨nstlichen Intelligenz, mit
der Neurobiologie, der Psychologie und der Philosophie. So verorten auch
Dawkins und Crick in ihren Werken [4] und [5] die Grundlagen des Bewusst-
seins in der Funktionsweise der neuronalen Netze.
In ku¨nstlichen neuronalen Netzen werden die Nervenzellen durch mathemati-
sche Funktionen modelliert. Die Eingangsvariablen werden als die Eingangs-
signale in den Dendriten dargestellt. Diese Eingangssignale werden gema¨ß der
sogenannten Aktivierungsfunktion im Zellko¨rper auf die Ausgabe der Funk-
tion, welche dem Axonpotential an den Axonterminalen in der biologischen
Nervenzelle entspricht, abgebildet (siehe Abbildung 4 auf der na¨chsten Sei-
te). Den Synapsen entsprechen die Verkettungen mehrerer mathematischer
Funktionen nach diesem Prinzip. Den Synapsen werden anpassbare, inne-
re Parameter des Netzes zugeordnet. Diese werden als Gewichte bezeichnet.
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Die anpassbaren Gewichte ermo¨glichen das Lernen des Systems (siehe [10],
S. 23, ff.).
Abbildung 4 – Schemazeichnung eines Neurons1
Um die Analogie zwischen den ku¨nstlichen neuronalen Netzen und dem bio-
logischen Vorbild zu veranschaulichen ist in Abbildung 4 ein biologisches
Neuron und in Abbildung 5 auf der na¨chsten Seite ein einschichtiges Perzep-
tron, in Anlehnung an Minsky und Papert in [11], S. 149, ff. sowie Gallant
in [12] dargestellt. Die Eingangsdaten x1 . . . xn entsprechen den Eingans-
potentialen an den Dendriten. Im Zellko¨rper (Soma) werden die Potentia-
le aufsummiert und als Eingabeparameter an die Aktivierungsfunktion Θ
u¨bergeben. In diesem ersten, einfachen Modell wird die Aktivierungsfunktion
durch einen Schwellenwert dargestellt. Das Ausgangssignal o entspricht dem
Aktivierungspotential an den Axonterminalen im biologischen Neuron.[10]
2.3.1 Aufbau neuronaler Netze
Der Aufbau ku¨nstlicher neuronaler Netze wird versta¨ndlicher, wenn man
zuna¨chst analytisch die Grundelemente betrachtet. Diese werden zu einer
Makrostruktur, dem Netz, zusammengesetzt. Die Struktur der heute einge-




Abbildung 5 – Funktionsweise eines einzelnen Perzeptrons (nach [11, 12, 13])
setzten ku¨nstlichen neuronalen Netze basiert auf dem 1958 von David Ro-
senblatt eingefu¨hrten Perzeptron (siehe Abbildung 6, [14]). In dieser Arbeit
wird das Perzeptron als eine Anna¨herung der Bildverarbeitung im mensch-
lichen Gehirn betrachtet. Eingangssignale werden an der Retina erfasst und
u¨ber lokale Verbindungen zu einem Projektionsbereich weiter geleitet. Die
weitere Fortpflanzung der Signale im Netz erfolgt u¨ber zufa¨llige, gewichtete
Verbindungen zum Bereich AII. Hier werden die Signale aufsummiert und,
falls sie den Aktivierungsschwellwert Θ u¨berschreiten, als Ausgangssignale
ausgegeben.
Abbildung 6 – Das klassische Perzeptron (nach [14])
Die grobe U¨bereinstimmung der Funktionsweise des von Rosenblatt ein-
gefu¨hrten Perzeptrons mit dem biologischen Vorbild wurde in [15, 16] ex-
perimentell besta¨tigt. Die genauere Funktionsweise, abgeleitet aus den Er-
gebnissen in [15], ist in [17] beschrieben.
12
2 Theoretische Grundlagen
Die Gewichte der einzelnen Kanten werden zuna¨chst zufa¨llig initialisiert. Da-
mit ein solches Perzeptron als Klassifikator eingesetzt werden kann, muss es
lernen ko¨nnen. Rosenblatt schla¨gt in [13] einen Algorithmus fu¨r ein einschich-
tiges Perzeptron (siehe Abbildung 5 auf der vorherigen Seite) vor, welcher
meist einfach als Perzeptron-Lernalgorithmus bezeichnet wird[13]:
Die Gewichte der Einga¨nge des Perzeptron werden zufa¨llig initialisiert. Wird
im Perzeptron der Schwellenwert Θ u¨berschritten, so wird ein Eingangsdatum
der positiven Klasse zugeordnet:∑
(xi · wi) > Θ ⇒ y = 1 (3)
Wird der Schwellenwert nicht u¨berschritten, so wird das Datum der negativen
Klasse zugeordnet:∑
(xi · wi) <= Θ ⇒ y = −1 (4)
Wird das Datum korrekt der richtigen Klasse zugeordnet, so wird das na¨chste
Datum klassifiziert. Wird das Datum falsch klassifiziert, werden die Gewichte
wi folgendermaßen angepasst. Wenn ein Element der positiven Klasse falsch
klassifiziert wurde, wird der Eingangswert auf das zugeho¨rige Gewicht ad-
diert:
wi := wi + xi (5)
Wurde ein Element der negativen Klasse falsch klassifiziert, werden die Ge-
wichte durch die Subtraktion des Eingangswertes angepasst:
wi := wi − xi (6)
Das einschichtige Perzeptron kann, wie in [11] gezeigt wird, die logische
Funktion XOR nicht abbilden. Hierzu wird bereits ein neuronales Netz
mit mindestens zwei Schichten beno¨tigt. Um ein Gradientenabstiegsverfah-
ren bei mehrschichtigen neuronalen Netzen anwenden zu ko¨nnen, wird der
Backpropagation-Algorithmus eingesetzt (siehe [10], S. 151).
13
2 Theoretische Grundlagen
Abbildung 7 – Die Sigmoid-Funktion s(x)
2.3.2 Der Backpropagation Algorithmus
Der bereits vorgestellte Perzeptron-Lernalgorithmus kann nicht fu¨r mehr-
schichtige neuronale Netzwerke eingesetzt werden. Um auch tiefere Netze
trainieren zu ko¨nnen, wird der Backpropagation-Algorithmus genutzt. 1986
wurde in [18] gezeigt, dass dieser Algorithmus zu sinnvollen Repra¨sentationen
in ku¨nstlichen neuronalen Netzen fu¨hrt. Die Gewichte der Knoten sollen u¨ber
mehrere Schichten hinweg, in Abha¨ngigkeit von einer Fehlerfunkton E, am
Ausgang des Netzes angepasst werden. Diese Fehlerfunktion wird im Allge-
meinen auch als Loss-Funktion bezeichnet.
Die Gewichte, die die Fehlerfunktion minimieren, sollen in einem Gradien-
tenabstiegsverfahren gefunden werden. Um den Gradienten an jeder Kante
berechnen zu ko¨nnen, ist es notwendig, dass die Aktivierungsfunktionen der
einzelnen Neuronen differenzierbar sind (siehe [10], S. 151). Daher wird der





Die Sigmoid-Funktion stellt, wie in Abbildung 7 zu erkennen ist, eine An-
na¨herung an die Stufenfunktion dar.



































Der Backpropagation-Algorithmus ist allerdings auf Netzwerke mit beliebi-
gen, differenzierbaren Aktivierungsfunktionen anwendbar (siehe [10], S. 153).
Da die Netzwerkfunktion F , die durch das gesamte Netzwerk erzeugt wird,
eine Verkettung von Summen von Aktivierungsfunktionen ist, ist diese auch
differenzierbar, wenn alle Aktivierungsfunktionen differenzierbar sind (siehe
[10], S. 153).
Das neuronale Netz kann als Graph aufgefasst werden, dessen Knoten Re-
cheneinheiten sind und u¨ber dessen Kanten Daten ausgetauscht werden. Die
Netzwerkfunktion F ist also die Verkettung der primitiven Funktionen flk in
den einzelnen Knoten. Das Ausgabeverhalten des Netzwerkes soll so ange-
passt werden, dass eine Menge von Trainingsdaten (~x1 . . . ~xn) richtig klassifi-
ziert wird. Dazu ist die Trainingsmenge X annotiert, d. h., jedem Trainings-
vektor ~xi ∈ X ist ein Label ti (t von engl. tag) zugeordnet (siehe [10], S. 105,
ff.).
Die Ausgabe o des Netzwerkes soll also so angepasst werden, dass bei der
Eingabe von ~xi ∈ X sich oi = F(~xi) mo¨glichst nah an ti anna¨hert. Um die











‖oi − ti‖2 (10)
Um die Gewichte im Graphen anpassen zu ko¨nnen, wird an jeder Kante, mit
den zugeho¨rigen Gewichten wlk der Gradient der Loss-Funktion, bzgl. wlk
gebildet. Die Gewichte werden iterativ gema¨ß einem Gradientenabstieg, mit
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der Schrittweite γ angepasst[18]:
∆wlk = −γ ∂E
∂wlk
(11)
In jedem Iterationsschritt werden die Gewichte gleichzeitig entlang der ne-
gativen Gradientenrichtung angepasst. Hierzu kann der Gradient mithilfe
der Kettenregel vom Ausgang des Netzes, u¨ber alle versteckten Schichten
hinweg, bis zur Eingabeschicht fortgepflanzt werden (siehe [10], S. 164, ff.).
Das Verfahren kann an Abbildung 5 auf Seite 12 verdeutlicht werden. Am
Ausgang wird der Gesamtfehler bzgl. aller gelabelten Eingabedaten (siehe
Gleichung (10)) aggregiert[18]. Hier wird nun außerdem der Gradient bzgl.
der Ausgangsdaten oi berechnet[10]:
∂E
∂oi
= oi − ti (12)
Um den Einfluss des Loss E zur Berechnung der Anpassung des Gewich-
tes w1 in Abbildung 5 auf Seite 12 durchzuschleifen, wird die Kettenregel
angewendet[18]. Der Loss im Perzeptron aus Abbildung 5 auf Seite 12, mit






‖(s (xi1 · w1 + xi2 · w2 + · · ·+ xim · wm)− ti)‖2 (13)
Der Gradient bzgl. des ersten Elementes des Eingabevektors ~xi kann mithilfe









Da die Sigmoid-Funktion s als Aktivierungsfunktion genutzt wird, gilt: o =
s(x). Mit Gleichung (9) folgt:
∂oi
∂xi1
= oi · (1− oi) (15)
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Setzt man nun Gleichung (15) in Gleichung (14) ein, so ergibt sich:
∂E
∂xi1
= (oi − ti) · oi · (1− oi) · w1 (16)




= (oi − ti) · oi · (1− oi) · xi1 (17)
Wenn das neuronale Netz aus noch weiteren Schichten besteht, kann das
Ergebnis von Gleichung (16) verwendet werden, um den Gradienten zu den
weiteren Schichten zuru¨ck zu propagieren. Dazu wird fu¨r jede weitere Schicht
nochmals die Kettenregel angewendet ([10], S. 165, f.). Die Anpassung des
Gewichtes w1 ergibt sich mit Gleichung (17) zu:
∆w1 = −γ (oi − ti) oi (1− oi) · xi1 (18)
Die Gewichte werden iterativ so lange korrigiert, bis ein ausreichend geringer
Fehler am Ausgang des Netzes erzielt wird[10].
Um kleinere Gewichte bei der Optimierung zu bevorzugen, kann auf den
Loss des Netzwerkes ein Regularisierungsterm addiert werden. Der Regulari-










Der Regularisierungsterm wird mit dem Parameter λ multipliziert. Dieser
Parameter wird auch als weight decay bezeichnet.
Um den Gradientenabstieg mit dem Backpropagation-Algorithmus zu be-
schleunigen, kann das Verfahren um ein Momentum erweitert werden. Dabei
kann der Algorithmus beim Abstieg in Anlehnung an die Tra¨gheit in der
Natur einen gewissen Schwung aufnehmen. Dazu wird die Anpassung der
Gewichte aus Gleichung (11) folgendermaßen erweitert:
∆wlk(t) = −γ ∂E
∂wlk
+ α∆wlk(t− 1) (20)
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Gema¨ß Gleichung (20) wird auf die Anpassung der Gewichte im aktuellen Ad-
ditionsschritt ein Schritt in die Richtung der vorherigen Anpassung addiert.
Dieser Schritt wird mit dem Parameter α gewichtet (siehe [10], S. 186, f.).
2.3.3 Rectified Linear Units (ReLU)
Die in Abbildung 7 auf Seite 14 dargestellte Sigmoid-Funktion birgt fu¨r den
gerade vorgestellten Backpropagation-Algorithmus den Nachteil, dass der
durch sie erzeugte Gradient bei einer hohen Aktivierung gegen null geht.
Da der Gradient in einem tiefen Netz u¨ber mehrere Schichten hinweg zuru¨ck
propagiert werden muss, kann bei mehreren aufeinander folgenden, hohen
Aktivierungen der Gradient verschwinden. Dieses Pha¨nomen wird in der en-
lischsprachigen Literatur als vanishing gradients bezeichnet. Daher ko¨nnen
ohne weitere Anpassungen nur sehr flache Netze mit dem Backpropagation-
Algorithmus und der Sigmoid-Funktion als Aktivierung trainiert werden.
Um dem Problem zu entgehen, wird ha¨ufig statt der Sigmoid-Funktion eine
ReLU-Schicht verwendet. Die Abku¨rzung ReLU steht fu¨r Rectified Linear
Unit. Die durch eine ReLU-Schicht abgebildete Funktion ist in Gleichung
(21) und Abbildung 8 auf der na¨chsten Seite dargestellt.
ReLU(x) = max(0, x) (21)
Obwohl die ReLU-Funktion nicht stetig differenzierbar ist, weist sie doch
abschnittsweise einen von 0 verschiedenen, konstanten Gradienten auf. Da-
durch kann der Gradient bei aktivierten Neuronen zuru¨ckpropagiert werden,
wa¨hrend er bei nicht aktivierten Neuronen 0 entspricht. Die ReLU-Funktion
ermo¨glicht es somit, tiefe neuronale Netze zu trainieren.[19]
2.3.4 Convolutional Neural Networks
Fu¨r Probleme aus der Bildverarbeitung und dem maschinellen Sehen wer-
den heute vor allem Convolutional Neural Networks (CNN) eingesetzt. Die
Grundlagen hierfu¨r wurden 1998 von LeCun, et al. geschaffen[19]. Die Funk-
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Abbildung 8 – Die ReLU (Rectified Linear Unit)-Funktion
tionsweise der CNNs kann sowohl aus Algorithmen der klassischen Bildver-
arbeitung, als auch aus den Arbeiten von Yang, Hubel und Wiesel in [16]
und [15] abgeleitet werden, die das rezeptive Feld im optischen Kortex von
Katzen untersuchen.
Ku¨nstliche neuronale Netzwerke werden ha¨ufig zur Bildverarbeitung einge-
setzt, da sie sich als Verfahren aus dem Bereich des maschinellen Lernens
selbst anpassen ko¨nnen und daher recht universell einsetzbar sind. Die in den
vorherigen Kapiteln beschriebenen Fully Connected Neural Networks, deren
Schichten jeweils das innere Produkt der zugeho¨rigen Gewichte wl,k mit den
Aktivierungen der vorhergehenden Schicht ol−1,k beschreiben, unterliegen in
ihrer Klassifikationsgu¨te allerdings ha¨ufig traditionellen Bildverarbeitungs-
Toolchains, wie sie in Abbildung 9 dargestellt sind. Um auf einen selbst
Abbildung 9 – Eine traditionelle Bildverarbeitungs-Toolchain
konstruierten und an das zu Grunde liegende Klassifizierungsproblem ange-
passten Algorithmus zur Feature-Extraktion verzichten zu ko¨nnen, erscheint
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es sinnvoll, auch diesen Teil der Toolchain selbstadaptierend zu entwerfen.
Mit einem Convolutional Neural Network (CNN) wird die in Abbildung 10
dargestellte, vereinfachte Toolchain ermo¨glicht. Wu¨rde statt des CNN in
Abbildung 10 – Durch ein CNN vereinfachte Bildverarbeitungs-Toolchain
Abbildung 10 ein Fully Connected-Netzwerk nach der bisher beschriebenen
Struktur verwendet, so wu¨rde die Anzahl der Gewichte in der ersten Schicht,
aufgrund des sehr großen Eingangsvektors, der ein Bild repra¨sentiert, un-
angenehm groß werden[20]. Da die Anzahl der zu optimierenden Parameter
hierdurch signifikant wachsen wu¨rde, wa¨ren deutlich gro¨ßere Trainingsmen-
gen erforderlich[20, 19]. Außerdem haben Fully Connected Networks keine
inha¨rente Translationsinvarianz, welche fu¨r die Feature-Extraktion notwen-
dig ist. Hieraus folgt, dass die Trainingsbilder vor der Bearbeitung durch das
neuronale Netz so vorprozessiert werden mu¨ssten, dass bestimmte Bildeigen-
schaften an jeder beliebigen Position in der Trainingsmenge auftreten.
Im Gegensatz zu dem Fully Connected Neural Network, das in Abbildung 6
auf Seite 12 eher dem Bereich zwischen AI und AII entspricht, orientiert sich
ein CNN eher an der biologischen Prozessierung von der Retina bis zum as-
soziativen Bereich[17, 21, 20, 15].
CNNs gehen von lokalen, rezeptiven Feldern am Eingang des Netzwerkes
aus[20, 19]. Die Gewichte der Kanten im Netzwerk-Graphen werden u¨ber die
einzelnen rezeptiven Bereiche hinweg geteilt. Das Teilen der Gewichte, die
u¨ber ein relativ kleines Feld wiederholt auf das Eingangsbild gefaltet werden,
erzeugt im Laufe der Backpropagation-Operationen traditionelle Bildverar-




Abbildung 11 – Architektur von LeNet-5. Jede Fla¨che stellt eine Featuremap
dar, die durch Filter mit geteilten Gewichten erzeugt wurden. (aus [19])
Sobelfilter in horizontaler und vertikaler Richtung:
SH =
−1 0 1−2 0 2
−1 0 1
SV =
 1 2 10 0 0
−1 −2 −1
 (22)
Die in Gleichung (22) gezeigten Sobelfilter ko¨nnen zur Kantenextraktion ge-
nutzt werden. Die Anwendung der Filter auf jedem Pixel des Eingangsbildes
sorgt fu¨r die Translationsinvarianz der extrahierten Features[19].
Einer Konvolutionsschicht folgt traditionell eine Pooling-Schicht, welche aus
einer definierten Anzahl an Eingangssignalen entweder den Durchschnitt[22]
oder das Maximum[21] bestimmt und so fu¨r die na¨chste Schicht die An-
zahl der Variablen verringert. In Analogie zur traditionellen Bildverarbei-
tung ko¨nnen die Pooling-Schichten als Tiefpassfilter, die eine Bild/Feature-
Pyramide erzeugen, betrachtet werden[23]. Die Bildpyramide sorgt fu¨r die
beno¨tigte Skalierungsinvarianz der extrahierten Features.
In Abbildung 11 ist die Struktur von LeNet-5, einem CNN zur Handschrift-
erkennung aus [19] dargestellt. LeNet-5 gilt als Vorbild fu¨r viele folgende
CNNs. Aus dem Eingangsbild links in Abbildung 11 werden durch eine
Konvolutionsschicht sechs Featuremaps extrahiert. Jede einzelne Feature-
map wird durch ein Filter, welches mit geteilten Gewichten auf die Pixel
im Eingangsbild gefaltet wird, erzeugt. Die sechs Featuremaps entsprechen
also sechs verschiedenen Filtern oder Feature-Extraktoren. Die Gewichte
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der Filter werden beim Training des Netzwerkes angepasst[19]. Als na¨chstes
folgt eine Pooling-Schicht, die die Ausdehnung der Feature-Maps in Breite
und Ho¨he verringert. Dieses Subsampling findet gema¨ß der Interpretation
der Autoren des GoogLeNet-Papers auch eine Entsprechung im biologischen
Vorbild.[20, 19]
Auf die so erzeugten Feature-Maps werden wiederum Faltungsmasken, dies-
mal allerdings mit 16 verschiedenen Filtern, angewendet. Der Teil des in
Abbildung 11 auf der vorherigen Seite dargestellten Netzes bis einschließlich
der Schicht S4 ist die CNN-Architektur, die als Feature-Extraktor interpre-
tiert werden kann. Die folgenden Fully-Connected-Layers entsprechen dem
in Abbildung 9 auf Seite 19 abgebildeten Klassifikator. Die CNNs erreichen
hohe Ergebnisse bei Bild-Klassifikationswettbewerben2.
2.3.5 Batch-Normalisierung
Damit die durch Bilder erzeugte Aktivierung am Eingang eines CNN nicht
beliebig gestreut ist und hinsichtlich der numerischen Stabilita¨t nicht Wer-
te beliebiger Gro¨ßenordnungen annehmen kann, werden die Eingangsdaten
normalisiert[19, 25].
Wie bereits erwa¨hnt, kann die Netzfunktion F(x) als die Verkettung der
Funktionen in den einzelnen Schichten aufgefasst werden:
F(x) = fL(fL−1(. . . f2(f1(x)))) (23)
Von der oben angesprochenen Normalisierung der Eingangsdaten sind die
Eingangsparameter des Subnetzes fL(fL−1(. . . f2(y))) nicht betroffen. Auf
dieselbe Weise wie in Gleichung (23) ko¨nnen auch die verbleibenden kon-
struierbaren Subnetzfunktionen durch Verkettung der einzelnen Schichten
zerlegt werden. Auch die auf diese Weise erzeugten Subnetze profitieren
nicht direkt von der Normalisierung der Trainingsdaten am Eingang des
Gesamtnetzwerkes[25].
2Die Ergebnisse und Vero¨ffentlichungen zu bekannten Klassifikations-




Daher schlagen die Autoren von [25] vor, auch eine Normalisierung der Ein-
gangsdaten aller konstruierbaren Subnetze vorzunehmen. Da die Normierung
der Daten innerhalb des Netzes in jeder Schicht bzgl. der Kovarianzmatrix
ΣX,l der Aktivierung aller Datensa¨tze aus der Trainingsmenge in jedem Itera-
tionsschritt des Gradientenabstiegs zu rechenintensiv wa¨re, um praktisch ein-
setzbar zu sein, wird ein alternatives Verfahren vorgeschlagen. Da ha¨ufig mit
Minibatches trainiert wird, ko¨nnten Kovarianz Σ und Mittelwert µ u¨ber die
Minibatches bestimmt werden und zur Normalisierung der Aktivierungen im
Netz genutzt werden. Weil die Mo¨glichkeit besteht, dass die Minibatch-Gro¨ße
kleiner als die Anzahl der Parameter in der Schicht ist, deren Aktivierungen
normalisiert werden sollen, wu¨rde hierdurch eine singula¨re Kovarianzmatrix
erzeugt. Daher wird vorgeschlagen, stattdessen parameterweise die Varianz













(~xi − µB)2 (25)





Der zusa¨tzliche Parameter  wird eingefu¨hrt, um die numerische Stabilita¨t
zu gewa¨hrleisten[25].
Da die Normalisierung gema¨ß [25, 23, 26] vor der Nichtlinearita¨t, bzw. der
Aktivierungsfunktion vorgenommen wird, kann sie dazu fu¨hren, dass die Ein-
gangsvariablen nur im linearen Teil der Funktion liegen. Um dieses Verhalten
zu verhindern, werden zwei weitere lernbare Parameter γB und β eingefu¨hrt.
Im letzten Schritt des Batch-Normalisierungs-Algorithmus wird der bisher
berechnete Wert xˆi um β verschoben und mit γB skaliert.[25]
BNγB ,β(~xi) = γB · xˆi + β (27)
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Die Anpassung der Parameter wird nahtlos in den Backpropagation-Algorithmus
eingefu¨gt:
∆γB = −γ · ∂E
∂γB
(28)
∆β = −γ · ∂E
∂β
(29)
Die Batch-Normalisierung ermo¨glicht das Training der Netze mit deutlich
ho¨heren Lernraten und dadurch in weniger Iterationen.[25, 23]
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3.1 CIFAR10
CIFAR10 bezeichnet einen Datensatz, bestehend aus annotierten Bildern, der
ha¨ufig als Benchmark zur Bewertung von Algorithmen aus dem Bereich des
maschinellen Sehens und der Bildverarbeitung eingesetzt wird. Der Daten-
satz besteht aus einer Untermenge von 60 000 Bildern aus dem 80 million tiny
images-Datensatz. Diese Untermenge ist nochmals in 50 000 Trainingsbilder
und 10 000 Testbilder unterteilt. Die Bildgro¨ße betra¨gt 32× 32 Pixel.[27]
In Abbildung 12 auf der na¨chsten Seite sind je 10 Beispielbilder der 10 an-
notierten Klassen dargestellt. Die Trainingsbilder bestehen aus 5 000 Bildern
pro Klasse. In den Testbildern sind exakt 1 000 Bilder pro Klasse enthalten.[27]
Der CIFAR10-Datensatz ist an dieser Stelle beschrieben, da die dem Stand
der Technik entsprechenden, weiter unten aufgefu¨hrten Netze, mithilfe dieses
Benchmarks bewertet wurden. Auch die im Rahmen dieser Arbeit entwickel-
ten Netzstrukturen sollen mit CIFAR10 bewertet werden.
3.2 GoogLeNet
GoogLeNet ist ein 22 Schichten tiefes CNN, welches 2014 bei der ILSVRC2014
(ImageNet-Challenge) als erstes auf der sogenannten Inception-Architektur
basierendes Netz vorgestellt wurde[20].
Um die Mo¨glichkeiten der Parallelisierbarkeit moderner Rechnerarchitektu-
ren (sowohl im CPU, als auch im GPU-Bereich) effizienter ausnutzen zu
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Abbildung 12 – Jeweils 10 Beispielbilder der 10 annotierten Klassen in CI-
FAR10
ko¨nnen, werden Faltungsmasten verschiedener Gro¨ßen (1×1, 3×3 und 5×5),
sowie Max-Pooling innerhalb einer Schicht genutzt. Das Netz wird also nicht
nur in der Tiefe, sondern auch in der Breite erweitert.[20]
Die Max-Pooling-Einheit soll wie bereits in bisherigen CNN-Architekturen
die Hebbsche Lernregel umsetzen[20, 21, 17]. Am Ausgang einer solchen, in
Abbildung 13 auf der na¨chsten Seite dargestellten, Inception-Schicht werden
die Ausgaben aus den einzelnen Einheiten konkateniert.
Um den durch die recht großen 5 × 5-Filter entstehenden Rechenaufwand
gering zu halten, haben die Autoren entschieden, 1 × 1-Filtereinheiten ein-
zufu¨gen, welche die Tiefe der bisherigen Feature-Maps vor der Prozessierung
durch die 3× 3- und 5× 5-Filter reduzieren.[20]
Bei der ImageNet-Challenge 2014 setzte das Team die in Abbildung 15 auf
Seite 28 dargestellte Struktur, bestehend aus Inception-Blo¨cken, ein.[20]
Auffa¨llig in Abbildung 15 auf Seite 28 sind rechts, seitlich im Bild, zusa¨tzliche
Ausgabeschichten zu erkennen. Genau wie beim Ausgang des gesamten Net-
zes sind hier zwei Fully-Connected-Layers zu erkennen, welche in einem Soft-
max-Klassifikator mu¨nden.
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Abbildung 13 – Naive Version eines Inception-Blocks (aus [20])
Team Year Place Error (top-5) Uses external data
Supervision 2012 1st 16.4% no
Supervision 2012 1st 15.3% Imagenet 22k
Clarifai 2013 1st 11.7% no
Clarifai 2013 1st 11.2% Imagenet 22k
MSRA 2014 3rd 7.35% no
VGG 2014 2nd 7.32% no
GoogLeNet 2014 1st 6.67% no
Tabelle 1 – Klassifikationsgu¨te (aus [20])
Die Autoren haben diese zusa¨tzlichen Schichten eingefu¨hrt, da sie trotz der
ausgiebigen Verwendung von ReLU-Einheiten die Gradienten der Ausgabe-
schicht im Backpropagation-Schritt nicht durch das bereits sehr tiefe Netz
zur Eingabeschicht zuru¨ck propagieren ko¨nnen. Die ungewo¨hnliche Architek-
tur beruht auf der U¨berlegung, dass sich selbst flachere Netzstrukturen in der
Vergangenheit als veritable Klassifikatoren erwiesen haben (siehe beispiels-
weise LeNet-5 aus [19]). So wird also auch an den zusa¨tzlichen Ausgabe-
schichten eine Loss-Funktion ausgewertet, deren Gradienten im Backpropa-
gation-Verfahren nur noch u¨ber wenige Schichten zuru¨ck propagiert werden
mu¨ssen.[20]
Die Gu¨te der Klassifizierung bei der ImageNet-Challenge 2014 ist in Tabel-
le 1 dargestellt.
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Abbildung 14 – Inception-Block mit Dimensionsreduktion (aus [20])
Die besten Ergebnisse wurden mithilfe einer Vorprozessierung zur Daten-
Augmentation auf den Trainingsdaten erzielt (siehe Tabelle 2).
Models Crops Cost Top-5 error compared to base
1 1 1 10.07% base
1 10 10 9.15% -0.92%
1 144 144 7.89% -2.18%
7 1 7 8.09% -1.98%
7 10 70 7.62% -2.45%
7 144 1008 6.67% -3.45%
Tabelle 2 – GoogLeNet-Klassifikationsgu¨te (aus [20])
Die mit Crops u¨berschriebene Tabellenspalte stellt die Ergebnisse mit einer
Augmentation dar, in der aus den Trainingsbildern zufa¨llige Bildausschnit-
te der Gro¨ße 28 × 28 px ausgeschnitten wurden. Die zusa¨tzlichen Kosten
bezu¨glich des Rechenaufwandes durch diese Vorverarbeitung sind in der Spal-
te Cost in der Tabelle dargestellt.
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Abbildung 15 – Struktur von GoogLeNet (aus [20])
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Abbildung 16 – Vergleich der Klassifikationsgu¨te zweier unterschiedlich tiefer
CNNs, bei derselben Anzahl an Iterationen (aus [23])
3.3 Residual Neural Nets
Ein Team von Microsoft Research Asia bescha¨ftigt sich in [23] mit der Beob-
achtung, dass sehr tiefe Netze mit den verbreiteten Lernverfahren schwerer
zu trainieren sind als flachere Netzstrukturen. Die zusa¨tzlichen Parameter
der tieferen Netze sollten eigentlich dazu fu¨hren, dass komplexere Parame-
terra¨ume des zu Grunde liegenden Klassifizierungsproblems besser getrennt
werden ko¨nnen. Die Autoren beschreiben die Mo¨glichkeit der Konstruktion
eines tieferen Modelles aus einem bereits trainierten flacheren Modell[23]:
F(x) = fn(fn−1(. . . (f2(f1(x))))) (30)
G(x) = fn+1(fn(fn−1(. . . (f2(f1(x)))))) (31)
Wenn die Parameter von fn+1 so angepasst werden, dass die Identita¨t erzeugt
wird,
fn+1(ξ) = ξ (32)
dann folgt:
F(x) = G(x). (33)
Hieraus folgt, dass die Klassifikationsgu¨te eines tieferen Netzes keinesfalls ge-
ringer sein sollte, als die eines flacheren[23]. Experimente mit tieferen Netzen
zeigen allerdings ein anderes, unerwartetes Ergebnis (siehe Abbildung 16).
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Im linken Abschnitt der Abbildung ist der Klassifikationsfehler auf den Da-
ten, welche auch zum Training genutzt werden, zu sehen. Im rechten Ab-
schnitt ist der Fehler auf davon unabha¨ngigen Testbildern dargestellt. Es
wird deutlich, dass das tiefere Netz mit 56 Schichten die Bilder schlechter
klassifiziert als das flachere. Dadurch, dass sowohl der Trainingsfehler als
auch der Testfehler in gleichem Maße von diesem Pha¨nomen betroffen sind,
kann ausgeschlossen werden, dass es sich hierbei um einen Effekt handelt,
der durch ein u¨bertrainiertes Netz zu erkla¨ren ist[23]. Die Autoren folgern
aus diesen Ergebnissen, dass es fu¨r die Subnetz-Funktionen schwierig ist, die
Identita¨t abzubilden. Daher schlagen sie vor, die Abbildung der Identita¨t in
die Struktur des Netzes einzubauen[23]. Die erwu¨nschte Funktion des in Ab-
Abbildung 17 – Die Residual-Architektur
bildung 17 dargestellten Blocks sei H(xl). Die beiden Schichten innerhalb des
Blocks erzeugen die Fuktion F(xl) = H(xl)−xl. Durch die Addition am Aus-
gang des Blocks wird alsoH(xl) = F(xl)+xl erzeugt. Das Eingangssignal der
ersten Konvolutionsschicht wird hier auf das Ausgangssignal addiert. Nach
der Addition folgt als Aktivierungsfunktion eine ReLU-Schicht. Die durch
den residuellen Block implementierte Funktion ergibt sich also zu[23]
xl+1 = f(H(xl)) = f(F(xl) + xl) , mit f = ReLU (34)
Die Autoren stellen die Hypothese auf, dass es einfacher ist, den residuel-
len Teil F(xl), in Abbildung 17, zu optimieren, als die gesamte Ausgabe
des Subnetzwerkes an das gewu¨nschte Mapping H(xl) = F(xl) + xl anzu-
passen. Wenn die zur Optimierung der Klassifikation erwu¨nschte Funktion
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also bereits durch ein vorhergehendes Subnetz abgebildet wird, ko¨nnen sich
die Gewichte der residuellen Schichten zu 0 verschieben, sodass der gesamte
Block die Identita¨t des Eingangssignals x emittiert. Der Pfad in Abbildung 17
auf der vorherigen Seite, der xl durchschleift, wird auch als Shortcut-Pfad
bezeichnet.[23, 26]
Tiefe Netze, zu deren Aufbau die soeben beschriebenen Blo¨cke genutzt wer-
den, erreichen eine deutlich ho¨here Klassifikationsgenauigkeit auf verbreiteten
Benchmark-Daten, wie z. B. der Imagenet-Challenge (ILSVRC) und CIFAR-
10. Da im weiteren Verlauf der Arbeit mit den Ergebnissen auf CIFAR10-
Daten verglichen wird, wird an dieser Stelle nur auf die Ergebnisse im CIFAR-
10-Setting eingegangen. Die Performance der ResNet-Architektur auf ande-
ren Daten ist in [23] beschrieben. Wie aus Abbildung 18 hervorgeht, sinkt der
Abbildung 18 – Vergleich der Klassifikationsgu¨te unterschiedlich tiefer Netze.
Oben: ebene Netze (ohne Shortcut). Unten links: Residual-Netze. Unten rechts:
ResNets mit 110 bzw. 1202 Schichten. (aus [23])
Klassifikationsfehler bei steigender Tiefe der Netze, wenn die vorgeschlagene
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residuelle Architektur eingesetzt wird. Beim Vergleich der ebenen Netze (oh-
ne Shortcut, oben in Abbildung 18 auf der vorherigen Seite) mit den residuel-
len Netzen (unten links) ist ersichtlich, dass bei den dargestellten Netztiefen
die residuelle Implementierung grundsa¨tzlich einen positiven Effekt auf die
Klassifikationsgenauigkeit hat.
Unten rechts in Abbildung 18 auf der vorherigen Seite sind die Klassifika-
tionsfehler zweier residueller Netze aus 110 bzw. 1202 Schichten dargestellt.
Bei der starken Erho¨hung der Tiefe tritt das oben beschriebene Problem des
erschwerten Trainings tieferer Netze also wieder zu Tage. Im folgenden Ab-
schnitt wird eine A¨nderung der Struktur der residuellen Blo¨cke vorgestellt,
die sich dieses Problems annimmt.
3.4 Residual Neural Networks mit Pra¨aktivierung
Inspiriert von einem Blog-Eintrag3 von Sam Gross und Michael Wilber[28]
werden von den Autoren von [23] in einer weiteren Vero¨ffentlichung [26] ver-
schiedene Modifikationen an der Struktur der ResNet-Blo¨cke untersucht. Vor
allem konzentrieren sie sich dabei auf Modifikationen des Shortcut-Pfades.
Die Struktur, die den vorteilhaftesten Effekt auf die Klassifikationsgenau-
igkeit der resultierenden Netze hat, ist die in Abbildung 20 auf Seite 34
dargestellte Pra¨-Aktivierungsstruktur. Die Autoren machen den vollkommen
ungesto¨rten Shortcut-Pfad, auch u¨ber mehrere residuelle Blo¨cke hinweg fu¨r
die verbesserte Klassifikationsleistung verantwortlich[26]. Die Funktion eines
residuellen Blocks aus [23] ist in Gleichung (34) dargestellt. Analog kann auch
eine Funktion der Blockstruktur, die in [26] vorgeschlagen wird, hergeleitet
werden. Da statt der Anwendung einer Aktivierungsfunktion die Identita¨t I
des Ergebnisses der Addition aus Gleichung (34) weiter geleitet wird, ergibt
3Blog-Eintrag Training and investigating Residual Nets, abrufbar auf:
http://torch.ch/blog/2016/02/04/resnets.html
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Abbildung 19 – Vergleich der Klassifikationsgu¨te der ResNet-Struktur aus
[23] mit der Pra¨aktivierungsstruktur aus [26]. (Abbildung aus [26])
sich aus Gleichung (34):
xl+1 = f(F(xl) + xl) , mit f = I
= I(F(xl) + xl)
= F(xl) + xl
(35)
Fu¨r jeden beliebigen, weiteren Block der Tiefe L > l innerhalb des Netzes
ergibt sich[26]:




Durch diese Modifikation ist es also mo¨glich, auch u¨ber mehrere Blo¨cke
hinweg, ohne Sto¨rung durch eine Aktivierungsfunktion, die Abbildung ei-
ner fru¨heren Schicht des Netzwerkes in Richtung des Ausganges durchzu-
schleifen. Der U¨bergang von der urspru¨nglichen residuellen Struktur zur
Pra¨aktivierungs-Architektur ist in Abbildung 20 auf der na¨chsten Seite ab-
zulesen. Der U¨bergang von Struktur (a) zu (b) stellt eine Verschiebung
der Aktivierung aus dem Shortcut-Pfad in den folgenden residuellen Block
dar. Der U¨bergang zu Struktur (c), rechts im Bild, zeigt, dass (b) equi-
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Abbildung 20 – U¨bergang der in [23] vorgeschlagenen Struktur zur Pra¨akti-
vierungs-Struktur. (aus [26])
valent zu einer Blockstruktur ist, bei der die Aktivierungsfunktionen vor
die Konvolutionsschichten verschoben sind. Aus dieser neuen Positionierung
der Aktivierungsfunktion und der BatchNorm-Layers folgt die Bezeichnung
”
Pra¨aktivierung“[26]. Ausgewa¨hlte Ergebnisse aus [26] sind in Tabelle 3 auf-




Tabelle 3 – Ausgewa¨hlte Ergebnisse auf CIFAR10 aus [26]
gefu¨hrt. Bei den untersuchten Netztiefen (110, 164 und 1001 Schichten) sorgt
die neue Pra¨aktivierungs-Architektur fu¨r eine verbesserte Klassifikationsge-
nauigkeit. Je tiefer das zugrunde liegende Netz ist, desto deutlicher wird
dieser Effekt.
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3.5 Wide Residual Neural Networks
Ein weiterer im Jahr 2016 vorgestellter Vorschlag zur Optimierung der Netz-
architektur sind die Wide Residual Neural Networks von Sergey Zagoruyko
und Nikos Komodakis. Die Struktur leitet sich von der in [23] vorgeschlage-
nen Architektur ab. Die Autoren schlagen in einer a¨hnlichen Argumentation
wie in [20] vor, die Gegebenheiten der zur Verfu¨gung stehenden Hardware
sinnvoller auszunutzen. Die in [23] und [26] vorgestellten Netze beschrei-
ben sie als schmal in dem Sinne, dass pro Netzwerkschicht nur vergleichbar
wenige und gleichfo¨rmige 3× 3-Filter eingesetzt werden. Da die Berechnun-
gen spa¨terer Schichten aufgrund der Verkettung der Funktionen von den
Ergebnissen fru¨herer Schichten abha¨ngen, muss ein Anteil der Operationen
im neuronalen Netz sequentiell abgearbeitet werden. Die heute zum Trai-
nieren von neuronalen Netzen eingesetzten Grafikkarten bieten durch ihre
Architektur die Mo¨glichkeit, sehr effizient Rechenoperationen parallel aus-
zufu¨hren. Um diese Voraussetzung effizient ausnutzen zu ko¨nnen, sollte ein
neuronales Netz also mo¨glichst viele Filter pro Konvolutionsschicht trainie-
ren (Breite) und die Tiefe (Anzahl der Schichten) reduzieren. Hierdurch sollte
sich das Verha¨ltnis zwischen sequentiellem und parallelisierbarem Anteil der
Operationen zu Gunsten der Parallelverarbeitung verschieben. Die Gradien-
ten der Gewichte eines Filters sind na¨mlich nicht von den Ergebnissen des
Vorwa¨rts-Schrittes der anderen Filter innerhalb derselben Schicht abha¨ngig.
Die Breite der Schichten wird in [29] durch den Parameter k angegeben und
die Anzahl der residuellen Blo¨cke durch den Parameter d. Die Autoren be-
absichtigen, das Verha¨ltnis k
d
zu maximieren, unter Beibehaltung oder Ver-




Tabelle 4 – Test-Performance von ResNet-164 im Vergleich zu ResNet-164.
(aus [29])
ResNet-164 im Vergleich zu dem breiten WRN-28-10-Netz dargestellt. Durch
die Verbreiterung der residuellen Blo¨cke ist also sogar eine weitere Verbesse-
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rung der Klassifikationsgenauigkeit mo¨glich. Allerdings mu¨ssen fu¨r das WRN-
28-10-Netz 36, 5 · 106 Parameter optimiert werden, wogegen ResNet-164 nur
1, 7·106 Parameter entha¨lt. Da der Vorteil der Pra¨aktivierung aus [26] nur bei
sehr tiefen Netzen zum Tragen kommt und die Tiefe gerade reduziert werden
soll, entscheiden sich die Autoren dafu¨r, auf die Pra¨aktivierung zu verzichten
und leiten ihre Blo¨cke von der urspru¨nglichen residuellen Implementierung
von 2015, dargestellt in Abbildung 17 auf Seite 30, ab.
3.6 Residual Inception Nets
Auch die Inception-Architektur kann so angepasst werden, dass durch das
Einfu¨gen von Shortcuts die Vorteile, die eine residuelle Implementierung
bietet, genutzt werden ko¨nnen. Exemplarisch ist in Abbildung 21 auf der
na¨chsten Seite ein residueller Inception-Block aus [30] dargestellt. Der deut-
liche Unterschied zu dem in Abbildung 14 auf Seite 27 dargestellten Block
ergibt sich dadurch, dass die in [30] vorgeschlagenen residuellen Inception-
Architekturen auf modifizierten Strukturen aus [31] basieren, die im Rahmen
dieser Arbeit jedoch weder vorgestellt noch verwendet werden. Diese Struktu-
ren sind jedoch wiederum von den urspru¨nglichen Inception-Schichten in Ab-
bildung 13 auf Seite 26 aus [20] abgeleitet. Die residuelle Inception-Architektur
wird nicht auf CIFAR10 sondern nur auf den ImageNet-Daten getestet. Die
Autoren erreichen durch die Vera¨nderung der Blockstruktur zwar keine Erho¨-
hung der letztendlich erreichten Klassifikationsgenauigkeit. Allerdings lassen
sich die neu vorgeschlagenen Netze in weniger Iterationen bis zu einer ver-
gleichbaren Klassifikationsgu¨te trainieren.
Da bei den eingesetzten Inception-Block-Strukturen jeweils mehr Filter pro
Konvolution eingesetzt werden als bei den vergleichbaren residuellen Netzen
aus [23] und [26], ko¨nnen sie auch als eine Variante der breiteren Wide Residu-
al Neural Networks angesehen werden. Auch die residuellen Inception-Blo¨cke
verzichten auf die Pra¨aktivierung aus [26].
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Abbildung 21 – Ein Residual Inception Block aus [30]
3.7 Neuroevolution of Augmenting Topologies
Unter dem Titel NeuroEvolution of Augmenting Topologies (NEAT) wird in
[2] ein Verfahren zur Kombination evolutiona¨rer Algorithmen mit ku¨nstlichen
neuronalen Netzen vorgeschlagen. Bei NEAT werden sowohl die Netzwerkto-
pologie als auch die Gewichte des neuronalen Netzwerkes durch einen gene-
tischen Algorithmus angepasst. Die Startpopulation besteht aus Netzwerken
ohne versteckte Schichten. Das bedeutet, dass die Eingangsschicht direkt mit
der Ausgangsschicht verbunden wird. Durch Mutation ko¨nnen probabilistisch
in jedem Iterationsschritt des Algorithmus neue Knoten und Kanten in den
Netzwerkgraphen eingefu¨gt werden (siehe Abbildung 22 auf der na¨chsten Sei-
te). Nur Individuen, bei denen diese Mutation einen positiven Einfluss auf die
Bewertung durch die Fitnessfunktion hat, werden in die na¨chste Generation
u¨bernommen.[2]
Durch die Erzeugung der Startpopulation aus einfachen Strukturen und die
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Abbildung 22 – Darstellung der Mutation zum Einfu¨gen zusa¨tzlicher Kanten
(oben) und Knoten (unten) in NEAT (aus [2])
iterative Verbesserung durch den genetischen Algorithmus sollen kleine, effi-
ziente Netzstrukturen bevorzugt werden.[2]
Um die Rekombination verwandter Netzstrukturen zu unterstu¨tzen, fu¨hren
die Autoren Speziation zur Unterscheidung der Individuen in weitere Grup-
pen innerhalb der Populationen ein. Die einzelnen Spezies beanspruchen im
biologischen Vorbild unterschiedliche Nischen und konkurrieren daher nicht
miteinander. Individuen unterschiedlicher Spezies werden auch nicht gemein-
sam zur Rekombination ausgewa¨hlt. Um die Spezies voneinander unterschei-
den zu ko¨nnen, wird die Historie des Genoms der Individuen festgehalten.
Nur Individuen mit Genomen, deren Historie eine ausreichend große Gemein-
samkeit aufweist, werden rekombiniert.[2]
Um gro¨ßere Netzstrukturen unter geometrischen Randbedingungen, die vom
biologischen Vorbild des Sa¨ugetiergehirns abgeleitet sind, zu optimieren, wird
in [32] die Erweiterung HyperNEAT vorgestellt. HyperNEAT nutzt eine indi-
rekte Kodierung der Netztopologie, die modifiziert wird. Die indirekte Kodie-
rung stellt einen Hyperwu¨rfel in einem ho¨herdimensionalen Raum dar. Von
diesem Hyperwu¨rfel ist die Bezeichnung Hypercube based NEAT abgeleitet.
Die indirekte Kodierung entha¨lt die oben beschriebenen Randbedingungen
in Form von Symmetrie, unvollsta¨ndiger Symmetrie und Wiederholung von
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Strukturen.[32]
Wiederholte, symmetrische Strukturen dominieren auch die oben beschrie-
benen CNNs und Residual Neural Networks[23, 26, 19].
In [33] wird die Anwendbarkeit von HyperNEAT auf Bildverarbeitungspro-
bleme untersucht. Hierzu wird eine Modifikation eingefu¨hrt, um CNNs zu er-
zeugen. Die erzeugten Netzwerke erreichen nicht die Performance der CNNs,
die durch den Backpropagation-Algorithmus trainiert werden. Sie eignen sich
jedoch als Feature-Extraktoren, welche in einer Toolchain, wie sie in Abbil-
dung 9 auf Seite 19 dargestellt ist, eingesetzt werden ko¨nnen.
39
4 Implementierung des kanonischen Genetischen Algorithmus zur
Optimierung der neuronalen Netze
4 Implementierung des kanonischen Geneti-
schen Algorithmus zur Optimierung der neu-
ronalen Netze
Zur Optimierung der Architektur der neuronalen Netze wird ein kanonischer
Genetischen Algorithmus (kGA) ausgewa¨hlt, da diese Klasse der evoluti-
ona¨ren Algorithmen in der Literatur sehr gut untersucht ist und die An-
wendung einer bina¨ren Kodierung der Chromosomen unterstu¨tzt. Um den
in Section 2.2.4 auf Seite 6 vorgestellten Algorithmus anzupassen, wurden
die dem folgenden Pseudocode zu entnehmenden A¨nderungen vorgenom-
men. Um alle ausgewa¨hlten Netzarchitekturen miteinander vergleichen und
1: procedure kGA
2: t := 0
3: Initialisiere P (0)
4: Bewerte P (0)
5: Setze P ∗(t) := ∅
6: while (t < TMAX) do
7: t := t+ 1
8: for (i = 0; i < popsize ; i+ +) do
9: Auswahl des i-ten Chromosoms fu¨r P ∗(t) aus P (t− 1)
10: Anwendung des Crossover-Operators auf P ∗(t)
11: Anwendung des Mutations-Operators auf P ∗(t)
12: P (t) := P ∗(t)




noch zwei zufa¨llig generierte Individuen in die initiale Population einfu¨gen
zu ko¨nnen, wurde die Populationsgro¨ße auf popsize = 10 festgelegt. Auf-
grund der Limitierungen der Leistungsfa¨higkeit der eingesetzten Hardware
konnten im Zeitrahmen der Masterarbeit nur TMAX = 5 Generationen er-
zeugt und bewertet werden. Die Wahl der Populationsgro¨ße popsize = 10
und der maximalen Anzahl der Iterationsschritte erscheint gegenu¨ber den
u¨blicherweise jeweils genutzten Gro¨ßenordnungen im Bereich 103 sehr gering,
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jedoch wird die Auswertung zeigen, dass bereits in diesem eingeschra¨nkten
Optimierungs-Setting eine Verbesserung der Klassifikationsgu¨te durch die
Architekturvera¨nderungen mo¨glich ist. Auf eine Speziation, wie sie in [2]
vorgeschlagen wird, wird aufgrund der geringen Populationsgro¨ße verzichtet.
Bei gro¨ßeren Populationen kann als Maß der Verwandtschaft der Individuen
die Hamming-Distanz der Chromosomen herangezogen werden.
Zum Erhalt der genetischen Varianz und um den Suchraum effizient durch-
suchen zu ko¨nnen, werden die beiden genetischen Operatoren, Mutation und
Crossover, die bereits in den Grundlagen vorgestellt wurden, verwendet.
Zum Crossover werden jeweils zwei Individuen aus der aktuellen Genera-
tion in einer zufa¨lligen Kombination zu Paaren gruppiert. Fu¨r jedes Paar
wird mit einer Crossover-Wahrscheinlichkeit von 1
Anzahl der Paare
bestimmt, ob
das Paar zum Crossover ausgewa¨hlt wird. Bei einem auf diese Weise aus-
gewa¨hlten Paar wird gleichverteilt aus allen mo¨glichen Positionen im Chro-
mosom ein Crossover-Punkt ausgewa¨hlt. Zur Rekombination wird der Single-
Point-Crossover ausgewa¨hlt, da es nahe liegt, dass die Netzstruktur funktio-
nal in eine a¨hnliche Hierarchie, wie die einzelnen Blo¨cke in der Toolchain,
in 9, zerlegt werden kann. Durch das Single-Point-Crossover ko¨nnen auf die-
se Weise erfolgreiche Feature-Extraktoren mit erfolgreichen Klassifikatoren
kombiniert werden.
4.1 Implementierung der genetischen Operatoren
4.1.1 Single Point Crossover
Beim Crossover wird das Chromosom in einzelne Allele, welche jeweils aus
drei bina¨ren Genen bestehen, unterteilt. Mo¨gliche Crossover-Punkte sind die
Allele, die beim Crossover allerdings nicht zersto¨rt werden. Die mo¨glichen
Crossover-Punkte werden also an 3-bit-Grenzen ausgerichtet. Wie in Abbil-
dung 1 auf Seite 8 in den theoretischen Grundlagen erkennbar ist, werden
aus zwei Elternchromosomen zwei Kindchromosomen erzeugt. Nur die neu er-
zeugten Kind-Chromosomen werden in die na¨chste Generation u¨bernommen.
Bei den Paaren, die nicht zum Crossover ausgewa¨hlt werden, werden die In-
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dividuen zuna¨chst einfach unvera¨ndert in die folgende Generation kopiert.
Die konkrete Implementierung der Mutation kann dem Anhang dieser Ar-
beit entnommen werden4.
4.1.2 Punktmutation
Wie dem oben angefu¨hrten Pseudocode entnommen werden kann, werden
die Chromosomen nach dem Crossover mutiert. Hierzu wird in jedem Chro-
mosom fu¨r jedes der 63 Gene, mit einer Mutationswahrscheinlichkeit von 1
63
bestimmt, ob ein Gen mutiert wird. Da die Gene bina¨r kodiert vorliegen,
besteht die Mutation darin, ein Bit umzukehren. Die nun in P ∗(t) vorliegen-
den Chromosomen werden in P (t) eingefu¨gt und die Schleife im Algorithmus
wird so lange wieder ausgefu¨hrt, bis als Abbruchbedingung die maximale
Anzahl der Iterationen TMAX erreicht ist. Die konkrete Implementierung der
Mutation ist im Anhang dargestellt4.
4.2 Auswahl der genutzten Architekturblo¨cke
Als Ausgangspunkt der Optimierung der Netzwerkarchitekturen werden un-
terschiedliche dem aktuellen Stand der Technik entsprechende Grundbau-
steine ausgewa¨hlt. Als Grundgeru¨st der Individuen wird die Struktur der
residuellen neuronalen Netze gewa¨hlt. Das bedeutet, dass alle eingesetzten
Blo¨cke eine Shortcut-Connection, wie in den theoretischen Grundlagen be-
reits eingefu¨hrt, besitzen. Durch die Auswahl und die festgelegte Anzahl der
Blo¨cke sowie durch die Kodierung ist sichergestellt, dass keine fehlerhaften
Netzstrukturen entstehen ko¨nnen. Daher sind keine Reperaturmechanismen,
wie sie in [3], S. 87, ff. vorgeschlagen werden, notwendig.
Aufgrund der residuellen Architektur ist es nicht notwendig, wie in [2] emp-
fohlen, mit einer minimalen Netzwerkstruktur zu starten. Zur Lo¨sung des
Klassifizierungsproblems nicht beno¨tigte Blo¨cke ko¨nnen mithilfe der Shortcut-
Verbindungen u¨bersprungen werden.
Durch den genetischen Algorithmus wird nur die Architektur der Netze be-
4Außerdem ist die Implementierung auf Github verfu¨gbar: https://github.com/
nils489/EvANet
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einflusst. Die Netztopologie wird vera¨ndert, da sich die Topologie inner-
halb der Blo¨cke unterscheidet. Die Schnittstellen der Blo¨cke sind jedoch so
gewa¨hlt, dass sie frei miteinander ausgetauscht werden ko¨nnen. Der kGA
optimiert allerdings im Gegensatz zu NEAT[2] und HyperNEAT[32] nur die
Topologie und nicht die Gewichte. Daher wird jedes erzeugte Netz mit dem
Backpropagation-Algorithmus trainiert.
Alle Individuen sind vom Aufbau des ResNet-44 aus [23] abgeleitet. ResNet-
44 ist eines der Netze, welches zur Klassifizierung des CIFAR10-Datensatzes
genutzt wird[23]. Es besteht aus 21 residuellen Blo¨cken (siehe Abbildung 23),
denen eine initiale Faltungsschicht vorausgeht und denen am Ende zur Klas-
sifizierung eine Fully Connected-Schicht folgt. Die einzelnen Blo¨cke sollen an
dieser Stelle im Detail vorgestellt werden.
Abbildung 23 – Struktur der Individuen im kGA
Um den Vergleich mit den in [23] vorgestellten Netzen zu ermo¨glichen und
um die Vorteile der vorgeschlagenen Architektur ausnutzen zu ko¨nnen, wurde
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Abbildung 24 – Ein
Residual-Block gema¨ß
[23] (000)
Abbildung 25 – Ein
Residual-Block ohne
Aktivierungsfunktion
nach der zweiten Kon-
volution [28] (001)
die Entscheidung getroffen, Blo¨cke gema¨ß [23] zu implementieren. Die Struk-
tur der implementierten Blo¨cke kann Abbildung 24 entnommen werden. Aus
Abbildung 24 wird außerdem deutlich, dass auf die Batch-Normalisierungs-
schichten jeweils eine Scale-Schicht folgt. Die Nutzung der Scale-Schichten
wird aufgrund der Implementierung der Batch-Normalisierung des im Rah-
men der Arbeit eingesetzten Caffe-Frameworks beno¨tigt. Die anpassbaren
Parameter γB und β sind die Parameter der Scale-Schicht.
Die zweite der ausgewa¨hlten Block-Strukturen ist in Abbildung 25 zu sehen.
Die dargestellte No-ReLU -Konfiguration wurde in dem bereits erwa¨hnten
Blog-Eintrag von Sam Gross und Michael Wilber vorgeschlagen[28]. Laut
dem Blog-Eintrag konnte eine geringfu¨gig verbesserte Klassifikationsgu¨te ge-
genu¨ber der bereits vorgestellten Referenzimplementierung erreicht werden.
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Die verbesserte Klassifikationsgu¨te greifen die Autoren um Kaiming He, von
Microsoft Research Asia, auch in [26] auf. Da bei der No-ReLU -Konfiguration
keine Operation im Shortcut-Pfad besteht, ist es wie bei der in [26] vor-
geschlagenen Pra¨aktivierungs-Struktur mo¨glich, auch deutlich tiefere Netze
noch effizient zu trainieren.
Die Implementierung der bereits angesprochenen Pra¨aktivierungs-Blo¨cke aus
[26] ist in Abbildung 26 auf der na¨chsten Seite zu sehen. Im Gegensatz zu
Abbildung 24 auf der vorherigen Seite sind die ReLU-, BatchNorm- und
Scale-Schichten vor die Konvolutionen verschoben. Dies entspricht der in
Abbildung 20 auf Seite 34 vorgestellten Vera¨nderung.
Da die jeweiligen Autoren in [28] und [26] einen positiven Einfluss durch das
Auslassen der Aktivierungsfunktion (ReLU) besta¨tigen, wurde entschieden,
hier noch einen Block vo¨llig ohne Scale-Schicht, Batch-Normalisierung und
Aktivierungsfunktion nach der zweiten Konvolution zu implementieren. Die
hierdurch folgende No-Act-Struktur ist in Abbildung 27 auf der na¨chsten Sei-
te dargestellt. Effektiv wird hierdurch ein a¨quivalentes Netz erzeugt, in dem
nur eine Faltungsschicht pro Residual-Block vorhanden ist. Da zwischen je
zwei Faltungsschichten keine Nichtlinearita¨t besteht, ko¨nnen diese gedank-
lich zusammengefasst werden. Explizit konstruierte residuelle Blo¨cke mit nur
einer Konvolutionsschicht werden in [26] untersucht.
Die Implementierung der Inception-Schichten ist von der in [20] vorgestell-
ten Struktur der Inception-Blo¨cke abgeleitet. Jeder Block besteht also, wie in
Abbildung 28 auf Seite 47 zu erkennen ist, aus 1×1-, 3×3- und 5×5-Filtern.
Um die Blo¨cke in das Schema des ResNet-44 einpassen und auf die in [20] ge-
nutzten zusa¨tzlichen Ausga¨nge des Netzes verzichten zu ko¨nnen, wurden die
Inception-Blo¨cke wie in [30] vorgeschlagen um Shortcut-Verbindungen erwei-
tert. Um einen zu großen Zuwachs der Komplexita¨t des Netzes zu verhindern,
wurden, wie in [20] beschrieben, die 3×3- und 5×5-Filter Reduktionsschich-
ten eingefu¨hrt.
Wie bereits oben erwa¨hnt, wurden die Residual-Schichten gema¨ß [23], [26]
und [28] implementiert. Die Gewichte wurden gema¨ß [34] initialisiert. Die
Implementierung der Inception-Schichten folgt grob dem in [20] dargestell-
ten Schema. Um den Speicherplatzbedarf in Grenzen zu halten, wurde die
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Abbildung 28 – Die an CIFAR10 angepasste Inception-Architektur (011)
und (111)
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Tiefe der Filter jeweils vera¨ndert. Diese A¨nderungen erscheinen auf dem ein-
facher gestalteten Trainingsdatensatz aus CIFAR10 sinnvoll.
Um auf die in [20] genutzten, zusa¨tzlichen Ausgabeschichten wa¨hrend des
Trainingsvorganges verzichten zu ko¨nnen, wurden die Inception-Schichten
mithilfe eines Shortcuts, a¨hnlich wie in [30], als residuelle Blo¨cke implemen-
tiert (siehe Abbildung 28 auf der vorherigen Seite).
Betrachtet man die Tiefe der Ausgabe der Convolution-Schichten, so fa¨llt
auf, dass die Tiefe der 3× 3-Convolution gro¨ßer ist, als die der 5× 5. In [20]
wird angedeutet, dass diese Entscheidung getroffen wurde, um die Komple-
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xita¨t des Netzes mo¨glichst gering zu halten. Da allerdings die 5 × 5-Filter
kombinatorisch einen gro¨ßeren Werteraum aufspannen als die 3 × 3-Kernel,
wurden im Rahmen dieser Arbeit zusa¨tzliche Inception-Schichten implemen-
tiert, deren Tiefe bei den 5×5-Einheiten gro¨ßer ist als die der 3×3-Einheiten.
Die so entstandene Block-Struktur wird im weiteren Verlauf der Arbeit, in
Anlehnung an [29], als Wide Inception bezeichnet, da sie pro Block mehr
anpassbare Parameter entha¨lt, als die entsprechende Inception-Architektur
gema¨ß [20].
Zur Implementierung und zum Training wurde das Caffe-Deep-Learning-
Framework genutzt. Die Netzdefinitionen wurden alle selbst gema¨ß der Anga-
ben in [23], [26] und [20] nachimplementiert, da bei den auf Github verfu¨gbaren
Netzdefinitionen die Initialisierung der Gewichte und die eingesetzten Ver-
fahren zur Data-Augmentation aus [34] fehlen. Außerdem sind auf Github
nur Netzstruktur-Definitionen fu¨r den ImageNet-Datensatz und nicht fu¨r CI-
FAR10 verfu¨gbar.
4.3 Kodierung
Der verwendete kanonische Genetische Algorithmus beno¨tigt als Eingabeda-
ten bina¨re Zeichenketten, die die Chromosomen der zu optimierenden Indivi-
duen wiederspiegeln. Da acht verschiedene Blockstrukturen als grundsa¨tzliche
Bausteine der Individuen ausgewa¨hlt wurden, kann jeder Block eindeutig
durch 3 bit repra¨sentiert werden. So ergeben sich bei der in Abbildung 23
angegebenen Struktur 21 · 3 bit, was zu einer Gesamtla¨nge des Chromosoms
von 63 bit fu¨hrt.
Die Kodierung der einzelnen Schichten erfolgt nach dem in Tabelle 5 dar-
gestellten Schema. Zur besseren U¨bersicht ist in den Abbildungen des vor-
herigen Abschnittes die Kodierung in jeweils 3 bit in der Bildunterschrift
angegeben.
Wie bereits in Section 4.1.1 auf Seite 41 erwa¨hnt, arbeitet der Crossover-
Operator auf 3 bit-Grenzen, um zusammengeho¨rige Allele nicht zu zersto¨ren.
Der Mutationsoperator arbeitet auf allen 63 bit, um eine Vera¨nderung eines
Allels zu einem beliebigen anderen zu ermo¨glichen. Bei der Zuordnung der
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Tabelle 5 – Die Kodierung der einzelnen Blo¨cke in bina¨ren Allelen
Kodierung der einzelnen Allele zu den Blo¨cken wurde darauf geachtet, dass
a¨hnliche Blo¨cke nur eine Hamming-Distanz von 1 bit aufweisen. Diese Vorge-
hensweise la¨sst sich exemplarisch an der Kodierung fu¨r den Inception- (011)
und den Wide-Inception-Block (111) erkennen. So kann gewa¨hrleistet werden,
dass eine einzelne Punktmutation zu einer lokalen A¨nderung im Suchraum
fu¨hrt, wie in [3], S. 66 empfohlen wird.
4.4 Initialisierung der Startpopulation
Zur Initialisierung der Startpopulation wurden zuna¨chst acht homogene Net-
ze ausgewa¨hlt, die jeweils allein aus einem der oben vorgestellten Blocktypen
bestehen. Durch die Wahl der Kodierung entstehen paarweise Individuen,
welche auf ihren Chromosomen die maximale Hamming-Distanz im Such-
raum S von 63 bit aufweisen (siehe Tabelle 6). Durch die Einfu¨hrung dieser,
Chromosom 1 Chromosom 2 Hamming-Distanz
000× 21 111× 21 63
001× 21 110× 21 63
010× 21 101× 21 63
011× 21 100× 21 63
Tabelle 6 – Die maximalen Hamming-Distanzen in der Startpopulation
sich maximal unterscheidenden Individuen in die Startpopulation, soll eine
mo¨glichst breite Traversion des Suchraumes ermo¨glicht werden. Um hetero-
gene Individuen in die initiale Generation einzufu¨gen, wurden zwei weitere
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Chromosomen aus gleichverteilt generierten, zufa¨lligen Bitstrings erzeugt.
4.5 Warmup und Data Augmentation
Wie in [23] und [26] wurden zur besseren Generalisierung Data Augmentation-
Verfahren verwendet. Um die Vergleichbarkeit der Ergebnisse zu gewa¨hrleisten,
wurden dieselben Techniken, wie in [34] beschrieben, eingesetzt. Die Bilder
wurden zuna¨chst zufa¨llig vertikal gespiegelt. Von den 32 × 32 Pixel großen
Bildern wurde ein Unterbild der Gro¨ße 28×28 ausgeschnitten und wieder auf
die urspru¨ngliche Gro¨ße gepaddet, um die Translationsinvarianz zu erho¨hen.
Um die Konvergenz der Netze zu gewa¨hrleisten, wurde, wie in [26] beschrie-
ben, eine Warmup-Phase von 400 Iterationen mit der Lernrate γ = 0.01
durchgefu¨hrt.
4.6 Reduzierte Batch-Gro¨ße
Die im Rahmen dieser Arbeit eingesetzten Netze geho¨ren zur Gruppe der
sehr tiefen KNNs. Durch die hohe Anzahl der Parameter ergibt sich ein ho-
her Speicherbedarf. Um die Arbeit in einem realistischen Zeitrahmen durch-
zufu¨hren, wurden die Netze auf einer Grafikkarte trainiert. Hierdurch wird
der Grafikspeicher zu einem limitierenden Faktor bezu¨glich der Netzgro¨ße,
der Gro¨ße der Minibatches und der Gro¨ße der Eingangsbilder.
Der Grafikspeicher der eingesetzten Grafikkarten betra¨gt 4, 5 GiB (NVidia
Tesla K20c), bzw. 4, 0 GiB (NVidia GeForce GTX 1050 ti). Um die Ver-
gleichbarkeit mit den Arbeiten von Kaiming He et al. ([23, 26]) zu erhalten,
wurde darauf geachtet, die Minibatch-Gro¨ße mo¨glichst groß zu erhalten. Um
alle der nach dem oben vorgestellten Schema konstruierbaren Netze auf bei-
den Karten trainieren zu ko¨nnen, war maximal eine Minibatch-Gro¨ße von 80
Bildern mo¨glich.
Da der Zeitrahmen einer Masterarbeit begrenzt ist, war es notwendig, auch
die Anzahl der Epochen, in denen die Netze trainiert werden, zu reduzieren.
In Abbildung 16 auf Seite 29 kann abgelesen werden, dass die Klassifikati-
onsgu¨te auch schon lange vor der Verringerung der Schrittweite γ nahezu
stagniert. Daher wurde fu¨r die in der Arbeit durchgefu¨hrten Experimente
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zusa¨tzlich zur Reduzierung der Batch-Gro¨ße auch die Anzahl der Iteratio-
nen um die Ha¨lfte reduziert. Die Anzahl der Iterationen, nach denen eine
Verringerung der Schrittweite erfolgt, wurde dementsprechend angepasst.
4.7 Auswahl der Fitnessfunktion
Die Fitnessfunktion bewertet gema¨ß [3], S. 36 ein Chromosom c und weist
diesem einen Wert fitc ∈ R zu, welcher die Gu¨te bezu¨glich des zu Grunde
liegenden Optimierungsproblems beschreibt. Die Netze sollen bezu¨glich ih-
rer Klassifikationsgu¨te bewertet werden. Daher liegt es zuna¨chst einmal nahe,
die Fitness eines Chromosoms c durch die Klassifikationsgenauigkeit auf dem
Test-Datensatz aus CIFAR10 zu beschreiben. Da das Argument der Fitness-
funktion ein bina¨res Chromosom der La¨nge 63 bit ist, besteht die Funktion
also aus der U¨bersetzung in eine konkrete Netstruktur, 32 000 Trainingsitera-
tionen und den entsprechenden Test-Forward-Passes, welche die Klassifikati-
onsgenauigkeit auf den Testdaten ausgeben. Die Fitness-Funktion ist also ein
sehr komplexer Prozess, bestehend aus unterschiedlichen Software-Systemen.
Statt der Klassifikationsgu¨te ha¨tte auch eine auf dem Cross-Entropy-Loss ba-
sierende Fitnessfunktion gewa¨hlt werden ko¨nnen. Da bei der Bewertung eines
neuronalen Netzes ha¨ufig die Klassifikationsgenauigkeit auf den Testdaten[23,
26, 20] herangezogen wird, wurde, um die Vergleichbarkeit zu erhalten, diese
als Grundlage der Fitnessfunktion ausgewa¨hlt.
Beim Betrachten der Auswertung fa¨llt auf, dass die Klassifikationsgu¨te ab
der zweiten Generation zwischen den einzelnen Netzen nur geringfu¨gig vari-
iert. Dies schla¨gt sich auch in der Varianz, welche in Tabelle 8 auf Seite 60
dargestellt ist, nieder. Da sich aus der Fitnessfunktion die Auswahlwahr-
scheinlichkeit fu¨r die folgende Generation ableitet, sollte sich die Fitness der
Individuen deutlich genug unterscheiden, um besseres genetisches Material
mit einer bedeutend erho¨hten Wahrscheinlichkeit auswa¨hlen zu ko¨nnen. Um
die Fitness dennoch von der Klassifikationsgenauigkeit abzuleiten, kann man
folgende Fitnessfunktion einfu¨hren:
fitc = AccTest(c)− (min(AccTest, t)− 0, 1) (37)
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Von der Klassifikationsgenauigkeit eines einzelnen Individuums AccTest(c)
wird in Gleichung (37) die minimale Genauigkeit, u¨ber alle Individuen der
Generation min(AccTest, t) abgezogen. Zusa¨tzlich wird vom Minimum eine
Konstante von 0, 1 abgezogen, sodass fu¨r die initiale Population gilt:
fitc,t=0 = AccTest(c) (38)
Die Fitness bestimmt nur die Auswahlwahrscheinlichkeit eines Individuums
innerhalb einer Generation. Daher spielt es keine Rolle, wenn die Fitness eines
besser performenden Netzes aus einer zuku¨nftigen Generation mo¨glicherweise
schlechter ist, als die eines schlechter klassifizierenden aus einer fru¨heren.
5 Auswertung
Zur Auswertung der Ergebnisse wurden zuna¨chst einige der Experimente aus
den in den Grundlagen und Stand der Technik beschriebenen Verfahren in
die in Tabelle 7 beschriebene Test-Umgebung, welche auch zur Berechnung
der Fitness verwendet wird, u¨berfu¨hrt. Die im unteren Bereich der Tabelle
abgesetzt dargestellten Hyperparameter weight decay und α, welche zur Re-
gularisierung und als Momentum im Gradientenabstieg verwendet werden,
kommen in allen Warmup- und Trainingsphasen zur Anwendung. Die Wahl
der Hyperparameter ist aus [23] und [26] entnommen.
5.1 Auswertung bisheriger Netzarchitekturen mit CI-
FAR10
Um zu u¨berpru¨fen, ob die Vorteile der Residual-Architektur gegenu¨ber Net-
zen ohne Shortcut-Verbindungen auch in der verwendeten Test-Umgebung
deutlich zum Tragen kommen, wurde analog zu den Experimenten in [23]
ein ebenes (plain) Netz, ohne Shortcuts, derselben Tiefe wie die anderen
zu testenden Netze konstruiert. Der Vergleich der Klassifikationsgenauigkeit
eines ebenen Netzes mit einem der in [23] dargestellten Struktur in der Test-




γ = 0, 01
Training lr0 16 000 Iterationen
γ = 0, 1
Training lr1 8 000 Iterationen
γ = 0, 01
Training lr2 8 000 Iterationen
γ = 0, 001
Test alle 500 Iterationen
CIFAR10-Test-Batch
10 000 Bilder
Regularisierungsparameter weight decay = 0,0001
Momentum α = 0, 9
Tabelle 7 – Kenngro¨ßen der eingesetzten Test- und Bewertungsumgebung
kationsgu¨te F ist der relative Fehler e auf den Test-Daten dargestellt. Der
Fehler e kann allerdings mit der folgenden Formel einfach in die Klassifikati-
onsgenauigkeit F umgerechnet werden:
F = 1− e (39)
Der Fehler e soll minimiert werden. Das ebene Netz erreicht einen Fehler von
eplain = 14, 7 %, wa¨hrend das residuelle Netz derselben Tiefe einen Fehler von
eres = 11, 5 % erzielt. Dieser deutliche Unterschied in der Performance weist
darauf hin, dass die residuelle Architektur auch in der im Gegensatz zur Ori-
ginalarbeit [23] eingeschra¨nkten Test-Umgebung nachweisbar ist. Beim Ver-
gleich von Abbildung 31 auf der na¨chsten Seite und Abbildung 18 auf Seite 31
wird deutlich, dass der prinzipielle Verlauf der Kurven des Trainingsfehlers
a¨hnlich ist. Allerdings liegt bei den entsprechenden Architekturen (hellgru¨n
in Abbildung 18 auf Seite 31, links und in der Mitte) nach dem gesamten




















Abbildung 31 – Vergleich der Klassifikationsgu¨te der beiden ResNet-
Architekturen mit dem dazugeho¨rigen nicht residuellen (ebenen) Netz
5.1.1 fb.ResNet-no-relu
In der Startpopulation entspricht eines der Individuen der im FB-Blogeintrag
vorgeschlagenen fb.ResNet-no-relu-Struktur. Der Aufbau der einzelnen Blo¨cke
kann Abbildung 25 auf Seite 44 entnommen werden. Wie in [28] und [26]
angegeben ist die Struktur ohne eine Sto¨rung durch eine Aktivierungsfunk-
tion im Shortcut-Pfad vorteilhaft bezu¨glich der Klassifikationsgenauigkeit.
Ein Vergleich des Testfehlers e mit der Gu¨te des ResNet-44 aus [23] ist in
Abbildung 32 auf der na¨chsten Seite angegeben. Im Einklang mit den Er-
gebnissen aus [28] und [26] verbessert diese A¨nderung der Netzstruktur die
Testgu¨te des Netzes nur geringfu¨gig. Die gru¨ne Kurve, welche den Testfehler
der fb.ResNet-no-relu-Architektur beschreibt, liegt nur knapp unter der dem
ResNet-44 aus [23] entsprechenden Kurve. Die Kurven u¨berschneiden sich
auch im Laufe des Trainings ha¨ufiger. Eine solche U¨berschneidung ist auch
kurz vor Ende des Trainings zu erkennen. Jedoch erreicht das fb.ResNet-no-
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Abbildung 32 – Vergleich des Testfehlers von ResNet-2015 und fb.ResNet-
no-relu
5.1.2 fb.ResNet-bn-after-add
Die weitere in [28] untersuchte Architektur wird komplett aus den in Abbil-
dung 29 auf Seite 48 dargestellten Blo¨cken aufgebaut. Laut [28] weist die-
se Vera¨nderung der urspru¨nglichen Netzstruktur Nachteile fu¨r die Testge-
nauigkeit des Netzes auf. Die Ergebnisse eines Tests wa¨hrend des Trainings
der ersten Generation im kGA sind in Abbildung 33 auf der na¨chsten Sei-
te abzulesen. Die Performance in der durch die Fitnessfunktion definierten
Testumgebung besta¨tigt die Ergebnisse aus [28] und [26]. Die Blockstruk-
tur mit einer durch die BatchNorm-Schicht zusa¨tzlich in den Shortcut-Pfad
eingefu¨gten Sto¨rung weist einen ho¨heren Test-Fehler als die als Referenz ge-
nutzte Struktur aus [23] auf. Der Fehler am Ende des Test-Vorganges betra¨gt:
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Abbildung 33 – Vergleich des Testfehlers von ResNet-2015 und fb.ResNet-
bn-after-add
5.1.3 no-act
Aus den Ideen in [26] und dem FB-Blogeintrag ist auch die Architektur, ohne
Aktivierungsfunktion nach der zweiten Konvolution, abgeleitet. Die Block-
Struktur ist in Abbildung 27 auf Seite 46 dargestellt. In U¨bereinstimmung mit
den Ergebnissen aus [26] zeigt das aus dieser Struktur abgeleitete, homogene
Netz keine Konvergenz, sondern verharrt bei einer Klassifikationsgenauigkeit
von 0, 1 % (siehe Abbildung 37 auf Seite 62).
5.1.4 Residual Inception Nets
Die Performance der beiden eingesetzten, auf der Inception-Architektur aus
[20] und [30] basierenden Blockstrukturen kann Abbildung 34 auf der na¨chsten
Seite entnommen werden. Obwohl durch diese Architektur komplexere Fil-
ter und mehr Parameter pro Block optimiert werden ko¨nnen als bei dem als
Referenznetz genutzten ResNet-44 aus [23], ist der in der Testumgebung er-




















Abbildung 34 – Klassifikationsgu¨te der angepassten Inception-Architekturen
Die homogen aus den komplexen Inception-Architekturen aufgebauten Netze
geho¨ren also zu den am schlechtesten abschneidenden Individuen der initi-
al getesteten Netze, welche spa¨ter in dieser Arbeit auch zur Population der
ersten Generation des kGA genutzt werden.
5.1.5 Pra¨aktivierung, ResNet-2016
In [26] wird die Pra¨aktivierungsstruktur als Verbesserung gegenu¨ber der
Struktur aus [23] vorgeschlagen. Die Ergebnisse der Experimente mit dem
CIFAR10-Datensatz sind allerdings nur fu¨r bereits sehr tiefe Netze angege-
ben. Das flachste Netz mit Pra¨aktivierung, welches getestet wird, ist ResNet-
110. Die hier getestete Architektur entspricht dem deutlich flacheren ResNet-
44. Bei dieser flachen Architektur ist, in U¨bereinstimmung mit den Ergeb-
nissen aus [29], kein Vorteil durch die Pra¨aktivierung erkennbar. Im Gegen-
teil zeigen die Ergebnisse in Abbildung 35 auf der na¨chsten Seite, dass die
Pra¨aktivierung sogar einen nachteiligen Effekt auf die Klassifikationsgenau-




















Abbildung 35 – Klassifikationsfehler zweier Architekturen aus [26], im Ver-
gleich zur urspru¨nglichen ResNet-Struktur aus [23]
selbst die in Abbildung 30 auf Seite 48 dargestellte Struktur, zu einem homo-
genen Netz aufgebaut, zu einem geringeren Test-Fehler fu¨hrt. Bei den tieferen
Netzen aus [26] kann der umgekehrte Effekt beobachtet werden. Hier fu¨hrt
die Pra¨aktivierung zu besseren Ergebnissen als die Struktur mit einer in den
Shortcut-Pfad eingebauten 1× 1-Konvolution.
5.2 Ergebnisse des kGA
Das aus der Aufgabenstellung abgeleitete Ziel der Arbeit lautet, durch die
Anwendung eines evolutiona¨ren Algorithmus die Struktur eines Neuronalen
Netzes so anzupassen, dass die Klassifikationsgenauigkeit gegenu¨ber der ei-
nes Referenznetzes positiv beeinflusst wird. Als evolutiona¨rer Algorithmus
wird ein an das Problem angepasster kanonischer Genetischer Algorithmus
verwendet. Dieser Algorithmus ist in Section 4 auf Seite 40 im Detail erkla¨rt.




Eine der Auswirkungen der evolutiona¨ren Optimierung der Netzstrukturen
kann aus Tabelle 8 abgelesen werden. Die Varianz der Klassifikationsgu¨te
des kGA nimmt im Laufe der Iterationen t < TMAX deutlich ab. Dieses
Pha¨nomen kann entweder auf eine deutliche Konvergenz in Richtung des Op-
timums oder eine vorzeitige Konvergenz mit einer deutlich eingeschra¨nkten




2 5.05 · 10−5
3 7.35 · 10−5
4 1.91 · 10−6
Tabelle 8 – Varianz der Klassifikationsgu¨te des kGA
zu bewerten, ist es hilfreich, die relativen Ha¨ufigkeiten der unterschiedlichen
Block-Architekturen in der jeweiligen Generation zu betrachten. Aus Tabel-
le 9 auf der na¨chsten Seite ist erkennbar, dass keines der vorkommenden Allele
komplett ausstirbt. Sollte eines der Allele jemals aussterben, kann es durch
die Mutation allerdings in jeder weiteren Generation wieder in den Genpool
eingefu¨gt werden. Die Ha¨ufigkeit der ResNet-2015-Architektur, kodiert durch
000, geht zwar deutlich zuru¨ck, doch mindestens eine einzelne Instanz dieses
Allels bleibt in jeder der betrachteten Generationen erhalten. Die durch 111
kodierte, breite Inception-Architektur erscheint am erfolgreichsten, u¨berflutet
jedoch nicht den Genpool, sodass eine deutliche genetische Variabilita¨t auch
nach fu¨nf Generationen weiterhin erhalten bleibt.
Der Verlauf der maximalen, minimalen und mittleren Klassifikationsgu¨te der
Generationen ist in Abbildung 36 auf der na¨chsten Seite zu erkennen. Da-
durch, dass das homogen aufgebaute Netz aus residuellen Schichten ohne
Aktivierung nach der zweiten Faltung nicht konvergiert ist, sondern bei einer
Klassifikationsgu¨te von etwa 0, 1 verharrte, ist die Varianz in der Startpo-
pulation sehr groß. Verfolgt man die Entwicklung der relativen Ha¨ufigkeit,
der durch 100 kodierten no-act-Architektur in Tabelle 9 auf der na¨chsten
Seite, wird deutlich, dass die Ha¨ufigkeit bereits nach der ersten Generati-
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gen 0 gen 1 gen 2 gen 3 gen 4
000 11, 9 % 3, 4 % 3, 4 % 0, 5 % 0, 5 %
001 12, 9 % 12, 9 % 21, 9 % 9, 1 % 12, 9 %
010 12, 4 % 12, 4 % 13, 3 % 20, 5 % 10, 0 %
011 12, 9 % 20, 5 % 14, 3 % 15, 5 % 14, 8 %
100 12, 4 % 3, 4 % 3, 4 % 4, 6 % 3, 8 %
101 13, 8 % 4, 3 % 8, 6 % 4, 6 % 2, 9 %
110 11, 9 % 11, 5 % 12, 9 % 16, 9 % 23, 3 %
111 11, 9 % 32, 1 % 22, 4 % 28, 3 % 31, 9 %





































Performance ResNet v no-act
ResNet
no-act
Abbildung 37 – Klassifikationsgu¨te des no-act-Netzes
on stark absinkt. Dieses Verhalten ist dadurch zu erkla¨ren, dass kein Indi-
viduum mit der zugeho¨rigen homogenen Architektur in die na¨chste Gene-
ration u¨bernommen wurde. Da die Klassifikationsgu¨te aller Individuen der
folgenden Generationen sehr hoch ist, wird davon ausgegangen, dass einzelne
no-act-Blo¨cke nicht die Konvergenz des gesamten Netzes verhindern. Beim
Vergleich der Ha¨ufigkeiten von no-act (100) mit der Pra¨aktivierungsstruktur
(101) und der urspru¨nglichen ResNet-Struktur (000) in Tabelle 9 auf der
vorherigen Seite fa¨llt sogar auf, dass die no-act-Architektur im letzten Itera-
tionsschritt sogar ha¨ufiger vorhanden ist. Es zeichnet sich also ab, dass von
der Performance einer Blockstruktur in einem homogenen Netz nicht auf ih-
re Performance in einem heterogenen Netz geschlossen werden kann. Jedoch
werden im Rahmen dieser Arbeit nicht genu¨gend Individuen und Generatio-
nen durchlaufen, als dass ein Ru¨ckschluss von der Ha¨ufigkeit eines Allels auf
dessen Performance statistisch belastbar sein ko¨nnte.
In Abbildung 37 kann abgelesen werden, dass die Klassifikationsgenauigkeit
zu Beginn des Trainings sogar etwas besser ist, als im spa¨teren Verlauf. Dieses
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Pha¨nomen la¨sst sich durch die probabilistische Initialisierung der Gewichte
des Netzes erkla¨ren. Hierdurch kann eine fu¨r die Klassifizierung vorteilhafte
Parameterverteilung erfolgen. Der Erwartungswert E der Klassifikationsge-
nauigkeit bei den randomisiert initialisierten Gewichten liegt allerdings bei
10 Klassen bei E = 0, 1.
Im weiteren Verlauf des kGA werden die minimale und die mittlere Klassifi-
kationsgu¨te in jedem Iterationsschritt verbessert. Die Klassifikationsgenauig-
keit des besten Individuums aus der vorletzten Generation liegt mit 0, 9114
leicht u¨ber der maximalen Klassifikationsgenauigkeit von 0, 9070 der letzten
Generation. Aufgrund der probabilistischen Natur der evolutiona¨ren Algo-
rithmen ist es allerdings nicht ungewo¨hnlich, dass die fittesten Individuen
einer folgenden Generation eine geringere Gu¨te als die einer vorhergehenden
aufweisen ko¨nnen[3].
Der Testfehler e der neuronalen Netze der letzten Generation ist in Abbil-
dung 38 auf der na¨chsten Seite aufgefu¨hrt. Auch hier wird nochmals deut-
lich, dass die Varianz der Testfehler, im Vergleich zur initialen Population,
deutlich abgenommen hat. Zum Vergleich sei an dieser Stelle auf das beste
Individuum aus der ersten Generation in Abbildung 32 auf Seite 56 und das
schlechteste in Abbildung 37 auf der vorherigen Seite verwiesen. Fu¨hrt man
sich nun nochmal die Ha¨ufigkeiten der einzelnen Block-Architekturen aus Ta-
belle 9 auf Seite 61 vor Augen und vergleicht die Klassifikationsgenauigkeiten
der letzten mit der ersten Generation, so wird deutlich, dass der Einsatz von
Netzen, die nicht homogen nur aus einer Art von Blo¨cken bestehen, einen
vorteilhaften Effekt auf die Klassifikation zu haben scheint.
5.3 Bewertung des fittesten Individuums
Der Klassifikationsfehler des global fittesten Individuums in der zur Optimie-
rung genutzten Test-Umgebung ist in Abbildung 39 auf Seite 65 dargestellt.
Im weiteren Verlauf wird dieses Individuum, da es durch einen evolutiona¨ren
Algorithmus erzeugt wurde, als EvANet bezeichnet. Das EvANet erreicht
in der gegebenen Testsituation einen Fehler e = 8, 86 %. Das Netz klassi-



























Abbildung 38 – Klassifikationsgu¨te der letzten Generation
aus [23], welches in dieser Arbeit als Referenz herangezogen wird. Aufgrund
der hohen Leistung in diesem Testverfahren wird in Abbildung 40 auf Sei-
te 66 der Aufbau dieses Individuums im Detail vorgestellt. Nach der initialen
Faltungsschicht folgt mit den ersten beiden residuellen Blo¨cken zweimal die
im Rahmen dieser Arbeit angepasste Inception-Struktur mit einem Short-
cut und tieferen 5× 5-Filtern. Daraufhin folgt eine ResNet-2016-Schicht mit
Pra¨-Aktivierung gema¨ß [26]. Auf die zweite Konvolutions-Schicht in diesem
Block folgt aufgrund der Pra¨-Aktivierung weder eine Batch-Normalisierung,
noch eine Aktivierungsfunktion durch eine ReLU-Schicht. Das am Ende des
Blockes aufaddierte Signal wird also ohne Nichtlinearita¨t und Normalisie-
rung an die folgende Inception-Schicht mit einem Shortcut weiter geleitet. In
diesem Block ist die Tiefe der 5× 5-Filter nicht erho¨ht.
Es folgen drei Inception-Blo¨cke, mit 5× 5-Filtern erho¨hter Tiefe und ein re-
sidueller Block aus [23] ohne Pra¨-Aktivierung und mit einer ReLU-Schicht,
die den bisher ungehinderten Shortcut-Pfad des Netzes bevo¨lkert. Hiernach
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Abbildung 39 – EvANet-Performance in der Testumgebung des kGA
Struktur. Nach dem einzelnen traditionellen ResNet-Block liegt keine Sto¨rung
im Shortcut-Pfad des Netzes mehr vor. Das Netz kann also ab dem achten
Block die Vorteile der in [26] vorgestellten Architektur ausnutzen.
Bei der Betrachtung der in Abbildung 40 auf der na¨chsten Seite dargestell-
ten EvANet-Struktur erscheint es zuna¨chst durch den massiven Einsatz der
Wide Inception-Blo¨cke so, als sei ganz einfach diese Architektur durch die
gro¨ßere optimierbare Parameteranzahl der Grund fu¨r die ho¨here Klassifikati-
onsgu¨te. Vergleicht man allerdings nochmals in Abbildung 34 auf Seite 58 die
Klassifikationsgu¨te des homogenen Netzes aus dieser Block-Struktur, so wird
deutlich, dass diese nicht allein fu¨r die erho¨hte Performance verantwortlich
gemacht werden kann. Der Grund fu¨r das Ergebnis muss also in der Kombi-
nation der eingesetzten Blockstrukturen liegen.
Um die Ergebnisse des besten Individuums des kGA mit den Ergebnissen der
in Abschnitt 3 vorgestellten Netze vergleichen zu ko¨nnen, wurde das EvANet
nochmals in dem in [23], [26] und [29] genutzten Test-Setting trainiert und
bewertet. Im Gegensatz zur Testumgebung des kGA wurde die Batch-Gro¨ße
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Abbildung 40 – Aufbau des am besten klassifizierenden Individuums (EvA-
Net)
auf 128 erho¨ht und die Anzahl der Iterationen bis zur Anpassung der Schritt-
weite γ jeweils verdoppelt. Der Verlauf des Testfehlers kann Abbildung 41 auf
der na¨chsten Seite entnommen werden. Der im Gegensatz zum Setting des
kGA deutlich geringere Test-Fehler la¨sst sich nicht allein durch die bereits
beschriebenen Anpassungen des Test-Verfahrens erkla¨ren. Statt der 10 000 in
CIFAR10 enthaltenen Testbilder wurde, wie in [23] beschrieben, die Menge
der Trainingsbilder in zwei Untermengen mit jeweils 45 000 und 5 000 Bilder
aufgeteilt und die kleinere Untermenge zum Testen genutzt. Eine komplette
Cross-Validierung u¨ber die gesamten Trainingsdaten war im Zeitrahmen der
Masterarbeit leider nicht mo¨glich. Jedoch wurden die meisten der in [23] vor-
gestellten Netze auch nur jeweils u¨ber einem Trainings- und Validierungssplit
bewertet.
Der minimal erreichte Klassifikationsfehler emin = 7, 17 % des ResNet-44 aus
[23] ist als waagerechte, gepunktete Linie in Abbildung 41 auf der na¨chsten




















Abbildung 41 – EvANet-Performance in der Testumgebung der Original-
Vero¨ffentlichung [23]
bung ist mit einem minimalen Testfehler von emin = 7, 06 % nur geringfu¨gig
besser als die des Referenznetzes. Der Unterschied ist so klein, dass er in Ab-
bildung 41 nicht zu erkennen ist. Da in der Vero¨ffentlichung zum ResNet-44
nicht erkennbar ist, welche Kombination mo¨glicher Untermengen aus CI-
FAR10 als Trainings- und Testdatensatz verwendet wurden, wurde die Refe-
renzimplementierung des Netzes auf der im Rahmen dieser Arbeit genutzen
Kombination getestet. Das Ergebnis ist in Abbildung 41 als reprodiziertes
ResNet-44 angegeben. Der minimal erreichte Klassifikationsfehler emin =
7, 54 % zeigt hier eine geringfu¨gig schlechtere Performance als in der zu-
geho¨rigen Vero¨ffentlichung[23]. Die Vermutung liegt nahe, dass dieser Un-
terschied auf die unterschiedlichen Trainings- und Testdaten zuru¨ckzufu¨hren
ist.
Der Performancegewinn des EvANet gegenu¨ber dem reproduzierten ResNet-
44 ist in dem vorgestellten Szenario zwar geringer als im Test-Szenario des
kGA, jedoch immer noch deutlich in Abbildung 41 ablesbar. Die deutlich
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bessere Klassifikation im kGA legt nahe, dass EvANet in weniger Iterationen
trainiert werden kann, bis es eine ausreichende Genauigkeit erreicht als die
Referenzarchitektur.
5.4 Untersuchung ausgewa¨hlter Gewichte des EvANet
Zur Interpretation der gelernten Features und als Hilfestellung fu¨r weitere
Optimierungen an der Struktur der im Rahmen dieser Arbeit erstellten Net-
ze ist es wichtig, die am Ende des Trainingsvorganges bestehenden Gewichte
zu betrachten. In Abbildung 42 sind exemplarisch die gelernten Gewichte
im ersten Wide Inception-Block dargestellt. Bei den links im Bild zu erken-
nenden vielen Filtern mit nur sehr geringem Kontrast unterscheiden sich die
Gewichte nur geringfu¨gig. Diese Filter scheinen also u¨berhaupt nicht wirklich
auf das Problem der Klassifizierung trainiert zu sein. Dieses Verhalten tiefer
Abbildung 42 – Das 3× 3- und 5× 5 des ersten Wide Inception-Blocks
Netze wird auch in der Arbeit zu Wide Residual Networks[29] beschrieben.
Die geringe Durchdringung der 3×3-Filter ist auch in den weiteren trainierten
Schichten der Netze mit Inception- und Wide Inception-Blo¨cken konsistent
zu beobachten. Dieses Ergebnis legt nahe, dass sich fu¨r die zu Grunde lie-
genden Klassifizierungsprobleme die Tiefe der 3× 3-Filter weiter reduzieren
la¨sst. Allerdings erreichen die Netz-Architekturen, die nur auf 3 × 3-Filtern
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beruhen, a¨hnliche Klassifikationsgu¨ten. In [22], [29] und [31] wird ein ge-
gensa¨tzliches Vorgehen empfohlen, sodass keine gro¨ßeren als die 3× 3-Filter
verwendet werden sollen.
In Abbildung 43 sind exemplarisch vier trainierte 5×5-Filter aus unterschied-
lichen Schichten des EvANet abgebildet. Die ersten beiden Kernel na¨hern
sich einem diagonal orientierten Gabor-Filter und einem negativen diagonal
orientierten Gabor-Filter an. Der dritte Kernel entspricht na¨herungsweise ei-
nem negativen Gauß-Filter. Der vierte entspricht einem den ersten beiden
Kerneln entgegengesetzten Gabor-Filter ho¨herer Frequenz. Zum Vergeleich
sind in Abbildung 44 zwei Gabor-Filter unterschiedlicher Orientierung und
Gro¨ße aus [17] dargestellt.
Abbildung 43 – Vier ausgewa¨hlte Filter aus EvANet
Abbildung 44 – Gabor-Filter unterschiedlicher Gro¨ße und Ausrichtung aus
[17]
In der Arbeit zu GoogLeNet[20] geben die Autoren an, dass sie sich in der
Entwicklung der Inception-Architektur an Arbeiten von Riesenhuber und
Poggio [21] u¨ber vom visuellen Cortex abgeleitete Bildverarbeitungs-Systeme
orientieren. Das in [21] vorgeschlagene System basiert auf dem Einsatz bereits
festgelegter Gabor-Filter, in U¨bereinstimmung mit [17] und den grundlegen-
den Arbeiten von Hubel und Wiesel in [15]. Die Visualisierung der trainier-
ten Gewichte in den Inception-Blo¨cken in EvANet zeigt, dass sich die Filter
durch die anpassbaren Gewichte den Gabor-Filtern und damit den beobach-
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teten Operationen im visuellen Cortex von Sa¨ugetieren gema¨ß [15], [16] und
[17] anna¨hern.
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6 Zusammenfassung der Ergebnisse
Im Rahmen dieser Arbeit wird die Anwendung eines kanonischen Genetischen
Algorithmus (kGA) zur Optimierung der Strukturen neuronaler Netzwerke
untersucht. Zur Optimierung wird auf Netzwerkarchitekturen, die dem aktu-
ellen Stand der Technik entsprechen, aufgebaut. Aufgrund der Limitationen
durch den Zeitrahmen der Masterarbeit und die eingesetzte Hardware konnte
der Algorithmus nur mit wenigen Iterationen und einer geringen Populati-
onsgro¨ße durchgefu¨hrt werden.
Innerhalb der angewendeten Iterationen des Algorithmus konnte die Klassi-
fikationsgu¨te gegenu¨ber den als Referenz genutzten Netzarchitekturen in der
verwendeten Test-Umgebung des kGA deutlich verbessert werden. Beim Ver-
gleich mit dem als Referenz verwendeten ResNet-44 in der Testumgebung aus
[23] und [26] ist auch eine geringfu¨gige Verbesserung der Klassifikationsgu¨te
erkennbar.
Die innerhalb des kGA entwickelten Netzstrukturen unterscheiden sich struk-
turell dadurch von den anderen, dem Stand der Technik entsprechenden Ar-
chitekturen, dass sie nicht homogen aus der Wiederholung immer wieder
derselben Grundstruktur aufgebaut sind, sondern heterogen aus unterschied-
lichen Blo¨cken bestehen. Diese Arbeit zeigt also, dass heterogene Netzstruk-
turen bessere Ergebnisse als ihre homogenen Gegenstu¨cke liefern ko¨nnen. In
ausgewa¨hlten Test-Szenarien erzielen die heterogenen Netze sogar deutlich
bessere Ergebnisse. Außerdem wird deutlich, dass von der Gu¨te homogener
Netze einer Blockart nicht in trivialer Weise auf den Effekt der Blo¨cke in
einem heterogenen Netz geschlossen werden kann.
Bei der Betrachtung der Gewichte der trainierten, in dieser Arbeit entwi-
ckelten Netzstruktur wird deutlich, dass sich die an biologischen Vorbildern
orientierten Inception-Blo¨cke aus [20] durch die Anpassung der Gewichte den
Filter-Funktionen im visuellen Cortex von Sa¨ugetieren aus [17], [21], [16] und
[15] anna¨hern.
Es wurde gezeigt, dass die Anwendung evolutiona¨rer Algorithmen auf die
Struktur neuronaler Netze vorteilhafte Effekte auf die Performance dieser
Netze haben kann, bezu¨glich des Trainingsaufwandes und der Klassifikati-
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onsgenauigkeit. Daher sollte diese Kombination von Verfahren in Zukunft
genauer untersucht werden.
7 Ausblick
Die Ergebnisse dieser Arbeit legen nahe, dass die mithilfe des kGA entwi-
ckelte Netzarchitektur mit weniger Trainingsiterationen auf Datensa¨tze ange-
lernt werden kann als die vergleichbaren Architekturen, welche als Referenz
genutzt werden. Mo¨glicherweise ko¨nnen auch noch bessere Klassifikations-
raten durch eine maßgeschneiderte Wahl der Trainings-Hyperparameter fu¨r
das EvANet und einen sta¨rkeren Einsatz der Daten-Augmentation erreicht
werden.
Die Auswertung der gewichteten Filter legt nahe, dass die Tiefe der Konvo-
lutionsschichten an einigen Stellen der Netzstruktur weiter verringert werden
kann. Durch eine solche Anpassung kann die Komplexita¨t des Trainingsvor-
ganges verringert werden, und die Netze ko¨nnen in ku¨rzerer Zeit und auf
weniger potenter Hardware genutzt werden.
Da gezeigt wurde, dass die Anwendung des kGA auf die Netzwerkstrukturen
schon in geringem Umfang zu verbesserten Klassifikationsgu¨ten fu¨hrt, liegt es
nahe, in Zukunft mit leistungsfa¨higerer Hardware die Netzstrukturen noch-
mals mithilfe eines weiter angelegten kGA zu optimieren. In Zukunft soll-
ten die Anzahl der Generationen, sowie die Populationsgro¨ße erho¨ht werden.
Außerdem sollte das Test-Setting, um die Vergleichbarkeit zu gewa¨hrleisten,
mo¨glichst nahe den in anderen Vero¨ffentlichungen genutzten angepasst wer-
den. Bei einer groben Durchsicht durch die, auf der in Section 2.3.4 auf Sei-
te 18 erwa¨hnten Website6 bezu¨glich CIFAR10 aufgefu¨hrten Vero¨ffentlichungen
fa¨llt allerdings auf, dass grundsa¨tzlich unterschiedliche Test-Settings genutzt
6Die Ergebnisse und Vero¨ffentlichungen zu bekannten Klassifikations-




werden[24]. Daher ist es ratsam, zur Vergleichbarkeit die Test-Ergebnisse aus
anderen Vero¨ffentlichungen nochmals zu reproduzieren.
Verbesserte Klassifikationsergebnisse sind auch eine Voraussetzung fu¨r Objekt-
erkennungssysteme, wie z. B. Faster-R-CNN[35]. Gerade im Kontext der Ver-
kehrsforschung wird die im Rahmen dieser Arbeit entwickelte Netzstruktur





#!/ usr / bin /env python
import numpy as np
import p i c k l e
import sys
import re
f i l ename = sys . argv [ 1 ]
a l l e l s i z e = 3
# he lpe r func t i on to t r a n s l a t e i n d i c e s
de f t r a n s l a t e a l l e l t o i n d e x ( a l ) :
return a l [0 ]∗4+ a l [1 ]∗2+ a l [ 2 ]
# func t i on that f l i p s one b i t in the chromosome
de f mutate gene ( gene ind , f l a t chrom ) :
i f ( f l a t chrom [ gene ind ] == 1) :
f l a t chrom [ gene ind ] = 0
e l i f ( f l a t chrom [ gene ind ] == 0) :
f l a t chrom [ gene ind ] = 1
pr in t ( ” gene mutated at ”+s t r ( gene ind ) )
g e n e f i l e = open ( f i l ename , ’ rb ’ )
chromosome = p i c k l e . load ( g e n e f i l e )
g e n e f i l e . c l o s e ( )
# i n i t i a l i z e f l a t t e n e d chromosome with z e ro s
f lat chromosome = np . z e ro s ( l en ( chromosome ) ∗ a l l e l s i z e )
# f i l l f l a t t e n e d chromosome
for i in range (0 , l en ( chromosome ) ) :
for j in range (0 , a l l e l s i z e ) :
f lat chromosome [ ( i ∗ a l l e l s i z e )+j ] = chromosome [ i ] [ j ]
# determine l o c i to mutate
mut prob arr = np . random . uniform ( 0 . 0 , 1 . 0 , l en (
f lat chromosome ) )
for i in range (0 , l en ( f lat chromosome ) ) :
i f ( mut prob arr [ i ] <= ( 1 . 0 / l en ( f lat chromosome ) ) ) :
mutate gene ( i , f lat chromosome )
# wr i t e f l a t t e n e d chromosome back to o r i g i n a l chromosome
for i in range (0 , l en ( chromosome ) ) :
for j in range (0 , a l l e l s i z e ) :
chromosome [ i ] [ j ] = f lat chromosome [ ( i ∗ a l l e l s i z e )+j ]
g e n e f i l e = open ( f i l ename , ’wb ’ )
p i c k l e . dump( chromosome , g e n e f i l e )
g e n e f i l e . c l o s e ( )
Implementierung des Crossover-Operators
crossover genes.py
#!/ usr / bin /env python
import numpy as np
import p i c k l e
import sys
#read gene− f i l e s
gene1 f i l ename = sys . argv [ 1 ]
gene2 f i l ename = sys . argv [ 2 ]
g e n e 1 f i l e = open ( gene1 f i l ename , ’ rb ’ )
g e n e 2 f i l e = open ( gene2 f i l ename , ’ rb ’ )
gene1 = p i c k l e . load ( g e n e 1 f i l e )
gene2 = p i c k l e . load ( g e n e 2 f i l e )
g e n e 1 f i l e . c l o s e ( )
g e n e 2 f i l e . c l o s e ( )
# randomly determine c r o s s o v e r po int
c r o s s o v e r p o i n t = np . random . rand int ( l en ( gene1 ) )
p r i n t ( ” c r o s s i n g over at ”+s t r ( c r o s s o v e r p o i n t ) )
for i in range ( c r o s s o v e r p o i n t , l en ( gene1 ) ) :
gene1 [ i ] = gene2 [ i ]
for i in range (0 , c r o s s o v e r p o i n t ) :
gene2 [ i ] = gene1 [ i ]
# save new genes
g e n e 1 f i l e = open ( gene1 f i l ename , ’wb ’ )
g e n e 2 f i l e = open ( gene2 f i l ename , ’wb ’ )
p i c k l e . dump( gene1 , g e n e 1 f i l e )
p i c k l e . dump( gene2 , g e n e 2 f i l e )
g e n e 1 f i l e . c l o s e ( )
g e n e 2 f i l e . c l o s e ( )
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