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Abstract
The demand for electrical energy is steadily increasing. Highly efficient organic solar cells based on
mixed, strongly absorbing organic molecules convert sunlight into electricity and, thus, have the po-
tential to contribute to the worlds energy production. The continuous development of new materials
during the last decades lead to a swift increase of power conversion efficiencies (PCE) of organic solar
cells, recently reaching 12 %.
Despite these breakthroughs, the usage of highly complex organic molecules blended together to form
a self-organised absorber layer results in complicated morphologies that are poorly understood. How-
ever, the morphology has a tremendous impact on the photon-to-electron conversion, affecting all
processes ranging from light absorption to charge carrier extraction.
This dissertation studies the role of phase-separation of the self-organised thin film blend layers util-
ized in organic solar cells. On the molecular scale, we manipulate the phase-separation, using differ-
ent molecule combinations ranging from the well-known ZnPc:C60 blend layers to highly efficient
oligothiophene:C60 blend layers. On the macroscopic scale, we shape the morphology by depositing
the aforementioned blend layers on differently heated substrates (in vacuo substrate temperature, Tsub).
To characterise the manufactured blend layers, we utilize high resolution microscopy techniques such
as photoconductive atomic force microscopy, different electron microscopic techniques, X-ray micro-
scopy etc., and various established and newly developed computational simulations to rationalise the
experimental findings. This multi-technique, multi-scale approach fulfils the demands of several sci-
entific articles to analyse a wide range of length scales to understand the underlying optoelectronic
processes.
Varying the mixing ratio of a ZnPc:C60 blend layer from 2:1 to 6:1 at fixed in vacuo substrate tem-
perature results in a continuous increase of surface roughness, decrease of short-circuit current, and
decrease of crystallinity. Additionally performed density functional theory calculations and 3D drift-
diffusion simulations explain the observed crystalline ZnPc nanorod formation by the presence of
C60 in the bulk volume and the in turn lowered recombination at crystalline ZnPc nanorods. Mov-
ing to oligothiophene:C60 blend layers used in highly efficient organic solar cells deposited at elev-
ated substrate temperatures, we find an increase of phase-separation, surface roughness, decrease of
oligothiophene-C60 contacts, and reduced disorder upon increasingTsub fromRT (PCE=4.5 %) to 80 °C
(PCE=6.8 %). At Tsub=140 °C, we observe the formation of micrometer-sized aggregates on the surface
resulting in inhomogeneous light absorption and charge carrier extraction, which in turn massively
lowers the power conversion efficiency to 1.9 %. Subtly changing the molecular structure of the oligo-
thiophene molecule by attaching two additional methyl side chains affects the thin film growth, which
is also dependent on the substrate type.
In conclusion, the utilized highly sensitive characterisation methods are suitable to study the impact
of the morphology on the device performance of all kinds of organic electronic devices, as we demon-
strate for organic blend layers. At the prototypical ZnPc:C60 blend, we discovered a way to grow
ZnPc nanorods from the blend layer. These nanorods are highly crystalline and facilitate a lowered
charge carrier recombination which is highly desirable in organic solar cells. The obtained results at
oligothiophene:C60 blends clearly demonstrate the universality of the multi-technique approach for
an in-depth understanding of the fragile interplay between phase-separation and phase-connectivity in
efficient organic solar cells. Overall, we can conclude that both molecular structure and external pro-
cessing parameters affect the morphology in manifold ways and, thus, need to be considered already
at the synthesis of new materials.
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Figure 1.0.1.: Overview on different avail-
able photovoltaic technologies classified by
thickness and power conversion efficiency.
Crystalline silicon encompasses single-crys-
talline and multicrystalline technologies.
Adapted from [2] and combined with power
conversion efficiency data taken from [3].
Figure 1.0.2.: Organic solar cell at lab scale
deposited on a glass substrate. Image taken
from [4].
Introduction
The progressive demand of humans for new electronic devices,
cars or air-planes is accompanied by an increasing need for elec-
trical energy, which will translate into higher living expenses in
the future. Today’s major sources of electricity are based on coal,
oil, and natural gas, which produce ⅔ of the global greenhouse
emission (total 48Gt in 2008) [1]. Continuing this trend will raise
the world’s average temperature by 6 °C by 2050 [1]. The global
warming is accompanied by an increasing projected global demand
for energy, which will rise by 79% between 2011 and 2050 [1, 2].
To slow down this trend, new technologies are necessary. Besides
the development of more energy efficient devices, the production
of energy by solar cell technologies will play a fundamental role
in human mankind’s need for energy.
An overview about current photovoltaic (PV) technologies and the
respective highest achieved power conversion efficiencies (PCEs) are
shown in Fig. 1.0.1. PV technologies can be classified as either
wafer-based or thin film. The vast majority of today’s commer-
cially available solar cells is based on silicon wafer technology
(90% of the global module capacity in 2014), which will continue
its dominant leadership over the next decades [2].
Organic photovoltaics are an emerging thin film technology rely-
ing on small molecules or polymers for the light-to-electricity con-
version (see Fig. 1.0.2). Small molecule and polymer solar cells
use reliable low-cost assembly technologies such as vacuum depos-
ition and ink-jet printing, making them potentially inexpensive.
This advantage is balanced by the relatively high complexity of the
involved organic materials, which are composed of several differ-
ent atoms, resembling complicated structures in comparison to Si
based technologies. Apart from the complex organic chemistry
involved in the synthesis of high purity organic molecules, they
can be easily deposited on flexible, cheap substrates without ex-
pensive equipment or high temperature processing. The utilized
3
Figure 1.0.3.: Semitransparent OLED. Im-
age taken from [5].
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Figure 1.0.4.: OFET structure used at
IAPP. Photo taken by JAN MURAWSKI.
Figure 1.0.5.: Opaque organic solar cells
from a production line processed on a flex-
ible substrate. Image taken from [4].
¹ About three times shorter than silicon based
technologies.
organic materials in PV applications are highly light absorbing
and can thus be assembled in thin films, which are 1000× thin-
ner than a human hair. This translates into solar cells with new
form factors using flexible plastic foils as a substrate, a feature
which is common to all organic electronic technologies such as or-
ganic light emitting diodes (OLEDs, see Fig. 1.0.3), organic field effect
transistors (OFETs, see Fig. 1.0.4), and organic solar cells (OSCs,
see Figs. 1.0.2 and 1.0.5). OLEDs are the pioneering technology
made of organic materials, already found integrated as displays
in commercially available TVs or smart phones. There, OLEDs
can employ their high colour brilliance, colour tunability, and con-
trast to displace other technologies. Current OLED TVs unify
the above stated key technology advantages in TVs of impressive
dimensions: 140 cm screen size, less than 1mm thin, and light-
weight (1.9 kg).
Recently published results of highly efficient OSCs manufactured
of blends of soluble small molecules reach power conversion ef-
ficiencies over 10 %, and 12% when processed in vacuum [4, 6].
These are promising advances towards commercial applications.
High power conversion efficiencies and unique form factors of or-
ganic PV paired with short energy payback times1 offer a wide
range of new applications such as building integrated PV or solar
textiles as they are light-weight [7]. However, to benefit from the
above-mentioned key advantages of organic PV, materials with
suitable properties must be discovered and characterised. Un-
veiling the structure-property relationship by relating the com-
plex chemical structure of the utilized molecules and their pro-
cessing conditions to the performance of the organic device is a
challenge of paramount importance, requiring highly sophistic-
ated characterisation methods to obtain a profound understanding
of the unique photophysical effects.
The aforementioned OSCs are based on an architecture where the
light-absorbing layer consists of two materials blended together
to maximise the performance of the device. The mixing of the
two materials in OSCs is a self-organised process which is insuf-
ficiently understood. Thus, further revolutions in the field of or-
ganic electronics will be accompanied by enhanced morphology
control, the synthesis of new high performance materials, and the
profound understanding of the unique photophysical effects.
4
This thesis covers the analysis of the mixed light-absorbing blend
layer employed in OSCs, using microscopic methods to obtain
magnified images of the relevant nanoscopic structures. Specific-
ally, high resolution scanning probe microscopy, electron micro-
scopy, and X-ray microscopy etc. are employed to obtain images
from the surface and the bulk of the blend layer with chemical
contrast. To complete the view on the blend layer morphology,
the experiments are complemented with simulations.
After this brief introduction, the fundamental structural and op-
toelectronic properties of organic molecules, solids, and organic
solar cells are reviewed and discussed in Chapter 2. Subsequently,
the utilized small molecules, their properties and preparation in
thin films are briefly explained in Chapter 3. Furthermore, we
provide a short overview on the utilized microscopic techniques
to analyse the blend layer morphology. Chapters 4 to 6 present
the results of the microscopic studies of different absorber blend
layers composed of the BUCKMINSTER Fullerene C60 and a metal
phthalocyanine or oligothiophene. Finally, the results are sum-
marised in Chapter 7 and further potentially interesting experi-
ments are suggested.
5

2² In this thesis, the allotroph C60 will be
included in the further treatment, due to its
similar properties to organic molecules.
³ The BORN-OPPENHEIMER approximation is
based on the fact that the mass of a nucleus is
large as compared to the electron mass.
Therefore, the nucleus can be treated as fixed
when considering the electron motion. This
approximation is very reliable for the ground
electronic state, but not for excited electronic
states [9].
Fundamentals
2.1 ORGANIC MOLECULES
In this chapter, we present the fundamental characteristics of or-
ganic molecules, organic solids, and organic solar cells. We briefly
discuss the theoretical framework for the description of organic
molecules, their optical excitation, and subsequently review the
forces responsible for the formation of organic solids. Afterwards,
we make a short excursus into the growth of pristine and self-or-
ganised blend layers. Afterwards, we discuss the basic properties
of disordered organic thin films. Lastly, we present an overview
on important OSC parameters.
Organic solids primarily contain carbon atoms as an essential ele-
ment in their structure2 [8]. Besides carbon, other frequently
employed heteroatoms are sulphur, nitrogen, and oxygen. The
intramolecular bonding in organic molecules is dictated by relat-
ively strong covalent bonds, whereas the intermolecular bonding
is dominated by much weaker VAN DER WAALS forces. The ar-
rangement of atoms in organic molecules and their properties are
explained in the framework of quantum mechanics.
2.1.1 Theoretical framework for the description of isolated molecules
A single, isolated molecule of N electrons and P nuclei can be
described quantum mechanically via the total wave function:
Ψtot = ΨeΨn, (1)
whereΨtot is separated into an electronic (Ψe) and a nuclear (Ψn)
wave function according to the BORN-OPPENHEIMER approxima-
tion3 [10]. The SCHRÖDINGER equation for the electrons is:
ℋΨtot = E0Ψtot, (2)
7
⁴ In consequence, the electronic wave functions
change for different nuclear coordinates.
with the ground state energy E0 for the Hamiltonian, ignoring
spin-orbit and relativistic effects.
ℋ =− ℏ
2
2m
N
∑
𝑖=1
∇2i
⏟⏟ ⏟
electron kinetic energy
−
N
∑
i=1
P
∑
n=1
Zne2
r2in⏟⏟⏟⏟ ⏟⏟⏟
electron-nucleus attraction
+
N
∑
i=1
N
∑
k>i
e2
rik⏟⏟ ⏟
electron-electron repulsion
+
P
∑
l=1
P
∑
n>l
ZlZne2
Rln⏟⏟⏟⏟⏟ ⏟⏟⏟⏟
nuclear-nuclear repulsion
(3)
In Eq. (3),ℋ is written in a coordinate system where the nuclear
kinetic energy does not appear. Moreover, the following defini-
tions are used: Zle is the charge of the lth nucleus, rin = |⃗ri − R⃗n|,
rik = |⃗ri − r⃗k|, and Rln = |R⃗l − R⃗n|, where r⃗i are the electronic co-
ordinates and R⃗i are the nuclear coordinates [11]. Furthermore, e
is the elementary charge, ℏ is the reduced PLANCK constant, and
m is the electronic mass. Solving the individual SCHRÖDINGER
equations of Eq. (3) yields the electronic wave function Ψe and
the nuclear wave function Ψn. On one side, the electronic wave
function describes the motion of electrons in the potential of the
nuclei, which explicitly depend on the electronic wave functions
and parametrically on the nuclear coordinates4. On the other side,
the nuclear wave function describes the motion of the nuclei, in-
cluding the rotation, vibration, and translation of the molecule.
2.1.2 Molecular orbitals
As it is challenging to solve the SCHRÖDINGER equation shown in
Eq. (3) for even diatomic molecules, further approximations are
necessary. A commonly used method is the linear combination of
atomic orbitals (LCAO), where the orbitals of molecules (Ψ) are
constructed by weighting (𝑐𝑖) all atomic orbitals 𝜙𝑖 (basis func-
tions) of all atoms in the molecule:
Ψe =∑
i
ci𝜙i. (4)
8
⁵ The directed 2𝑝2 orbital can be written as
𝑝𝑥𝑝𝑦.
x
y
z
Figure 2.1.1.: Schematic representation of
the boundary isosurface of an 𝑠-orbital.
x
y
z px py pz
Figure 2.1.2.: Schematic representation of
the boundary isosurface of three 𝑝-orbitals.
C
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Figure 2.1.3.: Schematic image of the 𝑠𝑝3
hybridisation of methane.
⁶ A 𝜎 bond of a homo-diatomic molecule has
no nodal plane (zero electron probability
density), and exhibits a cylindrical symmetry
along the internuclear bond axis.
In principle, we should use a infinite set of basis functions 𝜙𝑖, but
for computational reasons the number of basis functions is finite.
The electronic configuration of carbon
In the periodic system of elements, carbon is located close to the
two most important semiconductors germanium and silicon. Car-
bon based materials are the focus of organic chemistry and have
the potential to complement Ge and Si based electronics in the fu-
ture. Carbon has six electrons and the ground state configuration
is 1𝑠22𝑠22𝑝25. Here, the electrons in the 2𝑠 (see Fig. 2.1.1) and 2𝑝
(see Fig. 2.1.2) orbitals are the valence electrons which are available
to form chemical bonds with other atoms. The remaining local-
ised 1𝑠 core electrons vary only slightly in energy, depending on
the bonding environment.
Hybridisation of carbon
At the beginning of the 20th century, a challenging question in
physical chemistry was the bonding of carbon in molecules like
methane (CH4). Here, carbon is bonded to four hydrogen atoms,
although it only exhibits two half-filled atomic orbitals. So how
can carbon form four bonds with hydrogen? The explanation
is provided by the concept of hybridisation developed by LINUS
PAULING [12]. He suggested that the electron configuration of
carbon in molecules such as methane does not necessarily need to
be identical compared to the free, isolated carbon atom [13].
Instead, the hybridisation of carbon yields a ”mixed” electron con-
figuration, which is 1𝑠22𝑠12𝑝𝑥𝑝𝑦𝑝𝑧, where four orbitals can be
occupied by electrons. These new orbitals are called 𝑠𝑝3 hybrid
orbitals and are illustrated in Fig. 2.1.3. The hybrid orbitals are
composed of one symmetrical 𝑠- and three directional 𝑝-orbitals.
So, the resulting 𝑠𝑝3 hybrid orbitals exhibit 25 % 𝑠-type and 75 %
𝑝-type character and are therefore highly directed [14]. The hy-
bridisation of carbon results in a more efficient overlap between
the 𝑠𝑝3 hybrid orbital of carbon and the 1𝑠 orbitals of the hydro-
gen atoms in methane. The as-formed four bonds are called 𝜎
bonds6 or 𝜎∗ bonds7, depending on the constructive or destructive
interference of the involved orbitals. The 𝜎 bond is also called
bonding orbital, while 𝜎∗ is named anti-bonding orbital. These 𝜎
9
⁷ A 𝜎∗ bond of a homo-diatomic molecule has a
nodal plane (zero electron probability density).
Figure 2.1.4.: Schematic illustration of 𝑠𝑝2
hybrid orbitals in a benzene molecule.
Figure 2.1.5.: The delocalised 𝜋 and 𝜋∗ mo-
lecular orbitals of benzene.
⁸ A 𝜋 orbital exhibits a nodal plane at the
internuclear bond axis.
⁹ The optical gap is characterised by the
minimum energy a photon needs in order to be
absorbed.
bonds are equal in length and strength.
This descriptive approach also works well to explain the bonding
in slightly more complicated molecules such as benzene (C6H6),
where the 2𝑠 orbitals and two of the 2𝑝 orbitals are involved to
form 𝑠𝑝2 hybrid orbitals (see Fig. 2.1.4). The typical ring struc-
ture of benzene (see Fig. 2.1.5) can be regarded as a prototypical
building block in organic electronics.
There, the remaining 𝑝𝑧 orbitals are standing perpendicular to
the coplanar arranged 𝑠𝑝2 hybrid orbitals. As it is the case in
methane, the 𝑠𝑝2 hybrid orbitals form 𝜎 bonds with 1𝑠 atomic
orbitals of the hydrogen, while the six remaining non-hybridized
𝑝𝑧 orbitals (see Fig. 2.1.6) form so-called 𝜋 and 𝜋∗ bonds8 (see
Fig. 2.1.5). Usually, the terms binding and anti-binding orbitals
are not widely used in the field of organic electronics. Instead, the
more appropriate terms highest occupied molecular orbital (HOMO,
HOMO+1, …) and lowest unoccupied molecular orbital (LUMO,
LUMO+1, …) will be routinely used for the binding and anti-
binding orbitals as they additionally account for the occupation
statistics of the orbitals. According to HÜCKEL’s rule for cyclic
compounds like benzene, the energy levels E𝑛 are [9]:
E𝑛 = 𝛼 + 2𝛽 cos(
2𝜋n
6 ) , (5)
with n = 0, ±1, ±2, ±3, the COULOMB integral 𝛼, and the res-
onance integral 𝛽 [9]. The solutions are visualized in Fig. 2.1.6.
In a nutshell, hybrid orbital theory is an impressive example of
a structure-property relationship, where properties of simple mo-
lecules can be predicted based on their molecular structure.
Another important property of organic molecules is conjugation.
Organic molecules with a conjugated 𝜋 system are compounds
with alternating single and multi-bonds. Furthermore, the previ-
ously discussed benzene molecule is called aromatic, as it has an
alternating arrangement of single and double bonds. One charac-
teristic property of conjugation, which is of utmost importance for
many applications in the field of organic electronics, is the possib-
ility to promote electrons from the HOMO to the LUMO. The
ability to control this (optical) gap9 (Eg,opt= ELUMO − EHOMO)
paved the way for organic electronics [15]. One possibility to tune
the optical gap is to increase the conjugation length of an organic
10
C6x
π1 π2
π3
π6*
π5*π4*
HOMO
LUMO
LUMO+1
HOMO-1
destructive
interference
constructive
interference
E=α-2β
E=α+2β
E=α+β
E=α-β
0
Figure 2.1.6.: Energetic view on the formation of molecular 𝜋 orbitals of benzene. The dashed lines indicate nodal planes [9].
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Figure 2.1.7.: Schematic illustration how
the conjugation length determines the op-
tical gap. Data taken from [20].
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Figure 2.1.8.: Part (a) shows an aromatic
polythiophene, while part (b) shows a poly-
thiophene with quinoid character.
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Figure 2.1.9.: Donor molecule from CEP
with a predicted power conversion effi-
ciency of 11.12 %.
molecule as shown in Fig. 2.1.7. This lowers the optical gap of the
molecules, similar to the quantum mechanical ”particle in a box
problem”, where the energy gaps decrease with increasing box size.
An alternative approach to tune the energy gap is, for example,
the attachment of appropriate electron-releasing or electron-with-
drawing side-groups [16]. An electron-releasing side-group might
increase HOMO energy, whereas electron-withdrawing side-
groups might decrease LUMO energy. Or for instance, upon
changing from an aromatic to a quinoid character (see Fig. 2.1.8),
the gap of a polythiophene is changed by 1 eV [17]. Moreover, us-
ing alternating donor and acceptor moieties leads to a further hy-
bridisation of the energy levels by an intramolecular charge trans-
fer [18, 19]. This strategy also aims to lower the gap of organic
molecules.
The position of energy levels relative to the vacuum energy of or-
ganic molecules determines their environmental stability, charge
carrier transport, and optoelectronic properties [21]. However,
the rational design of new organic materials is generally challen-
ging due to the complex quantum chemistry involved. Addition-
ally, the synthesis of new compounds is usually time consuming
and the synthesis yields can be low. Volunteer based distributed
computing projects like the CLEAN ENERGY PROJECT (CEP) try
to tackle these problems with a massive parallel, in silico, quantum
chemistry approach. Until 2013, CEP has screened 2.3 million
donor molecules, which are potentially suitable for organic solar
cells [22, 23]. The chemical structures, including solar cell rel-
evant information are freely accessible. The adequacy of the com-
puted molecules is evaluated by the SCHARBER model, which
provides empirical efficiency limits as a function of the optical
gap and energy levels of the donor [24, 25]. For instance, the
asymmetric donor molecule shown in Fig. 2.1.9 exhibits a pre-
dicted HOMO of −5.40 eV, a LUMO of −4.00 eV, resulting in
a predicted power conversion efficiency of 11.12 %, using the C60
derivative PCBM as an acceptor. Nevertheless, up to now compar-
able PCEs based on the modelled compounds are not published.
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Figure 2.1.10.: JABŁOŃSKI term scheme with
singlet (S) and triplet (T) states. The grey
lines indicate the vibronic states.
¹⁰ The classification of transistions according
the total electron spins, assumes weak spin-
orbit-coupling [26].
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Figure 2.1.11.: Schematic illustration of the
FRANCK-CONDON principle. The bottom
curve shows the potential energy and the vi-
bronic states of the molecular ground state.
The top curve shows a spatially shifted po-
tential curve due to the electronic excitation
of the molecule.
2.1.3 Optical excitations of organic molecules
Organic molecules can absorb and emit light of suitable energy
and polarisation. The absorption process promotes an electron
from the electronic ground state S0 to an excited singlet state S1,
S2,…,S𝑛
10 as illustrated in Fig. 2.1.10. Singlet states are charac-
terised by a vanishing total electronic spin (Stot=0), due to paired
electrons. During this process, spin-conservation is fulfilled. The
subsequent emission of a photon upon a transition of an electron
from S1 → S0 is called fluorescence (see Fig. 2.1.10). Furthermore,
the excited state S1 can perform a transition to a triplet state by
a non-radiative, spin-forbidden process named intersystem crossing
(ISC), that is facilitated by spin-orbit coupling. Triplet states are
characterised by parallel electronic spins, hence the total spin is
Stot=1. ISC requires the electron to perform a spin-flip. Radiat-
ive transitions from T1 → S0 are called phosphorescence and have
normally low quantum efficiencies due to their optically forbid-
den nature [27]. Hence, the complementary absorption probabil-
ity for e.g. S0 → T1 is significantly lower as compared to S0 → S1.
Internal conversion (IC) and ISC between different (vibronic)
states are non-radiative processes.
Absorption and emission in polyatomic molecules is governed by
the FRANCK-CONDON principle. In its simplest form, it states that
changes in the electronic structure of the molecules are fast com-
pared to the change of bond angles and bond distances [28]. The
absorption or emission of a photon leads to a local charge displace-
ment on the molecule, which the nuclei cannot follow (BORN-
OPPENHEIMER approximation). The FRANCK-CONDON principle
states that an electronic transition is represented by a vertical line
starting from 1 and ending in an excited state (3’) with the very
same nuclear coordinates, as depicted in Fig. 2.1.11. From this
principle, vibronic intensities can be calculated [27, 29].
2.2 ORGANIC MOLECULAR SOLIDS
2.2.1 The structure of organic molecular solids
Organic solids differ considerably from other solids in their elec-
trical, optical, and mechanical properties [30]. The main reason
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lies in significantly weaker intermolecular VAN DER WAALS forces
between the molecules in organic solids compared to the strong co-
valent or ionic interatomic bonds of their inorganic counterparts
[31]. VAN DER WAALS forces are characterised by the subtle inter-
play between inter- and intramolecular forces on different length
scales. The utilization of those VAN DER WAALS forces is an es-
sential feature of organic electronics as they are expected to be
e.g. intrinsically mechanically flexible, which might open up new
applications.
Contributions to the VAN DER WAALS forces originate from dif-
ferent physical and chemical phenomena. Those are electrostatic
forces originating from the COULOMB law, polarisation forces ori-
ginating from dipole/multipole induced dipole/multipole interac-
tions, and entropic forces arising from collective effects of mo-
lecules [32]. As those intermolecular forces are responsible for
the formation of matter such as organic solids from molecules, we
give a short overview over the different forces [33]. In general,
the final form of those forces should have an attractive part, as or-
ganic condensed matter is stable, and there should be a repulsive
part, as they exhibit a defined mass density. Contributions to VAN
DER WAALS forces arise from:
Dipole-dipole force
As mentioned above, organic molecules usually do not carry a net
charge, but they might possess a dipole moment due to e.g. their
asymmetric shape. The distance dependence of the interaction
potential of two freely rotating dipoles is:
Vdipole−dipole(r) ∝ −
1
r3
. (6)
Dipole-induced dipole force
A charged molecule can induce a dipole into a second polarisable
molecule. The interaction potential is again attractive, irrespect-
ive of the relative molecular orientation:
Vdipole−induced dipole(r) ∝ −
1
r6
(7)
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Figure 2.2.1.: Qualitative spatial depend-
ence of the LENNARD-JONES (blue) and
BUCKINGHAM (orange) potential.
LONDONs dispersion force
As molecules are in average neutral, dynamically fluctuating di-
pole and multipole moments caused by the movement of charges
play a significant role in their arrangement in solid form [30]. As
shown by LONDON, those fluctuating electrical moments in one
molecule are caused by weakly bound electrons which act on the
polarisability of another molecule, resulting in an attractive force
between them [30, 32, 34]. For larger distances LONDONs attract-
ive dispersion force (corresponding potential: Vattr ∝ −r−6) holds
and a repulsive force (corresponding potential: Vrep ∝ e−r) from
overlapping molecular orbitals due to PAULIs exclusion principle
becomes significant at short distances. However, as the spatial
dependence of these pair-potentials are rather complicated, semi-
empirical approximations are used.
Empirical potentials
Due to the complexity of intermolecular forces, semi-empirical
approximations are used. The most popular semi-empirical po-
tentials summing up the previously discussed interactions are the
LENNARD-JONES potential (Eq. (8)) and the BUCKINGHAM poten-
tial (Eq. (9)) with the parameters A, B1, B2, and C:
VLJ(r) = −
A
r6
+ B1
r12
, (8)
VB(r) = −
A
r6
+ B2 exp (−Cr) . (9)
Figure 2.2.1 shows the principal spatial dependence of Eqs. (8)
and (9), exhibiting equilibrium positions at the minima of the po-
tential curves.
So far we have considered pair-potentials between atoms. To link
the atomic pair-potentials to organic molecules, we assume the in-
teraction of molecules can be regarded as the sum of the atomic
pair-potentials [35]. Further contributions to the internal energy
U of molecules are, for instance, the vibrational energy, conform-
ational energy, translational energy, and electronic energy.
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2.2.2 Organic thin film growth from the gas phase
Besides the forces between atoms and molecules discussed in Sec-
tion 2.2, thermodynamics are the basis for the thin film growth of
organic materials from the gas phase. Here, a simplified overview
over the basic growth models and phenomena is presented.
THERMODYNAMICS Generally, even the pristine layer thin film
growth is complicated due to the large anisotropy of organic mo-
lecules. Therefore, various models are used to describe it [36, 37].
The thermodynamic driving forces for the nucleation of organic
materials are the different chemical potentials of the vapour phase
and the solid crystalline phase [38]. The competition between sur-
face effects and the thermodynamic driving force is the origin of
nucleation [38].
The free energyG required to form a crystal of nmolecules is [39]:
G(j) = −nΔ𝜇 + n2/3∑
i
𝛾iAi, (10)
where 𝛾𝑖 is the surface energy associated with the surface i and
area Ai. Additionally,Δ𝜇 = 𝜇𝑐 −𝜇𝑣 is the difference between the
chemical potentials of the vapour and the crystal phase. However,
as organic molecules exhibit usually a highly anisotropic shape, the
solution of Eq. (10) is difficult due to the complexity of the many
differing surfaces of organic crystals [40]. Besides the thermody-
namic treatment of nucleation, kinetic rate equations can be used
to describe the thin film formation [37].
Another class of thermodynamic systems consists of binary mix-
tures of organic molecules, which are used in organic solar cells
(see Section 2.4.3). Following the discussion of HINDERHOFER,
binary mixtures are classified into: phase-separated systems, solid
solutions, and molecular complexes [41]. On one side, the steric
compatibility of two molecules can be regarded as a precondi-
tion for the mixture. On the other side, the minimization of the
HELMHOLTZ free energy (F = U − TS) in thermodynamic equi-
librium always favours the mixing of the two constituents. How-
ever, the exact calculation and experimental determination of the
HELMHOLTZ free energy is rather complex due to the complicated
interaction potentials between the molecules.
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To classify the different binary mixtures, we assume a two com-
ponent mixture of contacting, spherical constituents A (number
nA) and B (number nB), which enables an analytical treatment in
the nearest neighbour approximation [41]. The free energy Fmix
for such a system can be written as:
Fmix = U− TS (11)
with the internal energy U, temperature T, and entropy S defined
via S = kB lnW, where W is the thermodynamic probability func-
tion and kB is the BOLTZMANN constant. Contributions to the
internal energy arise from interaction potentials between similar
constituents (VAA and VBB), and dissimilar components (VAB =
VBA). Hence, the overall internal energy is
U = VAA + VBB − 2VAB. (12)
Another contribution arises from the configurational entropy S
via
S = kB lnW, (13)
with the thermodynamic probability function W:
W = n!
nA! nB!
. (14)
Substituting Eq. (14) into the BOLTZMANN equation (Eq. (13))
using the concentrations for A (cA = nA/(nA + nB) = 1 − x) and
B (cB = nB/(nA + nB) = x; n = nA + nB) results in:
S = kB ln(
n!
nA! nB!)
≈ kB [x ln(x) − (1 − x) ln(1 − x)] , (15)
using the STIRLING approximation for the factorial. Overall we
obtain:
Fmix
kBT
= cA ln cA + cB ln cB + 𝜒cAcB (16)
with the dimensionless interaction parameter 𝜒 :
𝜒 = 1
kBT
[VAA + VBB − 2VAB] =
U
kBT
. (17)
The different cases for 𝜒 are:
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AB
Figure 2.2.2.: Schematic illustration of bin-
ary solid solution. Adapted from [41].
A
B
Figure 2.2.3.: Schematic illustration of
phase-separation. Adapted from [41].
B
A
Figure 2.2.4.: Schematic illustration of an
ordered complex. Adapted from [41].
(i) solid solution (𝜒 ≊ 0): As shown in Fig. 2.2.2, constituent A
is randomly placed in matrix B. Generally, the replacement
of constituents A in the matrix B yield to weak long-range
order due to the induced lattice distortions [41].
(ii) phase-separation (𝜒 > 2): As shown in Fig. 2.2.3, phase-
separation occurs when the solubility of A in B, e.g. due to
steric incompatibility, is strongly reduced.
(iii) molecular complex (𝜒 < 0): As illustrated in Fig. 2.2.4, a
molecular complex is formed. We assign the arrangement as
a molecular complex when unlike constituents attract each
other stronger than equal constituents (VAB > VAA + VBB).
Hence we expect an ordered arrangement of molecules.
Note that many functional properties also depend on kinetic pro-
cesses and on concentrations in a non-trivial way. For instance,
kinetic processes prevent the system from reaching a thermody-
namical equilibrium state as it favours a continuous material trans-
port within the blend.
NUCLEATION During vacuum deposition of thin films, also the
interaction between the molecules in the gas phase and the sub-
strate plays an important role for the thin film formation. The
phase transition from gas to solid phase on the substrate in a self-
organised way is called nucleation.
The nucleation rate of stable organic crystallites is dependent on
the substrate temperature, the substrate, the deposition rate etc.
Especially for binary blend layers, intermolecular interactions are
important. Mainly, three energy barriers are present at the sub-
strate surface: a diffusion barrier (Ediff), a desorption barrier (Edes),
and a nucleation barrier (Enuc) (see Fig. 2.2.5). The diffusion
barrier limits the lateral diffusion of a molecule on the substrate.
The strength of the diffusion barrier depends on the molecule-
substrate interaction potential. Contributions arise for instance
from the involved surface chemistry and surface roughness. The
desorption barrier determines how tightly a molecule is bound
to the substrate surface. The nucleation barrier originates from
the penalty in free energy associated with the surface formation
during the growth of a nucleus [40]. Considering these three en-
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Ediﬀ
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Figure 2.2.5.: Schematic illustration of the
threemain processes at a surface influencing
the nucleation of molecules.
ergetic contributions, the nucleation densityND can be defined as
[40]:
ND = Revap𝑎 exp(
−Edes + Ediff + Enuc
kBTsub )
, (18)
where Tsub is the substrate temperature, Revap is the deposition
rate, and a is a constant related to the critical cluster size [40].
Equation (18) assumes that the different energetic contributions
scale equivalently with deposition rate Revap and substrate tem-
perature Tsub and that the chemical driving force is small.
GROWTH MODES Three different growth modes are frequently
used to describe the thin film growth of organic molecules, besides
initial nucleation on the substrate. In the island growth mode
(VOLLMER-WEBER growth), the material grows in 3D islands on
the surface. VOLLMER-WEBER growth is observed when the inter-
action between the molecules is stronger than the interaction with
the substrate [39]. The opposite case is denoted as layer growth
mode (FRANK-VAN DERMERWE growth). Here, the molecule-sub-
strate interaction is stronger than the molecule-molecule interac-
tion. Therefore, the molecules condense in closed layers until the
chemical influence of the substrate is weaker than the interaction
between the molecules [42]. The mixture of island and layer-by-
layer growth is called STRANSKI-KRASTANOV growth. In this hy-
brid growth mode, islands start to grow after the formation of a
few closed initial layers.
2.2.3 The role of disorder in molecular solids
The relatively weak interaction potentials between organic mo-
lecules have important consequences on the ordering in organic
solids. The low magnitude of these forces makes organic semi-
conductors capable for structural disorder, which has significant
implications on the electrical transport of charge carriers through
the macroscopic device. On one side, order induces the deloc-
alisation of the molecular wave function, whereas on the other
side, disorder induces the localisation of the wave function. As
shown later, this interplay between order and disorder will alter
the electronic coupling in organic semiconductors. Here, we want
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¹¹ A crystal lattice is composed of a basis (e.g.
an atom or molecule) and a geometrical lattice.
Figure 2.2.6.: Schematic illustration of a
lattice defect. The highlighted defect mo-
lecule might act as a trap or scattering cen-
ter.
ϑ
Figure 2.2.7.: Schematic illustration of a de-
fect caused by low rigidity of the molecular
backbone.
Figure 2.2.8.: Schematic illustration of
chain length variation, causing a lattice de-
fect.
¹² Generally, molecules will never stack directly
on top of each other, since this configuration
would maximise the electronic repulsion
between them [47]. Usually, this results in a
displacement along the long axis of the molecule
[48].
to briefly discuss on the role of order and disorder in organic mo-
lecular solids on different length scales [43].
But what is disorder? Naturally, disorder is the absence of order
[44]. In physical sciences, order is strongly related to the crys-
tal lattice11 of a solid, which is strongly disturbed in organic thin
films, especially blend layers. Disorder can have manifold origins,
depending on the length scales where it is introduced. Therefore,
a classification by characteristic length scales seems appropriate.
Molecular and atomic length scales
Ordering at the molecular level is dominated by the symmetry,
rigidity, and size of the molecule, regularity in monomer orienta-
tion, and by functional groups added to the its backbone [45]. Vari-
ations in rigidity, orientation, molecular conformation, and size
of the molecule, as well as the steric hindrance of side-groups in
conjunction with local chemical variations result in disorder [21].
Basically the local molecular packing in a crystal lattice affects the
orbital overlap between the molecules and, hence, optoelectronic
processes such as exciton localisation, charge carrier transport etc.
[21]. In general, depending on the temporal behaviour, disorder
can be classified into static disorder, if the variations are time-in-
dependent and dynamic disorder, if the occurring phenomena are
time-dependent. For instance, dynamic disorder such as fluctu-
ations of the donor-acceptor coupling affect the charge transfer
rate [46].
High-purity compounds are necessary to avoid the creation of
local lattice imperfections. However, these defects are introduced
by impurity molecules (see Fig. 2.2.6), angle variations between
monomers of the molecular backbone (see Fig. 2.2.7), a chain-
length variation caused by a missing monomer (see Fig. 2.2.8),
and/or a disoriented molecule12. After all, as small molecules are
linked by relatively weak VAN DERWAALS forces, these defects can
strongly disturb the 𝜋-conjugation of the molecule and, therefore,
impede the device operation [49].
Crystals and interfaces
On larger length scales (1 nm to film thickness) defects might
occur at interfaces between crystals such as grain boundaries or
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Figure 2.2.9.: Schematic of cumulative
(left) and non-cumulative (right) disorder
as two types of lattice disorder.
Figure 2.2.10.: At the grain boundary
(dashed orange line) between two crystal-
lites, molecules (black) start to re-organise
to minimise the energy.
¹³ Crystallites are domains with regular
packing periodicity [65].
within crystals, such as dislocations. Within a crystal, two types
of disorder can appear: cumulative and non-cumulative disorder
(see Fig. 2.2.9). Non-cumulative disorder is caused by random
fluctuations of the molecules around their equilibrium position
in the lattice, whereas cumulative disorder is caused by homogen-
eous perturbations and results in long-range deformations of the
crystal lattice [21, 50].
As schematically shown in Fig. 2.2.10, crystal sizes and their relat-
ive orientation to each other and to the substrate play a significant
role, as they influence absorption, exciton migration, charge car-
rier transport, etc. over the different interfaces [21, 50–55]. Hence,
disordered regions and interfaces have a major impact as they
lower the performance of the final device [56]. For instance, grain
boundaries can force charge carriers to travel through highly dis-
ordered regions, slowing down their motion through the organic
solid. These length scales are mainly influenced during the pro-
cessing of the sample via the appropriate choice of the substrate,
substrate temperature, additives (solution or vacuum processed),
substrate angle, and substrate rotation speed [57–59].
Another phenomenon related to the processing of organic thin
films is the occurrence of polymorphism in organic materials [60].
Polymorphous materials can exist in more than one crystalline
state, each associated with different characteristics [61]. For in-
stance, the understanding the polymorphism of pentacene used
in organic field effect transistors (OFETs) by means of X-ray
diffraction (XRD) resulted in strongly increased charge carrier
mobilities [57, 62, 63]. Interestingly, it took nearly 50 years to
identify all polymorphic forms of the prototypical semiconductor
pentacene [64]. The identification, separation, and control of the
different polymorphic phases is challenging due to their transient
appearance during the processing of the materials, but necessary
as it increases stability and performance of the final product.
Domains and phase segregation
Crystallites13 are the perfect building blocks for domains which
extend from tenth of nanometer to the micrometer regime. The
arrangement of crystallites into larger domains affects the num-
ber of grain boundaries. These grain boundaries are assumed to
21
¹⁴ bulk heterojunction (BHJ) [66]
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Figure 2.3.1.: Schematic illustration of
the consequences upon formation of a dis-
ordered molecular solid from isolated mo-
lecules via a crystalline molecular solid.
be disadvantageous for charge carrier transport, as they act as bar-
riers or traps for charge carriers (cf. Section 2.3.1). On the other
side, grain boundaries are unavoidable in binary, ternary etc. blend
layers, which are used in the absorber layer of organic solar cells.
In short, the aim of those blends14 in organic solar cells is to ho-
mogenise the different length scales for absorption, exciton dif-
fusion, and charge carrier transport. Ideally, blend layers form
a network where excitons are efficiently dissociated and charge
carriers can quickly exit the device. Generally, larger domains
are better for charge carrier transport, while smaller domains are
beneficial for exciton harvesting. The trade-off between domain
purity (phase-separation vs. solid solution; cf. Section 2.2.2) and
domain size plays a critical role in high-performance photovoltaic
devices [67, 68]. Further aspects of BHJ solar cells are discussed
in Section 2.4.3.
It is clear from the above discussed phenomena that the transitions
between the different length scales are fluent and that they poten-
tially influence all steps of power conversion which makes it in-
dispensable to characterise organic materials with diverse experi-
mental techniques.
2.3 OPTOELECTRONIC PROPERTIES OF ORGANIC
SOLIDS
The optical and electronic structure of organic solids is determ-
ined by both the individual properties of the molecules and their
interaction in the (disordered) solid. As shown in the previous
chapter, individual molecules determine the (optical) gap, whereas
the weak coupling between the molecules is responsible for the
small bandwidth (∼ 500meV) in comparison to inorganic semi-
conductors, affecting the charge carrier transport [48, 69]. This
dichotomy leads to significant differences compared to inorganic
semiconductors.
Upon formation of the organic molecular solid, the electron dens-
ity remains mainly located on the individual molecules, whereas
the electronic wave functions in inorganic semiconductors start to
overlap, resulting in the well known bands [30].
Another consequence of the solid state formation from isolated
molecules (see Fig. 2.3.1 left) is the change of the terms HOMO
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¹⁵ A phonon is the collective, quantized
vibration of atoms in the lattice.
¹⁶ The transport gap can be determined by
photoelectron spectroscopy.
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Figure 2.3.2.: Schematic illustration of
electron-phonon coupling in an organic
solid. The charged molecule in the center
polarises its surrounding, while distorting
the lattice.
¹⁷ A site is the entire molecule or a part of it
[70].
and LUMO, describing the energetic eigenstates of the molecules
by the terms ionisation energy (IE) and electron affinity (EA) in
the solid-state. The IE is defined as the energy (ℎ￿) needed to
ionise the solid (X): X + ℎ￿→X+ + e– . The electron affinity
(EA) is defined as the energy released by adding an electron to
the solid: X + e–→X– + ℎ￿. These terms are more appropriate
to describe the electronic structure of organic semiconductors as
they include the polarisation energies (Pe and Ph for electrons and
holes), which e.g. lower the optical gap in the solid state compared
to the isolated molecule (see Fig. 2.3.1 middle), an effect that sta-
bilizes the anionic and cationic states of the molecules [15]. Those
polarisation effects are caused by the relatively strong electron-
phonon15 coupling in organic solids compared to inorganic solids,
where the electronic interaction is small [48]. As illustrated in
Fig. 2.3.2, the charge carriers in an organic molecular solid are
interacting with their surrounding (polarisation cloud) and form
so-called polarons (see Fig. 2.3.2). Consequently, two different
gaps are distinguished in organic materials: the optical gap and
the transport gap16. The difference between optical and trans-
port gap determines the exciton binding energy (cf. Section 2.3.2)
[15].
A direct consequence of the intra- and intermolecular disorder dis-
cussed in Section 2.2.3 is an assumed GAUSSian distribution of the
different site17 energies around the IE and EA of an ideal organic
solid (see Fig. 2.3.1 right). Depending on their origin, two differ-
ent types of energetic disorder are distinguished: diagonal and off-
diagonal disorder. Off-diagonal disorder is related to fluctuations
in the interaction strength between molecules, whereas diagonal
disorder reflects energy fluctuations of the HOMO and LUMO
energies [48, 71]. The terms diagonal and off-diagonal disorder
highlight the positions in the transfer matrix where the disorder
shows up: diagonal disorder represents different site energies,
while the transfer integrals remain position independent, whereas
off-diagonal disorder is spatially-dependent and appears in the off-
diagonal elements of the matrix or the respective HAMILTON op-
erator [71].
Moreover, it is important to distinguish between dynamic and static
disorder. In the static case, charge carriers move on a practically
static energy surface, while in the dynamic case charge carriers
23
D
O
S (E
)
E
E
spatial coordinate
E0 σ
Figure 2.3.3.: Schematic illustration of a
GAUSSian density of states in real (left) and
in energy space (right).
¹⁸ Typical values are 𝜎 ∼150meV [75].
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Figure 2.3.4.: Schematic illustration of
the GAUSSian trap density within the gap
between EA and IE.
experience rapid changes in the energetic landscape [71]. Con-
sequently, in the first case the HAMILTONIAN is time-independent
and in the second case time-dependent. For organic thin films, the
main contribution arises from static disorder.
Comprehensive reviews about disorder can be found in the text-
books by SILINSH [30], KLAUK et al. [71], POPE et al. [72], and the
review of COROPCEANU et al. [48].
2.3.1 Charge carrier transport
DENSITY OF STATES AND HOPPING TRANSPORT
The charge carrier transport in disordered organic solids can be
described as an incoherent transport via localised states. The
ground-breaking theory for the transport in disordered materials
was provided by ANDERSON [73]. As motivated in Section 2.2.3 in
the discussion of disorder, the density of states (DOS) is assumed
to be GAUSSian [74]:
DOS(E) = N0
√2𝜋𝜎
exp
(
−(E− E0)
2
2𝜎2 )
, (19)
around the energy E0, which can be identified with e.g. the EA.
The GAUSSian DOS has a width 𝜎18. N0 is the total density of
states. The GAUSSian DOS represents the random spatial and
energetic distribution of localised states in an organic molecular
solid. Additionally, defects (see Section 2.2.3) can give rise to
trap states (see Fig. 2.3.4), which are located within the gap and
adversely impact the charge carrier transport. Albeit, it is not clear
whether impurities act as traps or as barriers for charge carriers [76,
77].
The occupation of the DOS in thermal equilibrium is described
by FERMI-DIRAC statistics f(E):
f(E) = 1
exp(
E−𝜇
kBT)
+ 1
. (20)
The transport between the energetic sites of an organic semicon-
ductor can be described by different hopping rates. Here, we
briefly discuss the MILLER-ABRAHAMS andMARCUS hopping rate.
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Figure 2.3.5.: Schematic illustration of hop-
ping via localised states.
¹⁹ The localisation radius rloc accounts for the
assumed exponential spatial decay of the wave
function. Typically, localisation radii are about
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Figure 2.3.6.: Temporal evolution of charge
carrier energy distribution in a GAUSSian
DOS. Reprinted with permission from
John Wiley & Sons, Inc.: [74] copyright
1993.
MILLER-ABRAHAMS THEORY In MILLER-ABRAHAMS theory,
the movement of a charge carrier between localised states i and
j in the absence of an external field at thermal equilibrium is de-
scribed via the hopping rate [78]:
W𝑖𝑗(R𝑖𝑗 ,E𝑖,E𝑗) = 𝜈0 exp (−2𝛾 |R𝑖𝑗|) ⋅
⋅
⎧⎪
⎨
⎪⎩
exp(−
E𝑗−E𝑖
kBT )
if E𝑗 > E𝑖,
1 else.
(21)
The MILLER ABRAHAMS equation describes the phonon-assisted
tunnelling between the localised states i and j, where 𝜈0 denotes
the attempt-to-jump rate, 𝛾 is the inverse localisation radius19,
and R𝑖𝑗 is the distance between the sides i and j (see Fig. 2.3.5).
Hence, the probability for a charge carrier to move from one site
to another depends on both the energetic distance between local-
ised states and their spatial separation. In this approximation, the
charge carrier hops upwards or downwards by the absorption or
emission of a phonon, which compensates the energy difference
E𝑗 − E𝑖 [48]. The MILLER-ABRAHAMS hopping rate does not ac-
count for polarisation effects [80]. Hence, it is valid in the case
of weak electron-phonon coupling [48].
If the temporal evolution of charge carriers in a disordered system
is traced by a computer simulation and the MILLER-ABRAHAMS
hopping rate is used, it is observed that the initially randomly dis-
tributed charge carriers relax downward from high energy states
[70]. Tracking this process shows a transition from dispersive to
non-dispersive transport. In equilibrium, the charge carriers are
distributed around the equilibration energy E∞:
E∞ = −
𝜎2
kBT
(22)
The relaxation time is 𝜏rel:
𝜏rel ∝ exp((
B𝜎
kBT)
2
) , (23)
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Figure 2.3.7.: Energy potential curves for a
charge-transfer process. The reactant and
the product are assumed to be harmonic os-
cillators (parabolic shape).
where B is close to unity. Using computational simulations with
the MILLER-ABRAHAMS hopping rate, BÄSSLER derived an expres-
sion for the charge carrier mobility [74]:
𝜇(Σ, 𝜎, F,T) = 𝜇0 exp(−(
2𝜎
3kBT)
2
)
⎧
⎪
⎨
⎪
⎩
exp(C((
𝜎
kBT)
2
− 2.25)√F) if Σ < 1.5,
exp(C((
𝜎
kBT)
2
−Σ2)√F) if Σ ≥ 1.5,
(24)
where C is an empirical constant and both 𝜎 and Σ are disorder
parameters. Besides the disorder, this hopping mobility accounts
for temperature (T) and field-dependence (F) of charge carrier
transport.
MARCUS THEORY In contrast, semi-classical MARCUS theory
includes electron-phonon couplings (polarisation effects) and is
valid at high temperatures [48]. MARCUS theory describes the
electron transfer between two constituents A and B via: A– +
B→A+ B– for an electron transfer. The respective rate is:
W𝑖𝑗 =
|J0|2
ℎ √
𝜋
𝜆kBT
exp (−2𝛼R𝑖𝑗) exp(
−
(E𝑖 − E𝑗 + 𝜆)2
4𝜆kBT )
,
(25)
where 𝜆 is the reorganization energy and J0 is the electron trans-
fer integral [81]. The reorganization energy is the energy required
to bring the reactant into the product state. Typical reorganiza-
tion energies are in the range of 100meV to 600meV [50]. The
electron transfer takes place at the intersection point shown in
Fig. 2.3.7 and the rate dependence on the energy difference is
shown in Fig. 2.3.8. For instance, for a negative energetic driving
force (−𝜆 < E𝑖 − E𝑗 < 0), the transfer rates will increase with the
magnitude of E𝑖 − E𝑗 . This region is called normal region. The
region |E𝑖 − E𝑗|>𝜆 is called inverted region. Hence, a key res-
ult of the MARCUS hopping rate is that the transfer rate do not
increase for energy differences lower than reorganization energy
(inverted region) [71].
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²⁰ Chemical name:
6,13-bis(triisopropylsilylethynyl) pentacene.
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Figure 2.3.9.: Illustration of the COU-
LOMBically bound electron-hole pair. Adap-
ted from [85].
²¹ The exciton binding energy in organic
materials is usually larger than the thermal
energy at RT, which has important
implications for OSCs.
The charge carrier mobility derived fromMARCUS theory leads to
[82, 83]:
𝜇(𝜆, F,T) = 𝜇0 exp(−
𝜆
4kBT
− (aF)
2
4𝜆kBT)
sinh(aF/2kBT)
aF/2kBT
, (26)
where 𝑎 is the intersite spacing.
As seen from the previous models for hopping rates, charge car-
rier mobility, order and disorder are unavoidably connected to
molecule-molecule distances and their packing in the unit cell.
For instance, by tuning the 𝜋-𝜋 stacking distance and the mo-
lecular packing of the solution processable organic semiconductor
TIPS P520, the charge carrier mobility can be increased [84]. Us-
ing a special shearing technique to grow solution processed, single
crystalline TIPS P5 films, enabled DIAO et al. to boost the charge
carrier mobility of OFETs by a factor of four compared to previ-
ous devices, resulting in average mobilities of 8.1 cm2 V−1 s−2 [57].
Still, the achieved charge carrier mobility is about two orders of
magnitude lower than the charge carrier mobility in silicon which
is around 1000 cm2 V−1 s−2.
2.3.2 Photoexcitation
The photoexcitation of an organic solid results in the creation
of an electron-hole pair, tightly bound together by their mutual
COULOMB attraction. This neutral, hydrogen-like quasi-particle
is called exciton, has a binding energy (EB,exc, see Fig. 2.3.9) of
around EB,exc=0.1 eV to 1 eV, and can move freely in the solid host
[86–88]. Excitons can have either zero (Stot=0, singlet) or unity
spin (Stot=1, triplet). Furthermore, the binding energy
21 of an ex-
citon can be defined as the difference between transport gap and
optical gap [15]. Moreover, it should be noted that apart from
the low dielectric constant in organic materials, substantial con-
tributions to the exciton binding energy originate from electron-
electron and electron-vibration interactions [15].
After the light absorption, the initially formed exciton can be
considered as delocalised over several sites, moving coherently
through the solid [89]. Thereafter, the exciton localises due to
a scattering event. From this point on, the migration is regarded
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²² Furthermore, FRENKEL excitons can be
distinguished in J-type or H-type excitons,
depending on the interaction energy of the
molecular transition dipole moments [91, 92].
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Figure 2.3.10.: Illustration of a WANNIER-
MOTT and a FRENKEL exciton on a regular
lattice.
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Figure 2.3.11.: Schematic illustration of the
dynamic processes that can occur after an
exciton is created by the absorption of light.
Adapted from [92].
as hopping transport [81, 90]. Depending on the spatial extent, ex-
citons are classified intoWANNIER-MOTT, FRENKEL22, and charge-
transfer excitons. WANNIER-MOTT excitons are typically deloc-
alised over distances much larger than the molecular lattice con-
stants (see Fig. 2.3.10). In contrast, FRENKEL excitons are local-
ised to length scales smaller than a typical lattice constant, e.g.
localised to a single molecule (see Fig. 2.3.10). This wave-like ex-
citation propagates coherently in the crystal or crystal aggregate
[91]. Due to their large spatial extent, WANNIER-MOTT excitons
can be dissociated into separated charge carriers at RT, while dif-
ferent concepts are needed to dissociate FRENKEL excitons (see
Section 2.4.3). However, in disordered organic semiconductors,
each conjugated part behaves like an individual molecule as the
coupling between the molecules is low. Hence, the excited mo-
lecules can be regarded as excited singlet or triplet states [91]. The
energy transfer between the excited states can be described as the
incoherent propagation of energy by either FÖRSTER or DEXTER
transfer [93, 94]. The FÖRSTER energy transfer mechanism is used
for singlet excited states and the DEXTER energy transfer propaga-
tion for excited triplet states. The lifetime of triplet excitons is in
the range of µs to ms, whereas the singlet excitons have lifetimes
in the range of ps to ns [91, 95]. Lastly, if the COULOMBically
attracted charges are located at spatially different regions at an
interface, it is called charge-transfer exciton [87].
2.3.3 Excitonic processes
To investigate excitonic processes in organic materials, usually
single crystalline materials with low defect densities are inspec-
ted. Crystalline organic materials with low disorder are suitable
as they exhibit a high intermolecular coupling [96]. The most
prominent excitonic phenomena are shown in Fig. 2.3.11. After
the creation of an exciton, it can move around in the solid host.
This diffusive process followed by the subsequent ionization is of
fundamental importance in so-called ”excitonic solar cells” or or-
ganic photovoltaics (see Section 2.4.3), while the radiative decay
leading to photon emission is important in organic light emitting
diodes (OLEDs) [86].
A singlet exciton can spontaneously decay into two triplet excitons
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Figure 2.3.12.: Illustration of FRET mech-
anism. By spectral overlap a resonant en-
ergy transfer is obtained. Adapted from
[91].
(see Section 2.1.3). This process is called singlet fission and it re-
quires that the triplet energy to be at least half the singlet energy
or lower. In OSCs, singlet fission could potentially increase the
photocurrent from higher energy photons [97].
The opposite effect is called triplet fusion. Briefly, when two triplet
excitons meet each other they can fuse into a singlet exciton. The
conversion of two triplet excitons into one singlet exciton is an
important effect utilized in blue OLEDs [98, 99].
Finally, excitons reaching defects are trapped and lost for further
processes.
DEXTER TRANSFER Energy transfer by the exchange of elec-
trons is called DEXTER transfer and takes place if the intramolecu-
lar transitions are spin-forbidden [91]. The electronic overlap of
the molecular wave functions is a necessary precondition for the
electron transfer via DEXTER interaction. The DEXTER transfer
rate is given by:
kDexter = B exp(−2
RDA
L
J) , (27)
where J is the spectral overlap, B is a coupling constant, and RDA
is the donor-acceptor distance, and L is the sum of the VAN DER
WAALS radii of donor and acceptor [91].
FÖRSTER TRANSFER In the FÖRSTER resonance energy trans-
fer mechanism (FRET), energy from an excited donor molecule
D*→D is non-radiatively transferred via a virtual photon to an
acceptor molecule A→A* [100]. The electronic coupling between
the transition dipole moments of the D and A molecules are ob-
tained by the dipole-dipole approximation. In other words, as
illustrated in Fig. 2.3.12 the necessary condition is a spectral over-
lap of the emission and absorption spectra of themolecules. When
this condition is fulfilled at a certain energy, resonance is achieved
[101].
The FÖRSTER energy transfer rate is:
kFRET = kD(
R0
RDA)
6
, (28)
29
donor
acceptor
CT state
+
-
Figure 2.3.13.: CT state at a donor-acceptor
interface.
where R0 is the FÖRSTER radius and kD is the rate constant in the
absence of an acceptor. FÖRSTER energy transfer is the dominant
transfer mechanism for singlet excitons [91].
CHARGE TRANSFER EXCITON An exciton reaching a donor-ac-
ceptor interface can perform a charge-transfer (CT) process. As
depicted in Fig. 2.3.13, the still COULOMBically bound electron
and hole can be regarded as spatially located across the interface
with the hole residing on the donor and the electron residing on
the acceptor. Hence, a charge-transfer state can be regarded as
a molecular state with ionic character, where the charge-transfer
between neighbouring molecules is incomplete [91].
This process is described by a charge-transfer (CT) exciton, which
exhibits a dipole moment across the D-A interface [87]. The form-
ation and dissociation of the CT exciton depends on the inter-
face energetics as well as on the morphology [102]. Due to its
dipole moment, the CT exciton dissociation probability can be
influenced by an external electric field [103]. Moreover, as the
oscillator strength of a CT state is low, highly sensitive sub-gap
absorption and emission measurements are necessary to observe
the existence of CT states [104]. Finally, as the CT exciton is
an intermediate step between an exciton and the separated charge
carrier pair, it influences both the short-circuit current and the
open-circuit voltage of OSC [105].
Helpful reviews about excitons and their transfer mechanisms can
be found in the reviews by CLARKE et al. [81], SCHOLES [100], and
the book by LANZANI [91].
2.4 ORGANIC SOLAR CELLS
2.4.1 Thermodynamic considerations
To understand the working principle of organic photovoltaics, we
follow the description given by WÜRFEL, VANDEWAL, and RAU
[106–109].
Let us assume a systemwith two energy levels, whereNmolecules
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Figure 2.4.1.: Three possible electronic
transitions in a two-level system: absorp-
tion, spontaneous emission, and stimulated
emission.
are in the ground state and N∗ are in the excited state. Thus, the
states N and N∗ have the chemical potentials 𝜇 and 𝜇∗ [110]:
𝜇 = 𝜇0 + kBT ln(N), (29)
𝜇∗ = 𝜇∗0 + kBT ln(N
∗), (30)
with the inner potentials 𝜇0 and 𝜇∗0 , which are related to their
inner energies U. In equilibrium, the chemical potentials 𝜇 and
𝜇∗ are equal (𝜇 = 𝜇∗) leading to BOLTZMANN statistics:
N∗
N
= exp(−
𝜇∗0 − 𝜇0
kBT )
= exp(−
Eg
kBT)
, (31)
with Eg = 𝜇∗0 − 𝜇0.
When the system is kept at quasi-equilibrium to drive the process
N → N∗, an additional energy E is needed. Hence, the occupa-
tion ratio between N and N∗ is:
N∗
N
= exp(−
Eg − E
kBT )
(32)
If this isolated system is exposed to an environment, as depicted in
Fig. 2.4.1, it can interact via three different processes: absorption,
emission, and stimulated emission of light.
ABSORPTION If the system is in its ground state, light can be ab-
sorbed (see Fig. 2.4.1). The absorption rate is proportional to the
spectral energy density u(E,T) and the occupation of the ground
N and excited state N∗ [111]. According to EINSTEIN, the probab-
ility for the absorption of a photon is B12u(E,T), where u(E,T) is
the spectral energy density of the environment at temperature T.
Hence, upon absorption the number of molecules in the ground
state is decreased.
SPONTANEOUS EMISSION Molecules in the excited state can
spontaneously emit radiation (see Fig. 2.4.1). The transition rate
for this process is assumed to be proportional to the occupation
of the excited state (N∗). The probability for this process is A.
STIMULATED EMISSION As illustrated in Fig. 2.4.1, the excited
molecules of the system can interact with the external radiation
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field via stimulated emission [111]. The probability for this pro-
cess is B21u(E,T).
Overall, absorption will increase the number of molecules in the
excited state, whereas spontaneous and stimulated emission will
increase the number of molecules in the ground state. The balance
of these processes is expressed via:
𝑑N
𝑑t = AN
∗ − B12N𝑢(E,T) + B21N∗𝑢(E,T), (33)
where A, B12, and B12 are the EINSTEIN coefficients, and t is the
time.
In thermal equilibrium with the external radiation field (environ-
ment), the relative population of ground and excited state remains
temporally constant. This can be expressed via:
𝑑N
𝑑t = 0. (34)
Thus, in thermal equilibrium with the environment the energy
density is
u(E,T) = A(N/N∗)B12 − B21
. (35)
Substituting Eq. (31) in Eq. (35) leads to:
u(E,T) = A
exp(
Eg−E
kBT )
B12 − B21
. (36)
If the system is in complete thermal equilibrium (Eg=0) with its
environment, PLANCKs law is obtained
uBB(E,T) =
8𝜋
𝑐3ℎ3
E3
exp(
E
kBT)
− 1
= A
exp(
E
kBT)
B12 − B21
.
(37)
From Eq. (37) we directly obtain:
B12 = B21, and A =
8𝜋E3
ℎ3𝑐3
B21 (38)
The spectral energy density uBB(E,T) (see Eq. (37)) can be con-
verted to the spectral radiance of the black body (B(E,T)) via the
relation
uBB(E,T) =
4𝜋
𝑐 B(E,T). (39)
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Figure 2.4.2.: Two-level quantum-con-
verter in thermal bath maintained by a black
body radiator at T=RT.
Integrating over a solid angle 𝜋 leads to the irradiance of the black
body (𝐼BB)
𝐼BB(E,T) =
2𝜋
𝑐2ℎ3
E3
exp(
E
kBT)
− 1
, (40)
and finally to the photon flux (𝜙BB)
𝜙BB(E,T) =
𝐼BB
E
= 2𝜋
𝑐2ℎ3
E2
exp(
E
kBT)
− 1
. (41)
It is evident from the EINSTEIN relations in Eq. (38) that emission
and absorption are related to each other. Hence, a solar cell is
absorbing and emitting light simultaneously. Assuming that the
EINSTEIN relations are valid under quasi-equilibrium conditions,
where Eg ≠ 0, WÜRFEL derived the generalized PLANCK law for
grey bodies with the absorption coefficient 𝛼(E) [106, 109]. Thus,
the irradiance I(E,T,Eg)grey of the grey body is:
I(E,T,Eg)grey =
2𝜋
ℎ3𝑐2
𝛼(E)E3
exp(
E−Eg
kBT )
− 1
. (42)
With (E− Eg)/kBT ≫ 1, Eq. (42) can be approximated by:
I(E,T,Eg)grey ≈
2𝜋
ℎ3𝑐2
𝛼(E)E3 exp(−
E
kBT)
exp(
Eg
kBT)
. (43)
In contrast to the black body radiation law, the grey body exhibits
an additional term exp(Eg/kBT), but the spectral shape remains
the same.
Placing a two-level system in a heat bath at RT yields to thermal
equilibrium (see Fig. 2.4.2). The photovoltaic two-level system
generates electrons at the rate 𝜙BB(E,T)EQEPV(E), which have
to recombine and emit the photon flux 𝜙0 due to the principle of
detailed balance
𝜙0(E,T) = 𝜙BB(E,T)EQEPV(E), (44)
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Figure 2.4.3.: Two-level quantum-con-
verter in thermal bath maintained by a black
body radiator. The reservoirs provide for
electrons and holes, which are injected at
voltage V.
where EQEPV is the incident photon-to-electron conversion effi-
ciency defined as:
EQEPV =
𝑁e,out
𝑁￿,in(E)
(45)
= number of electrons collected
number of incident photons at energy E
.
EQEPV already accounts for optical, geminate recombination, and
general transport losses.
Applying a voltage V to the photovoltaic device establishes a quasi-
equilibrium state, where the system is kept excited. Hence, the
recombination events are increased by the number of additionally
excited states:
𝜙0(E,T,V) = 𝜙0(E,T) exp(
eV
kBT)
. (46)
As the photovoltaic device cannot distinguish between photons
emitted by itself or from the surrounding heat bath at temperat-
ure T, the net emitted photon flux is the difference between the
emitted minus the re-absorbed photons:
𝜙net,em(E,T,V) = 𝜙0(E,T,V) − 𝜙0(E,T). (47)
A schematic illustration of this flux balance is shown in Fig. 2.4.3.
Substituting Eq. (44) and Eq. (46) in Eq. (47) yields:
𝜙net,em(E,T,V) = 𝜙BB(E,T)EQEPV(E) (exp(
eV
kBT)
− 1) .
(48)
Substituting PLANCKs law (see Eq. (37)) into Eq. (48), assuming
E ≫ kBT and V ≫ kBT one obtains:
𝜙net,em(E,T,V) ≈
2𝜋
ℎ3𝑐2
EQEPVE
2 exp(
eV
kBT)
exp(−
𝐸
kBT)
.
(49)
This equation states that is it possible to derive the electrolu-
minescence photon flux spectrum (𝜙net,em(E,T,V)) at voltage V
with EQEPV for a grey body, by employing solely thermodynam-
ical considerations.
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2.4.2 Current-voltage curves
DARK CURVES Applying a voltage V to a photovoltaic device
placed in the dark results in the subsequent emission of light due
to the principle of reciprocity [107]. The efficiency of the charge
carrier recombination is defined as:
EQEEL =
N𝜈,out
N𝑒,in
= number of photons emitted
number of electrons injected
, (50)
N𝜈,out = ∫𝜙net,em(T,V,E)𝑑E, (51)
N𝑒,in =
Jinjt
e
, (52)
with the injection current Jinj. Substituting Eq. (50) in Eq. (52)
and subsequently Eq. (51) yields to:
Jinj(V) = eEQE−1ELN𝜈,out = eEQE
−1
EL∫𝜙net,em(T,V,E)𝑑E.
(53)
Inserting Eq. (48) yields to
Jinj(V) = eEQE−1EL(exp(
eV
kBT)
− 1) ⋅
⋅ ∫𝜙BB(E,T)EQEPV(E)𝑑E. (54)
Finally, we obtain:
Jinj(V) = J0(exp(
eV
kBT)
− 1) , (55)
J0 =
e
EQEEL ∫
∞
0
𝜙BB(E,T)EQEPV(E)𝑑E, (56)
which is the dark J-V curve of a photovoltaic cell (see Eq. (55)),
where EQEEL measures the efficiency for charge carrier recom-
bination. Note that Eq. (55) has the same functional depend-
ence as the famous SHOCKLEY equation. Furthermore, in practical
devices deviations occur from contacts, material specific character-
istics etc., which are usually assimilated by an ideality factor.
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BRIGHT CURVES A photovoltaic device under illumination will
absorb additional photons and therefore produce an additional
photo-current Jph:
J(V) = J0(exp(
eV
kBT)
− 1)− Jph, (57)
where the photo-current can be calculated via EQEPV(E) (meas-
ured at short-circuit conditions):
Jph = e∫EQEPV(E)𝜙AM1.5(E)𝑑E, (58)
where 𝜙AM1.5 is the AM 1.5g spectrum. The corresponding spec-
tral irradiance IAM1.5 is shown in Fig. 2.4.4.
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Figure 2.4.4.: Reduced AM 1.5g spectrum showing the spectral irradiance IAM1.5.
SHORT-CIRCUIT CURRENT AND OPEN CIRCUIT-VOLTAGE
At short-circuit conditions (J(V = 0) = Jsc), Eq. (57) simplifies to
Eq. (58). At open-circuit (J = 0 ⇒ Voc), we obtain the open-
circuit voltage Voc:
Voc =
kBT
e
ln(
Jsc
J0
+ 1) . (59)
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The overall J-V curves are shown in Fig. 2.4.5. Furthermore, the
open-circuit voltage depends on the utilized donor/acceptor com-
bination, temperature, electrode materials, as well as light intens-
ity [102].
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Figure 2.4.5.: Dark and bright J-V curves of a photovoltaic device.
FILL FACTOR AND POWER CONVERSION EFFICIENCY
Further characteristic parameters of photovoltaic devices are the
fill factor (FF) and the power conversion efficiency (PCE) defined
as [112]:
FF =
JmppVmpp
JscVoc
, (60)
PCE =
JscVocFF
Pin
, (61)
with Vmpp and Jmpp defined as shown in Fig. 2.4.5 and Pin as the
incident light power density.
2.4.3 Donor-acceptor heterojunction
To efficiently dissociate the strongly bound excitons, two mater-
ials with different IE and EA are used to form a heterojunction
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Figure 2.4.6.: Schematic illustration of the
pathway from absorption of photons to free
charge carriers collected at the electrodes.
[113]. The material which can transfer an electron to another mo-
lecular entity is called donor (D), while the electron accepting ma-
terial is called acceptor (A). Moreover, the acceptor is character-
ised by a lower EA and IE compared to the donor. Energetic-
ally, an ideal heterojunction can be realised by carefully adjusting
the EA and IE of the materials to create an energy step which is
introduced to separate excitons with high probability. The con-
version of photons into charge carriers in a heterojunction can be
described in four steps (see Fig. 2.4.6) [103]:
1. Illumination of the D/A interface with light of sufficient en-
ergy leads to absorption of photons and creation of excitons
e.g. on the D material with efficiency 𝜂A(𝜆).
2. Diffusion of excitons to the D/A junction with efficiency
𝜂ED(𝜆). The efficiency of this step is limited by the lifetime
of the exciton (∼ ps to ns).
3. Exciton dissociation by the formation of a CT state (see Sec-
tion 2.3.2) at the D/A interface with efficiency 𝜂CT(𝜆,V,T).
The dissociation of the CT state is usually explained via
the ONSAGER-BRAUN theory, which gives the probability of
charge carrier separation in an electric field as a function of
their mutual separation and orientation of the electric field
[103].
4. Separation of charge carriers and transport to their respect-
ive electrodes with efficiency 𝜂CC(𝜆,T).
This leads to the overall alternative definition of the EQEPV of an
organic solar cell:
EQEPV = 𝜂A(𝜆)𝜂ED(T)𝜂CT(T)𝜂CC(T,V), (62)
= IQEPV(𝜆,V,T)𝜂A(𝜆), (63)
where IQEPV is the internal quantum efficiency of the photovol-
taic system.
PLANAR HETEROJUNCTION The simplest realisation of a het-
erojunction is depicted in Fig. 2.4.7, where a planar or flat het-
erojunction (PHJ or FHJ) is shown. In this organic solar cell
(OSC) architecture, two materials are deposited one after another
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Figure 2.4.7.: Schematic illustration of a
FHJ device.
²³ The way how the BHJ morphology solidifies
from the vapour is usually not explicitly
controlled and, therefore, self-organised.
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Figure 2.4.8.: Self-assembled donor-ac-
ceptor morphology of a BHJ device.
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Figure 2.4.9.: Schematic of an ideal BHJ.
The width w of the pillars is comparable
to the exciton diffusion length, whereas the
thickness d is comparable to the mean free
path of the free charge carriers.
[113]. The PCE of FHJ organic solar cells is mainly limited by ex-
citon migration, which limits the layer thicknesses to about 5 nm
to 40 nm.
BULK HETEROJUNCTION Higher PCEs can be achieved when
both the D and the A of the absorber layer are co-deposited to
form a bulk heterojunction (BHJ), compensating for the short
exciton lifetime. The co-deposition of D and A leads to the ar-
rangement of a self-organised23 (see Fig. 2.4.8), interpenetrating
network, where mainly 𝜂ED and 𝜂CC are balanced to maximise the
PCE of the OSC [114]. On one side, the D and A domains should
possess a maximised interface to dissociate as many excitons as
possible. On the other side, there need to be closed transport
paths for the dissociated charge carriers. Hence, the BHJ is a del-
icate balance of mainly two different constraints: On one side, effi-
cient exciton dissociation demands for a finely mixed morphology,
whereas on the other side the coarse, well-connected domains are
required to transport the charge carriers [115]. Furthermore, it
should be noted that the pace for higher PCEs of OSCs is mainly
driven by the demand for optimized energy level alignment and
optical gap of the various D relative to the A, widely neglecting
the understanding and controlling of the absorber layer morpho-
logy [116]. This suggests that microstructural obstacles are the
practical limiting factor of OSCs. Moreover, morphological is-
sues are often blamed to alter the PCE, although only inadequate
attempts are taken to tackle the problems.
It is clear that the understanding of D-A phase-separation is of ut-
most importance, as it is a key step to improve the PCE of OSCs.
As phase-separation (morphology) in these binary blends is the
central topic of this thesis, further properties are discussed now.
The wish list for the ideal BHJ (see Fig. 2.4.9) absorber layer is
extensive, screaming for a plethora of challenges to be tackled sim-
ultaneously, namely, but by far not limited to:
1. Defect free and isotropic materials.
2. Materials with broad, complementary absorption to harvest
all photons; the layer thickness d is in the range of the ab-
sorption length 𝛼−1.
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Figure 2.4.10.: Scanning electron micro-
scope (SEM) micrograph of crystalline nan-
opillars. Scale bar: 1 µm. Reprinted
with permission from [58]. Copyright 2014
American Chemical Society.
Figure 2.4.11.: SEM micrograph of a typ-
ical BHJ. Scale bar: 200 nm. Reprinted
with permission fromMacmillan Publishers
Ltd: Nature [117], copyright 2003.
3. Similar exciton diffusion lengths LD,exc (w ≲ 2LD,exc as
shown in Fig. 2.4.9) of both materials to ensure that all ex-
citons reach the interface before they recombine.
4. Comparable mean free charge carrier path to ensure that the
charge carriers exit the BHJ instead of recombining.
A possible geometric realisation of the specified requirements is
depicted in Fig. 2.4.9. The outperforming characteristics of those
ideal BHJs are predicted by simulations [118, 119]. Nevertheless,
difficulties to structure OSCs as shown in Fig. 2.4.9 arise from
the inherent lack of controlling the molecular orientation of the
usually highly anisotropic molecules with respect to the substrate,
and the inability to (co-)deposit material with high packing dens-
ity in the illustrated way, at the appropriate length scale (∼5 nm
to 10 nm).
In principle, there are methods available to control the growth of
nanopillars of inorganic materials, which have found limited ap-
plication to organic materials [120]. In this regard, ZHANG et al.
showed an increase of power conversion efficiency with a struc-
tured BHJ architecture (see Fig. 2.4.10) using a specifically adap-
ted thermal evaporation method for organic solar cells [58].
Usually, BHJs are manufactured by a co-deposition of both mater-
ials, rather than two consecutive steps as used by ZHANG et al.The
result of this co-deposition is a self-organised, bicontinuous, inter-
penetrated network as shown in Fig. 2.4.11 [112, 114, 121]. Ideally,
the phase-separation is approximately 10 nm to 20 nm, ensuring a
high exciton dissociation rate [121]. The phase-separation in these
blends can be influenced by a subtle interplay of materials and pro-
cessing parameters.
From the computational view, BHJ morphologies are widely mod-
elled using the ISING model for ferromagnetic materials, which
proves to generate qualitatively acceptable morphologies with re-
latively low temporal and computational effort [122]. In the first
step, the 3D volume of the BHJ is divided by a Cartesian lattice.
Afterwards, every voxel is randomly assigned to a ”spin” 𝑠 being
either ”-1” (D) or ”+1” (A) (see Fig. 2.4.12a). Next, the energy of
a randomly selected voxels is calculated via the Hamiltonian H𝑖:
H𝑖 = −
K
2 ∑𝑖 (
𝛿𝑠𝑖,𝑠𝑗 − 1) , (64)
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Figure 2.4.12.: Panel (a) shows the ini-
tial morphology generated by the ISING
model. Panel (b) shows the relaxed mor-
phology after 400 steps. Panel (c) depicts
the morphology after ≈ 105 steps. The
bottom graph shows the calculated exciton
dissociation probability, the charge carrier
collection probability, and the IQEPV (cf.
Section 2.4.3). Reprinted with permis-
sion from [118]. Copyright 2005 American
Chemical Society.
with the interaction energy K and the KRONECKER delta 𝛿𝑖,𝑗 . In
the last step, the neighbouring site energies ΔH are calculated
using Eq. (64) and swapped with the BOLTZMANN probability P:
P (ΔH) =
exp(−ΔH/kBT)
1 + exp(−ΔH/kBT)
. (65)
Depending on how many steps are performed, different morpho-
logies can be obtained (see Figs. 2.4.12b and 2.4.12c).
However, these models do not consider any kinetic or thermody-
namic details of the phase-separation [68, 96, 118, 123]. Never-
theless, it is possible to study the relationship between morpho-
logy, exciton dissociation, and charge carrier extraction probab-
ility. As shown in the bottom graph in Fig. 2.4.12, a trade-off
between exciton dissociation and charge carrier collection probab-
ility is existing. Furthermore, WATKINS et al. showed that a colum-
nar chequered morphology similar to Fig. 2.4.9 is ideal, leading
to an IQEPV close to 80% [118]. Besides further necessary refine-
ments of the Monte-Carlo approach, the study by WATKINS indic-
ates the importance to understand links between processing condi-
tions, morphology, and PCE of OSCs. Similar studies emphasize
that local variations in the blend layer as well domain size and en-
ergetic disorder strongly affect charge carrier mobility [115].
Experimentally, global probes like X-ray diffraction (XRD) and
local probes like transmission electron microscopy (TEM), scan-
ning transmission X-ray microscopy (STXM), and atomic force
microscopy (AFM) can help to understand the relation between
processing, morphology, and efficiency.
2.4.4 The pin concept
Besides the theoretical thoughts made in Section 2.4, a practical
question arises: How can the generated charge carriers be extrac-
ted before they recombine? To collect the charge carriers gener-
ated in the absorber layer, an electric field is suitable to spatially
separate the charge carriers (see Section 2.4.3), or, more precisely,
the electric field lowers the hopping barriers for the charge carri-
ers [103].
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Figure 2.4.13.: Schematic illustration of the
𝑝𝑖𝑛 concept. The intrinsic absorber layer is
contacted by 𝑛 and 𝑝 doped transport layers.
Adapted from [124].
²⁴ The molar ratio is defined as the ratio
between the dopant and host molecules [75].
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Figure 2.4.14.: Schematic illustration
of electrical doping. Upon 𝑝-doping
(𝑛-doping) an electron from the matrix
(dopant) is transferred to the dopant
(matrix).
Furthermore, semi-permeable membranes are attached on both
sides of the absorber layer, which serve as single-direction valves
for either holes and electrons. From the electrical point of view,
thesemembranes should have electrical conductivities in the range
of 10 × 10−5 S cm−1 to minimise the ohmic losses and provide suit-
able energy levels for the respective charge carrier type, which is
attained by electrical doping (see Section 2.4.5) [124, 125].
On one side, the energy level offsets of these so-called transport
layers (𝑛-doped and 𝑝-doped) generate an electrical field over the
absorber layer (𝑖), which supports exciton dissociation and charge
carrier collection [103]. On the other side, the transport layers
block the transfer of excitons into the doped layers. Moreover,
the transport layers should be optically transparent to minimise
their parasitic absorption. Materials fulfilling those requirements
enable the optimization of the optical field maximum into the ab-
sorber layer by simple thickness variations of the respective trans-
port layer with acceptable electrical losses [126].
2.4.5 Electrical doping
To increase the electrical conductivity of the transport layers, mo-
bile charge carriers are required. Therefore, the matrix material
is doped by the dopant via co-deposition of both material. Upon
blending dopant and matrix at lowmolar ratios24 down to 1‰ and
lower, a charge transfer from the dopant to the matrix material oc-
curs. Thereby, the density of free charge carriers of the transport
layer is significantly increased, leading to a significant increase of
conductivity by several orders of magnitude [75, 127]. As dopants
usually other organic molecules or atoms are used.
In case of 𝑝-doping, the LUMO of the dopant is lower than the
HOMOof thematrix (see Fig. 2.4.14). In a simplified picture, the
electron from the matrix can hop to the dopant molecule, leaving
the matrix ionised. In case of 𝑛-doping, theHOMOof the dopant
is above the LUMO of the matrix material. Hence, the dopant
donates an electron to the matrix molecule. Detailed information
about molecular doping can be found in [75, 127, 128].
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Materials & Methods
In this chapter, a brief overview on the different materials, their
preparation, the employed experimental methods, and the accom-
panying evaluation methods are presented. At first, the physical
properties of the used materials are reviewed. Secondly, the pre-
paration of thin films via thermal evaporation in vacuum on dif-
ferent substrates, utilized in the experimental methods, is briefly
described. Thirdly, the utilized experimental methods such as
photoconductive atomic force microscopy (pcAFM), transmission
electron microscopy (TEM), scanning transmission electron mi-
croscopy (STEM), and transmission X-ray microscopy (STXM)
as well as the necessary evaluation steps are presented.
3.1 MATERIALS PROPERTIES
3.1.1 The Buckminster fullerene
The BUCKMINSTER fullerene C60 is a zero dimensional modifica-
tion of carbon, amongst carbon nanotubes (one dimensional), and
the two dimensional material graphene [130–132]. In OSCs, C60
is the commonly used acceptor in the absorber layer, due to its
high EA as listed in Table 3.1.1. As shown in Fig. 3.1.1a, C60 is
a spherical molecule composed of combinations of carbon atoms
organised in pentagons and hexagons. Atomic force microscopic
images of C60 illustrating the pentagons and hexagons are shown
in Figs. 3.1.1b to 3.1.1f. Furthermore, Fig. 3.1.1f shows that the
bond length in C60 varies: the hexagon bond length is ∼ 5 %
shorter than the pentagon bond [129].
Due to the high symmetry of C60, it is relatively inert and exhib-
its a low surface energy [133]. The polymorphism of C60 leads
to the crystallisation is different lattices, such as hexagonal-closed
packing or face centred cubic [134, 135]. As listed in Table 3.1.1,
the mobilities of C60 OFETs range from ∼ 1 × 10−4 cm2 V−1 s−1
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Figure 3.1.1.: Part (a) shows a model of the C60 molecule. The bonds fusing a hexagon (h) and a pentagon (p) have different bond
length. Parts (b) to (e) display AFMmeasurements showing the frequency shift at different tip heights 𝑧 above C60/Cu(111) using a CO
functionalized tip. Part (f) shows the LAPLACE filtered image of part (e), utilized to measure the bond length. Image size 10 by 10 Å2,
oscillation amplitude 0.36Å. From [129]. Reprinted with permission from AAAS.
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Figure 3.1.2.: Chemical structure of ZnPc.
to 5 cm2 V−1 s−1, depending on the crystallinity of C60.
Apart from these chemical properties of C60, OSC relevant char-
acteristics are listed in Table 3.1.1. The C60 employed in this work
is purchased from CREAPHYS (Dresden, Germany).
Table 3.1.1.: Overview on different (photo)physical properties of C60.
Physical property Value and method Source
IE 6.5 eV to 6.85 eV via ultraviolet photoelectron spectroscopy (UPS) [75, 136]
EA 4.0 eV via inverse photoelectron spectroscopy (IPES) [137]
Eg 1.95 eV to (2.3± 0.1) eV [138, 139]
LD,exc 7 nm (singlet, via TRMC)-(40± 5) nm (triplet, via EQEPV) [126, 140]
mass density (𝜌m) 1.63 g cm−3 to (1.65± 0.05) g cm−3 [141, 142]
electron mobility (𝜇e) 6.6 × 10−3 cm2 V−1 s−1 (via thin film OFET) to
(5.2± 2.1) cm2 V−1 s−1 (via single crystal OFET) [75, 143, 144]
3.1.2 The donor ZnPc
Zinc phthalocyanine (ZnPc, see Fig. 3.1.2) belongs to the family
of the metal phthalocyanines (MPcs), which are widely available
and low-cost. Metal phthalocyanines are used for various applic-
ations such as gas sensors, in DVDs, colour printers, and organic
solar cells [145, 146]. In gas sensors, MPcs are utilized due to
their chemical sensitivity to gases such as O2, N2 etc., changing
their electrical conductivity, in DVDs for long term information
storage (300 years guaranteed), due to their high stability, and in
colour printers as dyes [147, 148]. Depending on the central metal
atom, MPcs differ in electrical conductivities, activation energies,
and optical properties [149, 150]. Due to its high absorption coeffi-
cient, ZnPc is used as a donor in the absorber layer of OSCs [151].
In literature at least two ZnPc crystal modifications are reported:
𝛼-ZnPc (triclinic phase) and 𝛽-ZnPc (monoclinic phase) [152–
154]. According to literature, the phase transition from 𝛼-ZnPc
to 𝛽-ZnPc occurs at temperatures from 77 °C to 400 °C depending
on the utilized fabrication (solvent treatment, controlled substrate
temperature during deposition, or post-annealing) and measure-
ment method [145, 155–158]. As shown in Fig. 3.1.3, 𝛽-ZnPc is
characterised by a minimal distance between the central Zn atom
and the N atoms of the next molecule as compared to 𝛼-ZnPc.
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Table 3.1.2.: Overview on different (photo)physical properties of ZnPc.
Physical property Value and method Source
IE 5.0 eV to 5.4 eV via UPS [75, 136]
EA 3.3 eV via IPES [162]
Eg 1.39 eV to 1.55 eV [75, 146]
𝜌m 1.55 g cm−3 [141]
hole mobility (𝜇h) 5 × 10−5 cm2 V−1 s−1 (via CELIV) to
2.2 × 10−2 cm2 V−1 s−1 (via OFET) [163–165]
stacking axis
N
N
stacking axis
N
N
ba
Figure 3.1.3.: Part (a) shows a molecular
stack of 𝛼-ZnPc and part (b) of 𝛽-ZnPc.
The orange circles highlight Zn atoms and
the grey circles N atoms. Adapted from
[161].
Figure 3.1.4.: Frontier orbitals of
DCV2 − 5T obtained from semi-empirical
calculations. Reprinted with permission
from Wiley & Sons [166].
²⁵ Although D33 is deposited on Au(111), the
DFT calculated free-molecule shape of the
frontier orbitals is preserved [174].
²⁶ In this context A and D refer to electron
withdrawing and electron donating moieties of
the molecule.
Moreover, the 𝛼-ZnPc to 𝛽-ZnPc transition is associated with
a change in the surface texture, from spherically shaped nano-
particles to elongated nanorods [158–160]. An overview over typ-
ical electro-optical properties is listed in Table 3.1.2. The ZnPc
used in this work is purchased from ABCR (Karlsruhe, Germany).
3.1.3 The donor molecules D33 and D1155
Dicyanovinylene substituted oligothiophenes (DCVnT) are com-
pounds which are widely used in organic electronics [27, 167–172].
The attachment of dicyanovinylene (DCV) end groups lowers the
LUMO and results in strong absorption in the visible spectral
range [166]. As shown in Fig. 3.1.4, the electrons in the HOMO
are mainly distributed over the thiophene backbone, whereas the
LUMO electron density is located at the DCV units [166, 173].
In this thesis, two similar methyl substituted dicyano-quinque-
thiophenes (D33 and D1155) are used as donor molecules with
the acceptor C60 [166]. The chemical structures of both donor mo-
lecules are shown in Fig. 3.1.5. Density functional theory
(DFT) calculations of D33molecules in the gas phase suggest the
existence of several isomers with differently oriented thiophene
units [174]. As shown in Fig. 3.1.6 and suggested by FITZNER
et al., the configuration with alternating thiophene units and a
slightly bended D33 molecule seems to be energetically favour-
able on metal substrates like Au(111)25 [174, 175]. The bending of
D33 is caused by the A-D-A structure26 of the molecule. Thus,
the A-D-A structure of D33 facilitates the interaction between the
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Table 3.1.3.: Overview on different properties of D33 and D1155.
Physical quantity Value
D33
EHOMO 5.66 eV [166]
EACV 3.75 eV [166]
IE −5.75 eV [177]
𝜌m 1.3 g cm−3
D1155
EHOMO 5.64 eV [166]
EACV 3.73 eV [166]
𝜌m 1.3 g cm−3 [141]
b
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Figure 3.1.5.: Chemical structures of D33
(part a) and D1155 (part b). The Me
groups denote methyl (CH3) groups.
Figure 3.1.6.: Scanning tunnelling micro-
scope (STM) image of D33 on a Au(111)
substrate, recorded with a Xe functionalised
tip. Taken from [174].
CN groups with the thiophene rings. Additionally, the singly con-
nected thiophene units of D33 and D1155 suggest a certain flex-
ibility which might lead to a rotational degree of freedom of e.g.
CN groups in both compounds. This may facilitate a pronounced
polymorphism in thin films of both materials. However, as both
materials are rarely available, only little is known about the electro-
optical properties (see Table 3.1.3). As shown in Fig. 3.1.7, the
absorption coefficient of D33:C60 blends is significantly higher
as compared to ZnPc:C60 blends.
OSCs with D33:C60 absorber layer reach efficiencies up to 8.3 %
in single-junctions [176], whereas OSCs with the donor molecule
D1155 instead of D33 achieve up to PCE=4.8 % [166]. The dif-
ference in PCE is hypothesized to be associated with different
thin film morphologies due to the additional methyl side chains
in D1155 [166, 171]. D33 and D1155 are purchased form SYN-
THON (Bitterfeld, Germany).
3.2 SAMPLE PREPARATION
3.2.1 Vacuum deposition
Organic thin films of small molecules like ZnPc and C60 are com-
monly prepared by organic molecular beam deposition (OMBD),
which is also called thermal evaporation. The unique advantage of
OMBD is the processing in ultra-high vacuum (UHV), allowing
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Figure 3.1.7.: Absorption coefficients (𝛼) of C60, D33, D33:C60 (2:1, Tsub=80 °C), and ZnPc:C60 (2:1, Tsub=RT) [141].
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Figure 3.2.1.: Schematic illustration of the
(co-) evaporation of two materials A and B
on a substrate, kept at Tsub. The thicknesses
are controlled by the respective QCMs.
²⁷ MACOR® is machinable glass-ceramic,
suitable for vacuum and high temperatures.
the controlled growth of ultra-thin layers in an atomically clean
atmosphere [178]. To evaporate the organic substances, the cru-
cibles with the materials are placed in ultra-high vacuum (UHV)
chambers and are resistively heated until the materials begin to
sublime (see Fig. 3.2.1). To achieve well defined thicknesses, each
material thickness is controlled by an individual quartz crystal
monitor (QCM) and temperature controller. Depending on
the specific requirements of the utilized experimental technique,
different substrates are used. To minimise the measuring inac-
curacies, all substrates are mounted on MACOR®27 sample holders,
which are heated out at T>150 °C and subsequently put into nitro-
gen atmosphere, to minimise the adsorption of environmental wa-
ter on the substrates and the sample holder. After cooling down,
the sample holders are transferred to vacuum and, if necessary,
heated out again in vacuum.
The substrates for the pcAFM investigations are indium tin ox-
ide (ITO) coated glasses, SiO2 coated TEM grids, or Si3N4 win-
dows for the TEM, STEM, and STXM investigations as they
are commercially available and transparent for X-rays and elec-
trons. AFM and TEM images of the substrates can be found in
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Figure 3.2.2.: MACOR® sample holder with
two TEM substrates, which are fixed with
washers and vacuum suitable tape.
²⁸ An Alumel® Chromel® type K thermocouple
is used.
²⁹ Purchased from THORLABS: F2D5ES20,
extremely fine hex adjuster, M2.5 × 0.20,
8mm long.
³⁰ Purchased from THORLABS: F2D5ESN1P,
M2.5 × 0.20 threaded bushing.
Appendix A.5. The substrates are coated with organic materials
at a multi-chamber vacuum tool (working name UFO 1) at a base
pressure p<1 × 10−8mbar. To control the phase-separation in
organic blends, the substrates are resistively heated during depos-
ition of the thin films. Thereby, the substrate temperature (Tsub)
is controlled by a thermocouple28 placed nearby in the centre of
the glass substrate (see Figs. 3.2.1 and 3.2.2) as the temperature
distribution on the glass substrate is usually inhomogeneous [171].
3.2.2 STXM sample holder
As shown in Fig. 3.2.3a, the multi-window Si3N4 substrate (frame
length: 5mm × 5mm) consists of a 5 × 5 matrix of individual
quadratic windows, which can be coated with organic materials.
Each window has the dimensions (length × width × thickness):
250 µm × 250 µm × 100 nm. These windows are used due the rel-
atively high linear transmission of Si3N4 in the soft X-ray energy
region utilized in the STXM experiments.
These substrates are used to prepare the specimen for STXM
measurements as they allow us to manufacture five samples on
a single substrate via shadow masking. This procedure signific-
antly reduces the vacuum loading/unloading cycles at the STXM
and saves organic material.
However, to structure the 5 × 5 Si3N4 STXM substrates, a back
pack (see Figs. 3.2.3b and 3.2.3c) for the standardMACOR® sample
holder was constructed and manufactured (see Fig. 3.2.3d). The
back pack is made of Al and consists of a mobile sledge guided
by two rails. A precision screw29 mounted in threaded bushing30
can move the 5 × 5 Si3N4 substrate mounted on the heat spreader.
To heat the substrate during the evaporation of the materials, a
highly resistive Ni/Cr wire was densely wound around an insulat-
ing glass substrate and mounted between the sledge and the heat
spreader (see Fig. 3.2.3b). To enable good thermal contact to the
sledge and heat spreader (see Figs. 3.2.3b and 3.2.3d), the sub-
strate heating was fixed with double-sided KAPTON tape. Finally,
a fixedmounted 400 µm narrow slit serves as a shadowmask to coat
the 5 × 5 Si3N4 substrate column by column as shown at the in-
set in Fig. 3.2.3a. The shadow mask adjustment via the precision
screw was performed by eye in a N2 filled glovebox.
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Figure 3.2.3.: Part (a) shows the 5 × 5 Si3N4 substrate and the inset a structured substrate. Part (b) shows a side view on the substrate
heating construction used with the STXM back pack. Part (c) shows a CAD drawing of the STXM back pack mounted on a standard
sample holder (bottom view) constructed by SVEN KUNZE (IAPP). Part (d) shows a photo of the mounted STXM back pack (top view).
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3.3 MICROSCOPIC METHODS
The ability to understand and to control the morphology of the
absorber layer is of paramount importance for the steady perform-
ance increase of OSCs. Here, we introduce the employed mi-
croscopic methods to analyse the relationship between molecular
structure, processing, and thin film morphology of the absorber
layer of OSCs in order to move from the trial-and-error optimiz-
ation towards a basic understanding [179].
These methods are: near-edge X-ray absorption fine structure
(NEXAFS, length scales: <1 Å to 3 nm) integrated in a scanning
transmission X-ray microscopy (STXM, length scales: 70 nm to
100 µm), photoconductive atomic force microscopy (pcAFM, in-
vestigated length scales: 25 nm to 100 µm), scanning transmission
electron microscopy (STEM) as well as transmission electron mi-
croscopy (TEM, length scales: <1 nm to 100 µm) covering the
most important length scales for the optoelectronic processes in
OSCs. Utilizing this multi-technique approach, we are able to
characterise the blend layers at the surface (pcAFM) and within
the bulk (STEM, STXM, TEM) clarifying its chemical compos-
ition and structure. Thus, our approach fulfils the demands of
several publications emphasizing the importance to characterise
the absorber at different length scales in order to gain insights
into the structure-property relationship of the absorber layer [21,
179–181].
3.3.1 Atomic force microscopy
Atomic force microscopy is a scanning probe method that utilizes
a sharp tip scanning across the surface of the sample, imaging the
topography in three dimensions [182]. While the initial technique
was confined to image the sample topography, a wide range of in-
strumental modifications lead to a plethora of new AFM modes,
for instance KELVIN probe force microscopy (KPFM) and photo-
conductive AFM [183–185].
However, apart from the specific technical implementation, every
AFM consists of a piezo scanner, a shaker piezo, a detector set-up,
and a feedback loop. As shown in Fig. 3.3.1, the sample is moun-
ted on the piezo scanner, which scans the sample relatively to the
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Figure 3.3.1.: Schematic illustration of a ba-
sic AFM set-up.
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fixed AFM tip. Depending on the operation mode, the AFM tip
is driven by the shaker piezo near its resonance frequency (dynam-
ical mode), or in a static mode without the shaker piezo. In any
case, while scanning over the sample surface, the tip will experi-
ence locally varying forces (see Chapter 2) leading to a deflection
of the cantilever. The locally varying forces are detected by a fast
photo-diode and utilized to keep the tip-sample force fixed at a
pre-set value via a feedback loop.
We use the AFM in a dynamic mode called intermittent-contact
mode (or tapping mode®), and in the static pcAFM mode which
are briefly introduced in the next paragraphs.
Intermittent contact mode
Intermittent contact mode (or tapping mode®) is a simple imple-
mentation of a dynamic mode in an AFM. In tapping mode®, the
cantilever is resonantly driven by the shaker piezo, oscillating at
relatively large oscillation amplitudes (∼ 100 nm) above the sur-
face. The oscillation frequency of the used cantilevers is around
∼ 300 kHz. Approaching the oscillating cantilever to the sample
surface leads to a shift in oscillation frequency and amplitude. In
tapping mode, the oscillation amplitude is used by the feedback
loop to keep the tip sample interaction constant. HOOKEs law
leads to the height information by measuring the tip-sample force.
The advantage of tapping mode®, is the lower tip-sample interac-
tion force, as compared to contact mode AFM [186].
Photoconductive atomic force microscopy
We use photoconductive AFM (pcAFM) to map the short-cir-
cuit current distribution and the topography of the absorber layer
with a spatial resolution limited only by the tip radius [184, 187].
To measure the short-circuit current distribution in the absorber
layer, the sample is illuminated with a light source via an inver-
ted microscope while the sample is scanning relatively to the fixed
metal-coated tip in contact mode over the surface. In this config-
uration the metal-coated AFM tip (Au31, PtSi32; see Table 3.3.1
and Figs. 3.3.2 and 3.3.3) serves as a local top contact for the ab-
sorber layer, while the ITO coated glass serves as the counter-elec-
trode. Thus, pcAFM resolves the local optoelectronic response of
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Table 3.3.1.: Work functions (Wf) of different AFM coatings.
material work function
PtSi 4.86 eV to 4.97 eV [188]
Au 4.3 eV to 5.1 eV [189, 190]
15 µm SEM
Figure 3.3.2.: SEM image of PtSi coated
AFM tip as purchased from NANOAND-
MORE. Image recorded by Dr. PETER
FORMANEK (Leibniz Institute of Polymer
Research, Dresden, Germany; IPF).
15 µm SEM
Figure 3.3.3.: SEM image of Au coated
AFM tip as purchased from NANOAND-
MORE. Image recorded by Dr. PETER
FORMANEK (IPF).
the sample upon illumination with sub-wavelength resolution.
Usually, the illumination is provided by a laser which is focused
by an objective to the sample to generate photocurrents which are
above the detection limit of the employed current amplifier. Start-
ing from Eq. (58) for monochromatic illumination with intensity
I leads to
jsc =
e𝜆
ℎ𝑐EQEPVI, (66)
a first approximation of the expected short-circuit current at the
AFM apex. Assuming EQEPV=0.75 at 𝜆=532 nm and an incident
light intensity of I=1000Wm−2 at 𝜆=532 nm gives jsc=318Am−2.
Assuming a spherically shaped AFM tip with a radius of 25 nm,
indenting half of the sphere diameter into the sample leads to a
tip-sample contact area of Ats=4000 nm
2. This results in a short-
circuit current at the AFM tip of Jsc=1 pA. Practically, the ex-
pected short-circuit current is further decreased by e.g. (organic)
adsorbates at the tip and an imperfect level alignment between
tip and sample [191]. Briefly, this rough estimation shows that
high intensities are required to obtain short-circuit current signi-
ficantly above the noise level (∼ 400 fA) of the current amplifier.
As mentioned above, one option to increase the short-circuit cur-
rent is to use an objective which focuses the light to a tiny spot.
Other groups use a polychromatic light source in order to obtain
higher short-circuit currents [192]. Nevertheless, one has to be
careful as the thermal power introduced by such a light source may
lead to mechanical stability issues of the piezo scanner or spring
constant of the cantilever etc.
The utilized pcAFM set-up is shown in Fig. 3.3.4. The set-up con-
sists of an inverted optical microscope using a 20× objective for
the confocal-like illumination of the AFM tip. Depending on the
absorption spectrum of the sample, three different lasers are avail-
able for excitation: 𝜆=450 nm (P=50mW), 𝜆=532 nm
(P=10mW), and 𝜆=635 nm (P=5mW), which can be attenuated
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Figure 3.3.4.: Schematic illustration of the pcAFM set-up used for the characterisation of nanoscopic short-circuit current distributions
at organic layers.
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by neutral optical density (OD) filters. The light from the lasers
is guided by two mirrors to the back port of the microscope.
Due to stability and adjustment issues, the standard precision
screw controlled mirrors were substituted by two piezo mirrors
obtained fromDr. STEFANGRAFSTRÖM (Institut für Angewandte
Photophysik, Dresden, Germany; IAPP). As a result the adjust-
ment of the approximately 1 µm (diameter ≫ tip radius) small
laser spot can be done electrically with nm resolution, instead of
precision screws, without touching the set-up. The advantage of
two individual piezo mirrors lies in the independent 𝑥 and 𝑦 ad-
justment of the approximately GAUSSIAN shaped spot on tip apex
to maximise the short-circuit current. Moreover, the beam path
was changed from using the microscope’s internal beam splitter,
to an externally mounted one. Thus, the attenuated laser spot is
visible in the oculars, significantly simplifying the alignment of
incident light with the AFM tip for short-circuit measurements.
Before, the beam splitter was placed on the optical table, introdu-
cing several optical aberrations due to additionally necessary op-
tical elements. Besides these optical features, the set-up enables
us to measure the samples in inert N2 atmosphere at glove box-
like conditions, minimizing the (photo)oxidation of the organic
layers [193].
Besides the photo-physical processes to generate charge carriers
in the absorber layer (cf. Section 2.4), the principal contrast in
pcAFM operated at short-circuit current conditions arises from
the energy level alignment between sample and AFM tip. As we
can see from Table 3.3.1 and energy levels of the utilized materials
(cf. Section 3.1), the lowest energy barriers are expected between
the AFM tip coating and the HOMO of donor molecules. Thus,
predominantly the hole-current is mapped with metal-coated
AFM tips in pcAFM whenever a donor enriched domain is in
electrical contact with the AFM tip.
The samples are investigated with a COMBISCOPE 1000 purchased
from AIST-NT and the recorded data is analysed with the open-
source software GWYDDION [194]. The relevant imaging condi-
tions are specified at the caption of every pcAFM image, provid-
ing information about the employed AFM tip coating, the laser
wavelength (𝜆), and the attenuation of the incident laser intens-
ity.
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3.3.2 Scanning transmission X-ray microscopy
To analyse the chemical composition and electronic structure of
the blend absorber layers, STXM measurements with soft X-rays
(SXRs) utilizing the C-K absorption edge of atoms in organic mo-
lecules (see Fig. 3.3.5) are performed.
As shown in Fig. 3.3.5, SXRs range from 50 eV to approximately
2.5 keV [195]. The SXR region of the electromagnetic spectrum
is characterised by primary resonances (K- and L-absorption) of
chemical elements with low atomic number (Z), for instance car-
bon (C-K edge at 284.9 eV [196]) [195]. As schematically depicted
in Fig. 3.3.6, the excitation of atoms with SXRs is associated with
the photoabsorption (photoelectric effect) by a tightly bound elec-
tron, which is then excited from a K shell to a higher orbital or ejec-
ted out of the atom (photoelectron) to vacuum. The subsequently
created core-hole (lifetime ∼fs [29]) is filled by an electron from
a higher shell, which is pulled towards the core by the attractive
potential of the nucleus, emitting a photon (characteristic X-rays).
Hence, either the ejected electrons or the emitted photons (X-ray
fluorescence) give information about the electronic structure of
the probed atom, while COMPTON or inelastic scattering is negli-
gible [29, 197]. As the localised core levels of the atoms of a mo-
lecule vary slightly in energy, depending on their chemical envir-
onment established by the valence electrons, SXR radiation can be
used to determine the bonding environment of differently bound
atoms in a molecule.
Synchrotrons are an indispensable tool to create highly mono-
chromatic, tunable SXRs which are required to resolve the fine
structure of atoms [195]. As shown in Fig. 3.3.7, the synchrotron
consists of a linear accelerator (linac) which accelerates (LORENTZ
force) the electrons to relativistic speeds (∼MeV). At the Swiss
light source (SLS), they are further accelerated by the booster to
2.4GeV. Finally, they are injected into a storage ring, where they
are accelerated (bent) to produce tunable electromagnetic waves.
Note, that all processes take place in vacuum. The bending of the
electrons is usually achieved with three types of magnetic struc-
tures: wigglers, bending magnets, or undulators. Depending on
the magnetic structure used, the intensity, and polarisation can
be tuned [198]. The polychromatic X-ray radiation (”X-ray light
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Figure 3.3.8.: Schematic illustration optical
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are not drawn to scale.
Figure 3.3.9.: SEM image of a FZP. Image
taken from [202].
bulb”) used in our experiments originates from a bending magnet
(magnetic field ∼2.4 T), which is also used to keep the electrons
circulating in the storage ring.
At the end of the beam line, the SXR light is coupled into two sim-
ilar scanning transmission X-ray microscopes (STXMs) named
NanoXAS and PolLux [199–201]. The principal set-up of a
STXM is depicted in Fig. 3.3.8. The polychromatic light enters
the entrance slit and is illuminating the water-cooled spherical
gratingmonochromator, reflecting themonochromatic light to the
exit slit. Optimizing the entrance and exit slits is an essential part
of the STXM operation to obtain an optimal ratio between intens-
ity, energy, and spatial resolution of the STXM. Afterwards, the
monochromatic light passes the FRESNEL zone plate (FZP) lens
which focuses the light to a small spot of approximately 40 nm.
As shown in Fig. 3.3.9 the FZP consists of radially symmetric
arranged rings, which alternate between transparent (e.g. Si3N4)
and opaque (e.g.Au). The FZP lens is a diffractive optical element,
which is the only possibility to focus X-rays as the complex index
of refraction is almost unity for all materials, resulting in a neg-
ligible refraction of the SXRs [198]. The outer zone plate width
of the FZP is Δr=40 nm and determines the spatial resolution via
RAYLEIGH’s criterion using the 1st order focus: ΔrRayl. = 1.22Δr
[198]. Lastly, as shown in Fig. 3.3.10 only light from first order
diffraction is passing the order sorting aperture (OSA) and forms
a focus on the sample. The focal length 𝑓 of the optical system is
inversely proportional to the wavelength 𝜆 and, thus, needs to be
adjusted for every energy.
Generally, a STXM can be operated either in imaging or spectro-
scopy mode, or in a combined one. In imaging mode, the X-ray
beam scans over the sample at a fixed energy. In spectroscopy
mode, the X-ray beam is spatially fixed and the energy is varied.
The combined mode is called microspectroscopy mode, where sev-
eral images at varying incident photon energies are recorded. In
the next paragraph, we give a brief overview about the different
modes, starting with the spectroscopy mode. Furthermore, we
want to mention that STXM is capable of revealing the molecu-
lar orientation and molecular order by exploiting the linear X-ray
dichroism of organic molecules [203].
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Figure 3.3.10.: Diffraction of the incident
plane wave at the FZP. The OSA blocks
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Figure 3.3.11.: Part (a) shows the schematic
trend of 𝛼X−ray as a function of E. Part (b)
illustrates the LAMBERT-BEER law.
X-ray absorption spectroscopy
X-ray absorption spectroscopy (XAS) measures the energy de-
pendent fine structure of the linear X-ray attenuation coefficient
(𝜇X−ray) of a material. As illustrated in Fig. 3.3.11, varying the
energy of X-rays around the intrinsically element specific absorp-
tion edge results in an abrupt change of the absorption coefficient
[204, 205]. This photoabsorption probability between two states
can in principal be calculated by FERMIs golden rule (dipole ap-
proximation) [29].
As shown in Fig. 3.3.12, the region with transitions to occupied
states is called pre-edge (no absorption), which is subsequently
followed by transition to bound unoccupied states. This region
around the first absorption edge is called near edge X-ray absorp-
tion fine structure (NEXAFS, C K-edge, E=284 eV to 290 eV) and
contains information about the occupation of the unoccupied or-
bitals in the presence of the core hole and thus information about
chemical bonding of the atom [29, 206]. The zone above the
NEXAFS region is called the extended X-ray absorption fine structure
(EXAFS, E=290 eV to 320 eV) and contains information about
the interatomic distances. Thus, NEXAFS can basically provide
insights into length scales that are relevant for charge carrier gen-
eration and charge transfer in OSCs [21]. Moreover, it was shown
that NEXAFS is capable of determining the orientation of organic
molecules by changing the polarisation (or the angle between the
sample and the X-ray beam) of the impinging SXRs [29, 203, 207].
Practically, illuminating a sample (thickness d) with SXRs at a
fixed energyE results in an exponential attenuation of the incident
intensity (I0, measured by the transmission through a clean Si3N4
substrate) via the LAMBERT-BEER law (see Fig. 3.3.11b) [208]:
I(d,E) = I0(E) exp(−𝛼X−ray(E)d) , (67)
where I(d, E) is the transmitted intensity. Moreover, the X-ray
absorption coefficient (𝛼X−ray) is related to the mass absorption
coefficient 𝜇X−ray via:
𝛼X−ray(E) = 𝜇X−ray(E)𝜌m, (68)
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³³ The pseudoinverse is the general least-squares
solution of a system of linear equations [213].
where 𝜌m is the mass density of the material. For a quantitative
analysis, the transmittance is converted to optical density (OD)
OD(E) = 𝛼X−ray(E)d = 𝜇X−ray(E)𝜌𝑚d = ln(
I0
I ) . (69)
Soft X-ray microscopy and spectromicroscopy
Scanning transmission X-ray microscopy generally describes the
combination of the aforementioned XAS with a spatially resolved
rastering of a sample through a focused X-ray beam at fixed ener-
gies [21]. Recording images at different selected energies gener-
ates an energy stack which is used to create spatially resolved chem-
ical composition maps [209, 210]. This technique is called spectro-
microscopy.
Generally, to determine the quantitative composition of aW com-
ponent system, W+1 images are required for the calculation [211].
To calculate the quantitative mixing ratio of the binary blend of
donor and acceptor used in the absorber layer, we employ the
scheme depicted in Fig. 3.3.13 introduced by KOPRINAROV et al.
and successfully applied to polymer blends [208, 209, 212].
At first, it is necessary to record the NEXAFS spectra of the
pristine materials A and B, which are used in the blend layer. Ad-
ditionally, measuring a spectrum of an empty Si3N4 membrane
allows the calculation of the OD by re-writing the linear absorp-
tion law (cf. Eq. (69)) for a binary blend composed of materials A
and B:
⎛
⎜
⎜
⎝
𝛼A(E1) 𝛼B(E1)
⋮ ⋮
𝛼A(E𝑛) 𝛼B(E𝑛)
⎞
⎟
⎟
⎠
⋅ (
dA(𝑥, 𝑦)
dB(𝑥, 𝑦))
=
⎛
⎜
⎜
⎝
OD(E1, 𝑥, 𝑦)
⋮
OD(E𝑛, 𝑥, 𝑦),
⎞
⎟
⎟
⎠
(70)
̂A ⋅ D̂ = ̂OD, (71)
where d𝑖(𝑥, 𝑦) describes the unknown thickness distribution of
the two blend components andOD(E𝑗 , 𝑥, 𝑦) are optical density im-
ages of the blend layer. As ̂A in Eq. (71) is a non-quadratic matrix
for n>2 it cannot be inverted by e.g. the GAUSS-JORDAN algorithm.
However, the numerical solution is provided by the pseudoin-
verse33 of this overdetermined system of linear equations.
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Figure 3.3.13.: Schematic processing flowchart for determining local thicknesses of oligothiophene-C60 blends from STXMenergy stacks.
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Figure 3.3.16.: Schematic illustration of
electron-matter interactions.
As illustrated in Fig. 3.3.14, it is further necessary to correct the
images taken at different energiesE𝑗 for spatial drift of the STXM
sample scanner prior to calculation. Finally, the normalised com-
position is calculated by dividing each component by the sum of
all components. The analysis is performed with a self-written
MATHEMATICA program [214].
3.3.3 Electron microscopy
Transmission electron microscopy
Transmission electron microscopy (TEM) utilizes the COLOUMB
interaction between charged particles to create an image or dif-
fraction pattern (DP) of a thin sample. As depicted in the set-
up shown in Fig. 3.3.15, a TEM consists of an electron source
which provides the electrons, a condenser system which generates
an either parallel (for TEM imaging and diffraction) or conver-
gent (for STEM imaging or convergent beam electron diffraction)
electron beam and a projective lens systemwhich aremagnifies the
image. Finally, the image is formed on the screen of the TEM.
Note, that a TEM is operated in vacuum.
In the following description of the matter-electron interaction we
follow the textbook of CARTER andWILLIAMS [215]. Illuminating
a thin sample with electrons (primary electrons), results in a pleth-
ora of the electron-matter interactions as depicted in Fig. 3.3.16.
The different signals contain information about chemical, elec-
tronical, structural, or optical properties of the sample. Here, we
focus on the elastic and inelastic scattering phenomena, and later
on the emission of X-rays.
Scattering phenomena in solids are grouped into elastic (without
energy loss) and inelastic (with energy loss relative to the incid-
ent electrons) scattering. Depending on the angular distribution
of the elastically scattered electrons, forward and backscattering
are distinguished. The simplest elastic scattering process is single
scattering, where the primary electron scattered only once in the
sample. If the electron is scattered more than once, the term plural
scattering is used, and if scattered more than 20 times, multiple scat-
tering [215]. As the here prepared samples are very thin, multiple
scattering events are negligible. The scattering probability can be
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calculated via the scattering cross-section which depends on the
energy of the incident electrons (200 keV from a ZEISS LIBRA 200
MC used here), the mass density, and atomic numbers of the ele-
ments of the molecule under investigation.
Elastic scattering processes are also sufficient to explain the basic
contrast mechanism in TEM termed mass-thickness contrast. On
one side, it is evident from COULOMBS law, that the primary elec-
trons are stronger scattered at elements with high atomic number
Z as compared to low-Z elements. On the other side, the scat-
tering probability is increased for thick samples. The combined
effect is comparable to the contrast in visible light microscopy and
shown in Fig. 3.3.17: a low-Z sample scatters less electrons than
a high-Z sample, resulting in different intensities on the viewing
screen. Mass-thickness variations are a main contribution to the
contrast mechanism in bright-field TEM (BF-TEM) of amorph-
ous samples, where electrons are scattered to (small) angles, lim-
ited by the size of the utilized objective aperture. Overall, the
mass-contribution to the mass-thickness contrast in organic ma-
terials is expected to be low, as most organic substances contain
elements with weakly varying atomic number Z such as N, H, C,
S, and Zn. However, another contribution to BF-TEM contrast
originates from the BRAGG scattering of electrons at favourably
oriented crystalline regions of the sample.
Whereas elastically scattered electrons are further exploited in
electron diffraction methods, inelastically scattered electron cre-
ate secondary electrons, such as AUGER electrons, plasmons (col-
lective valence electron oscillations), or X-rays (Bremsstrahlung
and characteristic). The processes are termed electron energy-loss
spectrometry and belong to the group of analytical electron microscopy
methods. As mentioned earlier, inelastic scattering processes cre-
ate signals which give information about the chemical composition
of the sample etc., but are also associated with sample damage due
to heating or chemical changes.
We will skip the basic processes of X-ray creation by electrons
here, as we discussed their creation by photo-absorption in Sec-
tion 3.3.2. In contrast to STXM, TEM exploits the X-ray emis-
sion instead of absorption.
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Figure 3.3.19.: Schematic illustration of a
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(ADF and HAADF) collect scattered elec-
trons. The EDX detector collects the emit-
ted X-rays.
ENERGY FILTERED TEM Electrons which inelastically interact
with the specimen are utilized to analyse the chemical and elec-
tronic structure of materials. Energy electron loss spectroscopy
(EELS) deals with the analysis of the energy distribution of the
inelastically scattered electrons. As illustrated in Fig. 3.3.18, the
primary electrons with energy E0 have suffered from an energy
loss ΔE upon passing through the sample. Afterwards, the elec-
trons are dispersed by a spectrometer34 to record their energy
loss. The combination of spectrometer and slit is called energy
filter. With this energy filter, images at specific energy losses
can be recorded. Here, we focus on the core-loss energy regime
(ΔE≃50 eV) which gives rise to elemental contrast from the ex-
citation of core-shell electrons in energy filtered TEM (EF-TEM).
For completeness, the other parts of the EELS spectrum are: i)
the zero-loss peak, which contains all electrons that have passed
the sample without any inelastic scattering (ΔE≃0 eV) and, ii) the
low-loss region, ranging from ΔE=0 eV to 50 eV where plasmon
peaks are the dominant feature of the EELS spectrum.
Similar to the X-ray absorption process discussed in Section 3.3.2,
sufficiently fast electrons can transfer their energy to a core-shell
electron which can escape the attractive potential of the nucleus
(ionisation). The inelastically scattered electrons originating from
different elements of a molecule are recorded by the energy filter
and give rise to contrast in an energy-filtered image. Typical bind-
ing energies of electrons, in C or S atoms are: C K-shell 284 eV,
or S K-shell 2472 eV [196].
Scanning transmission electron microscopy
A scanning transmission electron microscope (STEM) combines
a SEM and TEM. In comparison to TEM the electron beam is
now focused to form a small probe (∼ Å) on the sample, which is
scanned over the sample (see Fig. 3.3.19). Behind the thin speci-
men, a series of detectors collect the electrons as a function of the
sample position.
The segmented, ring-shaped electron detector consists of a bright-
field (BF), an annular dark-field (ADF), and a high angle annu-
lar dark-field detector (HAADF). The BF detector is centred
on the optical axis and collects unscattered electrons, whereas the
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³⁵ The thin-foil approximation assumes that
most primary electrons lose only a small
fraction of their primary energy passing through
the sample (∼5 eV nm−1), which is reasonable
as the samples are ∼ 40 nm thin and contain
only low-Z elements [220].
ADF detector is sensitive to BRAGG scattered electrons [215]. The
HAADF detector collects electrons scattered to large angles (Z-
contrast) [217, 218]. As discussed earlier, the scattering of elec-
trons is caused by the COULOMB interaction between high energy
electrons and the sample. The elastic scattering probability can be
described by RUTHERFORD’S differential scattering cross-section
formula:
d𝜎
dΩ = (
1
4𝜋𝜀0
(Ze)2
4E0 )
2
1
sin4 (𝜗2)
. (72)
The Z dependence of the differential scattering cross-section leads
to elemental contrast in STEM-HAADF images (Z-contrast)
[217]. In practice, the total scattering cross-section 𝜎cross is pro-
portional to Z𝑛 (1 ≤ n ≤ 2) [217–219]. However, the expected
scattering contrast in organic materials is low as they are mainly
composed of carbon and other light elements [219]. An option
to increase the scattering cross-section in Eq. (72) is to lower the
energy of the primary electrons (E0).
Moreover, the impinging electrons can excite electrons from the
inner shells of the atoms. The corresponding relaxation by an
electron originating from an outer shell, leads to the emission of
an X-ray quantum. The emitted X-ray quanta are simultaneously
collected by an energy dispersive X-ray (EDX) detector and enable
chemical contrast from the characteristic X-rays in the STEM-
EDXmeasurements. As the samples are thin and sensitive to elec-
tron damage, the acquisition time (taq) and electron probe current
are optimized to obtain a trade-off between X-ray photon count-
ing statistics and acquisition time.
In order to quantify the elements in our sample, we follow the
thin-foil approximation35 to determine the intensity (IA) of the
characteristic X-rays produced by an chemical element A:
IA = const.CA𝜔AQAaAtaq/AA (73)
where CA is the weight fraction of the element A, 𝜔A is the X-ray
fluorescence yield, QA is the ionization cross-section for a particu-
lar transition, aA is a fraction of the total K, L, or M line intensity
that is measured, taq is the acquisition time, and AA is the atomic
weight of element A [220]. If now the X-ray emission intensit-
ies of a binary system containing elements A and B are measured
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simultaneously, the concentration ratio can be calculated via the
CLIFF-LORIMER method:
CA
CB
= kAB
IA
IB
(74)
1 = CA + CB. (75)
There, kAB is a constant which is independent of the sample thick-
ness [220].
For the STEM-HAADF and STEM-EDX investigations, a FEI
TITAN CUBED G2 60/300 high resolution analytical microscope,
located at Akademia Górniczo-Hutnicza, University of Science
and Technology, Krakow, Poland (AGH) was utilized. The mi-
croscope is equipped with a high brightness, cold field-emission
SCHOTTKY electron source and a CHEMISTEMEDX systemwith
four large windowless silicon drift detectors for the detection of
X-rays (see Fig. 3.3.19). The STEM is operated at 60 keV to min-
imise the damage to the organic materials and increase the scatter-
ing cross-section and, thus, the probability to create X-rays. To
determine the elemental contribution, we use the aforementioned
CLIFF-LORIMER procedure implemented in BRUKER’s Esprit soft-
ware [215].
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4
ZnPc:C60-Microscopic growth studies
In this chapter, we investigate the mixing ratio dependent mor-
phology and thin film growth of 40 nm thin ZnPc:C60 blends de-
posited at Tsub=150 °C. The ZnPc:C60 mixing ratio of the blend
layer is varied from 2:1 to 6:1 by volume. To study surface and bulk
properties of the respective blend layers, which are manufactured
simultaneously in a single step on different substrates, pcAFM
and TEM are employed. Due to the specific requirements for
pcAFM and TEM, we use ITO coated glass for the pcAFM, and
SiO2 coated TEM grids, respectively. The above mentioned mix-
ing ratios and in vacuo substrate temperature were chosen to study
the structural phase transition of ZnPc in the presence of C60, as
it is known from literature that the different ZnPc modifications
exhibit diverse optical, electrical, and microstructural properties
[159, 221, 222]. Furthermore, the processing conditions minimise
the experimental uncertainties andmaximise the material contrast
in pcAFM and TEM measurements.
Moreover, it is known that elevated substrate temperatures lead
to an increased crystallinity and ordering, and, thus, enhanced
exciton diffusion length and charge carrier mobility. This is bene-
ficial for organic solar cells as both parameters directly influence
the EQEPV of OSCs [117, 165, 223]. Extensive experimental stud-
ies via XRD, pcAFM, photoelectron spectroscopy, and TEM on
ZnPc:C60 blends deposited at lower substrate temperatures show
an intricate mixing behaviour of ZnPc and C60 [75, 153, 193, 224–
229].
All studies in this chapter were performed subsequently after pro-
cessing of the thin films in an inert N2 atmosphere or in vacuum
to minimise the influence of ambient air or time-induced ageing,
which are known to alter the electrical properties of ZnPc [147,
148].
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Figure 4.1.1.: 1 µm×1 µm AFM scans of a
ZnPc:C60 (2:1, 40 nm) sample deposited at
Tsub=150 °C. Part (a) shows the topography
and (b) the short-circuit current map. The
imaging conditions are: 𝜆 =450 nm, OD=2,
PtSi coated AFM tip.
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Figure 4.1.2.: Schematic energy level align-
ment of ZnPc:C60 under flat band condi-
tions.
4.1 THE INFLUENCE OF THE MIXING RATIO
4.1.1 2:1 sample
PCAFM Figure 4.1.1 shows the topography and the correspond-
ing short-circuit current map of a ZnPc:C60 (2:1, 40 nm) blend
deposited on ITO at Tsub=150 °C. In the topographic image (see
Fig. 4.1.1a), we observe the growth of small sphere-like particles
which yield to thickness variations comprising the entire layer
thickness. The surface roughness (root-mean-square roughness;
rms) of the blend layer is rms=9 nm, which is in good agreement
with the measurements by PFÜTZNER performed at samples pre-
pared under similar processing conditions (rms=7 nm, mixing ratio
1:1, Tsub=150 °C [227]) and significantly higher than reported by
SCHÜNEMANN (rms=3 nm, mixing ratio 2:1) deposited at a lower
substrate temperature (Tsub=140 °C) [152]. Additionally performed
intermittent contact mode AFM measurements verify the rms re-
corded by PFÜTZNER as shown in Appendix A.1 [227]. The relat-
ively low deviations in rms between tapping mode and contact
AFM confirm the negligible influence of the tip-sample inter-
action in pcAFM. Deviations to SCHÜNEMANNS investigations
might originate from different processing conditions [161]. How-
ever, pcAFM measurements are performed subsequently to the
fabrication and in inert nitrogen atmosphere, minimizing the de-
gradation by ambient air and time.
The corresponding, simultaneously recorded short-circuit current
map of the blend layer is shown in Fig. 4.1.1b. At first, we observe
a weak correlation with the topography, indicating an intricate
mixing behaviour of ZnPc and C60. However, due to the good en-
ergy level alignment of the metal-coated AFM tip with the IE of
ZnPc, as shown in Fig. 4.1.2, we predominantly observe the hole
current over ZnPc in Fig. 4.1.1b [230]. This hypothesis is later sub-
stantiated by 3D drift-diffusion simulations (see Page 76). Hence,
Fig. 4.1.1b shows ZnPc-rich domains of the blend directly in con-
tact with the AFM tip. More specifically, we attribute the highly
photoconductive domains to 𝛼-ZnPc due to their round texture
[152, 156, 159]. On the other side, we attribute the structures with
lower photoconductivity to clusters with disadvantageous mixing
ratio, or e.g. standing ZnPc molecule orientation relative to C60
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Figure 4.1.3.: Part (a) shows the topography
and (b) the short-circuit current map of a
ZnPc:C60 (2:1, 40 nm) sample deposited at
Tsub=150 °C after indenting into the speci-
men surface. The imaging conditions are:
𝜆 =450 nm, OD=2, PtSi coated AFM tip.
molecules, lowering the absorption and the exciton dissociation ef-
ficiency as shown for different CuPc-C60 geometries by REN et al.
[222]. On larger length scales, the short-circuit current map is
altered by the stoichiometry between ZnPc and C60, locally vary-
ing crystallinity, etc. as shown later. Overall, domains with high
photoconductivity are ZnPc-rich, whereas low photoconductivity
indicates domains with a C60 layer in contact with the AFM tip.
The area-averaged short-circuit current is Jsc=−5 pA.
In order to explore the sub-surface microstructure of the blend
layer, we take advantage of the usually undesired strong interac-
tion between AFM tip and sample in contact mode AFM. By
significantly increasing the tip-sample force, we indent into the
sample while scanning over the surface. Figure 4.1.3a shows the
modified surface of the ZnPc:C60 blend after scanning the surface.
Now, the flattened surface topography is smoother (rms=3.5 nm)
as compared to the surface shown in Fig. 4.1.1a, and the formerly
observed sphere-like structures are absent in the topographic im-
age. In contrast, fig. 4.1.3b reveals nanorod-like structures, which
we attribute to 𝛽-ZnPc to due their elongated shape [158, 159, 227,
231, 232]. The length (l) and the diameter (2w) of the nanorods
are between l=100 nm to 160 nm and 2w=35 nm to 40 nm, which
is in good agreement with the structure observed in pristine layer
𝛽-ZnPc films, substantiating the assignment as 𝛽-ZnPc [163, 233,
234]. Obviously, these structures are hidden beneath the initial
surface of the sample as they were not visible. The area-averaged
short-circuit current is reduced to Jsc=−3 pA as compared to the
surface.
In conclusion, we have examined the surface topography and the
photoconductivity of a ZnPc:C60 (2:1, 40 nm) sample deposited at
Tsub=150 °C. At the surface, we observe highly photoconductive,
spherically shaped agglomerates in the short-circuit map, which
we attribute to 𝛼-ZnPc due to i) their round texture, and ii) their
relatively low energy barrier to the AFM tip as compared to C60.
Moreover, near the surface, we observe elongated, highly photo-
conductive structures, which we attribute to 𝛽-ZnPc. Hence, we
observe a partial transition between 𝛼-ZnPc −−→ 𝛽-ZnPc in the
presence of C60 at an elevated substrate temperature.
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Figure 4.1.4.: BF-TEM micrograph of a
ZnPc:C60 (2:1, 40 nm, Tsub=150 °C) blend.
The three marked regions, highlight three
simultaneously evaporated layers. Image re-
corded by Dr. PETER FORMANEK (IPF).
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Figure 4.1.5.: BF-TEM micrograph of a
ZnPc:C60 (2:1, 40 nm, Tsub=150 °C) blend.
The inset shows a magnified image of the
central agglomerate. DPs of area 1 and area
2 are shown in Figure 4.1.7. Images recor-
ded by Dr. PETER FORMANEK (IPF).
TEM Figure 4.1.4 displays a BF-TEM micrograph containing
three different areas denoting the simultaneously deposited layers
at Tsub=150 °C: a pristine layer of ZnPc (27 nm), a pristine layer
of C60 (13 nm), and the 2:1 blend of the respective ZnPc and C60
layers. All thin films are deposited simultaneously, in a single co-
evaporation step, at the same substrate temperature. Placing the
TEM grid with the copper bars facing the material crucibles at the
bottom of the vacuum chamber, results in the demonstrated pat-
terning of the SiO2 substrate by utilizing the Cu bars as shadow
masks.
The pristine layer of ZnPc at the margin, close to the Cu bars,
shows almost no discernible structure, indicating homogeneous
thickness and little variation in crystallinity of the thin film. On
the other side, the pristine C60 tends to agglomerate in islands (see
Fig. A.4.2) [235, 236]. However, a monolayer of C60 might re-
main on the substrate, but is invisible. Further information about
pristine layers of ZnPc and C60 can be found in Appendix A.4.
The blend layer appears as a superposition of both pristine lay-
ers: Small islands in a homogeneous background. We follow the
hypothesis that the small islands are C60 enriched and facilitate
the growth of 𝛽-ZnPc nanorods [237]. To substantiate the hypo-
thesis, we compare the different statistical values of the pristine
C60 islands on the margin, as shown in Fig. 4.1.4, to the islands
in the blend layer. We choose the equivalent disc radius (req) and
the nearest neighbour distance (NND) to substantiate our hypo-
thesis. Note, that the equivalent disc radius is defined as the ra-
dius of a disc with the same projected area as the grain, and the
nearest neighbour distance as the distance between the centres of
two neighbouring equivalent disc radius discs. The extracted val-
ues are listed in Table 4.1.1. First of all, as shown in Table 4.1.1,
the req of the C60 domains on the margin are approximately 6×
smaller than the agglomerations in the blend layer. This devi-
ation originates from the coalescence of 𝛽-ZnPc nanorods to the
C60 enriched islands, increasing the average equivalent disc radius
as the transition between 𝛽-ZnPc and C60 appears continuous.
Likewise, the average nearest neighbour distance of the islands
in the blend layer is reduced due to the presence of ZnPc, redu-
cing the diffusion length of C60 molecules on the SiO2 surface
during the deposition of the blend layer. Finally, the areal grain
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Table 4.1.1.: Characteristic statistical values of a pristine C60 (13 nm)
layer islands and ZnPc:C60 (2:1) blend layer islands depos-
ited at Tsub=150 °C.
C60 ZnPc:C60
req (42± 13) nm (277± 70) nm
NND (176± 87) nm (99± 30) nm
𝜎grain 28 µm−2 12 µm−2
Revap 0.1 Å s
−1 -
1 µm
N map
ZnPc
C 6
0
ZnPc:C
60
richpoor
SiO2
Figure 4.1.6.: EF-TEM elemental N-map
of a ZnPc:C60 (2:1, 40 nm, Tsub=150 °C)
blend. Image recorded by Dr. PETER
FORMANEK (IPF).
³⁶ The nitrogen K-edge is used to obtain
elemental contrast.
density (𝜎grain), defined as the number of structures per area, is
reduced in the blend layer as compared to the pristine C60 layer.
This effect mainly originates from the relatively large, homogen-
eous areal fractions which show almost no discernible contrast in
BF-TEM (see Fig. 4.1.4) and are comparable to the structures ob-
served in blend layers deposited at RT [226].
Figure 4.1.5 shows a BF-TEM image of the blend layer at higher
magnification. Evidently, the nanorods can be identified with
𝛽-ZnPc, which are also observed in the pcAFM image shown in
Fig. 4.1.3 as highly photoconductive structures. Similar structures
were already discovered by SIMON et al. at the surface of a RT de-
posited ZnPc:C60 blend [226]. The length (l) and width (w) of
these nanorods is l=70 nm to 130 nm andw=17 nm to 34 nm, which
agrees well with the literature values for pristine, post-annealed
ZnPc films [233]. Another, direct verification of the performed
material assignment is provided by the EF-TEM image shown
in Fig. 4.1.6, where the nitrogen map36 of Fig. 4.1.4 is displayed.
Evidently, the nanorod-shaped 𝛽-ZnPc structures appear bright
in the blend layer and homogeneously in the pristine ZnPc layer
on the margin, whereas the C60-rich region in the blend and on
the margin remains dark. Moreover, the 𝛽-ZnPc nanorods tend to
grow in close vicinity to C60-rich agglomerates within the blend
layer although Tsub is lower than the 𝛼-ZnPc −−→ 𝛽-ZnPc trans-
ition temperature. This behaviour was also reported in literat-
ure for RT deposited samples, where the authors investigated the
growth of CuPc:C60 and ZnPc:C60 blends with X-ray scattering
methods and further concluded different MPc interaction ener-
gies with C60 as the origin [237]. It should be mentioned, that
73
Table 4.1.2.: Lattice plane distances (dTEM) determined from the DPs
shown in Fig. 4.1.7.
a𝑖 dTEM in Å (hkl) material
AREA 1
a211 12.3± 1.2 (200) 𝛽-ZnPc [240]
a212 8.4± 0.8 (111) C60 [134]
a213 4.3± 0.4 (311) C60 [134]
a214 3.4± 0.3 (-) 𝛽-ZnPc or C60
AREA 2
a225 12.2± 1.2 (200) 𝛽-ZnPc [240]
a226 4.7± 0.5 (311) C60 [134]
a227 3.3± 0.3 (-) 𝛽-ZnPc or C60
3.5 nm-1
a
b
area 1
area 2
a211
a212
a213
a214
a215
a216
a217
TEM signal
Figure 4.1.7.: DPs of a ZnPc:C60 (2:1,
40 nm, Tsub=150 °C) blend taken at area 1
(part a) and area 2 (part b) in Fig. 4.1.5.
Images recorded by Dr. PETER FORMANEK
(IPF).
³⁷ Simulations performed by PASCAL
FRIEDERICH (Karlsruher Institut für
Technologie, Karlsruhe, Germany; KIT).
this is in contradiction to the hypothesis of PFÜTZNER et al. that
the interaction energies between CuPc and C60 are comparable to
ZnPc and C60 [225].
Figure 4.1.7 shows two selected area DPs of the blend layer. The
DPs are recorded at the background (see Fig. 4.1.7a) and at an
island with nanorods (see Fig. 4.1.7b) as shown in Fig. 4.1.5 (area
1 and area 2). At first, both areas exhibit strongly different crys-
tallinities. Figure 4.1.7a shows broad rings indicating the amorph-
ous character of the background, whereas the single reflections in
Fig. 4.1.7b can be attributed to ZnPc and C60 crystals. Hence, the
local crystallinity of the sample strongly varies, although it might
appear overall amorphously in XRD [152, 238]. Typical crystal
sizes for C60 and ZnPc reported in literature are around 10 nm,
which are difficult to detect due to their unfavourable orientation
relatively to the electron beam and/or their small volume scatter-
ing compared to the overall volume [152, 226, 239].
DENSITY FUNCTIONAL THEORY SIMULATIONS To probe the
hypothesis that C60 plays a major role in the process of phase-
separation in the ZnPc:C60 blend at this substrate temperature,
we performed DFT calculations for different molecular config-
urations37. We use the RIDFT approach implemented in TUR-
BOMOLEon a B3-LYP/SV(P) level of theory includingGRIMME
corrections [241–245]. In these calculations, we compare the
binding energy of two ZnPc molecules to the binding energy of
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Figure 4.1.8.: Binding energy of a ZnPc-dimer with and without a adjacent C60 fullerene. The equilibrium distance of the two adjacent
ZnPc molecules is larger in presence of a fullerene, but 86meV lower in energy and, therefore, considerably more stable at room temper-
ature. This leads to aggregation of ZnPc stacks and nucleation of the 𝛽-ZnPc in the vicinity of C60 molecules. Simulations are performed
by PASCAL FRIEDERICH (KIT).
two ZnPc molecules on top of a C60 molecule. The ZnPc-ZnPc
pair-potentials are shown in Fig. 4.1.8. The relative position of
the two ZnPc molecules was obtained by geometry optimization
of the dimer with and without the fullerene. Note that the total
energy is set to zero for large ZnPc-ZnPc-distances.
As shown in Fig. 4.1.8, in presence of a fullerene molecule, the
binding energy of the ZnPc-C60-trimer is 86meV lower than the
binding energy of an isolated ZnPc-dimer. At a substrate temper-
ature of Tsub=150 °C, this leads to the preferential aggregation of
ZnPc on C60 and results in the growth of more stable ZnPc stacks
on C60 than in isolation. The microscopic mechanism of this pro-
cess is the induction of a dipole moment in the highly polarisable,
delocalised 𝜋-cloud of the fullerene molecule [246]. In our cal-
culations, we observe an induced dipole moment of 2.7Debye at
an equilibrium distance of 6 Å between the centre of mass of the
fullerene and the ZnPc molecule. This dipole moment leads to
an attractive force between the positively charged Zn-atom and
the electron density on the fullerene facing towards the ZnPc mo-
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Figure 4.1.9.: Computationally partitioned
image of Fig. 4.1.5 showing the normalised
ZnPc fraction.
Figure 4.1.10.: Schematic of the morpholo-
gical thinning algorithm. The thin, white
inscribed lines are the generated skeleton of
the image.
Figure 4.1.11.: Final step in the generation
of a 3D volumetric image from a 2D image.
lecule. The induced dipole moment attracts and binds the second
ZnPc molecule, which provides a mechanism for the experiment-
ally observed phase-separation in the ZnPc:C60 blend.
3D DRIFT DIFFUSION SIMULATIONS To link the features ob-
served in BF-TEM (see Fig. 4.1.5) and pcAFM (see Fig. 4.1.3b)
to each other and to understand the contrast mechanism in
pcAFM further, we perform 3D drift-diffusion simulations based
on the morphology shown in Fig. 4.1.5. To generate a 3D mor-
phology for a 3D drift-diffusion simulation, a simple structural
model is developed.
As the BF-TEM images are 2D projections of the 3D blend layer
morphology, a heuristic model is developed to obtain a suitable
3D input structure for the 3D drift-diffusion simulation. The
pseudocode to create a 3D morphology from a 2D image is:
(i) A suitable grey level BF-TEM image is partitioned in six
different regions using MATHEMATICA’s internal function
ClusteringComponents, mimicking the locally varying
mixing ratios [214]. See Fig. 4.1.9.
(ii) The different regions are assigned to different, locally vary-
ing mixing ratios with the overall constraint of a global mix-
ing ratio of 2:1, as experimentally determined (cf. Fig. 4.1.4).
(iii) In the next step, the image shown in Fig. 4.1.9 is split in six
individual images according to their ZnPc content.
(iv) Every image is individually binarised.
(v) The structures in the individual images are morphologically
thinned by MATHEMATICA’s Thinning function [214]. In
the morphological thinning algorithm, the structure is eaten
up from the edge, until one single pixel remains. An illus-
tration of the Thinning function is shown in Fig. 4.1.10.
(vi) As shown in Fig. 4.1.11, spheres are centred at every pixel of
the previously generated skeleton and extruded until they
touch the edges of the binarised image.
(vii) The individual 3D images are put together and remaining
volume is filled with random voxels to generate a void-free,
cubic volume fulfilling the volume ratio and thickness con-
straints.
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The generated morphology is the input for the 3D drift-diffusion
simulation. To model the electron and hole currents (Je and Jh) in
the absorber layer, we use the j-V-curve of a solar cell stack which
is taken from [152]. Note that the substrate temperature during
deposition of the organic solar cell is slightly lower (Tsub=140 °C)
than for the BF-TEM and pcAFMmeasurements. Therefore, the
density of the pure material phases in this organic solar cell might
be slightly lower than in the BF-TEM and pcAFM samples in-
vestigated here.
The model solves the exciton diffusion equation within the ZnPc
phase. For simplicity, the exciton generation rate is assumed to
be uniform throughout the absorber layer, a good approximation
for thin layers as discussed in [247]. Moreover, each grid point in
the 3D morphology is either assigned as pure donor or as an in-
tricate mixture of donor and acceptor (i.e.mixed phase). The high
degree of mixing of donor and acceptor in the blend layer guaran-
tees the absence of pure acceptor. If the acceptor concentration
at a grid point is below 16%, it is indexed as pure donor. This
value is related to step (iii) of the discussed procedure. Above
this threshold, it is considered as mixed phase.
The generation rate of both charge carriers types on either side of
the ZnPc:C60 interface is equal, and depends only on the exciton
diffusion constant and the local exciton density. Moreover, free
charges are created at the ZnPc:C60 interface with the generation
rate as stated by KOSTER et al. [248]. The ZnPc phase transports
only holes whereas the mixed phase contains holes and electrons.
The free charge carriers can also recombine in a bimolecular way
with the recombination rate constant (𝛾) given by the modified
LANGEVIN expression [248]:
𝛾 = 𝛾pre
e
𝜀r (
𝜇e + 𝜇h) , (76)
where e is the elementary charge, 𝜀r is the dielectric constant, 𝜇e
and 𝜇h are the electron and hole mobilities, and the LANGEVIN
factor 𝛾pre is a fit parameter.
The transport of the free charge carriers away from the interface
is governed by drift and diffusion. The electrostatic potential is
solved from the POISSON equation [248]. The evolution of elec-
tron and hole mobilities as a function of the donor concentration
is shown in Fig. 4.1.12 [249].
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Figure 4.1.12.: Simulated electron and hole mobilities in a semi-logarithmic presentation for different ZnPc concentrations. For all
intermediate donor concentrations, the mobility is calculated by interpolation of the logarithm of the mobility. Simulation performed by
TEJAS SHERKAR (University of Groningen, Groningen, The Netherlands; RUG), data taken from [249].
Figure 4.1.13.: Simulated, hole-only current
density map at the cathode under short-cir-
cuit condition for a ZnPc:C60 (2:1) blend.
Simulation performed by TEJAS SHERKAR
(RUG).
The total simulation volume comprises 26 million points with a
grid spacing of Δ𝑥 = Δ𝑦 = Δ𝑧 = 3.2 nm. The simulated
and experimentally determined j-V-curves based on the discret-
ized BF-TEM image (see Fig. 4.1.9) and the experimentally meas-
ured j-V-curve of the organic solar cells as well as the other input
parameters for the simulations are shown in Appendix A.1.
The LANGEVIN prefactor (𝛾pre=0.03) is the only fit parameter ex-
tracted after fitting the simulation result to the experimental j-V-
curve. The reduced bimolecular recombination rate relative to the
LANGEVIN expression can be attributed to the phase-separation of
ZnPc and the formation of crystalline structures.
Our simulations are able to explain the locally increased photo-
conductivity found in the pcAFM measurements in terms of the
locally dependent material mixing ratio, as shown in Fig. 4.1.13 in
combination with the AFM tip. Figure 4.1.13 shows, in agreement
with the pcAFM measurements (cf. Fig. 4.1.3b), the largest hole
current at the crystalline 𝛽-ZnPc nanorods. Thus, we substanti-
ate the chemical selectivity of pcAFM to ZnPc-rich domains at
the surface. The electron and hole currents under short-circuit
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Figure 4.1.14.: Simulated, current density
map at the cathode under short-circuit con-
dition for a simulated ZnPc:C60 (2:1) blend.
Simulation performed by TEJAS SHERKAR
(RUG).
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Figure 4.1.15.: Part (a) shows the topo-
graphy and (b) the short-circuit current map
of a ZnPc:C60 (3:1, 40 nm, Tsub=150 °C)
sample. Imaging conditions: 𝜆 =635 nm,
OD=2, PtSi coated AFM tip.
current condition are shown in Fig. 4.1.14, illustrating a major
contribution of the mixed phase to the overall short-circuit cur-
rent. Nevertheless, these currents cannot be spatially resolved in
pcAFM as they are below the spatial resolution of the AFM tip.
In summary, we have investigated the phase-separation of a 2:1
ZnPc:C60 blend deposited at Tsub=150 °C with pcAFM, TEM,
DFT simulations, and 3D drift-diffusion simulations. Using this
combined experimental-theoretical approach, we are able to ex-
plain the contrast in the pcAFM measurements in terms of chem-
ical surface-sensitivity of the AFM tip to ZnPc-rich domains. We
observe the growth of 𝛼-ZnPc at the surface and 𝛽-ZnPc in the
bulk of the thin film via pcAFM.
Additionally, 𝛽-ZnPc is observed in the bulk via BF-TEM, sub-
stantiating the observations from the sub-surface pcAFM meas-
urements. These 𝛽-ZnPc-rich agglomerations are highly crystal-
line in comparison to the amorphous matrix, showing reflections
from both ZnPc and C60 as shown in the diffraction pattern. Fi-
nally, via BF-TEM we observe a predominantly 𝛽-ZnPc nanorod
growth in the vicinity of C60-rich islands, as hypothesised by
SCHÜNEMANN [238]. To confirm this hypothesis and to under-
stand these observations, we performed DFT simulations which
explain the growth mechanism in terms of a lower C60-ZnPc bind-
ing energy due to an attractive force between the central Zn-atom
of the ZnPc molecule and a C60 molecule, originating from an
induced dipole in C60.
4.1.2 3:1 sample
To investigate the influence of an increased ZnPc volume fraction
on the thin film growth, samples with the mixing ratio 3:1 were
prepared and analysed with pcAFM and TEM.
PCAFM ON 3:1 SAMPLE Figures 4.1.15 and 4.1.16 show the to-
pography and the short-circuit current distribution of a ZnPc:C60
blend (3:1) deposited at Tsub=150 °C at different magnifications.
On a large scale, the topography displayed in Fig. 4.1.15a shows
elongated and smaller sphere-like structures. As shown at higher
magnification in Fig. 4.1.16a, the elongated structures consist of
smaller, parallel aligned nanorods, which have an average diameter
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Figure 4.1.16.: Part (a) shows the topo-
graphy and (b) the short-circuit current map
of a ZnPc:C60 (3:1, 40 nm, Tsub=150 °C)
sample. Imaging conditions: 𝜆 =635 nm,
OD=2, PtSi coated AFM tip.
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Figure 4.1.17.: EF-TEM elemental map of
a ZnPc:C60 (3:1, 40 nm, Tsub=150 °C) blend.
The three marked regions, highlight three
simultaneously evaporated layers. Image re-
corded by Dr. PETER FORMANEK (IPF).
of around 2w=(64± 23) nm and an average length of ca.
l=(266± 133) nm. Both values are in agreement with the dimen-
sion of the 𝛽-ZnPc nanorods observed at the 2:1 sample at the
same substrate temperature, and literature values [233]. In con-
trast to the 2:1 sample, 𝛽-ZnPc nanorods are now observed at the
surface of the blend layer. The smaller round-shaped structures
have an average equivalent disc radius of req=(35± 19) nm. This
value is in good agreement with the width (w) of 𝛽-ZnPc nanor-
ods and with the equivalent disc radius of pristine C60 islands (see
Table 4.1.1). Hence, these circular shaped structures are either
C60-rich agglomerates or inclined ZnPc nanorods. The overall
surface roughness of the 3:1 sample is rms=9 nm, which is compar-
able to the 2:1 sample.
In contrast to the topography, the short-circuit current maps dis-
played in Figs. 4.1.15b and 4.1.16b show a relatively uniform short-
circuit current distribution with small islands which exhibit low
photoconductivity, indicating an adverse ZnPc:C60 mixture or a
C60-rich layer in contact with the AFM tip. The overall area-av-
eraged short-circuit current is Jsc=−5 pA, which is comparable to
the 2:1 sample. Generally, the correlation between the elongated
structures observed in the topography (see Fig. 4.1.15a) and the
short-circuit current maps (see Fig. 4.1.15b) is low, indicating the
complex microstructure of this sample. Recording pcAFM im-
ages at higher magnification (see Fig. 4.1.16), reveals a relatively
low photoconductivity of the round-shaped structures compared
to the elongated structures. Thus, as shown by the 3D drift-dif-
fusion simulations for the 2:1 sample, the photoconductive struc-
tures shown in Fig. 4.1.16b are ZnPc-rich. The lower short-circuit
current at the spherically shaped structures clearly indicates their
increased C60 content, following the discussion of the 2:1 sample.
In conclusion, we investigated the surface morphology of a 3:1
ZnPc:C60 blend layer deposited at Tsub=150 °C with pcAFM. The
topography exhibits a relatively high surface roughness of 9 nm.
We observe highly photoconductive, nanorod shaped structures
in pcAFM, which correlate with 𝛽-ZnPc. Moreover, we observe
spherically shaped structures, correlating with the dimensions of
pristine C60 domains and exhibiting low photoconductivity due
to an energy barrier between the AFM tip and C60.
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Table 4.1.3.: Characteristic statistical values of pristine C60 (10 nm)
layer islands and ZnPc:C60 (3:1) blend layer islands depos-
ited at Tsub=150 °C.
C60 ZnPc:C60
req (31± 8) nm (127± 40) nm
NND (135± 31) nm (973± 461) nm
𝜎grain 24 µm−2 <1 µm−2
Revap 0.07 Å s
−1 -
1 µm
TEM signal
ZnPc:C60
ZnPc
Cu bar
b
a
area 1
area 2
Figure 4.1.18.: Part (a) shows the blend
layer morphology (ZnPc:C60=3:1, 40 nm,
Tsub=150 °C) and (b) a pristine ZnPc layer
(30 nm, Tsub=150 °C). DPs of the areas 1
and 2 are shown in Fig. 4.1.19. Images re-
corded by Dr. PETER FORMANEK (IPF).
TEM ON 3:1 SAMPLE To obtain insights into the bulk structure
of the ZnPc:C60 blend, TEM measurements are performed. Fig-
ure 4.1.17 shows an EF-TEM elemental map of the 3:1 ZnPc:C60
sample. The core-loss edges of C (K-edge) and N (K-edge) are
used to obtain elemental contrast. However, as ZnPc also contains
carbon, and the nitrogen content is comparatively low, a quantitat-
ive analysis is difficult and ambiguous. Nevertheless, we observe
a spatially homogeneous ZnPc distribution with C60 enriched is-
lands. The pristine C60 (10 nm) and ZnPc (30 nm) thin films in
the regions, shadowed by the Cu bars, show the same characterist-
ics as the 2:1 sample: C60 forms aggregates, whereas the pristine
ZnPc layer has almost no discernible structure.
The statistical characteristics of the pristine C60 layer and the
blend layer can be found in Table 4.1.3. Compared to the pristine
C60 layer deposited at the 2:1 sample, the equivalent disc radius of
C60 is reduced by ca. 10 nm, due to the reduced evaporation rate
of 0.07 Å s−1. Moreover, the NND and the 𝜎grain of pristine C60
are reduced by 30% and 50%, respectively, as compared to the
2:1 sample. The reduction in 𝜎grain (cf. Table 4.1.1) is explained
by the reduced deposition rate (Revap) associated with the lower
C60 volume fraction in the blend layer and, thus, diminished nuc-
leation density according to Eq. (18) in Section 2.2.2. The re-
duced NND can be qualitatively explained by the transition from
STRANSKI-KRASTANOV to FRANK-VAN DER MERWE growth due to
the decreased layer thickness of C60 as compared to the 2:1 sample.
In contrast to the ragged surface, the bulk volume of the blend
layer shown in Fig. 4.1.18a appears uniform due to the lowered
C60 fraction. Comparing the ZnPc:C60 blend layer to the pristine
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Figure 4.1.19.: DPs of ZnPc:C60 (3:1,
40 nm, Tsub=150 °C) blend taken at area 1
and area 2 highlighted in Fig. 4.1.18. Im-
ages recorded by Dr. PETER FORMANEK
(IPF).
ZnPc shown in Fig. 4.1.18b, clarifies the differences between bulk
and surface. The pristine ZnPc layer in Fig. 4.1.18b shows the
characteristic elongated 𝛽-ZnPc nanorods observed at the surface
of the sample, whereas the blend layer appears spatially homogen-
eous. Thus, already 25 vol % C60 leads to a disturbance of the
nanorod ZnPc growth in the bulk, resulting in a widely uniformly
mixed layer, lowering 𝜎grain of ZnPc by a factor of 12. Overall,
the increased ZnPc content clearly hinders the nucleation of C60
islands, which in turn hampers the growth of the ZnPc nanorods
in the bulk. A similar influence of C60 on the ZnPc phase was
concluded by TIETZE, performing mixing-ratio dependent XRD
studies on RT deposited ZnPc:C60 blends [75].
Figure 4.1.19 shows the DPs of the two different regions high-
lighted in Fig. 4.1.18a. There, area 1 (see Fig. 4.1.18a) consists
of an agglomerate, whereas area 2 (see Fig. 4.1.18a) shows the ap-
parently featureless background. Similar to the DPs of the 2:1
sample, pronounced differences in the crystallinity of the differ-
ent areas are visible: Area 1 (see Fig. 4.1.19a) possesses a signific-
antly higher crystallinity than area 2 (see Fig. 4.1.19b). Moreover,
the different lattice plane spacings indicate a changed orientation
relatively to the incident electron beam or due to the reduced C60
content. The crystalline domains in the 3:1 blend have an equival-
ent disc radius of req≈(3± 5) nm (image not shown), which sub-
stantiates the nano-crystalline character of ZnPc:C60 blends and
the formation of phase-separated regions [238]. Nevertheless, the
crystal size should be regarded as a rough estimate, as unfavour-
able oriented crystallites are undetectable.
In conclusion, we have investigated the growth of a 3:1 ZnPc:C60
layer with pcAFM and TEM. Our investigations clearly show
significant morphological differences between the bulk and the
surface of the blend layer. At the surface, we observe agglomera-
tions of ZnPc nanorods forming larger rods and spherically shaped
C60-rich domains, which exhibit a lower photoconductivity than
the nanorod aggregates. As we already know from the 2:1 sample,
these ZnPc nanorods are highly crystalline, but predominately par-
allel oriented with their stacking axis to the substrate, which is
unfavourable for OSCs but interesting for OFETs [234]. How-
ever, the area-averaged short-circuit current remains constant as
compared to the 2:1 sample. In the bulk, we observe a large area
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Table 4.1.4.: Lattice plane distances (dTEM) determined from the DPs
shown in Fig. 4.1.7.
a𝑖 dTEM in Å (hkl) material
AREA 1
a311 9.1± 0.9 (-202) 𝛽-ZnPc [240]
a312 5.4± 0.5 (402) 𝛽-ZnPc [240]
a313 4.6± 0.5 (311) C60 [134]
a314 3.6± 0.4 (-) ZnPc or C60
AREA 2
a315 3.5 Å (-) ZnPc or C60
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Figure 4.1.20.: Part (a) shows the topo-
graphy and (b) the short-circuit current map
of a ZnPc:C60 (6:1, 40 nm, Tsub=150 °C)
sample. Imaging conditions: 𝜆 =635 nm,
OD=2, PtIr coated AFM tip.
structureless thin film via BF-TEMwith a few islands. The struc-
tureless thin film generates one broad ring in the DP, which can
be either attributed to C60 or ZnPc. In contrast, the DP of the
islands exhibit single reflections indicating their crystalline charac-
ter. Additionally performed EF-TEM investigations reveal that
these islands are predominantly C60-rich, thus indicating the local
phase-separation in the bulk.
4.1.3 6:1 sample
In this section, we investigate the influence of a further increased
ZnPc volume fraction in ZnPc:C60 blends on the respective thin
film growth.
PCAFM Figure 4.1.20 shows the topography and the short-cir-
cuit current map of a 6:1 ZnPc:C60 blend layer deposited at
Tsub=150 °C. The topography roughness is rms=15 nm and the
area-averaged short-circuit current is Jsc=−3 pA. In comparison to
the 3:1 sample, the rms is increased and the short-circuit current
is decreased. The rms is in good agreement with a pristine ZnPc
layer post-annealed at 200 °C, exhibiting a rms of 17 nm [233]. The
area-averaged short-circuit current is reduced due to the lowered
C60 content, which reduces the hetero-interface area, lowering
the exciton dissociation efficiency and, additionally lowering the
charge carrier extraction efficiency as C60 forms isolated domains
within the film. The topography shows elongated 𝛽-ZnPc nanor-
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Figure 4.1.21.: Part (a) shows the topo-
graphy and (b) the short-circuit current map
of a ZnPc:C60 (6:1, 40 nm, Tsub=150 °C)
sample. Imaging conditions: 𝜆 =635 nm,
OD=2, PtIr coated AFM tip.
ZnPc
2 µm
b
a
b
a
1 µm
C60
ZnPc
ZnPc:C60
ZnPc:C60
Cu bar
Cu bar
TEM signal
Figure 4.1.22.: Part (a) shows a BF-TEM
image of a pristine ZnPc layer (blue region)
and (b) a pristine C60 layer (orange region)
deposited at Tsub=150 °C. Images recorded
by Dr. PETER FORMANEK (IPF).
ods, which have the dimensions: 2w=(133± 26) nm and
l=(503± 129) nm. Thus, increasing the ZnPc volume fraction ba-
sically increases the dimensions of the nanorods. However, they
might be composed of smaller, individual nanorods.
The short-circuit current maps shown in Figs. 4.1.20b and 4.1.21b
correlate with the topography, indicating the observed nanorods.
Moreover, the appearance of non-photoconductive line-like struc-
tures parallel to the boundaries of the photoconductive nanorods
indicate either C60 enriched regions at the ZnPc grain boundaries
or just disadvantageously oriented boundaries of 𝛽-ZnPc nanor-
ods. As illustrated in Fig. 4.1.21b, the distance between the bound-
aries measures the width of the 𝛽-ZnPc nanorods. The average dis-
tance between two parallel 0 pA lines is (52± 20) nm, correlating
with the nanorod diameter observed in pcAFM at the 3:1 sample.
Likewise, we observe spherically shaped non-photoconductive ag-
gregates, which were also present in the 2:1 and 3:1 samples and
are, thus, interpreted as C60 enriched regions.
In conclusion, further increasing the ZnPc volume fraction to 6:1
reduces the area-averaged short-circuit current by approximately
40% relative to the 3:1 sample due to the significantly lowered
exciton dissociation efficiency etc. Additionally, the charge carrier
extraction efficiency is hindered by the reduction of electron trans-
porting C60 enriched phases. The surface roughness is once more
increased to rms=15 nm as compared to the 3:1 sample.
TEM ON 6:1 SAMPLE Figure 4.1.22 shows pristine layers of
ZnPc (34 nm) and C60 (6 nm) deposited on SiO2 at Tsub=150 °C,
simultaneously to the blend layer. In good agreement with the
previously investigated pristine layers, C60 exhibits an island like
growth, whereas the pristine ZnPc film forms an almost structure-
less, closed layer. As listed in Table 4.1.5, the equivalent disc
radius and nearest neighbour distance are increased relatively to
the 3:1 sample. The increased NND is in agreement with the sig-
nificantly lowered areal density of the C60 clusters, indicating a
step further towards FRANK-VAN DER MERWE growth due to the
lowered nucleation density of C60. A reliable masking of the struc-
tures in the pristine ZnPc is not possible due to the low contrast.
Figure 4.1.23a shows the BF-TEM image of the 6:1 ZnPc:C60
blend layer deposited at Tsub=150 °C on a SiO2 substrate. The
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Table 4.1.5.: Characteristic statistical values of pristine C60 layer islands
(6 nm) and ZnPc:C60 (6:1) blend layer islands deposited at
Tsub=150 °C.
C60 ZnPc:C60
req (53± 19) nm -
NND (223± 76) nm -
𝜎grain 6 µm−2 -
Revap 0.03Å s
−1 -
3 nm-1
b
a613
a614
a615
a612
a611
a616
a
b
a
1 µm
TEM signal
Figure 4.1.23.: Part (a) shows a represent-
ative BF-TEM image of a ZnPc:C60 (6:1,
40 nm, Tsub=150 °C) blend. Part (b) shows
the corresponding DP of Fig. 4.1.23a. Im-
ages recorded by Dr. PETER FORMANEK
(IPF).
contrast of the blend layer is relatively low, yielding to an un-
reliable masking of the structures. Nevertheless, in analogy to
the 3:1 sample, surface and bulk appear strongly different: On
one side the bulk layer appears relatively homogeneous, besides a
few 𝛽-ZnPc nanorods, whereas on the other side, the topography
investigated by AFM shows strong thickness variations. Since
BF-TEM is sensitive to thickness, density, and crystallinity vari-
ations they might compensate each other partially, explaining the
low occurrence of 𝛽-ZnPc nanorods in the bulk. In agreement
with the pcAFM measurements, the BF-TEM image indicates a
closed layer growth of the blend layer.
The corresponding DP displayed in Fig. 4.1.23b shows a qualitat-
ive increase in crystallinity as compared to the samples with lower
ZnPc concentrations. The indexed lattice plane distances are lis-
ted in Table 4.1.6. In comparison to the 2:1 sample, we observe the
ZnPc (200) reflex, which is not visible in the 3:1 sample. Further-
more, the lattice spacing is increased from dTEM(200)=12.3 Å at
the 2:1 sample to dTEM (200)=13.2 Å at the 3:1 sample. Such large
lattice plane distances were neither observed in XRD by SCHÜNE-
MANN et al. in pristine ZnPc at lower substrate temperatures, nor
by TEM (Tsub=150 °C) a shown in Fig. A.4.3 and Table A.4.1
[240]. Apparently, lowering the amount of C60 may induce the
relaxation of the unit cell of ZnPc, an effect that may alter the
electrical properties of ZnPc.
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Table 4.1.6.: Lattice plane distances (dTEM) determined from the DP
shown in Fig. 4.1.23b.
a𝑖 dTEM in Å (hkl) material
AREA 1
a611 13.2± 1.3 (200) 𝛽-ZnPc [250]
a612 8.8± 0.9 (111) C60 [134]
a613 6.2± 0.6 (400) 𝛽-ZnPc [240]
a614 5.3± 0.5 (402) 𝛽-ZnPc [240]
a615 4.5± 0.5 (311) C60 [134]
a616 3.7± 0.4 (-) ZnPc or C60
4.2 CONCLUSIONS
We have studied the thin film growth of ZnPc:C60 blends with
varying mixing ratios at Tsub=150 °C with various experimental
and computational methods. By changing the mixing ratio, we
study the decisive role of C60 on the electrical and structural prop-
erties of ZnPc:C60 blends. By decreasing the C60 volume fraction,
we observe an increase in surface roughness, a reduction in the
area-averaged short-circuit current, and a relaxation of ZnPcs lat-
tice.
In detail, by performing DFT and 3D drift-diffusion simulations
in combination with TEM and pcAFM measurements, we are
able to explain i) the growth of ZnPc nanorods on C60, ii) the
contrast in short-circuit current maps in pcAFM, and iii) observe
a reduced recombination at 𝛽-ZnPc nanorods. Although these res-
ults were obtained using the 2:1 sample, they are independent of
the mixing ratio, as they are only related to the local, chemical pur-
ity of the domains. On one side, by investigating the surface with
pcAFM, we discover spherically shaped, photoconductive aggreg-
ates, which we attribute to 𝛼-ZnPc (see Fig. 4.2.1a). On the other
side, by indenting into the surface, we are able to observe elong-
ated, photoconductive nanorods, which we attribute to 𝛽-ZnPc as
similar structures are also observed by BF-TEM and literature.
By performing DFT simulations, we are able to explain the ZnPc
growth in the vicinity of C60 crystallites, by an attractive force
between the central Zn atom and C60.
Subsequently, we observe a preferential aggregation of non-pho-
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toconductive C60 enriched islands and photoconductive 𝛽-ZnPc
nanorods at the surface of the 3:1 sample (see Fig. 4.2.1b). In the
bulk, we observe only few, crystalline aggregates, while the vast
fraction of the layer remains amorphous. Increasing the ZnPc frac-
tion further to 6:1, decreases the overall photoconductivity of the
blend layer and increasing the rms towards the pristine layer rms
(see Fig. 4.2.1c) [236]. Interestingly, we observe an increase of 7 %
of the (200) lattice plane distance of ZnPc by changing the mix-
ing ratio from 2:1 to 6:1. Thus, decreasing the C60 content in the
blend layer, relaxes the unit cell of ZnPc and decreases the over-
all crystallinity of the blend layer. The orientation of the 𝛽-ZnPc
nanorods changes slightly depending on the C60 fraction but re-
mains always parallel to the substrate surface.
C60
ITO
C60
ZnPc
a 2:1
C60
ITO
C60
ZnPc
b 3:1
C60
ITO
C60
ZnPc
c 6:1
Figure 4.2.1.: Graphical summary of the ZnPc:C60 mixing study results. Part (a) show a schematic illustration of the 2:1 ZnPc:C60 sample,
where we observe photoconductive spherically shaped structures on the surface and photoconductive nanorods in the bulk. Part (b) depicts
the results for the 3:1 sample: photoconductive ZnPc nanorods and non-photoconductive spherically shaped C60-rich aggregates at the
surface, and small crystalline ZnPc-C60 in the bulk. Part (c) illustrates the results for the 6:1 sample. The overall photoconductivity is
drastically reduced as compared to the 2:1 and 3:1 samples. Nevertheless, the characteristic nanorods are still present at the surface.
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5³⁸ All samples were prepared under identical
conditions, except the STEM-EDX samples
and the OSCs (see Table 5.0.1).
D33:C60-Linking morphology & solar
cell performance
In this chapter we investigate the influence of in vacuo substrate
heating (Tsub) during the thin film deposition on the microstruc-
ture of D33:C60 absorber layer which are used in efficient organic
solar cells [27, 166, 176]. We evaporated 40 nm D33:C60 at a
fixed volume ratio of 2:1 (see Table 5.0.1) at selected substrate
temperatures. The samples were prepared at Tsub=RT, 72 °C, and
132 °C and subsequently examined with the microscopic methods
such as AFM, pcAFM, TEM, STXM38, and STEM-EDX to ob-
tain real space information about the surface and bulk composition.
Such amulti-technique approach provides comprehensive insights
into the thin film morphology over a wide range of length scales.
Finally, to correlate the morphological findings to the different
PCEs of the respective OSCs, mesoscopic (Monte-Carlo-simula-
tion; MC simulation) and microscopic (DFT) simulations are per-
formed.
Table 5.0.1.: Overview of the utilized substrates, samples, and methods to probe the relationship between thin film morphology and OSC
performance.
Method Substrate Stack
pcAFM (Section 5.1) ITO C60 (10 nm)/D33:C60 (2:1, 40 nm)
TEM (Section 5.2.1) Si3N4 C60 (10 nm)/D33:C60 (2:1, 40 nm)
STEM (Section 5.2.2) Si3N4 D33:C60 (2:1, 40 nm)
STXM (Section 5.3) Si3N4 C60 (10 nm)/D33:C60 (2:1, 40 nm)
MC & DFT (Section 5.5) - C60 (10 nm)/D33:C60 (2:1, 40 nm)
OSCs (Section 5.4) ITO D33:C60 (2:1, 40 nm)
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Figure 5.1.1.: Part (a) shows the topo-
graphy and part (b) the short-circuit current
map of a C60/D33:C60 sample deposited
at Tsub=RT. The imaging conditions are:
𝜆=532 nm, OD=3, Au coated AFM tip.
5.1 ATOMIC FORCE MICROSCOPY
PCAFM ON RT SAMPLE To evaluate the influence of in vacuo
substrate heating on the surface microstructure and nanoscopic
short-circuit current distribution, pcAFM (cf. Section 3.3.1) is util-
ized, where topography and short-circuit current are simultaneously
recorded.
The pcAFM scans on the D33:C60 blends deposited at RT were
performed with a Au coated tip under green laser (𝜆=532 nm; at-
tenuated with the specifiedOD filter) light illumination in an inert
nitrogen atmosphere. Figures 5.1.1a and 5.1.1b show the surface
topography and the respective short-circuit current map of the
D33:C60 RT sample under green laser light illumination, where
mainly D33 is absorbing (see Fig. 3.1.7) [175]. As also observed
by X-ray reflection (XRR), the surface topography is very smooth
(rms=1 nm determined by AFM) and shows only weak material ag-
gregation [171]. The low surface roughness indicates nearly ideal
conditions for the modelling of the optical field via thin film inter-
ference in an organic solar cell neglecting the surface roughness,
as typically done [126]. The short-circuit current map depicted
in Fig. 5.1.1b shows only noise, indicating that the phase-separa-
tion is below the tip-limited spatial resolution; therefore, no local-
ised current transporting paths can be detected. This result is in
good agreement with the 2D grazing incidence wide angle X-ray
scattering (GIWAXS) measurements performed by ELSCHNER at
similarly prepared D33:C60 blends, where only diffuse scattering
was observed [171].
We can conclude that the phase-separation at RT in D33:C60
blends is too small to result in efficient organic solar cells as the
generated charge carriers cannot be efficiently extracted. In other
words, D33 and C60 are so finely intermingled that most of the
generated excitons are dissociated, but cannot be efficiently ex-
tracted (cf. Fig. 2.4.12a on Section 2.4.3).
PCAFM ON 72 ∘C SAMPLE Rising the substrate temperature
from RT to Tsub=72 °C is expected to enhance the phase-separ-
ation, due to a longer diffusion length of the molecules on the
substrate surface during the deposition of the blend layer. The
surface topography measured by AFM supports this hypothesis
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Figure 5.1.2.: Part (a) shows the topo-
graphy and (b) the short-circuit current
map of a C60/D33:C60 sample deposited
at Tsub=72 °C. The imaging conditions are:
𝜆=532 nm, OD=3, PtSi coated AFM tip.
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Figure 5.1.3.: Schematic energy level align-
ment of the D33:C60 blend with a PtSi
coated AFM tip, showing IE, EA, and
EACV, respectively. Energy levels taken
from [27, 177, 251–254].
³⁹ slow scan direction: bottom-up; fast scan
direction: left-right
as depicted in Fig. 5.1.2a. The increased substrate temperature
indeed results in larger material aggregates. The surface rough-
ness is slightly increased to rms=2 nm, but still not affecting the
thin film interference and closed layer formation of the next adja-
cent layer. The varying quality of the image (see Fig. 5.1.2) while
scanning over the surface can be explained by unusually strong
tip-sample interactions in contact-mode AFM and the adhesion
of material at the tip apex. As organic molecules tend to lie flat
on noble metal surfaces due to a strong interaction, a similar mech-
anism might result in the adhesion of molecules to the AFM tip
in contact mode [174].
The corresponding short-circuit current map (see Fig. 5.1.2b) dis-
plays an increase of short-circuit current during the scan. The
origin of this behaviour could be manifold. It could be caused by
the presence of an insulating oxide layer at the tip’s apex, which
is removed while scanning39. Another possibility would be the
aforementioned sorption of molecules to the tip apex. Depend-
ing on the interaction energies of the organic molecules with the
polycrystalline PtSi tip, the following scenarios are possible: i)
preferably C60 or D33molecules are chemisorped to the PtSi sur-
face, resulting in a material selective electrical junction depending
on the alignment of the energy levels. ii) Or both materials are
likewise adsorbed to the tip, creating a local, material dependent
resistance. Finally, as depicted in the energy level diagram shown
in Fig. 5.1.3, the energy levels of none of the organic materials
fit well to the work function of a PtSi or Au coated tip, resulting
in inefficient charge extraction due to a tip-sample barrier [230].
Nevertheless, the C60-PtSi barrier should be higher than the D33-
PtSi barrier. We therefore conclude that the non-photoconduct-
ive structures shown in Fig. 5.1.2 are C60-rich. Moreover, this
is supported by the typical spherical texture of C60 deposited at
heated substrates (see Fig. A.4.1). Additionally it should be noted
that AFM tips with electrical suitable coatings are not commer-
cially available.
Regardless of the high electrical tip-sample resistance, a localised
short-circuit current is visible and resolved in a magnified image
shown in Fig. 5.1.4b. Here, the highest short-circuit currents are
localised at the rims of the round, topographic features (equival-
ent disc radius req=(32± 4) nm taken over the numbered features
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Figure 5.1.4.: Part (a) shows the AFM topo-
graphy of a C60/D33:C60 sample deposited
at Tsub=72 °C and (b) the short-circuit cur-
rent map taken at OD=3 and 𝜆=532 nm with
a PtSi coated tip via pcAFM.
in Fig. 5.1.4a). Although the short-circuit currents at the rims of
the features are asymmetrically distributed, it is unlikely that it
is a scanning artefact of the measurement as topographic features
in Fig. 5.1.4a are symmetric. Nevertheless, the increasing surface
roughness and the slightly increased overall short-circuit current
indicate the onset of the phase-separation in the D33:C60 blend
(Tsub=72 °C) at the sample surface.
PCAFM ON 132 ∘C SAMPLE As recently shown by X-ray scat-
tering methods, a further increase of the substrate temperature
(Tsub) is expected to result in larger crystallites, higher surface
roughness, and phase-separation of the blend, with D33 moving
to the air-organic interface [171]. Therefore, pcAFM measure-
ments are performed to evaluate the increased surface roughness.
However, due to its surface sensitivity, pcAFM can only provide
qualitative arguments about crystallinity and vertical phase-separ-
ation. Nevertheless, pcAFM can add valuable information about
the nanoscale current transport in conjunction with the surface
structure of the sample.
The topography and the short-circuit current of a D33:C60 sample
deposited at Tsub=132 °C are shown in Figs. 5.1.5a and 5.1.5b, re-
spectively. The topography shows large scale (∼ µm) material ag-
gregation on a smooth background. The very high surface rough-
ness explains the reduced absorption, measured at a similar sub-
strate temperature [171]. The large aggregates and their low sur-
face coverage of ∼ 20% violate the necessary requirement (closed
layer formation) of LAMBERT-BEERS absorption law, which im-
pedes the optimisation of the optical field in the OSCs.
The aggregates on the surface are up to 400 nm high and result in
a surface roughness of rms=61 nm, whereas the background is relat-
ively smooth (rms=5 nm). The grain volume is analysed to test the
hypothesis of vertical phase-separation of D33 and C60. The grain
volume is determined by the ”grain minimum basis” volume taken
over 23 grains [194]. The determined total grain volume (Vgrain) is
approximately Vgrain=1.79 µm
3 which differs from the evaporated
D33 volume of VD33=2.75 µm3 (dD33=27 nm on the measured area
of AAFM=102 µm
2) and C60 (VC60=1.33 µm
3,
dC60=13 nm). The detected grains contain 65 % of the totally evap-
orated D33, which is an indication for STRANSKI-KRASTANOV
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Figure 5.1.5.: Part (a) shows the topo-
graphy of a C60/D33:C60 stack deposited
at Tsub=132 °C and (b) the short-circuit cur-
rent map taken at OD=3 and 𝜆=532 nm with
a PtSi coated tip.
growth of the thin film. Nevertheless, as this is a purely geometric
approach, the error of this estimation might be significant. The
pcAFM map depicted in Fig. 5.1.5b shows that large fractions of
the short-circuit current are recorded on top of the large agglom-
erates, whereas the background does not contribute. Possibly, a
thin D33-rich or adversely mixed D33:C60 layer is left on the
background, resulting in a non-measurable short-circuit current.
Another question emerging from the short-circuit current map
in Fig. 5.1.5b: Why do we observe the highest short-circuit cur-
rent on the large aggregates? Let us assume that the large, photo-
conductive aggregates on the surface contain only D33, that the
energy levels remain constant for all temperatures, and that the
charge carrier separation mainly takes place at the C60/D33 inter-
face, than the holes on the D33 phase have to travel up to 400 nm
to reach the AFM tip, a phenomenon particularly observed in
highly ordered, crystalline materials with extraordinary transport
properties [54, 55, 255, 256]. Moreover, comparing the thickness
(∼400 nm) of the highly photoconductive aggregates to the ab-
sorption coefficient of D33 at 𝛼(𝜆=532 nm)=3.12 × 107m−1, indic-
ates that it absorbs almost all of the incoming light (cf. Fig. 3.1.7).
Note, that similar structures are also observed at respective FHJ
depicted in Appendix A.2, indicating the de-mixing of the blend
layer. There, structures with similar dimensions are observed,
which also generate high short-circuit currents, although they are
pristine due to the consecutive evaporation of the layers. Thus,
assuming that the large agglomerates observed at the surface of
the blend layer consist to a large extent of D33, they absorb most
of the impinging photons and are able to transport the holes to the
AFM tip. The appearance of aggregates producing high short-cir-
cuit currents is consistent with the high D33 out-of-plane crys-
tallinity of the D33:C60 blend, deposited on heated substrates
(Tsub=132 °C) and examined with XRD [171]. Furthermore, the
strong differences in short-circuit current within the agglomer-
ates imply that D33 might possess different phases (polymorph-
ism), which exhibit differing optical and electronic characterist-
ics. Hence, it is likely that the agglomerates are composed of
large crystallites with advantageous orientations, which result in
the high short-circuit currents observed by pcAFM. Conversely,
the low short-circuit current regions exhibit disadvantageous op-
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Figure 5.1.6.: Magnified area fromFig. 5.1.5
(marked red). The topography (a) and the
short-circuit current (b) were recorded un-
der identical conditions as in Fig. 5.1.5.
20 µm
TEM signal
Figure 5.2.1.: BF-TEM overview image of
a C60/D33:C60 sample layer deposited at
Tsub=RT. The blue circles mark detected
features with lower electron transmittance
as compared to the rest of the image. Image
recorded by Dr. PETER FORMANEK (IPF).
toelectronic properties, which might be associated with a highly
resistive tip-sample contact, high disorder, lower film thickness,
lower crystallinity, disadvantageous orientation etc.
Figure 5.1.6b shows a magnified image of the red marked area of
Fig. 5.1.5b, highlighting the complex short-circuit current distri-
bution in an aggregate. The surface topography of the displayed
aggregate (see Fig. 5.1.6a) does not show any obvious correlation
with the short-circuit current depicted in Fig. 5.1.6b, besides the
shape. This can be interpreted in terms of different grain orient-
ations resembling each other in surface appearance, but having
different electro-optical properties.
In summary, the highest local short-circuit current is observed at
the D33:C60 sample deposited at Tsub=132 °C. Yet, this sample
also exhibits the highest phase-separation, which is adverse for
OSCs. As shown in Table 5.1.1, we observe a continuous increase
in the area-averaged short-circuit current, rms, equivalent disc ra-
dius (req), and grain density (𝜎grain) with increasing in vacuo sub-
strate temperature.
Table 5.1.1.: Summary of physical quantities determined by pcAFM.
The coverage at Tsub=132 °C relates the surface area of the
aggregates to the scan area.
Physical quantity Tsub=RT Tsub=72 °C Tsub=132 °C
req (60± 16) nm (32± 4) nm (320± 210) nm
Jsc (at OD=3) −13 fA −411 fA −840 fA
rms 1 nm 2 nm 61 nm
𝜎grain 0.64 µm−2 38 µm−2 0.21 µm−2
(coverage: 20 %)
5.2 ELECTRON MICROSCOPY
5.2.1 Transmission Electron Microscopy
TEM ON RT SAMPLE To obtain insights into the local bulk thin
film microstructure of D33:C60 blend layers, TEM investigations
are performed.
Figure 5.2.1 shows a BF-TEMoverview image of a D33:C60 blend
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Figure 5.2.2.: Magnified BF-TEM im-
age of the C60/D33:C60 sample shown in
Fig. 5.2.1. The coloured features highlight
structures with different electron transmit-
tance and/or morphology. Image recorded
by Dr. PETER FORMANEK (IPF).
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Figure 5.2.3.: Schematic illustration of the
different equivalent disc radii measured in
BF-TEM and AFM. While the AFMmaps
only the ”tip of the iceberg” (top view), the
BF-TEM images the contour of the ”ice-
berg” (side view).
deposited at RT. There, sphere-like structures are visible (marked
with blue circles in Figs. 5.2.1 and 5.2.2). The equivalent disc ra-
dius of these agglomerates is req=(108± 57) nm taken over 2679
detected structures (𝜎grain=0.65 µm−2). To compare the BF-TEM
to the AFM images, we have to assume that the thin film growth of
the D33:C60 layers is similar on both substrates (see Table 5.0.1).
Thus, the equivalent disc radius and the areal grain density de-
termined by BF-TEM are within the range of structures visible
on the surface shown in Fig. 5.1.1a and the respective values listed
in Table 5.1.1. Only the equivalent disc radii differ, but are within
the experimental uncertainties. However, this can be interpreted
as an elliptical grain growth within the bulk volume of the film,
where AFM only images the top of the ”iceberg” (see Fig. 5.2.3)
while BF-TEMmaps the projection of these structures present in
the bulk volume of the sample. Apart from the material aggrega-
tion, the sample appears to be homogeneous in BF-TEM.
Figure 5.2.2 shows a 10× magnified image of Fig. 5.2.1, reveal-
ing a more detailed picture of the diverse microstructure of a
D33:C60 blend deposited at RT. Here, the blue marked struc-
tures in Fig. 5.2.1 can be further classified into: domains with
protruding nanorods (marked blue in Fig. 5.2.2), domains without
protruding nanorods (marked red in Fig. 5.2.2), which are smaller
than the blue marked features but with comparable transmission
(grey level), and even smaller round shaped structures (marked or-
ange in Fig. 5.2.2). Additionally, the background consists of light
grey/white domains (marked green).
As discussed in the previous passage, only the structures marked
red and blue in Fig. 5.2.2 are above the spatial resolution of the
AFM tip. They might be partly buried under the surface. Fur-
thermore, the remarkable protruding structures (blue marked fea-
tures) are not visible in the surface-sensitive pcAFM recordings
(see Fig. 5.1.1). However, they have a similar texture and dimen-
sions to the structures, transporting currents up to 4 pA at the
132 °C sample (see Fig. 5.1.6b).
The length and diameter of the protruding structures in Fig. 5.2.2
are approximately l=(137± 60) nm and 2w=(24± 4) nm. The ab-
solute dimensions differ from the structures observed in pcAFM
performed at the 132 °C sample (see Fig. 5.1.5b), but their aspect-
ratio is comparable to the ”high”-current transporting structures.
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Figure 5.2.4.: Part (a) shows a TEM-DP of
an imaged area of 1.75 µm×1.75 µm. Part (b)
shows a diffraction pattern of a blue marked
structure from Fig. 5.2.2. In (b) a circu-
lar aperture with a diameter of 1 µm is used.
Images recorded by Dr. PETER FORMANEK
(IPF).
Thus, as they do not appear photoconductive in the pcAFMmeas-
urements performed at the RT sample (see Fig. 5.1.1b), theymight
be adversely mixed and thus not detectable in pcAFM and/or are
located in the bulk of the RT sample.
The orange marked structures have an equivalent disc radius of
(16± 6) nm taken over 1787 detected features (areal grain dens-
ity 𝜎grain=127 µm−2). Clearly, this is below the resolution limit of
the AFM tip. Nevertheless, there is a correlation with the equi-
valent disc radius of a pristine C60 film observed in BF-TEM:
req=(11± 4) nm (see Appendix A.4).
Finally, the green regions are characterised by their high transmis-
sion relative to the rest of the image. As the contrast in BF-TEM
arises from both mass-thickness and diffraction variations, those
domains might have lower crystallinity or different crystal orient-
ation than the rest of the image as the overall thickness is ho-
mogeneous as determined by pcAFM [215]. Nevertheless, those
structures are not observed in the pcAFM measurements (see
Fig. 5.1.1), implying that they are present in the bulk of the thin
film. Finally, as the background appears uniform, we assume a
homogeneous mixture of D33 and C60 [171].
In addition to the previously shown real space images, TEM al-
lows to record local diffraction patterns (DPs) of differently sized
areas of the sample, which help to evaluate the crystallinity of the
sample. Figures 5.2.4a and 5.2.4b show DPs of differently sized
areas. Figure 5.2.4a shows the DP of an area of 1.75 µm×1.75 µm.
Here, the broad, diffuse rings indicate the large area amorphous
character of this sample [171]. The indexed DP of Fig. 5.2.4a
indicates a mixture of C60 and D33 crystallites as specified in
Table 5.2.1, although the overall character of the sample is amorph-
ous as indicated by the diffuse appearing rings. The deviations
in the lattice constants between TEM and XRD originate e.g.
from the small diffraction volume in TEMmeasurements as com-
pared to XRD. However, the lattice spacings (dD33,tf) of the thin
film are not observed. Figure 5.2.4b shows the DP of a blue
marked structure from Fig. 5.2.2. Here, a highly crystalline re-
gion was imaged, as indicated by sharp reflections on a diffuse
(amorphous) appearing background. This aggregate shows reflec-
tions from both materials as listed in Table 5.2.1.
In a nutshell, the bulk structure of a D33:C60 blend layer depos-
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Table 5.2.1.: Lattice plane distances of C60/D33:C60 (Tsub=RT), determ-
ined from Fig. 5.2.4. As references, the lattice plane dis-
tances of a D33 single crystal (dD33,sc), a D33 thin film
(dD33,tf, Tsub=RT), and a C60 thin film (dC60,tf, Tsub=RT)
are taken from literature [134, 166, 171]. The lattice plane
distances (dD33,sc and dD33,tf) were determined by XRD.
no. dTEM in Å dD33,sc in Å (hkl) dD33,tf in Å C60 in Å (hkl)
1 (7.73± 0.77) 7.95 (020) 8.75 8.22 (111)
2 (5.15± 0.52) 5.79 (110) — 5.04 (220)
3 (3.95± 0.40) — — 3.89 (311)
4 (3.07± 0.30) — — 3.18 (420)
5 (2.62± 0.26) 3.11 (15-1) — 2.74 (333)
2 µm
TEM signal
Figure 5.2.5.: BF-TEM overview image
of a C60/D33:C60 sample deposited at
Tsub=72 °C. Image recorded by Dr. PETER
FORMANEK (IPF).
ited at RT is complex. By analysing statistical and textural proper-
ties, correlations between pcAFM and BF-TEM appear: The do-
mains with protruding structures observed in BF-TEM are highly
crystalline and can be correlated to ”high” current transporting
features observed in the 132 °C sample. However, as they do not
appear in the corresponding pcAFM image, they might possess
different optoelectronic properties and/or might be buried in the
bulk, not visible at the surface. Furthermore, there are small nan-
oparticles visible in this sample which can be correlated to struc-
tures in pristine C60 films. From TEM-DP, the sample can be
regarded as amorphous on a large area scale, although we observe
are strongly crystalline features on a local scale, indicating a coex-
istence between amorphous and crystalline regions.
TEM ON 72∘C SAMPLE Increasing Tsub from RT to Tsub=72 °C
is expected to increase the phase-separation betweenD33 and C60.
Furthermore, according to the results of ELSCHNER, an increase
of structural order compared to the thin film deposited at RT is
expected [171].
A representative BF-TEM image of a D33:C60 blend deposited
at Tsub=72 °C is shown in Fig. 5.2.5. Compared to the RT sample
(see Fig. 5.2.2), the 72 °C blend appears more homogeneous. Ana-
lysing the grain sizes in Fig. 5.2.5 results in an equivalent disc
radius of (25± 9) nm (blue marked feature in Fig. 5.2.5) and an
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Table 5.2.2.: Lattice plane distances of C60/D33:C60 (Tsub=72 °C), de-
termined from Fig. 5.2.6b. As references, the lattice plane
distances of a D33 single crystal (dD33,sc), a D33 thin
film (dD33,tf, Tsub=90 °C), and a C60 thin film (dC60,tf,
Tsub=90 °C) are taken from literature [134, 166, 171]. The
lattice plane distances (dD33,sc and dD33,tf) were determined
by XRD.
no. dTEM in Å dD33,sc in Å (hkl) dD33,tf in Å C60 in Å (hkl)
1 (7.73± 0.77) 7.95 (020) 7.36 8.22 (111)
2 (4.74± 0.47) 5.79 (110) 6.70 5.04 (220)
3 (4.04± 0.40) — — 3.89 (311)
4 (2.69± 0.27) 3.11 (15-1) — 2.74 (333)
a
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Figure 5.2.6.: Part (a) shows a magnified
BF-TEM image of Fig. 5.2.5. Part (b)
shows the DP of the highlighted area in part
(a). The indexed reflections are listed in
Table 5.2.2. Images recorded by Dr. PETER
FORMANEK (IPF).
areal density of 𝜎grain=26 µm−2 taken over 1123 detected structures.
Thus, the average structure size is decreased by 77% relatively to
the D33:C60 RT sample, while the areal density is increased by
a factor of 40. Furthermore, the average equivalent disc radius is
in good agreement with the equivalent disc radii observed at the
surface of the blend via AFM (cf. Fig. 5.1.4), which indicates a par-
tial, vertical separation of the blend layer (cf. Fig. 5.2.3). Hence,
the simultaneous decrease of the grain sizes and the increase of
the areal grain density indicate the proceeding phase-separation
of the D33:C60 blend with increasing substrate temperature.
Recording a BF-TEM image at increased magnification (see
Fig. 5.2.6a) provides the possibility to take a selected area DPs
of the respective grains. The DP in Fig. 5.2.6b shows diffusive
rings with a few sharp reflections, indicating the presence of D33
and/or C60 crystals as indicated by Table 5.2.2. Reflexes from the
D33 thin film are not observed by TEM. The equivalent disc
radii of the grains within the blue circle in Fig. 5.2.6a is approx-
imately 26 nm, which correlates with the average D33 crystal size
of 40 nm determined by FITZNER et al. in a D33:C60 blend layer
[166]. The C60 crystal size extracted from the measurements of
FITZNER et al. is 4 nm [166].
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Figure 5.2.7.: BF-TEM overview image
of a C60/D33:C60 sample deposited at
Tsub=132 °C. Image recorded by Dr. PETER
FORMANEK (IPF).
a
3.5 nm-1
500 nm
TEM signal
b
a
b
1
2
3
4
5
6
Figure 5.2.8.: Part (a) shows a magnified
BF-TEM image of Fig. 5.2.7. Part (b)
shows the DP of the area highlighted in part
(a). The indexed reflections are listed in
Table 5.2.3. Images recorded by Dr. PETER
FORMANEK (IPF).
TEM ON 132∘C SAMPLE According to previous measurements,
a further increase of the substrate temperature during thin film
deposition results in a significant increase of the crystallinity in
the D33:C60 blend [171].
Figure 5.2.7 shows a BF-TEMoverview image of aD33:C60 blend
layer deposited at Tsub=132 °C. The image shows nanorod like
structures, which have a similar texture to sexithiophene thin films
deposited on a KCl at comparable substrate temperatures [257].
The long axis and the short axis of the elliptical nanorods are
(268± 128) nm and (34± 8) nm, respectively. This corresponds
to req=(95± 68) nm acquired over 378 structures. The areal grain
density is 𝜎grain=9 µm−2, which is a substantial decrease as com-
pared to the sample deposited at Tsub=72 °C sample. The short
axis length of the nanorods correlates with the equivalent disc
radius/diameter of the nanoparticles observed in the Tsub=72 °C
sample. Furthermore, only a weak correlation with the pcAFM
measurement (see Fig. 5.1.5) is visible. In comparison to the
pcAFM recording, the BF-TEM image indicates that the phase-
separation takes place on a significantly smaller length scale. One
reason for this phenomenon could be the highly complex mor-
phology of this sample, where strong thickness variations (see
Fig. 5.1.5) are superposed by high crystallinity, further complic-
ating a straightforward interpretation of the image. Nevertheless,
the characteristic shape of the nanorods is present within the do-
mains of the pcAFM image as well as in the BF-TEM image, in-
dicating a key role of the nanorods for the short-circuit current
generation and charge carrier transport.
Figure 5.2.8a shows an image recorded at a higher magnification,
showing again the nanorod like structures. The corresponding
DP of the blue marked area shown in Fig. 5.2.8b, exhibits more
single reflections than the 72 °C sample, indicating an increase
in crystallinity and/or a more advantageous crystallite orientation
normal to the electron beam. XRD investigations on a similar
prepared sample show also an increase in crystallinity compared
to the 72 °C sample [171]. The corresponding lattice distances ex-
tracted from the DP shown in Fig. 5.2.8b are listed in Table 5.2.3,
including reference values for D33 thin films and single crystals
determined by XRD. As shown in Table 5.2.3, the lattice dis-
tances determined coincidence with the lattice constants from the
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Table 5.2.3.: Lattice plane distances of C60/D33:C60 (Tsub=132 °C), de-
termined from Fig. 5.2.8b. As references, the lattice plane
distances of a D33 single crystal (dD33,sc), a D33 thin film
(dD33,tf, Tsub=90 °C), and a C60 thin film (dC60,tf) are taken
from literature [134, 166, 171]. The lattice plane distances
(dD33,sc and dD33,tf) were determined by XRD.
no. dTEM in Å dD33,sc in Å (hkl) dD33,tf in Å C60 in Å (hkl)
1 (7.56± 0.76) 7.95 (020) 7.36 8.22 (111)
2 (4.68± 0.47) 5.79 (110) 6.70 5.04 (220)
3 (3.95± 0.40) — — 3.89 (311)
4 (3.23± 0.32) 3.33 (312) — —
5 (3.07± 0.31) 3.11 (15-1) — 2.74 (333)
6 (2.61± 0.26) — — 2.74 (333)
⁴⁰ The following ionization edges are utilized:
Si (L2,3), S (L2,3), C (K), N (K). The width
of the energy slit is ΔE=15 eV.
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Figure 5.2.9.: Cross-sectional view of the
sample shown in Fig. 5.2.7. Part (a) shows
a EF-TEM image. The D33-rich domains
are numbered from 1 to 4. Part (b) shows a
BF-TEM overview image. The blue arrows
point to the nanorods and the red area is
shown at higher magnification in Fig. 5.2.10.
Images recorded by Dr. PETER FORMANEK
(IPF).
D33 single crystal, rather than the thin film layer. This result
is in agreement with the observations at the sample fabricated at
Tsub=72 °C.
CROSS-SECTION OF THE 132∘C SAMPLE To obtain further
insights into the chemical composition of the nanorods, a cross-
section of the sample deposited at 132 °C is performed via focused
ion beam (FIB). A cross-sectional EF-TEM image40 of the FIB-
cut at high magnification is depicted in Fig. 5.2.9a.
Firstly, the D33:C60 blend layer exhibits an interface roughness
of rms=63 nm, which is in good agreement with the AFM meas-
urement (see Fig. 5.1.5 and Table 5.1.1). Secondly, we observe
that the aggregates (numbered from 1 to 4) predominantly con-
tain S, which indicates relatively the high D33 content. Thirdly,
the particularly D33-rich core (w/h=60 nm/30 nm) is coated by
a thin C60-rich layer. Local variations in the thin C60 coating
around the D33-rich core might explain the strongly varying pho-
tocurrents seen in pcAFM on the aggregates shown in Fig. 5.1.6:
While the overall increased crystallinity is expected to increase
the short-circuit current, the thin C60 coating layer may have the
opposite effect as the charge carriers might recombine. Neverthe-
less, as the C60-rich coating is heterogeneously distributed around
the D33-rich aggregates, higher local photocurrents are observed
at a locally thinner C60 layer.
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Figure 5.2.10.: Cross-sectional EF-TEM
image of the sample shown in Fig. 5.2.7 and
Fig. 5.2.9. Images recorded by Dr. PETER
FORMANEK (IPF).
Additionally, the nanorods 1 and 4 marked in Fig. 5.2.9a seem to
have a relatively sharp interface to the C60-rich domain, whereas 2
and 3 possess mixed interfaces. Those local compositional differ-
ences might also influence their optoelectronic response observed
in the pcAFM measurements. Hence, local thickness, crystallin-
ity, and composition variations can explain the local short-circuit
current fluctuations on the agglomerates observed with pcAFM
in Fig. 5.1.6.
Finally, the observed structures are also visible at lower magni-
fications as shown in Fig. 5.2.9b corresponding to the larger area
investigated with pcAFM in Fig. 5.1.5. Figure 5.2.9b shows that
some of the observed nanorods are standing nearly perpendicular
to the substrate surface. Those rods are up to 300 nm long and
have a diameter of up to 75 nm, which agrees well with the struc-
tures within the domains observed by pcAFM (see Fig. 5.1.6).
Figure 5.2.10 shows the red marked area from Fig. 5.2.9a at higher
magnification. The brightness is proportional to the D33 content.
The enrichment of sulphur within the post-mortem deposited lay-
ers for the FIB-cut on the blend (not coloured in Fig. 5.2.9a) is an
artefact of the background subtraction. Thus, a D33-enrichment
at the interface to the 10 nm thin C60 sublayer, which was suspec-
ted from the pcAFM investigations, is observed. This approxim-
ately 5 nm thin D33-rich layer at the interface to the 10 nm C60
sublayer may favour an increased charge carrier recombination in
the OSC as they act as culs-de-sac for the charge carriers.
In conclusion, we investigated the bulk morphology of D33:C60
blends layers deposited at different substrate temperatures with
TEM. At the RT deposited sample, we observe a complex mor-
phology composed of large very aggregates with low transmission
and smaller structures with higher transmission. By recording
DPs at the large aggregates, we identify them as highly crystalline,
exhibiting reflections from D33 and C60. The smaller aggregates
appear amorphous. The sample deposited at Tsub=72 °C appears
more homogeneous in BF-TEM than the RT sample. Recording
DPs, reveals moderate crystallinity of the sample, which is benefi-
cial for the OSCs. Increasing the substrate temperature to 132 °C
shows nanorods, which are comparable to the structures observed
with pcAFM at the surface. The crystallinity of the specimen is
increased compared to the sample prepared at Tsub=72 °C. A FIB-
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Figure 5.2.11.: STEM-HAADF (a) and
(b, c) STEM-EDX maps of a D33:C60
(2:1, 40 nm, Tsub=RT) blend. Iprobe= 3 nA,
taq=5779 s. Images recorded by Dr. BOG-
DAN RUTKOWSKI (AGH).
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Figure 5.2.12.: STEM-HAADF (a) and
STEM-EDX maps (b, c) of a D33:C60
(2:1, 40 nm, Tsub=RT) blend. Iprobe=3 nA,
taq=5779 s. Images recorded by Dr. BOG-
DAN RUTKOWSKI (AGH).
cut reveals that the nanorods are D33 rich and coated by a C60
rich shell, which explains the strongly varying short-current ob-
served by pcAFM. Moreover, we observe a thin D33 layer at the
C60 sublayer.
5.2.2 Scanning Transmission Electron Microscopy
STEM-EDX and STEM-HAADF measurements are performed
to obtain high resolution microscopical images with chemical con-
trast of D33:C60 blends deposited at RT, 72 °C, and 132 °C on
Si3N4 TEM substrates [258]. The images were recorded at a FEI
TITAN CUBEDG2 60/300 operated at 60 kV tominimise the knock-
on damage, heating etc. of the organic layer and to enhance the im-
age contrast by increasing the scattering cross-section 𝜎cross [219,
259, 260]. As mentioned above, the 10 nm thin C60 layer is omit-
ted to enhance the image contrast.
STEM ON RT SAMPLE The STEM-HAADF image of the RT
sample displayed in Fig. 5.2.11a shows nanoparticle-like features,
as already observed in BF-TEM. These particles have an equi-
valent disc radius of req=(18± 10) nm, which is comparable to the
orange marked structures in Fig. 5.2.2. The size differences might
originate from different contrast mechanisms between STEM-
HAADF and BF-TEM and relatively poor counting statistics.
As the contrast in STEM-HAADF is highly sensitive to atomic
number changes (Z-contrast [217]), local material heterogeneit-
ies can be detected based on the varying atomic number. Un-
fortunately, both molecules have comparable mean atomic num-
bers: Z̄C60=6 vs. Z̄D33 =5.77, resulting in comparable scattering
RUTHERFORD cross-sections [261]. Thus, as the HAADF intens-
ity is roughly proportional to Z3/2, only a slightly higher HAADF
signal is expected for D33, assuming constant thickness and dens-
ity (cf. Section 3.3.3) [218]. However, as we have shown by the
AFM measurements in Section 5.1, there are thickness variations,
which might lower or even reverse the HAADF contrast. Monte-
Carlo-simulations of the transmitted electron signals for pristine
layers of D33 and C60 are display in Appendix A.2 do not show
any qualitative differences, confirming the aforementioned Z-con-
trast estimation.
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Figure 5.2.13.: STEM-HAADF (a) and
STEM-EDX maps (b, c) of a D33:C60 (2:1,
40 nm, Tsub=72 °C) blend. Iprobe=200 pA,
taq=4500 s. Images recorded by Dr. TO-
MASZ MOSKALEWICZ (AGH).
Figures 5.2.11b and 5.2.11c show the material quantification for
S and C from simultaneously recorded STEM-EDX data, indic-
ating that most of the nanoparticles are sulphur rich, instead of
carbon-rich as expected from the Z-contrast estimations. Carbon
and sulphur are chosen for quantification as they are present in
C60 and D33. Whereas sulphur is uniquely present in D33. See
Appendix A.2 for details. An image of the smaller sphere like
structures in the background is displayed in Fig. 5.2.12. There,
we observe homogeneously mixed sample.
In conclusion, the STEM-EDX images significantly strengthen
the indications from pcAFM and TEM measurements: D33:C60
deposited at RT is nearly homogeneously mixed, besides the pres-
ence of some round aggregates, at length scales down to 2 nm,
which is very close to a molecular mixture.
STEM ON 72∘C SAMPLE Figure 5.2.13 shows STEM-HAADF
and STEM-EDX overview images of a D33:C60 blend deposited
at Tsub=72 °C. The STEM-HAADF image shown in Fig. 5.2.13a
confirms the already observed progressing phase-separation of the
blend by AFM and BF-TEM (see Figs. 5.1.4 and 5.2.5).
Another interesting feature of the sample deposited at Tsub=72 °C
as compared to the RT sample is the contrast inversion in the
HAADF image: in Fig. 5.2.11a the bright features are sulphur rich
(see Fig. 5.2.11b), while in Fig. 5.2.13a those features are carbon-
rich. A reason for the aforementioned contrast inversion in the
STEM-HAADF image might be the increased surface roughness
of the 72 °C sample. Additionally, the STEM-EDX images con-
firm the hypothesis from Section 5.1 that the lowest photoconduct-
ive structures are C60-rich.
Figure 5.2.13a shows furthermore that the number of bright is-
lands is significantly decreased as compared to the RT sample.
The equivalent disc radius of the bright structures in Fig. 5.2.13a
is req=(32± 11) nm and the areal grain density is 𝜎grain=22 µm−2.
Both values are in very good agreement with the statistics from
the BF-TEM and pcAFM images prepared at the same substrate
temperature (see Fig. 5.2.5), although the substrates differ and a
10 nm C60 sublayer was used in the AFM measurements.
The equivalent disc diameter of the nanoparticles is within the
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Figure 5.2.14.: STEM-HAADF (a) and
(b, c) STEM-EDX maps of a D33:C60
(2:1, 40 nm, Tsub=72 °C) blend. Iprobe=2 nA,
taq=5640 s. Images recorded by Dr. TOMASZ
MOSKALEWICZ (AGH).
range of the layer thickness, implying that they are touching both,
top and bottom of the blend layer. This does not harm the oper-
ation of an OSC manufactured in the pin architecture as long as
the transport layers are working (cf. Section 5.4).
Interestingly, all STEM images depicted in Fig. 5.2.13 show a
network-like structure. Therefore, images at higher magnification
are recorded, to provide a more detailed view on the morphology.
Figure 5.2.14 displays the D33:C60 (Tsub=72 °C) sample at high
magnification, showing the C60-rich nanoparticles are embedded
in a well-connected D33-rich network. Furthermore, a smooth
transition from D33 to C60 and vice versa is visible. The gradual
contrast change is not limited by the resolution of the microscope.
Thus, we conclude that the microstructure in this sample is close
to the ”ideal” BHJ structure. Despite the simplistic geometric
model of hard interfaces, covered by the equivalent disc radius,
the observed network-like structures meet the structural require-
ments for highly efficient OSCs as shown in Section 5.4.
STEM ON 132∘C SAMPLE Figure 5.2.15 shows an image of a
D33:C60 sample deposited at Tsub=132 °C. The STEM-HAADF
image (see Fig. 5.2.15a) correlates with the BF-TEM image recor-
ded of an identically prepared sample (see Fig. 5.2.7), but only cor-
relates weakly to the respective pcAFM image (see Fig. 5.1.5). A
reason might be the observed increased surface roughness, which
results in a locally varying transmitted electron beam intensity
at relatively thick features, increasing the scattering probability.
Nevertheless, the characteristic elongated structures observed in
pcAFM and BF-TEM are also visible at STEM-HAADF and
STEM-EDX. Also, the dimensions of the structures (diameter
40 nm to 60 nm) are comparable to those observed in BF-TEM
and pcAFM. The microscopic carbon map (see Fig. 5.2.15b) and
sulphur map (see Fig. 5.2.15c) imply that D33 and C60 are still
well mixed. This is in agreement with the observations from the
FIB cross-section (see Fig. 5.2.10), where a carbon-rich coating
was found around the D33-rich core. This vertical phase-separ-
ation appears as a well intermingled sample in the microscopic
projection shown here.
Another interesting feature of the STEM-HAADF image are the
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Figure 5.2.15.: STEM-HAADF (a) and (b,
c) STEM-EDXmaps of a 40 nm a D33:C60
(2:1, 40 nm, Tsub=132 °C). The meas-
urement parameters are: Iprobe=2.8 nA,
taq=6180 s. Images recorded by Dr. BOG-
DAN RUTKOWSKI (AGH).
bright appearing structures, indicating a higher average atomic
number, or a locally increased sample thickness, which is in agree-
ment with the elevated rms (cf. Table 5.1.1). Most importantly,
we observe the formation of D33:C60 islands as there are areas
where carbon and sulphur weight is locally close to zero, indicat-
ing an incomplete coverage of the substrate. Moreover, compar-
ing the elemental distribution of the 132 °C sample and the 72 °C
sample does not show fundamental differences, besides the ab-
sence of a laterally extended sulphur network observed at 72 °C
(see Fig. 5.2.5).
In conjunction with the pcAFM and BF-TEM observations, we
can conclude that the surface roughness and the C60-rich layer
around the D33 are the main contributions to the breakdown of
organic solar cells deposited at this substrate temperature [171] (cf.
Section 5.4): Firstly, the high surface roughness results in a loc-
ally thick structures, lowering the overall absorption of the blend
layer as the layer is not entirely closed [171]. Secondly, a C60-rich
layer around the D33-rich domains acts as a cul-de-sac, massively
lowering the extraction probability for the holes transported on
D33 in the OSC.
5.3 X-RAY SPECTROSCOPY AND MICROSCOPY
In this section, we discuss results of STXM and XAS measure-
ments performed at SLS. In these experiments, tunable, mono-
chromatic soft X-rays are used to probe the fine structure of carbon
around the C 1𝑠 absorption edge. Physically, the different core
levels are well separated from each other, but vary depending on
the chemical bonding of the valence electrons [195]. Thus the
X-ray absorption spectra of the different core levels vary slightly.
Finally, it is a complementary method to the STEM-EDX meas-
urements, where the X-ray emission upon the excitation with the
electron beam is recorded.
The data were recorded with two STXMs, PolLux and NanoXAS
[199, 262]. Besides the different substrate (cf. Table 5.0.1), the
blend layer stack is nearly identical to the pcAFM measurements:
Si3N4 / C60 (10 nm) / D33:C60 (2:1, 40 nm, Tsub=var.). Further-
more, XAS studies on pristine 27 nm thin D33 (Tsub=var.) and
10 nm thin C60 (Tsub=var.) layers are performed.
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In the first part of this section, XAS spectra of pristine and mixed
D33 and C60 layers are shown and discussed. In the remaining
section calculated compositional maps are analysed and discussed.
5.3.1 X-ray absorption spectroscopy
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Figure 5.3.1.: X-ray absorption spectra of 10 nm pristine C60 deposited at different substrate temperatures.
Figure 5.3.1 shows XAS spectra of 10 nm C60 deposited at dif-
ferent temperatures onto Si3N4 substrates [29, 205, 263]. The
spectra are in very good agreement with published results of bulk
C60 by TERMINELLO et al. and WILKS [264, 265]. Furthermore,
the shape of the spectra is as expected independent of the sub-
strate temperature as C60 is a highly symmetric molecule, and
thus being insensitive to the reorientation relatively to the linear
polarisation of the incident X-rays [266]. Note, that spectra of C60
and D33 presented are corrected to match the pre- and post-edge
(cf. Section 3.3.2) of the corresponding RT spectrum as all layers
were prepared with nominally identical thicknesses, but might not
form closed layers.
Although oligothiophenes are widely used in organic electronics,
only few XAS experiments were performed in the past [173, 267–
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Figure 5.3.2.: X-ray absorption spectra of 27 nm pristine D33 deposited at different substrate temperatures.
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Figure 5.3.3.: Schematic, simulated C 1𝑠
NEXAFS spectra of thiophene rings ex-
cited by linearly polarised light at normal
(top) and grazing (bottom) incidence. The
polarisation of the incoming radiation is
into the page and a vertical offset is added
for clarity. Redrawn from [264].
270]. Figure 5.3.2 shows the spectra of pristine D33 deposited
at different substrate temperatures. At first, it is clear that the
spectra depend on the substrate temperature, as we see a change
in the NEXAFS region with increasing substrate temperature. A
similar behaviour is observed for diindenoperylene thin films in
[271], where a change in the average tilt angle of the molecule re-
lative to the substrate was concluded to be the origin.
Moreover, the relative peak heights in the 𝜋∗ region (E1,D33 to
E5,D33) change with substrate temperature, indicating changes
in the intramolecular bonding and/or re-orientation of molecule
clusters relative to the fixed polarisation of the incident X-rays.
This is probably due to the observed crystallization [166, 171].
Analogously to the argumentation of DELONGCHAMP et al. [268,
269], we assign E1,D33=284.7 eV in Fig. 5.3.2 to a C 1𝑠 → 𝜋∗ ex-
citation of the alkene group next to the cyano groups of D33 (see
Fig. 5.3.4). The resonance at E2,D33=285 eV corresponds to a C
1𝑠 → C−C 𝜋∗ transition of the thiophene rings [264, 269, 270,
272]. Comparing the continuous decrease of the peak at E2,D33 to
an angular dependent NEXAFS simulation of a single thiophene
ring as displayed in Fig. 5.3.3, we conclude an upstanding align-
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Figure 5.3.4.: Structural formula of the
donor molecule D33.
⁴¹ measurement uncertainty determined from
E/ΔE=5000 [199].
ment of the D33 molecules relative to the fixed polarisation of
the incident X-rays, assuming completely stiff and planar D33
molecules. Furthermore, the resonances at E4,D33=285.9 eV and
286.5 eV might correspond to C 1𝑠 → 𝜋∗ transitions associated
with the cyano group.
Consistently with the higher LUMOofD33 (ELUMO,D33=−3.7 eV
[175]) as compared to C60 (ELUMO,C60=−4 eV [251]), the onset of
the shoulder at E1 shown magnified in Fig. 5.3.5 indicates the
LUMO of D33. Additionally, the energy difference ΔE12,D33
defined as ΔE12,D33 = |E1,D33 − E2,D33|= (300± 114)meV, cor-
relates41 with the (LUMO+1)-LUMO difference of 360meV de-
termined for a D33 bilayer by STM [174].
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Figure 5.3.5.: X-ray absorption spectra of C60 (10 nm)/D33:C60 (40 nm, 2:1, solid lines). The fitted spectra are depicted as dashed lines.
Figure 5.3.5 shows the XAS spectra of C60 (10 nm)/D33:C60
(40 nm, 2:1) deposited at the aforementioned substrate temperat-
ures. Remarkably, the spectra of the RT sample and the 132 °C
sample are almost identical, whereas the 72 °C sample exhibits
a new spectral feature at E=287.4 eV. The origin of this feature
might be changes in the relative orientation of the molecules rel-
ative to the X-rays and/or intramolecular changes, as already dis-
cussed above.
Furthermore, assuming that neither the C 1𝑠 orbitals nor the 𝜋∗
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Table 5.3.1.: Parameter obtained from least-
squares fitting of pristine layer spectra (see
Figs. 5.3.1 and 5.3.2) to blend layer spectra
(see Fig. 5.3.5).
a𝑖 RT 72°C 132°C
C60/D33:C60
a0 -0.01 0.00 -0.09
aC60 2.16 1.80 2.17
aD33 0.69 1.13 -1.49
orbitals of different molecules mix with each other as they are loc-
alised at their respective molecules, we can assume a linear super-
position of the pristine layer spectra to fit the blend layer spectra,
i.e., applying
ODBHJ(E) = 𝑎0 + 𝑎C60 ⋅ODC60(E) + 𝑎D33 ⋅ODD33(E), (77)
where a𝑖 are fitting constants (cf. Section 3.3.2). The physical in-
terpretation of the fit parameters a𝑖 are: a0 is the offset between
sub-spectra, aC60 and aD33 are the C60 and D33 fractions in the
blend layer relative to the pristine D33 and C60 layers. Ideally,
the coefficient would be aC60=2.3 and aD33=1 as the C60 thickness
in the blend layer is 23 nm (10 nm C60 sublayer and 13 nm C60 in
the blend). This is related to the thicknesses of the pristine lay-
ers, which are 10 nm (C60) and 27 nm (D33) thin. As shown in
Fig. 5.3.5 and Table 5.3.1, the fitted spectra (dashed lines) agree
well with the experimental recorded data (solid lines).
For the sample prepared at Tsub=RT, aC60 agrees very well with
the value of 2.33, but aD33 deviates by 31 %, indicating a D33 thick-
ness of dD33=18.6 nm, instead of 27 nm in the blend layer. Thus
the mixing ratio of the blend layer is still approximately 2:1, but
overall thickness of the absorber layer is only 30 nm instead of
40 nm. Similarly, atTsub=72 °C, the mixing ratio of the blend layer
is D33:C60=4:1 instead of 2:1. The strong deviations of aD33 from
unity at Tsub=132 °C, originate from the non-closed layer growth
of the D33:C60 blend layer (cf. Fig. 5.1.5) and thus results in the
violation of the corresponding necessary condition of LAMBERT-
BEERS law.
In conclusion, it seems to be difficult to prepare exact mixing ra-
tios of D33:C60 blend layers, as the used evaporation rates for
D33 are relatively low (∼0.05 Å s−1). Fits of XAS spectra of planar
C60/D33 (10 nm/27 nm) stacks show significantly smaller devi-
ations from the expected values (see Appendix A.2).
5.3.2 Spectromicroscopy of D33:C60 blends
As described in Section 3.3.2, STXM offers the possibility to cal-
culate composition maps of organic blend layers [209, 210, 273].
Here, only the calculatedD33 content is shown as the C60 fraction
can be calculated via D+A=1.
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Figure 5.3.6.: Normalised D33 content in a
C60/D33:C60 sample deposited at Tsub=RT
and measured at NanoXAS. Details can be
found in Table A.2.2.
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Figure 5.3.7.: Normalised D33 content
of a C60/D33:C60 sample deposited at
Tsub=72 °C and measured at PolLux. The
blue marked structures highlight C60-
rich domains. Details can be found in
Table A.2.2.
SPECTROMICROSCOPY ON RT SAMPLE Figure 5.3.6 shows the
normalised D33 content image of a C60 (10 nm)/D33:C60 (2:1,
40 nm, Tsub=RT) sample. Round structures with a equivalent disc
radius of req=(75± 16) nm acquired over 103 detected features are
visible. This results in an areal density of 𝜎grain=1.67 µm−2. The
equivalent disc radius is in agreement with the BF-TEMmeasure-
ments, but deviates from the req determined by STEM-HAADF.
A possible reason for the deviation of the statistical values might
be the omitted C60 interlayer in the STEM-HAADF samples.
However, the good correspondence of the equivalent disc radii de-
termined by BF-TEM and STXM clearly show that the resolution
of NanoXAS is around 75 nm. The slightly higher grain density
in the STXM image (see Fig. 5.3.6) than in the BF-TEM image
(see Fig. 5.2.1) can be explained by insufficient counting statistics
in the STXM image. Apart from that, the round features slightly
vary in their composition, which confirms the observation from
the STEM-HAADF/EDX investigations (see Fig. 5.3.6).
In conclusion, the STXM measurements are in agreement with
the overall observed trend of the previous experiments that the
RT sample is well mixed.
SPECTROMICROSCOPY ON 72 ∘C SAMPLE As we already know
from the previous measurements, the increased substrate temper-
ature of Tsub=72 °C during deposition of the D33:C60 blend layer
results in an increased surface roughness and the formation of
a well-connected D33-rich network with C60-rich structures in
between. Figure 5.3.7 shows the calculated composition map of
D33 in the D33:C60 blend deposited at Tsub=72 °C. We observe
a slight demixing of the blend, resulting in the formation of a D33-
rich network, with embeddedC60-rich domains (markedwith blue
circles in Fig. 5.3.7). The average equivalent disc radius of the
C60-rich domains is req=(83± 20) nm at an areal density of
𝜎grain=1.8 µm−2. These statistical values deviate from the values
obtained by STEM and BF-TEM (see Fig. 5.2.13 and Fig. 5.2.5).
One reason might be additionally introduced alignment errors
during the calculation of this image (cf. Fig. 3.3.13) as the image
stacks are only aligned laterally, neglecting image distortions. Be-
sides, another reason might be the resolution of the STXM, which
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Figure 5.3.8.: Normalised D33 content of
a C60/D33:C60 sample deposited at 132 °C.
Details can be found in Table A.2.2.
⁴² The depth of focus of an imaging system is
the permitted tolerance, away from the focal or
image plane, for which the image resolution is
only slightly degraded [198].
is insufficient to map structures down to 10 nm to 40 nm at the se-
lected energy range.
SPECTROMICROSCOPY ON 132 ∘C SAMPLE From the previous
discussions of the D33:C60 sample deposited at Tsub=132 °C, it is
clear that D33 and C60 segregate. Figure 5.3.8 depicts the cal-
culated D33 content map of a C60 (10 nm)/D33:C60 (2:1, 40 nm,
Tsub=132 °C) sample. In good agreement with the pcAFM meas-
urements, we observe large D33-rich aggregates at this substrate
temperature. The average equivalent disc radius of the D33-rich
structures is req=(301± 146) nm and the areal grain density of
these structures is 𝜎grain=0.92 µm−2. The equivalent disc radius
determined by STXM agrees well with the AFM measurements
(see Table 5.1.1). Unfortunately, no further sub-structures, show-
ing individual D33-rich nanorods (see Fig. 5.2.9), can be resolved
as they are too small and/or they overlap with each other.
Furthermore, Fig. 5.3.8 confirms the observation of the EF-TEM
FIB cross-section in displayed in Fig. 5.2.9, where we observed
that a thin D33 layer left on the C60 sublayer. The thickness of
thin D33 layer on the background in Fig. 5.3.8 corresponds to a
thickness of dD33=6.2 nm which is also quantitatively in accord-
ance with the EF-TEM investigations. Additionally, we would
like to emphasize that all features are within the depth of focus42
Δz [198]:
Δz(𝜆) = ±2Δr
2
𝜆 (78)
Δz(280 eV… 320 eV) = ±773 nm… 826 nm (79)
with the outer zone width (Δr) of the FZP: Δr=40 nm. Therefore,
all structures are well within the depth of focus of the STXM.
5.4 ORGANIC SOLAR CELLS
Three organic solar cells are prepared to relate the microscopic
findings to macroscopic device parameters. The following stack
was fabricated and characterised: ITO / 5 nm 𝑛-doped C60 (3 wt %
W2(hpp)4) / 15 nm C60 / 40 nm D33:C60 (Tsub=var., 2:1) / 5 nm
BPAPF / 30 nm 𝑝-doped BPAPF (10 wt % NDP9) / 1 nm NDP9
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⁴³ The samples have been prepared at the
Lesker tool. Due to different temperature
measurement techniques, Tsub was increased
by 8K. The OSC characterisation was
performed by Felix Holzmüller (IAPP)
/ 100 nm Al43. As reference, a FHJ device with the following
stack was manufactured at Tsub=RT: ITO / 15 nm C60 / 6 nm
D33 / 5 nm BPAPF / 40 nm 𝑝-doped BPAPF (10 wt % NDP9)
/ 1 nm NDP9 / 100 nm Al. The corresponding j-V curves are
shown in Fig. 5.4.1 and the extracted OSC parameters are listed
in Table 5.4.1. As shown in Fig. 5.4.1, the comparison of BHJ
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Figure 5.4.1.: j-V characteristics of D33:C60 solar cells deposited at different substrate temperatures and recorded under a mismatch
corrected intensity of 100mWcm−2. Measurement performed by FELIX HOLZMÜLLER (IAPP).
devices deposited at RT and Tsub=80 °C reveals that moderate
substrate heating during the absorber layer deposition improves
the relevant device characteristics. The FF increases from 43%
to 57 %, which is a clear indication for an enhanced charge car-
rier extraction. The short-circuit current density increases from
10.9mA cm−2 to 12.4mA cm−2. The EQEPV spectra displayed in
Fig. 5.4.2 shows that the additional current density mainly origin-
ates from an increase of the EQEPV in the absorption range of
D33 around 590 nm.
In combination with a slightly increased Voc, the power conversion
efficiency rises from 4.5 % to 6.8 %. A further increase of Tsub to
140 °C during the deposition has a negative influence on the solar
cell performance. The contribution of the D33 to the EQEPV
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Table 5.4.1.: j-V-characteristics of different OSCs measured under a mis-
match corrected intensity of 100mWcm−2. Each value is
the average of 8 devices produced on one wafer.
Tsub Voc in V jsc in mA cm
−2 FF in % PCE in % Sat
RT 0.95 10.9± 0.1 43± 3 4.5 1.16
80 °C 0.96 12.4± 0.1 57± 1 6.8 1.08
140 °C 0.91 3.9 53± 1 1.9 1.15
spectrum nearly vanishes, thus, the maximum EQEPV of 0.73 at
590 nm for the sample deposited at Tsub=80 °C decreases to 0.15 at
Tsub=140 °C leading to jsc=3.9mA cm
−2. Therefore, C60 provides
the main contribution to the jsc, which is also clearly visible in
the EQEPV spectrum in the range from 300 nm to 450 nm where
mainly C60 absorbs the incident light (cf. Section 3.1.1). Hence,
together with reduced Voc and FF, the PCE decreases to 1.9 %.
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Figure 5.4.2.: EQEPV spectra of the organic solar cells deposited at different substrate temperatures. Measurement performed by FELIX
HOLZMÜLLER (IAPP).
THE DONOR-ACCEPTOR INTERFACE Additionally, to investig-
ate relative changes in the D-A interface between D33 and C60
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we perform so-called sensitive EQE (sEQEPV) measurements on
the aforementioned OSCs [274]. To resolve the absorptance spec-
trum (Aabs), revealing the interfacial CT state transitions, we use
a sensitive measurement of the EQEPV spectrum and normalise it
to the absorptance obtained via a measurement of the reflectance
(R), i.e. Aabs = 1 − R. In detail, we rescale the sEQEPV spectra
by a constant 𝑘 to the absorptance (Aabs=𝑘 ⋅ sEQEPV) in the high-
energy region around 2.2 eV.
As a reference, the spectrum of C60/D33 bilayer OSC is added in
Fig. 5.4.3a. The weak absorption in the spectral region between
1.3 eV and 1.5 eV is suppressed in the bilayer device, which con-
tains significantly less interface than the BHJ devices. We there-
fore conclude that the weak absorption in this spectral region is
due to interfacial CT absorption, i.e. direct absorption into the
interfacial CT state, yielding to a CT exciton.
Figure 5.4.3b shows the absorptance at 1.4 eV in dependence of
Tsub. We observe a gradual decrease of interfacial area between
donor and acceptor with increasing substrate temperature. Hence,
as shown in Fig. 5.4.3b, the deposition at Tsub=80 °C reduces the
number of donor-acceptor contacts to about 65 % of the device de-
posited at Tsub=RT. This is in good agreement with the STEM,
STXM, pcAFM, and TEM investigations of the absorber layer,
where we observed a partial demixing of D33 and C60, forming a
well-connected network. Increasing the substrate temperature to
Tsub=140 °C further decreases the number of donor-acceptor con-
tacts to about 30 % of the RT sample value.
5.5 SIMULATIONS
To link the microscopic images to the macroscopic j-V character-
istics, EQEPV, and sEQEPV, we utilize simulations aiming to bet-
ter understand the microscopic and mesoscopic mechanisms of
light-to-energy conversion in the D33:C60 solar cells. In the most
widely used picture of the working principle of organic solar cells,
strongly bound excitons are generated on neat material phases in
the BHJ and then migrate until they reach a material interface or
decay to the ground state. At the interface, excitons dissociate
with a certain probability into CT states, where the electron is
localised on a C60 molecule and the hole on a D33 molecule, re-
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measurement. Part (b) shows the substrate temperature dependence of the absorptance at 1.4 eV for the different devices. Measurement
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Figure 5.5.1.: Schematic illustration of the
initially random voxel distribution fulfilling
the stated constraints.
spectively. Once the CT states are separated, the resulting charge
carriers may diffuse towards the electrodes. Since the charge car-
riers are confined to their respective phase, only charge carriers
generated in domains that are connected to the respective elec-
trode can be harvested.
5.5.1 Mesoscale Monte-Carlo-Simulations
To generate a model of the 3D morphologies, we applied a MC
simulated annealingmethod based on the 2DSTEM-EDXS-maps.
We use a heuristic model, based on following assumptions:
(i) As schematically illustrated in Fig. 5.5.1, a discrete two-state
model is utilized: if there is no sulphur there must be carbon
(cf. Section 2.4.3).
(ii) The initially, randomly spatially distributed sulphur intens-
ities (𝑖𝑘,S) have to fulfil: ∑tk=1 i𝑘,S = IS (see Fig. 5.5.1),
where IS is the experimentally measured intensity of the S
signal in STEM-EDX.
(iii) Equal materials attract each other: ES,S < ES,C60 and vice
versa for C60. Where ES,S is the interaction energy between
two S voxels. Similarly, ES,C60 is the interaction energy
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Figure 5.5.2.: Schematic illustration of the
annealed morphology.
between two S and C60 voxels. The voxel swapping is gov-
erned by a simulated annealing algorithm.
(iv) Voxels can only move in 𝑧-direction, as the top-down view
of the 3D volume must resemble the STEM-EDX S-distri-
bution. Figure 5.5.2 illustrates the annealed morphology.
(v) The experimentally fixed volume ratio is preserved in the
simulations.
Hence, our model is exquisitely suited to quantify the interplay
between domain size, island formation, domain connectivity, pro-
cessing, and the respective j-V curves.
To generate the 3D material distribution, we decomposed the
sulphur sensitive images of the RT and 72 °C sample shown in
Figs. 5.2.12c and 5.2.14c into pixels and extracted the relative con-
tent of D33 in the layer below every pixel of the STEM-EDX
image. We then generate 3D morphologies that have an identical
out-of-plane-projection of the D33 content as the STEM-EDX
data.
Figure 5.5.3 shows representative illustrations of the morpholo-
gies with realistic domain sizes and inter-connectivity in all 3
dimensions. The 132 °C sample is omitted as the layers exhibit
high surface roughnesses (see Fig. 5.1.5), which would result in
non-physical configurations within our model. In agreement with
visual inspection, we find the 72 °C sample to consist of essen-
tially two interpenetrating, singly connected domains that percol-
ate through the entire sample. Surprisingly, the connectivity of
the RT sample is equally good, despite its apparent bulk-interface
roughness of the volume. In both samples >99% of the pixels
in both domains (C60 and D33) are connected to the electrodes.
This is in agreement with percolation theory, as the volume frac-
tion of the two material components is larger than the percolation
threshold of 0.10 to 0.31, depending on the degree of connectiv-
ity [275, 276]. The consequence of this finding is depicted in the
side-views shown in Figs. 5.5.3c and 5.5.3d where the colour shows
the connectivity of material domains. Almost all domains are in-
terconnected and build up a complete percolation network (blue).
This result explains the observation of similar currents densities
at strong negative voltages as shown in Fig. 5.4.1, where almost
all charge carriers are extracted.
An experimentally accessible parameter related to the domain size
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Figure 5.5.3.: Top-view and side-views on the 3D D33-microstructure generated by the described MC simulated annealing scheme.
Figure 5.5.3a is based on the Fig. 5.2.12c and Fig. 5.5.3b on Fig. 5.2.14c. Note that all images are 3D images, which are thus illuminated
via the employed software package. Thus, for instance the central part of Fig. 5.5.3a appears brighter than the remaining image. Identical
colours in Figs. 5.5.3c and 5.5.3d indicate connected domains. Simulations performed by PASCAL FRIEDERICH (KIT).
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is the interface area. Due to the larger grain size, the interface area
per volume in the 72 °C sample (see Fig. 5.5.3d) is around 70%
smaller than the interface area per volume in the RT sample. This
decrease in interface area is in agreement with the sEQEPV meas-
urements, although the specific molecular shapes are neglected by
the discretization. A rough estimation based on the analysis of the
3D morphologies yields to an interface area of 0.26 nm2 nm−3 for
the RT sample and 0.085 nm2 nm−3 for the 72 °C sample.
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Figure 5.5.4.: Distribution of distances to a D33:C60 material interface. The data is fitted according to a sphere model for the extraction
of characteristic grain sizes. Simulations performed by PASCAL FRIEDERICH (KIT).
Based on the 3D morphologies, we have computed the mean dis-
tance (RRT and R72°C) an exciton has to travel to reach an inter-
face. The distribution of distances to the interfaces is shown in
Fig. 5.5.4. To obtain the 3D bulk-to-interface distances (d), we
substitute all grains by their equivalent spheres and calculate the
number of sites N(d) in an interval d0 via:
N(d) = 4𝜋N0𝜌d0(R− d)2, (80)
where N0 is the number of spheres, 𝜌=1/d30 is the density of sites,
d30 is the average size/volume of a site, and R is the sphere ra-
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Figure 5.5.5.: Simulated C60 morphology
to calculate the energetic disorder. Sim-
ulation performed by PASCAL FRIEDERICH
(KIT).
dius. Fitting the data shown in Fig. 5.5.4 with our model, we
obtain average distances an exciton has to travel to reach a hetero-
interface: RRT=3.1 nm (2.8 nm) for C60 (D33) domains at RT and
R72°C=10.6 nm (9.8 nm) for C60 (D33) at Tsub=72 °C. These av-
erage distances are in good agreement with the 2D images shown
in Figs. 5.2.12c and 5.2.14c. Even though the average equivalent
sphere radius in the 72 °C sample is ∼ 10 nm, 83% of the excitons
generated are within 4 nm to a material interface. Those values
demonstrate that the phase-separation at this substrate temper-
ature is just optimal to avoid losses due to exciton recombina-
tion, as it is still in the range of estimated values of the exciton
diffusion length for such kind of materials (LD,exc=(9± 3) nm in
DCV2 − 6T [277]).
5.5.2 Microscopic simulations
In order understand why the RT sample has a smaller EQEPV
compared to the 72 °C sample, we next consider the influence of
the microscopic material composition on the charge carrier mobil-
ity. It is well known that the strongest factor affecting the zero-
field mobility of charge carriers and excitons in disordered organic
semiconductors is the width of the distribution of site energies 𝜎
in the system [74, 278–280]. In principle, there are two sources
for energy differences of charge carriers on different sites: i) dif-
ferences of the molecular geometry and ii) polarisation effects. As
both C60 and D33 are relatively rigid, the energy disorder mainly
arises from electrostatic interactions between the molecules at dif-
ferent sites and their environment [166]. In order to estimate the
disorder as a function of the local material composition, we invest-
igate the difference in magnitude of the polarisation effects on the
local energy levels in electronic structure in between mixed ma-
terial domains in the RT-sample and the more pure domains in
the 72 °C sample. To account for this mixing effect, we generated
atomically resolved models for pure C60 and mixed D33:C60 mor-
phologies, representative of the small domains in the RT sample,
using a force-field based Monte-Carlo simulated annealing pro-
tocol [281]. The morphologies shown in Figs. 5.5.5 and 5.5.6 con-
tain 700 molecules each and were periodically extended in 𝑥- and
𝑦-direction in order to obtain a electrostatic bulk embedding.
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Figure 5.5.6.: Simulated D33:C60 mor-
phology to calculate the energetic dis-
order. Simulation performed by PASCAL
FRIEDERICH (KIT).
We compute the local density of states via the quantum patch
method and determine the energy disorder width in the pristine
C60 and the D33:C60 [278]. Figure 5.5.7a shows the on-site en-
ergy disorder distribution of pure C60 and mixed D33:C60 do-
mains (see Fig. 5.5.7b) which correspond to the limit cases of large
domains in the 72 °C sample and strongly mixed domains in the
RT sample. As shown in Fig. 5.5.7a, the energy disorder in the
pristine system is 8meV for electrons and 3meV for holes. Com-
bined with thermal fluctuations of ∼ 25meV, we obtain values
of ∼ 26meV which is comparable with literature data for crys-
talline organic semiconductors [48]. As shown in Fig. 5.5.7b for
the mixed morphology, the energy disorder of C60 molecules is
drastically increased to 158meV for electrons and 164meV for
holes. This order-of-magnitude increase is caused by the random
distribution of D33 molecules with respect to the C60 molecules.
The intrinsic electrostatic dipole moment of the D33 molecule
(∼1Debye) generates a very different electrostatic environment
for each C60 molecule, which shifts its respective energy levels.
As a result, the exciton mobility in the RT sample will be about
two to three orders of magnitude (see Appendix A.2 for details)
lower than in pure domains of the 72 °C sample - an effect which
more than overcompensates the change in domain size. We note
that the size of the dipole moment will not strongly affect the ex-
citon mobility in the pristine D33 domains in the 72 °C sample, as
these are expected to be highly ordered and thus have an energy
disorder similar to the low values computed for C60 above [166].
5.6 SUMMARY & CONCLUSIONS
In this chapter, we investigated the evolution of the thin film
morphology of D33:C60 absorber blend layers deposited at three
different substrate temperatures. Additionally OSCs were pre-
pared to correlate the different PCEs with the morphology of
the D33:C60 blend absorber layer. To characterise the samples,
we used different high-resolution microscopic (pcAFM, TEM,
STEM-HAADF, STEM-EDX, and STXM) and spectroscopic
methods (j-V-curves, EQEPV, sEQEPV, and XAS measurements)
to obtain information about the surface and the bulk of these ab-
sorber layers and relate them to the photovoltaic performance.
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Figure 5.5.7.: Part (a) shows C60 on-site energy histograms of the simulated morphology of a pristine C60 shown in Fig. 5.5.5 and part
(b) the on-site energies of C60 in a D33:C60 blend (see Fig. 5.5.5). The solid lines represent fits according to a GAUSSian distribution
(see Eq. (19)). The DOS is centred around the HOMO/LUMO (0 eV) of C60.
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Figure 5.6.1.: Graphical summary of the
findings of the RT sample. The two
constituents are finely mixed, possess low
crystallinity, and induce a smooth surface
growth.
Moreover, we used a newly developed heuristic model to describe
the degree of connectivity in the blend layer on mesoscopic length
scales and microscopic simulation to quantify the energetic dis-
order of the blends. We find that the domain connectivity and
percolation properties do not depend on the domain size of the
BHJ. To describe the charge carrier and exciton transport proper-
ties, we performed microscopic force-field simulations which are
subsequently used to analyse the effect of material mixing on the
energetic disorder. We find an decreased energetic disorder due
to the demixing of the materials, resulting in higher charge carrier
mobility.
The PCE of OSCs with D33:C60 absorber blends (2:1, 40 nm) de-
posited at Tsub=RT, is around 4.5 %. As illustrated in Fig. 5.6.1
the low surface roughness (see Table 5.6.1) and crystallinity ful-
fil the requirements for an unobstructed growth of the next layer
[171]. Moreover, we observe a low and homogeneous short-circuit
current distribution, indicating an unfavourable phase-separation
below 25 nm feature size. Especially the STEM-EDX investig-
ations match the STXM measurements, suggesting that the two
constituents are mixed close to the molecular level. The simula-
tions confirm the experimentally observed finely mixed morpho-
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Figure 5.6.2.: Graphical summary of the
findings of the Tsub=80 °C sample. Slightly
higher crystallinity, an increased demixing
of D33 and C60, and a marginal increase of
the surface roughness are observed.
Figure 5.6.3.: Graphical summary of
the findings of the sample deposited at
Tsub=140 °C.
logy. Moreover, the computational modelling suggest a well-con-
nected morphology where almost all generated excitons reach an
interface. Nevertheless, finely mixed morphology induces large
interfacial area as shown by the CT state measurements, facilitat-
ing an increased charge carrier recombination. Virtually zooming
to the molecular scale, we discover that the finely mixed morpho-
logy results in a higher disorder, lowering the exciton diffusion,
and thus the EQEPV. These findings explain the relatively low
short-circuit current density of jsc=10.9mA cm
−2 at the RT sample.
By utilizing in vacuo substrate heating during the D33:C60 ab-
sorber layer deposition (Tsub=80 °C), the PCE of the OSC can be
improved to PCE=6.9 %. At the surface of the blend, the rough-
ness remains still low enough to ensure closed layer growth of
the transport and contact layers. In the bulk of the sample, D33
and C60 start to separate such that D33 forms a well-connected
network with small C60-rich nanoparticles embedded. The length
scales for these D33 and C60-rich phases are in the range of 10 nm
to 40 nm, providing beneficial conditions for efficient exciton dis-
sociation and charge carrier transport to the respective layers. The
simulations suggest that the larger, disadvantageous phase-separ-
ation is more than compensated by the increased exciton mobil-
ity due to the purer material phases, reducing the energetic dis-
order for charge carriers and excitons. These combined exper-
imental and computational morphological findings and the fur-
ther device optimization, performed earlier, result in an improved
short-circuit current density of the OSC (jsc=12.4mA cm
−2) at
nearly constant Voc (see Table 5.6.1) [172, 176]. Therefore, we can
conclude that the interconnected D33:C60 network, accompanied
by a small beneficial increase of crystallinity and a reduction of
the interface area between D33 and C60 relative to the RT sample,
is responsible for high power conversion efficiencies of D33:C60
solar cells deposited at comparable substrate temperatures due to
the reduced disorder compared to the RT sample [27, 171, 176].
Further increasing the in vacuo substrate temperature to 140 °C,
jsc and Voc of the OSC decreases rapidly to jsc=3.9mA cm
−2 (see
Table 5.6.1). As shown clearly by our investigations, the high sur-
face roughness accompanied by a relatively high crystallinity, a
non-photoconductive C60-rich layer around the D33-rich aggreg-
ates, and the hence reduced number of D33-C60 contacts are re-
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Table 5.6.1.: Summary over values extracted from microscopic and mac-
roscopic measurements. Note that the OSCs were manu-
factured at RT, 80 °C, and 140 °C.
parameter RT 72 °C 132 °C
AFM
rms 1 nm 2 nm 61 nm
Jsc −13 fA −411 fA −840 fA
TEM
req (108± 57) nm (25± 9) nm (95± 68) nm
𝜎grain 0.57 µm−2 26 µm−2 9 µm−2
STEM
req (18± 10) nm (32± 11) nm nanorods
𝜎grain 33 µm−2 22 µm−2 nanorods
STXM
req (75± 16) nm (83± 20) nm (301± 146) nm
𝜎grain 1.67 µm−2 1.8 µm−2 0.92 µm−2
OSC
Voc 0.95 V 0.96V 0.91 V
jsc 10.9mA cm
−2 12.4mA cm−2 3.9mA cm−2
FF 43% 57 % 53%
PCE 4.5 % 6.9 % 1.8 %
sponsible for the decrease of PCE.
A graphical summary of the blend deposited at Tsub=132 °C is
shown in Fig. 5.6.3: The elucidated structural aspects strongly af-
fect the absorption, charge extraction, and, therefore, the EQEPV
of the OSC. In detail, the strongly increased surface roughness
decreases the macroscopically measured D33 absorption in the
blends, due to the non-closed thin film growth [171]. Additionally,
a thin C60-rich layer around the D33-rich domains reduces the ex-
traction points for the charge carriers to spatial regions where the
local resistance is low as shown by pcAFM. Overall, the PCE of
the OSC deposited at Tsub=140 °C is lowered to 1.8 %.
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6
Investigations on D1155:C60 blends
In this chapter, we investigate the microstructure of D1155:C60
blends. The mixing ratio, substrate temperature, and thickness
of the layers is identical to the D33:C60 blends investigated in
Chapter 5. In comparison to D33, D1155 has two additional
methyl side chains (cf. Section 3.1.3). Hence, by replacing the
donor molecule D33 with D1155, we are able to study the im-
pact of the slightly changed molecular structure on the thin film
morphology. From a thermodynamic point of view, the two addi-
tional methyl side chains increase the number of conformational
accessible states. Thus, it is likely that the miscibility of D1155
with C60 is higher as compared to D33 with C60. On the other
hand, the additional methyl groups might lead to an enhanced
D1155-D1155 interaction due to a pronounced hydrogen bond-
ing between the molecules, facilitating phase-separation. Addi-
tionally, to investigate the substrate dependent thin film growth
of the blend layers, we deposited them on Si3N4 and SiO2 sub-
strates (see Table 6.0.1).
The techniques used to obtain insights into the structure-property
relationship are pcAFM, STXM, and STEM. pcAFM is util-
ized to obtain information about the surface and the nanoscale
optoelectronic properties of the blend layers, whereas STXM and
STEM provide insights into the chemical composition of the bulk.
The STXM and STEM samples were prepared under identical
processing conditions, whereas the pcAFM samples were fabric-
ated separately. All prepared specimen are listed in Table 6.0.1.
The 10 nm thin C60 sublayer is omitted for the STEM samples
to increase the carbon to sulphur ratio and, thus, to enhance the
contrast between D1155 and C60.
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Table 6.0.1.: Methods, substrate, and investigated stack sequence.
Method Substrate Stack
AFM/pcAFM (Section 6.1) ITO C60 (10 nm)/D1155:C60 (2:1, 40 nm)
STEM-EDX (Section 6.2) Si3N4, SiO2 D1155:C60 (2:1, 40 nm)
STXM (Section 6.3) Si3N4, SiO2 C60 (10 nm)/D1155:C60 (2:1, 40 nm)
400 nm
-0.5 pA 0.5 pA
Short-circuit current
b
a
0 nm 4 nm
Height
Figure 6.1.1.: Part (a) shows the topo-
graphy and (b) the short-circuit current map
of a C60/D1155:C60 blend deposited at
RT. The imaging conditions are: 𝜆=532 nm,
OD=2, PtSi coated AFM tip.
6.1 ATOMIC FORCE MICROSCOPY
PCAFM ON RT SAMPLE pcAFM is utilized to analyse the rela-
tionship between substrate temperature, surface topography, and
local short-circuit current of D1155:C60 blends. Figures 6.1.1a
and 6.1.1b shows the topography and the short-circuit current map
of the blend layer deposited at Tsub=RT. The topography of the
D1155:C60 blend is very smooth (rms<1 nm) and the short-circuit
current map (Jsc=−150 fA at OD=2) shows only noise, indicating
the well intermingled morphology of this blend layer. If present,
structures are below the resolution limit of the AFM tip. The low
rms is in agreement with the qualitative XRR measurements on
a similarly prepared blend [171]. Additional information can be
found in Appendix A.3.
PCAFM ON 72 ∘C SAMPLE Figure 6.1.2 show the topography
and the nanoscopic short-circuit current map of the sample depos-
ited at Tsub=72 °C. The topography shown in Fig. 6.1.2a exhibits
a root-mean-square roughness of rms=4 nm, which is sufficiently
smooth to optimize the optical field in the absorber layer of OSCs.
The small increase of rms in comparison to the RT sample is in
contrast to the qualitatively analysed XRR measurements, where
a significant roughness increase was concluded, but not quantified
[171]. The here determined rms of the D1155:C60 layer is only
slightly larger compared to the D33:C60 blend deposited under
identical processing conditions.
The short-circuit current map (see Fig. 6.1.2b) shows non-pho-
toconductive aggregates on a photoconductive background. The
equivalent disc radius of the non-photoconductive aggregates is
req=(22± 9) nm, which is comparable to the structures observed
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Figure 6.1.2.: Part (a) shows the topo-
graphy and (b) the short-circuit current map
of a C60/D1155:C60 blend deposited at
Tsub=72 °C. The imaging conditions are:
𝜆=532 nm, OD=2, PtSi coated AFM tip.
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Figure 6.1.3.: Part (a) shows the topo-
graphy and (b) the short-circuit current map
of a C60/D1155:C60 sample deposited at
Tsub=132 °C. The imaging conditions are:
𝜆=532 nm, OD=2, PtSi coated AFM tip.
at the D33:C60 sample at the same substrate temperature (cf. Sec-
tion 5.1). These aggregates are also visible in the topography im-
age. We identify the circular-shaped, non-photoconductive struc-
tures as C60 enriched aggregates, as the C60-AFM tip energy bar-
rier is expected to be larger than the D1155-AFM tip barrier.
Hereby, we follow the argumentation of Section 5.1 in conjunc-
tion with the findings of Section 5.2.2. The remaining photocon-
ductive background exhibits significantly smaller inhomogeneit-
ies in the short-circuit current map which, if present, are below
the resolution of the AFM tip. The area-averaged short-circuit
current is Jsc=−15 pA recorded with an OD=2 filter, which is sig-
nificantly larger than the RT sample. In summary, increasing the
substrate temperature to Tsub=72 °C facilitates the phase-separa-
tion and results in the formation of non-photoconductive C60 en-
riched clusters at the surface, similar to the D33:C60 blend.
PCAFM ON 132 ∘C SAMPLE Figure 6.1.3 show the topography
and short-circuit current map of a C60/D1155:C60 stack fabric-
ated at Tsub=132 °C. Generally, the features observed in topo-
graphy and short-circuit current distribution can be classified into
background and aggregates, which already indicates a similar mor-
phology to the D33:C60 sample at the same substrate temperature
(cf. Fig. 5.1.5). The aggregates on the surface exhibit an equival-
ent disc radius of req=(284± 131) nm (from Fig. 6.1.3a), which
strongly correlates with the respective value of the D33:C60 blend
(cf. Table 5.1.1). The high agglomerates yield to a large surface
roughness of rms=46 nm.
The short-circuit current map in Fig. 6.1.3b shows high contrast
between the aggregates and the background of the sample, indic-
ating a spatially varying composition. Furthermore, we observe
that the aggregates themselves appear spatially inhomogeneous in
the short-circuit current map, indicating an intricate mixing beha-
viour of non-photoconductive C60 enriched regions and highly
photoconductive D1155 aggregates. Also, the background exhib-
its slight compositional variations as we observe small photocon-
ductive regions which are locally D1155 enriched. This observa-
tion is comparable to the finding of a thin D33-rich layer close
to the C60 sub-layer, which is shown in Fig. 5.2.9. Finally, the
area-averaged short-circuit current is Jsc=−7.5 pA measured with
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Figure 6.2.1.: STEM-HAADF (a) and
STEM-EDX maps (b, c) of D1155:C60
(2:1, 40 nm, Tsub=RT) deposited on Si3N4.
Iprobe≈600 pA, taq=2259 s. Images recorded
by Dr. BOGDAN RUTKOWSKI (AGH).
an OD=2 filter. The lower area-averaged short-circuit current of
this sample indicates an adversely mixedmorphology as compared
to the sample deposited at Tsub=72 °C.
In summary, the surface morphologies of D1155:C60 blends are
similar to D33:C60 blends. As displayed in Table 6.1.1, the sur-
face roughness increases with increasing substrate temperature.
Moreover, the Jsc of the specimen deposited at Tsub=132 °C is re-
duced by 50% as compared to the sample fabricated at Tsub=72 °C,
indicating a disadvantageous phase-separation leading to a reduced
light absorption as shown by ELSCHNER [171].
6.2 TRANSMISSION ELECTRON MICROSCOPY
6.2.1 Scanning transmission electron microscopy
STEM measurements on D1155:C60 blends deposited at selec-
ted substrate temperatures on Si3N4 and SiO2 substrates are per-
formed to investigate the influence of the substrate kind on the
thin film growth. Tuning the growth by suitable substrates is a
powerful method to influence the phase-separation, crystallinity,
molecular orientation etc. of organic thin films [282]. Thus, our
investigations might provide a promising pathway to adjust the
morphology of organic blend layers.
Silicon nitride substrates
STEM ON RT SAMPLE STEM-HAADF and STEM-EDX
measurements are performed to obtain insights into the bulk mor-
phology and the chemical composition of the D1155:C60 (2:1)
Table 6.1.1.: Review of physical quantities of C60/D1155:C60 stack de-
posited at different Tsub and analysed by pcAFM.
Physical quantity Tsub=RT Tsub=72 °C Tsub=132 °C
req - (22± 9) nm (284± 131) nm
Jsc (at OD=2) −150 fA −15 pA −7.5 pA
rms 1 nm 4 nm 46 nm
𝜎grain - 48 µm−2 15 µm−2
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Figure 6.2.2.: STEM-HAADF (a) and
STEM-EDX maps (b, c) of D1155:C60
(2:1, 40 nm, Tsub=72 °C) deposited on
Si3N4. Iprobe≈600 pA, taq=7027 s. Im-
ages recorded by Dr. BOGDAN RUTKOWSKI
(AGH).
sample deposited at Tsub=RT on a Si3N4 substrate. The STEM-
HAADF image in Fig. 6.2.1a appears to be spatially homogeneous,
indicating low thickness variations as observed with pcAFM in
Fig. 6.1.1a.
Likewise, the STEM-EDXmaps for carbon and sulphur displayed
in Figs. 6.2.1b and 6.2.1c show almost no discernible structure,
verifying the laterally well intermingled morphology of the RT
sample. Overall, all three images appear very homogeneous, indic-
ating a low phase-separation of the D1155:C60 blend deposited at
RT on a Si3N4. This is consistent with the pcAFMmeasurements
shown in Fig. 6.1.1. An image recorded at lower magnification can
be found in Appendix A.3, supporting the large area homogeneity
of this sample.
STEM ON 72∘C SAMPLE As shown by the pcAFM investigations
(cf. Fig. 6.1.2), an increased substrate temperature generates lar-
ger thickness variations and enhances the phase-separation of the
blend layer. The STEM-HAADF image shown in Fig. 6.2.2a
displays an enhanced contrast as compared to the RT sample dis-
played in Fig. 6.2.1a. Here, the bright appearing structures have a
mean equivalent disc radius of req=(26± 20) nm, which is close to
the equivalent disc radius of the non-photoconductive structures
determined by pcAFM measurements (cf. Table 5.1.1). Further-
more, also the grain density of 𝜎grain=44 µm−2 correlates with the
respective value of the pcAFM measurement (see Table 6.1.1).
The STEM-EDX images displayed in Figs. 6.2.2b and 6.2.2c
show that only the large clusters are C60 enriched. The smal-
ler clusters appear to be well mixed. Hence, the larger C60 en-
riched clusters are in contact with the Si3N4 substrate, interpen-
etrating the entire layer thickness, and are thicker than the rest
of the samples. In contrast, the smaller clusters appear homogen-
eously mixed as shown in Figs. 6.2.2b and 6.2.2c. As we observe
similar structures with comparable 𝜎grain in the pcAFM, we argue
that these small nanoparticles are C60 enriched and that they are
located predominately at the surface of the blend layer, but appear
homogeneously in STEM-EDX as they are located on a D1155
enriched layer.
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Figure 6.2.3.: STEM-HAADF (a) and
STEM-EDX maps (b, c) of D1155:C60
(2:1, 40 nm, Tsub=132 °C) deposited on
Si3N4. Iprobe≈600 pA, taq=6292 s. Im-
ages recorded by Dr. BOGDAN RUTKOWSKI
(AGH).
STEM ON 132∘C SAMPLE The STEM-HAADF image depicted
in Fig. 6.2.3a shows the blend layer fabricated at Tsub=132 °C on
Si3N4. The sample appears mixed to the greatest possible ex-
tent, besides a few large clusters which are already observed at
Tsub=72 °C. The large, bright clusters have an equivalent disc ra-
dius of req=(56± 41) nm, which is considerably smaller than the
structures observed in pcAFM. Likewise, the grain density of
𝜎grain=1 µm−2 is significantly lower than determined by pcAFM.
Generally, the examined low phase-separation at this sample is in
contradiction to the pcAFMmeasurements displayed in Fig. 6.1.3,
where strong variations in thickness and local short-circuit current
are observed.
In summary, the STEM investigations on the D1155:C60 blends
deposited at various Tsub show a similar growth as compared to
the blends prepared on ITO at Tsub=RT and Tsub=72 °C, but dif-
fer at Tsub=132 °C. Thus, the thin film morphology of the blend
layer is either dependent on the substrate or the C60 sublayer em-
ployed in the pcAFM measurements. However, even a substrate
temperature of Tsub=132 °C does not yield to phase-separation
in D1155:C60 blends deposited on Si3N4 as compared to ITO.
Thus, the interaction between the blend layer and the Si3N4 sub-
strate is dominant, originating from the different chemical com-
position of the Si3N4 substrate as compared to C60-coated ITO
glass. As we have not observed those effects for D33:C60 blends
deposited on ITO and Si3N4 at identical Tsub, we speculate that
the additional methyl sidechains at D1155 impede the phase-sep-
aration on Si3N4.
Silicon dioxide substrates
To clarify the observed growth differences, samples prepared on
SiO2 substrates are examined. The specimen are manufactured
under identical processing conditions as the specimen deposited
on the Si3N4 substrate.
STEM ON RT SAMPLE Figure 6.2.4 shows the STEM-HAADF
and STEM-EDX images of the D1155:C60 blend deposited at
RT on SiO2. The STEM-HAADF image displayed in Fig. 6.2.4a
shows a uniformmorphology without larger agglomerations. This
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Figure 6.2.4.: STEM-HAADF (a) and
STEM-EDX (b, c) maps of D1155:C60
(2:1, 40 nm, Tsub=RT) deposited on SiO2.
Iprobe≈600 pA, taq=8479 s. Images recorded
by Dr. BOGDAN RUTKOWSKI (AGH).
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Figure 6.2.5.: STEM-HAADF (a) and
STEM-EDX maps (b, c) of D1155:C60
(2:1, 40 nm, Tsub=72 °C) deposited on SiO2.
Iprobe≈600 pA, taq=7166 s. Images recorded
by Dr. BOGDAN RUTKOWSKI (AGH).
is in agreement with the respective pcAFMmeasurements (cf. Sec-
tion 6.1) and the STEM investigations performed on the Si3N4
substrate.
The STEM-EDX images shown in Figs. 6.2.4b and 6.2.4c reveal
a marginally stronger segregation of D1155 and C60 on SiO2 than
on Si3N4 (cf. Fig. 6.2.1), indicating a slightly different interaction
between the blend layer and the substrate. Nevertheless, the over-
all phase-separation of the D1155:C60 blend layers deposited at
RT is expectedly low and weakly dependent on the substrate kind
at this specific in vacuo substrate temperature.
STEM ON 72∘C SAMPLE Figure 6.2.5 shows STEM-HAADF
and STEM-EDX images of the D1155:C60 blend deposited at
Tsub=72 °C on SiO2. A representative STEM-HAADF image of
the D1155:C60 blend morphology is shown in Fig. 6.2.5a. In
comparison to the pcAFMmeasurements shown in Fig. 6.1.2, the
STEM-HAADF image reveals higher lateral uniformity as there
are no larger clusters visible, demonstrating the weak phase-separ-
ation of the D1155:C60 on SiO2 substrates. Further evidences for
the low phase-separation within the bulk volume are provided by
the STEM-EDX recordings depicted in Figs. 6.2.5b and 6.2.5c.
These elemental maps appear widely homogeneously mixed, al-
though weak local variations in the S and C signal are visible, in-
dicating the delicate phase-separation of the blend layer. Briefly,
theD1155:C60 blend deposited on the SiO2 shows a slightly higher
phase-separation than the D1155:C60 blend deposited on Si3N4.
This result substantiates the substrate dependent growth of
D1155:C60. Moreover, the overall phase-separation inD1155:C60
samples (deposited on Si3N4 and SiO2) is significantly lower than
in D33:C60 blends deposited at the same substrate temperature.
This indicates a stronger interaction of D1155with C60 than D33
with C60, due to the additional methyl side chains.
STEM ON 132∘C SAMPLE On one side, based on the pcAFM
measurements an island-like growth is expected at Tsub=132 °C,
indicating the demixing of the D1155:C60 blend layer. On the
other side, identically prepared thin films on Si3N4 show little
phase-separation as observed by means of STEM.
Figure 6.2.6a exhibits relatively strong contrast in the STEM-
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Figure 6.2.6.: STEM-HAADF (a) and
STEM-EDX maps (b, c) of D1155:C60
(2:1, 40 nm, Tsub=132 °C deposited on SiO2.
Iprobe≈600 pA, taq=7506 s. Images recorded
by Dr. BOGDAN RUTKOWSKI (AGH).
HAADF image, indicating a strong correlation with the pcAFM
image shown in Fig. 6.1.3. The bright, large structures shown in
Fig. 6.2.6a have an equivalent disc radius of req=(135± 60) nm,
which is slightly smaller than the equivalent disc radius observed
by pcAFM (cf. Fig. 6.1.3). The dark structures in the STEM-
HAADF image show regions where only little material is left
on the SiO2 substrate, indicating an incomplete surface coverage.
Such a strong phase-separation is not observed on Si3N4, con-
firming a significant influence of the substrate on the growth of
D1155:C60 blends. The dramatically increased phase-separation
between D1155 and C60 is further illustrated by the STEM-EDX
images displayed in Figs. 6.2.6b and 6.2.6c. Both images elucid-
ate that the bright, large clusters in Fig. 6.2.6a are C60 enriched.
Additionally, we observe that these large C60 enriched aggregates
contain small inclusions of D1155, whichmight be a reason for the
locally increased short-circuit current (cf. Section 6.1), when they
are in direct contact with the AFM tip. Additionally, Figs. 6.2.6b
and 6.2.6c clearly indicate a non-closed layer growth of the blend
as there are regions where very low D1155 and C60 fractions are
detected.
Figure 6.2.7 shows the blend at 6× higher magnification than
Fig. 6.2.6. In good agreement with the image recorded at lower
magnification, we observe the incomplete coverage of the SiO2
substrate. The STEM-EDX images (see Figs. 6.2.7c and 6.2.7d)
show that mainly D1155 is left on bare SiO2, indicating a pref-
erential interaction of D1155 with SiO2 rather than with C60.
Moving to the rim of the dark region in the HAADF image re-
veals a local enrichment of C60 (∼100 wt % C, see Fig. 6.2.7b),
which is followed by a homogeneous mixture of D1155 and C60
thus indicating a strongly varying mixing ratio even within ho-
mogeneous appearing structures in HAADF. This observation is
almost identical to the D33:C60 blend deposited at the same in
vacuo substrate temperature, where we observed a C60-rich shell
around a D33 rich core. Furthermore, we observe as expected a
strong correlation between Figs. 6.2.7c and 6.2.7d, showing the
sulphur and nitrogen content. In agreement with the images re-
corded at lower magnification, we observe a dominant S and N
enrichment within the structures of medium thickness (interme-
diate brightness in HAADF).
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Figure 6.2.7.: High magnification STEM-HAADF (a) and STEM-EDXmaps (b to d) of D1155:C60 (2:1, 40 nm, Tsub=132 °C deposited
on SiO2). Iprobe≈600 pA, taq=3606 s. Images recorded by Dr. BOGDAN RUTKOWSKI (AGH).
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Figure 6.3.1.: Normalised D1155 content
of C60 (10 nm)/D1155:C60 (2:1, 40 nm) de-
posited at RT on Si3N4. The inset shows
a raw image recorded at 𝐸 =320 eV at the
indicated position.
Overall, the observed large structures are in qualitative agreement
with the pcAFM measurements. However, according to STEM-
EDX images, the large aggregates are dominantly C60 enriched,
but contain small D1155 inclusions, which explains the high local
short-circuit current in the pcAFM measurement.
Apart from the large agglomerations, we observe a network-like
morphology in the background. However, the phase-separation
is in the range for ∼ 100 nm, which is disadvantageous for OSCs.
6.3 X-RAY MICROSCOPY
STXM investigations on D1155:C60 blends are performed to ob-
tain insights into the relation between molecular structure and
thin film growth as a function of Tsub. These measurements are
complementary to the STEM-EDX investigations, as here the X-
ray absorption instead of the X-ray emission is recorded. Again,
the substrate dependent (Si3N4 and SiO2) growth is examined
to confirm the results from STEM measurements discussed in
Section 6.2. The investigations on thin films deposited on SiO2
and Si3N4 were performed at the STXMs PolLux and NanoXAS,
respectively. Substrate temperature and substrate kind depend-
ent XAS spectra of pristine and blend layers can be found in Ap-
pendix A.3.
6.3.1 Scanning transmission X-ray microscopy
Spectromicroscopy has been performed to obtain compositional
maps of D1155 and C60 of C60/D1155:C60. Those experiments
aim to qualitatively confirm the STEM images.
SILICON NITRIDE SUBSTRATES Figure 6.3.1 displays the nor-
malised D1155 content of C60 (10 nm)/D1155:C60 (40 nm, 2:1)
deposited at Tsub=RT on Si3N4. In agreement with the pcAFM
and STEM investigations discussed in Sections 6.1 and 6.2.1, no
structures are discernible, indicating a homogeneous mixture of
D1155 and C60. Moreover, as shown by the inset, recorded off-
resonance (E=320 eV), only very small thickness variations are vis-
ible, confirming the pcAFM and STEM-HAADF measurements
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Figure 6.3.2.: Normalised D1155 content
of C60 (10 nm)/D1155:C60 (2:1, 40 nm) de-
posited at Tsub=72 °C on Si3N4. The inset
shows a raw image at E=320 eV at the indic-
ated position.
4 µm 94.8 % 95.2 %
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Figure 6.3.3.: Normalised D1155 content
of C60 (10 nm)/D1155:C60 (2:1, 40 nm) de-
posited at Tsub=132 °C on Si3N4. Due to
the unknown pristine D1155 layer thick-
ness caused by processing issues (see Ap-
pendix A.3) and the low signal-to-noise ra-
tio (SNR) of this image should be only in-
terpreted qualitatively. The inset shows a
raw image recorded at E=320 eV at the in-
dicated position.
(cf. Sections 6.1 and 6.2.1). In comparison, the identical stack
with D33 instead of D1155 shows slightly higher phase-separa-
tion. Thus, the additional methyl side chains at D1155 result
in a stronger mixing of the two components when deposited at
Tsub=RT.
Increasing Tsub from RT to 72 °C results in small, non-photocon-
ductive aggregates observed by pcAFM (cf. Section 6.1), which are
attributed to C60-rich domains. Additionally performed STEM-
EDX measurements support this observation (cf. Section 6.2.1).
Figure 6.3.2 shows the respective normalised D1155 content map
of a C60/D1155:C60 stack deposited at Tsub=72 °C on Si3N4.
Likewise to the RT sample, the morphology of the 72 °C sample
appears homogeneously intermingled. The inset in Fig. 6.3.2
shows a raw image recorded at E=320 eV. There, tiny brighter
and darker aggregates are visible, indicating thickness variations
which are qualitatively comparable to the STEM-HAADF meas-
urements. The diameter of the bright structures is 150 nm to
180 nm, which is comparable to the C60-rich aggregates observed
in STEM. As they do not appear in the normalised D1155map, a
material specific interpretation is not possible. In comparison to
the D33:C60 blend deposited at identical conditions, the phase-
separation in the D1155:C60 blend is weaker.
Figure 6.3.3 displays an image of a C60/D1155:C60 stack depos-
ited at Tsub=132 °C. The sample shows large structures super-
posed by a significant noise level. The relatively high normalised
D1155 content level originates from the unknown thickness of
the pristine D1155 layer and the relatively low SNR. Due to
processing issues with the pristine D1155 layer, the normalised
D1155 content of the blend layer cannot be determined (further
details are discussed in Appendix A.3).
The lateral dimensions (∼ µm) of the yellow aggregates shown
in Fig. 6.3.3 is comparable to the structures observed in pcAFM,
but obviously disagrees with the STEMmeasurements, where no
comparable structures are observed although the substrates are
identical for STXM and STEM investigations. Nonetheless, as
shown by inset in Fig. 6.3.3 recorded at 320 eV, the sample ap-
pears homogeneous. Thus, we can conclude that the thickness
variations with or without C60 sublayer (see Section 6.2.1) are neg-
ligible. Comparing the phase-separation of D33:C60 and
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Figure 6.3.4.: Normalised D1155 content
of D1155:C60 (2:1, 40 nm) deposited at
Tsub=RT on SiO2.
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Figure 6.3.5.: Normalised D1155 content
of D1155:C60 (2:1, 40 nm) deposited at
Tsub=72 °C on SiO2. The regions between
the dashed, parallel lines are the pristine
C60 and D1155 layers.
⁴⁴ Note that the X-rays is less tighly focussed as
the electron beam in STEM. Thus, the X-ray
beam may hit the Cu bars, making it impossible
to image the regions close to the Cu bars.
D1155:C60 blends, we observe a considerably stronger phase-sep-
aration in D33:C60 blends at identical Tsub and substrate type.
In conclusion, although the spectromicroscopic STXM measure-
ments are dominated by low SNRs, correlations with the STEM
measurements on Si3N4 substrates are visible: The phase-separa-
tion of D1155:C60 blends deposited on Si3N4 is independent of a
C60 sublayer and the substrate temperature as shown by two com-
plementary methods (STEM and STXM). The overall substrate
temperature dependence of the phase-separation of D1155:C60
blends is relatively weak compared to D33:C60 blends deposited
on Si3N4. Hence, we can conclude an increased miscibility of
D1155 compared to D33 with C60, due to the additional methyl
side chains at D1155.
SILICON OXIDE SUBSTRATES In order to confirm the STEM
investigations made on SiO2 substrates (cf. Section 6.2.1), we per-
formed additionally STXM spectromicroscopic measurements on
the same samples.
Figure 6.3.4 displays the normalised D1155 content of the blend
layer deposited at RT on SiO2. In perfect agreement with the
corresponding STEM investigations, only noise is observed, in-
dicating a well mixed blend layer.
Figure 6.3.5 shows the blend layer deposited at Tsub=72 °C on a
SiO2 substrate. Firstly, we observe a structured sample similar
to the ZnPc:C60 samples (cf. Chapter 4), exhibiting a blend layer
and the two pristine layers close to the Cu bars of the SiO2 coated
TEM substrate. Nevertheless, individual C60 grains on the mar-
gins are not resolved due to the partial shadowing of the incident
X-ray beam by the Cu-bars44, making a material specific assign-
ment impossible.
Additionally, in agreement with the corresponding STEM meas-
urements (cf. Section 6.2.1), a large area of homogeneously mixed
thin film with individual C60-rich islands (dark structures) is vis-
ible. The diameter of the C60-rich islands is approximately ∼
200 nm, which coincides with the structures observed at a simul-
taneously deposited pristine C60 layers (see Fig. A.3.4).
Increasing Tsub further to 132 °C results in the large area phase-
separation of D1155 and C60 as observed by STEM. Figure 6.3.6
shows the normalised D1155 content of the same sample. First
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Figure 6.3.6.: Normalised D1155 content
of D1155:C60 (2:1, 40 nm) deposited at
Tsub=132 °C on SiO2. The structures within
the blue/orange circles are in/out-of focus.
of all, the specimen is structured similar to the 72 °C sample (see
Fig. 6.3.5) i.e., we observe the two pristine layers close to the Cu
bars and their superposition in blend layer in the central region.
The two circles highlight areas in the blend layer, which are in
(blue circle) and out-of focus (orange circle). These focus vari-
ations originate from the strong buckling of the SiO2 membrane.
Overall, the blend layer forms small agglomerates with locally
varying D1155 content. The background is predominantly com-
posed of C60, into which D1155-rich agglomerates are embedded.
The equivalent disc radius of these D1155 enriched structures is
req=(102± 54) nm, which is in well agreement with features ob-
served in pcAFM (cf. Fig. 6.1.3). However, a quantitative inter-
pretation in terms of chemical composition is hardly possible as
the pristine D1155 spectrum (see Fig. A.3.8) is strongly distor-
ted. Nevertheless, the image qualitatively confirms the locally de-
pendent compositional variations of the STEMmeasurements (cf.
Fig. 6.2.6).
6.4 SUMMARY
In this chapter, the substrate temperature dependent thin film
growth of the donor molecule D1155 in blends with C60 was
studied by various microscopic methods. Blend layers with and
without C60 sublayer on ITO, SiO2, and Si3N4 substrates were
manufactured, depending on the specific requirements of the util-
ized experimental technique. These methods enabled us to study
the bulk chemical composition, phase-separation, surface topo-
graphy, and the short-circuit current distribution of the blends
at relevant length scales for OSCs. We hypothesised that the ad-
ditional methyl side chains at D1155 increase the conformational
entropy favouring the mixing of the blends, whereas hydrogen
bonding between D1155 molecules would support the phase-sep-
aration between D1155 and C60.
Depositing the blends at RT results in a homogeneous mixture of
D1155 and C60, independent of a C60 sublayer and the substrate
kind. This is in agreement with the D33:C60 blend layer, indic-
ating a negligible influence of the additional methyl side chains
at D1155 on the phase-separation at Tsub=RT. Thus, we con-
clude that the environmental thermal energy is to small to separ-
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ate D1155 and C60. Increasing Tsub to 72 °C results in the phase-
separation of D1155:C60 blends starting at the surface. We ob-
serve an increased rms roughness at the surface, accompanied by
the formation of non-photoconductive C60 enriched clusters and a
gradually increased Jsc. In contrast, the samples prepared on SiO2
and Si3N4 substrates and investigated by STEM and STXM, re-
main homogeneously mixed at Tsub=72 °C. Thus, the phase-separ-
ation clearly starts at the surface rather than in the bulk volume of
the samples as probed by STEM and STXM. Solely the STEM-
HAADF investigations of the blend deposited on Si3N4 indic-
ate thickness variations similar to AFM measurements. As the
STXM samples were prepared with a C60 sublayer, showing also a
negligible phase-separation, we can further conclude a weak growth
dependence on the sublayer at this substrate temperature com-
pared to the D33:C60 mixture.
At a substrate temperature of Tsub=132 °C, the thin film growth de-
pends on the nature of the substrate. On ITO and SiO2 substrates,
we observe a large area phase-separation, indicating a weak inter-
action of the blend layer with the substrate. An additionally inser-
ted C60 sublayer had no influence on the thin film growth of the
blend, substantiating the major role of the substrate type, rather
than the C60 sublayer. Moreover, the morphology and short-
circuit current distribution of D1155:C60 is similar to the find-
ings for D33:C60 blends deposited on ITO and Si3N4: large non-
photoconductive agglomerates with small photoconductive inclu-
sions.
In contrast, depositing the D1155:C60 blend on Si3N4, results in
a homogeneously mixed blend morphology, indicating a strong
interaction with the substrate. Overall, the microscopic investiga-
tions performed on D1155:C60 blend layers suggest a significant
influence of the additional methyl side chains on the thin film
growth. Especially at elevated substrate temperatures, a strong
substrate dependence of D1155:C60 blends is observed, offering
another possibility to tune the phase-separation in OSCs.
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Summary & Outlook
7.1 SUMMARY OF MICROSCOPIC INVESTIGATIONS
The aim of this thesis was to improve the understanding of the
blend layer morphology employed in OSCs on a wide range of
length scales. We used microscopic methods to provide a direct
view on the phase-separation in these blends tuned by mixing ra-
tio, substrate temperature, and molecular structure. Using differ-
ent microscopic techniques such as pcAFM, TEM/STEM, and
STXM in conjunction with established and newly developed com-
putational models, we take a step forward towards the microscopic
understanding of organic blend layers, demonstrating the neces-
sity to go beyond mean effective media models.
Starting from a prototypical blend combination such as ZnPc:C60
characterising the bulk and the surface, we illuminated the su-
preme role of phase-separated regions for the charge carrier trans-
port, demonstrating that small crystallites facilitate lower charge
carrier recombination as compared to regions with intricate mix-
ing. Furthermore, by varying the mixing ratio of ZnPc:C60 blends
at fixed in vacuo substrate temperature, we show the decisive influ-
ence of C60 on the structural transitions of ZnPc, which in turn in-
fluences the microstructure and optoelectronic properties of blend
layers. By increasing the ZnPc volume fraction, we observe an in-
crease of surface roughness and a decrease in nanoscopic short-
circuit current.
Moving to D33:C60 blends, which are employed in highly effi-
cient organic solar cells, we are able to disentangle the relation
between processing, nano-morphology, optoelectronic properties,
and macroscopic power conversion efficiency in such devices util-
izing high resolution microscopic techniques. By dissecting the
morphology of organic solar cells processed at in vacuo substrate
temperatures of RT (PCE=4.5 %), 80 °C (PCE= 6.8 %), and 140 °C
(PCE=1.9 %) with pcAFM, STEM, TEM, STXM,
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sEQEPV, j-V-curves as well as simulations, we obtain insight into
the interplay between processing and PCE.
At room temperature deposited blend layers, we found a smooth
surface, a finely mixed, well-connected morphology, resulting in a large
number of donor-acceptor contacts and high energetic disorder. These
parameters facilitate an increased charge carrier recombination, lead-
ing to relatively low fill factors and moderate power conversion
efficiencies in such OSCs.
At an in vacuo substrate temperature of 80 °C, we observe an in-
creased photoconductivity at the surface, a phase-separated but well-
connected interpenetrating donor-acceptor network, which exhib-
its a reduced number of donor-acceptor contacts and energetic disorder.
These beneficial nanoscopic changes in the morphology result in
improved charge carrier extraction and, thus, improved fill factor
and power conversion efficiencies in organic solar cells. Increasing
the in vacuo substrate temperature to 140 °C results in the forma-
tion of µm large aggregates on the surface, accompanied by an in-
complete substrate coverage. These aggregates are composed of
a D33-rich core and a C60-rich shell, which dramatically impedes
the charge carrier extraction in OSCs.
Finally, we investigated D1155:C60 blends where we only substi-
tuted D33 by D1155, keeping the in vacuo substrate temperature
and mixing ratio unchanged. The only difference between D1155
andD33 are two additional methyl side chains at D1155. Deposit-
ing D1155 at RT results in a homogeneous mixture of D1155:C60
very similar to D33:C60 blends. However, at higher in vacuo
substrate temperatures we revealed significant morphological dif-
ferences as compared to D33:C60 blend layers: The D1155:C60
blend layers deposited at Tsub=80 °C show a significant stronger
phase-separation at the surface thanD33:C60, whereas the bulk re-
mains structureless like the RT sample. Thus, we concluded that
the phase-separation begins at the surface, leaving the bulk unaf-
fected. However, at 140 °C in vacuo substrate temperature, the
structures at the surface are similar to D33:C60 blends, whereas
the bulk appears still homogeneous. We concluded a dramatical
substrate depended growth of D1155:C60 blends at elevated in
vacuo substrate temperatures. By exchanging the substrate from
Si3N4 to SiO2 we substantiated the substrate dependent growth
of D1155:C60 blends. Thus, although the changes in the molecu-
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Figure 7.2.1.: Schematic illustration of the
P-SoXS principle. Resonantly and non-res-
onantly excited domains result in different
scattering pattern on the screen. Adapted
from [284].
lar structures seem negligible, the impact on the morphology is
tremendously.
7.2 IMPROVING THE UNDERSTANDING OF
MICROSTRUCTURE FURTHER
The demonstrated multi-technique approach based on methods
with chemical sensitivity has been successfully proven high contrast
in organic blend layers, which possess dominantly low (or only
local) crystallinity. Thus, the usage of such energy resolved tech-
niques have significant advantages for finely mixed organic blends
over standard X-ray scattering methods. In general, the utilized
techniques can be easily applied to other organic electronic tech-
nologies, in order to obtain real space insights on the nm scale.
Apart from blend layers for OSCs, also the far more developed
OLED technology demands for mapping of orientational order and
molecular orientation to optimise the outcoupling efficiency [283].
Generally, most organic electronics are based on anisotropic mo-
lecules and, thus, demand for the elucidation of molecular orient-
ation to optimise the corresponding devices. Emerging tech-
niques such as resonant scattering of polarised soft X-rays (P-SoXS)
seem to be ideally suited to clarify for instance the emitter ori-
entation and aggregation in the emission layer of OLEDs or to
study the phase-separation in OSCs with 10 nm resolution. As
illustrated in Fig. 7.2.1, a polarised soft X-ray beam is transmitted
by a thin sample and scattered X-rays are detected. Similar to our
STXM investigations, the soft X-rays are tuned to an resonant
C1𝑠 → 𝜋∗ transition. If now the polarisation of the soft X-rays is
tuned to the C1𝑠 → 𝜋∗ transition dipole moment, the scattering
of the soft X-rays strongly depends on the molecular alignment
relative the polarisation. Hence, as shown in Fig. 7.2.1, when the
soft X-rays are resonantly exciting the molecules the scattering is
lowered as compared to the non-resonant case [284]. A method to
obtain the molecular orientation at the surface is NEXAFS (spec-
troscopic method) or polarisation dependent STXM (microscopic
method) to obtain the molecular orientation in the bulk. Both
methods utilize the anisotropic transition dipole moment of the
C1𝑠 → 𝜋∗ and C1𝑠 → 𝜎∗. This linear dichroism can be employed
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by recording STXM images at various energies and various elec-
tric field orientations of the incident soft X-ray beam relative to
the fixed substrate. As the polarisation of soft X-rays produced by
a bending magnet cannot be changed easily, the sample is rotated
relatively to the fixed electric field vector [205, 285]. However, it
is a technically challenging task to rotate the sample around an off-
centric axis with sub µm precision.
Other research topics which have the potential to advance the
structural knowledge of organic electronics further are:
(i) The identification of the polymeric phases of pristine ma-
terials via X-ray scattering methods, preferable with in situ
heating during the recording of the DP to trace transient
phases. In the next step, the different polymorphs are separ-
ately characterised.
(ii) Another potentially interesting analytical method is STEM-
EDX tomography which generates 3D material distribution
maps if the radiation damage can be controlled. A general
prerequisite for high contrast in EDX are blends, where the
constituents have strongly different Z̄ (MOSLEY’S law). How-
ever, the suggested methods are by far not only limited to
the emitter or absorber layer, they can be also used to un-
derstand the spatial dopand distribution in doped organic
layers layers. To minimise the electron damage the samples
should be cooled with liquid nitrogen (cryomicroscopy).

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Figure A.1.1.: Tapping mode topography of
a ZnPc:C60 (2:1, 40 nm) blend deposited at
Tsub=150 °C.
Experimental appendix
A.1 APPENDIX TO ZNPC:C60-MICROSCOPIC GROWTH
STUDIES
This section provides additional information to Chapter 4, such as
tapping mode images of the ZnPc:C60 surface and the parameter
set utilized in the 3D drift-diffusion simulation.
AFM AT ZNPC:C60 BLENDS Figure A.1.1 shows the topography
of a ZnPc:C60 (2:1, 40 nm) blend deposited at Tsub=150 °C, recor-
ded in tapping mode. The tapping mode AFMmeasurement veri-
fies the pcAFM measurement performed in contact mode, show-
ing a minor influence of the pcAFM measurement on the surface
topography of the sample. The surface roughness is rms=7 nm.
3D DRIFT-DIFFUSION SIMULATION
Figure A.1.2 shows the simulated and experimentally determined
j-V curve of the following solar cell stack: 90 nm ITO / 5 nm 𝑛-
doped C60 (4 wt %W2(hpp)4) / 20 nmC60 / 60 nm ZnPc:C60 (2:1,
Tsub=140 °C / 5 nm BFDPB / 35 nm 𝑝-doped BFDPB (10 wt %
F6−TCNNQ) / 2 nm F6−TCNNQ / 100 nm Al [152]. The simu-
lation was performed with a 3D morphology based on the TEM
image shown in Fig. 4.1.4. The input parameters for the 3D drift-
diffusion simulation are shown in Table A.1.1.
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Figure A.1.2.: Simulated and experimental j-V curves of ZnPc:C60 organic solar cells deposited at Tsub=140 °C. OSC data taken with
permission from the author Dr. CHRISTOPH SCHÜNEMANN[152].
Table A.1.1.: Experimental input parameters used for the 3D drift-diffusion simulation shown in Section 4.1.1.
physical quantity value
ionization energy ZnPc EIE,ZnPc 5.4 eV [136]
electron affinity ZnPc EEA,ZnPc 3.69 eV[229]
hole mobility 𝜇h 3.3 × 10−4 cm2 V−1 s−1 [249]
ionization energy C60 EIE,C60 6.85 eV [136]
electron affinity C60 EEA,C60 4.0 eV [137]
exciton diffusion length ZnPc 10 nm
ionization energy BFDPB EIE,BF−BPD 5.23 eV [75]
electron affinity F6−TCNNQ EEA,F6−TCNNQ 5.0 eV [75]
ionization energy W2(hpp)4 EIE,W2hpp4 2.4 eV [75]
electron mobility 𝜇e 3.01 × 10−2 cm2 V−1 s−1 [249]
exciton diffusion length C60 20 nm
absorbed photon flux Φ 1.1 × 1021m−2 s−1
work function ITO 4.1 eV [253]
work function PtSi 5.1 eV [252]
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A.2 APPENDIX TO D33:C60-LINKING MORPHOLOGY &
SOLAR CELL PERFORMANCE
In this section, supplementary information for Chapter 5 are
provided. We show AFM images and fitted XAS spectra of se-
quentially evaporated C60/D33 stacks deposited at the same sub-
strate temperatures as used in Chapter 5. Moreover, we provide
the full-resolution STEM images of D33:C60 blends shown in
Chapter 5 as well as STEM-HAADF contrast estimations and
simulations.
AFM ON SEQUENTIALLY EVAPORATED C60/D33 STACKS
To obtain further insights into the phase-separation of the blend
layers, we performed pcAFM measurements on the correspond-
ing FHJ geometries. Figures A.2.1a and A.2.1b show the topo-
graphy and the short-circuit current map of 20 nm D33 evapor-
ated on 10 nm C60. Similar to the BHJ sample, the topography of
the FHJ is smooth (rms<1 nm) and shows only small agglomera-
tions. Note, that the D33 is slightly thinner than the correspond-
ing BHJ. The area-averaged short-circuit current is Jsc=−400 fA,
which is comparable to the RT deposited blend layer.
Increasing the in vacuo substrate temperature to 72 °C increases
the surface roughness as shown in Fig. A.2.1c to rms=7 nm and de-
creases the area-averaged short-circuit current to Jsc=−200 fA (see
Fig. A.2.1d). The increased surface roughness is accompanied by
larger grains at the surface and a slightly more localised short-cir-
cuit current. However, the correlation to topography and short-
circuit current distribution to the corresponding BHJ is relatively
low.
An image of the FHJ sample deposited at Tsub=132 °C is shown in
Figs. A.2.1e and A.2.1f. The surface roughness of the topography
shown in Fig. A.2.1e is rms=46 nm and the area-averaged short-
circuit current is Jsc=−260 fA. Similar to the blended sample, we
observe large agglomerations showing an inhomogeneous short-
circuit current distribution. This is an indication that the agglom-
erations observed in Fig. 5.1.5 are pristine D33 layers, or that they
are mixed, but resemble the same short-circuit distribution and
topography as a blend. Nevertheless, the inhomogeneous short-
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Figure A.2.1.: Figures A.2.1a and A.2.1b shows the topography and short-circuit current of a C60/D33 (FHJ, Tsub=RT) stack recorded
at 𝜆=532 nm, with an OD=2 filter, and a PtSi coated tip. Figures A.2.1c and A.2.1d shows the topography and short-circuit current of a
C60/D33 (FHJ, Tsub=72 °C) stack recorded at 𝜆=532 nm, with an OD=3 filter, and a PtSi coated tip. Figures A.2.1c and A.2.1d shows
the topography and short-circuit current of a C60/D33 (FHJ, Tsub=132 °C) stack recorded at 𝜆=532 nm, with an OD=3 filter, and a PtSi
coated tip.
circuit distribution within the agglomerates is a strong indication
for the polymorphism of D33 as the STXM investigations con-
firm the spatial, chemical homogeneity.
In summary, the topography of the FHJ stacks behave similar to
the blended samples, deposited at identical Tsub. However, the
area averaged short-circuit current of the FHJ is lower as in the
BHJ as the morphology is not optimised for exciton harvesting.
STEM ON D33:C60 Figure A.2.2 shows the full-area images
discussed in Section 5.2.2. Figures A.2.2c and A.2.2f are utilized
to simulate the morphologies as discussed in Section 5.5.1.
HAADF CONTRAST ESTIMATIONS
We performed Monte-Carlo-simulations with the software pack-
age MC Win X-ray 1.4 [286] to obtain the scattered electron dis-
tribution from pristine C60, D33, and D1155 layers. The de-
fault settings of MC Win X-ray 1.4 are used apart from micro-
scope specific settings (60 keV) and material specific parameters.
All materials are modelled to be completely homogeneous having
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Figure A.2.2.: Full-area STEM-HAADF and STEM-EDX images of the pictures displayed in Figs. 5.2.11, 5.2.14 and 5.2.15.
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slab-like geometries with the thickness identical to the respective
BHJ sample. As shown in Fig. A.2.3, the simulated transmitted
electron signal of the three materials appear similar, which is in
well agreement with the comparable scattering cross-section 𝜎cross
based on the mean atomic number Z̄ estimation.
a b c
Transmitted 
electrons min max
Transmitted 
electrons min max
Transmitted 
electrons min max
Figure A.2.3.: Transmitted electron distribution obtained from MC simulations of C60 (part a), D33 (part b), and D1155 (part c). The
brightness is proportional to the number of transmitted electrons.
APPROXIMATION OF ELEMENTAL WEIGHTS IN BLEND LAYERS
As the blend layers are mixed by volume, those mixing ratios can
be converted to atomic weight % via:
VD33 =
2
3Vvdw,D33 (81)
VC60 =
1
3Vvdw,C60 (82)
mD33 = 30mC + 16mH + 4mN + 5mS (83)
mC60 = 60mC (84)
where Vvdw is VAN DER WAALS volume of one C60 and one D33
molecule. From Eq. (81) and Eq. (83) we obtain:
mS =
1
5 ⋅
2
3Vvdw𝜌D33 −
1
5 (30mC + 16mH + 4mN) (85)
Therefore the sulphur mass fraction is for a 2:1 D33:C60 blend is
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⁴⁵ N is present in the substrate and thus must be
excluded.
Table A.2.1.: Parameter obtained from least-
squares fitting of pristine layer spectra (see
Figs. 5.3.1 and 5.3.2) to blend layer spectra
(see Fig. A.2.4).
a𝑖 RT 72 °C 132 °C
C60/D33
a0 -0.01 0.00 -0.02
aC60 0.97 0.89 0.96
aD33 0.79 1.05 -1.03
m′S
m
= mS30mC + 16mH + 4mN + 5mS + 60mC
(86)
= 0.105214. (87)
Thus, a normalised S weight of approximately 11 wt % correspond
to a mixing ratio of 2:1. However, deviations may occur due to
the assumed VAN DER WAALS radii of Vvdw,D33 = 9.2 × 108 pm3
and Vvdw,C60 = 1.1 × 1010 pm3, which would make the conversion
from wt% to vol % unreliable. The sulfur mass by neglecting the
elements H and N45 is
(
m′S
m )𝑎𝑝𝑝𝑟𝑜𝑥
= 0.107969 (88)
and therefore the overall error by performing those approxima-
tions is 2.55 %. Additional uncertainties arise from the neglected
oxygen contamination, which might happen at the sample surface
during the short transfer period (∼ 5min) into the STEM.
XAS AT C60/D33 STACKS Figure A.2.4 shows XAS spectra of
C60 (10 nm)/D33(27 nm) and the respective fits with the pristine
layers (see Eq. (77)). As shown in Fig. A.2.4 and Table A.2.1, the
compliance between the fits and the FHJ stacks is very good for
Tsub=RT and Tsub =72 °C, but deviates at 132 °C. Clearly, these
deviations originate from the non-closed layer growth at 132 °C
as illustrated in Figs. A.2.1e and A.2.1f, resulting in a negative
coefficient aD33 in Table A.2.1.
At RT the C60 and D33 layer thicknesses are dC60=9.7 nm instead
of 10 nm, and dD33=21.3 nm instead of 27 nm. At 72 °C the C60
and D33 layer thicknesses are dC60=8.9 nm instead of 10 nm, and
dD33=28.4 nm instead of 27 nm.
In conclusion, the thickness deviations in the C60/D33 stacks are
smaller than in the C60/D33:C60 blend layer stack.
STXM IMAGE SPECIFIC DETAILS In general image stacks are
recorded over a broad energy range (Estart=270 eV toEstop=320 eV,
at PolLux) with non-equidistant energy steps. But, as the images
show an energy dependent contrast, only a few are suitable for
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Figure A.2.4.: X-ray absorption spectra of C60 (10 nm)/D33(27 nm) deposited at different substrate deposition temperatures on Si3N4.
The respective fits are drawn as dashed lines.
the composition calculation. The parameter sets of for the images
presented in Section 5.3 are shown in Table A.2.2.
MOBILITY ESTIMATIONS The reorganization energy of a C60
molecule was computed as 133meV for electrons and 133meV
for holes which is calculated using NELSEN’s four-point proced-
ure [287]. Electronic couplings between the molecules were calcu-
lated using the LÖWDIN orthogonalization [288, 289]. The mean
electronic couplings (⟨J2r2⟩) for a pristine C60 layer are listed in
Table A.2.3. The mean number of neighbours is M=9.5. Us-
ing the generalized mean effective medium approach by RODIN
et al., we get an upper estimate for the C60 electron (hole) mo-
bility of 2.73 cm2 V−1 s−1 (2.52 cm2 V−1 s−1) which is in good agree-
ment with the experimental electron mobility of 0.21 cm2 V−1 s−1
to 0.86 cm2 V−1 s−1 [280, 290, 291].
In the mixed morphology shown in Figs. 5.5.6 and 5.5.7, the en-
ergy disorder of C60 molecules is increased to 158meV for elec-
trons and 164meV for holes. The reason for this are the dis-
ordered D33 molecules with an electrostatic dipole moment of
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Table A.2.2.: Details of STXM composition maps (see Figs. 5.3.6, 5.3.7
and 5.3.8).
physical quantity value
FIGURE 5.3.6
instrument NanoXAS
pixel size 19.5 nm/px
slits (h/v) 0.2/0.2mm
pixel dwell time 3 s
energy {280, 284.4, 285, 287.4, 320} eV
FIGURE 5.3.7
instrument PolLux
pixel size 29.7 nm/px
slits (h/v) 0.23/0.23mm
pixel dwell time 100ms
energy {282.604, 282.679, 282.755, 282.83, 282.906,
284.038, 284.113, 284.189, 284.264, 284.34} eV
FIGURE 5.3.8
instrument NanoXAS
pixel size 19.5 nm/px
slits (h/v) 0.2/0.2mm
pixel dwell time 2 s
energy {280, 284.4, 285, 287.4, 320} eV
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Table A.2.3.: Calculated mean electronic couplings (⟨J2r2⟩) for pristine
C60 and a D33:C60 blend layer.
⟨J2r2⟩ C60 D33:C60
⟨J2r2⟩e 2.19 × 10−2 eV2 Å2 2.47 × 10−2 eV2 Å2
⟨J2r2⟩h 1.98 × 10−2 eV2 Å2 2.34 × 10−2 eV2 Å2
1Debye, leading to a unique electrostatic environment for each
C60molecule. In addition, as shown in Table A.2.3, themean elec-
tronic couplings for electrons and holes are slightly increased but
the mean number of neighbours decreases to M=2.45. This leads
to an overall decrease of charge carrier mobility to
1.49 × 10−5 cm2 V−1 s−1 (5.29 × 10−6 cm2 V−1 s−1) for electrons
(holes).
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A.3 APPENDIX TO INVESTIGATIONS ON D1155:C60
BLENDS
In this section, we show additional tapping mode images of a C60
(10 nm)/D1155:C60 (2:1, 40 nm) stack deposited at identical tem-
peratures as the samples shown in Section 6.1. Moreover, we
present a short AFM study of the influence of a 𝑛-doped C60 sub-
layer on the morphology of the D1155:C60 blend layer, deposited
at selected substrate temperatures. Furthermore, we show addi-
tional overview STEM images and XAS spectra of D1155:C60
blend layers, fitted with the respective pristine layer spectra.
TOPOGRAPHY OF UNDOPED AND DOPED BLEND LAYERS
Tapping mode AFM images of the C60 (10 nm)/D1155:C60 (2:1,
40 nm) samples (cf. Figs. 6.1.1 to 6.1.3) are recorded to confirm
the spatial homogeneity of the samples.
Figure A.3.1a shows the topography of the RT sample. Similar to
the the D33:C60 specimen (see Fig. 5.1.1), the topography of the
D1155:C60 sample is very smooth (rms<1 nm).
Figure A.3.1b shows the topography of the Tsub=72 °C sample and
Figure A.3.1c of the sample deposited at Tsub=132 °C sample. The
respective surface roughnesses are: rms=4 nm and rms=48 nm. All
surface roughnesses are in good agreement with the values determ-
ined by pcAFM, demonstrating once more the negligible influ-
ence on the surface topography.
Additionally, C60 (10 nm) layers 𝑛-doped with 5 wt % Cr2(hpp)4
were prepared to investigate the influence of 𝑛-doping on the
D1155:C60 blend layer morphology. To ensure the comparability
between doped and undoped specimen, the in vacuo substrate tem-
perature during the blend layer evaporation was chosen identical.
Figure A.3.2 shows the respective topography images of the samples.
The surface of the RT sample (see Fig. A.3.2a) exhibits a plate-
like structure, which is very smooth (rms<1 nm) and in well agree-
ment with the studies by MENKE [292]. Moreover, the sample
surface appears similar to the undoped sample (see Fig. A.3.1a),
indicating a lateral homogeneous doping.
In contrast, the topography of the sample deposited at Tsub=72 °C,
shown in Figure A.3.2b appears different from the
undoped sample (see Fig. A.3.1b). In Figure A.3.2b larger ma-
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Figure A.3.1.: Large area tapping mode AFM images of C60 (10 nm)/D1155:C60 (2:1, 40 nm). Part (a) shows the topography of the RT
sample, (b) of the Tsub=72 °C, and part (c) of the Tsub=132 °C sample.
1.5 µm
HAADF
Figure A.3.3.: STEM-HAADF image of
a D1155:C60 (2:1, 40 nm, Tsub=RT) blend
deposited on Si3N4. Iprobe≈600 pA. Image
was recorded by Dr. B. Rutkowski (AGH).
terial agglomerates on a granular, relatively homogeneous back-
ground are observed. The overall surface roughness is rms=15 nm,
which is significantly larger than the undoped sample. Those ag-
glomerations might be correlated to an inhomogeneous doping
of the C60 layer, which might be caused by the substrate heating
during the deposition of the blend layer. We assume that the sub-
strate heating leads to a rearrangement of the 𝑛-doped C60 layer
and to the observed agglomerations.
Nevertheless, additional systematic investigations are necessary to
understand the relation between doping and morphology. There-
fore, methods with chemical contrast like STXM and STEM-
EDX are in principle highly suitable for those studies as they
potentially offer high contrast between Cr and C and sufficient
spatial resolution to resolve the chemical composition of the ob-
served domains at elevated substrate deposition temperature.
STEM AT RT SAMPLE DEPOSITED ON SILICON NITRIDE
Figure A.3.3 shows an overview STEM-HAADF image of a
D1155:C60 blend deposited at Tsub=RT. Besides a few larger and
thicker clusters, the sample appears spatially homogeneous. This
is in well agreement with the relatively smooth topography shown
in Fig. A.3.1a.
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Figure A.3.2.: Tapping mode AFM images of C60 (10 nm, 5 wt % Cr2(hpp)4)/D1155:C60 (2:1, 40 nm). Part (a) shows the topography
of the RT sample, (b) of the Tsub=72 °C, and part (c) of the sample deposited at Tsub=132 °C.
500 µm
D1155
empty
Figure A.3.5.: Light microscopic image of
a 5 × 5 Si3N4 substrate. Due to a misalign-
ment of the contact shadow mask (cf. Sec-
tion 3.2), D1155 was partially evaporated
onto the marked substrate column.
STEM AT 72∘C SAMPLE DEPOSITED ON SILICON OXIDE
By utilizing the specific UHV chamber geometry, we are able to
pattern the TEM grid. Thus, we have three different material
combination within every mesh of the TEM grid: a region with
the D1155:C60 blend layer, and the respective pristine layer re-
gions deposited at Tsub=72 °C as shown in Fig. A.3.4.
XAS AT SILICON NITRIDE SUBSTRATES XAS spectra of
D1155 layers deposited at Tsub=RT, Tsub=72 °C, and Tsub=132 °C
on Si3N4 are shown in Fig. A.3.6. Similar to XAS spectra of D33
(cf. Fig. 5.3.2), the spectral shape of the D1155 spectra changes
with increasing substrate temperature, indicating an intramolecu-
lar transformation and/or a collective reorientation of the D1155
molecules relative to the Si3N4 substrate and to the linear polar-
isation of the incident X-ray beam [293].
Moreover, due to a misalignment of the shadow mask used for
patterning of the Si3N4 substrate (see Fig. A.3.5) at Tsub=132 °C,
the respective layer thickness is significantly thinner than expec-
ted. Thus, the spectrum does not show the expected fine structure
as the SNR is too low. Another sample could not be manufactured
due to the low available material quantity and the tight time sched-
ule prior to the shifts at SLS.
The spectrum of specimen deposited at Tsub=72 °C aligns well
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Figure A.3.4.: Selected STEM-HAADF image of a D1155:C60 (2:1, 40 nm, Tsub=72 °C) blend deposited on SiO2. Part (a) and (b)
highlight the typical island formation of a pristine C60 layers close to the Cu bars of the TEM grid. Part (c) shows an large area image
of the D1155:C60 blend layer. Part (d) shows the pristine D1155 close to the Cu bars.
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Figure A.3.6.: X-ray absorption spectra of 27 nm pristine D1155 deposited at different substrate temperatures on Si3N4. The periodic
dips in the RT sample spectrum, originate from electron injections into the storage ring due to a missing top-up gating. They occur as
dips approximately every 6 eV.
Table A.3.1.: Comparison of principal XAS
peak-positions of D33 (see Fig. 5.3.2) and
D1155 thin films deposited at RT on Si3N4
substrates (see Fig. A.3.6).
𝑖 E𝑖,D33,SiN E𝑖,D1155,SiN
1 284.7 eV 284.3 eV
2 285.0 eV 285.0 eV
3 285.9 eV 285.8 eV
4 286.5 eV 286.2 eV
5 287.3 eV 287.3 eV
6 - 288.1 eV
with the RT sample spectrum, but the spectral shape differs signi-
ficantly in comparison to the RT sample. These changes indicate
a different chemical structure of D1155 deposited at Tsub=72 °C
as the peak positions are shifted relatively to the RT deposited spe-
cimen. Furthermore, as shown in Table A.3.1, the peak-positions
of D33 and D1155 thin films differ, indicating differences in the
electronic structure of the 𝜋∗ orbitals. This might be caused, for
instance, by the additional methyl side chains inducing a slightly
different conformation of the molecules or by chemical impurities.
Overall, the D1155 spectra are more structured in terms of lar-
ger peak-to-valley distances as compared to the D33 spectra (cf.
Fig. 5.3.2). Additionally, we observe changes in the electronic
structure (peak height, shape, and energetic position) of D1155
in comparison to D33, which might correlate with the differing
PCE of the respective OSCs [171].
Spectroscopic investigations on C60/D1155:C60 blends are per-
formed to examine the effect of blending on electronic structure.
Thus, likewise to the analysis in Section 5.3, Eq. (77) is used to fit
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Figure A.3.7.: X-ray absorption spectra of C60 (10 nm)/D1155:C60 (2:1, 40 nm) deposited at different substrate temperatures on Si3N4.
The respective fitted spectra are displayed as dashed lines.
Table A.3.2.: Parameter obtained from
least-squares fitting of pristine layer spectra
to blend layer spectra. Materials are depos-
ited on Si3N4.
a𝑖 RT 72°C 132°C
C60/D1155:C60
a0 0.0 -0.22 -0.02
aC60 2.88 1.31 2.84
aD1155 0.66 1.07 0.24
the pristine layer spectra to the blend layer spectra. Ideally, the
fitted coefficients aC60 and aD1155 would be 2.3 (=1 (pristine C60
sublayer) + 1.3 (C60 thickness in blend layer)) and 1, as the cor-
responding C60 and D1155 layers in the blend are 2.3× and 1×
thicker than the respective pristine layers. Thus, deviations from
those values indicate differences in thickness, and/or mixing ratio
of the blend layer relative to the pristine layers. The determined
coefficients a𝑖 and the least-squares fits are shown in Table A.3.2
and Fig. A.3.7. The mixing ratio deviations for the sample depos-
ited at RT indicate a too low D1155 content (34% deviation) and
a too high C60 content (25 % deviation) in the blend layer. The
deviations between pristine C60 sublayer and the pristine refer-
ence C60 layer are zero, as they are evaporated simultaneously.
The mixing ratio of the blend layer is 0.66:1.88 instead of 2:1.
Thus, the material thicknesses in the blend layer deposited at RT
are: dD1155=18 nm and dC60=19 nm. Similarly, the mixing ratio
for the specimen deposited at 72 °C is 1.07:0.31 (dD1155=28 nm and
dC60=3 nm) instead of 2:1. The thickness/blend ratio variations
might originate from the relatively low D1155 evaporation rates
(Revap=0.05 Å s
−1), making it difficult to exactly control Revap over
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⁴⁶ The samples investigated here have been
exposed to ambient air beetween STEM and
STXM measurements. The air exposure lasted
10 days. Hence, all observed effects are
superposed by the influence of ambient air,
which potentially affects the chemical and
morphological structure of the samples.
the entire blend layer thickness. As discussed in the previous sec-
tion, mixing ratio deviations at sample deposited at Tsub=132 °C
originate from the too thin pristine D1155 layer (cf. Fig. A.3.6),
resulting in a low SNR of the XAS spectrum [294].
Overall, the deviations of the coefficients a𝑖 for the samples sug-
gest the necessity for a replication of the experiments.
XAS AT SILICON DIOXIDE SUBSTRATES To find further indic-
ations for the observed substrate dependent growth of D1155,
XAS measurements were performed on 27 nm D1155 deposited
on SiO2 at different substrate temperatures Tsub
46.
Firstly, similar to D1155 deposited on Si3N4 (see Fig. A.3.6), the
spectra shown in Fig. A.3.8 possess a significant substrate temper-
ature dependence, both in optical density (OD) and energy, un-
derlining the proposed substrate dependent thin film growth of
D1155:C60 blend layers.
By increasing Tsub from RT to Tsub=72 °C, the OD within the 𝜋∗
region (∼284 eV to 290 eV) is significantly lowered, whereas the
𝜎∗ region (>290 eV) remains nearly constant. A further increase
of Tsub mainly lowers the OD around the 𝜎∗ region.
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Figure A.3.8.: X-ray absorption spectra of 27 nm pristine D1155 deposited at different substrate temperatures on SiO2.
Moreover, the spectrum of the sample deposited at Tsub=132 °C
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Table A.3.3.: Comparison of principal
XAS peak-positions of D1155 deposited on
Si3N4 and SiO2.
𝑖 E𝑖,D1155,SiO2 E𝑖,D1155,SiN
1 282.8 eV 284.3 eV
2 283.5 eV 285.0 eV
3 285 eV 285.8 eV
4 285.7 eV 286.3 eV
5 286.9 eV 287.3 eV
6 - 288.0 eV
Table A.3.4.: Parameter obtained from
least-squares fitting of blend layers employ-
ing weighting pristine layer spectra. Mater-
ials deposited on SiO2.
a𝑖 RT 72°C 132°C
D1155:C60
a0 0.21 -0.01 -0.07
aC60 1.03 0.99 1.5
aD1155 0.26 0.38 0.26
strongly diverges around E=320 eV, which is associated with the
processing issues mentioned earlier. In comparison to the D1155
spectra deposited on Si3N4, we observe that the first peak (E1) is
shifted by 1.5 eV towards lower energies (see Table A.3.3), indic-
ating a different interaction with the substrate or is alternatively
due to the ageing of the samples during their exposure to ambient
air.
Figure A.3.9 shows the XAS spectra of D1155:C60 blends de-
posited at different substrate temperatures and the respective fits
with the corresponding pristine layer spectra (dashed lines) on
SiO2. As the 10 nm C60 sublayer was omitted for the STEM
investigations (see Table 6.0.1), the fitting coefficients listed in
Table A.3.4 should be ideally 1.3 for C60 (aC60) and 1 for D1155
(aD1155).
Generally, the superposition of the pristine layer spectra visually
match the measured blend layer spectra. Nevertheless, as dis-
played in Table A.3.4, the relatively strong deviations of aD1155
from unity at all substrate temperatures indicate variations from
the expected mixing ratio in the blend, assuming correct pristine
layer thicknesses. Thus, the mixing ratio for the blend depos-
ited atTsub=RT is D1155:C60=0.26:0.8 (dD1155=7 nm, dC60=8 nm),
and 1.07:0.31 (dD1155=29 nm and dC60=3 nm) for the specimen de-
posited at 72 °C instead of 2:1. Thus, the blend mixing ratios
are consistent for the samples deposited at Tsub=72 °C, but devi-
ate for the RT samples. The deviations for the sample deposited
at Tsub=132 °C, clearly originate from the aforementioned distor-
tions in the pristine D1155 spectrum. Moreover, the values listed
in Table A.3.4 deviate from the corresponding a𝑖 of the stack de-
posited on Si3N4, although both blend layers were prepared simul-
taneously. This is an evidence for a change in chemical behaviour
of D1155 in the blend relatively to the pristine layer, due to the
influence of ambient air and/or a different substrate interaction.
In summary, we investigated the electronic structure of the
slightly modified donor molecule D1155, in comparison to D33,
with XAS on different substrates and at different substrate tem-
peratures. We observe significant changes in the electronic struc-
ture of D1155 depending on the substrate type, although a minor
influence of the methyl side chains on the electronic structure is
expected [171]. The observed changes of the electronic structure
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Figure A.3.9.: X-ray absorption spectra of D1155:C60 (2:1, 40 nm) deposited at different substrate temperatures on SiO2. The respective
fitted spectra are displayed as dashed lines.
of the pristine D1155 layers might originate from a different sub-
strate interaction or the degradation in air.
Furthermore, the XAS investigations on blend layers indicate
mixing ratio deviations. Possible uncertainties originate from: i)
the influence of ambient air, changing the chemical structure of
the materials deposited on SiO2, ii) difficulties to control the mix-
ing of the materials over the entire layer thickness, due usually
low evaporation rate of D1155, and/or iii) significant orientation
changes of the D1155 molecules in the blend layer relatively to
the pristine layer. Overall, we suggest a replication of the experi-
ments with high purity compounds.
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Table A.3.5.: Details of D1155:C60 spectromicroscopic composition
maps (see Figs. 6.3.1, 6.3.2 and 6.3.3).
physical quantity value
FIGURE 6.3.1
instrument NanoXAS
pixel size 57.4 nm/px
slits (h/v) 0.5/0.5mm
pixel dwell time 3 s
energy {280, 284, 285, 286, 287, 288, 320} eV
FIGURE 6.3.2
instrument NanoXAS
pixel size 58.3 nm/px
slits (h/v) 0.5/0.5mm
pixel dwell time 3 s
energy {280, 284, 285, 286, 287, 288, 320} eV
284.038, 284.113, 284.189, 284.264, 284.34} eV
FIGURE 6.3.3
instrument NanoXAS
pixel size 58.6 nm/px
slits (h/v) 0.5/0.5mm
pixel dwell time 3 s
energy {280, 284, 285, 286, 287, 288, 320} eV
IMAGE SPECIFIC DETAILS Table A.3.5 lists the instrumental
settings, recording Figs. 6.3.1, 6.3.2 and 6.3.3.
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A.4 SINGLE LAYERS
In this section, we show images of pristine pristine C60, ZnPc, and
D33.
PRISTINE C60 AT VARIOUS SUBSTRATE TEMPERATURES
Figure A.4.1 shows 30 nm C60 evaporated on a SiO2 coated
TEM grid at different substrate temperatures. As displayed in
Fig. A.4.1a, the RT deposited sample shows a plate-like growth
of C60. Increasing the in vacuo substrate temperature to 90 °C en-
hances the contrast (see Fig. A.4.1b), indicating the roughing of
the layer due to the beginning arrangement in islands. At 150 °C
(see Fig. A.4.1c), we observe the formation of isolated C60 islands,
similar to the structures observed at the margin of the samples
presented in Chapter 4.
TEM signal
a b
TEM signal
1 µm
c
TEM signal
1 µm
Figure A.4.1.: BF-TEM images of a 30 nm thin C60 layers deposited on SiO2 at various in vacuo substrate temperature. Part (a) show
the pristine layer deposited at RT, part (b) show a thin film deposited at 90 °C, and part (c) deposited Tsub=150 °C. Image recorded by
Dr. PETER FORMANEK (IPF).
PRISTINE ZNPC AT VARIOUS SUBSTRATE TEMPERATURES
Figure A.4.2 shows 30 nm ZnPc evaporated on a SiO2 coated
TEM grid at different substrate temperatures. The examination
of the RT sample was performed 6 d after preparation. The 90 °C
and 150 °C sample were investigated 1 d after evaporation. As the
RT sample (see Fig. A.4.2a) was investigated 6 d after preparation,
it might be affected by degradation, indicated by the relatively
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TEM signal
a b
TEM signal
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c
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Figure A.4.2.: BF-TEM image of a 30 nm thin ZnPc layer deposited on SiO2 at RT (a), 90 °C (b), and 150 °C (c). Image recorded by
Dr. PETER FORMANEK (IPF).
3 nm-1
a1
a2
a3
a4
a5
a6
TEM signal
Figure A.4.3.: Diffraction pattern
of a pristine ZnPc layer deposited at
Tsub=150 °C.
large structures compared to the other samples. The 90 °C (see
Fig. A.4.2b) sample appears homogeneous. This is in agreement
with the rms determined by SCHÜNEMANN to rms=2.5 nm [240].
Nevertheless, a few nanorod-like structures are visible, indicating
the beginning transition form 𝛼-ZnPc to 𝛽-ZnPc. At 150 °C, we
observe almost only 𝛽-ZnPc nanorods (see Fig. A.4.2c).
Figure A.4.3 shows a DP of a pristine ZnPc layer deposited at
Tsub=150 °C. The manifold reflections indicate the polycrystal-
line behaviour of this sample. The corresponding lattice plane
distances can be found in Table A.4.1.
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Table A.4.1.: Lattice plane distances
(dTEM) determined from the DPs shown in
Fig. A.4.3.
a𝑖 dTEM in Å (hkl)
a1 12.6± 1.2 (200)
a2 10.2± 1.0 (002)
a3 5.0± 0.5 (402)
a4 4.0± 0.4 (60-2)
a5 3.6± 0.3 (-112)
a6 3.0± 0.3 (114)
A.5 SUBSTRATES
To check a possible influence of the two different substrates used
for AFM, STXM, TEM, and STEM-EDX on the thin film
growth, tappingmodeAFMmeasurements are performed on ITO
and Si3N4 substrates.
First, the Si3N4 substrates are investigated. Figure A.5.1a shows
the topography of an ”as-shipped” Si3N4 substrate. The topo-
graphic (see Fig. A.5.1a) image shows a relative smooth surface
(rms<1 nm). As shown in Fig. A.5.1c, the Si3N4 substrate is com-
pletely transparent in TEM.
Figure A.5.1b shows a tapping-mode AFM image of an ITO sub-
strate used at IAPP. The rms of the ITO coated glass is rms<1 nm.
In summary, as both substrates exhibit very low surface roughness
they should have a negligible influence on the surface roughness
of next evaporated layers, if the interaction between C60 and ITO
is comparable to C60 and Si3N4.
16 µm 0 nm 30 nm
Height
16 µm 0 nm 7 nm
Height
ba
1 µm
TEM signal
c
Figure A.5.1.: Microscopic images of Si3N4 and ITO. Part (a) and (c) shows an AFM and TEM image of a Si3N4 substrate. Part (b)
shows the topography on an ITO substrate. The TEM image was recorded by Dr. PETER FORMANEK (IPF).
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Abbreviations
CONSTANTS
𝑐 speed of light in vacuum
e elementary charge
ℎ PLANCK constant
SYMBOLS
A EINSTEIN coefficient A
Aabs absorptance
AAFM AFM image area
Ats tip-sample contact area
AM 1.5g air mass
B12 EINSTEIN coefficient B12
B21 EINSTEIN coefficient B21
d sample thickness
dC60 C60 thickness
dC60,tf lattice plane distance (C60 thin film)
dD1155 D1155 thickness
dD33 D33 thickness
dD33,sc lattice plane distance (D33 single crystal)
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dD33,tf lattice plane distance (D33 thin film)
dTEM lattice plane distance determined by TEM
E energy
E0 primary energy
EB,exc exciton binding energy
Eg energy gap
Eg,opt optical gap
E∞ equilibration energy
EA electron affinity
EACV electron affinity obtained from CV
EQEPV external quantum efficiency
F free energy
FF fill factor
h height
I intensity
I0 intensity of the X-ray beam after passing through
an empty membrane
IC internal conversion
IE ionisation energy
Iprobe electron probe current
IQEPV internal quantum efficiency
ISC intersystem crossing
j electrical current density
jsc short-circuit current density
J electrical current
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Je electron current
Jh hole current
Jmpp current at maximum power output
Jinj injected electrical current
Jsc short-circuit current
Jsc area-averaged short-circuit current
kB BOLTZMANN constant
l length
LD,exc exciton diffusion length
m mass
N number of molecules in ground state
ND nucleation density
N∗ number of molecules in excited state
NND nearest neighbour distance
OD optical density
p pressure
P power
PCE power conversion efficiency
Pe polarisation energy for electrons
Ph polarisation energy for holes
Pmpp point of maximum power output
r distance
req equivalent disc radius
rloc localisation length
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rms root-mean-square
R reflectance
Revap evaporation rate
RRT average distance to interface (at RT)
R72°C average distance to interface at Tsub=72 °C
RT room temperature
S entropy
Stot total spin
Sat saturation
SNR signal-to-noise ratio
sEQEPV external quantum efficiency (sensitve
measurement)
t time
taq continuous acquisition time
T temperature
Tsub in vacuo substrate temperature
u spectral energy density
U internal energy
V potential
V electrical voltage
Vmpp voltage at maximum power output
Vattr attractive potential
Voc open circuit voltage
Vrep repulsive potential
Vgrain total grain volume
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VC60 evaporated C60 volume
VD33 evaporated D33 volume
w width
W number of components
Wf work function
Z atomic number
Z̄C60 mean atomic number of C60
Z̄D33 mean atomic number of D33
𝛼 absorption coefficient
𝛼X−ray X-ray absorption coefficient
ΔE energy difference
𝜀r dielectric constant
𝛾 recombination rate constant
𝛾pre LANGEVIN prefactor
𝜆 wavelength
𝜇e electron mobility
𝜇h hole mobility
𝜇X−ray X-ray mass absorption coefficient
𝜌m mass density
𝜎cross total elastic scattering cross-section
𝜎grain grain density
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ACRONYMS
A acceptor
ADF annular dark-field
AFM atomic force microscopy/microscope
AGH Akademia Górniczo-Hutnicza, University of
Science and Technology, Krakow, Poland
BF bright-field
BF-TEM bright-field transmission electron
microscopy/microscope
BHJ bulk heterojunction
CAD computer-aided design
CELIV charge extraction by linear increasing voltage
CEP clean energy project
CT charge transfer state
CV cyclic voltammetry
D donor
DFT density functional theory
DOS density of states
DP diffraction pattern
EDX energy dispersive X-ray spectroscopy
EELS energy electron loss spectroscopy
EF-TEM energy filtered transmission electron
microscopy/microscope
EXAFS extended X-ray absorption fine structure
FHJ flat heterojunction
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FIB focused ion beam
FRET FÖRSTER resonance energy transfer
FZP FRESNEL zone plate
GIWAXS grazing incidence wide angle X-ray scattering
HAADF high angle annular dark-field
HOMO highest occupied molecular orbital
IAPP Institut für Angewandte Photophysik, Dresden,
Germany
IPES inverse photoelectron spectroscopy
IPF Leibniz Institute of Polymer Research, Dresden,
Germany
KIT Karlsruher Institut für Technologie, Karlsruhe,
Germany
KPFM KELVIN probe force microscopy
LCAO linear combination of atomic orbitals
LUMO lowest unoccupied molecular orbital
MC Monte-Carlo
NanoXAS a scanning transmission X-ray microscope at PSI
NEXAFS near edge X-ray absorption fine structure
OFET organic field-effect transistor
OLED organic light emitting diode
OMBD organic molecular beam deposition
OSA order sorting aperture
OSC organic solar cell
P-SoXS resonant scattering of polarised soft X-rays
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pcAFM photoconductive atomic force
microscopy/microscope
PHJ planar heterojunction
PolLux a scanning transmission X-ray microscope at PSI
PSI Paul Scherrer Institute, Villigen, Switzerland
PV photovoltaic
QCM quartz crystal monitor
RUG University of Groningen, Groningen, The
Netherlands
SEM scanning electron microscopy/microscope
SLS Swiss light source at Paul Scherrer Institute,
Villigen, Switzerland
STEM scanning transmission electron
microscope/microscopy
STM scanning tunneling microscopy/microscope
STXM scanning transmission X-ray
microscope/microscopy
SXR soft X-ray
TEM transmission electron microscopy/microscope
TRMC time-resolved microwave conductance
UHV ultra-high vacuum
UPS ultraviolet photoelectron spectroscopy
XAS X-ray absorption spectroscopy
XRD X-ray diffraction
XRR X-ray reflection
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MATERIALS
Au Gold
BFDPB N,N’-((Diphenyl-N,N’-bis)9,9,-dimethyl-fluoren-
2-yl)-benzidine
BPAPF 9,9-bis[4-(N,N-bis-biphenyl-4-yl-amino)phenyl]-
9H-fluorene
C6H6 Benzene
C60 Buckminster-Fulleren
CH4 Methane
Cu Copper
CuPc Copper phthalocyanine, C32H16N8Cu
Cr2(hpp)4 tetrakis(1,3,4,6,7,8-hexahydro-2H-pyrimido[1,2-
a]pyrimidinato)-dichromium
(II)
DCV Dicyanovinylene
DCV2 − 5T Dicyanovinyl-quinquethiophene
DCV2 − 6T Dicyanovinyl-sexithiophene
D33 short name: DCV2 − 5T−Me(3, 3), long name:
2,2’-((3”,4”-dimethyl-[2,2’:5’,2”:5”,2”’:5”’,2””-
quinquethiophene]-5,5””-
diyl)bis(methanylylidene))dimalononitrile
D1155 short name: DCV2 − 5T−Me(1, 1, 5, 5), long
name: 2,2’-((3,3””,4,4””-tetramethyl-
[2,2’:5’,2”:5”,2”’:5”’,2””-quinquethiophene]-5,5””-
diyl)bis(methanylylidene))dimalononitrile
F6−TCNNQ 2,2’-(perfluoronaphthalene-2,6-
diylidene)dimalononitrile
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ITO Indium Tin Oxide In2O3 ∶ SnO2, sheet
resistance < 30 Ω/ , ITO thickness: 90 nm.
Purchased from Thin Film Devices, USA.
KCl Potassium chloride
MPc Metal phthalocyanine
NDP9 Commercial 𝑝-dopant from NOVALED AG,
Dresden, Germany
PCBM chemical name: Phenyl-C61-butyric acid methyl
ester
PtIr Platinum iridium
PtSi Platinum silicide
Si3N4 Silicon nitride, thickness 40 nm
SiO2 SiO2 coated TEM grid, from TEDPELLA
TIPS P5 6,13-bis(triisopropylsilylethynyl) pentacene
W2(hpp)4 tetrakis(1,3,4,6,7,8-hexahydro-2H-pyrimido[1,2-
a]pyrimidinato)-ditungsten
(II)
Zn Zinc
ZnPc Zinc phthalocyanine, C32H16N8Zn
𝛼-ZnPc Alpha modification of Zinc phthalocyanine
𝛽-ZnPc Beta modification of Zinc phthalocyanine
OTHER
cf. Latin confer
ca. Latin circa
e.g. Latin exempli gratia
et al. Latin et alii
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i.e. Latin id est
vs. Latin versus
etc. Latin et cetera
no. number
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