Inbreeding avoidance is often invoked to explain observed patterns of dispersal, and theoretical models indeed point to a possibly important role. However, while inbreeding load is usually assumed constant in these models, it is actually bound to vary dynamically under the combined influences of mutation, drift, and selection and thus to evolve jointly with dispersal. Here we report the results of individual-based stochastic simulations allowing such a joint evolution. We show that strongly deleterious mutations should play no significant role, owing to the low genomic mutation rate for such mutations. Mildly deleterious mutations, by contrast, may create enough heterosis to affect the evolution of dispersal as an inbreedingavoidance mechanism, but only provided that they are also strongly recessive. If slightly recessive, they will spread among demes and accumulate at the metapopulation level, thus contributing to mutational load, but not to heterosis. The resulting loss of viability may then combine with demographic stochasticity to promote population fluctuations, which foster indirect incentives for dispersal. Our simulations suggest that, under biologically realistic parameter values, deleterious mutations have a limited impact on the evolution of dispersal, which on average exceeds by only one-third the values expected from kincompetition avoidance.
T HREE distinct ultimate causes are currently recognized to explain the evolution of dispersal, a widespread feature in natural populations of many organisms. Environmental and demographic stochasticity plays a major role by inducing spatio-temporal fluctuations in habitat quality or in population sizes, extinction and recolonization dynamics representing the most extreme case (Van Valen 1971; Olivieri et al. 1995; Gandon and Michalakis 1999; Ronce et al. 2000) . Kincompetition and inbreeding avoidance (Hamilton and May 1977; Taylor 1988; Motro 1991; Clobert et al. 2001) provide two other potential incentives, which could drive the evolution of dispersal in equilibrium populations.
Inbreeding is often invoked to account for the large amount of dispersal in natural populations (see Perrin and Goudet 2001 , and references therein). However, although clear-cut empirical evidence exists that inbreeding may sometimes play a significant role in dispersal (Packer 1979 (Packer , 1985 Wolff 1992; Packer and Pusey 1993) , alternative explanations exist in many circumstances (reviewed in Blouin and Blouin 1988; Pusey and Wolf 1996) . Even features that strongly suggest inbreeding avoidance, including sex biases in dispersal and negative among-species correlations between male and female dispersal rates (Pusey and Packer 1987; Pusey and Wolf 1996) , may also arise from kin-competition avoidance (Perrin and Goudet 2001) . The empirical problem is further worsened by the fact that population structures that induce close inbreeding (small groups of highly related individuals) are precisely those most likely to promote kin competition as well. As a result, the exact role of inbreeding avoidance in driving dispersal is difficult to determine and has been widely debated. While some authors see it as a major force (e.g., Wolff 1994) , others consider it largely irrelevant (e.g., Moore and Ali 1984) .
Theoretical studies suggest that inbreeding avoidance might indeed play a significant role of its own (Bengtsson 1978; Waser et al. 1986; Perrin and Mazalov 1999; Morgan 2002) , as well as in interaction with kin competition (Motro 1991; Gandon 1999; Perrin and Mazalov 2000; Perrin and Goudet 2001) on the evolution of dispersal. In the absence of inbreeding load (and in stable populations), evolutionary stable strategy (ESS) models predict a balanced solution: both sexes disperse to limit competition with kin. Directional sex biases may then arise from sex asymmetries in dispersal costs, resource competition, or mate competition. When a weak inbreeding load is added, the models still predict sex-balanced ESS solutions, with dispersal values that only slightly exceed those expected under kincompetition avoidance alone (Perrin and Goudet 2001) . Moderate inbreeding load is expected to somewhat destabilize the equilibrium, as even slight sex asymmetries 1 (e.g., in local competition) can induce strong sex biases in dispersal. Finally, high inbreeding load may overcome the stabilizing influence of kin competition avoidance and induce boundary solutions: one sex (male or female) remains entirely philopatric, while members of the other sex disperse (Motro 1991; Gandon 1999; Perrin and Mazalov 2000) .
One potential problem with these theoretical expectations, however, is that the inbreeding load from which the costs of inbreeding arise is assumed to be constant. In reality, this load results from the dynamic interplay between mutation, drift, selection, and dispersal. Selection coefficients and dominance effects of the deleterious mutants play crucial roles (Wang et al. 1999; Bataillon and Kirkpatrick 2000; Whitlock 2002; Glémin et al. 2003; Roze and Rousset 2004) . On the one hand, if the effect of deleterious mutations is large enough that selection is more important than drift, inbreeding load will be rapidly purged (Glémin 2003) ; however, mutations might still segregate locally at low frequency and induce significant loss in the fecundity of within-deme matings relative to among-deme matings (heterosis, see Glémin et al. 2003; Roze and Rousset 2004) , so that selection for dispersal might remain high. On the other hand, if deleterious effects are small enough that drift dominates, mutations are hidden from selection and might become fixed, strongly affecting offspring viability; however, whether these mutations contribute to heterosis and thus to the evolution of dispersal will depend on whether they become locally fixed at the level of demes or in the whole metapopulation.
The boundary between the two domains of accumulation and purging of deleterious mutations depends on the population structure, rate of inbreeding, and level of gene flow (Glémin 2003; Glémin et al. 2003) and hence on dispersal. Furthermore, the accumulation of mildly deleterious mutations may induce demographic effects, affecting both the inbreeding load and the evolution of dispersal. Given its complexity, the problem is currently not analytically tractable without major simplifying assumptions (e.g., low migration, strong selection, infinite population models, no interaction with population demography, etc.; see Bataillon and Kirkpatrick 2000 , and Roze and Rousset 2004 for one-locus models of deleterious mutation dynamics and their simplifications). A simulation approach appears to be a good way of overcoming these limitations.
Here we present the results of individual-based simulations aimed at investigating the joint evolution of inbreeding load and dispersal in a structured population. Our approach differs from previous inroads in this area in that dispersal is an evolving trait (vs. Lynch et al. 1995b; Wang et al. 1999; Higgins and Lynch 2001) , and competitive interactions with kin are taken into account (see Morgan 2002) .
METHODS
We built an individual-based, genetically explicit model, with diploid individuals with specified gender, dispersal genotype, and deleterious loci, living in an island model of population with n d demes of carrying capacities N. We used the following life cycle:
1. Viability selection: newborns survive with a probability derived from their deleterious mutation genotype to give the new offspring generation. 2. Dispersal: offspring randomly disperse in the metapopulation with a probability given by their dispersal genotype and die during dispersal events with probability c. A disperser cannot return to its natal deme. 3. Regulation: random regulation of the population occurs, reducing the demic pool of competing individuals of each sex to half of the carrying capacity of the demes, thus leading to equilibrated sex ratio whenever enough offspring of both sexes are present, without between-sex competition. 4. Reproduction: each individual, male or female, is assigned a fecundity value drawn from a Poisson distribution with constant mean f. They mate randomly in their deme as many times as indicated by their fecundity and produce one newborn per mating. This ensures similar reproductive variances between males and females. Newborn gender is set randomly with an equal probability of being male or female, and their alleles for deleterious and dispersal genes are randomly inherited from their parents' copies and then mutated. Once reproduction has occurred, all adults are removed and the cycle starts again.
This life cycle generates different amounts of demographic stochasticity. The stochastic nature of fecundity, dispersal, and survival could lead to a large interdemic variance in deme sizes and sex ratios at the onset of the regulation episode. The variance is stronger with low fecundity values, small population sizes, and low viability. Stochasticity in this model sometimes reached values high enough to induce demic extinctions or even crashes of the entire metapopulation, even without the presence of deleterious mutations.
Dispersal genes consisted of two independent diploid loci, one controlling the female and the other the male dispersal rate, with allelic values continuously distributed between 0 and 1. Mutation steps (forward or backward) were drawn from an exponential distribution with kurtosis l ¼ 5 (i.e., mean step ¼ 0.2) and probability ¼ 10
ÿ4
. Mutated dispersal alleles were truncated at the limits (0 or 1). An individual's dispersal phenotype was determined as the mean of the two alleles present at the corresponding sex-specific locus.
The genetic load was controlled by a set of 1024 (M) independent loci carrying deleterious alleles, all having homozygous effect s and dominance h. The number of new mutations occurring in one genome was drawn from a Poisson distribution with mean equal to the diploid genomic mutation rate: U ¼ 2Mu. Mutations thus occurred at rate u and affected only nondeleterious alleles, turning them into the deleterious form (thus reverse mutation was neglected). When a randomly chosen allele was already of the deleterious form, another was redrawn to replace it, thus ensuring a constant genomic mutation rate. Mutations were assumed to act independently on fitness so that the offspring viability, v, was computed as the product of the fitness effects of each locus: v ¼ ð1 ÿ sÞ n1 ð1 ÿ hsÞ n2 , where n 1 is the number of homozygous loci and n 2 the number of heterozygous loci.
The parameters of the deleterious mutations (U, h, and s) were set according to empirical estimations from Drosophila melanogaster mainly (reviewed in Charlesworth 1987, 1999; Lynch et al. 1999) . Inbreeding load in natural populations appears to be due to a combination of a few almost fully recessive lethal mutations (modeled here with U ¼ 0.03, s ¼ 1, and h ¼ 0.02; Simmons and Crow 1977; Crow 1993 ) and many partially recessive, mildly deleterious ones (modeled here with U ¼ 1, 0.01 # s # 0.05, and h ¼ 0.3, as used in stochastic simulations in Wang et al. 1999 and Higgins and Lynch 2001) . Accordingly, we designed our simulations to contrast the effects of the two kinds of mutations: large s-and small h-values vs. small s-and large h-values. For small s-values (0.01 and 0.05) we also ran a few simulations with h varying from 0.01 to 0.4 to investigate the role of dominance on inbreeding load. We also investigated the effect of a large genomic mutation rate (U ¼ 1) for both types of mutations to assess the effects of contrasted levels of heterosis in small populations.
At the start of the simulations, individuals were initialized with dispersal gene values drawn from a uniform distribution ranging from 0 to 1 (ensuring a large initial variance and an initial mean of 0.5) and potentially deleterious gene values all set to those of the wild-type allele. Note, however, that the way allelic values are initiated does not affect the ESS values, but only the time courses to equilibrium.
Simulations were first run without deleterious mutations, to isolate the effects of kin competition and compare equilibrium dispersal rates with theoretical expectations (model derived from Gandon and Rousset 1999 , with finite population size and sex-specific dispersal) and thereby validate our model. Deleterious effects were then added to estimate the additional dispersal that would evolve in the presence of an inbreeding load. Parameters were set as follows: dispersal costs c ¼ 20 and 70%, mean fecundity f ¼ 20, with a few runs with lower fecundities ( f ¼ 8 and 3) to further investigate the importance of demographic stochasticity in the absence of inbreeding load. Heterosis was measured for each female as I ¼ ðv p ÿ v g Þ=v p Mazalov 1999, 2000) , where v g is the average offspring effective viability when the male is from the same deme and v p is that when it comes from a different deme. The extent of purging of the deleterious mutations was measured by the ratio r ¼ q exp =q of the expected frequency q exp in an infinite and panmictic population at mutation-selection equilibrium relative to the mean observed frequency q (see also Glémin 2003 , for definitions of the purging process). r is then greater than unity when mutations are purged (i.e., q , q exp ) and lower in the case of mutation accumulation (i.e., q . q exp ). q exp is given by solutions of the equation s(1 ÿ 2hÞq 2 exp 1 hsð1 1 uÞq exp ÿ u ¼ 0 (Crow and Kimura 1970, p. 260) .
Other statistics measured include the mean overall dispersal rate, the mean male and female dispersal rates (to evaluate any sex bias in dispersal), the mean allele frequency, homozygosity and heterozygosity of deleterious loci, and the number of fixed mutations in the whole population, as well as the mean overall offspring viability and the mean number of lethal equivalents per individual (L equ ¼ P sq, Morton et al. 1956 ). All parameters were estimated among offspring before dispersal.
Unless otherwise stated, simulations were replicated 100 times over 3000 generations for each set of parameters, and the metapopulation state was recorded every 10 generations for later analysis. To ensure stability, statistics were computed over the 100 last records.
RESULTS
Kin competition avoidance and demographic stochasticity: In the absence of inbreeding load, the evolution of dispersal was governed mostly by the effects of kin competition within demes. Equilibrium dispersal values matched the theoretical ESS expectations (Hamilton and May 1977; Comins et al. 1980; Gandon and Rousset 1999) , decreasing with increased deme sizes ( Figure 1 ) and dispersal costs (from 20 to 70%, see Table 1 ). The match was excellent at large population size (100 demes 3 100 individuals, results not shown), but theoretical expectations were slightly exceeded at low population numbers, owing to demographic stochasticity.
In the few runs with a low average fecundity (3 offspring), demographic stochasticity took a larger role: the rate of demic extinction reached 4.8%, and .40% of the replicates went extinct before 2000 generations. This resulted in an increased equilibrium dispersal rate up to 29% for the case of 10 demes with N ¼ 10 (as opposed to 22% with a fecundity of 8). This value, however, was lower than the 37% expected from patchoccupancy models (from Gandon and Michalakis 1999) because occupied demes were not necessarily saturated under our settings (average saturation level of occupied demes 88%), which is known to release competition and thereby counterselect dispersal (Ronce et al. 2000; Parvinen et al. 2003) .
Mild mutations:
The dynamics of weak and partially recessive mutations (s ¼ 0.01 and h ¼ 0.3) were dominated by drift, which led to their progressive fixation at the metapopulation level ( Figure 2A ). Accumulation was most rapid for small deme sizes (N ¼ 10), low intrinsic fecundity (results not shown), and high dispersal cost (c ¼ 0.7, see Table 2 ). These combined conditions led to population crashes before 3000 generations. Increasing deme sizes somewhat reduced the strength of drift, allowing for higher population persistence, but mutations still accumulated (r , 1 and q exp ¼ 0.134 for s ¼ 0.01 and h ¼ 0.3, see Table 2 ).
Because accumulation occurred at the metapopulation level, selection for dispersal due to the advantage of heterosis was low (I ffi 2%, see Table 2 ). Indirect selection, however, arose from the large population fluctuations and frequent demic extinctions stemming from the high genetic load (mean offspring viability ranged 14-30%, see Table 2 ). In the case of N ¼ 50 and c ¼ 0.7, for instance, heterosis did not differ significantly from zero, but, owing to a high extinction rate (23%), the mean dispersal rate (D s6 ¼0 ¼ 0.025) exceeded significantly the value obtained under kin-competition avoidance alone (D s¼0 ¼ 0.017, Table 1 ). Note, however, that this value was still lower than that expected from patch occupancy models (D ESS ¼ 0.31, Gandon and Michalakis 1999) for the aforementioned reason.
Drift lost its importance for the other cases of larger deme sizes or lower costs of dispersal (c ¼ 0.2 or N $ 50). Genetic load was then insufficient to generate strong population fluctuations (extinction rate ,3%) so that selection for dispersal remained low, and evolutionary stable (ES) values only slightly exceeded those under kin competition alone (average increase of one-third, see Table 1 ). Drift also progressively lost importance as the selection coefficient was increased from s ¼ 0.01 to s ¼ 0.05 (see Figure 2) . In small populations, the genetic load was still large (mean viability 30%, Table 2 ) but a fecundity of f ¼ 20 was sufficient to limit population fluctuations, so that dispersal was only slightly affected (e.g., D s¼0.05 ¼ 0.07 vs. D s¼0 ¼ 0.05 for N ¼ 50 and c ¼ 0.2). In large populations, a selection coefficient of s ¼ 0.05 was enough to prevent accumulation at the metapopulation level, at least over the timescale considered (3000 generations, see M fix in Table 2 ). Mutations segregated close to their deterministic expectation (0.89 , r , 0.97 with q exp ¼ 0.031, see Table 2 ), inducing some heterosis (I max ¼ 4%).
When strongly recessive (h ¼ 0.01), mutations segregated at higher frequencies, being hidden in heterozygotes. However, their lower effect at the heterozygous state more than compensated for their higher frequency (see Table 2 ), so that offspring displayed higher mean viability ( Figure 3D ). Compared with their deterministic expectations these frequencies shifted from accumulation to purging (r . 1). The value of h at which the shift occurred increased with population size, from h lim ffi 0.2 for N ¼ 10 to h lim ffi 0.3 for N $ 50 (and s ¼ 0.05). These values agree well with theoretical thresholds for the purging of mildly deleterious mutations (i.e., h , Table 2 ). Strongly recessive mutations also induced more heterosis, owing to their higher equilibrium frequencies and number of lethal equivalents Figure 1 .-Time course of the evolution of dispersal in populations of 10 demes with and without inbreeding load for three demic sizes N ¼ 10, 50, and 100. The long-dashed horizontal line is the theoretically expected dispersal rate under kin competition avoidance (see Table 1 ( Figure 3C ). The costs of inbreeding were thus high enough in this case to induce significant incentives for dispersal (Figure 3, A and B) . These costs seemed to weakly depend on population size at equilibrium (compare I-values for N ¼ 50 and N ¼ 100 with c ¼ 0.2 in Table  2 ), as the effective number of migrants was approximately constant at the ES dispersal rate (Table 1) .
Lethal mutations: Lethal mutations (s ¼ 1) were largely purged with all deme sizes and dispersal costs, since equilibrium frequencies were much lower than expected in an infinite panmictic population. Purging was enhanced by population structure, in accordance with previous analytical treatments (i.e., purging by drift sensu Glémin 2003) . Assuming a biologically realistic genomic mutation rate of U ¼ 0.03 and highly struc- (Table 3 ). Owing to this limited genomic mutation rate, heterosis could never build up (Table 3) , and, because high viability values also limited demographic stochasticity, ES dispersal rates did not exceed those under kin-competition avoidance alone ( Table 1 ). Note that under a biologically unrealistic genomic mutation rate of U ¼ 1, heterosis reached high enough values (10-30%; Table 3 ) to contribute significantly to the evolution of dispersal, even though lethal alleles were also purged (r . 1.2) compared to their deterministic equilibrium (q exp ¼ 0.0144; Table 3 ).
Sex-biased dispersal: A final important point is that male and female dispersal rates never differed significantly under realistic parameter values. Owing to the purging and accumulation processes, levels of heterosis were not high enough to induce a sex-biased dispersal strategy (bistable equilibrium expected from gametheoretical models, see Mazalov 1999, 2000) . Although the distribution of the difference between male and female dispersal rates displayed more variance with more recessive mutations and smaller populations (Figure 4) , it did not differ from normality and was always centered on zero. Boundary solutions (one sex dispersing while the other is entirely philopatric) did, however, occur under biologically less realistic parameter values (s ¼ 0.3, h ¼ 0.01, U ¼ 1), fostering high levels of mutational load (results not shown).
DISCUSSION
Before addressing the main issue that motivated our study (namely, the evolution of dispersal), a few comments on the dynamics of load and heterosis under our settings will help in delineating the context in which this evolution takes place.
Heterosis and mutation load: Several analytical treatments of the dynamics of deleterious mutations Glémin et al. 2003; Roze and Rousset 2004) concur to suggest that mild mutations should contribute more to heterosis than highly deleterious ones, because the former accumulate locally while the latter are mostly purged. Our study confirms these results and also allows further specification of the relative role of mutation parameters and dispersal rate in the building and maintenance of heterosis and mutation load. We show in particular that weakly recessive mutations contribute more to mutation load, while strongly recessive mutations contribute more to heterosis, because their higher equilibrium frequency results in a higher number of lethal equivalents (see also Theodorou and Couvet 2002) . Hence, heterosis and load are not favored by the same mutational parameter values, opposing conclusions commonly derived from analytical treatments Glémin et al. 2003) . Mild mutations contribute very little to heterosis at small population sizes and weak dispersal costs. Under these parameter values, kin competition is strong enough to foster high dispersal, which often reaches values large enough (Nm . 1) that mild mutations spread rapidly among demes. Owing to a low number of demes, mildly deleterious mutations are thus fixed at the metapopulation level, thereby contributing to overall load, but not to heterosis. This effect, however, disappears when overall metapopulation size reaches or exceeds 1000 individuals (10 demes of 100 individuals or 50 demes of 50 individuals; Table 4 ). Mildly deleterious mutations that previously get fixed at the global scale now cause more localized drift load, so that heterosis reaches values comparable to those gathered from empirical data (Madsen et al. 1996; Richards 2000; Haag et al. 2002; Marr et al. 2002) or predicted from analytical treatments .
With strong drift (small populations and low selection coefficient), synergistic interactions between population size and mutation load induced crashes of the whole metapopulation (the so-called mutational meltdown; Lynch and Gabriel 1990; Lynch et al. 1995a,b; Higgins and Lynch 2001) . Mildly deleterious mutations were thus more damaging to the long-term population viability than were more harmful ones, owing to this accumulation process. This outcome agrees well with previous theoretical analyses ( Kimura et al. 1963; Bataillon and Kirkpatrick 2000; Whitlock 2002; Glémin et al. 2003; Roze and Rousset 2004) , as well as with stochastic simulation studies (Wang et al. 1999; Higgins and Lynch 2001) .
Several factors concurred to induce mutational meltdowns in our simulations. First, to ensure reasonable computing times, we had to deal with metapopulations of small overall size, which induced a high drift. In the few simulation runs with 50 demes instead of 10 (Table  4) , the mutation load was reduced, which allowed for higher population persistence. Populations that previously underwent early mutational meltdowns now persisted over 10,000 generations.
Second, the genomic mutation rate for mild mutations was set at a fairly high value (U ¼ 1). This value was borrowed directly from experimental Drosophila studies, but might still vary from taxon to taxon (e.g., be lower in Caenorhabditis elegans than in Drosophila; see Keightley and Caballero 1997) . The range might actually lie between 0.1 and 1 mutation per genome per generation (see Drake et al. 1998 and Lynch et al. 1999 for reviews and Charlesworth et al. 2004 for recent reanalysis of the Drosophila data). Simulations conducted with a lower genomic mutation rate of U ¼ 0.1 (Table 5) indeed showed a much lower accumulation rate, so that the risks of mutational meltdown were consequently diminished. Finally, the multiplicative fitness model chosen played a role as well. We also performed simulations (not shown here) with an additive model implying nonindependent action of alleles (Wade et al. 2001) . This resulted in an intensified selection on the deleterious mutations. Purge was effective over a much wider range of the parameters explored, and populations that previously crashed before 1000 generations (i.e., 737 6 49 generations for s ¼ 0.01, n d , and N ¼ 10) now persisted for 10,000 generations on average (SD 3000 generations). Synergistic interactions between deleterious loci are indeed expected to enhance their damaging effect on fitness and increase the purge, thereby limiting their impact on population survivorship in sexual species [although enhancing it in asexual species (Lynch et al. 1993) ]. Empirical evidence of epistatic interactions among detrimental loci is scarce (but see Elena and Lenski 1997 , Peters and Keightley 2000 , Wloch et al. 2001 , and Salathe and Ebert 2003 in asexual species and Whitlock and Bourguet 2000 and Rivero et al. 2003 in sexual ones) and remains questionable (West et al. 1998; Trouve et al. 2004) . As our simulations underscore, this issue is not a purely technical one, but appears to bear important practical implications for conservation, since the minimal viable population size is bound to depend on the way deleterious mutations interact.
Evolution of dispersal: All three main selective pressures on dispersal (kin competition, population variability, and inbreeding avoidance) played a role under our settings, but at different extents depending on parameter values. Kin competition, in interaction with dispersal costs, took the leading role in the absence of inbreeding load, as evidenced by the excellent match between simulation results and expectations from game-theoretical models, mostly at large population sizes. At low population sizes or fecundity values, some departures from expectations stemmed from drift and demographic stochasticity. The addition of deleterious mutations to these settings contributed to the evolution of dispersal in two alternative ways, depending on whether parameter values induced a regime of accumulation or one of purge.
Accumulation by drift of mildly deleterious and weakly recessive mutations boosted demographic stochasticity, throwing populations into a dynamic of extinction-recolonization, which in turn increased dispersal rate. More direct selective pressure, however, emerged under regimes of purge. When highly recessive, mildly deleterious mutations segregating at low frequencies had the potential to induce a significant heterosis, thereby boosting dispersal as an inbreedingavoidance mechanism. But genomic mutation rates also played a role here: the relatively low (but biologically realistic) value of U ¼ 0.03 set for lethal mutations prevented load from reaching equilibrium values high enough to induce a significant heterosis. Since genomic mutation rates vary greatly among organisms (e.g., U $ 1 in mammals but 0.1 in Drosophila; Drake et al. 1998; Keightley and Eyre-Walker 2000) , this result opens the possibility that the role of inbreeding load in driving dispersal may vary among taxa.
Our results thus point to highly contrasted effects of different types of mutation on the evolution of dispersal. While strongly deleterious mutations seem to play no significant role (owing to low genomic mutation rate), the effect of mildly deleterious ones depends on the coefficient of dominance: strongly recessive mutations contribute directly to heterosis and dispersal, but slightly recessive ones contribute indirectly, through the disequilibrium dynamics they foster. More estimates of dominance levels, which are scarce, would be helpful in this context. Altogether, our results suggest that, under realistic mutation parameters, the additional amount of dispersal driven by inbreeding avoidance, although significant, is not overwhelming, being increased on average by onethird over the value expected from kin-competition avoidance. This conclusion seemingly opposes the results of Morgan (2002) who concluded, from individualbased simulations with similar mutation settings, that deleterious mutations are likely to foster strong dispersal. It is worth noting, however, that this model did not incorporate competitive interactions between kin and assumed no cost to dispersal. Under these conditions, inbreeding-depression avoidance should drive The same simulation parameters as for Table 2 are shown. Results of simulations performed in a metapopulation of 10 demes are shown. Same statistics as in Table 4 are shown. Values in parentheses are standard deviations over 10 replicates.
complete dispersal anyway. Our own simulations do evidence a significant effect of inbreeding avoidance independent of kin-competition avoidance, but also suggest that this effect is relatively low. The point might be made that we underestimated natural levels of heterosis (and thereby the effects of inbreeding load on equilibrium dispersal values), because, owing to our small overall population sizes, mildly deleterious mutations tended to be fixed at the metapopulation level. As already noted, however, for metapopulation sizes .1000 individuals, our heterosis values were comparable to those stemming from the few cases convincingly documented in natural populations (Madsen et al. 1996; Richards 2000; Haag et al. 2002; Marr et al. 2002) . It is also worth noting that such studies usually report significant genetic structures or suggest restrained dispersal between populations. From our results, such patterns not only point to an important load of mildly deleterious mutations, but also suggest a strong pressure counteracting the evolution of dispersal, stemming possibly from high costs to dispersal, as already mentioned, but also from high benefits to philopatry (e.g., kin cooperation) and/or other means to achieve inbreeding avoidance (e.g., kin recognition; Lehmann and Perrin 2003) .
Indeed, there are also reasons to believe that our conclusions might actually be conservative and to expect an even weaker effect of inbreeding avoidance on dispersal in natural situations. First, as already mentioned, the genomic mutation rate used in our simulations might have overestimated real values, at least for a range of species. Second, we did not include in our model alternative ways of purging load or avoiding inbreeding. As shown by Glémin (2003) , for instance, nonrandom mating is expected to purge more effectively than drift, which might further decrease the incentives for dispersal. Inbreeding load might also affect selection for alternative mating strategies. Our results do suggest an advantage for selfing when mutations accumulate at the metapopulation level (see Theodorou and Couvet 2002) . The coevolution of dispersal and mating strategies is still a challenging question deserving proper investigations. Similarly, the patterns of kin discrimination are also worth investigating in this context, since kin recognition represents an important alternative to dispersal when it comes to avoiding inbreeding (e.g., Lehmann and Perrin 2003) .
It is worth noting in this context that, under normal settings, the system did not achieve boundary solutions in the ES dispersal rates (i.e., dispersal by one sex only, indifferently male or female). Thus, when inbreeding load is allowed to evolve, the combined effects of purge and accumulation limit heterosis sufficiently that, with the parameter values used, the stabilizing effect of kincompetition avoidance was always strong enough to prevent the bistable sex asymmetry in dispersal rate that analytical models suggest as a possible outcome (Motro 1991; Gandon 1999; Perrin and Mazalov 1999) . Bistable asymmetry did occur in some of our simulations, but only under parameter values fostering a high level of mutational load (results not shown). Different outcomes might result from investigations on local enhancement and social interactions: the benefits from cooperation might surpass the costs of inbreeding and thus enforce higher philopatry and higher inbreeding loads in local groups, which might possibly induce sex biases in dispersal rate (see, e.g., Perrin and Goudet 2001) .
