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Abstract
The Coupled Cluster (CC) method is used to
compute the electronic correlation energy in
atoms and molecules and often leads to highly
accurate results. However, its usual imple-
mentation in the projected form becomes non-
variational when the excitations are truncated
and therefore fails to describe quantum states
characterized by strong electronic correlations.
Thanks to its exponential form, CC can be nat-
urally adapted to quantum algorithms. In par-
ticular, the quantum unitary CC (q-UCC) is
a popular wavefunction Ansatz for the Varia-
tional Quantum Eigensolver (VQE). The vari-
ational nature of this approach can lead to
significant advantages compared to its classi-
cal equivalent (in the projected form), in par-
ticular for the description of strong electronic
correlation. However, due to the large num-
ber of gate operations required in q-UCC, ap-
proximations need to be introduced in order to
make this approach implementable in a state-
of-the-art quantum computer. In this work,
we propose several variants of the standard q-
UCCSD Ansatz in which only a subset of ex-
citations is included. In particular, we investi-
gate the singlet and pair q-UCCD approaches
combined with orbital optimization. We show
that these approaches can capture the dissocia-
tion/distortion profiles of challenging systems
such as H4, H2O and N2 molecules, as well
as the one-dimensional periodic Fermi-Hubbard
chain. The results, which are in good agreement
with the exact solutions, promote the future use
of q-UCC methods for the solution of challeng-
ing electronic structure problems in quantum
chemistry.
1 Introduction
One of the main goals of computational quan-
tum chemistry is the design of efficient meth-
ods for the calculation of the ground and ex-
cited state properties of molecular systems.
When combined with experimental results,
first-principle (or ab-initio) calculations enable
the investigation of chemical and industrial pro-
cesses (e.g. catalysis, electrochemistry, poly-
1
ar
X
iv
:1
91
1.
10
86
4v
1 
 [q
ua
nt-
ph
]  
25
 N
ov
 20
19
merization, and photochemistry to mention
only a few) as well as the discovery of new ma-
terials and catalysts.1–6
The ground state energy of a molecular or
solid state system can be obtained from the so-
lution of the corresponding Schrödinger equa-
tion. However, the solution space (i.e., the
Hilbert space) grows exponentially with the sys-
tem size, N , (e.g. the number of electrons and
basis functions), making the exact solution of
this problem intractable for systems with more
than a few atoms.7 Relying on a mean field ap-
proach, the Hartree-Fock (HF) method allows
to efficiently compute (O(N4)) an approxima-
tion of the ground state which does not include
any electronic correlation effects.8 The correc-
tion to the energy can then be computed with
the so called post-HF methods. Among the
most popular ones we find Møller-Plesset (MP)
perturbation theory,9–12 Configuration Interac-
tion (CI)13 and Coupled Cluster (CC).14,15 In
particular, in CC the exponential Ansatz al-
lows the systematic introduction of higher or-
der configurations and makes the approach size
extensive. The CC method including single,
double and an approximate treatment of the
triple excitations, named CCSD(T),16 scales as
O(N7)15 and is often regarded as the gold stan-
dard for quantum chemistry calculations. Usu-
ally the CC equations are iteratively solved us-
ing, for instance, the quasi-Newton and direct
inversion iterative sub-space methods.7 This
formulation has the disadvantage to be non-
variational and has been shown to fail in the
limit of strongly correlated regimes of diatomic
molecules such as N2 for which static correla-
tions (with their multi-reference character) are
known to play a decisive role.17–20 While a vari-
ational version of CC was proposed,17 the high
computational cost associated to the numerical
optimization of the CC parameters has limited
its applications.
Interestingly, the unitary variant of CC
(UCC)21–24 can naturally be mapped as a
quantum circuit for preparing the correspond-
ing wavefunction in a digital quantum com-
puter.25–30 Moreover, variational approaches
and in particular the Variational Quantum
Eigensolver (VQE) algorithm 25 appear as the
most promising way to leverage the exponen-
tially growing Hilbert space of the qubits in
near-term quantum hardware.31–35 Hence, in
this work we study the performance of the vari-
ational implementation of UCC as a quantum
algorithm (q-UCC)25 in computing the ground
state of molecules and lattice models for which
the classical CC formulation is known to break.
For the practical implementation of the q-UCC
(i.e. reduction of the circuit depth) we also
study two variations of the Ansatz, namely
pair-CC doubles (pCCD)18,19,36,37 and singlet-
CC doubles (CCD0).18,20 These alternatives
were previously developed to address the break-
down of the standard CC theory, in particular
when strong correlation effects become impor-
tant. Classically, the CCD and pCCD Ansätze
were shown to provide more accurate results
when combined to orbital optimization (OO)
within the Lagrangian CCD-Λ formulation38,39
Here we investigate the implementation of this
class of truncated CC expansions into the cor-
responding quantum algorithms. In particular,
the OO procedure is embedded as an exten-
sion of the VQE algorithm, which we name
ooVQE. Its performance in terms of accuracy
and efficiency is studied in combination with
the series of q-UCC Ansätze introduced above.
The paper is organised as follows. In Section 2,
we define the molecular and Hubbard Hamil-
tonians and recall the theory of the classical
CC and UCC methods. We also introduce the
q-UCC and the quantum equivalents of pCCD
and CCD0, i.e. q-pUCCD and q-UCCD0, as
new parameterized wavefunctions. Section 3
describes the implementation of these meth-
ods within the framework of the VQE and the
ooVQE algorithms. In Section 4, we apply q-
UCCSD, q-pUCCD and q-UCCD0 (with and
without the use of OO) to the H4, N2, H2O
molecules and the one-dimensional Hubbard
chain with 6 sites (2 spins), in which strong
correlation effects may induce the failure of the
standard CC theory. Conclusions are presented
in Section 5.
2
2 Theory
2.1 Molecular Hamiltonian
Within the Born-Oppenheimer approximation,
the non-relativistic molecular Hamiltonian in
second quantization is given by
Hˆ =
∑
rs
〈r|hˆ|s〉
∑
στ
aˆ†r,σaˆs,τ (1)
+
1
2
∑
rstu
〈rs|gˆ|tu〉
∑
στνµ
aˆ†r,σaˆ
†
s,τ aˆu,ν aˆt,µ + ENN ,
where the one-electron integrals, 〈r|hˆ|s〉, and
the two-electron integrals, 〈rs|gˆ|tu〉, are given
in Appendix A; aˆ†r,σ (aˆr,σ) represent the
fermionic creation (annihilation) operators for
electrons in HF spin-orbitals, φr,σ(~r) with spa-
tial component (molecular orbitals, MOs) φr(~r)
and spin σ ∈ {↑, ↓}. ENN describes the nuclear
repulsion energy. Here and for the remainder
of this work we use indices r, s, t, u to label gen-
eral MOs; i, j, k, l for occupied MOs; m,n, p, q
for virtual ones; σ, τ, µ, ν for spin-components
of spin-orbitals.
2.2 Hubbard Hamiltonian
The repulsive N -site Fermi Hubbard Hamilto-
nian is defined as
Hˆ =− t
N,{↑,↓}∑
r,σ
(aˆ†r+1,σaˆr,σ + aˆ
†
r,σaˆr+1,σ) (2)
+ U
N∑
r
nˆr,↑nˆr,↓,
where t is the energy associated with electron
hopping, U is the on-site electronic repulsion
and nˆj,σ is the number operators aˆ†r,σaˆr,σ. The
index r labels the lattice sites each of which is
divided into two sub-sites for spin up (↑) and
down (↓). This implies that the representation
of this Hamiltonian on a lattice requires at least
2N qubits.
2.3 Classical Coupled Cluster
and Unitary Coupled Cluster
Ansatz
A non-linear parametrisation of the system
wavefunction is given by the CC Ansatz
|Ψ(~θ)〉 = eTˆ (~θ)|Φ0〉, (3)
where |Φ0〉 is the Hartree-Fock state, ~θ is the
CC amplitudes vector and Tˆ (~θ) is the full exci-
tation operator, defined as
Tˆ (~θ) =
n∑
k=1
Tˆk(~θ), (4)
with Tˆk(~θ) being the excitation operator of kth
order. The calculation of the CC amplitudes ~θ
is commonly performed self-consistently, solv-
ing the projective CC equations7 but may lead
to non-variational energies.
The UCC Ansatz defined as
|Ψ(~θ)〉 = eTˆ (~θ)−Tˆ †(~θ)|Φ0〉. (5)
is of particular importance for quantum com-
puting since the eTˆ (~θ)−Tˆ †(~θ) operator is unitary
and therefore can be straightforwardly imple-
mented as a quantum circuit. We stress that
the variational UCC method is different to vari-
ational CC (vCC) and shows large deviations
when strong electron correlation is involved.40
2.4 Quantum Unitary Coupled
Cluster Singles Doubles: q-
UCCSD
The quantum implementation of the UCC
Ansatz, named q-UCC, requires the use of the
Trotter formula which allows us to construct
the Ansatz with a sequence of quantum gates.
For two general operators Aˆ and Bˆ, the formula
reads
e(Aˆ+Bˆ) = lim
n→∞
(
e
Aˆ
n e
Bˆ
n
)n
+O(1/n) . (6)
For n = 1 and with restriction to single
and double excitations, the q-UCCSD operator
3
Figure 1: Sketch of the possible two-body excita-
tions in different implementations of the q-UCC
Ansatz. In the q-UCCSD approach (left-hand
panel), double excitations can involve any pair
(with opposite spin) of occupied and virtual or-
bitals. In q-pUCCD (central panel), double ex-
citations within the spin-up and spin-down MOs
are forced to occur in pairs, while in q-UCCD0
(right-hand panel), double excitations indicated
with solid and dashed lines are associated to the
same amplitudes and therefore only one of the
two is selected to be included in Tˆ2 operator.
eTˆ (
~θ)−Tˆ †(~θ) can be expressed as
eTˆ1(
~θ)−Tˆ †1 (~θ)eTˆ2(
~θ)−Tˆ †2 (~θ) ≈
∏
mi,σ
eθmσiσ (aˆ
†
m,σ aˆi,σ−aˆ†i,σ aˆm,σ)
×
∏
mnij,στ
eθmσnτ iσjτ (aˆ
†
m,σ aˆ
†
n,τ aˆi,σ aˆj,τ−aˆ†j,τ aˆ†i,σ aˆn,τ aˆm,σ).
(7)
In ref.28 we showed that a single Trotter step
is sufficient in the VQE approach to reach the
ground state energy within chemical accuracy
(i.e., with an error less than 1 kcal/mol or
1.6 · 10−3 Hartree) for the H2 molecule. In gen-
eral, the Trotter error scales as O(1/n) with the
number of Trotter steps, n. For the case of q-
UCCSD in small systems, there are evidences28
that it can be ‘absorbed’ and distributed over
the entire set of q-UCCSD parameters during
the VQE optimization.
The implementation of Eq. (7) in a quantum
circuit requires the mapping of the fermionic
operators to the qubit operators, which is ac-
complished using the so-called fermion-to-qubit
transformations (e.g. the Jordan-Wigner,41the
parity or the Bravyi-Kitaev42 transformations).
2.5 Tuned Coupled Cluster An-
sätze
The q-UCCSD operator (Eq. (7)) can be ap-
proximated by neglecting classes of excitations
from the Tˆ2(~θ) operator. We present two
tuned quantum versions of the original CC
Ansatz that have shown interesting results in
applications to systems in strongly correlated
regimes.18
2.5.1 Pair and orbital-optimized Cou-
pled Cluster: q-(oo-)pUCCD
Within the pCCD approach electrons with op-
posite spins are only allowed to undergo the
same type of excitation (pair) between occu-
pied and virtual HF orbitals. More precisely,
the double excitation operator Tˆ2(~θ) becomes
(see Fig. 1)
Tˆ pCCD2 (
~θ) =
∑
mi
θm↑m↓i↑i↓ aˆ
†
m,↑aˆ
†
m,↓aˆi,↑aˆi,↓. (8)
The full pCCD excitation operator then reads
Tˆ (~θ) = Tˆ pCC2 (
~θ). (9)
Recently, Lee et al.43 demonstrated the quan-
tum algorithm associated to pCCD, named q-
pCCD, can be systematically improved by ap-
plying k-times the q-pUCCSD operator (which
includes generalized single and pair double ex-
citations) with independent amplitudes.
Classically, the pCCD approach showed an
excellent performance when used with OO.39
In short, the oo-pCCD approach consists of two
main steps: (i) optimization of orbital rotations
using a unitary operation R = e−κ, where κ is
an antihermitian matrix with rank equal to the
number of MOs,38,44 and (ii) the optimization
of the pair ~θ amplitudes associated to the Tˆ pCC2
operator defined in Eq. (8).
Inspired by the classical implementation, we
propose a variant of the pCCD approach in
which the rotation operator R = e−κ is directly
applied to the orbitals instead of acting on the
molecular Hamiltonian in second quantization
(see Appendix B). In this way, the matrix R in-
duces simply a change in the Hamiltonian coef-
4
ficients in Eq. (1) according to φnj =
∑
i,j Rijφi,
where {φi}Ni=1 represents the initial set of one-
electron MOs and {φni }Ni=1 the rotated one. The
main advantage of this approach lies in the
fact that the gate operations associated to the
single excitation operator Tˆ1 can be replaced
by the optimization of the matrix elements of
the antihermitian matrix κ followed by a re-
evaluation of the Hamiltonian matrix elements.
We name this new method quantum orbital-
optimized pair-UCCD (q-oo-pUCCD) and give
an in-depth study in Appendix C.
2.5.2 Singlet Coupled Cluster: q-(oo)-
UCCD0(-full)
The q-pUCCD approach does not correlate
more than 2 spatial MOs at a time, especially
when the restricted HF (RHF) is used to gen-
erate the MOs. Another approximation can be
used to overcome this limitation while reducing
substantially the number of terms in the Tˆ2 op-
erator. In the singlet CC method, CCD0,18 the
double excitation operator is split into singlet
Tˆ 02 (
~θ) and triplet Tˆ 12 (~θ) components
Tˆ2(~θ) = Tˆ
0
2 (
~θ) + Tˆ 12 (
~θ), (10)
where
Tˆ 02 (
~θ) =
∑
mnij
αmnij
2
(aˆ†m,↓aˆ
†
n,↑ + aˆ
†
n,↓aˆ
†
m,↑ )
(11a)
× (aˆj,↑ aˆi,↓ + aˆi,↑ aˆj,↓),
Tˆ 12 (
~θ) =
∑
mnij
βmnij
2
(aˆ†m,↑aˆ
†
n,↑aˆj,↑aˆi,↑ (11b)
+ aˆ†m,↓aˆ
†
n,↓aˆj,↓ aˆi,↓
+
1
2
(aˆ†m,↓aˆ
†
n,↑ − aˆ†n,↓aˆ†m,↑)(aˆj,↑ aˆi,↓ − aˆi,↑ aˆj,↓)) .
Using the symmetry under interchange of in-
dices for Tˆ 02 and the anti-symmetry for Tˆ 12 , the
coefficients ~α, ~β can be related to the original
parameters ~θ as follows
αmnij = αnmij = αmnji = αnmji =
θmnij + θnmij
2
,
(12)
βmnij = −βnmij = −βmnji = βnmji = θmnij − θnmij
2
,
(13)
where we also use the relation θmnij = θnmji =
θm↑n↓i↑j↓ .45 As a consequence, only one out of
the four cases in (12) can be considered for each
set of coefficients (m,n, i, j). This subset of in-
dices is named Ω. When using the RHF ap-
proach, the spatial MOs involved in such exci-
tations are the same for both spins, adding an
extra symmetry to further reduce the number
of parameters. We define the q-UCCD0 excita-
tion operator (see Fig. 1), based on subset Ω,
as
Tˆ (~θ) = Tˆ 0,Ω2 (
~θ), (14)
and
Tˆ 0,Ω2 (
~θ) =
∑
mnij⊂Ω
θm↑n↓i↑j↓ aˆ
†
m,↑ aˆ
†
n,↓aˆj,↑ aˆi,↓.
(15)
In addition, we also implement the full form
of the CCD0 Ansatz proposed by Bulik et al.18
in which the choice of the indices (m,n, i, j)
in the definition of the Tˆ 02 (~θ) operator (see
Eq. (15)) is not restricted to the Ω subset
Tˆ (~θ) = Tˆ 02 (
~θ). (16)
In the following, we refer to this method as q-
UCCD0-full.
The major difference with the triplet operator
Tˆ 12 (
~θ) is that the latter also includes same-spin
excitations (i.e., double excitations of the same
spin). As shown in ref.,18 when Tˆ 12 (~θ) is used
instead of Tˆ 02 (~θ) for the calculation of the dis-
sociation profile of molecules in strongly corre-
lated regimes, the accuracy for the energy de-
creases in comparison to CCD0. Therefore, we
will restrict our investigation to the q-UCCD0
approach.
For completeness, we have also combined q-
UCCD0 and q-UCCD0-full Ansätze with the
5
OO described in Section 2.5.1. The correspond-
ing methods are named q-oo-UCCD0 and q-oo-
UCCD0-full.
3 Methods
3.1 VQE Algorithm
The implementation of the q-UCC wavefunc-
tion Ansatz in near-term quantum hardware re-
quires the application of techniques for the re-
duction of the circuit depth in such a way that
the overall execution time of the algorithm does
not exceed the coherence time of the quantum
computer. To this end, in addition to the meth-
ods introduced in Section 2.5 we will make use
of precision-preserving qubit-reduction schemes
proposed in refs.46–48 via their implementation
in the Qiskit software platform.49 In all our ap-
plications we use the VQE algorithm25 for the
calculation of the ground state energies accord-
ing to the following steps:
(1 ) After setting the coordinates, charge and
spin multiplicity of the molecule we per-
form a RHF calculation in the minimal,
STO-3G basis set, using the PySCF pack-
age.50
(2 ) The matrix elements: 〈r|hˆ|s〉 and
〈rs|gˆ|tu〉 are then extracted and used
to construct the molecular Hamiltonian
(Eq. (1)) using the parity fermion-to-
qubit mapping.42 Exploiting the symme-
tries
[Hˆ, Nˆ↑] = [Hˆ, Nˆ↓] = 0 , (17)
we can combine parity mapping with a
two-qubit reduction (one of each Z2 sym-
metry of the Hamiltonian) without mod-
ifying the lower part the energy spec-
trum (including the ground state), as de-
scribed in.46 (In Eq. (17) Nˆσ is the num-
ber operator for electrons of spin σ.) Fi-
nally, the frozen-core approximation51 is
employed to reduce the number of possi-
ble single and double excitations and the
qubit count.
(3 ) The qubits can be further tapered off46
by finding the underlying symmetries of
the Hamiltonian and using graph-based
qubit encodings. The latter applies to the
Hamiltonian, the q-UCC operator and the
state vector.
(4 ) The trial wavefunction |Ψ(~θ)〉 is generated
starting from the HF state |Φ0〉 by ap-
plying the cluster operator Eq.(7) chosen
among the q-UCC Ansätze.
(5 ) The system energy 〈Ψ(~θ)|Hˆ|Ψ(~θ)〉 is eval-
uated using the statevector simulator pro-
vided by Qiskit,49 which uses a matrix
representation of the operators in the
Hilbert space.
(6 ) Steps (4 ) and (5 ) are repeated until con-
vergence using a classical optimizer. In
all our simulations, we employ the the
Sequential Least Squares Quadratic Pro-
gramming (SLSQP)52 optimization algo-
rithm, which in our implementation per-
forms equally well as the L-BFGS-B op-
timizer.53 In the first iteration, all am-
plitudes ~θ are initialized to a fixed value
set to 0.1. While in principle possible, in
this work we do not start the optimization
using better guesses such as MP2 ampli-
tudes. The convergence criterion for the
energy is set to 10−7.
Note that the calculation in step (5 ) can also
be performed through the sampling of the ex-
pectation value of the Hamiltonian by repeated
executions of the quantum circuit that encodes
the trial wavefunction. This approach will lead
to the same ground state energy as the state-
vector simulation at a much larger computa-
tional cost. All calculations are performed us-
ing the VQE algorithm and the SLSQP opti-
mizer as implemented in Qiskit.49
3.2 ooVQE Algorithm
For the implementation of the OO approaches
discussed in Section 2.5.2 we modify the general
framework of the VQE algorithm. The one- and
two-body integrals used to generate the Hamil-
tonian matrix are modified according to
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〈r|˜ˆh|s〉 =
∑
αβ
C∗αrCβs〈α|hˆ|β〉, (18)
〈pq|˜ˆg|rs〉 =
∑
αβγθ
C∗αpC
∗
βqCγrCθs〈αβ|gˆ|γθ〉, (19)
with C = CRHFe−κ and κ is an antihermitian
matrix. The atomic orbital (AO) to MO coef-
ficients matrix is given by CRHF. In particular,
we modify the following two steps in the con-
ventional VQE to obtain the ooVQE algorithm:
(2 )∗ Extracted RHF integrals 〈r|hˆ|s〉 and
〈rs|gˆ|tu〉 undergo orbital rotation using
Eqs. (18) and (19).
(6 )∗ In addition to amplitudes ~θ, matrix ele-
ments ~κ are introduced into the optimiza-
tion. Their initial value is arbitrarily fixed
at 10−3. At every update of ~κ vector by
the optimizer the Hamiltonian matrix el-
ements are reconstructed using Eqs. (18)
and (19).
From this point, the ooVQE algorithm pro-
ceeds unchanged until convergence as for the
conventional VQE approach. Note that by con-
struction, the Hamiltonians before and after the
rotation of the orbitals share the same energy
spectrum due to unitarity of applied orbital ro-
tation. However, through the optimization of
the orbitals, we aim at minimizing the distance
between the exact wavefunction and the sup-
port specified by any q-UCC Ansatz. A more
detailed description of the algorithm is given in
Appendix B.
3.3 Classical Electronic Structure
Calculations
The CCSD calculations are performed using
the PySCF package.50 For comparison, we
also report results obtained using the orbital-
optimized Møller-Plesset method (pOMP2) and
its reference OMP2 as implemented in Psi4.54,55
The implementation of the pOMP2 approach
follows closely the prescriptions described in
ref.,39 where all the amplitudes with non-zero
seniority56 (the number of singly occupied or-
bitals in a determinant or an orbital configura-
tion) are eliminated from CCD-Λ equations.
4 Results and Discussion
4.1 How Different is q-UCCSD
from its Classical UCCSD
Equivalent?
In the Section 2.4 as well as in ref.28 we pointed
out that due to the use of the Trotter approx-
imation (Eq. (7)) with n = 1 the q-UCCSD
approach cannot be considered a one-to-one
map of the original corresponding classical al-
gorithm, UCCSD. Despite this approximation,
the q-UCCSD method can reproduce the cor-
rect ground state energy when optimized with
the VQE algorithm.
In this section, we investigate the evolution of
UCCSD and q-UCCSD variational parameters
~θ and the corresponding wavefunction, |Ψ(~θ)〉,
for the case of the H4 molecule, a system that
will be further studied in the next section to
assess the quality of the q-UCCSD approach
and its approximations (q-(oo)-pUCCD, q-(oo)-
UCCD0 and q-(oo)-UCCD0-full).
Fig. 2 shows the evolution of the most rele-
vant variational parameters along the optimiza-
tion path for both the exact implementation of
the q-UCCSD (with no Trotter approximation,
obtained by matrix exponentiation of the exact
cluster operator (Tˆ−Tˆ †)) and the approximated
algorithm (Trotter expansion with n = 1, see
Eq. (7)). Despite the small differences in the
paths followed by the two approaches, the con-
verged ~θ values (Fig. 3, upper panel) produce
the same ground state wavefunction, character-
ized by the same expansion coefficients cσmi and
cστmnij defined in linearly parametrized wavefunc-
tion
|Ψ(~c)〉 = (1 +
∑
mi,σ
cσmiaˆ
†
m,σaˆi,σ
+
∑
mnij,στ
cστmnij aˆ
†
m,σaˆ
†
n,τ aˆi,σaˆj,τ )|Φ0〉.
(20)
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The weights of the first 10 dominating configu-
rations in Eq. (20) contributing to the ground
state wavefunction are shown in Fig. 3 (lower
panel) for the ‘exact’ UCCSD and q-UCCSD
approaches. The agreement is very good with
maximal deviations of the order of 10−7. This
analysis confirms the accuracy of the q-UCCSD
approach based on Eq. (7) within the VQE
framework.
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Figure 2: Evolution of the most relevant VQE
parameters for the H4 molecule during opti-
mization (STO-3G basis, 8 qubits, 4 electrons,
R= 1.735 Å, β = 85◦) using the SLSQP op-
timiser (tol = 10−7). The q-UCCSD results
(solid line) are compared with the ones obtained
using the classical UCCSD approach (dashed
line) which is equivalent to the exact Trotter de-
composition. The angle θmσnτ iσjτ corresponds to
the excitation aˆ†m,σaˆ†n,τ aˆj,σaˆi,τ − aˆ†i,τ aˆ†j,σaˆn,τ aˆm,σ.
4.2 q-UCC for Systems in the
Strongly Correlated Regime
In the following, we will analyze the perfor-
mance of the q-UCC Ansätze described in Sec-
tion 2.5 within VQE and ooVQE algorithms for
a series of molecular systems and the periodic
Fermi-Hubbard model. A summary of all re-
sults is given in Tab. 1.
In order to facilitate the comparison between
the different methods, we shifted all energy pro-
files to match the same reference value at the
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Figure 3: Upper panel: Converged θmnij
parameters corresponding to the optimization
profiles in Fig 2. The differences are due to
the Trotter approximation used for q-UCCSD.
Lower panel: Corresponding amplitudes in
Eq.(20) for the first 10 dominant configurations
(out of 256) of the ground state wavefunction.
States |1〉, ..., |10〉 denote the electron config-
urations |00001111〉, |00110011〉, |00111100〉,
|01100110〉, |01101001〉, |10010110〉,
|10011001〉, |11000011〉 |11001100〉, |11110000〉,
respectively.
equilibrium (i.e., the minimum energy) geome-
try. The values of the shifts are also reported
in Tab. 1 and included in the legends of the
Figures.
As a measure of the quality of the dis-
sociation/distortion profiles, we use the non-
parallelity error (NPE)57,58 defined as the differ-
ence between the maximum and minimum er-
ror, over the entire energy profile, with respect
to exact diagonalisation of the Hamiltonian in
the given basis set.
4.2.1 H4 Molecule
The simplest molecule that exhibits a break-
down of the standard CCSD method is H4 in
its planar ring geometry (Fig. 4). While un-
stable, this molecule was nevertheless exten-
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Table 1: Results of the different q-UCC Ansätze within VQE and ooVQE algorithms. Description
of the abbreviations: Hub.: Hubbard; No.: number; SQG: single qubit gates, u1,u2,u3 corresponding
to one-,two-, and three-parameters one-qubit gates (details are presented in ref.49); TQG: two-qubit
gates, CNOT gates; par.: parameters, include single and double excitations with "+" indicating the
number additional parameters of κ matrix used for OO; en. evals: number of energy evaluations in
VQE; VQE it.: number of VQE iterations; En. sh.: energy shift; En. err.: average energy error on
the ground state; NPE: non-parallelity error; Err. bar.: error in the dissociation barrier; Imp. OO:
improvement on the absolute energy due to OO; Errors in the dissociation barrier (difference between
maximum and minimum energy) and NPEs are calculated with respect to the exact diagonalisation;
* indicates that tapering was used. The number of gates obtained for the different approaches when
tapering is applied is given in Appendix D. The uncertainties were calculated with the standard error
σ/
√
N where N is the number of data points.
q-UCCSD q-UCCD0 q-pUCCD q-UCCD0-full q-oo-UCCD0 q-oo-pUCCD q-oo-UCCD0-full
No. SQG 128/464/377 72/320/576 32/144/114 128/576/450 72/320/576 32/144/114 128/576/450
No. TQG 792 576 256 1024 232 256 1024
No. par. 14 9 8 9 9+6 8+6 9+6
No. en. evals 369* 196 181 224 376 225 285
H4 No. VQE it. 14* 9 8 9 9 8 9
En. sh. [mHa] -0.2 -115.8 -264.3 -0.7 -1.6 -2.5 -0.6
En. err. [mHa] 0.5 ±0.2 115.5 ±0.1 266.6 ±1.3 1.3 ±0.4 1.2 ±0.1 3.6 ±0.4 1.2 ±0.4
NPE [mHa] 0.9 0.5 4.3 1.4 1.5 2.2 1.4
Err. bar. [%] 58 34 265 90 89 140 89
Imp. OO [%] - - - - 99 98 6
No. SQG 840/8360/3126 240/1968/916 64/528/244 512/4224/1924 240/1968/916 64/528/244 512/4224/1924
No. TQG 11932 3000 800 6400 3000 800 6400
No. par. 58 30 8 30 30+15 8+15 30+15
No. en. evals 1321* 519* 73* 564* 1935 743 912
H2O No. VQE it. 22* 16* 7* 17* 41 29 19
En. sh. [mHa] -0.2 -66.9 -117.0 -6.29 -8.25 -11.3 -4.0
En. err. [mHa] 2.2 ±0.7 68.5 ±0.4 149.4 ±9.2 11.5 ±1.8 10.8 ±1.2 18.9 ±2.8 10.9 ±2.5
NPE [mHa] 2.0 2.9 57.6 11.0 7.1 15.9 13.9
Err. bar. [%] 7.9 4.2 96 18 9 26 23
Imp. OO [%] - - - - 87 84 5
No. SQG 1860/22200/7087 720/6272/3910 120/1456/471 1800/21849/6967 720/6272/3910 120/1456/471 1800/21849/6967
No. TQG 30928 11792 2032 11792 11792 2032 11792
No. par. 225 90 15 90 90+28 15+28 90+28
No. en. evals 3537* 2140 179 2888 4241 915 2535
N2 No. VQE it. 35* 57 58 17 30 19 15
En. sh. [mHa] -2.9 -71.6 -78.9 -22.1 -66.7 -73.7 -18.2
En. err. [mHa] 5.4±0.3 63.4±1.2 84.1±1.5 30.1±2.0 58.5 ±1.2 78.4 ±1.5 25.1±2.0
NPE [mHa] 4.9 60.4 64.6 91.6 60.4 64.6 91.6
Err. bar. [%] 2.75 0.58 21 33 0.58 21 33
Imp. OO [%] - - - - 2 3 2
q-UCCSD q-UCCSD0 q-pUCCSD
No. SQG 828/5856/2909 468/2880/1565 252/1120/733
No. TQG 9200 4640 1904
No. par. 117 72 45
No. en. evals 16708 7136 2461
Hub. No. VQE it. 140 96 52
En. err.[mHa] 353.4±78.1 387.9±82.9 594.5±117.9
NPE [mHa] 424.1 465.4 713.4
Err. bar. [%] 4.5 5.1 16.1
sively used as a benchmark for different com-
putational chemistry methods.17,59
We analyze the energy profiles obtained by
moving the four hydrogen atoms in a concerted
manner along the circumference with radius
R = 1.738 Å and with its center coinciding with
the center of H4. All geometries are obtained
by varying the angle β (Fig. 5) from 85◦ to 95◦,
with β = 90◦ corresponding to the square ge-
ometry.
Along this path, the C4v symmetry of the
β = 90◦ geometry is reduced to a C2v (β 6= 90◦)
symmetry for all other points. This feature is
particularly interesting as the configurations b2u
and b3u become degenerate (see Fig. 4) at the
square geometry,60,61 which is strongly corre-
lated and described by two degenerate molecu-
lar states.
Due to its small size (8 MOs using the STO-
3G basis set) and its interesting electronic
structure properties, this system is ideal to test
the robustness of the different q-UCC-based
approaches in the neighbourhood of a multi-
configuration point (β = 90◦).
Fig. 4 depicts the changes of the MOs along
the deformation path described by the β an-
gle, showing the origin of the degeneracy at the
square geometry.
In Fig. 5 (upper panel), we present the energy
profiles computed using the classical CCSD al-
9
Figure 4: Energy diagram for the 4 MOs of the
H4 molecule in STO-3G basis set along the de-
formation profile parametrized by the angle β
for R = 1.735 Å and β ∈ [85◦, 95◦].
gorithm together with the ones obtained using
the quantum q-UCCSD, q-UCCD0, q-UCCD0-
full and q-pUCCD wavefunction Ansätze (left-
hand panel) and the corresponding OO forms
using ooVQE algorithm (right-hand panel).
Due to the multi-reference character around the
90◦-geometry, the classical CCSD approach fails
to predict the convexity of the exact energy pro-
file, which is qualitatively wrong with an energy
minimum at 90◦ instead of a maximum. All
profiles are shifted to match the exact curve at
β = 85◦.
Concerning the approximated Ansätze, as ex-
pected we observe a larger up-shift of the curves
in the order of 100 mHa. However, the en-
ergy profiles are qualitatively in good agree-
ment with the exact curve in all cases, with the
q-UCCD0 Ansatz reproducing the correct pro-
file within an error < 2 mHa (after the shift).
The values of the applied shifts for all curves are
given in the legend of Fig. 5 and are summarized
in Table 1, while the relative energy errors with
respect to the exact solution are reported in the
lower panel. The results obtained with the OO
procedure described in Section 2.5.1 and Ap-
pendix B together with the ooVQE algorithm
are reported in the right-hand panel of the same
figure. We observe that for all OO approaches
the absolute energy error reduces to values < 4
mHa compared to the exact curve. In addition,
all distortion profiles show the correct qualita-
tive behaviour with a maximum at the square
geometry, in contrast to the classical CCSD so-
lution. The best results are obtained for the
q-oo-UCCD0-full, which gives a profile with a
maximal absolute deviation of 1.7 mHa com-
pared to the reference. However, note that the
computationally efficient q-oo-pUCCD Ansatz,
which requires substantially less number of two-
qubit gates than all other methods (see Tab. 1)
can reproduce qualitatively the correct energy
profile. The q-oo-UCCD0 Ansatz provides very
similar results to q-oo-pUCCD except for the
error at the top of the barrier at 90◦, which re-
duces from 140% to 89%. We observe that the
OMP2 fails similarly to CCSD to describe the
dissociation profile but provides an improve-
ment by reducing the cusp at the square geom-
etry. The restriction to pOMP2 partially miti-
gates the errors of OMP2. However, the size of
the barrier between 85◦ and 95◦ is drastically
overestimated.
4.2.2 H2O Molecule
Similarly to H4, in the double dissociation of
the water molecule by the simultaneous stretch-
ing of both OH bonds there are two equally
weighted configurations that contribute to the
ground state wavefunction.17 However, con-
trary to H4, the non-bonding electron configu-
ration plays a more active role, making the cal-
culation of the ground state energy more chal-
lenging for the CC methods.
The energy profiles for the simultaneous
stretching of the OH bonds in the water
molecule are shown on the left-hand side of
Fig. 6 for the CCSD, q-UCCSD, q-UCCD0 and
q-pUCCD methods, together with the exact
curve. The OH distance is varied from the equi-
librium value of d = 1.754 Å to the final value
of d = 2.393 Å at fixed angle α = 104.51◦. The
RHF/STO-3G calculation produces 14 MOs
among which 10 are occupied. The two 1s or-
bitals of the oxygen atom are then replaced by
the corresponding frozen core potentials. Fi-
nally, the number of degrees of freedom is fur-
ther reduced to 8 electrons in 9 orbitals (i.e.,
qubits) by applying tapering (see Section 3) to
the Hamiltonian in second quantization. Note
10
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Figure 5: Upper panels: Energy profiles of the H4 molecule as a function of the internal angle β
at R = 1.738 Å computed using different variants of the classical and quantum CC approaches. All
profiles are shifted to match the exact curve at β = 85◦. The shifts in Hartree are reported within
parenthesis next to the acronyms labelling the different approaches (see also Table 1). Lower pan-
els: Absolute energy differences with respect to the exact profile (obtained with exact diagonalization
of the Hamiltonian). The black dashed line corresponds to the chemical accuracy threshold at 1.6
mHa.
once more that all these operations do not affect
the spectrum of the original Hamiltonian.
The projective CCSD method breaks down
for distances d > 2 Å. In fact, we observe a
non-physical barrier for re-binding from large
distances that is not observed for the exact solu-
tion. In contrast, as for the case of H4, all quan-
tum approaches show qualitatively the right be-
haviour, with the q-UCCSD method approach-
ing very closely (within chemical accuracy) the
exact curve. Note that all curves are shifted in
order to match the initial point at d = 1.754 Å.
The values of the shifts are reported in the leg-
end and summarized in Tab. 1. As expected,
the limitations applied to the possible excita-
tions (singlet and pair) induce a sizable up-
shift of the curves as for H4, the largest er-
ror obtained for q-pUCCD. The lower panels
of Fig. 6 report the relative energy errors with
respect to the exact solution for all methods.
Only the original q-UCCSD Ansatz produces
a dissociation curve close to chemical accuracy
over the entire dissociation profile. The abso-
lute energies improve substantially when the
different approximations are applied together
with OO as shown in the right panel of Fig. 6.
In this case, the best results are obtained for
the q-oo-UCCD0 Ansatz, which gives a max-
imum error of about 5.0 mHa over the entire
dissociation profile. Most importantly, all ap-
proximations reproduce the correct qualitative
monotonic behaviour with a similar NPE values
(see Tab. 1), in contrast to the classical CCSD
method, which is qualitatively wrong.
Concerning the computational efficiency of
the different approaches, both q-UCCD0 and
q-pUCCD require approximately half of the ex-
citations needed for the full q-UCCSD Ansatz
(see Tab. 1 for a detailed account). The op-
timization using the q-UCCD0-full Ansatz re-
duces the energy shift compared to q-UCCD0,
at the cost of increasing the number of gates
(Tab. 1).
The corresponding number of single- and two-
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Figure 6: Upper panels: Double dissociation profiles for H2O computed with different q-UCC
Ansätze (see legend) at fixed α = 104.51◦. All profiles are shifted to match the exact curve at a
OH distance of d = 1.754 Å(see text). The shifts in Hartree are reported within parenthesis next to
the acronyms labelling the different approaches (see also Table 1). Lower panels: Absolute energy
differences with respect to the exact profile (obtained upon diagonalization of the Hamiltonian). The
black dashed line corresponds to the chemical accuracy threshold at 1.6 mHa.
qubit gates required for the implementation of
these approaches follows the same tend, mak-
ing the orbital-optimized pair Ansatz (q-oo-
pUCCD) the favourable solution that maxi-
mizes the accuracy/cost ratio. It is also impor-
tant to stress that numerically the q-pUCCD
and q-oo-pUCCD approaches need only one
third of the total number of energy evaluations
to achieve energy convergence using VQE with
the SLSQP optimizer.
4.2.3 N2 Molecule
The nitrogen molecule is one of the most severe
test cases for single-reference electronic struc-
ture approaches due to the strong correlation
character associated to the stretching of the
triple bond. Unlike the cases of the H4 and
the H2O molecules, this system contains 6 ac-
tive p electrons contributing to the bond giving
rise to multiple equally-weighted configurations
at the dissociation limit.
Using the STO-3G basis set, we can describe
the N2 molecule with 14 electrons in 20 spin-
orbitals. Using the frozen-core approximation
we further reduce the number of electrons and
MOs by 4. Finally, by applying tapering the
problem size is reduced to 10 electrons in 12
orbitals, which maps to a quantum register with
12 qubits.
Fig. 7 shows the energy dissociation curves
obtained upon stretching the N2 bond length
d from 1 to 3 Å. The classical CCSD Ansatz
fails to reproduce the correct dissociation pro-
file for d > 1.75 Å. At these distances, the
near-degenerate states acquire symmetry insta-
bilities, which leads to a dramatic failure of the
method. In fact, the energy, instead of asymp-
totically increasing, drops to a value compara-
ble to the one of the equilibrium distance. The
overall profile is therefore qualitatively wrong,
showing a recombination barrier of the same
size of the dissociation one. In order to over-
come this problem, several ‘corrections’ to the
original CCSD Ansatz have been proposed in
the literature such as the CCD0 approach.18
12
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Figure 7: Upper panels: Energy profiles of the N2 molecule as a function of the bond length d com-
puted using different variants of the classical and quantum CC approaches. All profiles are shifted
to match the exact curve at d = 1.2 Å. The shifts in Hartree are reported within parenthesis next to
the acronyms labelling the different approaches (see also Table 1). Lower panels: Absolute energy
differences with respect to the exact profile (obtained upon diagonalization of the Hamiltonian). The
black dashed line corresponds to the chemical accuracy threshold at 1.6 mHa.
However, while curing at least qualitatively the
dissociation profile, the discrepancy with the
exact solution remains very large.
On the other hand, all the q-UCC can re-
produce at least qualitatively the correct dis-
sociation profile. The q-UCCSD curve lies
within 2 mHa in energy from the reference
over the entire distance range (Fig. 7, lower
left-hand panel). Among the approximated
q-UCCSD approaches, q-UCCD0 is the one
that provides the best results in terms of av-
erage error (Fig. 7), NPE and asymptotic be-
haviour (Tab. 1). However, the overall energy
shifts applied in order to match all energy at
the equilibrium bond length remain relatively
large (between 20 and 80 mHa). When ap-
plying OO the picture does not change sub-
stantially. q-oo-UCCD0 remains the more ac-
curate wavefunction Ansatz and leads to only
a minor improvement in absolute energy com-
pared to q-UCCD0. Interestingly, as for the
other molecules in our study set (namely H4
and H2O), the q-oo-pUCCD method produces
a qualitatively correct profile with a maximal
deviation from the reference of about 80 mHa
and a NPE of 65 mHa. For comparison, in the
right panel of Fig. 7 we also report the results
obtained using OMP2 and pOMP2.
Also in this case, all OO approaches main-
tain or improve their efficiency (i.e. reducing
the absolute error) compared to their reference
(non-OO) approaches.
4.2.4 Hubbard Model
In this last application, we turn our attention
to the investigation of a prototypical strongly
correlated periodic system described by the one
dimensional Fermi-Hubbard Hamiltonian given
in Eq. (2). This model was originally designed
to study electronic strong interaction in narrow
energy band materials.62
The inset of Fig. 8 shows the 6-sites Fermi
Hubbard model used in this study. The line
connecting the first with the last site indicates
the periodicity of the system. Here we restrict
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our analysis to the half-filling (6 electrons in
N = 6 sites) scenario (see Eq. (2)), which gives
rise to a number of degenerate states close to
the ground state solution. The implementation
of the model in the qubit register is done by
assigning two qubits for each site, one for spin
up and one for spin down electrons. No qubit
count reduction schemes such as tapering have
been used in this case due to the absence of the
required symmetries in the Hamiltonian.
Interestingly, by increasing the ratio |U/t| In
the Fermi Hubbard model we can control the
transition towards a regime of strongly cor-
related electrons dominated by the two-body
Coulomb repulsive term. In Fig. 8 we monitor
this transition sweeping the interaction param-
eter U from 0 to 12 while keeping t fix to the
value −1.
In the following study, we investigate the vari-
ational ground state solution within the sub-
space with total spin S = 0 (three spin-up and
three spin-down electrons) of the full Hilbert
space. This means that we do not allow for
spin-flip excitations while the initial state is
prepared in the S = 0 subspace. Note that the
presence of a repulse U term in the Hamiltonian
favours electronic configuration with only one
electron per site. Therefore, the action of the
single excitation operators is particularly im-
portant in the Hubbard model and they will be
considered explicitly also in the case of the q-
pUCCD Ansatz. As explained in Section 2.5.1
and Appendix B, this will replace the use of
OO.
As expected, the CCSD Ansatz breaks down
as soon as the multi-reference character starts
dominating the ground state wavefunction at
−U/t > 4. On the other hand, all quantum
models including the approximated ones (i.e.,
q-UCCSD0 and q-pUCCSD) can reproduce, at
least qualitatively, the correct asymptotic be-
haviour, in agreement with the exact solution.
Also in this case, the full q-UCCSDmethod per-
forms better than q-UCCSD0 and q-pUCCSD,
as confirmed by the error plots in lower panel
of Fig. 8.
Contrary to the classical projective CC
method where the modified CCD0 and pCCD
approximations were introduced to cure failures
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Figure 8: Upper panels: Ground state energy
(in units of electron hopping term t) for the pe-
riodic one-dimensional Fermi-Hubbard chain at
half-filling as a function of the interaction en-
ergy U at fixed t = −1 (see Eq. (2)). The
different lines correspond to different classical
and quantum wavefunction Ansätze (see leg-
end). The exact curve corresponds to the low-
est eigenvalue of the corresponding Hamilto-
nian. Lower panels: Absolute energy differ-
ences with respect to the exact diagonalisation
profile. The black dashed line corresponds to
zero energy.
of original CCSD Ansatz, in the quantum case
the approximated q-UCCSD0 and q-pUCCSD
methods do not improve the accuracy of the so-
lution. However, while less accurate, they pro-
vide a qualitatively correct description of the
system at a much lower computational cost. As
shown in Tab. 1, the number of total iterations
and energy evaluations are systematically re-
duced when going from the original q-UCCSD
approach to the approximated q-UCCSD0 and
q-pUCCSD methods.
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5 Conclusion
Coupled Cluster (CC) is a single-reference post-
Hartree-Fock wavefunction approach capable of
reproducing accurate electronic structure prop-
erties within chemical accuracy for many molec-
ular systems. However, in its original formu-
lation CC is known to fail when dealing with
strongly correlated systems dominated by static
correlation. In this case, multi-reference exten-
sions of the CC Anstatz are required (MR-CC)
with a corresponding increase of the computa-
tional costs.
In this article we showed that the quantum
unitary CC Ansatz (named q-UCC) obtained
from the transposition of the classical UCC
approach can produce accurate solutions for
strongly correlated systems. In particular, we
focused our study to the investigation of the
properties of the q-UCCSD Ansatz, for which
the CC expansion is truncated to single and
double excitations. The quantum algorithm is
obtained by encoding the UCCSD Ansatz as se-
ries of qubit operations in a quantum register
using a single Trotter step for the expansion
of the cluster operator eTˆ (~θ)−Tˆ †(~θ) (see Eq. (7)),
where Tˆ is the excitation operator. The main
reason for the success of this algorithm lies
in its variational nature, which enables to re-
cover from several shortcomings of the classical
CCSD Ansatz, including the capability to deal
with strongly correlated systems.
To demonstrate the quality of the q-UCCSD
predictions we computed the energy profiles for
a series of molecular systems along reaction
paths that lead to the stretching of one or more
bonds. In this way we were able to monitor
the accuracy of the q-UCCSD Ansatz in both,
the equilibrium (single reference) regime and
the dissociative (multi-reference and strongly
correlated) limit. For all investigated sys-
tems, the molecules H4, H2O, N2, and the one-
dimensional Fermi-Hubbard chain, we obtained
accurate results that outperform the classical
equivalent algorithm. In particular, all our sim-
ulations showed the correct qualitative dissoci-
ation profiles and in most cases (with the only
exception of a few points in the dissociation of
N2) the energy differences with the reference
curves were within chemical accuracy (i.e. <
1.6 mHa) over the entire dissociation profile.
Moreover, we extended our investigation to
the analyses of approximated q-UCCSD An-
sätze for which the number of possible one- and
two-electron excitations has been limited in or-
der to reduce the total number of gate opera-
tions and the corresponding variational param-
eters to optimize. This is an important prereq-
uisite in view of the possible future implemen-
tation of these approaches in near-term quan-
tum computers. To this end, we explored two
main reduction schemes, which limit the na-
ture of the double excitations to a subset of
all possible ones. In particular, the singlet and
the pair q-UCCD approaches (named q-UCCD0
and q-pUCCD, respectively) and their corre-
sponding orbital-optimized versions (that were
already proposed as classical alternatives to
CCSD) showed interesting results for all tested
systems in qualitative agreement with the ref-
erence curves. In particular, orbital optimiza-
tion restores a significant fraction of the cor-
rect absolute value of the total energy at the
chosen reference geometries while reproducing,
at least qualitatively, the correct energy pro-
files within 10-20 mHa accuracy from the ref-
erence calculations. More importantly for the
future of near-term quantum computing, these
results are achieved using a fraction (between
2/3 for H4 and 1/4 for H2O in the case of the
q-oo-pUCCD0 Ansatz) of the number of two-
qubit gates required for the original q-UCCSD
approach.
In conclusion, we demonstrated the poten-
tial of the q-UCCSD algorithm and its advan-
tages with respect to its classical equivalent,
especially in the description of systems with
strong electronic correlation. Finally, the vari-
ational nature of the q-UCCSD Ansatz and its
orbital-optimized approximations discussed in
this work opens up new possibility for the ap-
plication of the VQE and ooVQE algorithms to
the solution of medium large electronic struc-
ture problems in near-term quantum comput-
ers.
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Appendix A
The coefficients of the Hamiltonian in Eq. 1
are given by one-electron integrals defined in
physics notation on molecular orbital basis as
〈r|hˆ|s〉 =
∫
dr1 φ
∗
r(r1)
(
−1
2
∇2r1 −
M∑
I=1
ZI
R1I
)
φs(r1)
(21)
and similarly for the two-electron terms given
by
〈rs|gˆ|tu〉 =
∫
dr1dr2 φ
∗
r(r1)φ
∗
s(r2)
1
r12
φu(r1)φt(r2) .
(22)
where ZI is the nuclear charge of atom I, R1I =
|RI − r1|, and r12 = |r1 − r2|.
Appendix B
Orbital rotations
Orbital rotations can be defined by means of a
unitary transformation R acting on the orbitals
in first quantization
φr(r) =
∑
s
Rrs φs(r) (23)
where the R can be written in terms of an an-
tihermitian matrix κ
R = exp (−κ) (24)
with κ† = −κ. Therefore, the orbital rotation
can be applied to one-/two-electron integrals by
means of a basis change
〈r|˜ˆh|s〉 =
∑
ij
Cα,∗ir C
α
js〈i|hˆ|j〉 (25)
〈pq|˜ˆg|rs〉 =
∑
ijkl
Cα,∗ip C
α,∗
jq C
α
krC
α
ls〈ij|gˆ|kl〉 (26)
acting on AO-to-MO coefficient matrices Cα
and Cβ with matrix R, which gives in the RHF
case
Cα = CαRHF exp (−κα) (27)
Cβ = CβRHF exp (−κβ) (28)
and preserves orthonormality due to unitarity
of R. In addition, the RHF orbtials are real
and the spin-restriction forces κ = κα = κβ
which implies Cα = Cβ.
The same transformation can be equivalently
applied to the creation and annihilation opera-
tors (see,7 in second quantization, section 3.2)
˜ˆar = exp (−κˆ)aˆr exp (κˆ) =
∑
s
R∗sraˆs (29)
˜ˆa†r = exp (−κˆ)aˆ†r exp (κˆ) =
∑
s
Rsraˆ
†
s (30)
where we introduced the anti-Hermitian opera-
tor
κˆ =
∑
rs
κrsaˆ
†
raˆs (31)
We can therefore write the Hamiltonian on the
rotated orbital basis as
Hˆ ′ =
∑
rs
〈r|˜ˆh|s〉 aˆ†raˆs (32)
+
1
2
∑
rstu
〈rs|˜ˆg|tu〉 aˆ†raˆ†saˆuaˆt + ENN
We arrive at the conclusion that applying the
rotation to the orbitals in first quantization is
equivalent to applying the following transfor-
mation to the Hamiltonian in second quantiza-
tion
Hˆ → Hˆ ′ = exp (−κˆ)Hˆ exp (κˆ) (33)
16
which can be also associated to
Hˆ → Hˆ ′ = exp (−(Tˆ1 − Tˆ †1 ))Hˆ exp (Tˆ1 − Tˆ †1 )
(34)
for a generalized single excitation Tˆ1 operator
(all possible excitations are allowed). By con-
struction, both Hamiltonians Hˆ and Hˆ ′ share
the same spectrum. Therefore, thanks to the
optimization of orbitals through rotations we
aim for a maximal overlap of the exact solu-
tion with the support specified by the selected
wavefunction Ansatz.
Appendix C
How Does the Orbital Optimiza-
tion Improve the MO Basis?
As an example of the implementation of the OO
approach described in Section 3, we take the
H4 molecule at the geometry corresponding to
R = 1.738 Å and β = 85◦.
Fig. 9 reports the time evolution of the op-
timization parameters (~θ,~κ) using ooVQE al-
gorithm. We observe that while the energy of
the system is converging (panel a)) both the
CC variational parameters (panel b)) and the
orbital rotation matrix elements (panel c)) are
stabilizing on plateau values. The steps and
spikes in the different profiles are induced by re-
settings of the classical optimization algorithm.
The initial and final values of the elements of
the rotation matrix C (Eqs. (27) and (28)) are
given in panel d) from left to right. The equiv-
alent plot for the absolute value of the elements
of the antihermitian matrix κ are reported in
Figure e). We observe that the action of the OO
procedure changes substantially the symmetry
of matrices introducing a 2× 2 block structure.
Appendix D
In Tab. 2 we report the number of quantum
gates used when employing tapering46 for the
H4, H2O and the N2 molecules.
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Figure 9: Computation of the ground state of H4 molecule at the geometry corresponding to R =
1.738 Å, β = 85◦ using the q-(oo)-pUCCD Ansatz and ooVQE algorithm. a) Time evolution of the
the system energy. The dashed line corresponds to the optimized energy obtained without OO. b)
Time evolution of the elements of ~θ vector associated with double excitations. c) Time evolution
of the elements of ~κ vector associated with rotation matrix for the MO. d) Absolute values of
the elements of the rotation matrix C (Eqs. (27) and (28)) before (C = CRHF, left) and after
convergence (C = CRHF e−κ, right). e) Same as in d) but for the absolute value of the elements of
the antihermitian matrix κ (see Appendix B).
Table 2: Number of quantum gates for the different q-UCC Ansätze when tapering is used. De-
scription of the abbreviations: Hub.: Hubbard; No.: number; SQG: single qubit gates, u1,u2,u3
corresponding to one-,two-, and three-parameters one-qubit gates (details are presented in ref.49);
TQG: two-qubit gates, CNOT gates.
q-UCCSD q-UCCD0 q-pUCCD q-UCCD0-full
H4 No. SQG 64/204/185 - - -
No. TQG 364 - - -
H2O No. SQG 376/2344/1339 240/1068/916 80/816/310 496/3824/1843
No. TQG 11932 3000 1168 6048
N2 No. SQG 780/6432/3057 - - -
No. TQG 9200 - - -
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