Abstract-The characteristics of the power-line communication (PLC) channel are difficult to model due to the heterogeneity of the networks and the lack of common wiring practices. To obtain the full variability of the PLC channel, random channel generators are of great importance for the design and testing of communication algorithms. In this respect, we propose a random channel generator that is based on the top-down approach. Basically, we describe the multipath propagation and the coupling effects with an analytical model. We introduce the variability into a restricted set of parameters and, finally, we fit the model to a set of measured channels. The proposed model enables a closed-form description of both the mean path-loss profile and the statistical correlation function of the channel frequency response. As an example of application, we apply the procedure to a set of in-home measured channels in the band 2-100 MHz whose statistics are available in the literature. The measured channels are divided into nine classes according to their channel capacity. We provide the parameters for the random generation of channels for all nine classes, and we show that the results are consistent with the experimental ones. Finally, we merge the classes to capture the entire heterogeneity of in-home PLC channels. In detail, we introduce the class occurrence probability, and we present a random channel generator that targets the ensemble of all nine classes. The statistics of the composite set of channels are also studied, and they are compared to the results of experimental measurement campaigns in the literature.
I. INTRODUCTION
N O NEW wires is the essence of power-line communication (PLC). PLC conveys information through the existing power delivery infrastructure and it is a very attractive solution for providing a connection to the end user. Several application scenarios can be found. Among these, the mediumvoltage (MV), the outdoor low-voltage (LV), and the in-home scenarios have been the subject of high research activity during the last decade. In this paper, we focus on the in-home broadband scenario.
Inhome PLC is a candidate to overcome the range limitations of wireless networks, ensuring communications at 200 Mb/s in the 2-30 MHz frequency band with available commercial devices [1] . To further increase the data rate, the signaling bandwidth can be extended to 2-100 MHz, as it is done, for instance, in the next-generation standard G.hn [2] . In this respect, a broadband channel model in the extended frequency range is important.
A large effort has been dedicated to model the power-line channel, but no reference model has been provided yet. There are two main approaches. The first is referred to as bottom up. Basically, the bottom-up approach models the channel transfer function using transmission-line (TL) theory. It requires perfect knowledge of the network topology in terms of cable lengths, loads, and so on. In general, the network elements are described with the ABCD or the scattering parameter matrices [3] , [4] . Alternative solutions were presented in [5] and [6] . The first solves a complex system and it finds the current and voltage of every node of the network. The latter is a scalar version of the ABCD matrix method.
The bottom-up approach admits a statistical extension. Random channel generation algorithms were presented in [7] and [8] for the frequency range up to 30 MHz. Furthermore, the bottom-up approach allows modeling the time-variant nature of the PLC channel. The random generation of time-variant PLC channels was addressed in [9] . Finally, the bottom-up approach can be extended to multiple-input multiple-output (MIMO) PLC. In fact, in-home PLC deploys three conductors. With three conductors, two circuits are available and, thus, MIMO communications are possible. MIMO PLC models were described in [10] and [11] , and they represent the natural extension of [5] and [6] , respectively.
The second modeling approach is referred to as top down. With this approach, the channel response is obtained by fitting a certain parametric function with data coming from the measurements. The first attempt was presented in [12] . Later, in [13] , the channel frequency response was modeled taking into account the multipath nature of the signal propagation and the losses of the cables. In [14] , the model was extended in statistical terms and a top-down random channel generator was provided. Some other top-down random channel generation algorithms were presented in the literature. In [15] , a statistical model for the PLC channel impulse response was derived from the statistics of the delay spread and the attenuation of the set of measured channels that was presented in [16] . Conversely, the channel generation in the frequency domain was addressed in [17] . Basically, the method generates channel responses that show the same distribution of peaks and notches of the measured channels. The work targets the extended frequency range up to 100 MHz. The main disadvantage of the method is that the position and the height of the peaks and notches is strongly modified by the interpolation in frequency of the channel transfer function, as was pointed out in [18] .
In this paper, we refine the model presented in [14] , and we propose a general fitting procedure that enables the model to reproduce the statistics of a given set of measured channels. We target channel frequency responses in the 2-100 MHz frequency band. We show that the model enables obtaining the analytical expression of the mean path-loss profile and the statistical correlation function of the generated channels. These are important functions that we propose to exploit in the fitting process.
As an application example of the proposed method, we consider the results of the measurement campaign in [17] where the measured channels were classified into nine classes according to their capacity. We fit the model to the measures, we study the statistics of the generated channels, and we show that it is in good agreement with the experimental one. In [19] , some preliminary results were reported for a restricted subset of channel classes. Herein, we extend the validity of these results. We derive the closed-form expression of the statistical correlation function of the channel frequency response. From it, we obtain the mean path-loss profile and the coherence band. We detail the fitting procedure, and we provide the parameters of the model for all channel classes that were presented in [17] . We study the statistics of the generated channels and, in particular, the distribution of the delay spread and the average channel gain. As a final result, we show their consistency with experimental results. Furthermore, we propose using a composition channel where the frequency-response realizations are drawn from the nine classes with the class occurrence probabilities that were reported in [17] . This enables capturing the full in-home PLC channel variability.
The remainder of this paper is organized as follows. In Section II, we deal with the model. First, we recall the multipath propagation model. Then, we extend it in statistical terms. In Section III, we describe the fitting procedure and the application to the results of the measurement campaign in [17] . In Section IV, we provide the statistical analysis of the generated channels and we compare it with experimental results. Finally, some conclusions follow.
II. MODEL DESCRIPTION
We model the channel response in the frequency domain. First, we recall the basis of the multipath propagation model. Then, we propose a statistical extension that enables generating random PLC channel responses, whose statistics are in agreement with experimental results.
A. Deterministic Propagation Model
We aim to describe the multipath propagation of the signal in power-line networks. We focus on the in-home scenario. The in-home wiring is made by distinct conductors. Two of these, namely, the phase and the neutral, deliver the electricity and they are also deployed for communication purposes. The bare conductors are individually insulated and they can be either enclosed in the same dielectric cap or placed inside small plastic raceways. In both cases, the transversal dimension of the overall cable structure is small if compared to the transmission signal wavelength in the lower gigahertz range. Furthermore, the dielectric can be approximated as uniform, and the wires as ideal conductors. It follows that the transverse electromagnetic (TEM) or quasi-TEM mode assumption is valid and, thus, the electrical quantities along the line can be handled as scalars.
Inhome power delivery networks are characterized by the presence of a multitude of branches and termination outlets. The electrical appliances are connected to the termination outlets. In general, they show an input impedance that is different from the characteristic impedance of the cables and, thus, they are unmatched terminations. Note that open outlets (i.e., plugs where no loads are connected) are unmatched terminations as well. Cable junctions and unmatched terminations can be modelled as line discontinuities. On a line discontinuity, the signal is partially reflected toward the transmitter and it is partially transmitted over the discontinuity. The reflection and transmission coefficients account for these effects. We denote them with and , respectively, where is the frequency. In the presence of multiple line discontinuities, infinite copies of the transmitted signal propagate toward the receiver. Each copy follows a different path with its own reflection effects. We denote the phasor vector of the signal at the transmitter and the receiver port with and , respectively. The signal at the receiver port can be written as [20] ( 1) where is the number of paths, while , , and are the number of reflection and transmission coefficients and the length of the th path, respectively. The exponential factor accounts for the propagation effects. We denote with the propagation constant. It is, in general, complex, namely , and it is a function of the cable characteristics. We assume all lines have the same propagation constant. The real component (i.e., ) is the attenuation constant and it accounts for the losses introduced by the nonideal lines. The imaginary component is the phase constant. We model the attenuation and the phase constant as [13] (2) (3) where , , and are a function of the cable characteristics, is the propagation speed of light in the cable structure, is the speed of light in the vacuum, and is the relative dielectric constant of the insulator that surrounds the conductors. In the following text, we choose a value for the relative dielectric constant that takes the nonuniform dielectric into account, given by the combination of air and plastic. Strictly, we assume 1.5. We refer to the product of the reflection and the transmission coefficients as path gain. We denote the path gain of the th path with . In general, the path gains are complex and smaller than one in absolute value. However, for the cases of practical interest, can be approximated as a real-valued coefficient [13] . Further, we propose making the frequency dependence of the path gains explicit as follows: (4) where is the same for all paths. The model in (4) has been first presented in [21] , and it can be explained as follows. Inhome networks are fed by one or more phases, namely, up to three. The phases are not electrically connected. When more than one phase is present, the outlets do not necessarily share the same phase. Thus, they are connected to different electrical circuits. When we transmit and receive on different circuits, coupling effects ensure the propagation of the transmitted signal toward the receiver. In the presence of coupling effects, the channel frequency response shows a concave behavior. In detail, it is strongly attenuated in the lower frequency range because it lacks electrical continuity, while in the higher frequency range, it is attenuated because of line losses. From the measurements, we noted that concave frequency responses can also be found in single-phase networks where the transmitter or the receiver outlet are partially damaged. As an example, in Fig. 1 , we show a measured frequency response that exhibits typical concave behavior, and its best quadratic polynomial fit.
We neglect the paths that are characterized by a small path gain and, thus, we limit (1) to the finite number of paths . Now, the complex channel frequency response is given by the ratio between the phasor of the received signal and the phasor of the transmitted signal (i.e., ). From (1), it follows: (5) where is a constant coefficient that enables attenuation adjustments, and . In the following text, we consider the frequency response in (5) and, thus, we no longer use the phasor representation. Now, we focus on the channel impulse response. We define the complex impulse response of the channel as the inverse Fourier transform of the frequency response in (5) (i.e.,
). Under the assumption of 0 and 1, it is possible to obtain a closed-form expression of the complex channel impulse response, that reads (6) where . When the assumptions are not valid, the complex impulse response of the channel can be computed as the inverse discrete Fourier transform (IDFT) of the channel frequency response.
Finally, the real impulse response of the channel is given by twice the real part of the complex impulse response, i.e., .
B. Proposed Statistical Extension of the Model
In this paper, we focus on the in-home scenario, and we propose generating random channel responses starting from (5). We fix the value of the parameters , , , ,
, and , and we model , , , and as random variables. We obtain the values of the constants by fitting the measures as explained in Section III, and we choose the distribution of the random variables as follows.
First, we focus on the path gain coefficients and . The path gains are given by the product of the reflection and transmission coefficients. We assume the latter to be uniformly distributed random variables in . Therefore, we can model them as the product of a random sign flip and a uniformly distributed random variable . We note that the null reflection and transmission coefficients do not contribute to the sum in (5) . Now, since the statistical distribution of the product of a large number of uniform random variables approaches log-normality, we model and as log-normally distributed random variables multiplied by random sign flips. Differently, in [21] , and were modeled as uniformly distributed random variables in . We assume and to be independent, and we point out that and have zero mean. We denote their variances with and , respectively. Finally, without any loss of generality, we set . Further attenuation adjustments can be obtained by properly setting the value of the constant coefficient .
We model the path lengths as uniformly distributed random variables in , where is constant. Finally, we propose modeling the number of paths as a Poisson random variable with mean . The number of paths in (5) is always greater than 0. Therefore, the probability mass function of reads (7) where . The paths can be interpreted as the arrivals of a Poisson process with intensity . In fact, the arrivals of a Poisson process are uniformly distributed in a finite interval, when their number is set. In the following text, we assume 0.2. This model is able to reproduce the reality with accurate precision, as will be shown in Section IV. However, we remark that other distributions may be suitable for , depending on the set of measures that have to be fitted.
III. FITTING THE MODEL TO THE MEASUREMENTS
We herein describe a procedure to obtain the model parameters that fit the measured channels. The idea is to target the average path loss and the coherence bandwidth of a set of measured channels. We compute the coherence bandwidth from the statistical frequency correlation function that will be described. As an application example, in this paper, we fit the model to the results of the measurement campaign in [17] .
A. Statistical Frequency Correlation Function and Path Loss
We define the statistical frequency correlation function as follows: (8) where denotes the expectation in regards to the random variables, and the superscript denotes the complex conjugate. From (5), we obtain (see Appendix) (9) When 0, (9) corresponds to the mean path-loss profile of the generated channels, namely, , that reads (10)
B. Fitting Procedure
We aim to fit the model in (5) to a set of measured channels. We proceed as follows. We find the values of the parameters and the distributions of the random variables in (5) that minimize the mean square error between the average path-loss profile of the measured channels and the analytical profile in (10) . We constrain the minimization to target the statistical coherence bandwidth of the measured channels. We define the statistical coherence bandwidth as follows. First, we integrate the statistical correlation function in (9) to obtain (11) Then, we refer to the statistical coherence bandwidth at level , namely, , as the frequency beyond which the absolute value of falls to a value that is times its maximum. Strictly such that Now, the statistical coherence bandwidth is not always reported in experimental works. Typically, the main focus is on the coherence bandwidth that is defined similar to (12), but substituting with the following correlation function:
where 0 outside the frequency range . Note that and are different. The former refers to a specific channel , the latter is the result of expectation. When the statistical coherence bandwidth of the measured channels is not available, we propose fitting the model so that the statistical coherence bandwidth has a value equal to the average value of the coherence bandwidth of the measured channels that we denote with . The proposed approach is valid because and the statistical coherence bandwidth of the generated channels are very close quantities, as will be shown in Section IV.
C. Target Measurement Campaign
In the literature, several works report the results of different measurement campaigns [18] , [22] . Most of these focus on the characterization of the PLC channel in terms of average channel gain and delay spread. To fit the model, we need the average path-loss profile and the average coherence bandwidth. In [17] and [23] , this information is provided. Therefore, we target the database herein presented. Basically, the work in [17] and [23] addresses the in-home PLC scenario in France. The campaign focuses on the 2-100 MHz frequency band. A set of 144 channels was acquired in different locations, and the channels were classified into nine channel classes according to their capacity. This classification is useful because it allows inferring the statistics of groups of channels that show similar frequency behavior. For each class, the average path-loss profile, delay spread, and coherence bandwidth are given. Furthermore, a hyperbolic relation between the average delay spread and coherence bandwidth is provided.
IV. NUMERICAL RESULTS
We fit the model to the nine-channel classes in [17] . We focus on the 2-100 MHz frequency range, with a frequency resolution of 24 kHz. In the time domain, we sample the real impulse response with a period of 5 ns. We report the parameter values in Tables I and II . Furthermore, following the fitting procedure of Section III-B, we refine the values provided in [19] for classes 1, 5, and 9. 
A. Path Loss and Phase
We first study the path loss of the generated channels. For each channel class, 500 realizations are considered. In Fig. 2 , we plot the mean path-loss profile obtained from the measurements [17] , and the analytical path loss given by (10) . The closed-form expression of the measured average path loss is provided in [17] and it is also reported in Fig. 2 . It has been obtained by fitting with sinusoidal or exponential functions the average path loss of the measured channels. In all cases, a very good agreement between the analytical (of our model) and the measured path loss can be observed. It validates the results of the fitting procedure. Now, we consider the average phase. We compute it as the average phase of the channel frequency response of the generated channels. We report the average phase of the nine classes in Fig. 3 . In most cases, the average phase is well fitted by a linear function, as reported in [17] . Only classes 2 and 3 show a slight quadratic dependency of the phase versus frequency.
Finally, in Fig. 4 , we show an example of channel realization from classes 2 and 8, both in amplitude and phase. The average profiles are also shown. 
B. Statistics of the Channel Metrics
We first focus on the root-mean-square (rms) delay spread. We compute the power delay profile from the real impulse response as (14) Then, the delay spread reads (15) where is the mean delay. We compute the channel impulse response by means of IDFT, and we truncate it to 5.56 s to reduce the side-lobe effect. The truncation introduces negligible energy loss. Furthermore, it is consistent with the cyclic-prefix length of HomePlug AV PLC system specifications [1] . A raised cosine window with a flat portion in the 2-100 MHz frequency band is applied.
In Table III , we provide the average delay spread of the nine channel classes. We denote it with . We compare the values obtained from the simulations (third column) to the ones given by the measures (second column). The measured values were presented in [23] , and we report them here for the sake of clarity. Simulations are very close to the measures. Furthermore, we study the distribution of the delay spread of the generated channels. We perform the Lilliefors test to the logarithm version of the delay spread (i.e.,
). The delay spread of class 1, 5, and 9 is log-normally distributed. For other classes, the Lilliefors test does not confirm the log-normality of , though the log-normal distribution is still the best fit. In Fig. 5(a) , we show the quantile-quantile plot of the delay spread versus the quantiles of the best log-normal fit. We focus on classes 4 and 9. The first is representative of classes that show a log-normal delay spread. The second is representative of the complementary set of classes. The log-normal behavior holds true if the samples lie on the straight line. We note that the main deviation from the log-normality of class 4 is due to the samples of the lower tails (i.e., the smaller values of the delay spread). From the analysis of experimental data (e.g., [22] ), it has also been shown that the rms delay spread of measured channels is not strictly log-normally distributed, although the log-normal fit is the best one. Thus, our simulation results are consistent with previous experimental work.
As for the delay spread, we address the statistics of the average channel gain (ACG). We focus on the version of the ACG, and we define it as follows: (16) In Table III , we report the average value of the ACG of the nine classes (fourth column). We denote it with . The attenuation increases toward class 1. Furthermore, except for classes 2, 4, and 8, is normally distributed, as confirmed by the Lilliefors test. In Fig. 5(b) , we provide the quantile-quantile plot of in decibels versus the standard normal quantiles. Again, we limit the analysis to two representative classes (i.e., class 3 and 8). Few outliers are responsible for deviation from normality of the samples of class 8. However, the normal distribution is the best fit for the ACG of the generated channels. This result is in agreement with the experimental results in [18] .
Finally, we study the coherence bandwidth. In Table IV , we report the statistical and average coherence bandwidth of the generated channels (third and fourth column, respectively), and the average coherence bandwidth of the measured channels (second column). The measured values are given in [23] . We note that the three values are very similar. Thus, the use of the average coherence bandwidth in the fitting procedure is justified.
C. Composition Channel
With the proposed channel generator, channels of a given class can be randomly drawn using a proper set of parameters. To generate channels that capture the overall in-home channel variability, we can randomly pick channels from all classes according to a certain occurrence probability. We refer to the resulting channel as composition channel.
To study the statistics of this composition channel, we generate 500 channels picked from different classes according to the class occurrence probability reported in [17] (i.e., for classes 1 to 9, respectively). The class occurence probability has been obtained from the experimental evidence in France. We focus on the ACG, rms delay spread, coherence bandwidth, and their relation. The results are summarized in Figs. 6 and 7.
In Fig. 6 , we provide the relation between the ACG and the delay spread. The robust regression fit is also shown. We have found that the delay spread and the ACG are negatively related and the slope of the robust regression is s/dB. We note that this value is close to the one that has been obtained from the analysis of measured channels in [15] . Now, we focus on the coherence bandwidth. In Fig. 7 , we show the coherence bandwidth as a function of the delay spread. We have found that the best fit is given by . In [23] , a similar relation has been obtained for the measured channels, namely, 0.055 . Hence, the close match between the experimental results and simulations validates the modeling approach.
V. CONCLUSION
We have addressed the random generation of PLC channel responses with statistics in agreement with that of measured channels. We have followed the top-down approach. Firstly, we have described the multipath propagation model, from which the analytical expression of the PLC channel frequency response can be derived. Then, we have introduced the variability into a restricted set of model parameters to obtain a random channel generator algorithm. We have derived the closed expression of the statistical frequency correlation function and the mean path loss profile of the generated channels. Hence, we have found the values of the model parameters that allows generating channels in good agreement with the experimental ones. To this aim, we have presented a novel fitting procedure. The procedure targets the average path loss profile and the average coherence bandwidth of the measured channels.
To test the model, we have targeted a set of measured channels whose statistics is available in the literature. The measured channels have been divided into nine channel classes according to their capacity in AWGN conditions. For each class, the average path loss profile and the average delay spread are given.
We have fitted the model to all the nine channel classes, and we have provided the model parameters. Furthermore, we have studied the statistics of the generated channels, and we have found strong agreement with that from measurements. This validates the model and the fitting procedure.
Finally, we point out that although the model is intended for in-home PLC, it may be extended to other application scenarios. For instance, outdoor low-voltage PLC which will cover an important role in the Smart Grid.
APPENDIX DERIVATION OF THE STATISTICAL FREQUENCY CORRELATION FUNCTION
In this section, we derive the closed-form expression of the statistical correlation function in (9) . We start from (5), we model the random parameters as described in Section II-B, and we compute (8) . We exploit the statistical independence of the path gains and to obtain (17) where the expectation targets the number of paths and their lengths. We further introduce the following notation:
and . Now, the path lengths are modelled as independent and uniformly distributed random variables between 0 and . Therefore, (17) turns into (18) Finally, we recall that the number of paths is modeled as a Poisson random variable with modified alphabet (see Section II-B). Therefore, the expectation in (18) reads (19) Substituting (19) into (18), as well as the terms and , we obtain (9) (i.e., the statistical correlation function of the generated channels).
