Abstract. We show that non-degenerate multiple black hole solution of EinsteinMaxwell equations in an asymptotically flat axisymmetric spacetime cannot be in stationary equilibrium. This extends the uniqueness of Kerr-Newman solution first proved by Bunting and Mazur in a much wider desirable class. Spin-spin interaction cannot hold the black hole aparts even with electromagnetic forces.
Introduction
We generalize the method used in [1] , [2] for the uniqueness problem of KerrNewman solution for M 2 > a 2 + e 2 + m 2 . Here m is the magnetic charge. For a single black hole case the results are due to Bunting [3] and Mazur [4] (also Carter [5] ) using different techniques. Several extensions of these results have been obtained by Wells [6] . Regarding the possibility of multiple black holes including those in a vacuum spacetime several results are obtained by Weinstein [7, 8] (see also the review article by Beig and Chrusciel [9] ), Neugebauer and Meinel [10] , Chrusciel and Costa [11] , Wong and Yu [12] . Wong and Yu does not need the axisymmetric assumption but assumed the solution to be close to Kerr-Newman solution in some sense. We consider only non-degenerate black hole boundary. Our technique involves tailoring suitably the spinorial proofs of the positive mass theorem of Schoen and Yau [13] due to Witten [14] and Bartnik [15] .
Initially we suppose the spacetime metric is stationary and axisymmetric EM 
Carter (Part II, [16] ) showed that g = Ω(dρ 2 + dz 2 ) where ρ and z are conjugate harmonic functions. V, W, X and Ω are functions of ρ and z. Following Carter we take
2 Ricci Curvature
We denote the 2-metric by g = Henceforth g AB is obtained from g AB by raising the indices with the 2-metric g. The t=constant surface has zero mean curvature. g is a Riemannian metric. We shall denote the Laplacian and the covariant derivative of the two-metric g by ∆ and ∇. In general we shall use the metrics as subscripts in order to indicate w.r.t. which metric a norm or an operator is computed. Since we shall not use the usual formulations of a stationary axisymmetric vacuum spacetime it is better to give the expressions for the components of the Ricci curvature 4 g for easy reference before equating them to zero using the vacuum Einstein equations. Ricci 
Last two equations are the same as in Bunting's thesis (replacing his functions E, F, A, B, C by ξ, ψ, −V, X, W) and are equivalent to the set given by Carter (p74, Part II [16] ):
From Eqs. (25-27) one can show that ρ = √ V X + W 2 is a harmonic function i.e. ∆ρ = 0. This we are assuming from the start.
Remaining equations
Eqs. (8, 24) give
Contracting we get
Differentiating Eq. (97) we get 2ρ∇ρ = V∇X + X∇V + 2W∇W so that
Using the above relations and Eq. (31) we write Eqs. (25,27) as
Since it is well-known that the equations for Ω can be solved using its asymptotic value once we know the other functions we do not include the complicated equations for it.
The t = constant hypersurface has the topology Σ + ∪ ∂Σ + where Σ + is an open 3-manifold and the boundary ∂Σ + is a finite number of disconnected 2-spheres. 
Kerr-Newman solution has the spacetime metric,
Soon after Kerr's discovery [17] , Kerr-Newman solution was found by Newman and et al. [18] . The form given above is obtained from Carter (Eq. 5.54, Part I, [16] ) by collecting the terms containing dt 2 , dφ 2 , dtdφ. This form includes the magnetic charge which can be removed by a duality transformation without changing the metric because the sum e 2 + m 2 remains constant under a duality transformation of the electromagnetic fields. The electromagnetic potential is
We use subscript K for Kerr-Newman. Comparing with Eq. (1) we get
In the general spacetime under investigation which is not yet known to be KerrNewman solution we shall choose r, θ coordinates from Carter's ρ, z coordinates as follows. Let r, θ be solution of the following equations with r ≥ M+
In the equation for z we use the constant M because (∂ρ/∂r) = (r 2 − 2M r + a 2 ) −1/2 (r− M) sin θ. This way dρ 2 + dz 2 does not have a cross term containing drdθ. The expression for dρ 2 + dz 2 is given in §6. ρ = 0 set which represents the horizon and the axis is now given by
For convenience we define
The restriction on r now becomes r ≥ M + c. In general (r, θ) coordinate system is defined away from the ρ = 0 set although the functions r and θ are defined on this set. Because of the restriction r ≥ M + c the equality is the only solution of the first equation of Eq. (45). The limiting set r ↓ M + c now contains the horizon and possibly some parts of the axis while r > M + c, 0 ≤ θ ≤ π represent the remaining part of Σ + . The portion of the axis in this remaining part of Σ + is later called the part of the axis given by θ = 0 or θ = π "alone."
Main Idea
We define some quantities which are crucial for the proof.
Significance of these quantities is that they transform the 2-metric
into the Euclidean 3-metric η K in the spherical coordinates { r, θ, φ} as follows
Our aim is to show, by exploiting the field equations (25-30) and reasonable boundary conditions, that the general 3-metric η defined by
where ζ and f are the same functions of (r, θ) is the same Euclidean metric in the coordinates { r, θ, φ} where r is the same function of r. In the actual process we get X = X K at first. Then we show Ω = Ω K . This gives a single black hole so that the uniqueness proof of Bunting or Mazur applies. Let
If we take ζ and f as ζ + and f + and define 
We shall use spinor identities for the metric
where U = U (r) is a solution of a first order ODE with appropriate boundary conditions to be specified later (see Eq. (113) and Lemma 10.3 below) and
For r > M + c, σ is differentiable and positive. This is because for r > M + c, both X/ sin 2 θ, X K / sin 2 θ are positive and regular on the axis.
provided the same function U is used for both the metrics χ ± . The actual functions we shall use are not known to be the same initially. However Eq. (59) is useful in transforming formulas. For the general situation let η + = η and let η − be defined by replacing f and ζ in Eq. (52) with f − and ζ − . Asymptotic conditions ensure that η + is asymptotically flat with mass zero and η − compactifies the infinity. So if we can show that these metric have nonnegative scalar curvature and they match smoothly at the inner boundaries, then positive mass theorem makes them Euclidean. Since we could not directly show that this scalar curvature is nonnegative we follow a detour. Keeping the spinorial proof of the positive mass theorem in mind we construct two spinor identities that solves difficult parts of the problem.
We note that
The Eqs. (53) give
where + sign of ± is for r out . These equations need some clarification because finally we shall arrange such that at
vanishes.
7 Scalar curvature of the 3-metric χ
In the following when we use the symbols X K , W K , V K , ψ K , ξ K and Ω K we mean functions defined on Σ + , r > M + c and these functions have the same functions of the newly defined variables r, θ on Σ + , r > M +c as those of respective functions in the Kerr-Newman solution in the usual r, θ coordinates of that solution. Once we establish the uniqueness these two sets of functions will be the same object. For example X K has a factor of sin 2 θ so it will vanish in the limit as r ↓ M+c, sin θ ↓ 0. Now on Σ + this limiting set are the finite parts of the axis between two black holes in addition to the topmost and bottommost poles (and possibly some parts of the axis attached to these two poles) but for Kerr-Newman solution this set consists of only two poles. We cannot expect the set r ↓ M + c to have the same horizonlike prorerty for X K on Σ + as in the Kerr-Newman solution unless we can show
Also we note that r = M + c set cannot intersect as a curve transversely the black horizon away from the poles because by Eq. (45), ρ → 0 on the r = M + c set and then ρ would be 0 away from the axis and horizon. On the other hand there is a curve r = M + c + for some positive close to the black hole horizon because the r, θ coordinates are regular there and must tend to 0 as the horizon is approached with sin θ 0 on the horizon. Thus all the black holes will be enclosed inside the limiting set r ↓ M + c.
We compute the scalar curvature R χ of χ defined in Eq (57). For convenience we write
As explained after defining σ in Eq. (58) the expression ∇ ln X K / √ ρ , ∇ ln σ is well-defined for r > M + c.
Lemma 7.1.
where Q g and P are as follows.
Proof. For a given function f the scalar curvature R γ of γ = g + f dφ 2 is given by
Let f = f ζ −1 . Then η = ζγ. So using the conformal transformation formula
and writing the Laplacian ∆ γ relative to the 3-metric γ in terms of the Laplacian ofḡ using
we get ζR η = R γ − 2ζ
we then get
Since for Kerr-Newman this gives
So using f em we get
where in the last step we used Eq. (58). Remembering Q g and P we get
Next we compute the scalar curvature of 
Finally we write χ as ϑ + dφ
where G is a 2-dimensional metric on the φ =constant surfaces and ϕ, ϕ are independent of φ, then
where in the last step we used Eq. (77). Thus we get Eq. (68).
Similarly we find the scalar curvature of
We can also derive this formula by conformal transformation
in χ (see Eq. (59)) and the fact that ln r in is a harmonic function in the 2-metric g.
Finding a Spinor
Let r 0 be a constant. Let We need a S U(2)-spinor Θ ϑ on Σ with the following properties.
As r 0 ↓ M + c on the horizon
Here D ϑ is the Dirac operator of the metric ϑ. Such a spinor exists. On the double the 3-metric g has nonnegative scalar curvature, and it is asymptotically flat. So we can use Bartnik's proof for the existence of a spinor Θ g harmonic relative to g. Because of the axisymmtery we can choose Θ g to be independent of φ. Θ ϑ can be obtained Θ g by what we called a 2+1 conformal transformation. It is explained below. We have outlined the proof of the following lemma in the appendix.
All functions and metrics are independent of φ. If Θ is a spinor satisfying the Dirac equation D g 1 Θ = 0 and Θ is independent of φ, then
We also have the conformal transformation formula. Let ξ ψ −2 χ be a fixed spinor satisfying Dirac equation relative to the metric ψ −2 χ. Then the spinor ξ χ = ψ −1 ξ ψ −2 χ satisfies Dirac equation relative to the conformal metric χ (Lichnerowicz [19] , Branson, T., Kosmann-Schwarzbach [20] ).
To find the spinor Θ ϑ from Θ g we take
So the spinor
satisfies D ϑ Θ ϑ = 0. We note that
so that (because of the asymptotic regularity in the existence proof of the spinor)
which by virtue of the asymptotic conditions on σ, f, ζ, X gives
Thus Θ ϑ satisfies properties 80-83. To see Eq. (84) we note that
where n ϑ is the unit normal form on the r = constant loop on a φ = constant surface with the normal vector pointing towards decreasing r. Θ g is a harmonic spinor on the double Σ + ∪ Σ − ∪ ∂Σ + relative to the metric g producing the same contribution at each end for 
Thus we take
For the harmonic spinor Θ χ one has the identity,
Using the expression for R χ from Eq. (68) we get
For complex U, |∇ ln U| 2 is not nonnegative definite. So we have replaced it in Eq. (68) by ∇ ln U, ∇ ln U to remove confusion. Our next aim is to write the above identity using 2-dimensional Laplacian because that way we can easily tackle integration if U becomes complex.
9 Two spinor identities on Σ
L is not defined on the possible zero set of ||Θ χ || in case the known spinor Θ g can vanish. By Eq. (89), σ 3/2 L||Θ ϑ || 2 = 1. We need to introduce L on Σ ± only for L ave ≤ 4/3. This will be clear later from Eqs. (115,120). L ave = L ave (r), r > M + c is defined as follows.
We shall use L either in the form
by averaging L on the r = constant loops on a φ = constant surface. For future reference we note that L and L ave → 1 as r → ∞. This follows from Eq. (81). We have introduced L to present some equations in a compact form. We can possibly take the mystery out of L by examining the following cumbersome expression for L.
Thus as sin
. Thus L tends to a finite limit as r ↓ M + c on the horizon whenever the spinor Θ g 0 on the horizon. Since Θ g cannot identically vanish on the totally geodesic surface representing the horizon, Eq. (93) shows that L ave is bounded as r ↓ M + c. However as stated above we are interested only for L ave ≤ 4/3.
We denote a φ = constant surface in Σ + by Σ + 2 . Let U = |U|e iω , ω being real. We assume that U, ω are functions of r only.
Proof. Writing the 3-Laplacian ∆ χ relative to χ = σ 2 ζg + U f dφ 2 in terms of the Laplacian of the 2-metric χ = σ 2 ζg we get
2 . Now we use Eq. (66) to get
Now we multiply both sides of Eq. (95) by sin 2 θ. LHS becomes (since U, r out are functions of r only),
where we used ∆ sin 2 θ = 2g θθ cos(2θ)
Thus Eq. (95) becomes
Hence using Eq. (96) again and adding ∆ χ sin 2 θ to both sides we get Eq. (94).
On (Σ − , χ − ) we get a similar identity as Eq. (94) using the spinor
in Θ χ . This is Θ χ on Σ − and it may differ from Θ χ on Σ + because in general U(r) are different functions on Σ ± . However to keep notation simple we use U for U ± . We also recall χ − = (16/c 4 )r 4 in χ. The singular factor r −2 in in Θ χ − makes it difficult to manipulate. So we shall write the identity for Σ − using Θ χ on Σ − . This is done below using several transformation formulas which are straightforward to check.
As usual when not specified explicitly norms and inner products for gradients of functions are w.r.t. g. In order to tackle the contribution from the term ||Θ χ || 2 ∇ ln U, ∇ ln r in χ − coming from Eq. (100) we shall need the following lemma. The lemma is proved in the appendix.
Lemma 9.2. For the metric γ = σ 2 ζg + |U| −4 U f dφ 2 and spinor
where I is a real function. In case U is a positive real function I = 0.
The spinor Θ χ − satisfies D χ − Θ χ − = 0 by the conformal transformation formula. For it Eq. (90) becomes after dividing out by c 4 /16,
Using Eqs. (98-100) we obtain
So Eq. (102) gives
Finally Eq. (79) gives
Identity for Σ − is given in the following lemma.
Lemma 9.3.
where I is as in Lemma 9.2 and
Proof. Writing the 3-
Multiplying both sides by sin 2 θ and using that U, r in are functions of r only we get
Using |U| −3/4 = L − ||Θ χ || 2 and Eq. (96) we get
Since 4σ
we get Eq. (106) using Lemma 9.2.
Main theorem
We separate the positive part of the contribution of the integral of
on Σ ± . Although this integral will be zero in case ||Θ χ || 2 is constant the integrand is not identically zero even in the case of Kerr-Newman solution. This follows from Eq. (96). Let
As usual we are interested only for r 0 > M + c. We recall that 
Q g is nonnegative. This will be important in the proof of the main theorem.
We define
As explained before 
where
We now define an average of Q Π on a r = constant loop on a φ = constant surface.
Thus Q ave (r 0 ) =
Also as sin θ → 0 and r ↓ M + c, Q ave (r) is bounded because Q Π is at worst Lemma 10.1. Suppose U = U (r) and
Proof. Using Eqs. (89,57,52) we see that the LHS of Eq. (114) is
We use the definition of Q ave given in Eq. (111). Also from (93) and noting that (∂ ln f /∂r) = 2(r 2 − 2M r + a 2 ) −1/2 we get
So replacing Q Π and L by their respective average values Q ave and L ave we write the LHS of Eq. (114) as (r 1 ,r 2 )
−1/2 drdθ which is 0 by Eq. (113).
Thus if U is a solution of (113) then integrating (94) we get
Bdθ
where we wrote the boundary integrands with respect to outward normals by B.
Before computing B we cannot give rigorous details. However we state roughly our plan. The part of the axis given by θ = 0 or θ = π alone (alone means in the region r > M +c as explained after Eq. (46)) does not appear as a limiting boundary. If we consider a θ = constant = θ 0 line for θ 0 close to 0 or π as a boundary then the LHS of Eq. (94) gives on this boundary
where n is the unit normal form on this line. All other terms are orthogonal to n. The integral vanishes as θ 0 → 0 or π because it is bounded by C sin θ (r 2 −2M r+a 2 ) −1/2 r −1 dr for some constant C. r −1 factor comes from ||Θ χ || 2 − 1 for large values of r. This factor is necessary only to make the constant C independent of r. But we can also take the θ 0 → 0 or π limit for a fixed large r first and then let r → ∞. The boundary term from ∆ χ sin 2 θ in the RHS of Eq. (94) vanishes.
Now we want to compute the boundary integrals. But in order to evaluate the boundary integral at r = M + c and not on the axis we are forced to consider the identity in Eq. (106) on Σ − and to match U suitably across the smooth parts of the limiting surface at r = M + c. We proceed as follows.
A solution of Eq. (113) for 4 − 3L ave ≥ 0 is given by the first case of the following equation.
For this solution for r > M + c, Re d ln U dr ≤ 0. Writing for this solution
we see that I 1 is a real function on Σ + . Absorbing the other pure imaginary (or zero) term of Eq. (94) we define
Similarly on Σ − we seek U such that
A solution of Eq. (119) for 4 − 3L − ave ≥ 0 is given by the first case of
For this solution for r > M+c, Re
where both R in and I in are real and R in ≥ 0.
The above equation holds even before we match U on both Σ ± 2 at r = M + c using the constant of integration.
Lemma 10.2. Let n χ be the unit normal form relative to the metric χ on the loop r = r 0 and the corresponding vector points in the direction of decreasing r. Let U = U(r). For M + c < r 0 < ∞,
Similarly on Σ − with n χ − being the unit normal form relative to the metric χ − on the loop r = r 0 and the corresponding vector pointing in the direction of decreasing r,
In case U is real near infinity, U Proof. First we note that ∇||Θ χ ||
We now integrate Eqs. (94,106) on Σ ± . For both cases the boundary integrals at r = M + c (equivalently 2r in = 2r out = c) are evaluated w.r.t. to the normal vector pointing in the direction of decreasing r.
Lemma 10.3. Suppose U = U (r) is globally C 1 and U −1 is globally bounded and (d ln U/dr) = o(r −1 ) as r → ∞ and U is a solution of Eq. (115) in Σ + and Eq. (120) in Σ − such that (d ln U/dr) is locally bounded in (M + c, ∞). and fails to be differentiable at most at finite number of points. Then
hence gives the cancellations of the boundary integrals at finite number of values of r where U fails to be twice differentiable.
If there are parts on the axis above the topmost and below the bottommost poles where r ↓ M + c and sin θ → 0, the proof of the main theorem below becomes much more difficult and we shall need to consider the expression for Ω K in details. We include this expression which can be checked using Eqs. (39,60) and the formula after Eq. (63).
We recall (r − M − c)(r − M + c) = r 2 − 2M r + a 2 . Thus as r ↓ M + c and sin θ → 0,
We shall need to estimate the following two integrals respectively on a θ = constant curve and on the curve r = M + c + curve. Here
We need these integrals only near the limiting set as r ↓ M +c, sin θ ↓ 0 on the axis segment above the topmost and below the bottommost pole in case such segments have finite length. In the picture below we explain the axis segment above the topmost pole. It does not matter if the r = constant curves shown intersect the θ = constant more than once. The point is in case the segment AB A A is given by z = c on the z-axis Proof. First we recall that L ave , Q ave are independent of U and are fixed functions. They are determined by the spacetime metric and the known spinor Θ g which is also determined by the spacetime metric. L ave → 1 as r → ∞. As r → ∞, Q ave = O(r −1 ) by Eq. (112). Thus for large r, (d ln U/dr) is real and
. So near infinity U is real and U and its derivative have the appropriate decay needed for Lemma 10.3. Near r = M + c, U could be imaginary but its real and imaginary parts have the necessary decay. Near r = M + c, Q ave is of the form C 1 + C 2 r where C 1 and C 2 are real constants. Thus near r = M + c, U is an approximate solution of
for some complex constants C 3 and C 4 . This gives
U is never zero. Now the question is whether (d ln U/dr) can fail to be differentiable at infinite number of values of r. We already know the behavior of (d ln U/dr) near r = M + c and for r sufficiently large. Away from the possible zero set of Θ in the region r > M + c of 3-manifold, L is analytic. We consider the points in a compact r-interval (122) provided we take the same value of |U| at M + c for U on both sides. The real part has nonnegative definite integrand. This shows P = 0. P = 0 gives σ = 1 identically. Thus by asymptotic conditions X = X K . From X = X K alone we can-not conclude that we have a single black hole. To claim that we have a single black hole we have to show that the 3-metrics g and g K are equal. We now prove this fact by showing Ω = Ω K . Applying the conformal transformation formula to the metric g = Ω dρ 2 + dz 2 we get R = −∆ ln Ω. Similarly and using conformal invariance in 2-dimension we have K is zero on these line segments. So we shall integrate the identity ∆ ln(Ω K /Ω) = − f em away from these line segments in the following way. In the limit r ↓ M + c, the r = constant curves are coming close to the inner parts of the axis (and possibly to parts of the axis adjacent to the topmost or bottommost poles) when there are more than one black hole. Before we approach each line segment between two neighboring black holes we take the boundary part to be a θ = constant line segment for θ close to 0 or π. On a θ = constant line segment the boundary integral will be (apart from the sign)
−1 dr. Now we can arrange that the line θ = constant will intersect the r = constant loop between two neighboring black holes even number of times. Thus this integral will be zero between to neighboring intersection points because limits of the integration will be the same. Between two neighboring intersection points where the θ = constant line is nearer to the axis we take the boundary to be the r = constant loop. Boundary integral will vanish at this part because now we integrate relative to θ between two equal values of θ. The above argument does not apply for calculating the contribution of the boundary integral from the possible parts of the axis adjacent to the top-most or bottommost poles where, in the limit r ↓ M + c, a r = constant curve is coming close to the axis along an axis segment of nonzero length. Because now we cannot arrange that a θ = constant curve will intersect a r = constant curve in even number of times. That is without the absence of a black in one side this r = constant curve cannot cross the θ = constant curve to come out. In the following we only consider the segment over the topmost pole. In reference to the diagram we show why the length of the segment AB is zero. Suppose the length of AB is not zero. 
For the boundary integral with the domain of integration approaching the limiting set r ↓ M + c on the axis we follow the previous method of integration when both θ and r approach constant value on the same line segment. We now get Ω = Ω K . So we have a single black hole and arguments of Bunting [3] or Mazur [4] give the uniqueness result. 
. So the boundary integrals from the axis for r > M+c in both identitities vanish. On the even horizon X 2 (∂(W/X)/∂(r)) = (sin 2 θ)O (1) . If the boundary integrals on the horizon as r ↓ M + c vanish for the first identity then they will also vanish for the second identity because (W −W K )/X is constant on each black hole surface. On the limiting set r ↓ M + c on the axis and between the black holes we follow the previous method of integration when both θ and r approach constant value on the same line segment. On the limiting set r ↓ M + c on the axis above the topmost or below the bottommost pole we integrate along a r = constant curve. For example in the 1st identity the boundary contribution for these two line segments are proportional to
√ r 2 − 2M r + a 2 dθ which goes to 0 as sin θ 1 , sin θ 2 go to 0. Similarly in the second identity too ρ get cancelled and the integral tends to 0. Thus all the boundary integrals for the first and hence for both the identities vanish and we get W = W K from the second identity. So using ρ 2 = V X + W 2 we get V = V K . Now it is well-known that if V, W are known then Ω can be solved uniquely using its asymptotic value. Finally we ask whether in the Kerr-Newman case one can prove W = W K before proving Ω = Ω K . Assuming that W has the same positivity property as X one expects that by defining σ = (W/W K ) 1/4 one would be able to repeat the argument for showing X = X K .
Conclusion
We showed that spin-spin interaction cannot hold black holes apart in stationary equilibrium in an analytic asymptotically flat axisymmetric spacetime even in the presence of electromagnetic fields. The way we modified the method step by stem from the application of positive mass theorem in Bunting and Masood-ul-Alam [21] gives us hope that the method can be further modified to drop the axisymmetry assumption. This would however be a huge program because our method only shows X = X K . The equations to show the rest (including the equation for Ω) are changed without the assumption of axisymmetry. A more manageable problem the solution of which will also be a significant progress is as follows. In stead of Eq. (1) one starts with a non-axisymmetric spacetime metric of the form −(V + tt )dt 2 + 2(W + tφ )dtdφ + 2 tx A dtdx A + (X + φφ )dφ 2 + g + αβ dx α dx β where is small and has appropriate boundary properties. In this case one expects that the error from the deviation from axisymmetry can be absorbed in a modified Q ave having the required boundary properties so that our method would work.
Appendix
We outline the proofs of Lemma 8.1 and Lemma 9.2. If necessary further details can be found in Appendix I of [2] . We denote ∇ g 1 by 1 ∇ and ∇ g 2 by 2
∇. Let {e (1) i } i=1,2,3 be orthonormal frame field of one forms for g 1 = G + f 1 dφ 2 . Let {e(2) i } be the corresponding orthonormal one forms for g 2 = G + q f 1 dφ 2 . We take e(2) φ = q f 1 dφ because q f 1 dφ, dφ g 2 = q f 1 g However at a single point we can arrange G AB to be δ AB . We also note that e(2) φ , e(2) φ g 2 = q f 1 e (2) 
