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Resumo
As infecções por flavivírus são um grave problema de saúde pública no Brasil, particular-
mente nos últimos anos devido ao grande número e gravidade de casos de infecções por
vírus Zika, Dengue e Chikungunya e, mais recentemente, surtos de infecções por vírus
da Febre Amarela. Portanto, entender os efeitos das variações genéticas tanto em nível
funcional, quanto em aspectos estruturais e o desenvolvimento de novas ferramentas para
auxiliar no seu combate é necessário para apoiar a vigilância e controle desses vírus. Neste
contexto, desenvolvemos um método para predição de potenciais microRNA em genomas
de Flavivirus. A sua implementação foi feita por um workflow que inclui a integração
de scripts Perl e Bash, ferramentas do pacote ViennaRNA e o software miRanda para
identificação potenciais alvos de microRNA que interagem com regiões não codificado-
ras de genomas Flavivírus. Como estudo de caso, usamos genomas dos 4 sorotipos do
vírus da Dengue (DENV) sendo possível observar que existem potenciais alvos de miRNA
exclusivos de certos sorotipos e diferenças estruturais entre os sorotipos, o que pode ser
útil para o desenvolvimento de métodos de diagnóstico. Melhorias futuras do workflow
incluem a sua utilização em genomas de outros flavivírus, tais como os vírus da Zika
(ZIKV) e febre amarela (YFV), e predição de potenciais alvos para siRNA e gRNA nesses
vírus.
Palavras-chave: estrutura secundária, RNA, arboviroses, dengue
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Abstract
Flavivirus infections are a serious public health issue in Brazil, particularly in recent
years due to the large number and severity of cases of Zika, Dengue and Chikungunya
virus infections and, more recently, outbreaks of Yellow Fever virus infections. Therefore,
understanding the effects of genetic variations at functional and structural levels and de-
veloping new tools are necessary for supporting arboviral surveillance and control efforts
of these viruses. In this context, we developed a workflow to predict potential microRNA
in Flavivirus genomes. The workflow implementation comprised the integration of Perl
scripts, tools from ViennaRNA package, and miRanda software to search for potential
microRNAs that potentially interact with non-coding regions of Flavivirus genomes. As
a case study, genome sequences of Dengue virus serotypes were used. We could observe
structural differences among the serotype sequences and miRNA target binding sites exclu-
sively identified for each serotype, which may be useful for the development of diagnostic
methods.
Keywords: Flavivirus, Dengue, microRNA, RNA secondary structure, bioinformatics
workflow
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Capítulo 1
Introdução
Arboviroses são doenças causadas por vírus transmitidos por artrópodes hematófagos
(arbovírus - arthropod-borne virus) e têm se tornado um constante e grave problema de
saúde pública nos últimos anos, devido ao grande número e gravidade dos casos de infecção
por Flavivírus, tais como zika vírus (ZIKV), vírus da dengue (DENV) e febre amarela
(YFV) [1].
O crescente aumento nos casos de infecção por flavivírus emergentes ressalta a impor-
tância de novas ferramentas de auxílio no combate às arboviroses. Além da dificuldade do
diagnóstico, a heterogeneidade genotípica apresentada pelos agentes etiológicos influencia
diretamente no processo de desenvolvimento de vacinas e tratamentos eficazes [2].
RNA não codificadores (ncRNA) têm sido frequentemente empregados para diversos
estudos moleculares e apresentam grande potencial de se tornarem tratamentos terapêu-
ticos no futuro [3]. Como mostrado para microRNA, a acessibilidade de sítios alvos
influencia na eficiência de controle [4]. Portanto, a predição de alvos para microRNA
associados à conservação de estruturas secundárias de RNA pode ser de grande utilidade
para novas estratégias de controle dessas doenças.
Devido à necessidade de ferramentas que realizam análises integradas para estudo
de ncRNA e flavivírus, desenvolvemos um workflow para predição de potenciais alvos de
microRNA considerando a acessibilidade de regiões regulatórias nos genomas desses vírus.
Este trabalho foi desenvolvido por meio de uma parceria entre a Universidade de Brasília
(UnB), Fundação Oswaldo Cruz Brasília (Fiocruz) e Fundação Oswaldo Cruz Bahia.
1.1 Objetivos
Este trabalho tem como objetivo geral desenvolver um método para integração de análises
para identificação de potenciais alvos de microRNA nos genomas de flavivírus e imple-
mentação do método desenvolvido em um workflow .
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1.1.1 Objetivos específicos
• Desenvolvimento de um método para análises integradas;
• Comparação de estruturas secundárias preditas em regiões genômicas virais;
• Predição de alvos para controle por RNA não codificadores;
• Localização dos alvos preditos em relação às estruturas secundárias de RNA;
• Seleção de potenciais alvos considerando suas acessibilidades;
• Implementação do workflow utilizando ferramentas disponíveis e desenvolvidas neste
trabalho;
• Estudo de caso de sequências do vírus da dengue (DENV) utilizando o workflow.
1.2 Descrição dos Capítulos
Nos capítulos a seguir, descreveremos brevemente conceitos de Biologia Molecular e apre-
sentaremos o workflow desenvolvido. No Capítulo 2, sobre Biologia Molecular, abordamos
ácidos nucleicos, Flavivírus e suas regiões regulatórias. No Capítulo 3, descrevemos o de-
senvolvimento do método e a construção do workflow para a predição de potenciais alvos,
as principais ferramentas utilizadas e scripts desenvolvidos. Em seguida, no Capítulo
4, apresentamos os resultados para o estudo de caso de sorotipos do vírus da dengue
(DENV). Por último, são apresentadas as considerações finais sobre o projeto, possíveis
aprimoramentos e propostas para trabalhos futuros.
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Capítulo 2
Biologia Molecular e Bioinformática
Neste capítulo serão apresentados alguns conceitos básicos da Biologia Molecular. Na
Seção 2.1, descreveremos brevemente o dogma central da Biologia Molecular e em seguida
ácidos nucleicos com ênfase no RNA e sua estrutura secundária, Seção 2.2. Na Seção
2.3, são introduzidos conceitos a respeito do genoma viral dos flavivírus e suas principais
características, com ênfase nas estruturas secundárias e regiões não codificadoras.
2.1 Dogma Central da Biologia Molecular
O dogma central da Biologia Molecular foi inicialmente proposto por Francis Crick em
1958 após descobertas sobre a estrutura do DNA. O dogma central descreve a transferência
de informação genética e afirma que não é possível realizar o processo partindo de uma
proteína para outra proteína ou para um ácido nucleico [5].
Figura 2.1: Esquema para o dogma central da Biologia Molecular. As flechas
pontilhadas representam transferências especiais e as flechas sólidas, os processos mais
comuns (Fonte: [5]).
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Os casos de transferência que necessariamente ocorrem nas células são:
1. DNA → DNA
2. DNA → RNA
3. RNA → Proteína
O primeiro é a replicação, cópia do DNA parental para moléculas-filhas idênticas de
DNA. O segundo é a transcrição, por meio do qual parte da informação contida no DNA
é copiada para uma molécula de RNA. E, por fim, a tradução, processo pelo qual a
mensagem transmitida ao RNA mensageiro é traduzida nos ribossomos em uma cadeia
polipeptídica com uma sequência específica de aminoácidos [6].
Uma transcrição especial é aquela que não ocorre na maioria das células, entretanto
pode acontecer em circunstâncias específicas. Como RNA → RNA e transcrição reversa,
que podem ocorrer em algumas células infectadas por vírus.
Por décadas, pensou-se que o RNA desempenhava um papel muito pequeno na expres-
são de genes por apenas converter informações genéticas do DNA em proteínas funcionais.
No final dos anos 60, descobriu-se que um subconjunto de RNA controlava a expressão
gênica, afirmando quais genes deveriam ser ativados e quais deveriam ser desativados [7].
Nomeados RNA não codificadores, esse subconjunto é diferenciado em classes de acordo
com a sua função e origem [8].
2.2 Ácidos nucleicos
Ácidos nucleicos, ácido desoxirribonucleico (DNA) e ácido ribonucleico (RNA), são ma-
cromoléculas compostas por nucleotídeos e desempenham um papel fundamental no ar-
mazenamento e transmissão das informações genéticas [6]. Determinam a estrutura e
funcionamento de todas as proteínas de uma célula e catalisam diversas reações essenciais
nas células, incluindo a formação de ligações peptídicas entre os aminoácidos durante a
síntese de proteínas [9].
Os nucleotídeos, elementos que constituem essa macromolécula, possuem três compo-
nentes característicos: (1) uma pentose, (2) um grupo fosfato e (3) uma base nitrogenada.
Esta última pode ser classificada como purina ou pirimidina, ilustrado na Figura 2.2. As
bases púricas principais são adenina (A) e guanina (G), e as pirimídicas são citosina(C),
uracila (U) e timina (T). Esses nucleotídeos são ligados covalentemente por ligações fos-
fodiéster entre o grupo 5’-fosfato de uma unidade nucleotídica e o grupo 3’-hidroxila do
nucleotídeo seguinte, formando assim uma sequência de fita simples de ácido nucleico.
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Figura 2.2: Estrutura de nucleotídeos. (a) A estrutura geral de um ribonucleotídeo.
Nos desoxirribonucleotídeos, existe um H no carbono 2’ (vermelho) ao invés do grupo
OH. (b) Os compostos precursores das bases pirimídicas e púricas dos nucleotídeos e dos
ácidos nucleicos (Fonte: [6]).
2.2.1 DNA
O ácido desoxirribonucleico (DNA) é responsável pelo armazenamento e transmissão de
toda informação necessária para o funcionamento de um organismo. Geralmente são
moléculas grandes, compostas por milhares de genes, o segmento de DNA que determina
uma sequência para síntese de RNA ou proteínas [6].
A estrutura do DNA, chamada de dupla hélice ou duplex, é constituída por duas
cadeias polipeptídicas antiparalelas complementares entre si, ilustradas na Figura 2.3. As
bases púricas, adenina (A) e guanina (G), se paream respectivamente às bases pirimídicas,
timina (T) e citosina (C) [6].
2.2.2 RNA
O RNA possui diversas classes e funções celulares. Com exceção dos genomas de RNA
de certos vírus, essas macromoléculas são resultado da transcrição, processo no qual um
sistema de enzimas converte a informação genética de um segmento de fita dupla de DNA
em um filamento de RNA. O resultado é uma sequência de bases complementares a uma
das fitas de DNA [6].
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Figura 2.3: Estrutura dupla hélice do DNA (Fonte: [6]).
Características e Funções
Podemos classificar os RNA em tipos principais: (a) RNA ribossomais (rRNA), que com-
põem os ribossomos, executores da síntese de proteínas; (b) RNA mensageiros (mRNA),
que atuam como intermediários nessa síntese, levando a mensagem genética do DNA para
o ribossomo e especificando a sequência de aminoácidos de um ou mais polipeptídeos;
(c) RNA transportadores (tRNA), que são moléculas responsáveis por ler a informação
codificada nos mRNA e transferir o aminoácido adequado para a biogênese da proteína.
Além dessas três classes principais, existe uma grande variedade de tipos de RNA com
funções diversas, como RNA não codificadores (ncRNA). Os ncRNA são fitas simples com
funções estruturais, enzimáticas e regulatórias.
Dentre os ncRNA, os microRNA e RNA de interferência (siRNA) são os mais estudados
atualmente. Após a conclusão do Projeto Genoma Humano, foram encontrados cerca de
1000 genes que codificam microRNA, o que representa aproximadamente 3% do genoma
humano [10]. Os microRNA [11] são essenciais na determinação do destino celular,
uma vez que regulam o desenvolvimento, maturação, diferenciação e apoptose da célula.
Alternativamente, eles também assumem importância central em nossa compreensão de
muitas condições patológicas, como a carcinogênese. Portanto, RNA não codificadores
estão na vanguarda da biologia moderna [12].
Os microRNA são RNA endógenos com cerca de 22 nucleotídeos e atuam em animais
e plantas na regulação da expressão gênica associando-se a um RNA mensageiro (mRNA)
alvo levando a clivagem ou repressão da tradução [13]. Após a tradução, os microRNA
regulam os genes de síntese de proteínas por meio da associação de um complexo proteico
conhecido como RISC (RNA-induced silencing complex) e o mRNA [14].
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A acessibilidade da região de ligação do mRNA destino é um fator importante para
determinação da eficácia do microRNA [15]. É necessário pelo menos quatro bases desem-
parelhadas consecutivas no local de pareamento entre o mRNA alvo e o microRNA [16].
Portanto, prever estruturas secundárias conservadas é crucial para encontrar alvos mais
eficazes.
Estrutura dos RNA
A estrutura dos RNA pode ser classificada de acordo com seu nível de complexidade, sendo
primária sua sequência nucleotídica; secundária qualquer dobramento da fita de RNA em
uma estrutura estável e regular; terciária é a estrutura tridimensional, moléculas grandes
como tRNA ou rRNA [17].
As diversas funções executadas pelo RNA são um reflexo de sua estrutura diversificada
e muito mais complexa do que a observada no DNA. Diferente desse último, cuja estrutura
é uma longa sequência de dupla hélice, a maioria dos RNA celulares são fitas simples
e geralmente possuem sequências auto complementares que favorecem o surgimento de
duplas hélices a partir do enovelamento da molécula sobre ela mesma. O resultado são
estruturas como grampos (hairpin), stem-loops, multi-loops e outras formas consequentes
do pareamento entre segmentos complementares distantes, ilustrado na Figura 2.4. [9]
Figura 2.4: Principais tipos de loops em estruturas secundárias de RNA (Fonte: [18]).
Na Figura 2.5, podemos observar uma alça interna (interior loop), que se deve a bases
não complementares entre segmentos de bases complementares. Já a alça (loops) do tipo
grampos é formada por uma sequência palindrômica geralmente composta por aproxi-
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madamente 5–10 nucleotídeos. Enquanto os stem-loops (SL) são mais extensos podendo
conter de 10 a milhares de bases pareadas. Algumas pequenas sequências de bases especí-
ficas, como UUCG, são comumente encontradas no final de grampos de RNA e conhecidas
por formarem alças particularmente firmes e estáveis. Tais sequências podem ser precur-
soras para o dobramento de uma molécula de RNA na sua estrutura tridimensional [9].
Figura 2.5: Exemplo de estrutura secundária do RNA (Fonte: [9]).
Além dessas topologias existe também o pseudo-nó, uma estrutura de RNA composta
de dois segmentos helicoidais conectados por regiões de fita simples ou hairpins (Figura
2.6). Embora existam várias topologias de dobramento distintas de pseudo-nós, a melhor
caracterizada é o tipo H. Na dobra do tipo H, as bases na alça de um grampo formam
pares intramoleculares com bases fora da haste. A formação de um segundo tronco e
alça resulta em um pseudo-nó com duas hastes e duas alças. As duas hastes são capazes
de se empilhar umas sobre as outras para formar uma hélice quase contínua com um fio
contínuo e um descontínuo [19].
Figura 2.6: Pseudo-nó de dobra tipo H.
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O padrão de pareamento entre bases para o RNA é muito semelhante ao observado
no DNA: G pareia com C e A pareia com U. Porém, apesar de incomum, para o RNA é
possível o pareamento entre G e U (stacked pair), permitindo uma variedade ainda maior
de estruturas e combinações.
As moléculas funcionais de RNA que desempenham papeis na célula, dependem de suas
características espaciais para determinar as suas funções. Por consequência, as estruturas
secundárias são altamente conservadas durante a evolução das várias classes de RNA.A
importância da compreensão da estrutura do RNA cresce à medida que surgem mais
informações sobre as diversas funções desempenhadas por moléculas de RNA [17].
2.3 Flavivírus
O gênero Flavivírus da família Flaviviridae compreende cerca de 70 vírus, dentre eles o
vírus da dengue (DENV), encefalite japonesa (JEV), encefalite de St. Louis (SLEV), febre
amarela (YFV) e Zika (ZIKV) [20]. As flaviviroses são subdividas em três grupos no-
known vector (vetor desconhecido - NKV), mosquito-borne (MBFV) e tick-borne (TBFV).
Figura 2.7: Organização genômica e de poliproteínas para vírus do gênero Flavivírus.
Abaixo do genoma são indicadas as proteínas virais sintetizadas por um processo proteo-
lítico. NCR, região não codificadora (Fonte: [21]).
Os vírus desse gênero são pequenos, envelopados e são constituídos de uma fita de RNA
positiva-simples [22]. O genoma de aproximadamente 10.8 kb possui uma open reading
frame (ORF) a partir da qual é sintetizada uma única poliproteína. Seu N-terminal
codifica três proteínas estruturais do vírus: capsídeo (C), precursor da membrana (prM)
e o envelope (E). Além destas, sete proteínas não-estruturais (NS1, NS2A, NS2B, NS3,
NS4A, NS4B, NS5) essenciais para a replicação viral, são codificadas por este genoma
(Figura 2.7 [23]).
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A ORF é flanqueada pelas regiões não-codificadoras 5’ e 3’ (UTRs) que atuam na re-
plicação, montagem e reconhecimento dos sítios para tradução. A região 5’ possui cerca de
100 nucleotídeos enquanto a região 3’ tem 400 a aproximadamente 800 nt. Modificações
genéticas nessas regiões podem atenuar o flavivírus, sem alterar sua especificidade anti-
gênica, tornando-as possíveis candidatas para desenvolvimento de vacinas, o que atraiu
interesse da comunidade cientifica [24].
2.3.1 Replicação
As proteínas virais são sintetizadas como parte da poliproteína que é clivada por proteases
virais e da célula hospedeira. A replicação dos membros da família Flaviviridae ocorre
através da síntese de um anti-genoma molde para a produção de RNA genômico, que
atua na replicação e serve de exemplo para novas fitas de RNA com a polaridade positiva.
Dentre as enzimas de replicação estão inclusas a serina protease, RNA-helicase, RNA-
dependente do RNA polimerase. A criação de novas partículas virais se dá próximo
ao retículo endoplasmático, onde o nuclecapsídeo é envelopado e o seu transporte até a
membrana plasmática é feita pelas vesículas que se fundem com a membrana celular.
Após, o transporte a liberação de partículas virais se dá por exocitose [21].
2.3.2 Região 5’UTR
A região 5’UTR é composta por uma sequência com cerca de 100 nucleotídeos. Sua
estrutura secundária apresenta regiões bem conservadas e possui um papel importante
na replicação e tradução de flavivírus [25]. Nessa região, existem dois stem-loops (SLA
e SLB), sendo que SLA possui 70 nucleotídeos e devido a seu formato em Y atua como
promotor para a síntese de RNA [26], já o segundo, SLB, possui aproximadamente 16
nucleotídeos e é conhecido como 5’ upstream AUG region (5’UAR), que é a complementar
a região presente no terminal 3’ do genoma viral (3’UAR) possibilitando a ciclização do
genoma [25].
2.3.3 Região 3’UTR
No geral, existe uma grande variação de sequência e tamanho na região 3’UTR dos ge-
nomas de flavivírus. Entretanto, foram encontradas estruturas secundárias conservadas
nesta região [24]. Para flaviviroses transmitidas por mosquitos (mosquito-borne), a re-
gião 3’UTR pode ser dividida em três domínios. O primeiro domínio (3’VR) está lo-
calizado após o stop códon e possui sequência variável, o segundo (3’DB) possui vários
hairpin motifs e é moderamente conservado em sequência, enquanto que, o terceiro do-
mínio (3’CS/SL) que é fortemente conservado e contém a sequência de ciclização (CS1) e
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estruturas SL estáveis [27]. A estrutura 3’SL possui cerca de 90 a 120nt e está localizada
no fim do terminal 3’.
A Figura 2.8 mostra um exemplo de estrutura do DENV-2, mostrando as regiões
5’UTR e 3’UTR, seus domínios, pseudo-nós e as sequências complementares que possibi-
litam a ciclização do genoma.
Figura 2.8: Modelo de elementos sequenciais e estruturais em UTRs de flavivi-
roses mosquito-borne. O start e stop códons são indicados pelas setas vermelhas. A
região do terminal 5’ (amarelo) compreende o 5’UTR - 5’SLA e 5’SLB, e o 5’cHP presente
na região codificadora C. A região 3’UTR é dividida em três domínios: VR (roxo) com
os stem-loops SL-I até SL-V, região DB (rosa) com estruturas dumbbell duplicadas e por
último a região de ciclização 3’ e o stem-loop terminal (3’CS/SL, laranja). A posição dos
pseudo-nós (PK) estão indicados em turquesa. Sublinhado em verde temos as sequências
complementares na 5’ e 3’UTR que permitem as ciclização do genoma (Fonte: [28]).
2.3.4 Ciclização do genoma
O pareamento de bases entre os terminais do genoma podem levar a sua ciclização e a
estrutura formada exerce um papel importante na regulagem da tradução, replicação e
empacotamento do genoma [22].
Para espécies de flavívirus, foram preditas sequências de ciclização conservadas no
terminal 5’ da região codificadora C (5’CS) e na região 3’UTR (3’CS ou CS1) logo antes
do stem-loop conservado do terminal 3’ (3’SL), que estão envolvidas na formação de
estruturas panhandle - apresentada na Figura 2.9. Estudos de mutagênese in vitro e in vivo
mostraram que mutações nas regiões de ciclização 5’e 3’ podem ser toleradas desde que o
pareamento de bases seja mantido. A formação dessas estruturas e a ciclização do genoma
como precursores da replicação do RNA foram sugeridos como possíveis mecanismos dos
flavivírus para garantir que apenas genomas completos e sem danos fossem replicados [29].
Os elementos CS não são os únicos necessários para a ciclização genômica, na região
5’UTR antes do precursor da tradução AUG (5’ upstream AUG region) foi encontrada
uma sequência complementar a uma encontrada dentro da região 3’SL, e as bases desses
elementos 5’UAR e 3’UAR se pareiam. Também é necessária a região 5’ após o precursor
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AUG (5’DAR) que pareia com a região anterior ao 3’SL [27]. Além disso, uma complexa
estrutura formada no final dos terminais 5’e 3’, constituída de três fitas de 5 nt, é essencial
para a replicação do genoma viral [30].
Figura 2.9: A ciclização do genoma forma uma estrutura panhandle. Interações
RNA-RNA entre sequências CS e UAR circularizam o genoma formando uma estrutura
panhandle. Observamos que 5’SLB se desdobra e permite interações 5’-3’UAR. Algo
semelhante ocorre com a região 3’HP que se desdobra e participa do pareamento entre
5’-3’CS e o 3’SL se torna 3’SLA and 3’SLB (Fonte: [28]).
2.4 Bioinformática
Nesta seção são apresentadas as ferramentas e algoritmos que contribuíram para o de-
senvolvimento do método e implementação do workflow. Primeiro é realizada uma breve
introdução sobre o alinhamento múltiplo global e suas implementações (Seção 2.4.1). En-
tão, é apresentada a predição de estruturas secundárias e sua visualização (Seções 2.4.3 e
2.4.4) e a predição de alvos para microRNA (Seção 2.4.5).
2.4.1 Alinhamento múltiplo
O alinhamento múltiplo de sequências (MSA) organiza sequências de proteínas em uma
matriz retangular com o objetivo de que os resíduos em uma determinada coluna sejam
homólogos (derivados de uma única posição em uma sequência ancestral), sobrepostos ou
desempenhando um papel funcional comum. Embora estes três critérios sejam essencial-
mente equivalentes para sequências relacionadas, a sequência, estrutura e função divergem
ao longo do tempo evolutivo e diferentes critérios podendo resultar em alinhamentos di-
ferentes [31].
Esse alinhamento é uma generalização do alinhamento de duas sequências, para um
conjunto de sequências s1, ..., sk o seu alinhamento múltiplo é obtido inserindo espaços nas
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sequências de forma que todas possuam o mesmo tamanho. Comumente, as sequências são
posicionadas numa lista vertical, assim seus caracteres correspondem a mesma posição na
coluna quando comparadas a outras sequências. Existem algoritmos que usam pesos para
mensurar a qualidade do alinhamento e outros agrupam as sequências em uma estrutura
de árvore no lugar de alinhá-los verticalmente [32].
Alinhamentos manualmente refinados continuam sendo superiores aos métodos pu-
ramente automatizados. Entretanto, há um esforço contínuo para melhorar a precisão
biológica das ferramentas de MSA. Além disso, o alto custo computacional dos algorit-
mos de força bruta motiva melhorias na velocidade e uso de memória para acompanhar o
rápido aumento no volume de dados de sequência disponíveis [31].
O alinhamento múltiplo pode ser uma técnica útil para estudar a evolução molecular,
bem como para analisar as relações entre estrutura ou função e sequência primária [33].
Além disso, é uma ferramenta essencial para predição de estruturas e funções, inferência
filogenética e outras tarefas comuns na análise de sequências. Desde o desenvolvimento
do CLUSTAL W, os sistemas desenvolvidos avançaram em relação à precisão, capacidade
de escala para milhares de sequências e flexibilidade na comparação de sequências que
não compartilham o mesmo arquitetura de domínio. Embora CLUSTALW ainda seja o
mais popular ferramenta de alinhamento até hoje, os métodos recentes apresentam melhor
qualidade de alinhamento e, em alguns casos, redução do custo computacional [31].
Outra ferramenta comumente utilizada é o MUSCLE (multiple sequence comparison by
log-expectation) que possui uma alta acurácia e, para grandes quantidades de sequências,
é um dos métodos mais rápidos, quando comparado a outros programas como Clustal W
[31].
2.4.2 Predição de estruturas conservadas de RNA
Progressos significativos foram feitos para a predição de estruturas de RNA não codifica-
dores (ncRNA). As principais ferramentas de predição consideram a conservação evolutiva
de estruturas secundárias funcionais como o principal sinal para detectar ncRNA, uma
vez que são cruciais para exercer sua função biológica [34].
2.4.3 Predição das Estruturas Secundárias
Muitas destas sequências de RNA não codificadores possuem estruturas bem definidas, e
para entender como ncRNA desempenham suas funções é importante conhecer sua estru-
tura [35]. O método mais confiável para predição de estruturas secundárias é a análise de
sequência comparativa [36]. Essa abordagem determina pares de bases conservados entre
sequências homólogas apesar de altamente preciso [37], mas requer um grande número de
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sequências homólogas e significativa percepção humana, portanto possui um uso limitado.
Quando uma única sequência está disponível, a abordagem mais popular é prever a menor
estrutura de energia livre com um algoritmo de programação dinâmica [38, 39, 40].
Apesar de existirem muitos métodos de previsão de estrutura secundária, a determi-
nação da estrutura incluindo pseudo-nós ainda é um desafio. Os algoritmos mais po-
pulares de programação dinâmica para encontrar as estruturas de menor energia livre
não consideram pseudo-nós. Isto permite que estes algoritmos de programação dinâmica
funcionem rapidamente e tenham uma boa escala, isto é, complexidade O(N3) no qual
N é o comprimento da sequência. A inclusão de pseudo-nós na predição da estrutura
requer escalonamento de ordem superior, o uso de heurísticas e/ou um comprometimento
no modelo de energia [35]. Está provado que a previsão das estruturas secundárias de
energia livre mais baixas com pseudo-nós é NP-difícil [41].
Se a predição de pseudo-nós não é estritamente necessária, o pacote ViennaRNA [42] é
uma boa alternativa para predição de estruturas secundárias. Consiste em uma biblioteca
em C e diversos programas stand-alone para a predição e comparação de estruturas se-
cundárias de RNA. Esse pacote possui três tipos de algoritmos de programação dinâmica
implementados para realizar estas predições: algoritmo da função partição de McCas-
kill [43] que calcula a probabilidade dos pares de base de acordo com o seu conjunto
termodinâmico, o algoritmo de mínima energia livre de Zuker e Stigler [44] que resulta
em uma estrutura ótima, e por fim, o algoritmo de Wuchty [45] que realiza os dobramentos
e cria estruturas dentro da faixa de energia ótima.
É interessante destacar o programa RNAalifold [46], que usa o algoritmo de McCaskill
a fim de calcular a estrutura consenso dos RNA alinhados de cada região.
O RNAz [34] é um programa para predição de estruturas secundárias de RNA ter-
modinamicamente estáveis e estruturalmente conservadas. Pode ser utilizado em análises
genômicas a fim de detectar estruturas de RNA funcionais, como as existentes em ncRNA
e em elementos regulatórios de mRNA.
Para verificar a estabilidade termodinâmica, ele utiliza programas do pacote Vien-
naRNA, como o RNAfold [47], para o cálculo da energia livre mínima (MFE) de uma
sequência. Esta energia depende das bases e do tamanho da sequência, portanto analisá-
la de forma absoluta não é possível. O RNAz normaliza as medidas comparando a MFE
da sequência de interesse (m) com a MFE de uma amostra de sequências de mesmo ta-
manho e composição. Então, o z-score é calculado como na Equação 2.1, no qual µ é o
desvio médio e σ é o desvio padrão. Portanto um valor negativo para o z-score significa
que a sequência de interesse é mais estável do que o esperado por acaso.
z = (m− µ)
σ
(2.1)
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Já para predição da estrutura secundária por meio do alinhamento, o RNAz usa o
RNAalifold [46], semelhante ao RNAfold [47]. Entretanto, seu modelo de energia é influ-
enciado pela informação de covariância, mudanças compensatórias e consistentes (um par
CG muda para um par UA, ou AU muda para GU) impactam positivamente no cálculo
da energia. Enquanto mudanças inconsistentes levam a penalidades (CG varia para CA).
O resultado é uma energia livre mínima (MFE) consenso, EA, que é comparada à média
da MFE das sequências individuais (E ′) e assim é calculado o índice de conservação da
estrutura segundo a Equação 2.2. Quanto mais semelhante o dobramento em relação à
cada sequência individualmente e à sequência consenso, mais próximo de 1 será o SCI.
SCI = EA
E ′
(2.2)
Ao analisar os resultados é necessário considerar não apenas o SCI e o z-score, mas
também a relação de identidade entre as sequências (mean pairwise). O SCI deve ser maior
que esta relação para obtermos um resultado ótimo e a confirmação de uma estrutura
conservada funcional.
Apesar de serem algoritmos robustos, a ferramentas para predição de estruturas do pa-
cote ViennaRNA apresentam limitações para sequências longas. Neste caso, as predições
se tornam imprecisas e os dobramentos não apresentam os resultados esperados.
2.4.4 Visualização das Estruturas Secundárias
Depois de preditas, as estruturas precisam ser visualizadas de forma clara. No pacote
Vienna, existem scripts Perl para criação de uma representação gráfica da estrutura, que
pode ser tanto na forma de estrutura e entropia posicional quanto em gráfico montanha
(mountain plot), o qual é mais completo em informações, apesar de menos intuitivo.
Na primeira representação, a entropia posicional é mostrada em uma escala de cores
de vermelho a violeta, sendo vermelho para áreas de baixa entropia e violeta para regiões
alta entropia. Áreas de baixa entropia possuem pouca flexibilidade estrutural, o que torna
a predição mais confiável, enquanto regiões de alta entropia que podem apresentar várias
estruturas alternativas. Para criar imagens da estrutura, existe também o VARNA [48],
que possui uma maior liberdade em manipular as estruturas. Podemos comparar as duas
ferramentas na Figura 2.10.
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(a) (b)
Figura 2.10: Representação gráfica da estrutura secundária. A entropia posicional
é representada em uma escala de cores, sendo vermelho para áreas de baixa entropia e
violeta para regiões de alta entropia. (a) Exemplo de estrutura secundária de RNA usando
relplot.pl. (b) Exemplo de estrutura secundária de RNA usando o VARNA
Outra representação da estrutura é o mountain plot, no qual a estrutura secundária é
apresentada em um gráfico de altura versus posição, no qual a altura m(k) é dada pelo
número de pares de bases que envolvem a base na posição k. Em outras palavras, cada
trapézio é um par de base e os loops correspondem a platôs, hairpin loops são picos e
hélices são inclinações. As cores representam a quantidade de mutações compensatórias
e consistentes para aquele par: vermelho mostra que não há variação da sequência; ocre,
verde, turquesa, azul e violeta são usados para pares com 2, 3, 4, 5, 6 pares diferentes,
respectivamente. No pacote ViennaRNA, o script Perl para gerar esse tipo de gráfico é o
cmount.pl sendo sua saída exemplificada na Figura Figura 2.11.
Figura 2.11: Exemplo de mountain plot. As cores representam a quantidade de
mutações compensatórias e consistentes para aquele par: vermelho mostra que não há
variação da sequência; ocre, verde, turquesa, azul e violeta são usados para pares com 2,
3, 4, 5, 6 pares diferentes, nesta ordem. (Fonte: [40]).
16
2.4.5 Predição de alvos para microRNA
Os microRNA desempenham um papel essencial na regulação do gene e a sua eficácia está
diretamente relacionada a acessibilidade da região do mRNA alvo, são necessários pelo
menos quatro bases livres consecutivas no sítio de ligação alvo. Logo, prever estruturas
secundárias conservadas é crucial para encontrar alvos mais eficazes [15].
Apesar da importância da acessibilidade do site de destino, poucas ferramentas de pre-
dição consideram a estrutura secundária na sequência alvo. Uma delas é o software PITA,
que considera que a estrutura do mRNA no local de ligação afeta o seu reconhecimento,
promovendo ou desfavorecendo termodinamicamente a interação [16]. Entretanto, esse
programa possui baixa eficiência comparado à outros algoritmos [49]. Outra limitação
das ferramentas disponíveis é que em sua grande maioria são somente aplicações web com
limite de sequências, dificultando a análise e sua automatização.
Dentre as ferramentas para encontrar os alvos genômicos para miRNA, destaca-se o
programa miRanda [14]. Trata-se de um algoritmo open-source desenvolvido em C, que
identifica os possíveis alvos em duas etapas. Primeiro realiza um alinhamento local entre
a sequência do microRNA e a sequência referência. Esse alinhamento produz um score
baseado na complementariedade das sequências. Na segunda etapa, o algoritmo utiliza as
pontuações da primeira fase e estima a estabilidade termodinâmica desses alinhamentos.
Para isto, utiliza funções da biblioteca RNAlib, pertencente ao pacote ViennaRNA. E,
por fim, identifica os alvos com energia menor que a energia limite e os seleciona como
possíveis candidatos.
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Capítulo 3
Desenvolvimento do Método e
Implementação do Workflow
Neste capítulo são descritos o desenvolvimento do método e a implementação do workflow.
Na Seção 3.1 apresentamos o método, a seleção das sequências virais por região de interesse
e análise a nível estrutural. Além da predição de alvos de microRNA para essas sequências,
considerando a sua acessibilidade. Na Seção 3.2 é descrita a implementação do workflow
para esse método, os scripts desenvolvidos para selecionar as regiões, criar as entradas para
todos os programas, filtrar os alvos preditos por acessibilidade e automatizar o workflow,
apresentado na Figura 3.2, tornando-o aplicável a qualquer outro flavivírus.
3.1 Desenvolvimento do método
Para realizar as predições de alvos para microRNA em flavívirus considerando a sua
acessibilidade, desenvolvemos o método apresentado na Figura 3.1 que pode ser dividido
em 5 etapas.
A primeira etapa, é a seleção das sequências e divisão da região não codificadora do
genoma viral em domínios. Nessa etapa, as sequências e informações sobre as suas regiões
genômicas são utilizadas como entrada para algoritmos que realizam a extração desses
dados, agrupam as sequências de acordo com o tamanho da sua região não codificadora
e seleciona apenas a região não codificadora de um grupo de sequências. Para escolher o
grupo de sequências, é considerado o tamanho da região não codificadora mais frequente
e são filtradas as sequências que possuem esse tamanho. Após a seleção apenas da região
não codificadora, as redundâncias entre as sequências são removidas.
Na segunda etapa, realiza-se o alinhamento múltiplo global que é utilizado como en-
trada para algumas das etapas seguintes (III e IV). Já na terceira etapa, é analizada
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a conservação de sequências e estruturas secundárias. Na quarta etapa, é realizada a
predição de estruturas secundárias e obtida a representação gráfica dessas estruturas.
Figura 3.1: Modelo do método desenvolvido dividido em 5 etapas: I- Processamento de
sequências (roxo), II- Alinhamento múltiplo (cinza), III- Conservação das sequências e
estruturas secundárias (amarelo), IV- Predição das estruturas secundárias (verde), V-
Predição de alvos para microRNA por acessibilidade (azul).
Por fim, os alvos de microRNA para os flavivírus são preditos, sendo selecionados
considerando a sua acessibilidade, por meio do uso de dados das predições de estruturas.
Como mencionado anteriormente, para um microRNA associar-se a uma sequência é ne-
cessário que exista acessibilidade, isto é, a existência de pelo menos 4 nt não pareados
na região do seed. Como o miRanda não verifica essa característica, foi necessário criar
scripts em Perl para checar a acessibilidade de cada sequência pareada e filtrar para que
apenas os resultados com 10 ou mais sequências fossem apresentados.
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3.2 Implementação do Workflow
Para implementação do workflow baseado no método desenvolvido, usamos os scripts
Perl e Bash, além de ferramentas para predição de estruturas secundárias, conservação
de sequências e predição de alvos, como apresentado na Figura 3.2. Desenvolvemos algo-
ritmos para a processamento de sequências, divisão das regiões não codificadoras e busca
de alvos por acessibilidade (Anexo I).
As sequências dos flavivírus são esperadas como entrada desse workflow e podem
ser extraídas de qualquer banco de dados, desde que exista a indicação das regiões não
codificadoras em um arquivo de extensão xml ou genbank.
Após a coleta das sequências, usamos os scripts Perl e Bash para seleção das regiões
não codificadoras e a divisão da região 3’UTR em três domínios (R1, R2 e R3). Essa
divisão foi necessária devida limitações no pacote ViennaRNA e RNAz, cujos dobramentos
e predições são imprecisos para sequências muito longas. Consideramos as estruturas
funcionais conhecidas em cada região do vírus e fracionamos em pontos em que não exista
nenhuma estrutura secundária conservada mantendo cada estrutura no domínio esperado.
Apesar da região 3’UTR possuir tamanhos diferentes dependendo do flavivírus, o tamanho
dos domínios R3 e R2 são conhecidos, sendo possível obter todos os subdomínios para
sequências de diversos tamanhos. Para executar esses passos em sequência e tornar o
processo mais rápido e simples, usamos o script Bash runsequences.sh (Anexo I.1).
Antes de realizar o alinhamento múltiplo com o MUSCLE, usamos o PRINSEQ para
remoção de redundâncias. O alinhamento é uma das entradas para os programas de pre-
dição de estruturas secundárias do Pacote ViennaRNA e RNAz, descritos no Capítulo 2.
Realizamos a predição de alvos para microRNA utilizando o miRanda e a análise e
seleção de alvos por acessibilidade, por meio de scripts Perl (Figura 3.2). Todas as etapas
representadas por áreas pontilhadas, são executadas automaticamente com os script Bash:
runsequences.sh (Anexo I.1), runtools.sh (Anexo I.2) e runmiranda.sh (Anexo I.3).
Ao final do workflow, obtemos as representações das estruturas secundária das re-
giões não codificadora do vírus, a conservação das sequências, estruturas de cada região
e potenciais alvos de microRNA.
20
Figura 3.2: Modelo doWorkflow implementado. As regiões pontilhadas representam
scripts bash runsequences.sh, runtools.sh e runmiranda.sh que executam os scripts perl e
outras ferramentas.
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Capítulo 4
Estudo de Caso: DENV
Neste capítulo é realizada uma breve introdução sobre o vírus da Dengue (Seção 4.1)
e são apresentados os resultados do workflow desenvolvido, utilizando sequências desse
vírus como estudo de caso (Seções 4.2 a 4.5).
4.1 O Vírus da Dengue
Segundo a OMS (Organização Mundial da Saúde), a Dengue é considerada uma emergên-
cia de saúde pública internacional, devido a sua rápida propagação e graves consequências
[50].
O vírus da Dengue pertence à família Flaviviridae e é um dos vírus mais importantes
dentre os patógenos transmitidos por mosquitos, cerca de 50 milhões de infecções por den-
gue ocorrem anualmente. A infecção é caraterizada por febre alta e dores nas articulações,
em casos mais sérios a dengue vem acompanhada de febre hemorrágica. [51]
Existem quatro sorotipos diferentes de vírus da dengue (DENV-1, DENV-2, DENV-
3, e DENV-4), todos podem causar tanto a forma clássica da doença quanto formas
mais graves. A dengue hemorrágica está comumente associada a infecções por sorotipos
distintos. [52]
4.2 Seleção das Sequências
As sequências do vírus da dengue foram extraídas do banco de sequências Virus Vari-
ation do NBCI [53], que possui dados de diversos vírus como Zika, Influenza e Ebola.
Foram selecionados genomas completos de vírus da Dengue, provenientes de quaisquer
organismos, como mostrado na Figura 4.1. Foram selecionadas sequências do vírus por
sorotipo (DENV-1, DENV-2, DENV-3 e DENV-4), cujos resultados podem ser observados
na Tabela 4.1.
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Figura 4.1: Interface do banco Virus variation e os parâmetros para a busca
por DENV-1
Tabela 4.1: Número de sequências e tamanho de sequência para cada sorotipo de Dengue
obtidas a partir do banco Virus Variation
5’UTR 3’UTR
Vírus Tamanho (nt) Sequências Tamanho (nt) Sequências
DENV-1 94 387 439 615
DENV-2 96 400 429 319
DENV-3 94 221 417 255
DENV-4 101 64 362 77
Após a remoção de redundâncias utilizando o PRINSEQ, obtivemos as quantidades
apresentadas na Tabela 4.2. Podemos observar uma grande conservação das regiões uma
vez que o número de sequências foi reduzido em no mínimo 72%, sendo a maior conservação
observada da região R3 para a região R1.
Tabela 4.2: Número de sequências sem redundância para cada vírus. R1, R2 e R3 são os
domínios das regiões 3’UTR
Vírus
Sequências
5’UTR
Sequências
3’UTR - R1
Sequências
3’UTR - R2
Sequências
3’UTR - R3
DENV-1 26 127 53 25
DENV-2 52 88 43 35
DENV-3 21 44 29 19
DENV-4 12 14 13 10
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Após a remoção das sequências redundantes, realizamos o alinhamento múltiplo glo-
bal usando o MUSCLE. O resultado foi a entrada para as ferramentas de predição de
estruturas secundárias e conservação de sequências.
4.3 Conservação das Sequências Virais
Analisar a conservação das sequências junto a sua estrutura é importante para identificar
regiões funcionais do genoma. A partir dos resultados do RNAz, apresentados nas Tabelas
4.3 a 4.5, podemos observar que a conservação das regiões varia de acordo com o sorotipo
e não depende da diversidade de sequências.
Na região 5’UTR, o sorotipo que possui a maior relação de identidade entre as sequên-
cias (Identidade) foi o DENV-4, Tabela 4.3. Esse sorotipo apresente 14 sequências distin-
tas, cerca de 18,75% do total inicial de sequências, o maior valor dentre todos os sorotipos.
Nesta região, o sorotipo mais conservado é o que possui maior diversidade de sequências.
Tabela 4.3: Resultados do RNAz para região 5’UTR
Sorotipo z-score SCI Identidade
DENV-1 −1.27 0.98 96.99
DENV-2 −1.71 0.67 95.16
DENV-3 −1.04 1.00 95.39
DENV-4 −1.39 0.99 97.31
Já para as regiões 3’UTR R1 e R3, os sorotipos com menor diversidade de sequências
possuem o maior valor de identidade (Tabelas 4.4 e 4.5, respectivamente).
No domínio R1, o DENV-3 apresenta o maior valor de identidade e possui 44 sequências
distintas ( cerca de 17,25% do total), a menor diversidade dentre os sorotipos. Já na região
R3, o sorotipo 1 também possui a menor diversidade, apenas 4.07% do total são sequências
distintas, e o maior valor de identidade.
Tabela 4.4: Resultados do RNAz para região 3’UTR R1
Sorotipo z-score SCI Identidade
DENV-1 −0.70 0.78 93.59
DENV-2 −0.16 0.78 94.55
DENV-3 −1.48 0.86 95.88
DENV-4 0.23 0.77 94.14
24
Tabela 4.5: Resultados do RNAz para região 3’UTR R3
Sorotipo z-score SCI Identidade
DENV-1 −1.10 0.87 97.96
DENV-2 −0.97 0.94 96.93
DENV-3 −1.47 0.86 97.31
DENV-4 −0.15 0.88 96.32
No domínio R2, o sorotipo 3 possui o maior valor de identidade (Tabela 4.6). Suas 29
sequências distintas correspondem a 11,37% do total de sequências, sendo este o segundo
sorotipo com a menor diversidade de sequências.
Tabela 4.6: Resultados do RNAz para região 3’UTR R2
Sorotipo z-score SCI Identidade
DENV-1 −0.47 0.91 96.78
DENV-2 0.25 0.91 96.72
DENV-3 1.00 0.96 97.62
DENV-4 −0.37 0.91 96.09
Quando consideramos todas as relações de identidade dos sorotipos, não existe um
padrão consistente. No geral, os sorotipos que apresentam uma diversidade de sequências
baixa possuem altos valores de identidade. Entretanto, esse parâmetro não é suficiente
para avaliar a conservação visto que, em algumas regiões, o sorotipo de menor diversidade
sequencial apresenta um dos maiores valores de identidade (R1 e 5’UTR). Além disso, em
alguns casos, como ocorre nas regiões 5’UTR e R2, o maior valor de identidade não está
relacionado aos sorotipos de diversidade mínima.
4.4 Predição de Estruturas Secundárias
Os resultados da predição de estruturas secundárias podem ser observados nas Figuras
4.2 a 4.5.
É possível observar na Figura 4.2, pertencente à região 5’UTR, uma alta conservação
estrutural entre os sorotipos e estruturas altamente similares àquelas relatadas anterior-
mente [54]. A entropia posicional também é quase idêntica, com exceção do DENV-3,
que é mais instável no primeiro stem-loop comparado aos outros sorotipos.
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(a) Sorotipo 1 do vírus da dengue (DENV-1) (b) Sorotipo 2 do vírus da dengue (DENV-2)
(c) Sorotipo 3 do vírus da dengue (DENV-3) (d) Sorotipo 4 do vírus da dengue (DENV-4)
Figura 4.2: Estruturas secundárias da região 5’UTR. Nas estruturas, a entropia
posicional é representada em uma escala de cores, sendo vermelho para áreas de baixa
entropia e violeta para regiões de alta entropia. No mountain plot, canto superior das
imagens, cada trapézio representa um par de base, os loops correspondem a platôs, hairpin
loops são picos e hélices são inclinações. As cores representam a quantidade de mutações
compensatórias e consistentes para aquele par: vermelho mostra que não há variação da
sequência; ocre, verde, turquesa, azul e violeta são usados para pares com 2, 3, 4, 5, 6
pares diferentes, respectivamente.
As estruturas da região 3’UTR apresentam uma alta entropia posicional nos stems-
loops, o que demonstra que essas estruturas podem variar. O domínio R1 apresenta a
maior variabilidade e o domínio R3 a menor. Divergências das estruturas em relação ao
esperado segundo a literatura [54] e as nossas predições, podem se dar devido às limitações
das ferramentas em lidar com os pseudo-nós presentes nesses domínios.
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Analisando o subdomínio R1, DENV-1, DENV-2 e DENV-4 revelou-se uma extensa
região sem qualquer estrutura conservada, como esperado. Além disso, esta região apre-
sentou uma baixa entropia e pares de bases bem conservados. Para o DENV-4 foram
preditas estruturas conservadas no terminal 3’, semelhantes ao relatado anteriormente.
Provavelmente isso se deve ao tamanho da região; as predições são mais precisas para
sequências menores.
(a) Sorotipo 1 do vírus da dengue (DENV-1) (b) Sorotipo 2 do vírus da dengue (DENV-2)
(c) Sorotipo 3 do vírus da dengue (DENV-3) (d) Sorotipo 4 do vírus da dengue (DENV-4)
Figura 4.3: Estruturas secundárias da região 3’UTR R1. Nas estruturas, a entropia
posicional é representada em uma escala de cores, sendo vermelho para áreas de baixa
entropia e violeta para regiões de alta entropia. No mountain plot, canto superior das
imagens, cada trapézio representa um par de base, os loops correspondem a platôs, hairpin
loops são picos e hélices são inclinações. As cores representam a quantidade de mutações
compensatórias e consistentes para aquele par: vermelho mostra que não há variação da
sequência; ocre, verde, turquesa, azul e violeta são usados para pares com 2, 3, 4, 5, 6
pares diferentes, respectivamente.
Na região R2, os sorotipos mostraram uma maior entropia posicional, o que sugere
a existência de possíveis estruturas alternativas (Figura 4.4). Neste subdomínio, as es-
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truturas conservadas mais similares e os pares de bases conservados são observados em
DENV-1 e DENV-3.
(a) Sorotipo 1 do vírus da dengue (DENV-1) (b) Sorotipo 2 do vírus da dengue (DENV-2)
(c) Sorotipo 3 do vírus da dengue (DENV-3) (d) Sorotipo 4 do vírus da dengue (DENV-4)
Figura 4.4: Estruturas secundárias da região 3’UTR R2. Nas estruturas, a entropia
posicional é representada em uma escala de cores, sendo vermelho para áreas de baixa
entropia e violeta para regiões de alta entropia. No mountain plot, canto superior das
imagens, cada trapézio representa um par de base, os loops correspondem a platôs, hairpin
loops são picos e hélices são inclinações. As cores representam a quantidade de mutações
compensatórias e consistentes para aquele par: vermelho mostra que não há variação da
sequência; ocre, verde, turquesa, azul e violeta são usados para pares com 2, 3, 4, 5, 6
pares diferentes, respectivamente.
E por último, no subdomínio R3, as estruturas secundárias são similares entre os so-
rotipos, apresentando pares de bases bem conservados que foram mais evidentes para
DENV-1 e DENV-2. Isto pode ser explicado pela importância dessa região para a cicli-
zação viral [55].
Os resultados foram satisfatórios para região 5’UTR, uma vez que as representações
das estruturas estão fiéis ao esperado (Seção 2.3). Já para os domínios das regiões 3’UTR,
isso não acontece completamente. O motivo pode ser uma limitação das ferramentas para
predição de pseudo-nós, presentes nos domínios R1 e R2. Além de não prever com precisão
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sequências longas, talvez seja necessário subdividir estes domínios em sub-regiões ainda
menores.
(a) Sorotipo 1 do vírus da dengue (DENV-1) (b) Sorotipo 2 do vírus da dengue (DENV-2)
(c) Sorotipo 3 do vírus da dengue (DENV-3) (d) Sorotipo 4 do vírus da dengue (DENV-4)
Figura 4.5: Estruturas secundárias da região 3’UTR R3. Nas estruturas, a entropia
posicional é representada em uma escala de cores, sendo vermelho para áreas de baixa
entropia e violeta para regiões de alta entropia. No mountain plot, canto superior das
imagens, cada trapézio representa um par de base, os loops correspondem a platôs, hairpin
loops são picos e hélices são inclinações. As cores representam a quantidade de mutações
compensatórias e consistentes para aquele par: vermelho mostra que não há variação da
sequência; ocre, verde, turquesa, azul e violeta são usados para pares com 2, 3, 4, 5, 6
pares diferentes, respectivamente.
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4.5 Predição de alvos para microRNA
Após a predição de estruturas secundárias, realizamos a busca por possíveis alvos de
microRNA produzidos por primatas para o vírus da dengue. As sequências foram as uti-
lizadas nos passos anteriores, mesmo que provenientes de diferentes organismos e células.
Utilizando o miRanda e os scripts desenvolvidos, obtivemos os resultados das Ta-
belas 4.7 a 4.10, nas quais para cada microRNA compara-se em quais sorotipos ele foi
encontrado, em quantas sequências (Total) e quantos desses possíveis alvos são acessíveis
(Alvos). Para realizar a busca com o miRanda, usamos microRNA de primatas disponíveis
no banco de dados mirBase [56].
Na região 5’UTR para os sorotipos 1, 2, 3 e 4 foram identificados 17, 19, 20 e 7
possíveis alvos, respectivamente. Alguns microRNA foram encontrados em apenas um
certo sorotipo: hsa-miR-511-5p, hsa-miR-6888-3p e ptr-miR-511 presentes apenas no
DENV-2; hsa-miR-548ar-3p, hsa-miR-548az-3p e hsa-miR-548j-3p encontrados somente
no DENV-3; e, por fim, ggo-miR-525-5p, hsa-miR-3180-5p, hsa-miR-4503, hsa-miR-520a-
5p e hsa-miR-525-5p presentes apenas no DENV-4.
Alguns microRNA são únicos para um sorotipo em determinada região, mas foram
detectados em outros sorotipos quando analisada uma região diferente, como o caso do
hsa-miR-4633-3p que foi detectado no DENV-4 e DENV-3 nos domínios R1 e R2, res-
pectivamente. Isso se repete para hsa-miR-554 e ptr-miR-554 presentes no DENV-3 e
DENV-1 nos domínios R2 e R3, respectivamente. É interessante observar que microRNA
exclusivos de um sorotipo podem ser utilizados para diferenciar os sorotipos em testes
laboratoriais.
O domínio R1 da região 3’UTR possui a maior variedade de possíveis alvos. Nele,
foram detectados 14 alvos para DENV-1, sendo hsa-miR-130b-5p,hsa-miR-578 e hsa-
miR-7158-5p únicos para este sorotipo. O maior número de candidatos exclusivos foi
encontrado para DENV-3, no qual dentre 19 possíveis alvos 14 são encontrados apenas
neste sorotipo. São eles hsa-miR-103a-2-5p, hsa-miR-2682-3p, hsa-miR-3140-3p, hsa-
miR-3152-5p, hsa-miR-3660, hsa-miR-4260, hsa-miR-4318, hsa-miR-4474-3p, hsa-miR-
4778-3p, hsa-miR-5583-3p, hsa-miR-6781-3p, hsa-miR-6875-3p, hsa-miR-7108-5p e ptr-
miR-3660. Para o DENV-2, encontramos hsa-miR-4312, hsa-miR-6505-3p e hsa-miR-
6874-3p dentre os 12 possíveis alvos. Finalmente, para o DENV-4 foram preditos 6 alvos
dentre eles 4 apenas neste sorotipo: hsa-miR-25-5p, hsa-miR-7151-3p, hsa-miR-8068 e
hsa-miR-891a-3p.
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Tabela 4.7: microRNA identificados na região 5’UTR para cada sorotipo.
microRNA DENV-1 DENV-2 DENV-3 DENV-4
Total Alvos Total Alvos Total Alvos Total Alvos
ggo-miR-548d 24 24 48 48 21 21 0 0
ggo-miR-548e 26 26 46 46 21 21 0 0
hsa-miR-4756-3p 24 0 52 0 14 0 11 0
hsa-miR-548a-3p 26 26 49 49 21 21 0 0
hsa-miR-548ae-3p 24 24 49 49 21 21 0 0
hsa-miR-548ah-3p 24 24 48 48 21 21 0 0
hsa-miR-548aj-3p 24 24 49 49 21 21 0 0
hsa-miR-548am-3p 24 24 48 48 21 21 0 0
hsa-miR-548aq-3p 24 24 49 49 21 21 0 0
hsa-miR-548e-3p 26 26 49 49 21 21 0 0
hsa-miR-548f-3p 25 25 49 49 21 21 0 0
hsa-miR-548g-3p 25 25 49 49 21 21 12 12
hsa-miR-548x-3p 22 22 48 48 21 21 0 0
hsa-miR-578 19 19 0 0 19 19 0 0
hsa-miR-6828-3p 25 25 52 52 19 19 12 12
ptr-miR-548a 26 26 49 49 21 21 0 0
ptr-miR-548e 26 26 46 46 21 21 0 0
ptr-miR-548f 25 25 49 49 21 21 0 0
ggo-miR-186 0 0 42 0 0 0 0 0
ggo-miR-516a-3p 0 0 20 0 0 0 0 0
hsa-miR-186-5p 0 0 42 0 0 0 0 0
hsa-miR-27b-5p 0 0 15 0 0 0 0 0
hsa-miR-4469 0 0 25 0 0 0 0 0
hsa-miR-511-5p* 0 0 13 13 0 0 0 0
hsa-miR-516a-3p 0 0 20 0 0 0 0 0
hsa-miR-516b-3p 0 0 20 0 0 0 0 0
hsa-miR-6888-3p* 0 0 47 47 0 0 0 0
hsa-miR-7106-3p 0 0 26 0 0 0 0 0
ptr-miR-186 0 0 42 0 0 0 0 0
ptr-miR-511* 0 0 13 13 0 0 0 0
ptr-miR-516a 0 0 20 0 0 0 0 0
hsa-miR-548ar-3p* 0 0 0 0 13 13 0 0
hsa-miR-548az-3p* 0 0 0 0 17 17 0 0
hsa-miR-548j-3p* 0 0 0 0 21 21 0 0
ggo-miR-525-5p* 0 0 0 0 0 0 11 11
hsa-miR-3180-5p* 0 0 0 0 0 0 11 11
hsa-miR-4503* 0 0 0 0 0 0 11 11
hsa-miR-520a-5p* 0 0 0 0 0 0 11 11
hsa-miR-525-5p* 0 0 0 0 0 0 11 11
* microRNA encontrados em apenas um sorotipo nesta região.
hsa: Homo sapiens; ggo: Gorilla gorilla gorilla; ptr: Pan troglodytes.
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Tabela 4.8: microRNA identificados na região 3’UTR R1 para cada sorotipo.
microRNA DENV-1 DENV-2 DENV-3 DENV-4
Total Alvos Total Alvos Total Alvos Total Alvos
ggo-miR-103 86 86 25 25 0 0 0 0
ggo-miR-107 86 86 25 25 0 0 0 0
hsa-miR-103a-3p 86 86 25 25 0 0 0 0
hsa-miR-107 86 86 25 25 0 0 0 0
hsa-miR-1234-3p 209 0 0 0 0 0 0 0
hsa-miR-130b-5p* 33 33 0 0 0 0 0 0
hsa-miR-132-5p 126 0 0 0 42 0 0 0
hsa-miR-371a-5p 35 35 0 0 42 42 0 0
hsa-miR-3922-3p 40 0 0 0 0 0 0 0
hsa-miR-4437 125 125 88 88 44 44 0 0
hsa-miR-4692 127 127 27 27 31 31 14 14
hsa-miR-578* 10 10 0 0 0 0 0 0
hsa-miR-6715b-3p 35 35 0 0 42 42 0 0
hsa-miR-7158-5p* 21 21 0 0 0 0 0 0
ptr-miR-103 86 86 25 25 0 0 0 0
ptr-miR-107 86 86 25 25 0 0 0 0
ptr-miR-1234 209 0 0 0 0 0 0 0
ptr-miR-513a 127 127 88 88 31 31 0 0
hsa-miR-4312* 0 0 48 48 0 0 0 0
hsa-miR-6505-3p* 0 0 33 33 0 0 0 0
hsa-miR-6874-3p* 0 0 26 26 0 0 0 0
hsa-miR-103a-2-5p* 0 0 0 0 39 39 0 0
hsa-miR-2682-3p* 0 0 0 0 16 16 0 0
hsa-miR-3140-3p* 0 0 0 0 12 12 0 0
hsa-miR-3152-5p* 0 0 0 0 11 11 0 0
hsa-miR-3660* 0 0 0 0 31 31 0 0
hsa-miR-4260* 0 0 0 0 30 30 0 0
hsa-miR-4318* 0 0 0 0 11 11 0 0
hsa-miR-4474-3p* 0 0 0 0 28 28 0 0
hsa-miR-4778-3p* 0 0 0 0 44 44 0 0
hsa-miR-5583-3p* 0 0 0 0 13 13 0 0
hsa-miR-6781-3p* 0 0 0 0 18 18 0 0
hsa-miR-6875-3p* 0 0 0 0 39 39 0 0
hsa-miR-7108-5p* 0 0 0 0 11 11 0 0
ptr-miR-3660* 0 0 0 0 31 31 0 0
hsa-miR-25-5p* 0 0 0 0 0 0 12 12
hsa-miR-4633-3p* 0 0 0 0 0 0 14 14
hsa-miR-7151-3p* 0 0 0 0 0 0 14 14
hsa-miR-8068* 0 0 0 0 0 0 10 10
hsa-miR-891a-3p* 0 0 0 0 0 0 14 14
* microRNA encontrados em apenas um sorotipo nesta região.
hsa: Homo sapiens; ggo: Gorilla gorilla gorilla; ptr: Pan troglodytes.
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Tabela 4.9: microRNA identificados na região 3’UTR R2 para cada sorotipo.
microRNA DENV-1 DENV-2 DENV-3 DENV-4
Total Alvos Total Alvos Total Alvos Total Alvos
hsa-miR-1914-3p 53 53 43 43 29 29 13 13
hsa-miR-2115-5p 52 52 43 43 0 0 0 0
hsa-miR-329-5p* 25 25 0 0 0 0 0 0
hsa-miR-4733-3p 31 0 0 0 0 0 0 0
hsa-miR-4756-5p 12 12 39 39 0 0 0 0
hsa-miR-6724-5p* 53 53 0 0 0 0 0 0
hsa-miR-6753-5p 31 0 0 0 0 0 0 0
hsa-miR-6771-5p* 18 18 0 0 0 0 0 0
hsa-miR-6779-5p 19 19 0 0 29 29 13 13
hsa-miR-7156-3p 41 0 0 0 27 27 0 0
hsa-miR-7978 48 0 0 0 0 0 0 0
hsa-miR-8082* 32 32 0 0 0 0 0 0
hsa-miR-1229-3p 0 0 20 0 0 0 0 0
hsa-miR-1285-5p 0 0 21 0 0 0 0 0
hsa-miR-5087* 0 0 43 43 0 0 0 0
hsa-miR-554* 0 0 43 43 0 0 0 0
hsa-miR-6778-3p 0 0 36 36 12 12 13 13
hsa-miR-6813-3p* 0 0 20 20 0 0 0 0
hsa-miR-8086 0 0 42 42 23 23 10 10
ptr-miR-554* 0 0 43 43 0 0 0 0
hsa-miR-3181 0 0 0 0 29 29 13 13
hsa-miR-4633-3p* 0 0 0 0 24 24 0 0
hsa-miR-6832-3p* 0 0 0 0 0 0 10 10
*microRNA encontrados em apenas um sorotipo nesta região.
hsa: Homo sapiens; ggo: Gorilla gorilla gorilla; ptr: Pan troglodytes
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Na região R2, para o sorotipo 1 foram encontrados 10 alvos, sendo hsa-miR-329-
5p, hsa-miR-6724-5p, hsa-miR-6771-5p e hsa-miR-8082 presentes apenas neste sorotipo.
Para DENV-2 foram preditos 2 alvos exclusivos dentre os 8 possíveis alvos, são eles hsa-
miR-5087 e hsa-miR-6813-3p. Já para DENV-3, 7 possíveis alvos foram detectados en-
quanto para o DENV-4, 6 alvos foram encontrados sendo hsa-miR-6832-3p único nesse
sorotipo.
Por fim, na região R3 para DENV-1, DENV-2, DENV-3 e DENV-4 foram preditos
11, 8, 6 e 1 possíveis alvos, respectivamente. Apenas 5 alvos de microRNA puderam ser
identificados em todos os sorotipos (hsa-miR-548g-3p, hsa-miR-6828-3p, hsa-miR-4692,
hsa-miR-1914-3p e hsa-miR-3191-5p). Tem sido demonstrado que o microRNA miR-
548g-3p suprime a multiplicação de DENV e também afeta a tradução, consequentemente
prevenindo a expressão de proteínas virais [57].
Análises adicionais são necessárias para verificar os papéis desses microRNA para
infecções por DENV. Esses resultados sugerem que certos sorotipos podem ser regulados
por diferentes microRNA, que podem ser usados para diagnóstico e prognóstico dessas
infecções. Além disso, indica diferentes abordagens e soluções, dependendo do sorotipo.
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Tabela 4.10: microRNA identificados na região 3’UTR R3 para cada sorotipo.
microRNA DENV-1 DENV-2 DENV-3 DENV-4
Total Alvos Total Alvos Total Alvos Total Alvos
hsa-miR-1254 24 1 33 1 17 0 0 0
hsa-miR-1271-3p 24 0 33 0 17 0 0 0
hsa-miR-1322 25 25 34 34 19 19 0 0
hsa-miR-3116 24 1 33 1 17 0 0 0
hsa-miR-3191-5p 26 26 35 35 19 19 10 10
hsa-miR-3619-5p 25 25 35 0 19 19 10 0
hsa-miR-554* 23 23 0 0 0 0 0 0
hsa-miR-6764-3p 26 26 37 2 22 22 10 0
hsa-miR-6824-3p 26 26 37 2 22 22 10 0
ptr-miR-1254 24 1 33 1 17 0 0 0
ptr-miR-1322 25 25 34 34 19 19 0 0
ptr-miR-554* 23 23 0 0 0 0 0 0
hsa-miR-4689 0 0 35 0 0 0 0 0
hsa-miR-4784 0 0 35 0 0 0 0 0
hsa-miR-6858-5p 0 0 35 0 0 0 0 0
* microRNA encontrados em apenas um sorotipo nesta região.
hsa: Homo sapiens; ptr: Pan troglodytes.
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Capítulo 5
Conclusões e Trabalhos Futuros
O desenvolvimento do presente estudo proporcionou, a partir da implementação de um
workflow, identificar potenciais alvos de microRNA em estruturas secundárias de RNA
de genomas virais considerando sua acessibilidade estrutural, característica importante
para a eficácia desses ncRNA. A elaboração de ferramentas para auxiliar no combate às
arboviroses é de grande importância, visto o crescente aumento nos casos de infecção.
A variabilidade genotípica dificulta não apenas o diagnóstico, mas também influencia
diretamente no processo de desenvolvimento de vacinas e tratamentos eficazes.
Considerando o papel das regiões não codificadoras no controle da replicação e em
outras funções regulatórias, comparamos as estruturas secundárias dessas regiões entre
as sequências, buscamos e localizamos os alvos nessas estruturas e os selecionamos os
potenciais alvos mais acessíveis.
Aplicamos o workflow desenvolvido em genomas do vírus da Dengue e comparamos
as estruturas secundárias a nível de sorotipo, encontrando algumas diferenças, principal-
mente, na região 3’UTR. Na região 5’UTR, é possível observar as diferentes entropias
posicionais entre os sorotipos, sendo o DENV-3 o sorotipo com a maior instabilidade
posicional apesar de possuir a menor variabilidade de sequências.
Para realizar essas análises, utilizamos as ferramentas de predição de estruturas e de-
tecção de estruturas conservadas do pacote ViennaRNA e RNAz. O pacote viennaRNA
além do grande número de programas stand-alone, possui uma biblioteca C que imple-
menta diversas funções, como a conversão de uma estrutura dot-bracket (saída do RNA-
alifold), para uma estrutura em caracteres no qual cada letra representa a estrutura da
base naquela posição. Esta função foi usada para verificar a acessibilidade das seeds dos
alvos preditos. Encontramos também alguns desafios, como a necessidade em dividir a
região 3’UTR, pois as ferramentas do pacote ViennaRNA e o RNAz não realizam boas
predições para sequências longas.
Foram comparadas não só estruturas, mas também a diversidade de sequências em
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relação ao valor de identidade. Com isso, descobrimos que alguns sorotipos possuem
certas regiões mais conservadas mesmo que possuam uma elevada instabilidade entre as
sequências. Isso acontece para o DENV-4 na região 5’UTR, pois possui a maior relação de
identidade entre as sequências e também apresenta a maior diversidade quando comparado
aos outros sorotipos.
Além das análises de estruturas e conservação entre sequências, localizamos potenciais
alvos exclusivos de certos sorotipos, como hsa-miR-130b-5p,hsa-miR-578 e hsa-miR-7158-
5p cujos alvos foram identificados somente no sorotipo 1 na região 3’UTR R1. Também
os microRNA hsa-miR-5087 e hsa-miR-6813-3p, encontrados apenas na região R2 para o
sorotipo 2 e o microRNA hsa-miR-6832-3p, encontrado na mesma região para o DENV-4.
Detectar a presença desses microRNA poderia ser uma maneira de diferenciar os sorotipos,
isto é, podem ser usados como ferramenta de classificação dos vírus e diagnóstico.
Como aprimoramento para este workflow, propomos a automatização completa da
execução e do setup do ambiente realizando a instalação do pacote ViennaRNA, RNAz e
miRanda, junto aos scripts desenvolvidos, o que facilitaria o uso do workflow.
Seria interessante aplicar este workflow para outras arboviroses, particulamente para
os vírus da Febre Amarela (YFV) e Zika (ZIKV) devido ao grande número e gravidade
dos casos dessas infecções no Brasil. Além disso, também realizar as predições de alvos
para outro ncRNA, como siRNA e gRNA, facilitando o desenvolvimento de estratégias
genéticas de controle dessas arboviroses.
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Anexo I
Scripts Desenvolvidos
I.1 Processamento de Sequências
1 #########################################################################
2 # Runs a l l s c r i p t s to get only non coding r e g i o n s #
3 # INPUT: . \ runsequences . sh fu l l_sequence . f a s t a #
4 # xml_with_regions_data or #
5 # genbank− f i l e minimum−n u c l e o t i d e s #
6 #########################################################################
7
8 #! / bin /bash
9
10 SEQ=$1 #sequence f a s t a
11 FILE=$2 # xml with r e g i o n s data
12 OUT_ID=$3 #output id
13 MIN=$4 #min n u c l e o t i d e s va lue
14
15 REG2=152 # S i z e o f 3 ’UTR reg ion 2
16 REG3=126 # S i z e o f 3 ’UTR reg ion 3
17
18 f unc t i on utr5 {
19 i f [ [ $FILE = ∗ . gb ] ] ; then
20 # parse a Genbank f i l e and re tu rn s a f i l e with ID UTR LENGTH CDS
POSITION
21 p e r l GBparser . p l $FILE ${OUT_ID}_ids . txt $MIN 5
22 # parse a XML f i l e and re tu rn s a f i l e with ID UTR LENGTH CDS
POSITION
23 e l s e
24 p e r l XMLparser . p l $FILE ${OUT_ID}_ids . txt $MIN 5
25 f i
26
42
27 <${OUT_ID}_ids . txt awk ’{h [ $2]++} END { f o r ( k in h) p r i n t k , h [ k ] } ’ |
s o r t −k2 −nr |
28 head −n 1 | whi l e read VAR1 VAR2
29 do
30 echo " 5 ’UTR: ${VAR1}nt −> $VAR2"
31 p e r l s e l e c t_ut r . p l ${OUT_ID}_ids . txt $VAR1 ${OUT_ID}_${VAR1}_ids .
txt
32 p e r l get_5UTR . p l $SEQ ${OUT_ID}_${VAR1}_ids . txt ${OUT_ID}_${VAR1}
_5UTR. fa
33 done
34
35 }
36
37 f unc t i on utr3 {
38 i f [ [ $FILE = ∗ . gb ] ] ; then
39 # parse a Genbank f i l e and re tu rn s a f i l e with ID UTR LENGTH CDS
POSITION
40 p e r l GBparser . p l $FILE ${OUT_ID}_ids . txt $MIN 3
41 # parse a XML f i l e and re tu rn s a f i l e with ID UTR LENGTH CDS
POSITION
42 e l s e
43 p e r l XMLparser . p l $FILE ${OUT_ID}_ids . txt $MIN 3
44 f i
45 # s e l e c t the most f r equent occurrence and re tu rn s f i l e s with sequences
46 <${OUT_ID}_ids . txt awk ’{h [ $2]++} END { f o r ( k in h) p r i n t k , h [ k ] } ’ |
s o r t −k2 −nr |
47 head −n 1 | whi l e read VAR1 VAR2
48 do
49 echo " 3 ’UTR: ${VAR1}nt −> $VAR2"
50 p e r l s e l e c t_ut r . p l ${OUT_ID}_ids . txt $VAR1 ${OUT_ID}_${VAR1}_ids .
txt
51 p e r l get_3UTR . p l $SEQ ${OUT_ID}_${VAR1}_ids . txt ${OUT_ID}_${VAR1}
_3UTR. fa
52 p e r l s e l e c t _ r e g i o n s . p l ${OUT_ID}_${VAR1}_3UTR. fa ${OUT_ID} $REG2
$REG3
53 done
54 }
55
56
57
58 echo " S e l e c t genome reg i on "
59 OPTIONS=" 5 ’UTR 3 ’UTR help e x i t "
60 s e l e c t opt in $OPTIONS; do
61 i f [ " $opt " = " 5 ’UTR" ] ; then
62 utr5
43
63 e l i f [ " $opt " = " 3 ’UTR" ] ; then
64 utr3
65 e l i f [ " $opt " = " help " ] ; then
66 echo " To execute the s c r i p t : . / autorun . sh sequence . f a data . xml
output_id nucleotides_minimum "
67 echo " Option 5 ’UTR get s the genome reg i on 5 ’UTR"
68 echo " Option 3 ’UTR get s the genome reg i on 3 ’UTR"
69 e x i t
70 e l i f [ " $opt " = " e x i t " ] ; then
71 echo done
72 e x i t
73 e l s e
74 c l e a r
75 echo bad opt ion
76 f i
77 done
Listing I.1: runsequences.sh
1 #########################################################################
2 # #
3 # This program parse a XML f i l e , e x t r a c t i n g the ID , t o t a l length , #
4 # 3 ‘UTR length or 5 ’UTR length and cds p o s i t i o n . #
5 # INPUT: XMLparser . p l f i l e . xml output . txt minimum length #
6 # OUTPUT: output . txt ( ID utr−l ength cds−p o s i t i o n ) #
7 # #
8 #########################################################################
9
10 #! / bin / p e r l −w
11
12 use s t r i c t ;
13 use XML: : Twig ;
14
15 my ( $xml f i l e , $output , $min_utr , $op ) = @ARGV;
16 my $ e n t r i e s = 0 ;
17 open (my $fh , ">" , $output )
18 or d i e "Can ’ t open > $output : $ ! " ;
19
20 my $t = XML: : Twig−>new(
21 # the twig w i l l i n c lude j u s t the root and s e l e c t e d t i t l e s
22 twig_roots => { ’ Item ’ => \&get_data}
23 ) ;
24 $t−>p a r s e f i l e ( $ x m l f i l e ) ;
25 pr in t "Number o f sequences : $ e n t r i e s \n " ;
26 sub get_data {
27 my( $t , $ e l t )= @_;
44
28 i f ( ( $e l t−>f i r s t _ c h i l d ( ’ o ld_cds_locat ion ’ ) ) && ( $e l t−>f i r s t _ c h i l d ( ’
l ength ’ ) ) ) {
29 my $old_cds_locat ion = $e l t−>f i r s t _ c h i l d ( ’ o ld_cds_locat ion ’ )−>text ;
# pr in t the text ( i n c l ud ing sub−element t e x t s
30 my $length = $e l t−>f i r s t _ c h i l d ( ’ l ength ’ )−>text ;
31
32 $old_cds_locat ion =~ m/gb . ( \w∗) : ( \ d∗)−(\S∗) / ; #gb | LC069810 :88−10251
33
34 my $utr3 = $length − $3 ; #$tota l_ length − $cds_length
35 my $utr5 = $2 − 1 ; #$cds s t a r t p o s i t i o n − 1
36 $ e n t r i e s ++;
37
38 i f ( $op == 5 && $utr5 >= $min_utr ) {
39 pr in t $fh " $1 $utr5 $3\n " ;
40 }
41 e l s i f ( $op == 3 && $utr3 >= $min_utr ) {
42 pr in t $fh " $1 $utr3 $3\n " ;
43 }
44 e l s i f ( $op != 3 && $op != 5) {
45 pr in t "Wrong opcode ! Opcode should be 5 to 5 ’UTR or 3 to 3 ’UTR" ;
46 }
47
48 }
49
50 $t−>purge ; # f r e e s the memory
51 }
Listing I.2: XMLparser.pl
1 #! / usr / bin / p e r l −w
2 #########################################################################
3 # #
4 # This program parse a Genbank f i l e , e x t r a c t i n g the ID , t o t a l length , #
5 # 3 ‘UTR length or 5 ’UTR length and cds p o s i t i o n . #
6 # INPUT: GBparser . p l f i l e . gb output . txt minimum length #
7 # OUTPUT: output . txt ( ID utr−l ength cds−p o s i t i o n ) #
8 # #
9 #########################################################################
10 use s t r i c t ;
11
12 i f (@ARGV == 4 )
13 {
14 my ( $f_gb , $f_output , $min_utr , $op ) = @ARGV;
15 my $tota l_length , my $utr5 , my $utr3 , my $id ;
16
17
45
18 my %seq_ids ; #hash : id => tota l_ length
19
20 open (my $in , ’< ’ , $f_gb ) #sequence . gb f i l e
21 or d i e "Can ’ t open input f i l e \" $f_gb \ " : $ ! \ n " ;
22 open (my $out , ’> ’ , $f_output ) #id utr t o t a l
23 or d i e "Can ’ t open input f i l e \" $f_output \ " : $ ! \ n " ;
24
25
26 whi le (my $ l i n e = <$in >)
27 {
28 #LOCUS FJ654700 10862 bp RNA l i n e a r VRL
04−MAR−2009
29 i f ( $ l i n e =~ m/^LOCUS\ s+(\S+)\ s+(\S+) .∗ $ /)
30 {
31 $ id = $1 . " . 1 " ;
32 $tota l_ length = $2 ;
33
34 }
35 # CDS 119 . . 10354
36 e l s i f ( $ l i n e =~ m/^\ s+CDS\ s+(\w∗) . . ( \w∗) .∗/ ) {
37 $utr5 = $1 − 1 ; #$cds s t a r t p o s i t i o n − 1
38 $utr3 = $tota l_ length − $2 ; #$tota l_ length − $cds_length
39
40 i f ( ( $op == 5) && $utr5 >= $min_utr ) {
41 pr in t $out " $ id $utr5 $2\n " ;
42 }
43 e l s i f ( $utr3 >= $min_utr ) {
44 pr in t $out " $ id $utr3 $2\n " ;
45 }
46 }
47 }
48
49 c l o s e ( $ in ) ;
50 c l o s e ( $out ) ;
51
52 }
53 e l s e
54 {
55 pr in t " Error : Miss ing arguments ! " ;
56 }
Listing I.3: GBparser.pl
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1 #########################################################################
2 # #
3 # Use the output from XMLparser . p l or GBparser . p l to s e l e c t only #
4 # utr r eg i on with a s p e c i f i c s i z e . This he lp s to a l i g n only same s i z e #
5 # sequences . #
6 # INPUT: s e l e c t_ut r . p l output−xmlparser . txt #
7 # OUTPUT: output . txt #
8 # #
9 #########################################################################
10
11 #! / usr / bin / p e r l −w
12 use s t r i c t ;
13
14 i f (@ARGV == 3)
15 {
16 my ( $f_ids , $utr_size , $f_output ) = @ARGV;
17
18 open (my $id , ’< ’ , $ f_ids ) or d i e "Can ’ t open input f i l e \" $ f_ids \ " : $
! \ n " ; #f i l e w i d s and cds l ength
19 open (my $out , ’> ’ , $f_output ) or d i e "Can ’ t open input f i l e \" $f_output
\ " : $ ! \ n " ; #sequences w only 3 utr r eg i on
20
21 whi le (my $ l i n e = <$id >)
22 {
23 # S e l e c t only i d s with the e s p e c i f i c UTR s i z e
24
25 i f ( $ l i n e =~ m/(\S∗) (\d∗) (\d∗) / && ( $utr_s i ze == $2 ) ) #KT276273 384
10265
26 {
27 pr in t $out $ l i n e ;
28 }
29 }
30
31 c l o s e ( $ id ) ;
32 c l o s e ( $out ) ;
33
34 }
35 e l s e
36 {
37 pr in t " Error : Miss ing arguments ! " ;
38 }
Listing I.4: select_utr.pl
47
1 #########################################################################
2 # This program uses a f a s t a f i l e , i d s and cds l ength ( output o f #
3 # XMLparser ) to generate a output with the sequence 5 ’UTR reg ion only . #
4 # INPUT: get_5UTR . p l sequence . f a output_xml . txt #
5 # OUTPUT: virus_5UTR . fa #
6 #########################################################################
7
8 #! / usr / bin / p e r l −w
9 use s t r i c t ;
10
11 i f (@ARGV == 3 )
12 {
13 my ( $f_sequence , $f_ids , $f_output ) = @ARGV;
14 my $utr_s i ze = 0 , my $x = 0 , my $y = 0 ;
15 my %sequences ;
16
17
18 my %seq_ids ; #hash : id => tota l_ length
19
20 open (my $in , ’< ’ , $f_sequence ) or d i e "Can ’ t open input f i l e \"
$f_sequence \ " : $ ! \ n " ; #sequence . f a f i l e
21 open (my $id , ’< ’ , $ f_ids ) or d i e "Can ’ t open input f i l e \" $ f_ids \ " : $
! \ n " ; #f i l e w i d s and cds l ength
22 open (my $out , ’> ’ , $f_output ) or d i e "Can ’ t open input f i l e \" $f_output
\ " : $ ! \ n " ; #sequences w only 3 utr r eg i on
23
24
25 whi le (my $ l i n e = <$id >)
26 {
27
28 i f ( $ l i n e =~ m/(\S∗) (\d∗) \d∗/) #KT276273 384 10265
29 {
30 $seq_ids {$1} = $2 ; #utr s i z e
31 }
32 }
33
34 whi le (my $ l i n e = <$in >)
35 {
36 i f ( $ l i n e =~ m/>(\S∗) .∗/ && $seq_ids {$1 }) #>FJ882601 |Homo sap i en s |USA
|1999 && id e x i s t s
37 {
38
39 pr in t $out " $ l i n e " ;
40 $x = $seq_ids {$1}%70; #c ha ra c t e r s to catch
41 $y = i n t ( $seq_ids {$1 }/70) ; #l i n e s to catch
48
42 #pr in t " l i n e s : $y cha ra c t e r s : $x\n " ;
43
44 }
45 e l s i f ( $ l i n e =~ m/>(\S∗) .∗/ | | $x==−1){
46 $y = −1;
47 $x = −2;
48 }
49 e l s i f ( $y > 0) {
50 $y−−;
51 pr in t $out " $ l i n e " ;
52
53 }
54 e l s i f ( $x>=0 && $y==0){
55 $ l i n e =~ m/^( [A−Z ] { $x }) . ∗ / ;
56 $x = −1;
57 my $seq = $1 ;
58 pr in t $out " $seq \n\n" ;
59 }
60
61 }
62
63 c l o s e ( $ in ) ;
64 c l o s e ( $ id ) ;
65 c l o s e ( $out ) ;
66
67 }
68 e l s e
69 {
70 pr in t " Error : Miss ing arguments ! " ;
71 }
Listing I.5: get_5utr.pl
1 ###########################################################################
2 # This program uses a f a s t a f i l e , i d s and cds l ength ( output o f GBparser #
3 # or XMLparser ) to generate a output with the sequence 3 ’UTR reg ion only . #
4 # INPUT: get_3UTR . p l sequence . f a output_xml . txt #
5 # OUTPUT: denv_3UTR . fa #
6 ###########################################################################
7
8 #! / usr / bin / p e r l −w
9 use s t r i c t ;
10
11 i f (@ARGV == 3 )
12 {
13 my ( $f_sequence , $f_ids , $f_output ) = @ARGV;
49
14 my $utr_s i ze = 0 , my $x = 0 , my $y = 0 ; ;
15
16
17 my %seq_ids ; #hash : id => tota l_ length
18
19 open (my $in , ’< ’ , $f_sequence ) or d i e "Can ’ t open input f i l e \"
$f_sequence \ " : $ ! \ n " ; #sequence . f a f i l e
20 open (my $id , ’< ’ , $ f_ids ) or d i e "Can ’ t open input f i l e \" $ f_ids \ " : $
! \ n " ; #f i l e w i d s and cds l ength
21 open (my $out , ’> ’ , $f_output ) or d i e "Can ’ t open input f i l e \" $f_output
\ " : $ ! \ n " ; #sequences w only 3 utr r eg i on
22
23
24 whi le (my $ l i n e = <$id >)
25 {
26
27 i f ( $ l i n e =~ m/(\S∗) (\d∗) (\d∗) /) #KT276273 384 10265
28 {
29 $utr_s i ze = $2 ;
30 $seq_ids {$1} = $3 ;
31 }
32 }
33
34 whi le (my $ l i n e = <$in >)
35 {
36 i f ( $ l i n e =~ m/>(\S∗) .∗/ && $seq_ids {$1 }) #>FJ882601 |Homo sap i en s |USA
|1999 && id e x i s t s
37 {
38
39 pr in t $out " $ l i n e " ;
40 $x = $seq_ids {$1}%70; #c ha ra c t e r s to jump
41 $y = i n t ( $seq_ids {$1 }/70) ; #l i n e s to jump
42 #pr in t " $y $x\n " ;
43
44 }
45 e l s i f ( $ l i n e =~ m/>(\S∗) .∗/ ) {
46 $y = −1;
47 $x = −2;
48 }
49 e l s i f ( $y > 0) {
50 $y−−;
51
52 }
53 e l s i f ( $x>=0 && $y==0){
54 $ l i n e =~ m/^[A−Z ] { $x } ( . ∗ ) / ;
50
55 $x = −1;
56 my $seq = $1 ;
57 pr in t $out " $seq " ;
58 }
59 e l s i f ( $x==−1){
60 pr in t $out " $ l i n e " ;
61
62 }
63
64 }
65
66 c l o s e ( $ in ) ;
67 c l o s e ( $ id ) ;
68 c l o s e ( $out ) ;
69
70 }
71 e l s e
72 {
73 pr in t " Error : Miss ing arguments ! " ;
74 }
Listing I.6: get_3utr.pl
1 ###########################################################################
2 # This program parse f a s t a f i l e and d iv ided in 3 r e g i o n s a genome #
3 # sequence , the s i z e o f each on i s determined by input . #
4 # INPUT: s e l e c t _ r e g i o n s . p l sequence . f a output . txt reg2 reg3 #
5 # OUTPUT: output_R1 . f a output_R2 . f a output_R3 . f a #
6 ###########################################################################
7
8 #! / usr / bin / p e r l −w
9 use s t r i c t ;
10
11 i f (@ARGV == 4 )
12 {
13 my ( $f_sequence , $f_output , $reg2 , $reg3 ) = @ARGV;
14 my $id , my $reg1 , my %sequences ; #hash : id => sequence
15
16 #sequence . f a f i l e
17 open (my $in , ’< ’ , $f_sequence )
18 or d i e "Can ’ t open input f i l e \" $f_sequence \ " : $ ! \ n " ;
19
20 #sequences w only 3 utr r eg i on
21 open (my $out1 , ’> ’ , $f_output . "_R1. f a " )
22 or d i e "Can ’ t open input f i l e \" $f_output \ " : $ ! \ n " ;
23 #sequences w only 3 utr r eg i on
51
24 open (my $out2 , ’> ’ , $f_output . "_R2. f a " )
25 or d i e "Can ’ t open input f i l e \" $f_output \ " : $ ! \ n " ;
26 #sequences w only 3 utr r eg i on
27 open (my $out3 , ’> ’ , $f_output . "_R3. f a " )
28 or d i e "Can ’ t open input f i l e \" $f_output \ " : $ ! \ n " ;
29
30
31 # f i l l the hash with sequences and i d s
32 whi le (my $ l i n e = <$in >)
33 {
34
35 i f ( $ l i n e =~ m/>(\S∗) \ s .∗/ )
36 {
37 #>GQ868618 |Homo sap i en s | Cambodia |2003
38 $ id = $ l i n e ;
39 } e l s e {
40 $ l i n e =~ s /\ s+//g ;
41 $sequences { $ id } .= $ l i n e ;
42 }
43 }
44
45 f o r each my $key ( keys %sequences ) {
46 i f ( $sequences {$key} =~ m/^(\w∗) (\w{ $reg2 }) (\w{ $reg3 }) $ /) {
47 $reg1 = length ( $1 ) ;
48 pr in t $out1 " $key$1\n" ;
49 pr in t $out2 " $key$2\n" ;
50 pr in t $out3 " $key$3\n" ;
51 }
52
53 }
54
55 c l o s e ( $ in ) ;
56 c l o s e ( $out1 ) ;
57 c l o s e ( $out2 ) ;
58 c l o s e ( $out3 ) ;
59
60 }
61 e l s e
62 {
63 pr in t " Error : Miss ing arguments ! " ;
64 }
Listing I.7: select_regions.pl
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I.2 Predição de Estruturas e Conservação das Sequên-
cias
1 ###########################################################################
2 # This s c r i p t run a l l programs use to generate secondary s t r u c t u r e #
3 # images , remove redundancy in sequences ( pr inseq− l i t e . p l ) , #
4 # mul t ip l e a l i g n ( muscle ) , RNAz, RNAfold and p e r l s c r i p t to generate #
5 # images #
6 ###########################################################################
7
8 #! / bin /bash
9
10 readonly DIR=$1 #sequence f a s t a
11 readonly OUT=$2 # xml with r e g i o n s data
12
13 f unc t i on utr5 {
14 l o c a l reg=" ${DIR}/5UTR"
15 echo " ${OUT} 5 ’UTR"
16
17 #prinseq− l i t e . p l − f a s t a ∗5UTR. fa −derep 1 −verbose −out_format 1 −
out_good ${OUT}_norep
18 muscle −in ${ reg }/${OUT}_norep . f a s t a −c l w s t r i c t −out ${ reg }/${OUT} . a ln
19 RNAz ${ reg }/${OUT} . a ln | head −n 23
20 RNAz ${ reg }/${OUT} . a ln > ${ reg }/${OUT} . out
21 RNAalifold −p ${ reg }/${OUT} . a ln
22
23 pwd
24
25 # run cmount . p l
26 p e r l cmount . p l ${ reg }/ a l i d o t . ps > ${ reg }/${OUT}_cmount . ps
27 # run r e l p l o t . p l
28 p e r l r e l p l o t . p l ${ reg }/ a l i r n a . ps ${ reg }/ a l i d o t . ps > ${ reg }/${OUT}
_re lp l o t . ps
29 # run c o l o r a l n . p l
30 p e r l c o l o r a l n . p l −s ${ reg }/ a l i r n a . ps ${ reg }/${OUT} . a ln > ${ reg }/${OUT}
_colora ln . ps
31
32 }
33
34 f unc t i on utr3 {
35 pwd
36 f o r x in { 1 . . 3 }
37 do
38 echo " ${OUT} 3 ’UTR − R${x} "
53
39 l o c a l reg=" ${DIR}/3UTR/R${x} "
40
41 #prinseq− l i t e . p l − f a s t a ${OUT}_R${x } . f a −derep 1 −verbose −
out_format 1 −out_good ${OUT}_R${x}_norep
42 muscle −in ${ reg }/${OUT}_R${x}_norep . f a s t a −c l w s t r i c t −out ${ reg }/$
{OUT}_R${x } . a ln
43 RNAz ${ reg }/${OUT}_R${x } . a ln > ${ reg }/${OUT}_R${x } . out
44 RNAz ${ reg }/${OUT}_R${x } . a ln | head −n 23
45 RNAalifold −p ${ reg }/${OUT}_R${x } . a ln
46
47 # run cmount . p l
48 p e r l cmount . p l ${ reg }/ a l i d o t . ps > ${ reg }/${OUT}_R${x}_cmount . ps
49 # run r e l p l o t . p l
50 p e r l r e l p l o t . p l ${ reg }/ a l i r n a . ps a l i d o t . ps > ${ reg }/${OUT}_R${x}
_re lp l o t . ps
51 # run c o l o r a l n . p l
52 p e r l c o l o r a l n . p l −s a l i r n a . ps ${ reg }/${OUT}_R${x } . a ln > ${ reg }/${
OUT}_R${x} _co lora ln . ps
53
54 done
55 }
56
57
58
59 echo "Run pr inseq , muscle , RNAalifold and RNAz"
60 utr5
61 utr3
62 e x i t
Listing I.8: runtools.sh
54
I.3 Predição de alvos para microRNAs
1 ##########################################################################
2 # Run miranda , s t ru c tu r e_pos i t i on and count_occurences to a l l dengue #
3 # v i r u s so ro types . Reads from 3UTR and 5UTR, wr i t e s in t a r g e t s /miranda/ #
4 ##########################################################################
5
6 #! / bin /bash
7
8 readonly QUERY=" mature_primates . f a "
9 readonly PARAMS="−qu i e t − s t r i c t −sc 150 −en −7"
10
11 cd data /
12 f o r d in ∗/ ; do
13 i f [ −d " $d " ] ; then
14 # Now i s not nece s sa ry do t h i s YFV and ZIKV
15 i f [ [ −d " $d " && $d != "ZIKV/ " && $d != "YFV/ " ] ] ; then
16
17 # For 5 ’UTR reg ion
18 d i r=" $ ( basename " $d " ) "
19 m_out=" ${ d i r }/ t a r g e t s /miranda/miranda_5UTR . out "
20 r_out=" ${ d i r }/ t a r g e t s /miranda/refold_5UTR . out "
21 t a r g e t s=" ${ d i r }/ t a r g e t s /miranda "
22
23 miranda $QUERY ${ d i r }/5UTR/${ d i r }_norep . f a s t a $PARAMS −out ${m_out}
24 # r e f o l d the i n d i v i d u a l sequences a f t e r RNAalifold − s c r i p t from
ViennaRNA
25 p e r l . . / r e f o l d . p l ${ d i r }/5UTR/${ d i r } . a ln ${ d i r }/5UTR/ a l i d o t . ps > ${
r_out}
26 # s e l e c t a l l t a r g e t s by s t r u c t u r e and c l a s s i f y p o s s i b l e cand idate s
27 p e r l . . / s t ru c tu r e_pos i t i on . p l ${r_out} ${m_out} > ${ t a r g e t s }/str_5UTR
. out
28 # count p o s s i b l e cand idate s and a l l o c cur r ence s
29 p e r l . . / count_occurences . p l < ${ t a r g e t s }/str_5UTR . out > ${ t a r g e t s }/
mirna_5UTR . txt
30
31 # For each reg i on o f 3 ’UTR (R1 , R2 , R3)
32 f o r x in { 1 . . 3 } ; do
33
34 m_out=" ${ d i r }/ t a r g e t s /miranda/miranda_R${x } . out "
35 r_out=" ${ d i r }/ t a r g e t s /miranda/ refold_R$ {x } . out "
36 reg=" ${ d i r }_R${x} "
37 r="R${x} "
38
55
39 miranda $QUERY ${ d i r }/3UTR/${ r }/${ reg }_norep . f a s t a $PARAMS −out ${
m_out}
40 p e r l . . / r e f o l d . p l ${ d i r }/3UTR/${ r }/${ reg } . a ln ${ d i r }/3UTR/${ r }/
a l i d o t . ps > ${r_out}
41 p e r l . . / s t ru c tu r e_pos i t i on . p l ${r_out} ${m_out} > ${ t a r g e t s }/ str_$ {
r } . out
42 p e r l . . / count_occurences . p l < ${ t a r g e t s }/ str_$ { r } . out > ${ t a r g e t s }/
mirna_${ r } . txt
43
44 done
45 f i
46 f i
47 done
Listing I.9: runmiranda.sh
1
2 #########################################################################
3 # Give a p o s i t i o n the program f i n d s f o r each sequence the correspond #
4 # #
5 # in the s t r u c t u r e and compares with consensus #
6 # p e r l s t ru c tu r e_pos i t i on . p l r e f o l d . out miranda . out #
7 #########################################################################
8
9 #! / usr / bin / p e r l −I . l i b s
10 use s t r i c t ;
11
12 use Data : : Dumper ;
13 use Fi leHandle ;
14
15 use RNA;
16 use warnings ;
17
18 i f (@ARGV == 2 )
19 {
20 my ( $ f_re fo ld , $f_miranda ) = @ARGV;
21 #my $al igments = read_c lu s ta l ( ) ;
22 open (my $fh_re fo ld , ’< ’ , $ f_re f o ld ) #output from miranda
23 or d i e "Can ’ t open input f i l e \" $ f_re f o ld \ " : $ ! \ n " ;
24 open (my $fh_miranda , ’< ’ , $f_miranda ) #output from miranda
25 or d i e "Can ’ t open input f i l e \" $f_miranda \ " : $ ! \ n " ;
26
27 my $ s t r u c t u r e s = read_re fo ld ( $ fh_re fo ld ) ;
28 my %pred i c t ed_targe t s = read_miranda ( $f_miranda ) ;
29
30 #my $consensus = read_rnaz ( ) ;
56
31
32 f o r each my $mirna ( s o r t keys %pred i c t ed_targe t s ) {
33 pr in t "microRNA : $mirna\n" ;
34 f o r each my $ p o s i t i o n s ( keys %{$pred i c t ed_targe t s {$mirna }}) {
35 #pr in t " p o s i t i o n : $ p o s i t i o n s \n\ t CODs: @{ $ t a r g e t s {$mirna }{ $ p o s i t i o n s
}}\n\n " ;
36 pr in t " \ t p o s i t i o n : $ p o s i t i o n s \n " ;
37 my ( $ in i , $end ) = s p l i t (/\ s / , $ p o s i t i o n s ) ;
38 f i nd_pos i t i on ( $ s t ruc tu r e s , $ in i , $end , @{ $pred i c t ed_targe t s {$mirna }{
$ p o s i t i o n s }}) ;
39 }
40 }
41
42 #f ind_pos i t i on ( $ s t ruc tu r e s , 30 , 50) ;
43 c l o s e ( $ fh_re fo ld ) ;
44 c l o s e ( $fh_miranda ) ;
45
46 }
47 e l s e {
48
49 pr in t " Usage : p e r l s t ru c tu r e_pos i t i on . p l r e f o l d . out miranda . out\n " ;
50
51 }
52
53 # reads r e f o l d . p l ou t r e f o l dput with a l l sequences f o l d ed i n d i v i d u a l l y and
54 # without gaps
55 sub read_re fo ld {
56 my ( $fh ) = @_;
57 my @out=() ;
58 my (%order , $order , %s t ruc tu r e s , $seqname ) ;
59 whi le (my $ l i n e = <$fh >) {
60 next i f ( $ l i n e =~ m/^[ATGCU]+/ ) ;
61 my $ s t r u c t ;
62 i f ( $ l i n e =~ m/^>\s (\S+)/ ) {
63 $seqname = $1 ;
64 } e l s i f ( $ l i n e =~ m/ ^ ( [ . ( ) ]+)/ ) {
65 $ s t r u c t = $1 ;
66 #$ s t r u c t u r e s {$seqname} = $ s t r u c t ;
67 $ s t r u c t u r e s {$seqname} = RNA: : db_to_element_string ( $ s t r u c t ) ;
68 } e l s e {
69 next ;
70 }
71 }
72
73 f o r each my $name ( keys %s t r u c t u r e s ) {
57
74 #pr in t " $name −> $ s t r u c t u r e s {$name}\n " ;
75 my $ s t r u c t=$ s t r u c t u r e s {$name } ;
76 push @out , {name=>$name , s t r u c t=>$ s t r u c t } ;
77 }
78 re turn [ @out ] ;
79 }
80
81 # Gives a c e r t a i n p o s i t i o n (min−max) , r e tu rn s the correspond s t r u c t u r e
82 sub f i nd_pos i t i on {
83 my ( $s t ruc tu r e s , $ in i , $end , @names) = @_;
84 my %t a r g e t s ;
85 my $length = $end − $ i n i ;
86 # Miranda c o n s i d e r s 1 the f i r s t p o s i t i o n and
87 # p e r l c o n s i d e r s 0 the f i r t p o s i t i o n
88 f o r each my $a ( @$structures ) {
89 i f ( grep (/^$a−>{name}$ / , @names) ) {
90 #pr in t "> $a−>{name}\n $a−>{s t r u c t }\n " ;
91 my $ta rge t = subs t r ( $a−>{s t r u c t } , $ i n i +1, $ l ength ) ;
92 #pr in t " a lvo : $ ta rg e t \n " ;
93 # Count the occurences o f t h i s t a r g e t
94 push (@{ $ t a r g e t s { $ ta rge t }} , $a−>{name}) ;
95 }
96
97 }
98
99 f o r each my $key ( keys %t a r g e t s ) {
100 # Ver i fy i f key i s a p o s s i b l e candidate by s t r u c t u r a l f e a t u r e s
101 i f ( subs t r ( $key , −8, 7) =~ m/ [ a−z ] {4}/ ) {
102 pr in t " \t>Target : $key\ tOccurrences : " ;
103 pr in t s c a l a r @{ $ t a r g e t s {$key }} ;
104 pr in t " \n " ;
105 }
106 e l s e {
107 pr in t " \ t Target : $key\ tOccurrences : " ;
108 pr in t s c a l a r @{ $ t a r g e t s {$key }} ;
109 pr in t " \n " ;
110 }
111
112 }
113 }
114
115
116 #Parse miranda output f i l e
117 sub read_miranda{
118 my ( $ f i l ename ) = @_;
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119 my %t a r g e t s ;
120 open (my $ f i l e , ’< ’ , $ f i l ename ) #output from miranda
121 or d i e "Can ’ t open input f i l e \" $ f i l ename \ " : $ ! \ n " ;
122
123 #my @out , %t a r g e t s ;
124 whi le (my $ l i n e = <$ f i l e >) {
125 #>ce l−miR−80−5p KT187562 143 .00 −21.96 2 20 27 48 18
66.67% 77.78%
126 i f ( $ l i n e =~ m/^>(\S+)\ s (\S+)\ s \S+\s \S+\s \d+\s \d+\s (\d+\s \d+)\ s \S+.\S
+%\s (\S+)%/){
127 #$ t a r g e t s {$miRNA}{ p o s i t i o n s } [ cod names ]
128 push (@{ $ t a r g e t s {$1}{$3 }} , $2 )
129 }
130 }
131
132 # foreach my $mirna ( s o r t keys %t a r g e t s ) {
133 # pr in t "microRNA : $mirna\n " ;
134 # foreach my $ p o s i t i o n s ( keys %{$ t a r g e t s {$mirna }}) {
135 # pr in t " p o s i t i o n : $ p o s i t i o n s \n\ t CODs: @{ $ t a r g e t s {$mirna }{ $ p o s i t i o n s
}}\n\n " ;
136 # }
137 # }
138 re turn %t a r g e t s ;
139 }
Listing I.10: structure_position.pl
1 ##########################################################################
2 # Count a l l o c cur r ence s and p o s s i b l e cand idate s #
3 # from s t ruc tu r e_pos i t i on . p l output #
4 ##########################################################################
5
6 #! / usr / bin / p e r l
7
8 use s t r i c t ;
9 use warnings ;
10
11 my %targe t s , my %candidates , my $mirna ;
12
13 whi le (<>) {
14 i f (/^microRNA : \ s (\S+)$ /) {
15 $mirna = $1 ;
16 }#>Target : I I I i I I I I I I i I I i i i i i i Ocurrences : 1
17 e l s i f (/^\ s>Target : \ s \S+\sOccurrences : ( \ S+)$ /) {
18 $cand idates {$mirna} += $1 ;
19 }
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20 i f (/ Target : \ s \S+\sOccurrences : ( \ S+)/) {
21 $ t a r g e t s {$mirna} += $1 ;
22 }
23 }
24
25 pr in t "microRNA\ tcand idatos \ t t o t a l \n " ;
26 f o r each my $key ( keys %t a r g e t s ) {
27 #pr in t " $key $ t a r g e t s {$key }\n " ;
28 pr in t e x i s t s ( $cand idates {$key }) ? " $key\ t$cand idate s {$key }\ t $ t a r g e t s {$key
}\n" : " $key\ t0 \ t $ t a r g e t s {$key }\n " ;
29
30 }
Listing I.11: count_occurences.pl
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