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Abstract
Cloud technologies provide many benefits for
scientific and engineering applications, such
as customised execution environments, near-
instantaneous provisioning, elasticity, and the abil-
ity to run user-level services. However, a rapid,
wholesale shift to using public, commercial cloud
services is unlikely because of capital investments
in existing resources and data management issues.
To take full advantage of cloud technologies in
the short term, institutes and companies must
be able to deploy their own cloud infrastructures.
The StratusLab project provides a complete, open-
source cloud distribution that permits them to do
this. The StratusLab services include the com-
puting, storage, and networking services required
for an Infrastructure as a Service (IaaS) cloud. It
also includes high-level services like the Market-
place that facilitates the sharing of machine images
and Claudia that allows the deployment and man-
agement of complete software systems.
1 Introduction
Despite the enormous marketing hype around cloud
technologies, much of the excitement is well de-
served. Cloud infrastructures provide users with
more agility by avoiding lengthy procurement de-
lays, access to larger computing resources by avoid-
ing constraints from local physical infrastructures,
customised execution environments, and the possi-
bility to expose user-level services rather than just
static content.
Cloud computing has been embraced by small
and medium-sized enterprises (SME) as a means
to limit capital expenditures and to allow for fast,
even exponential growth. Those in the academic
sector have also taken notice and are investigat-
ing how cloud computing can provide results more
quickly and at lower cost. This is especially true
for academic areas that traditionally lack experi-
ence with deploying and maintaining local comput-
ing infrastructures, like the humanities and social
sciences.
The desire to maximise elasticity at minimum
cost pushes public cloud providers to deploy mas-
sive data centres in locations where energy and
cooling costs are low. Environmental concerns force
providers to consider also the carbon footprint of
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their operations. Computing infrastructures are
swinging back to the centralised model of the main-
frame era.
However, several factors slow this movement to-
wards a centralised computing model based on pub-
lic cloud infrastructures. Inertia is one factor,
where existing investments in physical (and human)
infrastructure mean that current resources cannot
be immediately outsourced to a cloud. User confi-
dence in the cloud is another. Users must be con-
vinced that cloud provides a reliable, robust ser-
vice, especially in the face of recent large-scale out-
ages of Amazons cloud [19].
Data management, however, is the most funda-
mental impediment. On the commercial side, pri-
vacy, confidentiality, and legal constraints hinder
remote storage of data, although some commercial
offerings are now appearing to address this issue.
On the academic side, data are generated by a va-
riety of instruments, are naturally distributed, and
need co-located computing resources. Because of
this, there will be a need for local computing re-
sources at companies and at universities for some
time to come.
Companies and universities still want to take ad-
vantage of the numerous benefits of cloud tech-
nologies. To do so in the short term, they must
be able to deploy a cloud in addition to or in-
stead of using a commercial cloud provider. The
StratusLab project offers a complete, open-source,
Infrastructure-as-a-Service (IaaS) cloud distribu-
tion to satisfy this need.
2 StratusLab Project
The StratusLab project [26] funded in part by the
European Commission, aims to develop a com-
plete, open-source cloud distribution that can be
deployed in production in both the academic and
commercial sectors. It consists of six partners from
five European countries (France, Greece, Ireland,
Spain, and Switzerland) and runs for two years,
ending in May 2012. All of the partners have pre-
vious experience with virtualisation and with dis-
tributed computing, particularly grid computing.
2.1 Cloud Technology
The term “cloud,” as used in the press and popular
literature, describes a wide range of technologies
and deployment strategies. Marketing deliberately
misuses the term to take advantage of the current
excitement surrounding the technology, and further
muddies the water in doing so. NIST, fortunately,
has published excellent definitions of the different
types of cloud service and deployment models [18].
Table 1 defines the different cloud service models,
based on this publication. The cloud service models
form a rough hierarchy of services, where platforms
are built on IaaS clouds and services are built on
PaaS clouds.
There are also a variety of deployment mod-
els. Private clouds are run by an organisation for
its own users whereas public clouds are run by a
provider for the general public. These have signifi-
cantly different security requirements although the
underlying cloud technologies are the same. A com-
munity cloud is an intermediate deployment be-
tween private and public clouds providing a collab-
orative infrastructure involving users and possibly
providers at different institutes. Hybrid cloud in-
frastructures bridge different cloud deployments to
federate the available resources.
The underlying ideas of clouds are not new, hav-
ing their roots in the commodity and utility com-
puting of the past two decades. Those initiatives,
however, had limited success compared to cloud
computing. The popularity of cloud computing
comes from the convergence of three factors:
• Mature virtualization technologies imposing
very small performance penalties compared to
bare-metal performance,
• Simplified APIs and usage models, particularly
RESTful [22] APIs running over the standard
HTTP(S) protocol, and
• Excess commercial computing capacity.
This last point is especially important as it allowed
cloud computing to be made available to a wider
audience at a reasonable price.
The StratusLab cloud distribution allows an
IaaS-type cloud to be deployed; it also provides
functionality to support PaaS cloud installations
over the IaaS cloud. The distribution supports any
type of cloud deployment: private, community, or
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Table 1: Cloud Service Models
Software as a
Service (SaaS)
Consumers use the provider’s
applications that run on a
cloud infrastructure. The ap-
plications are accessible from
various client devices through
a thin client interface.
Platform as a
Service (PaaS)
Consumers deploy onto the
cloud infrastructure (created
or acquired) applications de-
veloped using programming
languages and tools supported
by the provider.
Infrastructure
as a Service
(IaaS)
Consumers provision process-
ing, storage, networks, and
other fundamental computing
resources where the consumer
is able to deploy and run arbi-
trary software, which can in-
clude operating systems and
applications.
public clouds. Future versions will support federa-
tion of cloud infrastructures into hybrid clouds.
2.2 Existing Software
Many commercial software vendors now provide so-
lutions for deploying private clouds. Probably the
best known is the ESXi suite from VMware. Most
academic institutes and smaller companies cannot
afford these solutions because the costs can equal
or exceed the costs for the hardware itself. They
also tend to be less adaptable as users do not have
access to the code to make changes for their envi-
ronment or to experiment with alternate schedul-
ing/provisioning algorithms.
At the time the StratusLab project was pro-
posed, there were no complete, open source cloud
solutions available. However, there were many
toolkits for virtual machine management. The
best-known toolkits are Nimbus [14], Eucalyp-
tus [12] and OpenNebula [8]. Since that time, all
of these toolkits have become more functional and
provide a larger set of the services necessary for
creating an IaaS cloud.
OpenStack [17], another initiative started con-
currently with Stratuslab, also aims to provide an
open source IaaS cloud distribution. The planned
services of OpenStack mirror closely the compute,
storage, and networking services in the StratusLab
distribution, but are accessible via different APIs.
Future evolutions of both platforms will hopefully
move toward standard APIs and provide some level
of interoperability for users of the two systems.
Because of the desire to provide a production
quality cloud distribution quickly, one of Stratus-
Labs core principles is to reuse and build upon ex-
isting software when possible, for example Open-
Nebula and Claudia. The project choose to use
OpenNebula for virtual machine management be-
cause of its maturity, open architecture permitting
extensions, and use of a software license (Apache
2) compatible with commercial reuse of the Stra-
tusLab results. Claudia permits the deployment
and control of complex, multi-machine services,
and consequently is a critical component for sup-
porting Platform as a Service (PaaS) infrastruc-
tures above StratusLab clouds. Both of these pack-
ages emerged from the RESERVOIR [21] research
project and have since been extended and hardened
for use within StratusLab.
3 Existing e-Infrastructures
European academics have access to a wide variety
of existing infrastructures, ranging from local clus-
ters, through university computing centres, to large
European computing platforms. An important goal
of the project is to ensure that academics at all lev-
els can take advantage of cloud computing through
the StratusLab cloud distribution, while maintain-
ing its relevance also in the commercial sector.
3.1 Commercial
Cloud technology really was born in the commercial
sector, stemming initially from Amazons efforts to
monetise their excess computing capacity through
an IaaS offering. Google with Google App Engine
and Microsoft with Azure have since also provided
public cloud infrastructures at the PaaS level.
All of these platforms have been popular with
start-ups and small enterprises, allowing them to
avoid capital expenditures on computing hardware
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and offering the possibility of quick expansion as
the business grows. They have had more lim-
ited success for larger enterprises and for academic
users, mainly because of data management issues.
For commercial entities, issues concern privacy and
confidentiality of sensitive data. For academics, the
issues revolve around the accessibility of data and
its large size.
An open source cloud distribution makes cloud
technologies more accessible to larger enterprises
by allowing private cloud deployments that over-
come the data protection issues. Similarly, cloud
deployments (either public or private) near large
data stores ensure fast, reliable access to academic
data.
3.2 PRACE
The Partnership for Advanced Computing in Eu-
rope (PRACE) [4] is an initiative to provide a
world-class supercomputing service for European
research and industrial users. The service will tar-
get users with parallel applications that need very
high CPU performance and inter-process commu-
nication bandwidth.
These highly optimised applications are unlikely
to benefit from cloud computing because of the
slight degradation in performance due to virtu-
alisation and because most cloud infrastructures
cannot provide high-performance network intercon-
nects. Consequently, this supercomputing infras-
tructure will remain an important complement to
other computing platforms, such as cloud and grid
platforms, based on off-the-shelf hardware.
3.3 EGI
The European Grid Infrastructure (EGI) [1] pro-
vides a high-throughput computing platform with
resources distributed throughout Europe. This
platform is open to European researchers or those
researchers associated with a European project.
The infrastructure itself comprises more than
300,000 CPU cores and 100 PB of disk space, con-
tributed by approximately 350 participating com-
puting centres in 57 countries.
The infrastructure has been very successful in
supporting scientific endeavors with over 13,000
users taking advantage of the infrastructures re-
sources. Although open to all scientific disciplines,
high-energy physicists, specifically researchers as-
sociated with the Large Hadron Collider at CERN,
are by far the largest contributor and consumer of
resources available through the infrastructure.
For historical reasons, the primary grid middle-
ware used on the infrastructure is gLite [13], al-
though there are on-going efforts to support also
UNICORE [5], ARC [15], and Globus [3]. All use a
model based on job submission and appear, crudely,
as distributed batch systems. This model works
well for applications or calculations that can be eas-
ily parallelised into large numbers of independent
tasks, like those in high-energy physics.
However, many other applications need cus-
tomised execution environments or involve the de-
ployment of user-level services and are not well
adapted to the computing model of the grid. Stra-
tusLab, working with EGI, aims to bring cloud
technology to this platform to make the infrastruc-
ture more flexible and, hence, more attractive to a
wider variety of users.
4 Combining Grid and Cloud
Technologies
Some view grid and cloud technologies as compet-
ing technologies; this project however views them
as complementary. Combining those technologies
promotes scientific e-infrastructures that are more
dynamic, appeal to a wider variety of scientific com-
munities, and encourage international and interdis-
ciplinary collaboration.
Models to combine these technologies can be
crudely categorised as “grid-over-cloud” or “cloud-
over-grid.” The cloud-over-grid approach uses the
existing grid job submission and management ser-
vices to launch (customised) images for job exe-
cution. The CNAF data centre in Italy has used
this approach for their WNoDeS [6] service. This
does provide a customised environment for users,
but still presents new users with the high learning
curve of grid services and still maintains a “job-
based” workflow that is not applicable to all appli-
cations.
StratusLab takes the opposite approach–“grid-
over-cloud”–specifically treating the grid as a
Platform-as-a-Service (PaaS) infrastructure run-
ning over StratusLabs Infrastructure-as-a-Service
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Figure 1: Grid as a PaaS
(IaaS) cloud (see Figure 1). This architecture
allows system administrators to expose their re-
sources via both grid and cloud interfaces to their
users, maximising the sites utility. By offering both
interfaces, it allows users to decide which abstrac-
tion is best suited to their applications: a job-based
abstraction for the grid or a machine-based abstrac-
tion for the cloud. Users can exploit fully the dy-
namic nature of the cloud, provisioning resources
as needed and running user-level (and community-
level) services as appropriate.
However, the layering of grid services over the
cloud does require some detailed integration to en-
sure that they interoperate well, especially from
the users point-of-view. For example, the grid and
cloud interfaces should support the same authen-
tication and authorisation mechanisms to ensure
that users can take advantage of both types of ser-
vices and potentially mix them for a particular cal-
culation.
To test this scenario and ensure that it works,
StratusLab runs a production grid site within EGI.
This site has been certified via the standard EGI
procedures and is monitored and evaluated with the
standard tools. This experience has shown that
StratusLab can indeed support running grid ser-
vices within a cloud, although direct use by scien-
tists at this point has been limited. With the pro-
duction release of the StratusLab distribution, the
project expects pilot sites to adopt this architec-
ture, providing further information on running this
scenario and allowing the project to further refine
the distribution.
5 Requirements
At a minimum, the StratusLab cloud distribution
must provide all of the services for a complete IaaS
cloud deployment, including compute, storage, and
networking services. The compute services must
allow the deployment of virtual machines created
by users themselves and should pose no constraints
on the type of operating system used within the
virtual machine. Similarly, a standard, lightweight
contextualisation method must be used to minimise
perturbations to the users standard machine config-
uration. The storage services must allow persistent
storage of data with a lifecycle independent from
a particular virtual machine instance. The system
must allow services running on virtual machine in-
stances to be accessible from the wide area network,
if requested by the user.
The StratusLab distribution must also support
operation in a distributed, collaborative environ-
ment like that of EGI. This requires a flexible
authentication framework that allows integration
with grid authentication mechanisms as well as ex-
isting authentication mechanisms at sites deploy-
ing standalone cloud infrastructures. The distribu-
tion must also be designed to foster collaboration
by, for instance, allowing the easy sharing of vir-
tual machine images. Many scientific domains will
build their own computing platforms above an IaaS
cloud; consequently, the distribution must provide
services to facilitate the deployment and operation
of these domain-specific PaaS.
StratusLab targets a wide range of data centres,
ranging in size from a few tens of machines to tens
of thousands. Consequently, the services must be
scalable. The experience of the system administra-
tors at the targeted sites also varies greatly. As
a result, the distribution should be easy to install
but also be compatible with the automated instal-
lation tools of larger sites. Finally, different sites
prefer different operating systems, so the distribu-
tion should demonstrate portability between sev-
eral operating systems.
6 Distribution
The project uses agile software development
methodologies to ensure that the StratusLab cloud
distribution meets the requirements of our users
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and evolves quickly while maintaining its produc-
tion quality. The project always moves from work-
ing version to working version, making iterative im-
provements and testing continuously, ensuring that
all versions can potentially be released.
Because of this methodology, StratusLab re-
leased at the end of its first year the 1.0 produc-
tion distribution, preceded by four public beta re-
leases. The first beta release, three months into the
project, was already a functional cloud; the project
has been running a reference cloud infrastructure
with its software since the second beta release.
A StratusLab cloud based on the 1.0 produc-
tion release offers computing, storage, and network-
ing services as well as high-level services to facili-
tate sharing of machine images and deployment of
multi-node services (see Figure 2). For users, the
distribution also provides a set of client commands
for interacting with the cloud services. These com-
mands are written in python for portability, run-
ning on Linux variants, Mac OS X, and Windows.
For system administrators, deployment can be done
via a scripted manual installation or via a fully au-
tomated configuration with the Quattor [20] fabric
management system.
6.1 Computing
Virtual machines are at the centre of any IaaS
cloud, and consequently virtual machine manage-
ment is a core feature of any IaaS cloud distribu-
tion.
The StratusLab software stack for computing
services consists of the operating system running
on the physical hardware, a hypervisor for local
VM control, a virtual machine manager (VMM)
for cloud-wide management of VMs, and a cloud
API permitting remote access to the resources.
Currently, StratusLab supports Fedora14 at the
OS-level, uses KVM for the hypervisor, integrates
OpenNebula as the VMM, and exposes OpenNebu-
las proprietary XML-RPC interface as a cloud API.
OpenNebula allows users to control the complete
lifecycle of a virtual machine from its initial cre-
ation to ultimate destruction. It provides many
hooks into the machine lifecycle and various cus-
tomisation points that allow it to integrate well
with the other StratusLab services.
The project has also worked with the developers
to improve the system. To help with forensic analy-
sis following security incidents, a quarantine system
was introduced and more detailed logging is pro-
vided. Other improvements include better manage-
ment of network addresses, better error feedback to
users of the cloud API, and eventually user, group,
and role support in the authorisation system.
Future versions of StratusLab will take better ad-
vantage of the flexibility of OpenNebula, allowing
the support of more underlying operating systems
and more hypervisors. The project will also move
to OCCI [16], a proposed OGF standard, for the
cloud API, potentially allowing users a common
API for different cloud implementations.
6.2 Storage
All non-trivial analyses use input data for a calcu-
lation and store its result. Consequently, storage
resources are a core component of any computing
infrastructure. StratusLab uses a disk-based ab-
straction for its storage services providing tools to
manage and to exploit both static (read-only) disks
and persistent (read-write) disks.
A static disk is essentially a file containing a disk
image that can be mounted on one or more virtual
machines. As implied by the name, these disks are
immutable and only provide read-only access to the
data when mounted on virtual machines. These
disks are useful for defining fixed databases for use
(and reuse) for scientific calculations.
Because these are read-only files, they can be
treated in the same way as virtual machine images.
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Consequently, the Marketplace (see below) can be
used as a catalogue of available static disk images
and the standard StratusLab caching mechanisms
are used to minimise transfers and access latencies
to these data.
StratusLab provides a separate service for per-
sistent disks. These disks have a lifecycle–creation,
use, and removal–independent of the virtual ma-
chines that use them. The persistent disk service
currently sports a proprietary RESTful interface
that allows control of a disks lifecycle. The service
can use either an iSCSI server (with disk storage
behind) or a standard shared file system (e.g. NFS
or GPFS) for the sharing of the persistent disks
with the compute nodes.
The service is integrated with the compute ser-
vices to allow the transparent mounting and dis-
mounting of these disks on running virtual ma-
chines, either at boot time or while a machine is
running.
The project has put a low priority on file-
based storage services for two reasons: (a) most
users already have access to file-based storage
through grid storage services, WEBDAV-enabled
servers, or similar services; and (b) a disk-based
abstraction makes more sense when working at
the Infrastructure-as-a-Service level that Stratus-
Lab targets.
SNIA [24] has proposed Cloud Data Management
Interface (CMDI) [23] as a standard for storage ser-
vices. This is a RESTful API for storage that has
a largely file-based abstraction for storage. Treat-
ing the virtual disks as files within this API makes
sense. Consequently, the persistent disk service will
be enhanced to provide a CDMI interface.
6.3 Network
To connect users with distributed resources, cloud
computing relies critically on a fast and stable net-
work infrastructure. For the European Research
Area, GE´ANT [2] provides this infrastructure in
partnership with national organizations. Commer-
cial entities, however, cannot use the research net-
work and must instead rely on commercial network-
ing providers.
Advanced networking services, including dy-
namic Virtual Local Area Networks (VLAN), are
not needed for basic use of a cloud (and in fact are
not needed at all for private cloud deployments).
However, for public cloud deployments, such ser-
vices can increase the security and help alleviate
data protection concerns.
The current releases of the StratusLab Cloud
Distribution provide a very basic level of network-
ing services, relying on the existing production net-
work and permitting the allocation of “public,”
“local,” or “private” IPv4 addresses. These three
types of addresses correspond to three distinct use
cases for the StratusLab cloud.
Public IP addresses are visible from inside and
outside of a cloud deployment. They permit ser-
vices running on a cloud to function as real services
with visibility to users outside of the organisation
running the cloud infrastructure. As they are pub-
lic, they also require a higher level of security at
the level of the running virtual machine. A disad-
vantage of public IPv4 addresses is that they are
becoming increasingly scarce.
Local IP addresses are visible from virtual ma-
chines running within a cloud deployment. Ac-
cess to external services from the virtual machines
requires going through a NAT (Network Address
Translation) server. Despite the more limited visi-
bility of these addresses, they can be used to com-
municate between related machines within a cloud.
Examples of this include nodes involved in paral-
lel calculations (for example MPI calculations) and
worker nodes in a batch system.
Private IP addresses are visible only from the
physical host on which a virtual machine is running.
Access to external services takes place through
NAT on the physical host. The very limited vis-
ibility of these addresses increases the security of
the machine. Despite the limited connectivity,
machines running with private IP addresses can
participate in master/worker frameworks such as
BOINC [9] or XtremWeb [7].
Having three different types of IP addresses avail-
able allows users to balance the requirements of
services running within their virtual machines with
potential security improvements due to limited visi-
bility of the services. This also allows scarce public
IPv4 addresses to be conserved for those virtual
machines that really need to be externally visible.
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Figure 3: Marketplace Workflows
The above scheme has turned out to be very flex-
ible, permitting a large variety of services to be de-
ployed on a StratusLab cloud. Nonetheless, the dis-
tribution will incorporate improvements to further
improve the security of running machines: provi-
sion of VLANs and dynamic firewalling. Another
important topic for the future will be the support
of IPv6 addressing, both for the clouds physical
hosts and for the virtual machines running within
the cloud.
6.4 Marketplace
Creating robust and secure virtual machine images
requires significant experience. For many people,
the necessity to create a virtual machine image is
a significant barrier to the use of cloud resources.
Sharing virtual machine images can allow many
people to overcome this barrier.
StratusLab provides a “Marketplace” that al-
lows: (a) users to browse for relevant, pre-existing
virtual machine images; (b) system administrators
to evaluate virtual machine images against their
security policies; and (c) machine creators to pub-
lish their work to a larger audience (see Figure 3).
The Marketplace is a searchable database contain-
ing metadata entries for (both disk and machine)
images; searches can be done programmatically or
via a web browser. The image content itself is
hosted in cloud storage or on an external server.
User Workflow Users search for images based
on the metadata, then use the image identifier to
launch a virtual machine or to attach a static disk
to a machine. The metadata contains basic infor-
mation such as the operating system, version, and
architecture, as well as service information such as
what applications are available in the image. The
required entries are kept to a bare minimum, in-
stead allowing communities to adapt and to extend
the metadata as necessary.
System Administrator Workflow System ad-
ministrators define a policy that validates images
according to the sites requirements. All images
used are then validated against the policy before
being deployed within the cloud. The metadata in-
formation is cryptographically signed, allowing the
administrator to decide if an image can be trusted
based on the endorser and the metadata. Service
information such as required ports allow the sys-
tem to determine if the machine can run correctly
within the given cloud deployment.
Creator Workflow Image creators upload their
image to cloud storage or make it available via an
external service. They then create a metadata en-
try describing the image, sign the entry, and up-
load it to the Marketplace. In so doing, they en-
dorse the image. This endorsement can be revoked
by uploading another metadata entry that marks
the image as deprecated. An interesting point is
that people other than the creator can endorse the
image, for example marking it as certified by an
independent evaluator.
The implementation is very open, allowing the
largest number of people to make use of the Mar-
ketplace. At the same time, it permits the uploaded
information to be validated and evaluated against
security criteria. See the Marketplace Technical
Note [25] for the complete list of security concerns.
The core functionality of the Marketplace is in
place. Changes are likely to come in the content
of the metadata entries as the user community dis-
covers what information is necessary to effectively
share images. It is also likely that social features
will be added to the Marketplace, allowing the re-
liability of images and endorsers to be determined
by the community.
6.5 Claudia
Using an IaaS cloud service is effective for single
machine services and for building platforms with
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multiple cooperating machines.
For platforms however, it often becomes te-
dious to have to synchronise the deployment of
the various machines (for example, servers must
be deployed before clients) and to provide man-
ual failover strategies. High-availability and auto-
configuring services can reduce the need for manual
interventions. Unfortunately, such services are still
very much in the minority at most data centres.
Claudia, a “service manager” aims to automate
the deployment of an ensemble of machines (a “ser-
vice”) and to provide limited autoscaling of the ser-
vice. It uses an OVF [10] description that describes
both the dependencies between machines and rules
for changing the deployment based on performance
or load metrics.
Claudia is a part of the StratusLab production
release and has been used to automatically deploy a
batch system and a complete grid site. It currently
does not use the standard StratusLab authentica-
tion mechanism and is thus appropriate only for
private cloud deployments.
The service exposes the TCloud [27] interface,
which has been submitted to the DMTF [11] as
a proposed standard. As the service evolves, the
standard authentication mechanisms will be incor-
porated to allow use on public cloud deployments.
Incremental improvements in the functionality and
robustness of the code will continue over the life-
time of the project.
7 Reference Infrastructure
Although the project does not intend to provide
a perennial e-infrastructure for scientists, it does
provide a reference cloud infrastructure to demon-
strate the StratusLab cloud distribution, to allow
production use of the software, and to encourage
feedback on the projects software.
This infrastructure is provided by GRNET in
Athens, Greece, consisting of 17 physical servers,
256 CPU cores, 768 GB RAM (48 GB/node), 3.6
TB of disk space, and 10 Gb/s network intercon-
nects. To ensure feedback from a wide variety
of people, the infrastructure is open to the public
(with account registration).
A second infrastructure will also be available at
LAL in Orsay, France to give users access to a sec-
ond infrastructure and to allow the project to in-
vestigate various cloud federation schemes.
8 Use of the StratusLab Dis-
tribution
The production release is recent, and real world de-
ployments and use of the StratusLab distribution
are just beginning. Nonetheless, there are indica-
tions that the cloud services are robust and meet
the needs of users.
The operation of the reference infrastructure is
the first indication. To demonstrate further the
functionality and stability of the StratusLab distri-
bution, GRNET also runs a production grid site
(HG-07-StratusLab) within the European Grid In-
frastructure on top of the reference cloud infras-
tructure. This site had to go through all of the
standard certification procedures to be a part of
EGI and is monitored through its standard oper-
ational tools. This site validates the model of de-
ploying grid services as a PaaS over a StratusLab
cloud and the functionality of the distribution it-
self. The services have remained stable for more
than six months, even in the face of frequent up-
grades of the StratusLab software.
A few bioinformatics researchers and engineers
act as a pilot scientific community for the project.
They have created customised virtual machine im-
ages that allow them to access standard bioinfor-
matics databases and to analyse this information
with standard software tools within the domain. A
more involved analysis, involving the determination
of protein structures based on Nuclear Magnetic
Resonance data, will determine if the software can
effectively handle complicated workflows and per-
mit easy autoscaling in response to the changing
needs of the analysis.
SixSq is also currently installing a StratusLab
cloud instance to test whether it can run the stan-
dard software environment used by the European
Space Agency. The ultimate aim is to use cloud
technologies to expand the scope of the testing for
their software and to speed the deployment of new
releases.
Feedback from all of these installations and tests
will undoubtedly improve future releases of the dis-
tribution and lead to more deployments of the soft-
ware.
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9 Challenges
The current StratusLab distribution provides
a solid, production-quality cloud distribution.
Nonetheless, there are some challenges to running
a cloud that will require further software devel-
opment and changes in the way non-commercial
computing resources are managed. Some aspects
of these challenges are being explored within the
project, but full solutions will need research and
developments extending beyond the end of the
project.
9.1 Scheduling
Although the usual cloud usage model does not ex-
pose queues or scheduling to the end-user, schedul-
ing is critical for cloud providers. On cloud infras-
tructures, two areas require scheduling decisions:
initial placement of virtual machines and optimisa-
tion of the total infrastructure.
The initial placement of a virtual machine is very
similar to scheduling a job in a traditional batch
system. The scheduler must match the require-
ments of the virtual machine against the (available)
capacity of physical machines making up the cloud.
All of the accumulated knowledge and experience
with batch systems is directly applicable to creat-
ing an efficient cloud “placement service.”
However, virtualisation technologies also permit
virtual machines to migrate from one physical host
to another. This opens up new possibilities for ad-
justing the load on a cloud based on any number of
characteristics: energy use, service level agreement
management, state of physical hardware, etc. How-
ever, migration itself has resource and service avail-
ability overheads that must be considered when
balancing the load of the system. Developing effi-
cient “optimisation services” for the cloud are crit-
ical for efficient management of the resources and
driving down the costs of providing them.
9.2 Infinite Capacity
Simplicity and elasticity are the two fundamental
characteristics of cloud computing; without them
the technology is much less compelling. Both come
from a model in which the cloud resource has in-
finite capacity. In this case, resource requests can
be handled immediately, no matter how numerous
Users
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Request
"Outsourced"
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Users
Commercial Cloud
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Redirected
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Public Cloud
Broker
Peer Federation or Bursting Brokered Federation
Figure 4: Cloud Federation Models
or large. This simplifies the usage model, avoiding
complications like queuing, scheduling, and prior-
ities that are features of other shared computing
resources.
No real cloud truly has infinite resources, but
for all intents and purposes, large public cloud
providers like Amazon or Microsoft have enough to
make them appear infinite. Resource centres typi-
cal of universities or small companies, however, do
not. If these centres are to deploy their own clouds
and give their users the same simple usage model,
they must maintain the illusion of infinite capacity.
How can this be done?
Federation of cloud resources offers one possible
solution (see Figure 4). One model has different
cloud administrators agreeing to share resources.
In this case, requests which cannot be handled by
one cloud resource would be outsourced to another
peer cloud. This would be completely transpar-
ent to the user and maintain the illusion of infinite
capacity. This model is usually called “cloud burst-
ing” when commercial public providers are used for
the outsourcing.
Another model for federation would expose the
individual cloud resources to the user. In this case,
if one cloud was at capacity, then the user could
choose another cloud resource. No doubt, cloud-
brokering services that search for and select par-
ticular clouds would quickly spring up, hiding this
complexity from the users. This model is very simi-
lar to the “brokering” model that is used in current
large-scale grid infrastructures, like EGI.
Federation, however, brings its own issues. Many
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virtual machines work in concert with others or are
co-located with the data they process. When out-
sourcing virtual machines to another cloud, these
interdependencies are crucial as network band-
width is much lower over the wide-area network
than within a single cloud resource. In addition,
the shipping of data between sites may compromise
privacy or confidentiality constraints. Technical so-
lutions to these issues can be found, but these so-
lutions will significantly complicate any federated
cloud deployment compared to a single site cloud
deployment.
Reintroducing queuing to the cloud usage model
offers another partial solution. Not all resource re-
quests need to be handled immediately. Those less
urgent tasks could be queued until demand drops
and resources become available. The tricks are (a)
to identify those tasks that can be queued and (b)
to keep the standard (non-queued) usage model
simple. Amazon provides a rather elegant solution
with its spot instances–virtual machines that run
only when the price drops below a certain thresh-
old.
9.3 “Pay as You Go”
All public, commercial clouds have accounting and
billing services that allow users to pay for only the
resources that they consume. This is a core part
of their business model and source of their revenue.
This economic model also ensures that users mon-
itor their utilisation and gives the provider control
over the total utilisation.
Because cloud providers identify their users
through their credit cards and tie utilisation di-
rectly to the cards, users are highly motivated to
monitor their utilisation, using the most efficient
methods for calculations and shutting down un-
needed virtual machines. This encourages efficient
sharing of the capacity.
Within the economic model, providers have con-
trol over the prices. This gives those providers the
ability to control the total load of their resources by
raising or lowering prices. Essentially this simpli-
fies the load management both for the provider and
for the users, by avoiding complicated mechanisms
using quotas and fair shares.
Economic models can offer the same bene-
fits in academic settings. The problem is not
technological–all public cloud providers deploy and
use accounting and billing systems. The problem
is overcoming the reluctance to using these models
and the inexperience in pricing resources in aca-
demic environments. Nonetheless, moving to such
a utilisation model (even with “fake” money) would
facilitate equitable sharing within an institute and
federation between cooperating institutes.
10 Future Directions
Within the first year, the project created a com-
plete, open source cloud distribution, providing the
computing, storage, and networking services re-
quired for deploying an IaaS cloud. The distribu-
tion also includes high-level services like the Mar-
ketplace to promote sharing of machine images and
Claudia to orchestrate the deployment and control
of multiple machine services.
The second year will bring incremental changes
to the existing functionality, focusing on improving
the ease of use and integration between the services.
The services will evolve to support the emerging
cloud standards: OCCI, TCloud, CDMI, and OVF.
This transition will be transparent for users of the
StratusLab command line interfaces.
More profound functional additions to the Stra-
tusLab distribution will come from the support
for federated cloud infrastructures. This will in-
clude cloud “bursting” to commercial public cloud
providers or to other StratusLab cloud deploy-
ments. It will also include a study on how best
to include and to federate cloud resources on the
European Grid Infrastructure.
Functional advances are of little benefit without
real users of the software. Consequently, a ma-
jor focus of the second year of the project will be
to identify concrete scientific and engineering use
cases and to ensure that they can be satisfied using
a StratusLab cloud. Already, scientific use cases
have been identified in bioinformatics and compu-
tational chemistry. An engineering use case in-
volves the deployment and use of the typical soft-
ware development tools (code versioning system,
bug tracker, web site, wiki, LDAP server, etc.) to
create a software engineering PaaS.
Longer-range plans include measuring the per-
formance of specific applications on a StratusLab
cloud and identifying areas that need improvement.
This would allow cloud services to offer High Per-
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formance Computing services and expand the range
of applications that are well adapted to running in
a cloud environment.
11 Summary
Cloud technologies provide many benefits for scien-
tific and engineering applications: customised exe-
cution environments, near-instantaneous provision-
ing, elasticity, and the ability to run user-level ser-
vices. To provide elasticity while remaining effi-
cient, there is a push towards larger, centralised
data centres. However, there are also many barriers
that prevent a rapid shift back to centralised com-
puting. On the one hand are the current capital in-
vestments and human investments in existing data
centres in research institutes and university depart-
ments. On the other are concerns about data man-
agement, especially the production, availability and
maintenance of large scientific data stores, in a cen-
tralised model when much of the data is produced
in a distributed manner. Because of these barriers,
the shift towards a more centralised model based
on public cloud infrastructures will be gradual.
If scientists and engineers are to take advantage
of the benefits of cloud computing in the short
term, their institutes must be able to transform
their current resources into a cloud infrastructure.
This requires a complete, readily accessible cloud
distribution that they can install.
StratusLab has developed and maintains a com-
plete, open source cloud distribution that allows
people to install their own public or private IaaS
cloud infrastructure. The StratusLab services in-
clude the computing, storage, and networking ser-
vices required for an Infrastructure as a Service
(IaaS) cloud. It also includes services like the Mar-
ketplace that facilitate sharing of machine images
and Claudia that allows the deployment and man-
agement of complete software systems.
The project produced four beta releases of the
software and its 1.0 production release in the first
year of the project. This was possible because it
chose to integrate existing solutions where possible
(for instance using OpenNebula for the virtual ma-
chine management) and to follow an agile software
development method that permitted rapid evolu-
tion and validation of the StratusLab distribution.
Deploying a cloud infrastructure in the smaller
data centres of research institutes and universi-
ties does pose some general (not entirely techni-
cal) challenges. Elasticity is a key characteristic of
cloud computing, but how is this maintained when
deployed on finite resources? Federation is a pos-
sible answer here, but this can bring complications
both for the cloud implementers and users. Virtual
machine scheduling policies are extremely impor-
tant to meet certain goals, like availability, perfor-
mance, and energy efficiency. How can these be
incorporated into cloud deployments? Most com-
mercial providers use a “pay as you go” economic
model, both as a means of monetising their infras-
tructure and as a way to control resource occu-
pancy. How can this be adapted to academic envi-
ronments that do not have a tendency to use such
techniques?
The StratusLab cloud distribution will continue
to evolve, incrementally adding new features and
improving existing ones. With the initial 1.0 pro-
duction release as a firm base to build upon, the
project will concentrate on supporting hybrid cloud
infrastructures and on demonstrating real scien-
tific and engineering use cases. Many of these use
cases will eventually become domain-specific plat-
forms running on a StratusLab IaaS cloud infras-
tructure, allowing European e-Infrastructures to
become more diverse while maintaining a common
infrastructure to promote sharing and collabora-
tion.
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