Our work on modeling driver behavior in a cognitive architecture has benefited greatly from two types of integration: composition of independently developed theories and models into the framework of a cognitive architecture, and generalization of common elements of theories and models into higher-level constructs within the architecture. This chapter highlights three ways in which integration by composition and generalization have arisen in the modeling of highway driving, driver distraction, and executive control within driving. Such integration has played a critical role in the incremental development of new theories of driver behavior and the implications of these theories for other domains. At the same time, this integration has facilitated the development of practical systems that utilize these theories in real-world applications, such as predicting the distraction potential of novel in-vehicle devices. 
Introduction
As cognitive architectures continue to move forward toward more truly "unified theories of cognition" (Anderson, 1983; Newell, 1990) , integration has played and will continue to play a key role in their development. At least two distinct types of integration, which I shall call integration by composition and integration by generalization, have become evident in recent work on cognitive architectures.
Integration by composition is the incorporation of independently developed theories for specific domains or phenomena into a broader cognitive architecture. For example, the EMMA eye-movement model (Salvucci, 2001-b) for the ACT-R architecture (Anderson et al., 2004) largely derived from the E-Z Reader model of eyemovement control (Reichle et al., 1998) developed specifically for the domain of reading. The idea behind the development of EMMA was that, rather than "re-inventing the wheel" of eyemovement theories, an existing rigorous theory could be incorporated into the ACT-R architecture. Such an incorporation is non-trivial in that it requires adaptation of the theory to fit within the broader architecture -for instance, the initiation of eye movements had to be tied to an existing module that directs visual attention (Byrne, 2001 ), which in turn is tied to productionrule firings in ACT-R. This type of integration has great benefits for the cognitive architecture:
it extends the range of domains or phenomena potentially addressed by the architecture (in EMMA's case, separating observable eye movements from unobservable movements of attention), while perhaps inspiring new ways to think about the existing architecture and how it fits with other psychological theories.
Integration by generalization, in some ways related to but distinct from integration by composition, is the unification of separate models or theories within the architecture into a single, more general model or theory. For example, a recent treatment of list memory (Anderson et al., 1998 ) proposed a general model that would serve as a basis for any cognitive model involving declarative representations of lists and procedural representations that operated on them. As another example, the path-mapping theory of analogy (Salvucci & Anderson, 2001) provides a common representation for declarative structures in analogical reasoning as well as the procedures that map the "paths" of one structure to another, thus inferring associated objects and relations. In both cases, the integration arises across models developed in the architecture:
rather than models each relying on their own domain-specific representations, models can share a single common representation that has been independently validated on a cross-section of tasks.
Such efforts are even more critical as researchers use cognitive architectures to model increasingly complex tasks, where it is sometimes difficult to tease out the effects of lower-level phenomena (like studying list memory in the context of air-traffic control), and thus it is greatly
beneficial to have well-tested lower-level models to allow the modeler to focus on the higherlevel aspects of the task.
My colleagues and I have been working for several years on integrated models of driver behavior in the ACT-R cognitive architecture. Driving has proven a fascinating domain for the application of a cognitive architecture like ACT-R: the complex, dynamic nature of driving has pushed the architecture well past simple psychological experiments to more realistic everyday tasks, while the architecture has benefited the driving community by providing a rigorous framework for computational modeling. Integration, both by composition and generalization, has played an extremely important role in the long-term development of the models -perhaps an indication that, as for any complex domain, model development is necessarily a step-by-step process of integrating and building on previous work. In this chapter I highlight three examples of integration within this work on driver behavior: (a) integration by composition of a lowerlevel control model into a production-system model for highway driving, (b) integration by composition of the driver model with models of in-vehicle secondary tasks to predict driver distraction, and (c) integration by generalization of the multitasking aspects of the previous models into a general executive for handling multitask performance.
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Modeling Highway Driving
The first example of integration in our work on driving involves the composition of a "lower-level" control model into a production-system model of highway driving. A number of control models of steering have evolved over the past several decades (e.g., Donges, 1978; Godthelp, 1986; Hildreth et al., 2000) . We have developed our own control model (Salvucci & Gray, 2004) , described next, that derives from this previous work and formulates basic control using near and far road information. For purposes of developing a model of highway driving, we call these "lower-level" models in the sense that they focus on a particular aspect of the driving task, namely that of steering, and almost exclusively steering through curves (as opposed to lane changing, turning, etc.). However, such models require a significant conceptual leap for modeling highway driving in at least two significant ways: first, specifying how the vision system acquires information and how the motor system outputs response; and second, specifying how basic steering can be incorporated into a model which must perform other tasks such as environmental monitoring and higher-level decision making. The ACT-R driver model (Salvucci, in press ) is an effort to do exactly this, specifying a fuller model of highway driving within the ACT-R cognitive architecture (Anderson et al., 2004) .
The "two-point" model of steering (Salvucci & Gray, 2004) uses the perceived visual direction of two visual points: a near point in the near region of the roadway, used primarily to maintain a central position within the lane; and a far point in the far region of the roadway, used primarily to guide steering with respect to upcoming road curvatures. The model derived to some extent from parsimonious accounts of visual guidance in locomotion and steering (e.g., Rushton e al., 1998; Wilkie & Wann, 2003) . The critical distinction between our model and most previous models is that our model explicitly utilizes near and far information, and uses only perceived visual direction to these points to guide steering. The model's two-point nature was inspired by a two-level model by Donges (1978) , though Donges' model is much more complex and requires estimation of road curvature, which has been shown to be difficult for human 6 observers to estimate accurately (e.g., Fildes & Triggs, 1985) . The model was also inspired by empirical studies showing the two-level nature of visual attention during steering, most notably that of Land and Horwood (1995) .
The two-point model is specified as follows. The near point in the model is defined as the center of the roadway at a convenient nearby distance ahead; this distance was set to 7° down from the horizon or roughly 6 m ahead of vehicle center, reported by Land and Horwood (1995) as the optimum for acquiring nearby lane-position information. The far point is defined as one of three possible points depending on the current scenario, shown in Figure 
Alternatively, we can formulate an analogous discrete control law updated at intervals Δt:
From these equations we can see that the control law attempts to maintain three criteria: a stable
, and a near point centered on the roadway such that
<< Insert Figure 1 here >> As a control model of steering behavior, the model nicely fits various aspects of human steering behavior found in recent empirical studies (see Salvucci & Gray, 2004 , for details). For example, Land and Horwood (1995) found that when viewing only a far region of the road, drivers exhibited smooth but inaccurate lane keeping (i.e., far from road center); in contrast, when viewing only a near region of the road, drivers exhibited more accurate but "jerky" control.
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The model reproduces this feature through its separation of near and far road points, the near region helping to guide accurate steering whereas the far region helping to smooth out driving based on the upcoming roadway. As another example, Hildreth et al. (2000) examined driver behavior in cases where the vehicle is veering off-center and the driver must make a quick corrective maneuver to guide the vehicle back to center. << Insert Figure 2 here >> While the two-point control model can form the backbone of an integrated driver model, the modeling of real behavior in a complex environment such as highway driving clearly requires much more than the control model; the control model says nothing about, for example, how the driver acquires visual information and produces motor responses, how the driver monitors her environment and makes higher-level decisions, or how the driver divides her cognitive "attention" to these various tasks efficiently and safely. To this end, the ACT-R integrated driver model (Salvucci, in press ) proposes a fuller account of driver behavior in the context of multilane highway navigation. The driver model follows integration by composition by embedding the two-point control law into a tight control loop implemented as ACT-R production rules; these control rules iterate a process of (1) acquiring visual information through ACT-R's visual processor (Byrne, 2001 ); (2) computing an updated steering angle using the discrete form of the two-point control law, while also computing an updated accelerator/brake depression based on a similar control law; and (3) sending these updates to the motor system through the ACT-R motor system, modified for steering-and pedal-specific motor movements. At the same time, the model also integrates additional rule sets for monitoring, specifically looking out at the roadway and noting the current position of other vehicles, and decision-making, specifically deciding whether and when to change lanes given time-headway to a lead vehicle and distances to adjacent vehicles.
When validating a model of driving (or any complex task) with human empirical data, there is no one measure that will provide a complete picture of the quality of the model; instead, 
Modeling Driver Distraction
A second aspect of integration in our work involves the composition of the ACT-R driver model with models of secondary tasks to account for driver distraction. Driver distractioninattention to the driving task typically related to secondary in-vehicle tasks such as cell-phone dialing -has received a great deal of media attention due to its dangers on today's roadways.
Given that the ACT-R driver model already multitasks among three basic component processes (control, monitoring, decision-making), my first attempt to model driver distraction (Salvucci, 2001 ) asked a very straightforward question: if we integrate this model with yet another task, such as secondary in-vehicle task, can we account for effects of driver distraction with this model? The ACT-R cognitive architecture is critical to this endeavor in that it specifies the constraints of human behavior, most importantly the constraints on the cognitive processor: the architecture posits a serial, single-threaded cognitive processor that can only "think about" one task at one time. Thus, the integration by composition here generate predictions of distraction that fall directly from both the cognitive architecture and the instantiation of the driver model in the architecture (as described in the previous section).
We have used this "integrated-model approach" (Salvucci, 2001) to perform several studies of driver distraction. The first such study (Salvucci, 2001) explored how an integrated model could account for differences in distraction arising from cell-phone dialing using different input modalities, namely manual versus voice dialing. Before performing the empirical study, the driver model (an older version of the current model: Salvucci, Boer, & Liu, 2001 ) was integrated with an ACT-R model of phone dialing in four conditions, each condition representing a combination of two factors: full versus speed, indicating whether the driver inputs the entire seven-digit number or a single speed number/code; and manual or voice, indicating whether the driver types digits manually or speaks the digits out loud (for processing by a speech-recognition system). After the model predictions were generated, the human-driver experiment was run with drivers performing in the same dialing conditions both during driving and as a single task (baseline). One result for the human drivers showed that the total time needed to dial the phone in all four conditions was slightly (1-2 s) higher while driving; the model also needed more time because of the interleaved driving, but also only slightly more time because the interleaving was done rather efficiently. An even more significant measure is that of driver performance in each condition, illustrated in Figure 4 as the average lateral deviation from lane center. Again, the model captures the most important qualitative effect in the human data: the manual-dialing conditions produce a significant effect on performance while the voice-dialing conditions produce no significant effect -especially surprising given the fact that the full-voice condition incurred the most total time for all conditions for both human drivers and model. The model's a priori predictions in this case were somewhat off target quantitatively, although small changes to the control-law parameter values (as performed in Figure 2b ) significantly improve the quantitative fit.
<< Insert Figure 4 here >> Another study of phone dialing while driving highlighted the interaction of driver distraction and age (Salvucci, Chavez, & Lee, 2004) . This study utilized a recent result from Meyer et al. (2001) that some aspects of modeling older populations can be accounted for with a 13% slowdown of the cognitive processor; Meyer et al. found this result for simpler laboratory tasks, but the effects of this slowdown when generalized to complex tasks such as driving are often not clear. In our study, we modeled phone dialing and driving as before but, for the "older" drivers (roughly 60-70 years of age), we incorporated a 13% slowdown in ACT-R's cognitive processor cycle time (raising it from the default 50 ms to 56.5 ms). Figure 5 shows the results as compared to results from human drivers measured by Reed and Green (1999) ; the graph plots side-to-side lateral velocity as a measure (like lateral deviation) of steering performance while driving. For both model and human drivers, the age-related slowdown has no effect while driving without a task -the control loop runs frequently enough that a slightly longer delay does not have observable effects when filtered through the complex dynamics of the vehicle. However, again for both model and human drivers, the slowdown has a significant effect in the presence of a task: both younger and older drivers are negatively affected by the dialing task, but the older drivers exhibit a significantly larger adverse effect on performance. In this study, integration by composition not only manifests itself in the composition of the driver and dialing models, but also in the composition of the age-related slowdown theory into the cognitive architecture to produce immediate predictions from the integrated theory.
<< Insert Figure 5 here >> While these two studies emphasize distraction from the primarily perceptual-motor task of phone dialing, another study (Salvucci, 2002 ) highlights how the model can account for "cognitive distraction" -distraction from a primarily cognitive task. In this study, drivers performed a "sentence-span task" involving sentence processing and word recall: drivers listened to five sentences of the form "X does Y" (e.g., "The boy brushed his teeth."), judged whether or not the sentence made sense, and after five sentences recalled and stated the final word of each sentence. The ACT-R model of this intense cognitive task was largely derived from an ACT-R model previously developed by Lovett, Daily, and Reder (2000) for a similar task. As before, the integration of this sentence-span model with the ACT-R driver model immediately made predictions about potential cognitive distraction resulting from performing both tasks at once.
The model's predictions were compared to empirical results from a driving study by Alm and Nilsson (1995) , and again the model performed well in accounting for effects of distraction, this time for both lateral measures (lateral deviation) and longitudinal measures (brake reaction time to an external stimulus) of driver performance. Again, integration by composition is central to this study, particularly in that most of the secondary-task model's declarative and procedural representations were re-used from an existing, independently validated model.
Modeling Executive Control
A third aspect of integration in our driving work, specifically integration by generalization, has come in the development of a "general executive" for human multitasking.
All our previous models of driving, like almost all models of other complex tasks reported in the literature, have utilized "customized executives" (Kieras et al., 2000) with a specialized, domaindependent executive process for switching among tasks. A customized executive has two significant drawbacks: the individual task models must be modified to provide awareness of and switching capabilities to the other tasks, and the executive process cannot easily generalize to other domains or even different situations in the same domain. We set out to develop a domainindependent general executive that could take two or more well-learned task skills and automatically perform both tasks together. Like the previous work, the general executive would be situated in the ACT-R cognitive architecture, which (as seen in the distraction work) has a single-threaded cognitive process; to perform multitasking, the general executive must interleave small portions of execution for each task to create a balanced distribution of processing. Thus, the integration by generalization here extracts the common elements of multitasking and interleaving from previous driving work and generalizes it into a domain-independent theory and mechanism.
The recently developed ACT-R general executive (Salvucci, 2005) arose from three guiding principles. First, the general executive (GE) acts as an architectural mechanism: rather than being implemented in ACT-R production rules as a learned cognitive skill, the GE is embedded in the architecture "hardware" as a core domain-independent process. The rationale behind the architectural mechanism comes from observations that implementing an interrupting, scheduling GE is extremely difficult within a production-rule process, and that rule-based procedural knowledge and control processes seem to be centered in different regions of the brain (basal ganglia vs. dorsolateral prefrontal cortex, respectively: Anderson et al., 2004; Fincham et al., 2002) . Second, the GE must be dependent on time (see, e.g., Kushleyeva, Salvucci, & Lee, 13 2005) , since people are clearly aware of how much time they spend on one task and how soon they should switch to another -for example, checking a flight instrument gauge with a frequency appropriate to the expected frequency of fluctuations in the gauge's measurements.
Third, the GE must be dependent on goal representations: rather than switching among tasks at arbitrary points, people switch at reasonable or logical points as dictated by the task and/or mental representations of task goals (see, e.g., Gray & Schoelles, 2003) . While these three principles are not meant to be exhaustive in describing a general executive, they do, as described next, cover enough properties of a GE to be useful for modeling a range of complex dynamic tasks.
The ACT-R general executive can be summarized in terms of four core points (see Salvucci, 2005 , for a detailed exposition):
• Rules can create multiple goals, all of which are placed in a "goal queue" and remain active until completion (unlike standard ACT-R, which maintains only a single goal).
• Rules can specify a goal's desired start time if desired; by default, goals are set to start at the current time, but rules may also defer goals to a later time.
• Goals run uninterrupted until completion; this assumes a fairly small grain size for goal representations, and iterating processes (such as updating a car's steering control) are treated as iteratively-generated new goals to allow other goals to interleave.
• Upon completion of the current goal, the most due (or overdue) goal -that is, the active goal with the earliest desired start time -is selected as the next goal.
In essence, if all goals have a default (immediate) desired start time, the GE reduces to a first-in, first-out queue. However, the GE allows for later start times and a special "now" start time (which starts the goal regardless of the goal-queue state), and also incorporates temporal noise that produces variability in task interleaving.
We have used this general executive in a dual attempt to unify the executive mechanisms in the driving work and, at the same time, propose a mechanism general enough to extend to other complex domains. Given that the earlier modeling efforts used customized executives to integrate control with monitoring (for highway driving) or secondary tasks (for driver distraction), the most recent effort (Salvucci, 2005) aimed to utilize the same general executive for all such integration. In particular, the same control model described earlier was integrated with another model in three separate studies: one focused on control and monitoring in highway driving, one on control while tuning a radio, and one on control while dialing a phone. The
proposed GE nicely captured a number of interesting aspects in the data, including both aggregate measures of task-switching performance (e.g., distributions of gaze to different regions of the road, replicating the results of Figure 3 with the general executive) and specific measures of when drivers switch tasks (e.g., time spent on a particular task before switching to the other).
To illustrate one important result from this effort, the empirical study described in Salvucci (2005) further elucidates when people switch between driving and phone dialing.
While replicating some of the modeling results of the earlier distraction model (Salvucci, 2001) with the general executive, this work also examines the step-by-step task switching as observed in the individual key presses during phone dialing: as each digit of the 10-digit phone number is pressed, the key delay records the time elapsed before the key is pressed. Figure 6 (a) shows the key delays for human drivers both in the driving and baseline (non-driving) conditions:
significantly more time is spent in the driving condition at the digit-block boundaries of the 10-digit number (i.e., at the first position of each block in the three-block form xxx-xxx-xxxx),
indicating that subjects are interleaving some driving-related processing at these positions; at the same time, the delays at the non-boundary positions are not significantly different. The model's results in Figure 6 (b) show a similar effect: because of the declarative representation of the phone numbers as blocks of 3-3-4 digits and the goal representation of dialing one block at a time, the model switches to driving at the block boundaries and exhibits slightly longer key delays at these positions. This result, combined with various other aggregate validation measures detailed in Salvucci (2005) , demonstrates that the executive nicely captures multitasking performance across different driving and secondary tasks. More broadly, we see here that the integration by generalization has succeeded in generalizing a theory of multitasking for various aspects of the driving domain, and our current and future work aims to further validate the theory across other complex dynamic domains.
<< Insert Figure 6 here >>
Theoretical and Practical Implications
The integration of cognitive theories and models by composition and generalization has significant implications for theory development and practical applications. Integration by composition is an extremely important tool for moving toward more unified cognitive theories, allowing for re-use of existing theories and models to help maintain theoretical parsimony across a unified account of cognition. Composition contributes especially to the (necessarily) incremental validation of unified theories: as more basic elements of a theory are validated with smaller-scale laboratory experiments, the broader integrated theories can rely on the earlier "lower-level" validations and broaden the scope to "higher-level" validations. For example, simply by utilizing the ACT-R cognitive architecture, our driving work takes advantages of basic theories of memory, perceptual-motor processes, etc., freeing us from validating such phenomena in such a complex task (where isolating these phenomena would be difficult) and allowing us to focus on broader measures that result from their integration. (Similar work on driving has been and is still under development for other cognitive architectures -e.g., Aasman, 1995; Tsimhoni & Liu, 2003.) Composition thus bootstraps the theory-development process and integrates prior work to facilitate the development of more comprehensive theories.
Integration by generalization sometimes occurs along with composition, in that as an existing theory/model is incorporated into a broader theory/model, certain aspects have to be reformulated and generalized to accommodate the new components (e.g., the generalization of EMMA from the reading domain to other domains: Salvucci, 2001-b) . At other times, generalization comes later from a realization that different theories/models share common, similar components that might be unified into a more general concept. The latter scenario better characterizes the origins of the general executive model presented here: only after developing a number of customized executives for different domains did we recognize the potential benefits of unification into a general theory. In fact, this work also involved integration by composition, incorporating ideas from work in other cognitive architectures including EPIC (see Kieras et al., 2000) and queuing network modeling (Liu, 1996) -again, with generalization and composition working hand-in-hand. Regardless of the origins, integration by generalization helps to ensure that all parts of the unified theory fit together in a parsimonious way.
Whether by composition or generalization, integration also has important implications for practical applications in real-world system design and development. By composing validated models (e.g., the ACT-R driver model) and validated general mechanisms (e.g., the ACT-R general executive), integration provides immediate a priori predictions about task behavior and performance. In the best case, these a priori predictions are accurate in quantitative and qualitative ways; however, even when they miss the mark quantitatively, many times they closely predict the qualitative effects that often just as, if not more, important than an exact quantitative match. In the driving work, we have attempted to make a priori predictions (i.e., zero-parameter predictions with no data fitting) in several studies, and we often find that the models nicely predict the main effects and interactions. A recent study of the Distract-R system (Salvucci, Zuber, Beregovaia, & Markley, 2005) is an excellent example: with no parameter fitting we were able to predict the effects of driver distraction from different input modalities and at different ages; after acquiring these results, we then adjusted one parameter to scale the model and achieve the best quantitative fit, but even in its raw a priori form the model performed very well in capturing the qualitative effects. Thus, for practical applications such as predicting the distraction potential of a set of in-vehicle interfaces, these qualitative results are extremely important in that they give us a rank-order of interfaces with respect to distraction potential.
Such tools, by incorporating the power of integrated architectures, theories, and models, have great potential for opening up the fundamental theoretical work to a much broader audience of users, designers, and non-modelers in general. 
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