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Recent experiments on Weyl semimetals reveal that charged impurities may play an important
role. We use a screened Coulomb disorder to model the charged impurities, and study the magneto-
transport in a two-node Weyl semimetal. It is found that when the external magnetic field is applied
parallel to the electric field, the calculated longitudinal magnetoconductivity shows positive in the
magnetic field, which is just the negative longitudinal magnetoresistivity (LMR) observed in exper-
iments. When the two fields are perpendicular to each other, the transverse magnetoconductivities
are measured. It is found that the longitudinal (transverse) magnetoconductivity is suppressed (en-
hanced) sensitively with increasing the screening length. This feature makes it hardly to observe the
negative LMR in Weyl semimetals experimentally owing to a small screening length. Our findings
gain insight into further understanding on recently actively debated magneto-transport behaviors in
Weyl semimetals. Furthermore we studied the relative weight of the inter-valley scattering and the
intra-valley scattering. It shows that the former is as important as the latter and even dominates
in the case of strong magnetic fields and small screening length. We emphasize that the discussions
on inter-valley scattering is out of the realm of one-node model which has been studied.
PACS numbers: 05.60.Gg, 72.10.-d, 71.23-k
I. INTRODUCTION
Weyl fermion proposed by Hermann Weyl in 1929 as
the massless solution of the Dirac equation is of great
significance, and has been searched for several decades
from the aspect of particle physics. Neutrino has deemed
to be Weyl fermion for a long time before the discovery
of the neutrino oscillation1, which suggests neutrino is
massive. It still has null result in the standard model
of the particle physics. Nevertheless, it has been sug-
gested that low energy excitations in some particular
condensed matters can be the solutions to the Weyl
Hamiltonian, which was understood as Weyl semimetal2.
Weyl semimetal soon becomes one of central issues of the
topological materials3–10. Very recently, with the help
of angle-resolved photoemission spectroscopy (ARPES),
Weyl nodes have been identified in the TaAs family11–14.
Another candidate material with Weyl nodes is proposed
to be YbMnBi2
15. Moreover the second class of Weyl
semimetal has been discorvered in MoTe2
16.
Weyl nodes are the band crossings and behave as
monopoles due to the Berry curvature in the three-
dimensional (3D) momentum space. The Weyl nodes
appear in pairs with opposite chirality. They can only
eliminate each other when meet together. Although the
Weyl nodes are topologically robust, a chiral charge from
one Weyl node can be pumped to the other in the pres-
ence of a parallel magnetic and electric field (E ·B term),
thus violating the total chirality. This was named as chi-
ral anomaly17. It has been shown that chiral anomaly
may induce diverse effects, such as frequency shift on
the plasmon mode18, anomalous Hall effect2,3,19–21 and
chiral magnetic effect22–27, etc. Particularly it may man-
ifests itself by a negative longitudinal magnetoresistance
(LMR) which has been theoretically studied28–30 and has
been observed experimentally in the TaAs family31–36.
Theoretically, a semiclassical mechanism of the LMR
was introduced, wherein the charge transport is domi-
nated by guiding center motion37. Pesin et. al. stud-
ied the long-range-disorder-affected density of states in
absence of or in presence of weak magnetic field and
found that a finite density of states can be induced by
the long-range potential fluctuations as the energy ap-
proaching the degeneracy point38. Klier et. al.39 ex-
plored the density of states, Landau levels broadening,
and the magnetoresistivity in transversal magnetic fields
within short-range impurities or charged (Coulomb) im-
purities. Moreover, δ-potential disorder and random-
Gaussian-potential disorder in Weyl semimetal near the
Weyl nodes have been studied40,41.
Although there are intensive investigations on the the-
ory aspect, it is still insufficient to understand the re-
alistic features observed in experiments because most of
previous studies treated one-node model. As known the
nodes exist in pairs and the chiral anomaly involves at
least one pair. Therefore it is not possible to explore the
chiral anomaly in the one-node model. Furthermore, it
is noted that the observed LMR in some experiments is
not negative but positive; while it is negative in some
others. And the Fermi level varies dramatically in dif-
2ferent samples. These sensitively sample-dependent fea-
tures indicate that the charged impurities may be the
main type of disorder in the transport measurements.
For charged impurities the Coulomb interaction between
them and their surrounding electrons is dressed, leading
to a screened Coulomb interaction, which induces both
intra-valley scattering (when we describe the scattering,
we use ”valley” rather ”node” for convenience) and inter-
valley scattering. Therefore, to study the effect of the
inter-valley scattering we need start from at least a two-
node model.
In this paper, we studied such a two-node model. The
inter-valley scattering and the intra-valley scattering are
considered simultaneously. We show a negative LMR
in magnetic field, consistent with the prediction of the
chiral anomaly40. It is seen that the transverse magne-
toconductivity is enhanced sensitively by increasing the
screening length which is just opposite to that of longitu-
dinal magnetoconductivity. Based on this result, we can
understand recent observations in experiments and find
out a way to facilitate the observation of the negative
LMR in the future experiments. We also show that the
inter-valley scattering can be as important as the intra-
valley scattering, or even more important than the latter.
The results on the inter-valley scattering are novel since
previously one-node model was mainly explored in which
the inter-valley scattering can not be cast.
The paper is organized as follows. We first introduce
the two-node model in Sec. II. We then discuss the for-
mulas and analysis of the longitudinal and transverse
magnetoconductivities in the presence of the Coulomb
screening disorder in Sec. III. The conclusions are given
in Sec. IV.
II. MODEL
A. B = 0 case
In a two-node model, the energy dispersion is linear in
momentum around the nodes forming cones (or valley),
which are labeled by K cone and K ′ cone. The two-node
Hamiltonian42 in absence of an external magnetic field B
is then given
H = ν~vF [(k+ νkc) · σ] , (1)
where ν = 1 for K cone and ν = −1 for K ′ cone, vF
is the Fermi velocity and kc = (0, 0,±kc) represent the
positions of the two Weyl nodes in the momentum space.
For convenience, we explicitly re-express this Hamilto-
nian separately,
HK = ~vF (k+ kc) · σ,
HK′ = −~vF (k− kc) · σ. (2)
By a translation, we get two Hamiltonians which only
depend on the relative momentum k with respect to the
two nodes as
H˜K = HK − ~vFkc · σ,
H˜K′ = HK′ − ~vFkc · σ. (3)
These two Hamiltonians satisfy the time reversal symme-
try (TRS).
For K cone, we have eigenstates of the Hamiltonian in
Eq. (3)
Ψ+K =
(
cos θ2
sin θ2e
iϕ
)
,Ψ−K =
(
sin θ2
− cos θ2eiϕ
)
, (4)
where ± represent the conduction band and valence
band, respectively. The eigenenergies are thus
E˜±K = ±~vF
√
k2x + k
2
y + k
2
z , (5)
The angle θ and ϕ are decided by the following relations
cos θ =
kz
|E˜| , tanϕ =
kx
ky
. (6)
The eigenenergies of the original Hamiltonian in Eq. (2)
are given by
EK = E˜±K + ~vFkc. (7)
In K ′ cone, the relative momentum is expressed by k′
and satisfies the relations, k′=-k, θ′=π − θ, ϕ′=π + ϕ
due to the TRS. We therefore get the eigenstates for the
K ′ cone
Ψ+K′ =
(
sin θ2
− cos θ2eiϕ
)
,Ψ−K′ =
(
cos θ2
sin θ2e
iϕ
)
. (8)
The corresponding eigenenergies for K ′ cone are
EK′ = E˜±K′ + ~vFkc. (9)
where
E˜±K′ = ∓~vF
√
k2x + k
2
y + k
2
z . (10)
B. B 6= 0 case
When a magnetic field B = (0, 0, B) is applied along
the z direction, Landau bands form and disperse with
kz. Here we choose the Landau gauge A = (−yB, 0, 0).
Then we have
k =
(
kx − eB
~
y,−i∂y, kz
)
. (11)
Defining the ladder operators,
a = −[(y − l2Bkx)/lB + lB∂y]/
√
2,
a† = −[(y − l2Bkx)/lB − lB∂y]/
√
2, (12)
where lB =
√
~/eB is the magnetic length. For K cone,
we have
H˜K = ~vF
(
kz −
√
2
lB
a
−
√
2
lB
a† −kz
)
. (13)
3The corresponding eigenstates of the Landau bands are
given by
|n > 1, kx, kz,+K〉 =
[
cos
θkzn
2 |n− 1〉
sin
θkzn
2 |n〉
]
|kx, kz〉,
|n > 1, kx, kz,−K〉 =
[
sin
θkzn
2 |n− 1〉
− cos θkzn2 |n〉
]
|kx, kz〉, (14)
where cos θkzn =
kz√
k2z+2n/l
2
B
, n is the index of the Landau
bands. Please note that θkzn is the same in K and K
′
cone, and the TRS has been taken into account already.
The eigenenergies for the Hamiltonian (13) are
E˜n±K = ±~vF
√
k2z + 2n/l
2
B. (15)
The eigenenergies for the original Hamiltonian are
En±K = E˜
n
±K + ~vF kc. (16)
The eigenstate of the n = 0 Landau band is obtained
|n = 0, kx, kz ,K〉 =
[
0
|0〉
]
|kx, kz〉, (17)
with the eigenenergy
E0Kkz = −~vFkz + ~vFkc. (18)
The definition of θkz0K is given
cos
(
θkz0K/2
)
=
√(
1 + kz/
√
k2z
)
/2 = Θ(kz),
sin
(
θkz0K/2
)
=
√(
1− kz/
√
k2z
)
/2 = Θ(−kz), (19)
where Θ(x) is the step-function.
Similarly, the eigenstates for the K ′ cone are given by
|n > 1, kx, kz,+K ′〉 =
[
sin
θkzn
2 |n− 1〉
− cos θkzn2 |n〉
]
|kx, kz〉,
|n > 1, kx, kz,−K ′〉 =
[
cos
θkzn
2 |n− 1〉
sin
θkzn
2 |n〉
]
|kx, kz〉.(20)
The corresponding eigenenergies are obtained
E˜n±K′ = ∓~vF
√
k2z + 2n/l
2
B,
En±K′ = E˜
n
±K′ + ~vF kc. (21)
The eigenstate of the n = 0 Landau band is obtained
|n = 0, kx, kz,K ′〉 =
[ |0〉
0
]
|kx, kz〉, (22)
with the eigenenergy
E0K
′
kz = ~vFkz + ~vFkc. (23)
According to the TRS, θkz0K′ = π − θkz0K , hence we have
cos(θkz0K′/2) = sin(θ
kz
0K/2) and sin(θ
kz
0K′/2) = cos(θ
kz
0K/2).
III. FORMALISM AND RESULTS
A. Longitudinal Magnetoconductivity
In the case of low temperature and a Fermi level close
to the Weyl nodes, the transport is essentially involved
with the 0-th Landau band. When the applied electric
and magnetic fields are parallel, the changing rate of den-
sity of charge carriers near one node is maximal due to
the chiral anomaly. In this case, the semiclassical conduc-
tivity of the 0-th Landau band can be derived in terms of
the standard Green’s function method. Alternatively, it
can be simply figured out by using the Einstein relation
σzz = e
2NFD, where the density of state (DOS) can be
found as the Landau degeneracy times the DOS of one-
dimensional systems, i.e., NF = (1/2πl
2
B) × (2/π~vF ).
D = v2F τ
0,tr
kF
is the diffusion coefficient. τ0,trkF is the trans-
port time, and kF is the Fermi wave number. Under the
first-order Born approximation, for the scattering among
the states on the Fermi surface of the 0-th band, the
transport time can be obtained
~
τ0,trkz
= 2π
∑
k′x,k
′
z
〈|U0,0kx,kz;k′x,k′z |
2〉Λδ(EF − E0k′z )
×
(
1−
vz0,k′z
vF
)
, (24)
where U0,0kx,kz;k′x,k′z
represents the scattering matrix ele-
ments and 〈...〉 means the impurity average. An extra
factor Λ is introduced to correct the unphysical van Hove
singularity near the band edge43, and the details of Λ can
be found in the Appendix A. We note that, for z-axis
magnetic field, only the diagonal elements of the veloc-
ity matrix with respect to the z-direction contribute to
the longitudinal magnetoconductivity. On the contrary,
only the off-diagonal elements of the velocity matrix with
respect to the x-direction contribute to the transverse
magnetoconductivity.
The transport time τ0,trkz is sensitive to the scattering
potential. To reflect the realistic situation, we use the
screened Coulomb potential to model the charged impu-
rities,
φ(r) =
e2
ακ0r
e−
r
λ , (25)
where λ measures the screening radius, which can be de-
cided by a finite chemical potential µ, temperature T and
the excess electron density n(µ, T ) according to the Eq.
(11) in Ref. 44. The n(µ, T ) is defined by
nD − nA = n(µ, T ), (26)
where nD, and nA denote the density of the donors and
acceptors, respectively. ακ0 represents for the dielectric
constant, α is a dimensionless constant and e is the charge
of the electron.
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FIG. 1. The longitudinal magnetoconductivity versus the
magnetic flux density for different screening lengths. Here
kc = 0.1 nm
−1.
The longitudinal conductivity σzz can be found from
the formula
σzz =
e2~
2πV
∑
kz ,kx
Tr
(
vz0,kzG
R
0,kz v˜
z
0,kzG
A
0,kz
)
, (27)
where bold symbols, e.g. v and G, are all diagonal ma-
trixes in the valley space (i.e. cone space), and the sub-
script 0 represents the n = 0 Landau subspace. We thus
have
σzz =
e2~
2πV
∑
kx,kz,i
(
vz,i0,kz v˜
z,i
0,kz
GR0iG
A
0i
)
, (28)
where i runs over K and K ′ cone. Note that, the elec-
trons in different cone move in opposite directions due
to the chirality. In our case, we fixed the fermi energy
at the zeroth Landau band, and all the Landau bands in
the K ′ cone are fully occupied. Hence, we have
σzz =
e2~
2πV
∑
kx,kz
(
vzK0,kz v˜
zK
0,kzG
R
0KG
A
0K
)
, (29)
where
vzK0,kz = ∂E
0K
kz /~∂kz = −vF , (30)
is the zˆ-direction velocity of an electron in the 0-th band.
v˜zK0,kz is the dressed velocity after taking into account the
vertex correction. The retarded/advanced Green’s func-
tion for the 0-th band are G
R/A
0K = 1/(EF −E0Kkz ± i~/2τ)
where τ is the corresponding momentum relaxation time
which is related to the transition probability (induced by
the impurities) in K cone at n = 0 band. V = LxLyLz
is the volume of a box.
In the diffusive regime, one can replace GR0K v˜
zK
0,kz
GA0K
by (2π/~)τ0K,trkz v
zK
0,kz
Λδ(EF − E0Kkz ). We get
σzz =
e2
V
∑
kz,kx
(vzK0,kz )
2τ0K,trkF Λδ(EF − E0Kkz ). (31)
We can expand the Delta function as δ(EF − E0Kkz ) =
δ(kF +kz−kc)/~vF since the equation, i.e. EF −E0Kkz =
0, leads us only one root at kF = kc − kz. Similarly,
expanding the Delta function as δ(EF −E0K′kz ) = δ(kF −
kz − kc)/~vF due to EF − E0K′kz = 0, leads us only one
root at kF = kc + kz . This allows us to perform the
summation over kz. And we have
σzz =
e2
V
∑
kx,kz
(
vzK0,kz
)2
Λτ0K,trkF δ(kF + kz − kc)/~vF
=
Lze
2
V ~vF
∑
kx
∫
dkz
2π
(
vzK0,kz
)2
Λτ0K,trkF δ(kF + kz − kc)
=
e2
h
vF
LxLy
∑
kx
τ0K,trkF Λ. (32)
We need to calculate the transport time τ0K,trkF at the
Fermi surface, which can be found in the Appendix B.
After a straight forward calculation, we obtain
σzz =
e2
h
(~vF )
2
2πnimp
(
4pie2
ακ0
)2
I1l4B
. (33)
In Fig. 1, we plot the longitudinal magnetoconductiv-
ity versus B at different screening length λ. For clarity,
we treat the λ as a varying parameter and focus on inves-
tigation its effect on the relative weight of the inter-valley
scattering to the intra-valley scattering. It is noted that
σzz is linear in B. This linear dependence on B was also
obtained in Refs. 28, 30, and 40. However the effect
of screened Coulomb disorder on σzz is unknown so far.
It shows that the magnitude of σzz is inversely propor-
tional to λ4 when λ is small. This λ4-dependence results
from the λ dependence of I1. In other words, a larger
λ induces a larger longitudinal magnetoresistance. This
result seems in contradiction to our intuitive expecta-
tion that a small λ may induce a stronger inter-valley
scattering leading to a larger LMR due to Heisenberg
uncertainty principle. However, this effect may be over-
whelmed by another effect, i.e. a weak scattering poten-
tial for small λ. The overall behavior stems from that the
screened Coulomb potential induces not only the intra-
valley scattering but also the inter-valley scattering. We
should emphasize that the screening length λ in our cal-
culation is taken from 0.1 nm to 10 nm. This interval is
consistent with that in Ref. 39 and Ref. 44.
B. Transverse magnetoconductivity
After displaying the results for longitudinal magneto-
conductivity, we study in this subsection the transverse
magnetoconductivity, i.e. σxx. For consistency, the
Fermi energy is assumed to be near the Weyl nodes, and
the conductivity along the xˆ direction can be written as
σxx =
e2~
2πV
∑
k
Tr
(
GRvxkG
Avxk
)
. (34)
5G and v are all matrixes and we have
σxx =
e2~
πV
∑
kx,kz ,i,i′
ℜ (GR0ivx0i,1+i′GA1+i′vx1+i′,0i) , (35)
where i, i′ run over K and K ′ indexes. A derivation of
Eq. (35) is given in Appendix D. As an example, vx0K,1+K
links a scattering from zeroth band in K cone to the first
Landau band in K cone.
With the definition of the velocity vx = 1
~
∂H
∂kx
=
νvFσx, the elements are derived
vx0K,1+K = vF sin
θkz0
2
cos
θkz1
2
= vFΘ(−kz) cos θ
kz
1
2
,
vx0K,1+K′ = vF sin
θkz0
2
sin
θkz1
2
= vFΘ(−kz) sin θ
kz
1
2
,
vx0K′,1+K = vF cos
θkz0
2
cos
θkz1
2
= vFΘ(−kz) cos θ
kz
1
2
,
vx0K′,1+K′ = vF cos
θkz0
2
sin
θkz1
2
= vFΘ(−kz) sin θ
kz
1
2
.
(36)
The momentum relaxation time for i valley (i = K,K ′)
is defined as
1
τi
≡ 1
τ0i
+
1
τIi
, (37)
where τ0i (τIi) is the momentum relaxation time induced
by intra-valley (inter-valley) scattering, and defined by
1
τ0i
≡ 2π
~
∑
k′x,k
′
z
|U1+i,0ikx,kz;k′x,k′z |
2δ
(
EF − E0ikz
)
, (38)
1
τIi
≡ 2π
~
∑
k′x,k
′
z
|U1+i,0¯ikx,kz;k′x,k′z |
2δ
(
EF − E0ikz
)
, (39)
where i¯ = K ′ for i = K; while i¯ = K for i = K ′, and one
element of U matrix is shown here
U1+K,0Kkx,kz;k′x,k′z
= sin
θkz1
2
I1,0 (Ri) . (40)
Other elements of matrix U can be found in Appendix
C. The details of the calculation of the momentum relax-
ation time is given in the Appendix E. Then we obtain
the total transverse magnetoconductivity
σxx = σ
K
xx,inter + σ
K
xx,intra + σ
K′
xx,inter + σ
K′
xx,intra, (41)
where
σKxx,inter =
e2
h
(
4πe2
ακ0
)2
Λnimp
~vF
FK1 (kz)I1,
σKxx,intra =
e2
h
(
4πe2
ακ0
)2
Λnimp
~vF
FK2 (kz)
I2
4
,
σK
′
xx,intra =
e2
h
(
4πe2
ακ0
)2
Λnimp
~vF
FK
′
1 (kz)I3,
σK
′
xx,inter =
e2
h
(
4πe2
ακ0
)2
Λnimp
~vF
FK
′
2 (kz)
I4
4
. (42)
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FIG. 2. The transverse magnetoconductivity, σxx, as a func-
tion of B at different screening lengths for (a) λ = 0.1 nm, (b)
λ = 4.5 nm, and (c) λ = 10 nm, respectively. Here kc = 0.1
nm−1.
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FIG. 3. The transverse magnetoconductivity, σxx, as a func-
tion of screening length λ at B = 5T . (a) is shown in loga-
rithmic coordinates, (b) is in linear coordinates, respectively.
Here kc = 0.1 nm
−1.
. We call F s form factors, and derive them in Appendix
E, as well as the expressions of I2, I3 and I4.
In Fig. 2, we plot the transverse magnetoconductivi-
ties as a function of B at different screening length λ.
The most important feature is that the magnitude of
transverse magnetoconductivities are all enhanced sen-
sitively in orders by increasing λ. This is just opposite
to the behavior of the longitudinal magnetoconductivity
which is suppressed by larger λ. We will come back this
point later. Another feature is about the B-dependence
of the transverse magnetoconductivities. At small λ, σxx
increases with B approximately linearly; while it is in-
versely proportional to B at large λ. Therefore at some
specific screening length, the two tendencies compete
with each other, giving rise to a non-monotonic behavior
of σxx (see Fig. 2(b)).
In Fig. 3, we show the λ-dependence of the transverse
6magnetoconductivities. It is seen from Fig. 3(a) that
the magnitude of the transverse magnetoconductivities is
proportional to λ4 for small λ, which is also supported by
the λ dependence of I1, I2, I3 and I4. This λ
4-dependence
can also be derived analytically at λ → 0 limit. For
a comparison, we use a linear function to fit the data
when λ ∈ (4 nm, 10 nm) in Fig. 3(a). It is shown that
they match very well. This linearity can not continue
for much larger λ but turns to a saturation in this case
(not shown in the figure). The inter-valley and intra-
valley contributions are shown in Fig. 3(b). We observe
a similar λ-dependence to these two contributions as well.
The enhanced transverse magnetoconductivity with λ
can be understood by looking at the behavior of screened
Coulomb disorder. The screened Coulomb potential can
be reformulated φ(q) = 4pie
2
ακ0q2
S(q, λ), where S(q, λ) =
(qλ)2
1+(qλ)2 is a defined screening factor. Since we select the
parameter kc = 0.1 nm
−1, for an inter-valley scattering q
is equal to 0.2 nm−1. S(q, λ) varies monotonically from 0
to 1 with qλ ∈ [0,∞). For the fixed q=0.2 nm−1, a larger
λ gives rise to a larger screening factor, the magnitude of
screened Coulomb potential, the inter-valley scattering
(I1) and intra-valley scattering (I2). In accordance with
this increase, the transverse magnetoconductivity is en-
hanced because it is proportional to the relaxation times
(in I1 and I2).
To study the relative weight of the inter-valley scatter-
ing and the intra-valley scattering, we define a ratio
R =
σxx,inter
σxx,intra
, (43)
where σxx,inter(intra) = σ
K
xx,inter(intra) + σ
K′
xx,inter(intra).
Therefore, R = 0 reflects that there is only intra-
valley scattering, and the inter-valley scattering is absent.
When R = ∞, the situation is just reversed that there
only exists inter-valley scattering. For finite R, both scat-
tering channels contribute. When R > 1, the inter-valley
scattering dominates.
In Fig. 4(a), the dependence of R on B is shown for
small screening lengths λ = 0.1 nm, 0.5 nm, and 1 nm,
respectively. It is found that for small screening lengths
the intra-valley scattering dominates under small B and
the ratio tends to a constant for largeB. On the contrary,
the inter-valley scattering dominates when B is large. In
Fig. 4(b), the effect of large screening lengths on R is
considered. Although R shows a non-monotonic behav-
ior, R is less than 1/3 in the entire region of B. We may
conclude that the intra-valley scattering dominates for a
smoother disorder potential.
As λ is reduced, the screened Coulomb potential is
more local. Its limiting situation is a δ-potential which
is given by
U (r) =
∑
i
uiδ (r−Ri) . (44)
In the same footing and by the virtue of the following
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FIG. 4. The ratio R versus B at different screening lengths
are studied. In (a), the red spots are for λ = 1.0 nm; the open
spots are for λ = 0.5 nm, the open squares for λ = 0.1 nm
and the solid line represents the result of δ-potential disorder,
respectively. In (b), the short dashed line, dash-dot line and
the solid line are for λ = 10 nm, λ = 30 nm and the bare
Coulomb disorder, respectively. Here kc = 0.1 nm
−1.
two integrals,
I˜1 ≡
∫
dxdy
(2π)
2 e
−(x2+y2)/2,
I˜2 ≡ l
2
B
2
∫
dxdy
(2π)2
(
x2 + y2
)
e−(x
2+y2)/2, (45)
we calculated the δ-potential case. The results are shown
in Fig. 4(a). It is seen that the calculated R for the case
of λ = 0.1 nm and those of δ-potential almost coincide
with each other. The δ-potential could serve as the lower
boundary of screened Coulomb potential.
On the contrary, a large λ indicates a more extended
and smoother potential. Its limit is the bare Coulomb-
potential disorder corresponding to λ → ∞ in which
there is no screening. We also calculated the conse-
quences of this bare Coulomb disorder in Fig. 4(b). It is
seen that its results almost coincide with those of λ = 30
nm. This confirms our expectation. The bare Coulomb
disorder can serve as an upper boundary of the screened
Coulomb disorder.
In Fig. 5(a), the λ dependence of the ratioR is depicted
at different B. It is clear that increasing the screening
length has little effect on R for small B. The ratio R re-
mains at low values (see B = 1 T case). This means that
the inter-valley contribution is tiny in this case, which is
consistent with the results in Fig. 4. The ratio R only
can be apparently large at a large B. We further note
that R tends to a constant after a turning λ∗. With in-
creasing B, λ∗ becomes larger. Since in the laboratory
range of B, lB is about several nanometers, i.e. at the
order of 10 nm, hence, when λ > λ∗, the impact of the
increase of λ becomes invalid.
To know more about the effect of inter-valley and
intra-valley scattering, we show how σxx,inter(intra) varies
70 10 20 30 40
0
50
100
0 20 40 60
0
3
6
9 (b)
 
 
B=1T
B=5T
B=50T
R
(%
)
 (nm)
(a)
xx,inter
xx,intra
 
 
 
*103
C
on
du
ct
iv
ity
 [(
e2
/
2 h
)/n
m
]
 kc=0.1nm
-1
 kc=0.1nm
-1
 kc=0.2nm
-1
 kc=0.2nm
-1
 kc=0.3nm
-1
 kc=0.3nm
-1
B(T)
FIG. 5. In (a), the ratio R varies with the screening length
at different magnetic flux density, kc = 0.1 nm
−1. In (b),
we show how σxx,inter(intra) varies with B at different kc, and
λ = 4.5 nm.
with B at different kc in Fig. 5(b). For a fixed kc,
σxx,inter(intra) increases (decreases) with B. It can be un-
derstood that the inter-valley scattering is facilitated at
larger B since the magnetic length is shortened and cor-
responding conductivity channels are enhanced for σxx.
In contrast, σxx,intra is depressed at larger B. For a fixed
B, σxx,inter is depressed with larger departure of the two
nodes in the reciprocal space (larger kc). This can be sim-
ply understood that a larger departure of the two nodes
leads to harder transition between the two nodes, mak-
ing smaller σxx,inter. We also witness a 1/B-dependence
of the intra-valley contribution to the transverse mag-
netoconductivities, which is consistent with the results
in Refs. 38 and 39 where only intra-valley scattering is
considered. The inter-valley scattering can not be inves-
tigated in their one-node model. Therefore, the behavior
of the inter-valley contribution to the transverse magne-
toconductivities is new. And it is quite different from the
intra-valley case. It is seen that the inter-valley scattering
is as important as the intra-valley scattering. Without
taking into account the inter-valley scattering, it is unlike
to get a correct behavior of the total transverse magneto
conductivity.
C. Discussions and conclusions
From recent experiments on Weyl semimetals, we ob-
serve several key facts. 1) The chemical potential is
sample-dependent45; 2) The carrier density can be varied
in several orders and the mobility can be different in one
order32,34,45,46; 3) The longitudinal negative MR (related
to σzz) corresponding to the chiral anomaly may not be
observed in every experiment45. From the first and sec-
ond facts, we may conclude that there exist charged im-
purities in realistic samples and the density of the impu-
rity is sample-dependent. According to our calculation,
it is known that the longitudinal MR is very sensitive to
the charged impurities. About the third fact, a reason-
able explanation is given that the transverse resistivity
(related to σxx) is usually quite larger than the longi-
tudinal resistivity. In realistic measurements, it is hard
to parallelize the magnetic field and electric field. Thus
a perpendicular component of magnetic field B with re-
spect to the electric field E may induce a large trans-
verse MR which may overwhelm the small longitudinal
MR. From our study, this may occur for the system with
charged impurities of short screening length, for exam-
ple λ = 0.1 nm. We thus need to discuss how to observe
the negative longitudinal MR in experiments. Due to the
opposite effect of the screened Coulomb disorder on the
σzz and σxx, we may enhance the longitudinal resistivity
and decrease the transverse resistivity by increasing the
screening length. Eventually, the longitudinal resistivity
may be larger than the transverse one. Therefore, the
negative longitudinal MR may be easier to be observed
in experiments in this case.
IV. SUMMARY
In this work, we study a two-node Weyl semimetal
in the presence of magnetic fields. Screened Coulomb
potential may be the main source of disorder in Weyl
semimetal. We calculated the longitudinal and trans-
verse magnetoconductivity with the screened Coulomb
disorder. We find that the longitudinal magnetoconduc-
tivity is positive in magnetic field, giving rises to a nega-
tive magnetoresistance, which agrees with the results in
Ref. 40. In the transverse magnetoconductivity, we dis-
close a crossover from linear-B dependence in the small
screening length limit to 1/B dependence in the large
screening length limit. We also note that the magnitude
of the transverse magnetoconductivity is proportional to
the quadruplicate of the screening length λ for small λ.
At small λ, the transverse magnetoconductivity σxx in-
creases with B; while it decreases with B at large λ. At
middle λ, σxx may show a non-monotonic behavior. We
define a ratio R quantifying the inter-valley and intra-
valley components. It is found that R is quite small for
a weak magnetic field, indicating the intra-valley scat-
tering dominates. The inter-valley scattering dominates
only in the presence of strong magnetic field and a smaller
screening length.
Due to the opposite dependence of longitudinal
and transverse magnetoconductivity on the screened
Coulomb disorder, we discuss the possible explanation
of recent experiments. Here we propose that increas-
ing screening length may facilitate the observation of the
negative longitudinal magnetoresistivity induced by the
chiral anomaly. Moreover, introducing disorder may pro-
vide a helpful way to manipulate the valley degree in the
realm of valleytronics of the Weyl semimetal.
8V. SUPPLEMENTARY MATERIAL
See supplementary material for the detailed calcula-
tions about the extra factor Λ, transport time, matrix U,
derivation of Eq. (35), and momentum relaxation time.
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Appendix A: The extra factor Λ
When we calculate the imaginary part of Green’s function of the n = 0 band, we need to deal with
~
2τ
[EF − ~vFkz − ~vFkc]2 + ( ~2τ )2
, (A1)
In this work, we assume vF > 0. In this case, we can write a =
√
~vF , b =
√
EF − ~vF kc, and c = 2τ/~. A widely
used approximation is that ∫ ∞
−∞
dx
1/c
(a2x2 − b2)2 + 1/c2 =
∫ ∞
−∞
dxπδ(a2x2 − b2).
However, this leads to unphysical van Hove singularities at the band edges. We correct this approximation with an
extra factor Λ, so that ∫ ∞
−∞
dx
1/c
(a2x2 − b2)2 + 1/c2 =
∫ ∞
−∞
dxπΛδ(a2x2 − b2).
The form of Λ can be found as follows. First, the integral can be found as∫ ∞
−∞
dx
1/c
(a2x2 − b2)2 + 1/c2 =
√
c
a
π√
2
√
C2 +
√
C4 + 1√
C4 + 1
,
where C2 = b2c. On the other hand, using the property of the delta function
πΛ
∫ ∞
−∞
dxδ(a2x2 − b2) = πΛ/ab. (A2)
So
Λ =
√
C4 + C2
√
C4 + 1√
2(C4 + 1)
. (A3)
In the limit C ≫ 1, Λ→ 1.
Appendix B: transport time
The transport time ~
τ0K,tr
kF
is calculated as:
~
τ0K,trkF
= 2π
∑
k′x,k
′
z
〈|U0,0kx,kF ;k′x,k′z |
2〉Λδ(EF − E0Kk′z )×
(
1−
vzK0,k′z
vF
)
. (B1)
9To proceed the derivation, we define an integral for convenience
In,m(Ri) =
1
LxLz
∫
drϕn∗kx (y)ϕ
m
k′x
(y)Φ(r −Ri)× ei(k
′
x−kx)x+i(k′z−kz)z, (B2)
where
Φ(r−Ri) =
∫
dq
(2π)3
Φ(q)eiq·(r−Ri). (B3)
and m,n are Landau level index, and
Φ(q) =
∫
e2
ακ0r
e−
r
λ e−iq·rdr =
4πe2
ακ0
1
q2 + 1λ2
. (B4)
According to
∫∞
−∞ dxe
ikx = 2πδ(k), we obtain
In,m(Ri) =
∫
d3q
2πLxLz
e−iq·RiΦ(q)
∫
dyϕn∗kx (y)ϕ
m
k′x
(y)× eiqyyδ(qx + k′x − kx)δ(qz + k′z − kz). (B5)
We need to calculate∑
i,j
In,m(Ri)I
∗
n′,m′(Rj) =
∑
i,j
∫∫
d3qd3q′
(2πLxLz)2
× Φ(q)Φ(q′)δ(qx + k′x − kx)δ(qz + k′z − kz)
×
∫∫
dydy′ϕn∗kx (y)ϕ
m
k′x
(y)ϕn
′
kx(y
′)ϕm
′∗
k′x
(y′)eiqyy−iqy′y
′
e−iq·Rieiq
′·Rjδ(q′x + k
′
x − kx)δ(q′z + k′z − kz). (B6)
We define
In′,m′n,m ≡ 〈
∑
i,j
In,m(Ri)I
∗
n′,m′(Rj)〉imp. (B7)
Under the average of impurity configurations47, we have
〈
∑
i,j
eiq1·Rieiq2·Rj〉imp ≈ Nimp (2π)
3
V
δ (q1 + q2) = nimp (2π)
3
δ (q1 + q2) , (B8)
where Nimp and nimp are the number and density of the scattering centers, respectively.
Integrating over q′, we obtain
In′,m′n,m = nimp
∫
d3q
2πLxLz
Φ2(q)δ(qx + k
′
x − kx)δ(qz + k′z − kz)
∫
dyϕn∗kx (y)ϕ
m
k′x
(y)eiqyy
×
∫
dy′ϕn
′
kx(y
′)ϕm
′∗
k′x
(y′)e−iqyy
′
, (B9)
where we have used the following equations:
δ2(qx + k
′
x − kx) = Lx2pi δ(qx + k′x − kx), (B10)
δ2(qz + k
′
z − kz) = Lz2pi δ(qz + k′z − kz). (B11)
The scattering matrix elements between state |0, kx, kz〉 and state |0, k′x, k′z〉 can be written as
U0,0 ≡〈0, kx, kz |Φ(r)|0, k′x, k′z〉 =
∫
drΨ∗0,kx,kz (r) Φ (r)Ψ0,k′x,k′z (r) , (B12)
where Ψn,kx,kz (r) are the wave functions
Ψn,kx,kz (r) =
1√
LxLz
eikxx+ikzzϕnkx (y) ,
ϕnkx (y) = 〈y|n〉 =
e−(y−y0)
2/2l2B√
n!2n
√
πlB
Hn
(
y − y0
lB
)
, (B13)
where Hn are the Hermite polynomials, and y0 = l2Bkx.
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Hence, U0,0 =
∑
i
I0,0 (Ri) and 〈|U0,0|2〉 = I0,00,0 . Then
I0,00,0 = nimp
∫
d3q
2πLxLz
Φ2(q)δ(qx + k
′
x − kx)× δ(qz + k′z − kz)W 0,0kx,kx−qx,qy , (B14)
where we define
Wm,nk,k′,q =
∣∣∣ ∫ dyϕm∗k (y)ϕnk′(y)eiqy∣∣∣2. (B15)
By means of the Gaussian integral, we have
∫
dyϕ0∗kx(y)ϕ
0
kx−qx(y)e
iqyy =
1√
π
∫
dy
lB
e
− (
y−l2
B
kx)2
2l2
B e
− [
y−(kx−qx)l
2
B ]
2
2l2
B eiqyy = e−l
2
B(q2⊥−2iqxqy+i4kxqy)/4, (B16)
where q2⊥ = q
2
x + q
2
y, leading to
〈|U0,0|2〉 = nimp
∫
d3q
2πLxLz
Φ2(q)e−q
2
⊥
l2B/2 × δ(qx + k′x − kx)δ(qz + k′z − kz). (B17)
Substituting Eq. (B17) into Eq. (B1), we obtain
~
τ0K,trkF
=
Λnimp
~vF
∑
k′x,k
′
z
∫
d3q
LxLz
Φ2(q)e−q
2
⊥
l2B/2δ(qx + k
′
x − kx)δ(qz + k′z − kz)δ(k′z + kF − kc)
(
1−
vzK0,k′z
vF
)
. (B18)
By changing the summations over k′x, k
′
z to integrals, Eq. (B18) becomes
~
τ0K,trkF
=
Λnimp
~vF
∫
Lz
2π
dk′zδ(k
′
z + kF − kc)δ (qz + k′z − kF )
∫
δ (qz + k
′
x − kx)
dk′xLx
2π
×
∫
d3q
LxLz
Φ2(q)e−q
2
⊥
l2B/2
(
1−
vzK0,k′z
vF
)
.
Considering 1− v
zK
0,k′z
vF
= 2, we have
~
τ0K,trkF
=
2Λnimp
~vF
∫
dqxdqy
(2π)2
Φ2(qx, qy, 2kF − kc)e−q
2
⊥
l2B/2 =
2Λnimp
~vF
(
4πe2
ακ0
)2
l2BI1, (B19)
where
I1 ≡
∫
dxdy
(2π)2
e−(x
2+y2)/2g(x, y), (B20)
where g(x, y) = 1
(x2+y2+l2B[(2kF−kC)2+ 1λ2 ])
2 is a defined function. The summation over kx is limited by the Landau
degeneracy and can be changed into an integral. Suppose that Lx ≫ ℓB, we get
σzz =
e2
h
vF
πLy
∫ Ly/2l2B
−Ly/2l2B
dkxτ
0K,tr
kF
Λ. (B21)
then we have
σzz =
e2
h
(~vF )
2
2πnimp
(
4pie2
ακ0
)2
I1l4B
. (B22)
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Appendix C: Matrix U
From Eqs. (14), (17), (20), and (22), we obtain
Ψn,kx,kz,ν (r) = 〈r|n, kx, kz, ν〉 =
1√
LxLz
eikxx+ikzzϕnkx (y) ,
ϕnkx (y) = 〈y|n〉 =
e−(y−y0)
2/2l2B√
n!2n
√
πlB
Hn
(
y − y0
lB
)
, (C1)
where ν = K,K ′ for the valley index, and n = 0, 1, 2 . . . for the Landau level index, respectively.
The matrix elements of scattering matrix U are calculated in the following:
U1+K,0Kkx,kz ;k′x,k′z = 〈1, kx, kz,+K|r〉Φ (r−Ri) 〈r|0, k
′
x, k
′
z,K〉
=
∫
dr
[
cos
θkz1
2 〈0|y〉, sin
θkz1
2 〈1|y〉
]
e−ikxx−ikzzΦ (r−Ri) |
[
0
〈y|0〉
]
eik
′
xx+ik
′
zz
=
∫
dr
Lxlz
sin
θkz1
2
ϕ1∗kx (y)ϕ
0
kx (y)Φ (r−Ri) ei(k
′
x−kx)x+i(k′z−kz)z
= sin
θkz1
2
I1,0 (Ri) , (C2)
U1+K,0K
′
kx,kz ;k′x,k
′
z
= 〈1, kx, kz,+K|Φ (r) |0, k′x, k′z ,K ′〉
=
∫
dr
[
cos
θkz1
2 〈0|y〉, sin
θkz1
2 〈1|y〉
]
e−ikxx−ikzzΦ (r−Ri) |
[ 〈y|0〉
0
]
eik
′
xx+ik
′
zz
=
∫
dr
Lxlz
cos
θkz1
2
ϕ0∗kx (y)ϕ
0
kx (y)Φ (r−Ri) ei(k
′
x−kx)x+i(k′z−kz)z
= cos
θkz1
2
I0,0 (Ri) , (C3)
U1+K
′,0K
kx,kz;k′x,k
′
z
= 〈1, kx, kz ,+K ′|Φ (r) |0, k′x, k′z,K〉
=
∫
dr
[
sin
θkz1
2 〈0|y〉, − cos
θkz1
2 〈1|y〉
]
e−ikxx−ikzzΦ (r−Ri) |
[
0
〈y|0〉
]
eik
′
xx+ik
′
zz
= −
∫
dr
Lxlz
cos
θkz1
2
ϕ1∗kx (y)ϕ
0
kx (y)Φ (r−Ri) ei(k
′
x−kx)x+i(k′z−kz)z
= − cos θ
kz
1
2
I1,0 (Ri) , (C4)
U1+K
′,0K′
kx,kz;k′x,k
′
z
= 〈1, kx, kz ,+K ′|Φ (r) |0, k′x, k′z,K ′〉
=
∫
dr
[
sin
θkz1
2 〈0|y〉, − cos
θkz1
2 〈1|y〉
]
e−ikxx−ikzzΦ (r−Ri) |
[ 〈y|0〉
0
]
eik
′
xx+ik
′
zz
=
∫
dr
Lxlz
sin
θkz1
2
ϕ0∗kx (y)ϕ
0
kx (y)Φ (r−Ri) ei(k
′
x−kx)x+i(k′z−kz)z
= sin
θkz1
2
I0,0 (Ri) . (C5)
In,m(Ri) is defined as
In,m(Ri) =
1
LxLz
∫
drϕn∗kx (y)ϕ
m
k′x
(y)Φ(r −Ri)
× ei(k′x−kx)x+i(k′z−kz)z , (C6)
where m,n represent the Landau level indexes.
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Appendix D: Derivation of Eq. (35)
To derive σxx, we need extend the Green’s functions and velocity operators in Landau-band space. However we
only work in vicinity of Weyl nodes, therefore the probability transitions induced by the impurities only involve 0-th
band and n = 1+ band. Thus the band space is reduced. The matrixes of the Green’s functions are diagonal. The
matrix elements of the velocity operator represent different scattering processes. In this sense, we have
σxx =
e2~
2πV
∑
kx,kz
Tr


GR0K 0 0 0
0 GR0K′ 0 0
0 0 GR1+K 0
0 0 0 GR1+K′


0 0 vx0K,1+K v
x
0K,1+K′
0 0 vx0K′,1+K v
x
0K′,1+K′
vx1+K,0K v
x
1+K,0K′ 0 0
vx1+K′,0K v
x
1+K′,0K′ 0 0

×

GA0K 0 0 0
0 GA0K′ 0 0
0 0 GA1+K 0
0 0 0 GA1+K′


0 0 vx0K,1+K v
x
0K,1+K′
0 0 vx0K′,1+K v
x
0K′,1+K′
vx1+K,0K v
x
1+K,0K′ 0 0
vx1+K′,0K v
x
1+K′,0K′ 0 0


=
e2~
πV
∑
kx,kz ,i,i′
ℜ (GR0ivx0i,1+i′GA1+i′vx1+i′,0i) , (D1)
where i, i′ run over K and K ′ indexes.
Appendix E: momentum relaxation time
With the aid of the integration I defined above, we obtain
|U1+K,0Kkx,kz;k′x,k′z |
2 = [Θkz1−/2]I1,01,0 ,
|U1+K,0K′kx,kz;k′x,k′z |
2 = [Θkz1+/2]I0,00,0 ,
|U1+K′,0K′kx,kz;k′x,k′z |
2 = [Θkz1−/2]I0,00,0 ,
|U1+K′,0Kkx,kz;k′x,k′z |
2 = [Θkz1+/2]I1,01,0 , (E1)
where Θkz1± = 1± cos θkz1 , I0,00,0 is given in Eq. (B14), and I1,01,0 takes the form of
I1,01,0 =
nimpl
2
B
2
∫
d3q
2πLxLz
Φ2(q)W 1,0kx ,k′x,qy
× δ(qx + k′x − kx)δ(qz + k′z − kz), (E2)
where W is defined in Eq. (B15). From Eqs. (38) and (39), we obtain
~
τ0K
= Θkz1−
l2B
4
Λnimp
~vF
(
4πe2
ακ0
)2
I2, (E3)
~
τ0K′
= Θkz1−l
2
B
Λnimp
~vF
(
4πe2
ακ0
)2
I3, (E4)
~
τIK
= Θkz1+l
2
B
Λnimp
~vF
(
4πe2
ακ0
)2
I1, (E5)
~
τIK′
= Θkz1+
l2B
4
Λnimp
~vF
(
4πe2
ακ0
)2
I4, (E6)
where
I2 ≡
∫
dxdy
(2π)
2 e
−(x2+y2)/2 (x2 + y2) g(x, y). (E7)
I3 ≡
∫
dxdy
(2π)2
e−(x
2+y2)/2h(x, y), (E8)
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I4 ≡
∫
dxdy
(2π)
2 e
−(x2+y2)/2 (x2 + y2)h(x, y), (E9)
where h(x, y) = 1
(x2+y2+l2B[k2C+
1
λ2
])2
is a defined function.
The total transverse magneto-conductivity can be expressed as
σxx = σ
K
xx,inter + σ
K
xx,intra + σ
K′
xx,inter + σ
K′
xx,intra, (E10)
where
σKxx,inter =
e2
h
(
4πe2
ακ0
)2
Λnimp
~vF
FK1 (kz)I1,
σKxx,intra =
e2
h
(
4πe2
ακ0
)2
Λnimp
~vF
FK2 (kz)
I2
4
,
σK
′
xx,intra =
e2
h
(
4πe2
ακ0
)2
Λnimp
~vF
FK
′
1 (kz)I3,
σK
′
xx,inter =
e2
h
(
4πe2
ακ0
)2
Λnimp
~vF
FK
′
2 (kz)
I4
4
. (E11)
Four form-factors are defined as follows
FK1 (kz) ≡ 2
|~vx0K′,1+K |2(
EF − E1+K
)2 cos2
(
θkz1
2
)
,
FK2 (kz) ≡ 2
|~vx0K,1+K |2(
EF − E1+K
)2 sin2
(
θkz1
2
)
,
FK
′
1 (kz) ≡ 2
|~vx0K′,1+K′ |2(
EF − E1+K′
)2 sin2
(
θkz1
2
)
,
FK
′
2 (kz) ≡ 2
|~vx0K,1+K′ |2(
EF − E1+K′
)2 cos2
(
θkz1
2
)
. (E12)
When the Fermi energy is located in the vicinity of the Weyl nodes, we get
FK1 (kc) =
1
2
(
kc +
√
k2c +
2
l2
B
)2
(
k2c +
2
l2
B
)(
kc −
√
k2c +
2
l2
B
)2 , (E13)
FK2 (kc) =
1
2
2
l2
B(
k2c +
2
l2
B
)(
kc −
√
k2c +
2
l2
B
)2 , (E14)
FK
′
1 (−kc) =
1
2
(
kc +
√
k2c +
2
l2
B
)2
(
k2c +
2
l2
B
)(
kc −
√
k2c +
2
l2
B
)2 , (E15)
FK
′
2 (−kc) =
1
2
2
l2
B(
k2c +
2
l2
B
)(
kc −
√
k2c +
2
l2
B
)2 . (E16)
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