The decentralized weighted ReliefF-PCA (DWRPCA) method is proposed to improve the performance of principal component analysis (PCA) for fault detection. The improved ReliefF-PCA algorithm is used to select the principal components instead of the traditional cumulative percent variance (CPV) criterion, so that the important information contained in the small variance is considered. The sub-models for different types of faults which are being considered the influence weights of process variables and faults are established respectively to obtain the decentralized weighted model. The Bayesian Information Criterion is adopted to integrate different types of faults for a unified monitoring index. The case study of a numerical example and the Tennessee Eastman process illustrate the effectiveness of the proposed method.
I. INTRODUCTION
During the modern industrial producing process, the demand for the safety and reliability of the production system is increasing, so the process monitoring technology develops rapidly. As the important researching branch of the datadriven process monitoring methods, multivariate statistical process monitoring (MSPM) has received extensive attention [1] - [4] , which includes principal component analysis (PCA) [5] , [6] , partial least squares (PLS) [7] , [8] and canonical correlation analysis (CCA) [9] , [10] , etc.
In recent years, principal component analysis (PCA) has been widely used in data processing and fault detection of the industrial producing process, and various sorts of improved PCA have been proposed, such as recursive PCA (RPCA) [11] , dynamic PCA (DPCA) [12] , kernel PCA (KPCA) [13] and slow feature PCA [14] , etc. These algorithms improve the fault detection performance of PCA, however, the correlation difference between data variables is rarely considered, so the hidden information extracted by PCA model cannot describe the process status fully and effectively. In addition, cumulative percent variance (CPV) criterion is mostly adopted to determine the principal components (PCs), which are the first few components with the The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Tedesco. largest variance [2] . Nonetheless, Jolliffe [15] proposed that the components with smaller variance might be as important as those with larger variance.
To solve the above problems, Ge and Song [16] , Tong et al. [17] made a block processing of variances from the perspective of data statistical property; Tong et al. [18] , Wang and Deng [19] made a weight processing of variances by using the relationships between variables. Deng and Deng [20] , Xiaogang et al. [21] proposed several strategies of integrating weighting. Tao et al. [22] embedded the ReliefF algorithm into the PCA algorithm to replace the traditional CPV criterion PCs selecting method.
In this paper, we try to take advantage of the above methods, integrate and improve the existing algorithms to enhance their effectiveness. A novel decentralized weighted ReliefF-PCA (DWRPCA) algorithm is proposed for fault detection. ReliefF algorithm is adopted to obtain the contribution weights of the corresponding projection transformation components (PTCs), and then, the PTC in which its weight exceeds the set threshold is selected as the principal component. Besides, to distinguish the correlation between variables, increase the robustness and generalization of the fault detection model, the influence weights are used to the training data and test data during fault detection. According to the known fault type, the decentralized fault models are established. Then T 2 and T 2 α statistics of all faults are calculated, and different fault detecting indexes are combined by Bayesian Information Criterion (BIC) [23] . The fault is detected if the real-time data exceeds the control limit. The remainder of this paper is organized as follows: In section 2, the ReliefF algorithm and the traditional PCAbased monitoring method are briefly reviewed. In Section 3, the fault detection method based on DWRPCA is introduced in detail. In Section 4, two simulation examples are used to demonstrate the performance of the proposed method: a numerical example and the Tennessee Eastman process (TEP) [24] . Conclusions are given in section 5.
II. PRELIMINARY KNOWLEDGE A. RELIEFF ALGORITHM
Relief algorithm [25] , [26] is initially limited to the classification of two types of data while ReliefF algorithm [27] which is later extended can solve the multi-class problem [28] . ReliefF algorithm assigns different weights of features according to the correlation of each feature and class. The larger the weight of the feature, the stronger the classification ability of the feature is.
ReliefF algorithm is to estimate the weight of features according to how well their values distinguish between samples that are near to each other. For that purpose, ReliefF randomly selects a sample R i , then searches for k of its nearest neighbors from the same class, called nearest hits H j , and also k nearest neighbors from each of the different classes, called nearest misses M j (C). It updates the weight estimation W (A) for all features A depending on their values for R i , hits H j and misses M j (C). The contribution for each class of the misses is weighted with the prior probability of that class p(C) (estimated from the training set). Since we want the contributions of hits and misses in each step to be in [0, 1] and also symmetric, we have to ensure that misses' probability weights sum to 1. As the class of hits is missing in the sum we have to divide each probability weight with factor 1 − p(class(R i )), in which p(class(R i )) represents the prior probabilities for the same classes of R i and 1 − p(class(R i )) represents the sum of probabilities for the misses' classes. The process is repeated for f times.
Selection of k hits and misses is the basic difference to Relief and ensures greater robustness of the algorithm concerning noise. User-defined parameter k controls the locality of the estimates. For most purposes it can be safely set to 10.
Function diff (A, R 1 , R 2 ) calculates the difference between the values of the feature A for two samples R 1 and R 2 . For nominal features it was defined as:
and for numerical features as:
The function diff (·) is used also for calculating the distance between samples to find the nearest neighbors. The total distance is simply the sum of distances over all features (Manhattan distance) [27] .
The specific steps of ReliefF algorithm are shown in Table 1 and described as the pseudo code.
B. PRINCIPAL COMPONENT ANALYSIS (PCA)
Consider the original measurement matrix X ∈ R n×m , where n and m denote the number of samples and measured variables, respectively. First, standardize the data matrix to get X * , as follows.
whereX ∈ R m is column mean vector of X ; the diagonal matrix ∈ R m×m denotes the standard deviation for each column of X ; I n = [1, 1, · · ·, 1] ∈ R n .
The matrix X * can be decomposed as follows:
where T ∈ R n×l and P ∈ R m×l are the score and loading matrices, respectively. In general, CPV criterion is used to extract l principal components, that is
The PCA projection reduces the original set of m variables to l PCs, where λ i (i = 1, · · · , m) is the eigenvalue of the covariance matrix [1/(n − 1)](X * ) T X * and satisfies λ 1 > λ 2 > · · · λ m .
For fault monitoring on a new sample vector x, Hotelling's T 2 and SPE charts are commonly used. Hotelling's T 2 is a measure of the variation in relative principal component subspace:
where is the diagonal matrix containing the first l eigenvalues of λ i (i = 1, · · · , m) in descending order. For a given significance level α, the process is considered normal if T 2 ≤ T 2 α , where the upper control limit T 2 α can be obtained using the F-distribution. The SPE statistic indicates how well each sample conforms to the model, measured by the projection of the sample vector onto the residual subspace:
The process is considered normal if SPE ≤ δ 2 α , where δ 2 α denotes the upper control limit for SPE with a significance level α. δ 2 α can be computed by assuming that the process data follow a normal distribution.
III. FAULT DETECTION BASED ON DWRPCA METHOD
In this section, a novel decentralized weighted ReliefF-PCA (DWRPCA) method is proposed in detail. Firstly, overview of DWRPCA method is described in section III-A, which gives the general structure and key contents (PCs selection and influence weights calculation) of DWRPCA method. Then section III-B and III-C respectively give the detail procedures of the PCs selection and influence weights calculation. Finally, the DWRPCA method is used in process monitoring to establish a fault detection model.
A. OVERVIEW OF DWRPCA METHOD
The DWRPCA method mainly consists of the following two parts:
To eliminate the effects of the correlation between the original measured variables, a set of independent basis vectors is determined by eigenvalue decomposition (EVD) of the covariance matrix of standardized original data. Then, projection transformation components (PTCs) can be obtained by the standardized original data projected onto the basis vectors. The fault of the production process can be reflected by PTCs, but different PTCs have different sensitivity of effect on the fault.
To enhance the effectiveness of fault detection, we use ReliefF algorithm twice in the proposed method to acquire two weight matrices. The first time, the contribution weights matrix W PC is used to select the principal components instead of the traditional CPV criterion. The second time, the influence weights matrix W FD is used to weight the measured variables for fault detection decentralized modeling.
B. IMPROVED PCs SELECTION OF DWRPCA METHOD
In this section, we embed ReliefF algorithm into PCA algorithm and replace the traditional CPV criterion-based PCs selection method.
In our method, when selecting PCs, all fault data is used to model in order to avoid some sensitive PTCs which generate large or small weights to affect the fault detection results. However, during the actual producing process, multiple types of faults can be concluded to a small number of types, and representative faults of each type can be selected for modeling. In this way, the amount of normal data and fault data is approximately equal, that is conductive to the accuracy of modeling. The improved PCs selection scheme is shown in Figure 1 .
The specific steps of improved ReliefF-PCA algorithm are as follows:
(
R n 2 ×m is fault data composed of the same number of different kinds of faults respectively, and n 1 is approximately equal to n 2 . Then, standardize X to get X * .
(2) By eigenvalue decomposition (EVD), the covariance matrix of X * can be decomposed as
where = diag(λ 1 , λ 2 , · · · , λ m ) denotes the diagonal eigenvalues matrix in descending order, and the loading matrix P = [p 1 , p 2 , · · · , p m ] ∈ R m×m consists of m corresponding eigenvectors which is the independent basis vectors.
(3) Project the standardized original data X * onto the basis vectors, that is
where t j (j = 1, 2, . . . , m) is the j th column of T , and its corresponding transformed variable is called the j th projection transformation component (PTC).
(4) Use ReliefF algorithm to get the contribution weights of each PTC.
According to Equation (3), the contribution weights w PC used to select PCs can be calculated as follows:
where s = 1, 2, . . . , m represents different PTCs, H j represents the k nearest neighbors from the normal class D N , and M j (C) represent k nearest neighbors from each of the fault classes D F . (5) Get the contribution weights matrix W PC of all PTCs and arrange the weights in descending order, then the PTCs whose weights exceed the threshold τ are selected as the principal components. Here, we use the average of all the m weights as the threshold τ .
C. INFLUENCE WEIGHTS CALCULATION OF DWRPCA METHOD
Consider that the importance of data variables under different faults in the subsequent DWRPCA algorithms is diverse, ReliefF algorithm is used for the second time to calculate the influence weights W FD of each PTC on each fault. In the subsequent fault detection method, the influence weights are applied to both the training data and testing data.
In weights training, the model between each fault and normal condition is established respectively. The advantage of decentralized modeling is to distinguish the difference between each fault and normal condition more clearly, and to avoid relevance interference between different faults. The influence weights calculating process is shown in Figure 2 .
In this section, in order to calculate the influence weight, we select n samples from the normal data set as normal data training samples to form D W N , D W N ∈ R n×m . And then we select n samples from different fault data sets as different fault training samples to form The specific steps of influence weights calculation of DWRPCA methods are as follows:
as the training data set for influence weights calculation. Then standardize X i .
(2) Similar to step (2)-(4) in section III-B, we can get influence weights w FD i (s) under different fault conditions. (3) For each fault condition, normalize the weights w FD i (s), and the influence weights matrix is obtained.
The influence weights matrix will be used for fault detection in the following DWRPCA method.
D. FAULT DETECTION BASED ON DWRPCA METHOD
In the proposed DWRPCA fault detection method, the idea of decentralization followed by integration is used to model. Firstly, we establish the decentralized weighted ReliefF-PCA sub-models. Apply the influence weights matrix to the normal data and test data in each fault condition, use the improved ReliefF-PCA algorithm to select the PCs, and calculate the control limits T 2 α and fault detection statistic T 2 for different faults. Then, we adopt the Bayesian Information Criterion (BIC) to integrate the control limits and detection indexes of different fault models into a final probability index, so the fault detection is realized. The schematic of DWRPCA fault detection method is outlined in Figure 3 . (2) Calculate the mean and variance of normal training data D N , then the standardized data D * N is obtained, and weight it to get
where
3) Similar to Equation (10) and Equation (11), calculate the loading matrix P and PTCs, respectively.
(4) Select PCs using the improved method described in Section III-B. (5) Calculate the control limit T 2 αi under different fault, that is
where F α (d, n − d) denotes F-distribution which the degrees of freedom are d and (n − d) with significance level α. (2) Weight the standardized data x * to get
(3) Calculate the T 2 i statistics of the new sample under different fault model, i = 1, 2, · · · q.
(4) Use the BIC to integrate all fault detection index into a group of probabilistic indicators. Assume that the control limit of detection index T 2 i under confidence α is T 2 αi , and the fault probability of sample x i is
where N and F represent normal and fault conditions respectively, p T 2 i (F) and p T 2 i (N ) are 1−α and α respectively, define the conditional probability p T 2 i (x i |F) and p T 2 i (x i |N ) as follow:
Finally, the final probabilistic monitoring index can be obtained by integration according to weighting
When BIC T 2 > 1 − α, x i is regarded as a fault sample, otherwise x i belongs to a normal sample.
IV. CASE STUDIES
In this section, the proposed DWRPCA fault detection method is applied to a numerical example and the Tennessee Eastman process to evaluate its performance. In the method we proposed, only the Hotelling's T 2 is used to fault detection. In the residual space, SPE measures the extent to which a data point deviates from the principal component model. In DWRPCA, PCs that are sensitive to data changes are selected into the PCs, while the remaining directions are less sensitive to data changes. Therefore, when a fault occurs, no large change is caused in the remaining direction, that is, a large deviation from the principal component model does not occur. Based on the above reason, we did not monitor the residual space. Two detection performance indicators are presented below.
The fault detection rate (FDR) represents the probability of fault detection after a fault occurred, defined as
where S F is the number of fault samples detected, S real is the number of samples that match real production conditions. The fault detection missing rate (FDMR) is defined as
where S N is the number of samples that are detected as faults but actually are normal,S F is the number of samples that are detected as normal but actually are the fault, S all is the number of all testing samples.
A. CASE STUDY OF A NUMERICAL EXAMPLE
Consider a general multivariate process [29] represented by
where the measurement vector x ∈ R m has m variables, the coefficient matrix A ∈ R m×r is assumed to be column full rank, s ∈ R r denotes r independent data sources (r < m), with each sample i.i.d., e ∈ R m denotes Gaussian white noises. An actual data model is generated by Eq. (25) specially as follows: (1) Sensor constant deviation: x = x * + f (2) Sensor gain degradation: x = ηx * (3) Sensor accuracy degradation: x = x * + θ (4) Sensor accuracy degradation and process fault occur simultaneously x = x * + θ and s = s * γ . Through the above description, 800 training data and 1000 test data are generated respectively. All the faults are introduced in the 401st sample index. For convenience, assume sensor faults occur in x 1 , where f = 0.05, η = 0.96, θ is normal distribution which its standard deviation is 0.06 and mean is zero. Besides, the process faults occur in s 1 and x 1 , where θ is normal distribution with the zero mean and standard deviation of 0.01, and γ = 0.5.
In this paper, PCA algorithm, ReliefF-PCA algorithm [22] and DWRPCA algorithm are used for numerical simulation experiments. In PCA algorithm, CPV criterion is adopted and the variance contribution rate is set to 0.85. In this way, the number of principal components is 2. In the ReliefF-PCA algorithm, the weight contribution is set to 0.85, and the number of principal components is 1,2,4,3 in fault 1, fault 2, fault 3 and fault 4 respectively. In the DWRPCA algorithm, the confidence α is set to 0.99, and the number of principal components selected is 3.
The fault detection results represented by the FDR and the FDMR are showed in Table 2 and Table 3 respectively. The maximum FDR and the minimum FDMR have been marked in bold.
It can be seen from in the numerical simulation, which cannot be utilized for fault detection in this case. However, the proposed DWRPCA fault detection model performs best in all fault conditions. The traditional PCA selects principal components by CPV, which just selects maximum variance of the first two principal components, ignoring the smaller variance of variable which contains important information, so the bad performance appears in the fault detection. When ReliefF algorithm is employed to select principal components, the useful information is filtered for fault detection. We use the DWRPCA algorithm to model all faults by selecting principal components, and weight the PTCs to reduce the influence of redundant PTCs, which enhance the performance of fault detection. Table 3 shows that the DWRPCA algorithm not only guarantees the FDR, but also performs well in the FDMR. Figure 4 shows the detection performances of PCA, ReliefF-PCA and DWRPCA for the numerical example. In comparison, DWRPCA algorithm has a good performance for each fault detection. Figure 5 shows the visualization of fault 1 processed by PCA and DWRPCA. In comparison, DWRPCA algorithm can distinguish the difference between normal and fault data.
B. CASE STUDY OF THE TE BENCHMARK PROCESS
Tennessee Eastman process (TEP), created by Eastman chemical company to provide an actual industrial process for evaluating process control strategy [24] , is a well-established benchmark, being widely used as a data source for evaluating various process monitoring methods. Tennessee Eastman process simulation model has become the standard test platform for testing different control methods and process monitoring strategies due to its complexity of reaction process and production structure. The process consists of five major unit operations: a reactor, a product condenser, a vapor-liquid separator, a recycle compressor, and a product stripper [30] . Four reactants A, C, D, and E plus the inert B are fed to the reactor to generate products G and H, as well as byproduct F through two exothermic reactions. The diagram of the process is shown in Figure 6 . TEP includes 22 continuous process measurements, 19 sampled process measurements and 12 manipulated variables. Here, since variable 12 (agitator speed) is a constant, 41 measurement variables and 11 manipulated variables are used. The description of 20 process faults is listed in Table 4 . Because of fault 3, 9 and 15 have little impact on the process, many kinds of literature have confirmed that these three faults are difficult to be effectively detected [31] , [32] , so these three faults are not considered in this study.
In this study, 200 samples under various working conditions are collected as the training data set for DWRPCA to determine the influence weights W FD i . 500 samples under normal working conditions are used as the DWRPCA training set for fault detection. 960 samples under various failure conditions are used as the fault testing set, among which the fault is introduced from the 161st sample point. The sampling interval of simulation data is 3min, and each sample contains 52 variables.
In this work, PCA algorithm, ReliefF-PCA algorithm and proposed DWRPCA algorithm are used for fault detection of TEP, and fault 19 is taken as a case for detailed explanation.
In PCA algorithm, CPV criterion is adopted and variance contribution rate is 0.85, then the number of selected PCs is 27. In ReliefF-PCA algorithm, the weights contribution is also 0.85, and the number of selected PCs varies with different faults.
In DWRPCA algorithm, α is set to 0.99, and the number of iterations is 10.
1) COMPARISON IN PCs SELECTION
When selecting PCs, due to the diverse weights contribution of PTCs in different fault conditions, various faults can be divided into 4 different types. Then 8 representative faults are selected as fault training data for PCs selection, namely step fault (fault 1, 5 and 7); random variation fault (fault 8, 10 and 12); sticking fault (fault 14) and unknown fault (fault 18). 100 samples for each of the 8 fault models and 500 normal samples are selected to form the training data. PCs are selected according to weights contribution exceeds the set threshold τ . The result of PCs selection weights W PC is shown in figure 7 , and the dotted line is the threshold line. Through screening, 21 principal components are selected.
Remark 1: The representative faults are selected according to the quantity ratio and fault type, which not only reduced the mutual interference between faults, but also improved the fault detecting speed. Now, fault 19 is taken as a case to illustrate the advantage of proposed PCs selection method. Fault 19 is an unknown fault. The fault detection rate of traditional PCA algorithm on T 2 statistics is 9.5%, and even the better fault detection rate of SPE statistics is only 59.13%, which cannot be used in actual fault detection due to its inefficiency.
In this simulation, the contribution weights of 52 PTCs for fault 19 are shown in Figure 8 . It can be seen that except the high weight contribution of the first 2 PTCs, the contribution of the rest 44 PTCs to the fault weight cannot be ignored, especially the 44th, 45th and 50th PTCs. However, the traditional PCA algorithm only chooses the first 27 PTCs as principal components, neglecting the other variables with high weight contribution. Meanwhile, with the involvement of some low weight contribution, the results have been interfered. Therefore, the detection performance of PCA for fault 19 is inadequate.
2) COMPARISON IN FAULT DETECTION
When calculating the influence weights applied in DWRPCA algorithm, 200 samples under various working conditions (including normal and fault working conditions) is used to calculate the weights of each PTC on each fault.
FIG . 9 shows the detection performance of fault 19 in traditional PCA, ReliefF-PCA and DWRPCA algorithms on TEP respectively. It can be seen clearly that the detection effect of DWRPCA algorithm is superior to that of traditional PCA and ReliefF-PCA. The FDR and FDMR of traditional PCA, ReliefF-PCA and DWRPCA algorithms for TEP are shown in Table 5 and Table 6 respectively.
From Table 5 , it is obvious that the fault detection method based on the proposed DWRPCA has further increased the FDR and reduced the FDMR of TEP. Compared with the T 2 statistics in PCA fault detection model, the FDR based on DWRPCA in all models are increased. Even in comparison to a better measurements SPE in PCA, only fault 2, fault 13 and fault 18 are slightly less effective.
From Table 6 , it is not hard to see that the FDMR of the DWRPCA fault detection method are almost much lower than the other fault detection method. In a word, the DWRPCA algorithm has higher sensitivity for fault detection.
On the Fault 2, 13, 18 and 20, the proposed method not perform best. We attribute this phenomenon to the fact that these faults are insensitive to the principal components we selected. Through the simulation results, for faults 2, 13, and 18, it can be seen that the DWRPCA method is not the best, but has only little difference from the method with better performance. However, for most faults, the DWRPCA method shows the better performance than other methods, especially for fault 11, 16 and 19, its detection effect is significantly improved.
Through the above comparative analysis, the advantages and effectiveness of the fault detection method based on DWRPCA can be fully testified.
V. CONCLUSION
In this paper, a fault detection method based on DWRPCA is proposed: the traditional PCA is improved in both the feature extraction and principal components selection. After modeling each fault separately, the Bayesian Information Criterion is used to integrate multiple fault detection models into a probability model for the final decision. Because different PTCs would affect each other and cause various faults, the ReliefF algorithm is used twice: One is to weight all data vector so that the PTCs would be projected towards the direction conducive to fault detection, and the other is to select PCs, avoiding information loss caused by CPV criterion which selects PCs only from large variance in traditional PCA. This method also utilizes the modeling method of dispersing first and merging second to establish fault detection models, which boosts detection performance in large-scale fault detection.
In addition, it is proved that the proposed DWRPCA method has good performance in fault detection through a numerical simulation and TEP simulation test. The DWR-PCA method is more effective and superior than PCA and ReliefF-PCA.
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