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We present a new kind of basis function for discretizing the Schro¨dinger equation in electronic
structure calculations, called a gausslet, which has wavelet-like features but is composed of a sum
of Gaussians. Gausslets are placed on a grid and combine advantages of both grid and basis set
approaches. They are orthogonal, infinitely smooth, symmetric, polynomially complete, and with
a high degree of locality. Because they are formed from Gaussians, they are easily combined with
traditional atom-centered Gaussian bases. We also introduce diagonal approximations which dra-
matically reduce the computational scaling of two-electron Coulomb terms in the Hamiltonian.
I. INTRODUCTION
Most numerical simulations of the Schro¨dinger can-
not work directly in the continuum; they require a dis-
cretization of some sort that maps the continuum to a
finite number of degrees of freedom. For example, in
the many thousands of electronic structure calculations
performed annually for molecules and solids, basis sets
are usually used. For molecules, these are usually atom
centered functions composed of linear combinations of
Gaussian type functions, for which analytic integrals are
used to quickly generate the discrete Hamiltonian terms.
For solids, plane wave basis sets are often used, which
also have analytic integrals. These basis set methods
have been developed and refined over most of a century,
and the software to use them has been improved to a
remarkable degree. Nevertheless, a variety of alternative
discretization methods, such as wavelet bases1–3 adapted
grids4,5, finite elements6, and sinc-function bases7 have
continued to be developed. These alternatives have been
pursued to address real weaknesses in existing discretiza-
tions, but Gaussian and plane wave bases are still used
for most calculations.
What is the motivation to try to make an improved dis-
cretization approach again? Our primary reason is that
some of the most promising new strong-correlation meth-
ods for electronic structure—the density matrix renor-
malization group (DMRG)8–10, and related tensor net-
work methods11—depend strongly on the discretization.
These methods have strong requirements for locality in
the basis, due to the low-entanglement nature of their
approximations. One can use localized Gaussian basis
sets for DMRG, but this combination does not perform
nearly as well as DMRG for simple lattice models, like
the Hubbard model. The ideal basis for a DMRG or
tensor network electronic structure calculation would be
some sort of hypothetical real space grid with a very mod-
est number of grid points, comparable to the number of
functions in an atom-centered Gaussian basis, and giv-
ing comparable accuracy. None of the current approaches
approximate this ideal.
Our approach has two key new elements. The first
is a novel type of basis function, called a gausslet, re-
lated to the scaling functions of wavelet approaches, de-
signed to live on a uniform grid. Several features of these
functions are particularly nice for electronic structure,
particularly that they are orthogonal, localized, smooth,
symmetric, and composed of a sum of Gaussians. The
second new element is a set of diagonal approximations
for the Hamiltonian elements. In making a diagonal ap-
proximation for the two electron interaction, the number
of terms (integrals) needed drops from N4 to N2, where
N is the number of basis functions. This reduction is not
a large-N asymptotic feature—it appears for any N with
no large coefficient in front of the N2. These two features
take us a substantial way towards the performance of the
hypothetical very coarse but accurate real space grid.
The next section gives a more detailed overview of
the problem and the approach. Section III discusses
grids of Gaussians as bases, which have nearly ideal com-
pleteness properties but suffer from near linear depen-
dence. Section IV discusses ternary wavelet transforma-
tions which are used in Section V to derive gausslets.
Section VI presents diagonal approximations, and Sec-
tion VII has conclusions and a discussion of further di-
rections. Throughout we give numerical examples in 1D.
II. OVERVIEW
Consider an arbitrary basis set approach. The Hamil-
tonian is an operator with the coefficients of the opera-
tor terms defined by integrals over the basis. By far the
most complex part of the Hamiltonian is the two-electron
Coulomb interaction operator, parameterized by a four
dimensional array or tensor
Vijkl =
∫
r1
∫
r2
φi(r1)φl(r1)φj(r2)φk(r2)
|r1 − r2| (1)
where the φi(r) make up the set of N basis functions,
i = 1 . . . N . In some simpler approximations (e.g. the lo-
cal density approximation of density functional theory),
one can bypass the use of Vijkl in favor of, say, solving the
Poisson equation, but usually for more accurate methods
treating electron-electron correlation explicitly, one can-
not avoid dealing with Vijkl, which has N
4 elements.
In contrast, a simple cubic grid discretization gives a
representation of the electron-electron interaction which
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2scales only as N2, where now N is the number of grid
points. In such an approach, one could use finite-
difference approximations to represent kinetic energy
derivatives. The nucleus-electron and electron-electron
interactions would be evaluated point-wise, with the two
electron Hamiltonian terms taking the form Vij nˆinˆj ,
where nˆi is the density operator on site i, and Vij =
|~ri − ~rj |−1 (with a suitable alteration at i = j).
Simple grids like this are rarely used for electronic
structure because the N for an accurate 3D grid would
be much bigger than for a typical basis. Consider a single
atom: the grid spacing needs to be set to resolve behav-
ior near the nucleus, resulting in many grid points to de-
scribe the tails of the wavefunction far from the nucleus.
In contrast, in a Gaussian basis the tails of the wavefunc-
tion can be described using just a few basis functions. For
example, in an early effort using a uniform 3D grid, utiliz-
ing finite elements rather than finite differences, as many
as 105 grid points were needed for accurate results for the
molecule6. Much more efficient approaches use adapted
grids, putting more points near the nuclei4. Neverth-
less, the number of grid points tends to be in the 1000’s
even for second row diatomic molecules. Wavelet bases
are another approach with much of the locality of a grid,
and with adaptable increased resolution near nuclei, but
again the number of functions tends to be substantially
larger than in Gaussian bases. These types of methods
can be useful for density functional theory or Hartree
Fock calculations, but they are impractical for typical
wavefunction methods treating correlation accurately.
Grid-like methods have a fundamental advantage for
use with DMRG and other recently developed tensor net-
work methods: these methods are based on the low en-
tanglement of ground states when expressed in a local
real-space basis. The entanglement of ground states is
governed by the area law12,13, which is specific to local-
ized real space bases. In a delocalized basis, a volume
law of entanglement holds instead, requiring the number
of states m kept to grow exponentially for fixed accuracy.
Thus DMRG greatly prefers a real-space local represen-
tation. In addition, the calculation time for DMRG de-
pends strongly on the number of two-electron interaction
terms, so the N4 scaling of Vijkl is a major drawback.
The standard DMRG approach for molecules in a Gaus-
sian basis utilizes a standard basis localization method
before DMRG is used. This localization is less than ideal,
and except in certain treatments of long chains, all N4
two electron terms are kept.
The very recently developed sliced basis DMRG ap-
proach (SBDMRG)14 uses a finite-difference grid in one
direction (the long direction in a chain) and 2D Gaus-
sians for the transverse directions. For chain systems,
the SBDMRG grid gives a reduction to O(N2) two elec-
tron terms, where N scales linear with the length. SB-
DMRG also utilizes a compression algorithm for the long
range terms, yielding aO(N) calculation time, and chains
of up to 1000 hydrogen atoms have been studied in the
strongly correlated stretched-bond regime. While arbi-
trary molecules can, in principle, be treated with SB-
DMRG, it is particularly suited for long chains, even
more than standard QCDMRG. One motivation for this
work is to find a good way to increase the grid spacing in
SBDMRG without loss of accuracy, for faster and more
efficient SBDMRG calculations. However, a more impor-
tant motivation is to take advantages of locality in all
three dimensions.
Here we present techniques which do take us closer to
an ideal combination of grid and basis discretizations.
Our approach is related to orthogonal wavelet bases.
Wavelets have and continue to be used successfully in
electronic structure calculations, but our goals are differ-
ent from many existing uses. A conventional wavelet ba-
sis can be used in a way that has precise control over the
accuracy, with systematically improvable accuracy, in,
say, a density functional theory calculation.1 These ap-
proaches make no use of standard Gaussian bases which
give an excellent description of core electrons with a very
small number of functions. Thus the price of the precise
control of accuracy is a basis that may have more than
1000 functions for a small molecule, which is not practical
for most beyond-HF correlation calculations.
Our interest is in these correlation calculations, where
one is interested in accuracies only up to about 1 mH,
and for which Gaussian basis set descriptions of cores
are fine, at least for energy differences. Thus we consider
approaches where we use wavelet techniques in a very
restricted way, combining them with standard Gaussian
basis sets. A key consideration in developing such an ap-
proach is the calculation of integrals. To make this easy,
we construct functions similar to the scaling functions
of wavelet transforms, but out of an equal-spaced array
of identical-width Gaussians. The resulting functions,
called gausslets have a number of significant advantages
for electronic structure calculations.
Gausslets live on a uniform grid, with one function per
grid point. They are defined in 1D, but in 2 or 3D, one
simply takes products of the 1D functions. Gausslets are
orthogonal and symmetric, and almost compact in both
real and momentum space, in the same sense that Gaus-
sians are. They have excellent completeness properties
for representing smooth functions. All standard integrals
have simple analytic forms, although one has to contract
over the underlying Gaussians. A gausslet is shown in
Fig. 1, together with seven of the Gaussians of which
it is composed. A 1D gausslet basis would be composed
of this function plus integer translations, and the whole
basis can be scaled to a grid spacing a.
Gausslets are constructed using a recently developed
class of wavelet transforms which use a factor of three
scaling transformation rather than the usual factor of
two, in order to make them exactly symmetric. They
have an additional very important property: they inte-
grate like a δ-function, for any low-order polynomial p(x):∫ ∞
−∞
dx G(x− b)p(x) = p(b) (2)
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FIG. 1. The gausslet G6 (solid line), along with some of the
Gaussians of which it is composed, multiplied by their coef-
ficients. A basis is formed by translating G6 to center it on
every integer, and then scaling to any desired lattice spacing a
(here a = 1). This basis is orthonormal and can represent any
polynomial up to fourth order. Gausslets are exactly symmet-
ric, and are defined as a sum of Gaussians of width 1/3, with
spacing 1/3; G6 falls to about 10−12 at x = ±12.5.
This, in turn translates to reducing the two electron in-
tegrals from N4 to N2, Vijkl → V˜ij , provided the interac-
tion is smooth. One way to make the interaction smooth
would be to replace the Coulomb electron electron inter-
action with a two-electron pseudopotential15.
The first step in constructing gausslets is understand-
ing the properties of arrays of equally spaced, equal-
width Gaussians.
III. ARRAYS OF GAUSSIANS
Arrays of Gaussians with identical widths are par-
ticularly convenient to use in constructing basis func-
tions because of their analytic integrals, their smooth-
ness, their completeness, and also because the product
space is greatly reduced and convenient. The product of
a Gaussian of width w located at i, and another of width
w at j, is a Gaussian centered at (i+j)/2 of width w/
√
2;
the set of all products of a grid of N such Gaussians is a
half-spaced grid with roughly 2N functions, rather than
N2 functions. The product space plays a central role in
defining Hamiltonian matrix elements, so this simplifica-
tion can significantly improve computational efficiency.
The completeness properties of arrays of Gaussians are
interesting. As is common in numerical analysis, we de-
fine completeness in terms of representing low order poly-
nomials. A grid of basis functions with good polyno-
mial completeness is excellent at representing arbitrary
smooth functions. Consider a unit-spaced 1D grid, and
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FIG. 2. (a) An array of Gaussians and their sums, C(x). (b)
Overlap matrix eigenvalues.
on each integer point j put a Gaussian with width w
gj(x) ≡ exp[−1
2
(x− j)2
w2
] (3)
To see the completeness of the set {gj}, consider the sum,
shown in Fig. 2(a):
C(x) =
∑
j
gj(x). (4)
Since the gj are identical except for translation, the rep-
resentation within this basis of a constant function must
be proportional to C(x). If C(x) is not nearly constant,
the basis is very poor—it can’t even represent a constant.
We will show that C(x) is very nearly constant for
sufficiently large w. Note that C is periodic, C(x− 1) =
C(x), with period 1. Expand it in a Fourier series, with
coefficients c(k = 2pin), where n is an integer:
c(k) =
∫ 1
0
dx C(x) exp(−ikx) (5)
=
√
2piw exp(−1
2
k2w2).
The largest deviation from constancy comes from the
smallest nonzero k in the series, namely k = ±2pi, for
which the factor exp(− 12k2w2) is exp(−2pi2w2). For
w =
√
2, this factor is less than 10−17. For w = 1, it
is less than 10−8. Thus for modest width w, C(x) is
exactly constant to double precision accuracy (15 or 16
digits). In what follows, we choose w = 1, since this lack
of completeness at the 10−8 level appears in the wave-
function. According to standard variational arguments,
it translates to errors in the energy of order 10−16. Note
that higher terms in the series have much smaller coeffi-
cients, so that not only is C(x) nearly constant, a number
of higher derivatives are nearly zero. We will not try to
make this particularly quantitative, since we can test any
such property with a trivial numerical evaluation.
The flatness of C(x)—for the special case of
Gaussians—also implies higher order polynomial com-
pleteness. In particular, we will show that the near con-
stancy of C(x) implies that, for n ≥ 1, ∑j jngj(x) is
very nearly a polynomial in x with order n. (We have
4already shown it is true for n = 0.) If some linear com-
bination of the gj can represent an order-m polynomial
for 0 ≤ m ≤ n, then one can find a suitable linear com-
bination that can represent any polynomial up to order
n. Gaussians have the property that their derivatives, to
all orders, can be written as the same Gaussian times a
polynomial. In particular, let P (x, n) denote a polyno-
mial in x of degree n; the nth derivative of gj(x) can be
written as
g
(n)
j (x) = P (x− j, n)gj(x)
=
∑
l,m
Cl,mj
lxmgj(x)
where Cl,m = 0 if l+m > n. The nth derivative of C(x)
is
0 ≈ C(n)(x) =
∑
l,m
Cl,mx
m
∑
j
jlgj(x). (6)
In order to prove our result by induction, we pick out
the l = n term, for which m = 0, and assume that for
l < n,
∑
j j
lgj(x) is a polynomial Pl(x). Then
Cl,0
∑
j
jngj(x) ≈ −
∑
l<n,m
Cl,mx
mPl(x). (7)
Since Cl,m = 0 if l+m > n, this means that if
∑
j j
lgj(x)
is very nearly an order-l polynomial for all l < n, then
it is an order n polynomial for l = n. By induction, this
is true for any n. This result breaks down when C(n)(x)
stops being zero for large n. For w & 1 , the breakdown
does not occur very quickly, and an array of Gaussians
has approximate polynomial completeness to high order.
The weakness of a grid of Gaussian as a basis is its lack
of orthogonality, and that orthogonalizing the functions
involves a fairly singular matrix, associated with a near
lack of linear independence. Let S(j, k) = S(j − k) =
〈gj |gk〉 be the overlap matrix of the {gj}. We can form
an orthonormal set of functions (all related by integer
translations) using q(j − k) ≡ S−1/2(j, k) as
Gj(x) ≡
∑
k
q(j − k) gk(x). (8)
However, S becomes increasing singular as w increases.
The eigenvectors of S are plane waves, and the most sin-
gular point is at momentum pi; this corresponds to near
cancellation of gj . For example, for w =
√
2, the unnor-
malized fit to a momentum pi plane wave,
∑
j(−1)jgj(x),
is only of order 10−4 in magnitude. The near singularity
of S means that the Gj have long tails and widely varying
coefficients for the component Gaussians, making them
computationally poorly behaved.
Fortunately the orthogonalization does not spoil the
completeness, nor would a generic convolution of the form
Eq. (8), transforming g → G using an arbitrary vector
q. Consider
∑
j
P (j, n)Gj(x) =
∑
k
∑
j
q(j − k)P (j, n)
 gk(x).
(9)
The term in square brackets is a polynomial in k of degree
n, so the entire right side is a polynomial in x of degree
n. By the same reasoning as above, this implies that the
Gj have the same excellent completeness properties as
the gj .
In summary, a grid of Gaussians has excellent com-
pleteness, as well as several other very desirable features,
but poor orthogonality and linear independence proper-
ties. Fortunately, as we show in the next two sections,
these faults can be fixed using wavelet technology.
IV. TERNARY WAVELET
TRANSFORMATIONS
In conventional compact orthogonal wavelet theory, as
pioneered largely by Daubechies,16 it is not possible to
have a symmetric, compact, orthogonal wavelet trans-
formation (WT). However, with ternary WTs , which
change scales by a factor of 3 instead of 2, symmetry, or-
thogonality, and compactness are compatible. Recently
Evenbly and White (E&W)17 introduced new families of
ternary WTs with excellent completeness, compactness,
and smoothness properties, which we will make use of
and extend. A very carefully chosen set of coefficients
ck, −m ≤ k ≤ m, with c−k = ck, defines a symmetric
wavelet transform. Given a single function f(x), we de-
fine all integer translations fj(x) = f(x − j) to form a
basis set that lives on an integer grid. Then the wavelet
transform produces a new basis set, also living on a grid
with unit spacing, defined by a function f ′, defined by
f ′(x) =
∑
k
ckf(3x− k) (10)
The scaling function of the WT is the fixed point of Eq.
(10). The fixed point exists provided the initial f satis-
fies some simple conditions, most importantly that they
sum to a constant (exactly),
∑
j fj(x) = const. Thus any
functions defined by Gaussians with finite w are techni-
cally not suitable for generating the fixed point. How-
ever, if one only wants to apply the WT a modest num-
ber of times, Gaussian derived functions can be an ex-
cellent starting point. Since we do not plan to use the
wavelets to represent sharp core functions (instead using
standard Gaussians), a full multiscale resolution analysis
is not needed, and for our uses, the fixed point is entirely
unnecessary.
E&W showed that WTs have a direct correspondence
with quantum circuit theory. The circuit correspond-
ing to a WT is defined by a small number of angles θk;
each angle defines a unitary “gate”, which is a 2 × 2
or 3 × 3 unitary matrix. The unitarity of the circuit is
5independent of the values of θk, removing an annoying
set of constraints when optimizing a WT. The circuits
express symmetry much more naturally than in conven-
tional approaches. Some of the symmetric ternary WTs
constructed by E&W appear to have better properties
than any previous such WTs.
Besides the transformation of the scaling function in
Eq. (10), the WT produces two wavelet functions per
scaling function. The scaling function captures the lowest
momenum behaviour, while the wavelets describe high
momentum. These wavelets are less central to our dis-
cussion here.
In the terminology of E&W, we consider here only
Type I site-centered symmetric ternary wavelets. These
are characterized by the number of low and high fre-
quency moments associated with the scaling functions.
We make this more specific here with the notation Wnlh
to describe the WT with n angles, l low moments, and h
high moments. The number n also gives the number of
layers of the circuit, fixing the range of the ck, specifically
from −(3n − 2) to 3n − 2, with c−k = ck. The number
l gives the completeness of the scaling functions; more
specifically, l − 1 is the maximum polynomial order the
scaling functions fit exactly, which is imposed by making
the wavelets orthogonal to any lth degree polynomial.
Similarly, h controls the smoothness; specifically, h − 1
gives the number of sign-flipped polynomials (−1)kkh the
scaling functions are orthogonal too, which also corre-
sponds to the Fourier transform of the ck having vanish-
ing value and h− 1 derivatives at maximum momentum
pi.
A related and important property of the corresponding
scaling functions is that they integrate polynomials like
a δ-function. This is associated with a property of the
ck: ∑
k
ckk
m =
√
3δm,0 (11)
for m = 0, . . . , p− 1 for some p. (The evenness of the ck
makes this statement trivial for odd m.) The δ-function
order p is related to the other moments, but not in a
simple way: we have found WTs with the same n, l,
and h, but with different p. Usually, however, a large p
appears “for free” from optimizing l and h.
E&W give just a few examples of these types of WTs,
and not to full double precision. Determination of a
Wnlh involves a nontrivial nonlinear optimization; we
have found Wnlh to high precision both for the examples
of E&W and a number of additional WTs with higher
order. All useful WTs had even n, and it is difficult to
converge useful WT for higher n. Angles for the most
useful WTs are listed in Table I. These emphasize com-
pleteness over smoothness, but not completely, mostly
setting h = 2 (which is only one constraint, since the
order-1 high moment is automatically satisfied because
of symmetry). The scaling functions with h = 2 are
nicely smooth; for h = 0 they are much more irregular.
This leaves n − 1 degrees of freedom for completeness,
i.e. l = n− 1. Below we construct gausslets out of W432,
W652, W872, and W1092. These WTs all have impressively
high p’s given by a simple formula: p = 2l.
W212 W220
θ1 0.16991845472706096855 0.27564279921626540397
θ2 0.78539816339744830962 0.67967381890824387419
W432 W652
θ1 0.33591409249043635638 0.47808035535078662712
θ2 -1.46977679545346969482 0.61724603408318791423
θ3 -0.16599563776337538784 -1.39526939914470111011
θ4 2.25517495885091800443 -0.51453080478199670477
θ5 - 1.08710749852097545154
θ6 - 0.68268293409625710015
W872 W1092
θ1 0.57548632554189299396 0.61183864100711914517
θ2 1.07092896697683457430 0.70680189527339659367
θ3 -0.53397048757827478700 -2.76090222438702891461
θ4 -0.84404057490329784656 0.82725175790860767489
θ5 -2.19779794769420972567 -0.63493786130732787550
θ6 -0.20902293951451481799 -0.23346217196976042571
θ7 2.32620056445765248695 1.21327891348912294041
θ8 0.76753271083842639987 -1.15390181597860903352
θ9 - 1.74064098592517567308
θ10 - 0.63870849816381350029
TABLE I. Angles θk parameterizing wavelet transforms of
various depths.
A WT can be applied to an array of Gaussians, pro-
ducing a new basis where the functions are formed from
sums of Gaussians. The completeness properties of the
Gaussians are transfered by the WT to the new basis,
up to the completeness order l. To see this, let i index
a grid with spacing 1, and j (an integer) run over a grid
with spacing 1/3. Let fi(j) = cj−3i; we can think of fi
as being a discrete basis function representing functions
living on the 1/3 grid. (Usually in wavelet theory one
thinks of an infinite sequence of ever smaller grids, which
represents the continuum in the limit of infinitesimal grid
spacing. In contrast, we apply the WT to a grid of func-
tions which are already continuous functions of x.) The
WTs have a discrete completeness property that means
we can write
jm =
∑
i
aifi(j) (12)
for m < l. Multiplying by gj(x) on both sides, and sum-
ming over j, we find that linear combinations
si(x) ≡
∑
j
fi(j)gj(x) (13)
can represent arbitrary low order polynomials. Again,
this implies that suitable linear combinations of the si(x)
can represent any low order polynomial. However, they
are not orthogonal, which we address in the next section.
6V. GAUSSLETS
We wish to use these properties of WTs and Gaussian
grids to define convenient, orthogonal, complete func-
tions defined as sums of Gaussians. There are several
possible ways to proceed. One way starts with the si(x).
The si(x) are not orthogonal, but their overlap matrix
Ss is much less singular than that of the gj(x). The
si(x) look like somewhat broadened wavelet scaling func-
tions, with oscillations that partially cancel off-diagonal
elements of the overlap matrix. (Further applications of
a WT would take them closer to orthogonality.) One can
use S
−1/2
s to orthogonalize the si. The resulting func-
tions are close to what we want, but S
−1/2
s introduces
moderately long tails in the final functions. One can then
apply a WT to these orthogonal functions, which would
substantially decrease the tails, and use those functions.
The main drawback is that the underlying Gaussian grid
would have a spacing of 1/9 that of the final basis func-
tions. The more Gaussians making up a basis function,
the more computatonal work to use them, so we have
developed a way to maintain the minimal 1/3 spacing of
the underlying Gaussians without the long tails.
It is possible to partially orthogonalize the gj(x), so
that the application of a particular WT to the par-
tially orthogonalized functions produces fully orthonor-
mal functions. Let function Gj(x) be defined by Eq. (8),
for some vector q(k), and then apply a WT (defined by
fi(j)):
Gi(x) ≡
∑
j
fi(j) Gj(x). (14)
We know that a q(k) exists that makes the Gi(x)
orthonormal—we can use the overlap matrix Ss to make
q(k), which completely orthonormalizes the Gj(x), and
thus the Gi(x). In that case, q(k) falls to about 10−12
near k = 110, so it is rather nonlocal, making Gi have
long tails. It is possible to find a much more compact q(k)
if it is optimized for a particular WT, requiring orthogo-
nality only of the Gi and not both the Gj and the Gi. The
q convolution and the WT each take care of parts of the
orthogonalization. A typical q is show in Fig. 3. Finding
such a q is a rather tedious nonlinear optimization prob-
lem, with many local minima. We implemented this op-
timization using a Nelder Mead algorithm, using restarts
and high precision to deal with local minima, with the
minimizations sometimes taking several days, and only
achieving approximate double-precision orthogonality. A
final orthogonalization step was performed to make the
functions orthogonal to very high precision, with minimal
impact on locality, using the inverse square root of the
overlap matrix. Fortunately, using these functions does
not require that these optimizations be repeated; all one
needs are the final coefficients of the Gaussians, and the
properties of the functions are easily verified.
This approach produces functions—gausslets—with a
ratio of 3 between the spacing of the functions and the
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FIG. 3. Full and partial orthogonalizing vectors q(k), for the
case of G6. The partial orthogonalizer extends out to ±21;
the full orthogonalizer has fallen to about 10−12 at j = 110.
underlying Gaussians. Normally with WTs there is a
tradeoff between order and compactness. The presence
of the underlying Gaussians mean that there is an inher-
ent limit to the size of a “1/3-gausslet” which is greater
than the width of the fixed point scaling function of the
WT used to make the gausslet. However, the gausslets
are substantially smoother. We present coefficients for
gausslets G4, G6, G8, and G10, where the index signifies
n of the underlying WT, Wn, which has l = n − 1 and
h = 2. The gausslet G6 is shown in Fig. 1; the others
look similar, with slightly increasing width with the or-
der. The coefficients bj of these gausslets in terms of the
underlying Gaussians are given in the Appendix in Table
II-V.
A simple test of the completeness of the gausslets is
shown in Fig. 4. The gausslets are fitted to polynomials
of various orders and the root mean square errors over the
unit interval are shown. (The gausslets involved in the
fitting extend well outside this interval, because of the
small but finite tails of the gausslets.) The fitting coeffi-
cients were approximated using the δ-function property,
as Tn(i/10) for the gausslet centered at i, so this test of
the fitting also tests the δ-function property. Since the
order of the δ-function property is much higher than for
fitting property, one sees only the errors associated with
the fitting.
One may wish to have more compact gausslets, pay-
ing the price of an underlying finer array of Gaussians.
Suitable 1/9, 1/27, etc. gausslets are easily derived by
applying WTs to one of the Gn. We label these gausslets
as in the following example: G864 is formed from G8 and
applying W6 and then W4. These constructions also gen-
erate useful wavelet-like functions, and a multiresolution
basis can be formed for a modest range of scales, with
each length scale having different functions. If one suc-
cessively applies Wn, the range of the functions decreases,
and the basis functions become close to the scaling func-
tion of Wn. Alternatively, one can successively decrease
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FIG. 4. Root mean square errors in the fit of an array of
gausslets with unit spacing to scaled Chebyshev polynomials
Tn(x/10), over the range 0 ≤ x ≤ 1, for gausslets of differ-
ent orders, as a function of n. The gausslets of order n are
based on wavelet transformations designed to fit polynomials
of order 0 to n − 2. The residual error of order 10−8 visible
in the figure for small n is due to the finite width and imper-
fect completeness of the underlying Gaussians making up the
gausslets. Since the underlying Gaussians are the same for all
the gausslets, the residual errors are approximately the same.
The fitting errors of order 10−8 are expected to translate to
energy errors of order 10−16.
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FIG. 5. Comparison of a sequence of guasslets G6, G64, G644.
Repeated application of a wavelet transform shrinks the tails
of the functions.
the order over several steps, which produces very local-
ized functions functions which are still smooth with a
finite size underlying Gaussian array. An example of this
is shown in Fig. 5. A multiscale basis can be useful, but
in many cases a better alternative that produces smaller
bases is to add atom-centered Gaussian functions to the
gausslet basis. The extra functions can be orthogonalized
to the gausslets and themselves. A simple 1D example of
this approach is given below.
As a first test of the use of gausslets to solve the
Shro¨dinger equation, we apply them to two different sim-
ple 1D smooth potentials; see Fig. 6. The first, the
Po¨schl-Teller potential, is exactly solvable, with energy
E = −1/2. The second, the soft Coulomb potential,
has been used as a 1D model with properties such as
correlation energies roughly similar to that of real 3D
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FIG. 6. Energy errors in solving 1D potentials with a G10
gausslet basis with spacing a. Here the “Sech” potential is the
exactly solvable Po¨schl-Teller potential V (x) = −sech2(x−b),
for b = 0, 0.5, and the “SC” potential is the soft Coulomb po-
tential V (x) = −1/√(x− b)2 + 1, for b = 0, 0.5. The dotted
line shows ∆E = 10−3, a typical target accuracy for “chemi-
cally accurate” electronic structure calculations.
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FIG. 7. (a) A potential with a smooth part and a delta func-
tion, and the resulting ground state. (b) Convergence of the
energy with grid spacing for two types of bases: 1) an array
of gausslets plus an exponential which is the solution of the
isolated delta function, for four different gausslets; and 2) a
simple second order finite difference grid.
molecules18,19. Here the SC potential would be that of
pseudo-hydrogen. Each potential is centered at two po-
sitions to demonstrate that the grid points need not be
aligned with the potential centers. To define the Hamil-
tonian matrices, we first evaluate the Hamiltonian matrix
elements for the underlying Gaussian grid with spacing
a/3, analytically for the kinetic energy, and numerically
for the potentials. Then we transform to the gausslet
basis using the bj . Both of these potentials have widths
of order 1, and we see that very high accuracy is easily
achievable for a ∼ 0.2. More important for our goals is
that one achieves accuracies of O(10−3) for a ∼ 1. Large
a values are essential for applications to 3D.
A key advantage of a basis set approach is that one
can add functions to it to represent singularities or other
sharp features. As a test of this, shown in Fig. 7 we con-
sider a potential with a smooth part plus an off-center
delta function, V (x) = − exp(− 12x2)−δ(x−2.7). Particu-
8larly in three dimensions, this sort of potential is difficult
with a grid. Our basis consists of an array of gausslets
plus, to represent the singularity, the solution to the delta
function alone, exp(−|x − 2.7|). The exponential is or-
thogonalized to the gausslets to make a fully orthogonal
basis. To carry out the calculations, the exponential is
first represented very accurately as a sum of a few hun-
dred Guassians, the coefficients coming from a discretiza-
tion of an integral. (In a 3D calculation, to describe, say,
a 1S function, one would use a sum of a few Gaussians
from a standard basis set.) Then all the potential terms
are sums of analytic Gaussian integrals. The hybrid
Gaussian/exponential approach converges very rapidly,
with errors below about 10−3 for a < 1.5 with G8 and
G10. The energies for the last two points, a = 0.1 and
a = 0.2, agree to eight digits, E = −0.66144716. For
comparison, we implemented a naive grid, without try-
ing to put a grid point exactly on the singularity. The
grid results show substantial oscillations as a function of
a. The finest grid result, a = 10−4, gives E ≈ −0.6614,
in agreement with the gausslet result but much less ac-
curate.
VI. DIAGONAL APPROXIMATIONS
A crucial feature of finite difference grid approxima-
tions is the simple form of the two electron interaction,
Vij nˆinˆj . A similar property holds for the one electron
nucleus-electron potential terms, which have the simple
form Uinˆi. This latter property is not so important in
itself, since the extra computation time to deal with a
Uij form of the potential is minor, but it does serve an-
other useful purpose: approximations which make U di-
agonal should generally do the same for V , since the two
electron interaction acts on one electron with a single-
particle potential determined by the locations of all the
other electrons. We will consider the simpler single par-
ticle potential first, in one dimension. Diagonal represen-
tations such as these are a key property of bases made
from the sinc function7. Here we find similar approxima-
tions for gausslets, implying that the high nonlocality of
the sinc is not needed for this sort of approximation. Al-
though we focus on the gausslets, similar approximations
would work for the ternary wavelet scaling functions, and
for certain types of traditional wavelet scaling functions
with the δ-function property, particularly coiflets16.
Let U(x) act on a continuum wavefunction ψ(x) to
give another wavefunction φ(x): φ(x) = U(x)ψ(x). We
are interested in the coefficient of φ for basis function Gi,
written using the expansion of ψ in terms of the Gj :
φi =
∫
dx Gi(x)φ(x) =
∑
j
ψj
∫
dx Gi(x)U(x)Gj(x).
(15)
This is the conventional non-diagonal form, with the last
integral defining Uij . Now assume that each Gi integrates
like a weighted delta function, with location xi:∫
dx Gi(x)f(x) = f(xi)wi (16)
for any smooth function f(x), with
wi ≡
∫
dx Gi(x). (17)
Then
φi = φ(xi)wi = U(xi)ψ(xi)wi = U(xi)ψi. (18)
Thus we have a diagonal “point” approximation for U :
Uij → δijU(xi). (19)
Note that the locality of the gausslets means that Uij is
small for i far from j, but the diagonal approximation
does not rely on this. In particular, we disregard the
near-neighbor j = i ± 1 terms even though they are not
small.
There are two other closely related diagonal approxi-
mations. First, if the δ-function property is only approx-
imate, we may prefer to replace U(xi) with its overlap
with Gi:
Uij → δij
∫
dx Gi(x)U(x)/wi. (20)
One might hope that this “integral” approximation could
be more accurate, since it averages the potential over a
finite range, but one needs tests to see if it actually is an
improvement. Second, let us assume that the {Gi} can
exactly represent a constant function over the range of
interest. Then wk is then the expansion coefficient for Gk
to represent the identity function, and
1 =
∑
k
wkGk(x). (21)
Inserting this into Eq. (20) gives the “summed” approx-
imation
Uij → δij
∑
k
Uikwk/wi. (22)
For the special case where the Gi are a uniform grid of
gausslets, wk = wi, and as the grid spacing goes to zero,
smooth functions have ψk ≈ ψi in the close vicinity of
a point i. In this case,
∑
k Uikψk ≈ ψi
∑
k Uik, provid-
ing another rough justification for Eq. (22). (This idea
was the original inspiration for these diagonal approxi-
mations.)
Tests of the diagonal approximations are shown for the
soft Coulomb potential in Fig. 8. One sees that all of the
diagonal approximations become very precise for small
a. In fact, although one cannot see it in this figure, the
diagonal approximation curves and the non-diagonal full
matrix curve come together faster as a function of a than
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FIG. 8. Energy solving the soft Coulomb potential (with b =
0) using diagonal approximations with the G10 gausslet basis,
as a function of spacing a. The “Full” curve uses the full
Hamiltonian matrix. The “Integral” diagonal approximation
is shown, which for these bases is identical to the “Summed”
approximation. For the two diagonal approximations, we also
show the energy evaluated with the full Hamiltonian, but with
the eigenvector from the corresponding approximation.
any of the curves converge to the exact result. This is be-
cause the δ-function property paramenter p is twice that
of the completeness parameter l. This means that at
small a, there is no point in using the full matrix–the re-
sult might not be exact, but the diagonal approximation
doesn’t contribute significantly to any error. At larger a,
the diagonal approximations introduce significant errors.
The integral approximation (or equivalently for this case,
the summed approximation) is significantly better than
the point approximation.
These three approximations translate immediately into
two electron approximations for V . The pointwise eval-
uation is
Vijkl → δilδjkV (xi, xj). (23)
The integral approximation replaces V (xi, xj) in Eq. (23)
with
V (xi, xj)→
∫
dx dx′ Gi(x)V (x, x′)Gj(x′)/(wiwj). (24)
The summed approximation replaces V (xi, xj) with
V (xi, xj)→
∑
kl
Vijklwlwk/(wiwj) (25)
Because of the big difference in computational scaling
associated with two electron versus one electron terms,
it is sensible to only make the diagonal approximation
for the two electron terms, using the full matrices for the
one electron terms.
As a simple interacting example calculation we per-
form an exact diagonalization for a 1D helium atom in a
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FIG. 9. Energy solving the soft Coulomb 1D helium atom
using gausslet basis G10 with diagonal approximations, as a
function of spacing a. The approximations are labeled in the
form (single particle approximation)/(two particle approxi-
mation). The lattice of gausslets extends approximately from
−L to L.
soft Coulomb potential, with a basis of gausslets ranging
from −L to L. The results are shown in Fig. 9. Ac-
cording to Ref.19, the exact energy from a grid DMRG
calculation is -2.238. The two Full/Integral curves, which
completely overlap, demonstrate that L = 7 gives excel-
lent convergence in L. All the diagonal approximations
perform excellently at smaller a. For larger a they still
behave well; the Full/Integral approximation stays within
1 mH almost up to a = 1. The point diagonal approxi-
mations are somewhat less accurate at larger a, but the
Point/Point approximation is especially convenient for
small a, since it is as accurate as the other approxima-
tions and requires no integral evaluations at all. For this
case we went to a = 0.1 and L = 15, which gave 601
basis functions, to push for very high accuracy; we ob-
tain E = −2.238257824, which we believe is correct to
all the digits shown. The setup and diagonalization took
less than 5 minutes on a desktop. With DMRG, it would
be straightforward to extend these calculations to long
chains.
One can consider making the diagonal approximations
after first making a mean-field-like reduction of the oper-
ator. For the one electron case derived below, this gives
an energy correction but does not change the Hamilto-
nian. For the two electron terms, this produces altered
one electron terms which change the diagonalization and
might improve the results. For the one electron case,
assume we have some estimate for 〈cˆ†i cˆj〉, and let
Uˆ =
∑
ij
Uij cˆ
†
i cˆj (26)
=
∑
ij
Uij(cˆ
†
i cˆj − 〈cˆ†i cˆj〉) +
∑
ij
Uij〈cˆ†i cˆj〉. (27)
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If we now apply a diagonal approximation Uij → U˜ii on
the first term, we have
Uˆ ≈
∑
i
U˜iicˆ
†
i cˆi +
∑
ij
Uij〈cˆ†i cˆj〉 −
∑
i
U˜ii〈nˆi〉
 . (28)
Suppose we use as our approximate 〈cˆ†i cˆj〉 (and 〈nˆi〉) the
result from the ground state using U˜ . Then adding the
correction term in the parentheses in Eq. (28) is the
same as evaluating the energy in the full Hamiltonian of
the eigenstate from the approximate Hamiltonian. This
corrected result is shown in Fig. 8. We see that the cor-
rected result is significantly better than the uncorrected
result at large a. We leave exploring these mean-field ap-
proximations for the two electron term for future work.
A basis permitting a good diagonal approximation is
special, and an orthogonal transformation of the basis
will, in general, spoil the approximation. A truncation of
the basis may not harm the approximation; in particular,
a reduction of a particular set of orbitals into one orbital
which is a linear combination from the set still allows a
diagonal approximation. This is because a basis rotation
takes two particle fermion number-conserving operators
(i.e. cˆ†i cˆj or nˆi) into similar two particle operators, and
a single orbital only has one such operator, nˆi. This
applies also to the two-electron terms. If one knows the
single particle reduced density matrix (RDM, 〈cˆ†i cˆj〉), one
can determine if reducing a particular set of functions
to one function is a good approximation: it corresponds
to the diagonal block over the sites of the RDM having
just one significant eigenvalue. If so, that eigenvector
would be the correct linear combination. One may expect
that the outer tail regions of a molecule would satisfy
this criterion, since far from the nuclei, the wavefunction
decays in a simple way. This suggests that one should
combine sites in the tail regions into tail functions, which
could lead to a large reduction in the number of basis
functions. If one transforms a set of basis function into
a few functions, this breaks the diagonal approximation,
but it only generates a limited number of off-diagonal
terms, which may be acceptable. Specifically, if basis
function i is in the reduced set and p, q, and r are outside
the set, terms such as cˆ†i cˆ
†
pcqcr) with only one (or three)
operators in the set are not generated.
A very important question is how to make a diagonal
or near-diagonal approximation with a basis composed of
an array of gausslets with some additional non-gausslet
functions, particularly to represent the sharp behaviour
near nuclei. We leave this question for future studies.
VII. DISCUSSION
Application of these ideas to sliced basis DMRG would
require little development beyond what is presented here.
The initial applications of SBDMRG used a finite differ-
ence grid which was adapted with a low-frequency fil-
tering procedure to increase convergence with the grid
spacing. Usually a grid spacing of 0.1 Bohr was used
for hydrogen chains. The grid plus filtering procedure
could be replaced by a gausslet basis, with a diagonal
approximation introduced for the two-electron interac-
tion. Probably this would allow substantially higher lat-
tice spacing, and it would smooth the way for including
larger Z atoms.
More generally, for realistic 3D systems, one can form
a 3D gausslet basis by making products of 1D gausslets,
namely
G(x, y, z) = G(x)G(y)G(z) (29)
If one is not worried about making diagonal approxima-
tions, then one can combine gausslets with 3D Gaussians
from a standard Gaussian basis, orthogonalizing them to
the gausslets. The fact that gausslets are made of Gaus-
sians would facilitate this. Note that for a uniform grid of
gausslets, all the two electron integrals between gausslets
only need be done only once, and would be applicable to
all systems, with a simple rescaling for different lattice
spacings.
Diagonal approximation can be extremely effective in
speeding up calculations, and so one would want to try
to find approaches that allow them. The most straight-
forward approach would involve using a pseudopoten-
tial both of the usual one-electron type, and also a two-
electron pseudopotential15. This one electron pseudopo-
tential means that a gausslet 3D grid, without supple-
mentary Gaussians, would be adequate, and the two elec-
tron pseudopotental would allow any of our diagonal ap-
proximationn for the two electron interaction. The two-
electron diagonal approximation would greatly speed up
DMRG, and also allow other tensor network methods,
such as projected entangled pair states (PEPS) to be
tried. The diagonal interaction could be compressed for
use in DMRG, just as is done in SBDMRG. The diagonal
approximation may also speed up other correlation meth-
ods. To our knowledge, the combination of both types of
pseudopotentials has not been used before, but it seems
reasonably straightforward. The key question would be:
what grid spacing is needed for reasonable accuracy?
For all electron calculations combining gausslets and
3D Gaussians, two-electron diagonal approximations
would need to be tested and developed, since the extra
functions do not fit within the δ-function framework we
used to derive diagonal approximations. Nevertheless,
one might find approximations with acceptable accuracy.
One could also consider whether diagonal approximations
could be useful even in a standard Gaussian basis which
has been localized by a standard method. Recently,
Baker, Burke, and White20 have proposed “wavelet local-
ization” (WL), where an auxiliary wavelet basis is used
to localize an existing delocalized basis, at the cost of a
modest increase in the number of functions in the ba-
sis. One could equally use gausslets to perform wavelet
localization. One scheme would be to WL to localize
standard Gaussian atom-centered basis functions on each
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atom. The result would be functions which look standard
Gaussians close to their nucleus, but midway to the next
atom they would rapidly die off with oscillations to make
them orthogonal to all functions on neighboring atoms.
This might give rise to a modified diagonal approxima-
tion in which Vijkl is nonzero only if i and l are on the
same atom, and j and k are on the same atom.
In conclusion, we have introduced gausslets, a new type
of basis function, which combine the efficiencies of work-
ing with Gaussians, but with systematic completeness
and orthogonality, while maintaining locality, symmetry,
and smoothness. We have introduced diagonal approxi-
mations, which are tied to gausslets, which dramatically
improve the scaling of electronic structure calculations,
making them act more like a grid than a basis. Although
the various tests we have performed here are in 1D, these
basis functions were developed with 3D applications in
mind, and we anticipate rapid development of 3D uses.
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VIII. APPENDIX: COEFFICIENTS OF
WAVELETS AND GAUSSLETS
Here we give coefficients for the wavelets and gausslets
described here. First, we present the coefficients of the
gausslets, which are defined by
G(x) =
∑
j
bj exp[−1
2
(3x− j)2] (30)
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The bj for gausslets with even order 4 through 10 are
given in Tables II-V.
In Tables VI-XI, the coefficients defining ternary
wavelet transforms are given. These can be used to de-
fine sequence of gausslets based on the primary gausslets
given in Tables II-V. For example, applying a WT to a
primary gausslet gives a gausslet with Gaussian spacing
of 1/9. Combining Eqs. (30) and (10), we have
G′(x) =
∑
l
exp[−1
2
(9x− l)2]
∑
k
ckbl−3k, (31)
where the bj come from the primary gausslet and the ck
are the coefficients associated with the additional WT.
To define wavelet-like functions coming from this trans-
formation, we use the same formula, but with the mid or
high wavelet coefficients replacing the ck. One can repeat
these WTs to construct a multi-level wavelet-like basis,
where the functions at each scale, in addition to different
scalings, are slightly different. All the basis functions in
the multi-level basis would be written in terms a single
grid of Gaussians, which would have a spacing a factor
of three smaller than the finest level of wavelet-like func-
tions.
13
j bj j bj j bj j bj
0 0.6067686239029718 12 −0.0007634581491839 24 −0.0000000111857638 36 −0.0000000000000001
1 0.4595762731397992 13 0.0001654718546793 25 0.0000000057570184 37 0.0000000000000000
2 −0.0164427190204405 14 −0.0001062974603036 26 0.0000000017544093 38 0.0000000000000003
3 −0.1403618655345050 15 0.0001489730491976 27 −0.0000000078396493 39 0.0000000000000004
4 −0.0402939401786279 16 −0.0000925527267679 28 0.0000000029209953 40 0.0000000000000003
5 0.0091345923715139 17 0.0000589148129012 29 −0.0000000011159594 41 −0.0000000000000004
6 0.0412074716875908 18 −0.0000343962098581 30 0.0000000006646346 42 −0.0000000000000005
7 −0.0263104231001814 19 0.0000139465804941 31 −0.0000000001080798 43 −0.0000000000000004
8 0.0120390822107673 20 −0.0000055900603412 32 −0.0000000000000000 44 −0.0000000000000001
9 −0.0041120776084794 21 0.0000021993752470 33 −0.0000000000000000 45 −0.0000000000000001
10 0.0003155814182348 22 −0.0000007773157565 34 −0.0000000000000000 46 −0.0000000000000001
11 0.0008905265359326 23 0.0000001821311458 35 0.0000000000000000 47 0.0000000000000000
12 −0.0007634581491839 24 −0.0000000111857638 36 −0.0000000000000001 48 0.0000000000000001
TABLE II. Coefficients bj of the Gaussians defining the gausslet G4 for j ≥ 0, where b−j = bj .
j bj j bj j bj j bj
0 0.6510799122138565 10 −0.0129995132051085 20 0.0000527579539840 30 0.0000000012233441
1 0.3748901951337270 11 0.0083444621145336 21 −0.0000284802656230 31 0.0000000063863555
2 0.0939399437214329 12 −0.0035602045266604 22 0.0000150015015272 32 −0.0000000030684215
3 −0.1569006465627569 13 0.0012544959501549 23 −0.0000068808321161 33 0.0000000004500457
4 −0.0948155527751206 14 0.0003594627655807 24 0.0000028004555091 34 −0.0000000002218040
5 0.0232646256086860 15 −0.0007848423809006 25 −0.0000013067346743 35 0.0000000000913882
6 0.0216613768304792 16 0.0005747148102592 26 0.0000007168554123 36 0.0000000000104569
7 0.0361805021062946 17 −0.0003070053297971 27 −0.0000003912054599 37 −0.0000000000043992
8 −0.0317148981502408 18 0.0001499886588480 28 0.0000001613546686 38 −0.0000000000000000
9 0.0133915814065059 19 −0.0000895654658735 29 −0.0000000401650166 39 −0.0000000000000000
10 −0.0129995132051085 20 0.0000527579539840 30 0.0000000012233441 40 −0.0000000000000000
TABLE III. Coefficients of the Gaussians defining the gausslet G6.
j bj j bj j bj j bj
0 0.6188489361270065 12 −0.0046547275254753 24 0.0000289020341125 36 0.0000000067016738
1 0.3824167454273702 13 0.0040100201083541 25 −0.0000168829682435 37 −0.0000000032075046
2 0.1099474897465580 14 −0.0015184700034549 26 0.0000097119084642 38 0.0000000009153639
3 −0.1478654707279702 15 −0.0002473520884477 27 −0.0000054294948468 39 −0.0000000001508133
4 −0.1092533175894797 16 0.0004021212441880 28 0.0000027905622899 40 0.0000000000575772
5 0.0008350876805188 17 −0.0006709855121816 29 −0.0000011656692668 41 −0.0000000000147799
6 0.0383468513752624 18 0.0006479929834526 30 0.0000004251304827 42 −0.0000000000041069
7 0.0443793867348271 19 −0.0004072275423943 31 −0.0000001918178974 43 0.0000000000015572
8 −0.0264220705098279 20 0.0002507059396952 32 0.0000001011853914 44 0.0000000000000007
9 0.0039445390490703 21 −0.0001490130367618 33 −0.0000000521084195 45 0.0000000000000002
10 −0.0180915921775044 22 0.0000852936240908 34 0.0000000266388167 46 0.0000000000000001
11 0.0130345989975900 23 −0.0000498804314109 35 −0.0000000129272754 47 0.0000000000000002
12 −0.0046547275254753 24 0.0000289020341125 36 0.0000000067016738 48 0.0000000000000000
TABLE IV. Coefficients of the Gaussians defining the gausslet G8.
14
j bj j bj j bj j bj
0 0.6006282292783031 17 −0.0009695161114260 34 0.0000004139991910 51 −0.0000000000000030
1 0.3870904132059249 18 0.0012381620748654 35 −0.0000001869527576 52 −0.0000000000000088
2 0.1167436095101837 19 −0.0008657512270795 36 0.0000000787310449 53 0.0000000000000063
3 −0.1401141978512072 20 0.0007050590750442 37 −0.0000000360812189 54 −0.0000000000000019
4 −0.1178552983794614 21 −0.0005322979066705 38 0.0000000168525628 55 0.0000000000000030
5 −0.0112632618094700 22 0.0003332874495659 39 −0.0000000087040883 56 −0.0000000000000018
6 0.0450560144981757 23 −0.0002178032104139 40 0.0000000042255242 57 0.0000000000000002
7 0.0502131666992306 24 0.0001389608411184 41 −0.0000000014639246 58 −0.0000000000000001
8 −0.0207372799495982 25 −0.0000849543923289 42 0.0000000006473451 59 −0.0000000000000004
9 −0.0031814624464224 26 0.0000533515010750 43 −0.0000000003739856 60 0.0000000000000005
10 −0.0214900136942583 27 −0.0000327971054166 44 0.0000000001419863 61 −0.0000000000000004
11 0.0139369308627208 28 0.0000193278214075 45 −0.0000000000705564 62 0.0000000000000003
12 −0.0029594340072233 29 −0.0000108674604171 46 0.0000000000418054 63 −0.0000000000000003
13 0.0057046712233152 30 0.0000060213353043 47 −0.0000000000097639 64 0.0000000000000001
14 −0.0026819334185882 31 −0.0000033140396282 48 −0.0000000000008755 65 −0.0000000000000001
15 −0.0004611902203357 32 0.0000016801358258 49 0.0000000000004776 66 0.0000000000000000
16 0.0003205662299202 33 −0.0000008242534887 50 −0.0000000000000061 67 −0.0000000000000001
17 −0.0009695161114260 34 0.0000004139991910 51 −0.0000000000000030 68 0.0000000000000000
TABLE V. Coefficients of the Gaussians defining the gausslet G10.
i ci mid high
0 0.7484170156161815 −0.4141800601853688 −0.2024957614263287
1 0.4276668660663895 0.5561945933948288 0.6771570498285660
2 0.1710667464265558 0.5561945933948288 −0.6771570498285660
3 −0.0855333732132779 −0.4141800601853688 0.2024957614263287
4 −0.0213833433033195 −0.1375657059183308 0.0166032494845936
5 − −0.0118635394430115 −0.0118635394430115
6 − 0.0059317697215057 0.0059317697215057
7 − 0.0014829424303764 0.0014829424303764
TABLE VI. Coefficients of wavelet transform W220, for the scaling function ci, and the middle and high momentum wavelets,
for i ≥ 0. The scaling function is even, whereas the other two are even or odd about i = 1.5.
i ci mid high
0 0.6969234250586759 −0.4107941294958309 −0.2912209736267808
1 0.4927992798267444 0.5569318768365513 0.6414828661994326
2 0.1020620726159658 0.5569318768365513 −0.6414828661994326
3 −0.0597865779345251 −0.4107941294958309 0.2912209736267808
4 −0.0175110832530844 −0.1450832262860604 0.0605322369231791
5 − −0.0043460190752818 −0.0043460190752818
6 − 0.0025458390319679 0.0025458390319679
7 − 0.0007456589886540 0.0007456589886540
TABLE VII. Coefficients as above for W212.
i ci mid high
0 0.6654518154646826 −0.4617717901799725 −0.2359874179084521
1 0.4969889091605378 0.5186541524715275 0.6585998426666274
2 0.1522417442806671 0.5186541524715275 −0.6585998426666274
3 −0.0593919977778424 −0.4617717901799725 0.2359874179084521
4 −0.0672354496530670 −0.1078637175407073 0.0841607095236212
5 −0.0093917416781021 −0.0397145690376490 0.0209204101741108
6 0.0157358047969966 0.0557630905226228 −0.0526670507235282
7 0.0052021123443088 0.0378621556799923 −0.0160908994076716
8 0.0001324480078012 0.0011113995954888 0.0003302461490658
9 −0.0003945801566827 −0.0022730422083537 0.0000541173646729
10 −0.0005877532725198 −0.0018397302114096 0.0016267280773742
11 − −0.0000112285715763 −0.0000112285715763
12 − 0.0000334514018403 0.0000334514018403
13 − 0.0000498280781966 0.0000498280781966
TABLE VIII. Coefficients as above for W432.
15
i ci mid high
0 0.6501872253871461 −0.3326691320361256 −0.3985523539040441
1 0.4940964120768750 0.4617130598294811 0.5294225272694084
2 0.1780984528432653 0.4617130598294811 −0.5294225272694084
3 −0.0550234989262552 −0.3326691320361256 0.3985523539040441
4 −0.0909186892745402 −0.3513429148166311 −0.1101656407319533
5 −0.0223292656979585 0.2123841660468002 −0.1722908299587890
6 0.0228722887575782 −0.0435059280158056 0.1120830232328460
7 0.0207692102073512 0.0471740159564527 0.0641734780408469
8 0.0001875552900496 0.0472649765483601 −0.0474205851314999
9 −0.0046673963657314 −0.0321789874755936 0.0060694381298741
10 −0.0029827472651827 −0.0141320492125154 −0.0041510125101285
11 0.0000122804325728 0.0038045472726876 −0.0069020341086599
12 0.0004958110781867 0.0005097996313745 0.0038288991079757
13 0.0002506428079038 0.0008168646303215 0.0011331890760763
14 0.0001904530104763 0.0007056901707920 −0.0000758169804573
15 −0.0000956826425385 −0.0004157014804255 −0.0000230761855707
16 −0.0000240352411869 −0.0001197879867532 −0.0000211614918367
17 − −0.0000232066649304 −0.0000232066649304
18 − 0.0000116589127129 0.0000116589127129
19 − 0.0000029286897978 0.0000029286897978
TABLE IX. Coefficients as above for W652.
i ci mid high
0 0.6405114155921802 −0.3375139980479778 −0.4039942834789112
1 0.4939883211006996 0.4503853137136165 0.5230712815513074
2 0.1883467419220768 0.4503853137136165 −0.5230712815513074
3 −0.0509642509914217 −0.3375139980479778 0.4039942834789112
4 −0.1002087947361240 −0.3500934773100930 −0.1039860497525889
5 −0.0319876829488389 0.2262032106618946 −0.1823451665854768
6 0.0264267798480466 −0.0457081535644925 0.1059004557185995
7 0.0296416130059931 0.0684899632270586 0.0775684132075941
8 0.0032279612625169 0.0347100961359410 −0.0410249000273447
9 −0.0085182815554429 −0.0313871506443303 −0.0049510556835877
10 −0.0068462489140611 −0.0213667045463818 −0.0127701397211819
11 0.0001096044668196 −0.0034628183480061 0.0003939228713510
12 0.0017214485641282 0.0069288505780870 0.0032237126853854
13 0.0011215139675216 0.0040732105791174 0.0022173172757962
14 0.0001704882398608 −0.0000794545807413 0.0016753488483300
15 −0.0002998652087043 −0.0007340446903331 −0.0011606884628785
16 −0.0001452851719807 −0.0004547873303444 −0.0004060678489517
17 −0.0000920708232117 −0.0002478140795869 −0.0000899247570665
18 0.0000577763210731 0.0001850306275303 0.0000772987554511
19 0.0000179810577610 0.0000655287922988 0.0000297523799899
20 0.0000073202860851 0.0000327013420245 0.0000079670215055
21 −0.0000041801789562 −0.0000194432981798 −0.0000053190023630
22 −0.0000011935254922 −0.0000057711652336 −0.0000017383936002
23 − −0.0000010832435911 −0.0000010832435911
24 − 0.0000006185758332 0.0000006185758332
25 − 0.0000001766158898 0.0000001766158898
TABLE X. Coefficients as above for W872.
16
i ci mid high
0 0.6339678630846935 −0.2712444288646899 −0.4376120240714272
1 0.4937325799533404 0.4039182339362101 0.4425723917378794
2 0.1947092720525292 0.4039182339362101 −0.4425723917378794
3 −0.0475399624330072 −0.2712444288646899 0.4376120240714272
4 −0.1058504106212748 −0.4003612905337904 −0.1482339583941647
5 −0.0388674200543010 0.2836382952046013 −0.2252241642218347
6 0.0280045599991956 −0.0869402103053695 0.1415067231884696
7 0.0360267579988863 0.0808627388944033 0.1146487108662731
8 0.0064755478963359 0.0625113141364469 −0.0779159680299839
9 −0.0114606959238103 −0.0542988486674284 0.0065857070698602
10 −0.0105211360558507 −0.0375578779290256 −0.0198322246382788
11 −0.0004029241837836 0.0067718607880278 −0.0080093797622695
12 0.0033019830277673 0.0072289136257594 0.0116541898416100
13 0.0023926174915384 0.0072590112195473 0.0067065096826978
14 0.0001341991885869 0.0027315433528202 −0.0002487510217457
15 −0.0007538488057219 −0.0033602186014616 −0.0017279646580792
16 −0.0004329594781529 −0.0016600052145813 −0.0010614642726768
17 −0.0001478738121134 −0.0002029246011991 −0.0007777985405009
18 0.0001677730970039 0.0004669843226612 0.0005667275560345
19 0.0000705400971549 0.0002308672126553 0.0002018690639151
20 0.0000462924730060 0.0001574234886506 0.0000672760624394
21 −0.0000318321017008 −0.0001118649601750 −0.0000576398269189
22 −0.0000102706557188 −0.0000377747073410 −0.0000208603073810
23 −0.0000059656665643 −0.0000191233742666 −0.0000154881935497
24 0.0000034648630245 0.0000126260685159 0.0000087886962940
25 0.0000009680025867 0.0000038839469583 0.0000024869174397
26 0.0000005103695558 0.0000025108247769 0.0000008948821449
27 −0.0000002386702849 −0.0000012807717653 −0.0000005250889782
28 −0.0000000558061352 −0.0000003243977491 −0.0000001477032107
29 − −0.0000000805960182 −0.0000000805960182
30 − 0.0000000376900903 0.0000000376900903
31 − 0.0000000088127363 0.0000000088127363
TABLE XI. Coefficients as above for W1092.
