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Beta polytopes and Poisson polyhedra:
f-vectors and angles
Zakhar Kabluchko, Christoph Tha¨le and Dmitry Zaporozhets
Abstract
We study random polytopes of the form [X1, . . . , Xn] defined as convex hulls of independent
identically distributed random points X1, . . . , Xn in Rd with one of the following densities:
fd,β(x) = cd,β(1− ‖x‖2)β , ‖x‖ < 1, (beta distribution)
or
f˜d,β(x) = c˜d,β(1 + ‖x‖2)−β , x ∈ Rd, (beta’ distribution).
This setting also includes the uniform distribution on the unit sphere and the standard normal
distribution as limiting cases. We derive exact and asymptotic formulae for the expected number
of k-faces of [X1, . . . , Xn] for arbitrary k ∈ {0, 1, . . . , d− 1}. We prove that for any such k this
expected number is strictly monotonically increasing with n. Also, we compute the expected
internal and external angles of these polytopes at faces of every dimension and, more generally,
the expected conic intrinsic volumes of their tangent cones. By passing to the large n limit in the
beta’ case, we compute the expected f -vector of the convex hull of Poisson point processes with
power-law intensity function. Using convex duality, we derive exact formulae for the expected
number of k-faces of the zero cell for a class of isotropic Poisson hyperplane tessellations in Rd.
This family includes the zero cell of a classical stationary and an isotropic Poisson hyperplane
tessellation and the typical cell of a stationary Poisson–Voronoi tessellation as special cases. In
addition, we prove precise limit theorems for this f -vector in the high-dimensional regime, as
d → ∞. Finally, we relate the d-dimensional beta and beta’ distributions to the generalized
Pareto distributions known in extreme-value theory.
Keywords. Beta distribution, beta’ distribution, Blaschke–Petkantschin formula, conic in-
trinsic volume, convex hull, f -vector, random polytope, Poisson hyperplane tessellation, Pois-
son point process, spherical integral geometry, solid angle, zero cell.
MSC 2010. Primary: 52A22, 60D05; Secondary: 52A55, 52B11, 60F05.
Contents
1 Introduction and main results 2
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Main results for beta polytopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Main results for beta’ polytopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Poisson point processes with power-law intensity . . . . . . . . . . . . . . . . . . . 9
1.5 Convex hulls on the half-sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.6 Poisson hyperplane tessellations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.7 Asymptotic results for Poisson hyperplane tessellations . . . . . . . . . . . . . . . . 12
1.8 Organization of the paper . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2 Notation and facts from stochastic and integral geometry 13
2.1 General notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Polytopes and their faces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3 Grassmannians and the Blaschke–Petkantschin formula . . . . . . . . . . . . . . . . 13
1
ar
X
iv
:1
80
5.
01
33
8v
2 
 [m
ath
.PR
]  
22
 Ja
n 2
01
9
2.4 Cones and solid angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Conic intrinsic volumes and Grassmann angles . . . . . . . . . . . . . . . . . . . . 14
2.6 Random projections of polytopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Properties of beta and beta’ distributions 15
3.1 Identification of affine subspaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2 Projections and distances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.3 Canonical decomposition of Ruben and Miles . . . . . . . . . . . . . . . . . . . . . 16
3.4 Relation to the extreme-value theory . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4 Proofs 20
4.1 Expected external angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Internal angles under change of dimension . . . . . . . . . . . . . . . . . . . . . . . 23
4.3 Analytic continuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.4 Expected f -vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.5 Proof of the monotonicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.6 Expected intrinsic volumes of tangent cones . . . . . . . . . . . . . . . . . . . . . . 33
4.7 The Poisson limit for beta’ polytopes . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.8 Asymptotics for the f -vector of beta polytopes . . . . . . . . . . . . . . . . . . . . 37
4.9 Poisson hyperplane tessellations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
References 41
1 Introduction and main results
1.1 Introduction
Let X1, . . . , Xn be random points chosen independently and uniformly from the unit sphere Sd−1
or the unit ball Bd. Their convex hull [X1, . . . , Xn] is a random polytope; see Figure 1.1. What
is the expected number of vertices, edges, or, more generally, k-dimensional faces of this random
polytope? What are the expected internal and external angles of this polytope? Does the expected
number of k-dimensional faces increase if we add one more point to the sample?
In order to address these questions, it is useful (and probably even necessary) to consider a more
general family of distributions including the aforementioned examples as special or limit cases. We
say that a random vector in Rd has a d-dimensional beta distribution with parameter β > −1 if its
Lebesgue density is
fd,β(x) = cd,β
(
1− ‖x‖2
)β
1{‖x‖<1}, x ∈ Rd, cd,β =
Γ
(
d
2 + β + 1
)
pi
d
2 Γ (β + 1)
. (1.1)
Here, ‖x‖ = (x21 + . . . + x2d)1/2 denotes the Euclidean norm of the vector x = (x1, . . . , xd) ∈ Rd.
The uniform distribution on the unit ball Bd is recovered by taking β = 0, whereas the uniform
distribution on the unit sphere Sd−1 is the weak limit of the beta distribution, as β ↓ −1. Very
similar to the beta distributions are the beta’ distributions with Lebesgue density
f˜d,β(x) = c˜d,β
(
1 + ‖x‖2
)−β
, x ∈ Rd, c˜d,β = Γ (β)
pi
d
2 Γ
(
β − d2
) , (1.2)
where the parameter β should satisfy β > d/2 to ensure integrability. The standard normal dis-
tribution on Rd can be viewed as a limiting case of both the beta and beta’ family, as β → +∞.
In fact, the four d-dimensional distributions mentioned above (i.e. the beta distribution, the beta’
distribution, the normal distribution and the uniform distribution on the sphere) are character-
ized by a common underlying property discovered by Ruben and Miles [32]. This characterizing
property is also crucial in the present context and will be discussed in more detail below.
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Figure 1.1: Convex hull of n = 1000 uniformly distributed points on the sphere (left figure, beta
polytope with β = −1) and the ball (right figure, beta polytope with β = 0).
Convex hulls of n ≥ d + 1 independent random points sampled according to these distributions
in Rd are referred to as beta and beta’ polytopes. Beta and beta’ polytopes for the particular
case n = d + 1 (where these polytopes are simplices with probability one) were considered in the
works of Miles [27], Ruben and Miles [32] and, more recently, by Grote, Kabluchko and Tha¨le
[15]. Asymptotic properties of the beta and beta’ polytopes in the general case n ≥ d + 1 were
studied by Affentranger [1], while explicit formulae for some characteristics of these polytopes like
the expected intrinsic volumes and the expected number of hyperfaces were derived by Kabluchko,
Temesvari and Tha¨le [23]. Let us also point out that the class of beta’ polytopes also plays a
crucial role in the recent study of spherical convex hulls of random points on half spheres. This
connection has been exploited in the works of Bonnet, Grote, Temesvari, Tha¨le, Turchi and Wespi
[9] and Kabluchko, Marynych, Temesvari and Tha¨le [24]. In this light, the present paper can be
regarded as the continuation of our previous works on beta and beta’ polytopes. Its main results,
which will be presented in Sections 1.2 and 1.3, can roughly be summarized as follows.
(a) We provide an explicit formula for the expected number of k-dimensional faces of beta and
beta’ polytopes, for every k ∈ {0, 1, . . . , d− 1}.
(b) We prove that the expected number of k-dimensional faces strictly increases if new points
are added to the sample, again for every k ∈ {0, 1, . . . , d− 1}.
(c) We compute the expected external and internal angles of beta and beta’ polytopes.
In addition, these results have a number of corollaries which are presented in Sections 1.4, 1.5, 1.6,
1.7 and 3.4. They can be summarized as follows.
(d) We provide a formula for the expected number of k-dimensional faces of the convex hull of
a Poisson point process with power-law intensity, for every k ∈ {0, 1, . . . , d− 1}.
(e) From (d) we deduce a formula for the expected number of k-faces of the zero cell of a Poisson
hyperplane tessellation and the typical cell of the Poisson–Voronoi tessellation.
(f) We provide asymptotic formulae for the expected f -vector of these cells in high dimensions,
i.e., as d goes to ∞.
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(g) We relate the characterizing property of the beta and beta’ distributions which is crucial for
obtaining the above results to the properties of the generalized Pareto distributions known
in extreme-value theory.
As already mentioned above, the standard Gaussian distribution appears as the large β limit of
both beta and beta’ distributions. More concretely, we have the following
Lemma 1.1. If X(β) is a random point in Rd with density either fd,β or f˜d,β, then
√
2βX(β)
converges weakly to the standard normal distribution on Rd, as β → +∞.
Proof. Write down the density of
√
2βX(β), verify that it converges pointwise to the standard
normal density and appeal to Scheffe´’s lemma.
Most of the results of the present paper can be translated to Gaussian polytopes by taking the
limit β → +∞. Since in the Gaussian setting most results are not new and admit simpler and
more elegant proofs, see, e.g., [21] for the proof of monotonicity, we refrain from considering the
Gaussian case here.
1.2 Main results for beta polytopes
LetX1, . . . , Xn be independent identically distributed (i.i.d.) random points in Rd with beta density
fd,β and assume that d ≥ 2 and n ≥ d+ 1. Their convex hull will be denoted by
P βn,d := [X1, . . . , Xn].
Unless otherwise stated, in all results on beta polytopes the parameter β satisfies β ≥ −1, where the
value β = −1 corresponds to the uniform distribution on the unit sphere Sd−1. We are interested
in various characteristics of the beta polytopes P βn,d.
Given a polytope P ⊂ Rd, we denote by Fk(P ), k ∈ {0, 1, . . . , d − 1}, the set of k-dimensional
faces of P and by fk(P ) = |Fk(P )| their total number. Note that the random polytopes considered
in the present paper are simplicial, that is, all of their faces are simplices, with probability 1. If
F is a face of P , let β(F, P ) (respectively, γ(F, P )) be the internal (respectively, external) solid
angle at F . The normalization is chosen so that the solid angle of the full space is equal to 1.
For convenience of the reader, we collect the necessary background information from convex and
stochastic geometry in Section 2.
Theorem 1.2 (Expected f -vector). For every k ∈ {0, 1, . . . , d − 1}, the expected number of k-
dimensional faces of P βn,d is given by
Efk(P βn,d) = 2
∞∑
s=0
(
n
d− 2s
)(
d− 2s
k + 1
)
In,d−2s(2β + d)Jd−2s,k+1
(
β + s+
1
2
)
. (1.3)
Here, the quantities In,k(α) are given by the formula
In,k(α) =
∫ +1
−1
c1,αk−1
2
(1− t2)αk−12
(∫ t
−1
c1,α−1
2
(1− s2)α−12 ds
)n−k
dt, (1.4)
while Jm,`(α) denotes the expected internal angle at some (` − 1)-dimensional face of the simplex
[Z1, . . . , Zm] ⊆ Rm−1, where Z1, . . . , Zm are i.i.d. points with density fm−1,α, that is,
Jm,`(α) = Eβ([Z1, . . . , Z`], [Z1, . . . , Zm]), ` ∈ {1, 2, . . . ,m}. (1.5)
Remark 1.3. In this paper we shall use the convention that
(
a
b
)
= 0 whenever b > a or b < 0. In
particular, this implies that the sum in (1.3) contains only finitely many non-zero terms. More
concretely, all terms with d− 2s ≤ k vanish.
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Remark 1.4. For faces of dimension k = d − 1 and k = d − 2 the expression in (1.3) simplifies
considerably, since the only non-vanishing term is the one with s = 0, and we get
Efd−1(P βn,d) = 2
(
n
d
)
In,d(2β + d) and Efd−2(P βn,d) = d
(
n
d
)
In,d(2β + d),
where we used that Jm,m(α) = 1 and Jm,m−1(α) = 1/2. The first formula recovers a result obtained
in [23, Theorem 2.11, Remark 2.14], whereas the second one follows from the Dehn–Sommerville
relation 2fd−2(P ) = dfd−1(P ) valid for any d-dimensional simplicial polytope P .
In the deterministic setting, it is easy to construct examples which show that adding one more
point to the convex hull may increase or decrease the number of k-dimensional faces. However,
in the setting of random polytopes, it is natural to conjecture that adding one more point should
increase the expected number of k-faces, for every k ∈ {0, 1, . . . , d− 1}. This conjecture is known
to hold in several special cases. The work of Devillers, Glisse, Goaoc, Moroz and Reitzner [13]
covers the case of the expected vertex number for convex hulls of uniformly distributed points in a
planar convex body. For faces of maximal dimension it was established in the work of Beermann
and Reitzner [7, 8] for Gaussian polytopes and in [9] by Bonnet, Grote, Temesvari, Tha¨le, Turchi
and Wespi for beta and beta’ polytopes. So far the only model where monotonicity of the expected
number of k-faces is known for arbitrary k ∈ {0, 1, . . . , d−1} are the Gaussian polytopes [21]. The
explicit formula stated in Theorem 1.2 allows us to add another positive answer to the conjecture
for the k-faces of beta polytopes, where k ∈ {0, 1, . . . , d− 1}.
Theorem 1.5 (Monotonicity of the expected f -vector). For all d ≥ 2, n ≥ d + 1 and k ∈
{0, 1, . . . , d− 1} we have
Efk(P βn,d) < Efk(P
β
n+1,d).
The quantities In,k(α) and Jm,`(α) that appeared in (1.4) and (1.5), respectively, will play a central
role in the sequel. The next theorem shows that the quantities In,k(α) can be interpreted as the
expected external angles of beta simplices (and, more generally, of beta polytopes).
Theorem 1.6 (Expected external angles). Fix some k ∈ {1, . . . , d} and consider the simplex
G := [X1, . . . , Xk]. The expected external angle at G is given by
Eγ(G,P βn,d) = In,k(2β + d)
with the convention that γ(G,P βn,d) = 0 if G is not a face of P
β
n,d. Furthermore, the random
variable γ(G,P βn,d) is stochastically independent of the isometry type of the simplex G/
√
1− h2,
where h := d(0, aff G) is the distance from the origin to the affine hull of G.
Remark 1.7. Let us mention two alternative expressions for In,k(α):
In,k(α) =
∫ +pi/2
−pi/2
c1,αk−1
2
(cosϕ)αk
(∫ ϕ
−pi/2
c1,α−1
2
(cos θ)α dθ
)n−k
dϕ
=
∫ +∞
−∞
c1,αk−1
2
(coshϕ)−(αk+1)
(∫ ϕ
−∞
c1,α−1
2
(cosh θ)−(α+1) dθ
)n−k
dϕ.
The first formula can be obtained from (1.4) by the change of variables t = sinϕ, s = sin θ with
ϕ, θ ∈ (−pi2 ,+pi2 ), whereas for the second we put t = tanhϕ, s = tanh θ with ϕ, θ ∈ R.
Finding an explicit formula for the expected internal angles Jm,`(α) of beta simplices is a much
more difficult question (except for the two trivial cases mentioned in Remark 1.4 above and the
identity J3,1(α) = 1/6 which is valid because the sum of the angles of a triangle is pi). This is not
surprising, since even in the limiting case, as α → ∞, where it is possible to show that Jm,`(α)
tends to the internal angle of a (`−1)-dimensional face of an (m−1)-dimensional regular simplex,
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an explicit formula is not widely known. Explicit and asymptotic (as the dimension goes to ∞)
formulae for the internal angles of regular simplices can be found in [11, 22, 30, 31, 37]. The
methods used in these papers do not seem to generalize to the finite α case. The problem of
computing the quantities Jm,`(α) will be addressed elsewhere.
In the next theorem we analyze the asymptotic behavior of the expected number of k-faces of P βn,d
when n→∞ and all other parameters stay fixed.
Theorem 1.8 (Asymptotics of the f -vector). For any fixed d ∈ N and k ∈ {0, 1, . . . , d − 1} we
have
lim
n→∞n
− d−1
2β+d+1Efk(P βn,d) =
2
d!
(
d
k + 1
)
Jd,k+1
(
β +
1
2
) c
1,
(2β+d)d−1
2
2β + d+ 1
×
(
2β + d+ 1
c
1, 2β+d−1
2
) (2β+d)d+1
2β+d+1
Γ
(
(2β + d)d+ 1
2β + d+ 1
)
.
Remark 1.9. In the case β = −1, which corresponds to the uniform distribution on the sphere
Sd−1, the above simplifies to
lim
n→∞
1
n
Efk(P−1n,d) =
2dpi
d
2
−1
d(d− 1)2
(
d
k + 1
)
Jd,k+1
(
−1
2
)
Γ(1 + d(d−2)2 )
Γ( (d−1)
2
2 )
(
Γ(d+12 )
Γ(d2)
)d−1
.
Except for the case k = d − 1, where Jd,d(−1/2) = 1 and which is mentioned in Buchta, Mu¨ller
and Tichy [12], such an explicit result seems to be new, although the order of Efk(P−1n,d) in n
was determined in the thesis [36] using entirely different tools. Similarly, in the case β = 0
corresponding to the uniform distribution on the ball Bd, we obtain
lim
n→∞n
− d−1
d+1Efk(P 0n,d) =
2pi
d(d−1)
2(d+1)
(d+ 1)!
(
d
k + 1
)
Jd,k+1
(
1
2
)
× Γ(1 +
d2
2 )Γ(
d2+1
d+1 )
Γ(d
2+1
2 )
(
(d+ 1)Γ(d+12 )
Γ(1 + d2)
) d2+1
d+1
.
(1.6)
Again, except for the case k = d− 1, which is treated in [1], such an explicit result seems new.
Let us point out the following connection to a question of Reitzner. In [29] he has shown that if
Kn is the convex hull of n ≥ d+ 1 uniformly distributed random points in a convex body K ⊆ Rd
with twice differentiable boundary ∂K and everywhere positive Gaussian curvature κ( · ) then, for
every k ∈ {0, 1, . . . , d− 1},
lim
n→∞n
− d−1
d+1Efk(Kn) = cd,kΩ(K) with Ω(K) :=
∫
∂K
κ(x)
1
d+1 Hd−1(dx) (1.7)
being the so-called affine surface area of K (Hd−1 is the (d− 1)-dimensional Hausdorff measure)
and where cd,k is a constant only depending on d and on k. Unfortunately and as pointed out in
[29, p. 181] it was not possible so far to determine the constant cd,k explicitly and in an accessible
form. But since (1.7) is true in particular for K = Bd and since the affine surface area of Bd is
Ω(Bd) = 2pid/2/Γ(d2), we can identify cd,k with Ω(B
d)−1 times the right hand side in (1.6). We
summarize these findings in the next proposition.
Proposition 1.10. The constant cd,k in (1.7) is given by
cd,k =
pi−
d
d+1
(d+ 1)!
(
d
k + 1
)
Jd,k+1
(
1
2
)
Γ(d2)Γ(1 +
d2
2 )Γ(
d2+1
d+1 )
Γ(d
2+1
2 )
(
(d+ 1)Γ(d+12 )
Γ(1 + d2)
) d2+1
d+1
.
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Remark 1.11. We remark that for Gaussian polytopes, a representation of this type, involving the
interior angle of a regular simplex, is well known from [20, Equations (4.1) and (4.2)].
In the next theorem we evaluate the expected conic intrinsic volumes of the tangent cones at faces
of the beta polytope. The definition of tangent cones and conic intrinsic volumes (which include
internal and external solid angles as special case), together with a list of their properties, will be
given in Section 2.
Theorem 1.12 (Expected conic intrinsic volumes of tangent cones). Fix some k ∈ {1, . . . , d} and
consider the simplex G := [X1, . . . , Xk]. Then, for every j ∈ {k− 1, . . . , d}, the expected j-th conic
intrinsic volume of the tangent cone T (G,P βn,d) at G is given by
Eυj(T (G,P βn,d)) =
(
n− k
j − k + 1
)
In,j+1(2β + d)Jj+1,k
(
β +
d− j
2
)
+ 1{j=d}P
[
G /∈ Fk−1(P βn,d)
]
,
with the convention that T (G,P βn,d) = R
d if G is not a face of P βn,d.
Taking j = k−1 and observing that υk−1(T (G,P βn,d)) = γ(T (G,P βn,d)) (this is because the tangent
cone contains the (k − 1)-dimensional affine hull of G as its lineality space, provided G is a face),
we recover Theorem 1.6 as a special case of Theorem 1.12. On the other extreme, we may take
j = d, which leads to the following result.
Corollary 1.13 (Expected internal angles). Fix some k ∈ {1, . . . , d} and consider the simplex
G := [X1, . . . , Xk]. The expected internal angle at G is given by
Eβ(G,P βn,d) =
(
n− k
d− k + 1
)
In,d+1(2β + d)Jd+1,k (β) + P
[
G /∈ Fk−1(P βn,d)
]
,
with the convention that β(G,P βn,d) = 1 if G is not a face of P
β
n,d.
1.3 Main results for beta’ polytopes
In this section we present our results for beta’ polytopes. Let X1, . . . , Xn be i.i.d. random points
in Rd with density f˜d,β. Their convex hull will be denoted by
P˜ βn,d = [X1, . . . , Xn].
We assume that n ≥ d + 1, so that P˜ βn,d has full dimension d. The following is the analogue of
Theorem 1.2.
Theorem 1.14 (Expected f -vector). For every k ∈ {0, 1, . . . , d − 1}, the expected number of
k-dimensional faces of P˜ βn,d is given by
Efk(P˜ βn,d) = 2
∞∑
s=0
(
n
d− 2s
)(
d− 2s
k + 1
)
I˜n,d−2s(2β − d)J˜d−2s,k+1
(
β − s− 1
2
)
. (1.8)
Here, the quantities I˜n,k(α) are given by the formula
I˜n,k(α) =
∫ +∞
−∞
c˜1,αk+1
2
(1 + t2)−
αk+1
2
(∫ t
−∞
c˜1,α+1
2
(1 + s2)−
α+1
2 ds
)n−k
dt, (1.9)
while J˜m,`(α) denotes the expected internal angle at some (` − 1)-dimensional face of the simplex
[Z1, . . . , Zm] ⊂ Rm−1, where Z1, . . . , Zm are i.i.d. points with density f˜m−1,α, that is,
J˜m,`(α) = Eβ([Z1, . . . , Z`], [Z1, . . . , Zm]), ` ∈ {1, . . . ,m}. (1.10)
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The next theorem is the analogue of Theorem 1.5 and shows that the expected f -vector is strictly
monotonically increasing as a function of the number n of points.
Theorem 1.15 (Monotonicity of the expected f -vector). For all d ≥ 2, n ≥ d + 1 and k ∈
{0, 1, . . . , d− 1} we have
Efk(P˜ βn,d) < Efk(P˜
β
n+1,d).
Our next result for the external angle for beta’ polytopes is the analogue of Theorem 1.6.
Theorem 1.16 (Expected external angles). Fix some k ∈ {1, . . . , d} and consider the simplex
G := [X1, . . . , Xk]. The expected external angle at G is given by
Eγ(G, P˜ βn,d) = I˜n,k(2β − d)
with the convention that γ(G, P˜ βn,d) = 0 if G is not a face of P˜
β
n,d. Furthermore, the random
variable γ(G, P˜ βn,d) is stochastically independent of the isometry type of the simplex G/
√
1 + h2,
where h := d(0, aff G) is the distance from the origin to the affine hull of G.
Remark 1.17. As in the beta case, we have two alternative expressions for I˜n,k(α):
I˜n,k(α) =
∫ +pi/2
−pi/2
c˜1,αk+1
2
(cosϕ)αk−1
(∫ ϕ
−pi/2
c˜1,α+1
2
(cos θ)α−1 dθ
)n−k
dϕ
=
∫ +∞
−∞
c˜1,αk+1
2
(coshϕ)−αk
(∫ ϕ
−∞
c˜1,α+1
2
(cosh θ)−α dθ
)n−k
dϕ.
These formulae can be obtained from (1.9) by the changes of variables t = tanϕ, s = tan θ, and
t = sinhϕ, s = sinh θ, respectively.
Finally, we present a formula for the expected conic intrinsic volumes of the tangent cones at the
faces of a beta’ polytope.
Theorem 1.18 (Expected conic intrinsic volumes of tangent cones). Fix some k ∈ {1, . . . , d} and
consider the simplex G := [X1, . . . , Xk]. Then, for every j ∈ {k− 1, . . . , d}, the expected j-th conic
intrinsic volume of the tangent cone T (G, P˜ βn,d) at G is given by
Eυj(T (G, P˜ βn,d)) =
(
n− k
j − k + 1
)
I˜n,j+1(2β − d)J˜j+1,k
(
β − d− j
2
)
+ 1{j=d}P
[
G /∈ Fk−1(P˜ βn,d)
]
,
with the convention that T (G, P˜ βn,d) = R
d if G is not a face of P˜ βn,d.
Taking j = d we also have the following analogue of Corollary 1.13, while with the choice j = k−1
we recover Theorem 1.16.
Corollary 1.19 (Expected internal angles). Fix some k ∈ {1, . . . , d} and consider the simplex
G := [X1, . . . , Xk]. The expected internal angle at G is given by
Eβ(G, P˜ βn,d) =
(
n− k
d− k + 1
)
I˜n,d+1(2β − d)J˜d+1,k (β) + P
[
G /∈ Fk−1(P˜ βn,d)
]
,
with the convention that β(G, P˜ βn,d) = 1 if G is not a face of P˜
β
n,d.
Remark 1.20. The methods of the present paper can be adapted to treat the symmetric beta and
beta’ polytopes which are defined as the convex hulls of ±X1, . . . ,±Xn, where X1, . . . , Xn are i.i.d.
with beta or beta’ distribution. However, we refrain from considering symmetric polytopes in this
paper.
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1.4 Poisson point processes with power-law intensity
In the large n limit, rescaled samples from the beta’ distribution converge to the Poisson point
process with a power-law intensity function. This can be used to obtain results on the convex hull
of this class of Poisson point process. For α > 0 let Πd,α be a Poisson point process on Rd\{0}
with power-law intensity function
x 7→ ‖x‖−d−α, x ∈ Rd\{0}.
The number of points of Πd,α outside any ball centered at the origin is finite, but the total number
of points is infinite, and, in fact, the origin is an accumulation point for the atoms of Πd,α, with
probability 1; see the left panel of Figure 1.2. The convex hull of the atoms of Πd,α will be denoted
by conv Πd,α. In [24] it was shown that conv Πd,α is almost surely a polytope, and explicit formulae
for its expected intrinsic volumes and expected number of (d − 1)-dimensional faces were given.
Using the results obtained in Section 1.3 we can now provide an explicit formula for the expected
number of k-dimensional faces of conv Πd,α for any k ∈ {0, 1, . . . , d− 1}.
Theorem 1.21. For every d ∈ N and k ∈ {0, 1, . . . , d − 1}, the expected number of k-faces of
conv Πd,α is given by
Efk(conv Πd,α) = lim
n→∞Efk
(
P˜
d+α
2
n,d
)
= 2
∑
m∈{k+1,...,d}
m≡d (mod 2)
Γ
(
mα+1
2
)
Γ
(
α
2
)m
Γ
(
mα
2
)
Γ
(
α+1
2
)m (√piα)m−1m
(
m
k + 1
)
J˜m,k+1
(
m− 1 + α
2
)
,
(1.11)
where J˜m,k+1(α) is defined as in Theorem 1.14.
Remark 1.22. For faces of dimensions k = d− 1 and k = d− 2 the result simplifies to
Efd−1(conv Πd,α) =
2
d
(
√
piα)d−1
Γ
(
dα+1
2
)
Γ
(
α
2
)d
Γ
(
dα
2
)
Γ
(
α+1
2
)d ,
Efd−2(conv Πd,α) =
d
2
Efd−1(conv Πd,α).
The first formula was obtained in [24, Corollary 2.13], whereas the second one is valid for every
simplicial polytope (even almost surely by the Dehn–Sommerville equations). Note that although
the intensity function used here differs by a multiplicative constant from that used in [24], the
expected f -vector is the same in both cases because in the case of power-law intensity, multiplying
intensity by a constant is equivalent to spatial rescaling the Poisson point process, which does not
affect the f -vector of the convex hull.
1.5 Convex hulls on the half-sphere
Let us mention an application of the above results to the random spherical convex hulls first
studied by Ba´ra´ny, Hug, Reitzner and Schneider [6]. Let U1, . . . , Un be independent random points
distributed uniformly on the d-dimensional upper half-sphere Sd+ = Sd ∩ {x0 ≥ 0} ⊂ Rd+1. Let
Cn := pos(U1, . . . , Un) be the random cone generated by these points. The f -vector of the random
spherical polytope Cn ∩ Sd+ has the same distribution as the f -vector of P˜ βn,d with β = (d + 1)/2;
see [9, 24]. Theorem 1.14 with m := d− 2s yields
Efk(Cn ∩ Sd+) = 2
∑
m∈{k+1,...,d}
m≡d (mod 2)
(
n
m
)(
m
k + 1
)
I˜n,m(1)J˜m,k+1
(m
2
)
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for all k ∈ {0, . . . , d−1}. Further, Theorem 1.15 implies that the expected f -vector of the random
spherical polytope Cn ∩ Sd+ increases component-wise with n. In fact, the limits to which these
vectors converge, as n→∞, are finite. Namely, in [24] it was shown that
lim
n→∞Ef
`
k+1(Cn) = limn→∞Ef
`
k(Cn ∩ Sd+) = Ef `k(conv Πd,1),
for k ∈ {0, 1, . . . , d− 1} and any ` ∈ N. Using Theorem 1.21, we arrive at the following asymptotic
formula for the particular case ` = 1:
lim
n→∞Efk(Cn ∩ S
d
+) = 2
√
pi
∑
m∈{k+1,...,d}
m≡d (mod 2)
Γ
(
m+1
2
)
Γ
(
m
2
) pim−1
m
(
m
k + 1
)
J˜m,k+1
(m
2
)
.
The cases k ∈ {0, d− 1, d− 2} were treated in [6]. In particular, the limit for k = 0 was expressed
in [6, Theorem 7.1] in terms of certain constant C(d) given as a multiple integral in [6, Equation
(22)]. The limit of the complete expected f -vector was expressed in [24, Theorem 2.4] in terms of
multiple integrals that can be interpreted as absorption probabilities of the Poisson point process
Πd,1. Our approach provides an alternative formula in terms of the quantities J˜m,`(α).
Let us finally comment on the first equality in (1.11). It follows from standard results in extreme-
value theory that if X1, X2, . . . are i.i.d. points in Rd with density f˜d, d+α
2
, then the point process
n∑
j=1
δn−1/αXj
converges, as n → ∞, to the Poisson point process Πd,α weakly on the space of locally finite
integer-valued measures on Rd\{0} endowed with the vague topology, see [24, Equation (4.6)].
From this one can deduce the distributional convergence
fk(P˜
d+α
2
n,d )
d−→
n→∞ fk(conv Πd,α)
together with the convergence of all moments from the continuous mapping theorem as in [24].
In fact, in [24] we considered only the case α = 1 (which was tailored towards the application to
convex hulls on the half-sphere [6]), but the same method of proof applies to any α > 0. In the
proof of Theorem 1.21, which will be given in Section 4.7, we shall prove the second line of (1.11)
by using the explicit formula for the expected f -vector of a beta’ polytope.
1.6 Poisson hyperplane tessellations
Using essentially convex duality, Poisson point processes can be transformed into Poisson hyper-
plane processes. To state this precisely, fix a space dimension d ≥ 2 as well as a parameter α > 0,
the so-called distance exponent. We define a σ-finite measure Θα on the affine Grassmannian
A(d, d− 1) by
Θα( · ) := 2
ωd
∫
Sd−1
∫ ∞
0
1{H(u,t)∈ · } tα−1 dtσ(du), (1.12)
where H(u, t) is the hyperplane H(u, t) = {x ∈ Rd : 〈x, u〉 = t} and σ denotes the spherical
Lebesgue measure on Sd−1 with total mass ωd = 2pid/2/Γ(d2). Note that Θ1 coincides with the
Lebesgue measure µd−1 on A(d, d − 1) to be defined in (2.1) below. In this paper, by a Poisson
hyperplane process with distance exponent α we understand a Poisson point process ηα on the space
A(d, d− 1) with intensity measure Θα; see the right panel of Figure 1.2. The random hyperplanes
in ηα dissect Rd into almost surely countably many random convex polyhedra, which are called
cells in the sequel. The collection of these random polyhedra is known as a Poisson hyperplane
tessellation. Our focus lies on the zero cell
Zα :=
⋂
H∈ηα
H−
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Figure 1.2: Left: The Poisson point process Π2,3 on R2 with intensity ‖x‖−5, together with its
convex hull. Right: The dual Poisson line tessellation, together with the corresponding zero cell.
of such a random tessellation, where for a hyperplane H ∈ A(d, d− 1) we write H− for the closed
half-space determined by H that contains the origin. We emphasize that the probability law of Zα
is invariant under rotations and that Zα is almost surely bounded and hence a random polytope.
Zero cells of Poisson hyperplane tessellations of this type have attracted considerable attention in
the literature, see [18, 19] as well as the references cited therein. In particular, this class contains
two prominent special cases. Namely, Z1 corresponds to the zero cell of a stationary and isotropic
Poisson hyperplane tessellation with intensity
1
2
E
∑
H∈ηα
1{H∩Bd 6=∅} =
1
2
Θ1({H ∈ A(d, d− 1) : H ∩ Bd 6= ∅}) = 1
ωd
∫
Sd−1
∫ 1
0
dtσ(du) = 1
(see [35, Equation (4.27)]), while Zd has the same distribution as the typical cell of a stationary
Poisson–Voronoi tessellation of a suitable constant intensity. Both models are classical objects in
stochastic geometry and well studied; we refer to [25, 35] for further background material.
It is a crucial observation that the zero cells Zα are dual to convex hulls of Poisson point processes
of the type discussed in Section 1.4. To make this precise, we recall from [26, Chapter 5.1] that if
K ⊂ Rd is a convex body, its dual (or polar body) K◦ is defined as
K◦ := {y ∈ Rd : 〈x, y〉 ≤ 1 for all x ∈ K}.
In particular, if P ⊂ Rd is a polytope with 0 in its interior, it is well known that, for all k ∈
{0, 1, . . . , d− 1},
fk(P ) = fd−k−1(P ◦), (1.13)
see [38, Corollary 2.13].
To state the next theorem we recall from Section 1.4 that by Πd,α we denote a Poisson point
process on Rd \ {0} with power-law intensity function x 7→ ‖x‖−d−α.
Theorem 1.23. Fix α > 0. Then Z◦α has the same distribution as conv Πd,α. In particular,
Efk(Zα) = Efd−k−1(conv Πd,α).
11
Theorem 1.23 together with Theorem 1.21 yields an explicit description of the expected f -vector
of the zero cells Zα. For example, Remark 1.22 yields
Ef0(Zα) = Efd−1(conv Πd,α) =
2
d
(
√
piα)d−1
Γ
(
dα+1
2
)
Γ
(
α
2
)d
Γ
(
dα
2
)
Γ
(
α+1
2
)d , Ef1(Zα) = d2Ef0(Zα), (1.14)
whereas the formulae for the remaining components are more complicated and involve terms of
the form J˜m,d−k(γ), namely
Efk(Zα) = 2
∑
m∈{d−k,...,d}
m≡d (mod 2)
Γ(mα+12 )
Γ(mα2 )
(
Γ(α2 )
Γ(α+12 )
)m
(
√
piα)m−1
m
(
m
d− k
)
J˜m,d−k−1
(
m− 1 + α
2
)
.
This adds to the existing literature, where only a formula for Ef0(Z1) (and, since Z1 is a simple
polytope with probability one, also for Ef1(Z1)) is available [35, Theorem 10.4.9]. Also, in [18,
Corollary 3.3] a formula for Ef0(Zα) for general α > 0 was given in terms of certain multiple
integral which was not clear how to evaluate.
Additionally to the above formulae for Efk(Zα), we claim that for the zero cell of a stationary and
isotropic Poisson hyperplane tessellation in Rd it holds that
Efd−2(Z1) = Ef1(conv Πd,1) =
1
2
(
d+ 1
3
)
pi2. (1.15)
Indeed, while the first equality is a particular case of Theorem 1.23, the second one was obtained
in [24, Theorem 2.4, Remark 2.5] by combining a formula from [6] with an Efron-type identity
proved in [24, Theorem 2.8].
Since the expected intrinsic volumes EVk(Z1) are proportional to Efd−k(Z1) by an identity due to
Schneider [34, p. 693], the above yields also formulae for EVk(Z1).
1.7 Asymptotic results for Poisson hyperplane tessellations
Next, we shall consider for fixed k ∈ {0, 1, 2, . . .} the asymptotic behaviour of Efk(Zα), as d→∞.
While this has already been investigated in [18] on a logarithmic scale, we are able to prove exact
asymptotic formulae, which strengthen these results. We shall write ad ∼ bd for two sequences
(ad)d∈N and (bd)d∈N whenever ad/bd → 1, as d→∞.
Theorem 1.24. Fix k ∈ {0, 1, 2, . . .}. If the distance exponent α = α(d) is such that infd∈N α(d) >
0, then
Efk(Zα) ∼
√
α
2k−
1
2
(
Γ(α2 )
Γ(α+12 )
)d
(
√
pi α)d−1
k!
dk−
1
2 , d→∞.
We remark that Theorem 1.24 is consistent with Theorems 1.2 and 3.21 of [18], which yield the
limit relation
lim
d→∞
d
√
Efk(Zα) =
√
piαΓ(α2 )
Γ(α+12 )
for a fixed α > 0 (corresponding in the special case that α = 1 to the zero-cell of a stationary and
isotropic Poisson hyperplane tessellation) as well as
lim
d→∞
d−
1
2
d
√
Efk(Zd) =
√
2pi
in the case that α = d (which corresponds to the typical cell of a stationary Poisson–Voronoi
tessellation). Of course, both relations easily follow from Theorem 1.24 as well, but Theorem 1.24
is in fact much more precise. For example, we obtain the asymptotic formulae
k!Efk(Zα) ∼
{
pid−
1
2
(
d
2
)k− 1
2 , if α = 1,
e1/42
d+1
2
−k pi
d−1
2 d
d
2
+k−1, if α = d,
12
for any fixed k ∈ {0, 1, 2, . . .}. The term e1/4 in the second line appears because of the expansion
Γ(d2)
Γ(d+12 )
=
√
2
d
(
1 +
1 + o(1)
4d
)
, d→∞.
1.8 Organization of the paper
The rest of the paper is organized as follows. In Section 2 we introduce the necessary notation
and recall some facts from stochastic and integral geometry. Section 3 contains the canonical
decomposition for beta and beta’ distribution which is of major importance in our proofs, which
in turn are collected in Section 4.
2 Notation and facts from stochastic and integral geometry
2.1 General notation
For d ≥ 1 we let Rd be the d-dimensional Euclidean space with the standard scalar product 〈 · , · 〉
and the associated norm ‖ · ‖. We let Bd = {x ∈ Rd : ‖x‖ ≤ 1} be the Euclidean unit ball and
Sd−1 = {x ∈ Rd : ‖x‖ = 1} be the corresponding (d − 1)-dimensional unit sphere. Let also λd
denote the d-dimensional Lebesgue measure and σ denote the spherical Lebesgue measure which
is normalized in such a way that σ(Sd−1) = ωd := 2pi
d/2
Γ(d/2) .
The convex (respectively, positive, linear, affine) hull of a set A ⊂ Rd is the smallest convex set
(respectively, convex cone, linear subspace, affine subspace) containing the set A and is denoted
by convA (respectively, posA, linA, aff A). The convex hull of finitely many points x1, . . . , xn is
also denoted by [x1, . . . , xn].
We let (Ω,F ,P) be our underlying probability space, which we implicitly assume to be rich enough
to carry all the random objects we consider. Expectation (i.e. integration) with respect to P is
denoted by E. For two random variables X and Y we write X d= Y if X and Y have the same
probability law. Moreover, for random variables X,X1, X2, . . . we shall write Xn
d→ X if Xn
converges to X in distribution, as n→∞.
2.2 Polytopes and their faces
A polytope is a convex hull of finitely many points, while a polyhedron is a finite intersection of
closed half-spaces. We recall that a bounded polyhedron is also a polytope. The dimension of a
polyhedron P is the dimension of its affine hull aff P . The f -vector of a d-dimensional polyhedron
P ⊆ Rd is defined by
f(P ) := (f0(P ), . . . , fd−1(P )),
where fk(P ) is the number of k-dimensional faces of P . The set of k-dimensional faces of a
polyhedron P is denoted by Fk(P ), so that fk(P ) is the cardinality of Fk(P ).
2.3 Grassmannians and the Blaschke–Petkantschin formula
We denote by G(d, k), respectively A(d, k), the set of k-dimensional linear, respectively affine,
subspaces of Rd. The unique probability measure on G(d, k) which is invariant under the action of
the orthogonal group SO(d) is denoted by νk. The affine Grassmanninan A(d, k) is endowed with
the infinite measure µk defined by
µk( · ) :=
∫
G(d,k)
∫
L⊥
1{L+x∈ · } λL⊥(dx)νk(dL), (2.1)
where L⊥ is the orthogonal complement of L and λL⊥ is the Lebesgue measure on L⊥, see [35,
pp. 168–169].
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The next theorem, to be found in [35, Theorem 7.2.7], allows to replace integration over all k-
tuples of points in Rd by the double integration first over all (k − 1)-dimensional affine subspaces
A and then over all k-tuples inside A. An important feature is the appearance of a term involving
∆(x1, . . . , xk), the (k − 1)-dimensional volume of the simplex [x1, . . . , xk].
Proposition 2.1 (Affine Blaschke–Petkantschin formula). For all k ∈ {1, . . . , d + 1} and every
non-negative Borel function f : (Rd)k → R we have∫
(Rd)k
f(x1, . . . , xk)λ
k
d(d(x1, . . . , xk))
= B(d, k)
∫
A(d,k−1)
∫
Ek
f(x1, . . . , xk) ∆
d−k+1(x1, . . . , xk)λkE(d(x1, . . . , xk))µk−1(dE).
Here, λE is the Lebesgue measure on the affine subspace E, and
B(d, k) = ((k − 1)!)d−k+1 ωd−k+2 · · ·ωd
ω1 · · ·ωk−1 , B(d, 1) = 1.
2.4 Cones and solid angles
In this paper, the term cone always refers to a polyhedral cone, that is an intersection of finitely
many closed half-spaces whose boundaries pass through the origin. In particular any polyhedral
cone is a polyhedron. The solid angle of a cone C ⊂ Rd is defined as
α(C) := P[N ∈ C],
where N is a random vector having a standard normal distribution on the linear hull of C. The
polar (or dual) cone of C is defined by
C◦ := {v ∈ Rd : 〈v, z〉 ≤ 0 for all z ∈ C}.
The tangent cone T (F, P ) at a face F of a full-dimensional polytope P ⊆ Rd is defined as
T (F, P ) := {v ∈ Rd : x0 + vε ∈ P for some ε > 0},
where x0 is any point in the relative interior of F (the definition does not depend on the choice of
x0). The normal cone of F is the polar to the tangent cone, that is
N(F, P ) := T ◦(F, P ) = {v ∈ Rd : 〈v, z − x0〉 ≤ 0 for all z ∈ P}.
The internal and external angles at a face F of P are defined as the solid angles of the tangent
and the normal cones, respectively:
β(F, P ) := α(T (F, P )), γ(F, P ) := α(N(F, P )).
For further background material we refer, for example, to [3, 16, 17].
2.5 Conic intrinsic volumes and Grassmann angles
In this section we recall the definitions of the conic intrinsic volumes and Grassmann angles of
cones and refer to [3, 4, 14, 35] for further information. For a polyhedral cone C ⊂ Rd we denote by
Fk(C) the set of its k-dimensional faces. Note that C is the disjoint union of the relative interiors
of its faces, where the relative interior relintF of a face F is the interior of F with respect to its
affine hull aff F as the ambient space.
If x ∈ Rd is a point, we let piC(x) denote the metric projection of x onto C, that is the uniquely
determined point y ∈ C minimizing the distance ‖x − y‖. For k ∈ {0, 1, . . . , d} the k-th conic
intrinsic volume υk(C) is defined by
υk(C) :=
∑
F∈Fk(C)
P[piC(N) ∈ relint(F )],
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where N is a standard Gaussian random vector in Rd, also put υk(C) := 0 if Fk(C) = ∅. In
other words, υk(C) is the probability that the metric projection of N lies in the relative interior
of a k-dimensional face of C, that is, in the so-called k-skeleton of C. For convenience also define
υk(C) := 0 for all integers k /∈ {0, 1, . . . , d}. For example, if C is a k-dimensional linear subspace,
then υk(C) = 1, while all other conic intrinsic volumes vanish.
By definition, the conic intrinsic volumes are non-negative and their sum equals one. Moreover,
they satisfy the so-called Gauss–Bonnet formula [4, Equation (5.3)]
υ0(C) + υ2(C) + . . . = υ1(C) + υ3(C) + . . . =
1
2
, (2.2)
provided C is not a linear subspace. Observe that υd(C) is just the solid angle of C, provided that
dim aff C = d.
The so-called Grassmann angles of a polyhedral cone C ⊂ Rd were defined by Gru¨nbaum [16] as
hk(C) :=
1
2
P[C ∩ Ld+1−k 6= {0}], k ∈ {1, . . . , d}, (2.3)
where Ld+1−k ∈ G(d, d + 1 − k) is a random subspace distributed according to the probability
measure νd+1−k. The conic Crofton formula [3, Equation (2.10)] states that the conic intrinsic
volumes and the Grassmann angles are related by
hk(C) = υk(C) + υk+2(C) + . . . , k ∈ {0, 1, . . . , d}, (2.4)
provided C is not a linear subspace. We remark that the above sums only contain finitely many
non-zero terms and that the Grassmann angles were called the half-tail functionals in [4].
2.6 Random projections of polytopes
Let P ⊂ RN be a polytope and Ld ∈ G(N, d) be a random subspace distributed according to
the probability measure νd. Then ΠdP stands for the random polytope in Ld that arises as the
orthogonal projection of P onto Ld. The next result we recall is due to Affentranger and Schneider
[2], its proof is based on the conic Crofton formula (2.4). It says that the expected f -vector of the
random polytope ΠdP can be expressed in terms of the interior and exterior angles of the original
polytope P . We emphasize that the sum on the right hand side of (2.5) below only contains finitely
many non-zero terms.
Proposition 2.2 (Expected f -vectors of random projections). Let P ⊂ RN be a polytope. Then,
for all k ∈ {0, 1, . . . , d− 1},
Efk(ΠdP ) = 2
∞∑
s=0
∑
G∈Fd−1−2s(P )
γ(G,P )
∑
F∈Fk(G)
β(F,G). (2.5)
3 Properties of beta and beta’ distributions
3.1 Identification of affine subspaces
Sometimes it will be convenient to identify every affine subspace of Rd with the Euclidean space
of the corresponding dimension. To make this precise, we recall that A(d, k) is the set of k-
dimensional affine subspaces of Rd. For an affine subspace E ∈ A(d, k) we denote by piE : Rd → E
the orthogonal projection onto E and by p(E) = piE(0) = arg minx∈E ‖x‖ the projection of the
origin on E. For every affine subspace E ∈ A(d, k) let us fix an isometry IE : E → Rk such
that IE(p(E)) = 0. The exact choice of the isometries IE is not important (essentially due to the
rotational invariance of the beta and beta’ distributions). We only require that (x,E) 7→ IE(piE(x))
defines a Borel measurable map from Rd×A(d, k) to Rk, where we supply Rd, Rk and A(d, k) with
their standard Borel σ-algebras; see [35, Chapter 13.2] for the case of A(d, k).
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3.2 Projections and distances
The next lemma, taken from [23, Lemma 4.3], states that the beta and beta′-distributions on Rd
yield distributions of the same type (but with different parameters) when projected onto arbitrary
linear subspaces.
Lemma 3.1 (Orthogonal projections). Denote by piL : Rd → L the orthogonal projection onto a
k-dimensional linear subspace L ∈ G(d, k).
(a) If the random point X has density fd,β for some β ≥ −1, then IL(piL(X)) has density
fk,β+ d−k
2
.
(b) If the random point X has density f˜d,β for some β >
d
2 , then IL(piL(X)) has density f˜k,β− d−k
2
.
The next lemma describes the distribution of the squared norm of a random vector with d-
dimensional beta or beta’ distribution. The squared norm turns out to have the usual, one-
dimensional beta or beta’ distribution. Recall that a random variable has a classical beta distri-
bution with parameters α1 > 0, α2 > 0, denoted by Beta(α1, α2), if its Lebesgue density on R
is
gα1,α2(t) =
Γ(α1 + α2)
Γ(α1)Γ(α2)
tα1−1(1− t)α2−11{0<t<1}, t ∈ R.
Similarly, a random variable has a classical beta’ distribution with parameters α1 > 0, α2 > 0,
denoted by Beta′(α1, α2), if its Lebesgue density on R is
g˜α1,α2(t) =
Γ(α1 + α2)
Γ(α1)Γ(α2)
tα1−1(1 + t)−α1−α21{t>0}, t ∈ R.
Observe that, up to reparametrization and rescaling, Beta′(α1, α2) coincides with the Fisher–
Snedecor F -distribution. For the following fact we refer to [15, Theorem 2.7] as well as the
references cited therein.
Lemma 3.2 (Squared norm). Let X be a random vector in Rd.
(a) If X has the beta density fd,β, then ‖X‖2 ∼ Beta(d2 , β + 1).
(a) If X has the beta’ density f˜d,β, then ‖X‖2 ∼ Beta′(d2 , β − d2).
3.3 Canonical decomposition of Ruben and Miles
Let X1, . . . , Xk be i.i.d. random points in Rd with the beta density fd,β. Let k ≤ d + 1, so that
[X1, . . . , Xk] is a simplex. We need a description of the positions of these points inside their own
affine hull A = aff(X1, . . . , Xk), together with the position of A inside Rd. The next theorem is
due to Ruben and Miles [32]. Since this result is of central importance for what follows and since
in [32] a different notation is used, we give a streamlined proof.
Theorem 3.3 (Canonical decomposition in the beta case). Let X1, . . . , Xk be i.i.d. random points
in Rd with density fd,β, where β > −1 and k ≤ d + 1. Let A = aff(X1, . . . , Xk) be the affine
subspace spanned by X1, . . . , Xk. Let also p(A) be the orthogonal projection of the origin on A and
let h(A) = ‖p(A)‖ denote the distance from the origin to A. Observe that A ∩ Bd is a (k − 1)-
dimensional ball of radius
√
1− h2(A) and consider the points
Zi :=
IA(Xi)√
1− h2(A) ∈ B
k−1, i = 1, . . . , k.
Then,
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(a) The joint Lebesgue density of the random vector (Z1, . . . , Zk) is a constant multiple of
∆d−k+1(z1, . . . , zk)
k∏
i=1
fk−1,β(zi),
(b) the random vector (Z1, . . . , Zk) is stochastically independent of A,
(c) the density of IA⊥(p(A)) ∈ Bd−k+1 is fd−k+1, (k−1)(d+1)
2
+kβ
,
(d) IA⊥(p(A)) is stochastically independent of A
⊥.
Proof. Let ϕ : Rk → [0,∞) and ψ : A(d, k − 1) → [0,∞) be Borel measurable functions. We are
interested in the following quantity:
Bϕ,ψ : = E
[
ϕ
(
IA(X1)√
1− h2(A) , . . . ,
IA(Xk)√
1− h2(A)
)
ψ(A)
]
=
∫
(Rd)k
ϕ
(
IA(x1)√
1− h2(A) , . . . ,
IA(xk)√
1− h2(A)
)
ψ(A)
(
k∏
i=1
fd,β(xi)
)(
k∏
i=1
λd(dxi)
)
,
where A is used to denote aff(x1, . . . , xk) without risk of confusion. For the rest of the proof, let
C1, C2, . . . be constants depending only on d, k, β. By the affine Blaschke–Petkantschin formula
stated in Proposition 2.1, we have
Bϕ,ψ = C1
∫
A(d,k−1)
∫
Ak
ϕ
(
IA(x1)√
1− h2(A) , . . . ,
IA(xk)√
1− h2(A)
)
ψ(A)
×∆d−k+1(x1, . . . , xk)
(
k∏
i=1
fd,β(xi)
)(
k∏
i=1
λA(dxi)
)
µk−1(dA).
Using the substitution yi = IA(xi) ∈ Rk−1, 1 ≤ i ≤ k, recalling that IA : A→ Rk−1 is an isometry
such that IA(p(A)) = 0 and observing that ‖xi‖2 = h2(A) + ‖yi‖2, we arrive at
Bϕ,ψ = C2
∫
A(d,k−1)
∫
(Rk−1)k
ϕ
(
y1√
1− h2(A) , . . . ,
yk√
1− h2(A)
)
ψ(A)
×∆d−k+1(y1, . . . , yk)
(
k∏
i=1
(1− h2(A)− ‖yi‖2)β 1{h2(A)+‖yi‖2<1}
)(
k∏
i=1
λk−1(dyi)
)
µk−1(dA),
where we also used the definition (1.1) of the beta density. Next, we apply the substitution
zi = yi/
√
1− h2(A) ∈ Bk−1, 1 ≤ i ≤ k, and write
(1− h2(A)− ‖yi‖2)β = (1− h2(A))β
(
1− ‖yi‖
2
1− h2(A)
)β
= (1− h2(A))β (1− ‖zi‖2)β , (3.1)
λk−1(dyi) = (1− h2(A))
1
2
(k−1)λk−1(dzi),
∆(y1, . . . , yk) = (1− h2(A))
k−1
2 ∆(z1, . . . , zk),
to conclude that
Bϕ,ψ = C3
∫
A(d,k−1)
∫
(Bk−1)k
ϕ(z1, . . . , zk)ψ(A) (1− h2(A))
1
2
k(k−1)+ 1
2
(d−k+1)(k−1)+kβ
1{h(A)<1}
×∆d−k+1(z1, . . . , zk)
(
k∏
i=1
(1− ‖zi‖2)β
)(
k∏
i=1
λk−1(dzi)
)
µk−1(dA).
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Finally, some elementary transformations including the use of (1.1) lead to
Bϕ,ψ = C4
(∫
A(d,k−1)
ψ(A) (1− h2(A))γ1{h(A)<1} µk−1(dA)
)
×
(∫
(Rk−1)k
ϕ(z1, . . . , zk)∆
d−k+1(z1, . . . , zk)
(
k∏
i=1
fk−1,β(zi)
)(
k∏
i=1
λk−1(dzi)
))
,
where we used the notation
γ :=
1
2
k(k − 1) + 1
2
(d− k + 1)(k − 1) + kβ = (k − 1)(d+ 1)
2
+ kβ.
The form of the second integral and the product structure of the formula imply that the random
points Z1, . . . , Zk have the required joint density and are independent of A, thus proving claims
(a) and (b) of the theorem.
We prove parts (c) and (d) of the theorem. To this end, we take ϕ(z1, . . . , zk) = 1 and write the
above result as
Eψ(A) = C5
∫
A(d,k−1)
ψ(A) (1− h2(A))γ1{h(A)<1} µk−1(dA).
Now we take ψ(A) = ψ1(IA⊥(p(A)))ψ2(A
⊥) for some Borel functions ψ1 : Rd−k+1 → [0,∞) and
ψ2 : G(d, d− k + 1)→ [0,∞), so that the above identity takes the form
Eψ(A) = C5
∫
A(d,k−1)
ψ1(IA⊥(p(A))) ψ2(A
⊥) (1− h2(A))γ1{h(A)<1} µk−1(dA).
The definition of the measure µk−1 on A(d, k−1) given in (2.1) implies that for every Borel function
f : A(d, k − 1)→ [0,∞) we have∫
A(d,k−1)
f(A)µk−1(dA) =
∫
G(d,k−1)
∫
L⊥
f(L+ x)λL⊥(dx) νk−1(dL).
Observing that for every L ∈ G(d, k − 1) and x ∈ L⊥ we have (L + x)⊥ = L⊥, p(L + x) = x and
h(L+ x) = ‖x‖, we arrive at
Eψ(A) = C5
∫
G(d,k−1)
ψ2(L
⊥)
(∫
L⊥
ψ1(IL⊥(x)) (1− ‖x‖2)γ1{‖x‖<1} λL⊥(dx)
)
νk−1(dL).
Writing y := IL⊥(x) ∈ Rd−k+1 and using that ‖y‖ = ‖x‖ since IL⊥ : L⊥ → Rd−k+1 is an isometry,
we obtain
E
[
ψ1(IA⊥(p(A))) ψ2(A
⊥)
]
= C5
(∫
G(d,k−1)
ψ2(L
⊥) νk−1(dL)
)(∫
Rd−k+1
ψ1(y) (1− ‖y‖2)γ1{‖y‖<1} dy
)
.
The product structure of the right-hand side implies that IA⊥(p(A)) and A
⊥ are independent, thus
proving part (d) of the theorem. Taking ψ2 ≡ 1, we arrive at
Eψ1(IA⊥(p(A))) = C5
∫
Rd−k+1
ψ1(y) (1− ‖y‖2)γ1{‖y‖<1} dy = C6
∫
Rd−k+1
ψ1(y) fd−k+1,γ(y) dy.
It follows that IA⊥(p(A)) has density fd−k+1,γ on Rd−k+1, thus proving claim (c).
Remark 3.4. Theorem 3.3 continues to hold for β = −1 (corresponding to the uniform distribution
on the (d− 1)-dimensional unit sphere), but in this case we have to replace (a) by
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(a) The joint distribution of (Z1, . . . , Zk) has density proportional to ∆
d−k+1(z1, . . . , zk) with
respect to the d-th power of the spherical Lebesgue measure on Sd−1.
A result similar to Theorem 3.3 holds in the beta’ case as well and is also due to Ruben and
Miles [32]. Since the proof is similar, we don’t present the details.
Theorem 3.5 (Canonical decomposition in the beta’ case). Let X1, . . . , Xk be i.i.d. points in Rd
with density f˜d,β. Let A = aff(X1, . . . , Xk) be the affine subspace spanned by X1, . . . , Xk. Let also
p(A) be the orthogonal projection of the origin on A and let and h(A) = ‖p(A)‖ denote the distance
from the origin to A. Consider the points
Zi :=
IA(Xi)√
1 + h2(A)
∈ Rk−1, i = 1, . . . , k.
Then,
(a) the joint Lebesgue density of the random vector (Z1, . . . , Zk) is proportional to
∆d−k+1(z1, . . . , zk)
k∏
i=1
f˜k−1,β(zi),
(b) the random vector (Z1, . . . , Zk) is stochastically independent of A,
(c) the density of IA⊥(p(A)) ∈ Rd−k+1 is f˜d−k+1,kβ− (k−1)(d+1)
2
,
(d) IA⊥(p(A)) is stochastically independent of A
⊥.
Proof. The computations are analogous to those done in the proof of Theorem 3.3, but instead
of (3.1) we use the identity
(1 + h2(A) + ‖yi‖2)−β = (1 + h2(A))−β
(
1 +
‖yi‖2
1 + h2(A)
)−β
= (1 + h2(A))−β
(
1 + ‖zi‖2
)−β
.
Correspondingly, in the formula for Bϕ,ψ the term (1 + h
2(A))−γ˜ appears, where γ˜ is given by
γ˜ = kβ − (k−1)(d+1)2 .
Applying Lemma 3.2 to IA⊥(p(A)), we obtain the following result, which is also contained in [15]
as Theorem 2.7.
Corollary 3.6 (Distances to affine subspaces). Let X1, . . . , Xk be i.i.d. random points in Rd
and denote by h the distance from the origin to the affine subspace aff(X1, . . . , Xk) spanned by
X1, . . . , Xk.
(a) If X1, . . . , Xk have the beta density fd,β, then h
2(A) ∼ Beta(d−k+12 , (k−1)(d+1)2 + kβ + 1).
(b) If X1, . . . , Xk have the beta’ density f˜d,β, then h
2(A) ∼ Beta′(d−k+12 , k(β − d2)).
Remark 3.7. A result similar to Theorems 3.3 and 3.5 holds for the isotropic normal distribution
in Rd if we define Zi = IA(Xi). In this case, IA⊥(p(A)) has a standard normal distribution on
Rd−k+1.
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3.4 Relation to the extreme-value theory
Consider a random vector X in Rd whose density is a spherically symmetric function of the
form p(‖x‖), x ∈ Rd. The beta and beta’ distributions as well as the normal distribution are
characterized by the following remarkable property discovered by Miles [27]. Namely, for every
h, r > 0 for which p(h) > 0 the relation
p
(√
h2 + r2
)
= c1(h)p
(
r
c2(h)
)
(3.2)
holds, where c1(h) > 0 and c2(h) > 0 are certain functions. That is, the restriction of the density to
any affine hyperplane at distance h from the origin has the same radial component as the original
density, up to rescaling. This property is crucial for the proof of the canonical decomposition,
recall (3.1).
Let us give an alternative way to solve the functional equation (3.2). Consider the function
g(y) := p(
√
y). Then, (3.2) takes the form
g(h2 + r2) = c1(h)g
(
r2
c22(h)
)
.
Equivalently, with a := h2, s := r2 and with ψ1(a) = c1(
√
a), ψ2(a) = c
2
2(
√
a), we have
g(a+ s) = c1(
√
a)g
(
s
c22(
√
a)
)
= ψ1(a)g
(
s
ψ2(a)
)
.
Since
∫∞
0 g(y)dy = 2
∫∞
0 p(r)rdr < ∞, provided we assume that d ≥ 2, we can normalize g to be
a probability density. Let Z be a random variable with density g. Then, the above equation can
probabilistically be rewritten as
Z − a |Z ≥ a d= ψ2(a)Z for all a > 0 such that P[Z ≥ a] > 0. (3.3)
Non-degenerate distributions having this property are known as generalized Pareto distributions
and appear in extreme-value theory as limit distributions for residual life given that the current
age is high, see [5], [28]. There are three possible types of these distributions (below const denotes
a suitable normalization constant, which may change from occasion to occasion):
(a) the exponential distribution g(y) = const · e−λy, y > 0, with parameter λ > 0, which
corresponds to the normal distribution with radial component p(r) = const · e−λr2 , r > 0.
(b) the Pareto distribution of Weibull type g(y) = const · (1− y/A)β, 0 < y < A, where β > −1
and A > 0 are parameters. They correspond to the beta-type densities with radial component
p(r) = const · (1− r2/A)β, 0 < r < √A.
(c) the Pareto distribution of Fre´chet type g(y) = const · (1 + y/A)−β, y > 0, where β > 1 and
A > 0 are parameters. They correspond to the beta’-type densities with radial component
p(r) = const · (1 + r2/A)−β, r > 0.
Besides, the degenerate distribution, where Z is a positive constant, also satisfies (3.3). The
corresponding multivariate distribution is the uniform distribution on a sphere.
4 Proofs
4.1 Expected external angles
Proof of Theorem 1.6 and Theorem 1.16. Since the proofs in the beta and beta’ cases are similar,
let us write P for both P βn,d and P˜
β
n,d. The following first part of the proof applies to both cases.
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Figure 4.1: Idea of the proof of Theorems 1.6 and 1.16. The red interval is the face G = [X1, X2],
with k = 2. The vertical line passing through X1 and X2 is the affine subspace A. The grey
horizontal plane is its orthogonal complement A⊥. The points Y3, . . . , Y6 are orthogonal projections
of X3, . . . , X6 on A
⊥. The figure also shows the tangent cone (the solid angle bounded by the brown
half-planes) and the normal cone (the blue two-dimensional angle in A⊥). The reader should keep
in mind that both angles should in fact be translated to 0.
Representation of cones and angles. Consider the affine subspace A = aff G = aff(X1, . . . , Xk)
and let A⊥ be the orthogonal complement of A; see Figure 4.1. Note that dimA = k − 1 and
dimA⊥ = d − k + 1 with probability 1. Observe also that A⊥ is by definition a linear subspace,
whereas A need not pass through the origin. In the following, we shall identify A⊥ with Rd−k+1
by means of the isometry IA⊥ : A
⊥ → Rd−k+1, as explained in Section 3.1. Let piA⊥ : Rd → A⊥ be
the orthogonal projection onto A⊥. Consider the points
Y1 := piA⊥(Xk+1) ∈ A⊥, . . . , Yn−k := piA⊥(Xn) ∈ A⊥, Y := piA⊥(X1) = . . . = piA⊥(Xk) ∈ A⊥.
Let us assume that G = [X1, . . . , Xk] is a face of P . Then the tangent cone of P at G is given by
T (G,P ) = pos
(
X1 − X¯, . . . , Xk − X¯,Xk+1 − X¯, . . . , Xn − X¯
)
,
where the centre X¯ = (X1 + . . . + Xk)/k is almost surely contained in the relative interior of G.
Since the positive hull of X1 − X¯, . . . , Xk − X¯ is A− X¯, we arrive at
T (G,P ) = (A− X¯)⊕ pos(Y1 − Y, . . . , Yn−k − Y ),
where the direct sum ⊕ is orthogonal. Since A − X¯ is a linear space, it follows that the normal
cone at G, defined as the polar of the tangent cone, is the polar cone of pos(Y1− Y, . . . , Yn−k − Y )
taken inside A⊥ as the ambient space. Let us now map all our points to Rd−k+1 by considering
Y ′i := IA⊥(Yi) ∈ Rd−k+1 and Y ′ := IA⊥(Y ) ∈ Rd−k+1. From the isometry property of IA⊥ it follows
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that the internal and the external angles at G are given by
β(G,P ) = α(pos(Y ′1 − Y ′, . . . , Y ′n−k − Y ′)), (4.1)
γ(G,P ) = α(pos◦(Y ′1 − Y ′, . . . , Y ′n−k − Y ′)). (4.2)
The above holds if G is a face of P . At this point let us observe that G is not a face of P if and
only if pos(Y1 − Y, . . . , Yn−k − Y ) = A⊥. This condition means that the angles on the right-hand
sides of (4.1) and (4.2) are equal to 1 and 0, respectively, which corresponds to our convention
that β(G,P ) = 1 and γ(G,P ) = 0 if G is not a face of P .
IfN denotes a vector with standard normal distribution on Rd−k+1 that is independent of everything
else, then the definitions of the solid angle and the polar cone imply that
γ(G,P ) = P[〈Y ′1 − Y ′, N〉 ≤ 0, . . . , 〈Y ′n−k − Y ′, N〉 ≤ 0 | Y ′, Y ′1 , . . . , Y ′n−k]. (4.3)
Averaging over X1, . . . , Xn, we arrive at
Eγ(G,P ) = P[〈Y ′1 − Y ′, N〉 ≤ 0, . . . , 〈Y ′n−k − Y ′, N〉 ≤ 0]. (4.4)
The above considerations are valid both for beta and beta’ polytopes. In the following, we consider
the beta case. Changes needed in the beta’ case will be indicated at the end of the proof.
Proof of the independence. Observe that by (4.3), the random variable γ(G,P ) is certain func-
tion of the random points Y ′, Y ′1 , . . . , Y ′n−k. Let us argue that this collection is independent of
IA(X1)/
√
1− h2(A), . . . , IA(Xk)/
√
1− h2(A), where h(A) = ‖Y ‖ is the distance from the origin
to A, and IA : A→ Rk−1 is an isometry satisfying IA(Y ) = 0. This would prove the independence
statement of Theorem 1.6. Recall that Y ′i = IA⊥(piA⊥(Xk+i)), 1 ≤ i ≤ n − k, hence Y ′1 , . . . , Y ′n−k
are functions of Xk+1, . . . , Xn and A
⊥. Since IA(X1)/
√
1− h2(A), . . . , IA(Xk)/
√
1− h2(A) are
stochastically independent of A by part (b) of Theorem 3.3, these random points are independent
of Y ′1 , . . . , Y ′n−k. They are also independent of Y
′ = IA⊥(Y ) because {Y } = A ∩ A⊥ is function of
A only.
Joint distribution of the projected points. Let us now describe the joint distribution of the points
Y ′, Y ′1 , . . . , Y ′n−k. We claim that
(a) Y ′, Y ′1 , . . . , Y ′n−k are independent points in Rd−k+1,
(b) Y ′1 , . . . , Y ′n−k are i.i.d. with density fd−k+1, 2β+k−1
2
,
(c) Y ′ has density fd−k+1,γ with γ =
(2β+d)k+k−d−1
2 .
To prove (a), observe that conditionally on A⊥, the points Yi = IA⊥(piA⊥(Xk+i)), 1 ≤ i ≤ n − k,
form an i.i.d. sample with density f
d−k+1, 2β+k−1
2
by Lemma 3.1 (a). Again conditionally on A⊥,
the point Y ′ = IA⊥(p(A)) (where Y = p(A) is the projection of the origin onto A) has the density
fd−k+1,γ by Theorem 3.3 (c) and (d). Still conditioning on A⊥, we observe that Y ′ = IA⊥(piA⊥(X1))
is stochastically independent of the points Yi = IA⊥(piA⊥(Xk+i)), 1 ≤ i ≤ n− k. Thus, properties
(a), (b), (c) hold conditionally on A⊥. Since the joint conditional distribution of Y ′, Y ′1 , . . . , Y ′n−k
does not depend on A⊥, the statements hold in the unconditional sense, too.
Proof of the formula for the external angle. We are finally ready to compute the expected ex-
ternal angle. Since the joint distribution of Y ′, Y ′1 , . . . , Y ′n−k does not change under orthogonal
transformations of Rd−k+1, we may rewrite (4.4) in the following form:
Eγ(G,P ) = P[〈Y ′1 − Y ′, e〉 ≤ 0, . . . , 〈Y ′n−k − Y ′, e〉 ≤ 0],
where e ∈ Rd−k+1 is any unit vector. Introducing the random variables Zi := 〈Y ′i , e〉 and Z :=
〈Y, e〉, we obtain
Eγ(G,P ) = P[Z1 ≤ Z, . . . , Zn−k ≤ Z]. (4.5)
Projecting Y ′ and Y ′i to Z
′ and Z ′i reduces the dimension by d− k. Now, by the above description
of the joint law of Y ′, Y ′1 , . . . , Y ′n−k and by Lemma 3.1 (a), we have that
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(a) Z,Z1, . . . , Zn−k are independent random variables,
(b) Z1, . . . , Zn−k are i.i.d. with density f1, 2β+d−1
2
,
(c) Z has density f
1,
(2β+d)k−1
2
.
Conditioning on the event that Z = t in the right-hand side of (4.5) and integrating, we obtain
Eγ(G,P ) = P[Z1 ≤ Z, . . . , Zn−k ≤ Z]
=
∫ +1
−1
c
1,
(2β+d)k−1
2
(1− t2) (2β+d)k−12
(∫ t
−1
c
1, 2β+d−1
2
(1− s2) 2β+d−12 ds
)n−k
dt = In,k(2β + d),
where we used (1.4) in the last equality. This completes the proof of the formula for the expected
external angle in the beta case.
The beta’ case is analogous to the beta case, but this time everything is based on Theorem 3.5
and part (b) of Lemma 3.1. The joint distribution of Y ′, Y ′1 , . . . , Y ′n−k is as follows:
(a) Y ′, Y ′1 , . . . , Y ′n−k are independent points in Rd−k+1,
(b) Y ′1 , . . . , Y ′n−k are i.i.d. with density f˜d−k+1, 2β−k+1
2
,
(c) Y ′ has density f˜d−k+1,γ with γ =
(2β−d)k+d−k+1
2 .
By Lemma 3.1 (b), the joint distribution of the one-dimensional projections Zi := 〈Y ′i , e〉 and
Z := 〈Y ′, e〉 is as follows:
(a) Z,Z1, . . . , Zn−k are independent random variables,
(b) Z1, . . . , Zn−k are i.i.d. with density f˜1, 2β−d+1
2
,
(c) Z has density f˜
1,
(2β−d)k+1
2
.
Recalling (4.5), conditioning on the event that Z = t and integrating, we obtain
Eγ(G,P ) = P[Z1 ≤ Z, . . . , Zn−k ≤ Z]
=
∫ +∞
−∞
c˜
1,
(2β−d)k+1
2
(1 + t2)−
(2β−d)k+1
2
(∫ t
−∞
c˜
1, 2β−d+1
2
(1 + s2)−
2β−d+1
2 ds
)n−k
dt = I˜n,k(2β − d),
where we used (1.9) in the last equality. This completes the proof in the beta’ case.
4.2 Internal angles under change of dimension
To motivate the next theorem, consider a d-dimensional simplex [Z1, . . . , Zd+1] in a Euclidean space
Rd+`, where ` ∈ N0. Let first Z1, . . . , Zd+1 be i.i.d. with beta density fd+`,β. Na¨ıvely, one might
conjecture that the expected internal angle at a face of some fixed dimension k does not depend
on the choice of ` ∈ N0. Indeed, this angle does not depend on whether we consider the simplex as
embedded into Rd+` or into its own d-dimensional affine hull A = aff(Z1, . . . , Zd+1), and the beta
density preserves its form when restricted to affine subspaces (up to scaling, which does not change
the angle). However, as we know from Theorem 3.3, the joint distribution of Z1, . . . , Zd+1 inside
their own affine hull involves an additional ‘Blaschke–Petkantschin term’ ∆`(Z1, . . . , Zd+1), which
is why the above argument breaks down. In the next theorem we show that in order to make the
expected internal angle independent of the dimension of the space the simplex is embedded in, we
have to decrease the parameter of the beta distribution by 12 each time we increase the dimension
by 1.
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Theorem 4.1. Let X1, . . . , Xd+1 be i.i.d. random points in Rd+` with the beta-type distribution
fd+`,β− `
2
, where ` ∈ N0 and β − `2 ≥ −1. Then, for all k ∈ {1, . . . , d}, we have
Eβ([X1, . . . , Xk], [X1, . . . , Xd+1]) = Jd+1,k(β)
where Jd+1,k(β) is given by (1.5). That is, the expected internal angle does not depend on ` ∈ N0
as long as β − `2 ≥ −1. Similarly, if X1, . . . , Xd+1 are i.i.d. points in Rd+` with the beta’-type
density f˜d+`,β+ `
2
, where ` ∈ N0 and β > d2 , then the above expected internal angle equals J˜d+1,k(β)
defined in (1.10) and thus does not depend on the choice of ` ∈ N0.
Proof. For concreteness, we consider the beta case. The main tool in the proof is Lemma 3.1 that
states that the projection of [X1, . . . , Xd+1] to Rd is a full-dimensional simplex whose vertices are
i.i.d. with density fd,β. We have to relate the expected internal angles of [X1, . . . , Xd+1] to those
of its projection.
In Section 4.1, especially in Equation (4.1), we have shown (with a different notation) that
β([X1, . . . , Xk], [X1, . . . , Xd+1]) = α(pos(V1 − V, . . . , Vd+1−k − V )),
where
(a) V, V1, . . . , Vd+1−k are independent points in Rd+`−k+1 such that
(b) V1, . . . , Vd+1−k are i.i.d. with density fd+`−k+1, 2β−`+k−1
2
and
(c) V has density fd+`−k+1,γ with γ =
(2β−`+d+`)k+k−d−`−1
2 =
(2β+d)k+k−d−1
2 − `2 .
Note that an increase of the dimension by ` is always accompanied by a decrease of the beta-
parameter by `2 . Let Π : R
d+`−k+1 → Rd−k+1 be the orthogonal projection defined by
Π(x0, x1, . . . , xd+`−k) = (x0, x`+1 . . . , xd+`−k), (x0, . . . , xd+`−k) ∈ Rd+`−k+1. (4.6)
By Lemma 3.1 (a), the joint distribution of the points W := ΠV , W1 := ΠV1, . . . ,Wd+1−k :=
ΠVd+1−k can be described as follows:
(a) W,W1, . . . ,Wd+1−k are independent points in Rd−k+1,
(b) W1, . . . ,Wd+1−k are i.i.d. with density fd−k+1, 2β+k−1
2
,
(c) W has density fd−k+1,γ′ with γ′ =
(2β+d)k+k−d−1
2 .
In particular, their distribution does not depend on `. To prove the theorem, it suffices to show
that
Eα(pos(V1 − V, . . . , Vd+1−k − V )) = Eα(pos(W1 −W, . . . ,Wd+1−k −W )). (4.7)
Since this identity becomes trivial for ` = 0, we shall henceforth assume that ` ∈ N. Using the
definition of the solid angle, we have
2Eα(pos(W1 −W, . . . ,Wd+1−k −W )) = P[pos(W1 −W, . . . ,Wd+1−k −W ) ∩ L1 6= {0}],
where L1 ∈ G(d−k+1, 1) is a uniformly distributed random line passing through the origin which is
independent of everything else. Since the probability law of the cone pos(W1−W, . . . ,Wd+1−k−W )
is invariant under orthogonal transformations, we can replace L1 by any fixed line, which leads to
2Eα(pos(W1 −W, . . . ,Wd+1−k −W )) = P[pos(W1 −W, . . . ,Wd+1−k −W ) ∩ lin(e0) 6= {0}],
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where e0, e1, . . . , ed−k is the standard orthonormal basis of Rd−k+1. On the other hand, using
the properties of conic intrinsic volumes and the conic Crofton formula, see, in particular, (2.3)
and (2.4), we can write
2Eα(pos(V1 − V, . . . , Vd+1−k − V )) = 2Eυd−k+1(pos(V1 − V, . . . , Vd+1−k − V ))
= 2Ehd−k+1(pos(V1 − V, . . . , Vd+1−k − V ))
= P[pos(V1 − V, . . . , Vd+1−k − V ) ∩ L′`+1 6= {0}],
where L′`+1 ∈ G(d+ `− k+ 1, `+ 1) is a random, uniformly distributed (`+ 1)-dimensional linear
subspace of Rd+`−k+1 that is independent of everything else. Once again by rotational invariance
of the probability law of the random cone pos(V1−V, . . . , Vd+1−k −V ), we can replace L′`+1 by an
arbitrary deterministic (`+ 1)-dimensional linear subspace of our choice, which leads to
2Eα(pos(V1 − V, . . . , Vd+1−k − V ))
= P[pos(V1 − V, . . . , Vd+1−k − V ) ∩ lin(e0, e1, . . . , e`) 6= {0}],
(4.8)
where e0, e1, . . . , ed+`−k is the standard orthonormal basis of Rd+`−k+1. Recalling that W = ΠV
and Wi = ΠVi for i ∈ {1, . . . , d − k + 1}, and using the definition of the orthogonal projection Π
given in (4.6), we arrive at
2Eα(pos(W1 −W, . . . ,Wd+1−k −W ))
= P[pos(W1 −W, . . . ,Wd+1−k −W ) ∩ lin(e0) 6= {0}]
= P[Π pos(V1 − V, . . . , Vd+1−k − V ) ∩ (lin(e0)\{0}) 6= ∅]
= P[pos(V1 − V, . . . , Vd+1−k − V ) ∩Π−1(lin(e0)\{0}) 6= ∅].
Now, Π−1(lin(e0)\{0}) = lin(e0, e1, . . . , e`)\ lin(e1, . . . , e`). Thus, we can write
2Eα(pos(W1 −W, . . . ,Wd+1−k −W ))
= P[∃v ∈ (lin(e0, e1, . . . , e`)\{0})\(lin(e1, . . . , e`)\{0}) : v ∈ pos(V1 − V, . . . , Vd+1−k − V )].
However, by rotational invariance of the involved distributions, the (d+ 1− k)-dimensional linear
space lin(V1−V, . . . , Vd+1−k−V ) has the uniform distribution νd+1−k on the GrassmannianG(d+`−
k+1, d+1−k). So, [35, Lemma 13.2.1] implies that the intersection of lin(V1−V, . . . , Vd+1−k−V )
with the `-dimensional linear space E := lin(e1, . . . , e`) in Rd+`−k+1 is {0} with probability 1.
Indeed,
P[lin(V1 − V, . . . , Vd+1−k − V ) ∩ E 6= {0}]
=
∫
SO(d+`−k+1)
1{dim(ϑ lin(e`+1,...,ed+`−k+1)∩E)>0} ν(dϑ) = 0,
where SO(d+ `−k+1) is the special orthogonal group in Rd+`−k+1 with its unique invariant Haar
probability measure ν. It follows that
2Eα(pos(W1 −W, . . . ,Wd+1−k −W ))
= P[pos(V1 − V, . . . , Vd+1−k − V ) ∩ lin(e0, e1, . . . , e`) 6= {0}]
= 2Eα(pos(V1 − V, . . . , Vd+1−k − V )),
where we used (4.8) in the last step. This proves (4.7) and completes the proof of Theorem 4.1 in
the beta case.
The proof in the beta’ case is similar, but this time an increase of the dimension by ` is always
accompanied by an increase of the beta’-parameter by `2 , see Lemma 3.1 (b).
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Remark 4.2. Returning to the discussion at the beginning of this section, we can equivalently
restate Theorem 4.1 as follows. Let Y1, . . . , Yd+1 be (in general, stochastically dependent) random
points in Rd whose joint density is proportional to
∆`(y1, . . . , yd+1)
d+1∏
i=1
fd,β− `
2
(yi).
Then, the expected internal angle Eβ([Y1, . . . , Yk], [Y1, . . . , Yd+1]) does not depend on the choice of
` ∈ N0, as long as β − `2 ≥ −1. Indeed, by Theorem 3.3, the joint distribution of X1, . . . , Xd+1
inside their own affine hull aff(X1, . . . , Xd+1) is the same as the joint distribution of Y1, . . . , Yd+1
up to rescaling, which does not change internal angles. A similar statement also holds in the beta’
case.
4.3 Analytic continuation
One of the main ideas used in our proofs is to raise the dimension. More precisely, we shall view
the beta polytope P βn,d ⊂ Rd as a projection of P β−1/2n,d+1 ⊂ Rd+1; see Lemma 3.1 (a). Since raising
the dimension must be accompanied by lowering the parameter β, such a representation is possible
for β ≥ −12 only. For example the uniform distribution on Sd−1 (corresponding to β = −1) cannot
be represented as a projection of a higher-dimensional beta distribution. It is for this reason that
our proofs work for β > −12 only. In order to extend the results to the full range β ≥ −1, we shall
use analytic continuation. To this end, we need to show that the functionals under interest, such
as the expected internal angles of beta simplices, can be viewed as analytic functions of β. The
following lemma makes this precise and will be applied several times below. Observe that for any
fixed x ∈ Bd, we can consider
fd,z(x) =
Γ
(
d
2 + z + 1
)
pi
d
2 Γ (z + 1)
(1− ‖x‖2)z
as an analytic function of the complex variable z on the half-plane H−1 := {z ∈ C : Re z > −1}.
Lemma 4.3. Fix d ∈ N, n ∈ N, and let ϕ : (Bd)n → R be a bounded measurable function. Then
the function
I(z) :=
∫
(Bd)n
ϕ(x1, . . . , xn)
(
n∏
i=1
fd,z(xi)
)
λd(dx1) . . . λd(dxn)
is analytic on the half-plane H−1.
Proof. If K ⊂ H−1 is a compact set, then there is a constant C(K) depending only on K such
that
|fd,z(x)| =
∣∣∣∣∣Γ
(
d
2 + z + 1
)
pi
d
2 Γ (z + 1)
(1− ‖x‖2)z
∣∣∣∣∣ ≤ C(K)(1− ‖x‖2)Re z
for all x ∈ Bd and z ∈ K. Since ϕ is bounded and the function (1−‖x‖2)Re z is integrable over Bd
for Re z > −1, the function I(z) is well-defined.
Continuity. In a next step, we claim that I(z) is continuous on H−1. To prove this, take a sequence
(zk)k∈N ⊂ H1 with zk → z ∈ H1, as k →∞. Then,
|I(z)− I(zk)| ≤
∫
(Bd)n
|ϕ(x1, . . . , xn)|
∣∣∣∣∣
n∏
i=1
fd,z(xi)−
n∏
i=1
fd,zk(xi)
∣∣∣∣∣ λd(dx1) . . . λd(dxn).
For every fixed x1, . . . , xn and as k →∞, the function under the sign of the integral converges to
0, because limk→∞ fd,zk(xi) = fd,z(xi) for all x1, . . . , xn ∈ Bd. Moreover, recall that ϕ is bounded
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and observe that∣∣∣∣∣
n∏
i=1
fd,z(xi)−
n∏
i=1
fd,zk(xi)
∣∣∣∣∣ ≤
n∏
i=1
|fd,z(xi)|+
n∏
i=1
|fd,zk(xi)|
≤ C(K)n
n∏
i=1
(1− ‖xi‖2)Re z + C(K)n
n∏
i=1
(1− ‖xi‖2)a
with K = {z, z1, . . .} being compact and a := infk∈N Re zk > −1. Since the function (1 − ‖xi‖2)a
is integrable over Bd for a > −1, the dominated convergence theorem applies, thus proving that
I(zk)→ I(z), as k →∞. Hence, I(z) is continuous.
Analyticity. To prove that I(z) is analytic, let γ ⊂ H−1 be any triangular contour. By Morera’s
theorem [33, Theorem 10.17] it suffices to show that∮
γ
I(z) dz = 0.
But since the function z 7→ ∏ni=1 fd,z(xi) is analytic on H−1 for all x1, . . . , xn ∈ Bd, Cauchy’s
integral theorem [33, Theorem 10.14] implies that, for all x1, . . . , xn ∈ Bd,∮
γ
n∏
i=1
fd,z(xi) dz = 0.
Since ϕ is bounded, for every z ∈ γ and x1, . . . , xn ∈ Bd we have∣∣∣∣∣ϕ(x1, . . . , xn)
(
n∏
i=1
fd,z(xi)
)∣∣∣∣∣ ≤ supx1,...,xn∈Bd |ϕ(x1, . . . , xn)| · C(γ)n
n∏
i=1
(1− ‖x‖2i )b,
where b := infz∈γ Re z > −1. Since the function (1− ‖xi‖2)b is integrable over Bd for b > −1, we
may interchange the order of integration by Fubini’s theorem, which yields∮
γ
I(z) dz =
∫
(Bd)n
ϕ(x1, . . . , xn)
(∮
γ
n∏
i=1
fd,z(xi) dz
)
λd(dx1) . . . λd(dxn) = 0.
Note that since γ is a triangle, the contour integral can be reduced to usual Lebesgue integrals,
which justifies the above use of Fubini’s theorem. The argument is complete.
Corollary 4.4. The function Jm,`(α), originally defined in Theorem 1.2 for real α > −1, admits
an extension to an analytic function on the half-plane H−1 = {z ∈ C : Re z > −1}.
Proof. Apply Lemma 4.3 with d = m− 1, n = m and ϕ(x1, . . . , xm) = β([x1, . . . , x`], [x1, . . . , xm]),
which is bounded by 1 and measurable.
Corollary 4.5. The function β 7→ Efk(P βn,d), originally defined for real β > −1, admits an
extension to an analytic function on the half-plane H−1 = {z ∈ C : Re z > −1}.
Proof. Apply Lemma 4.3 with ϕ(x1, . . . , xn) = fk([x1, . . . , xn]), which is bounded by
(
n
k+1
)
.
Remark 4.6. Observe that the problem mentioned at the beginning of the section does not arise
in the beta’ case since by Lemma 3.1 (b) we can represent P˜ βn,d as a projection of P˜
β+1/2
n,d+1 for any
β > d2 and the new parameters also satisfy β+
1
2 >
d+1
2 . This is why we only treated the beta case
here.
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4.4 Expected f-vector
In this section we prove Theorems 1.2 and 1.14.
Proof of Theorem 1.2. We are going to compute the expected f -vector of P βn,d. To this end, we
shall represent this polytope as a random projection of a higher-dimensional polytope and then
use the formula from Proposition 2.2.
Geometric argument. We take some ` ∈ N, assume that β − `2 > −1 and consider the random
polytope P
β− `
2
n,d+` in R
d+`. Independently, let Ld be a random, uniformly distributed d-dimensional
linear subspace in Rd+`. Denote by Πd the orthogonal projection on Ld. By Lemma 3.1 (a) we
have that
fk(ΠdP
β− `
2
n,d+`)
d
= fk(P
β
n,d). (4.9)
In particular, the expectations of these quantities are equal. On the other hand, by Proposition 2.2,
we have that
E
[
fk(ΠdP
β− `
2
n,d+`)
∣∣∣P β− `2n,d+`] = 2 ∞∑
s=0
∑
G∈Fd−2s−1(P
β− `2
n,d+`)
γ(G,P
β− `
2
n,d+`)
∑
F∈Fk(G)
β(F,G).
In the following we consider only terms with d− 2s ≥ 1 because all remaining terms are equal to
0. All (d−2s−1)-dimensional faces of P β−
`
2
n,d+` have the form G = [Xi1 , . . . , Xid−2s ] for some indices
1 ≤ i1 < . . . < id−2s ≤ n. By symmetry, the contributions of all these faces are equal, so we may
just take G = [X1, . . . , Xd−2s] (on the event that this is indeed a face) and write
E
[
fk(ΠdP
β− `
2
n,d+`)
]
= E
[
E
[
fk(ΠdP
β− `
2
n,d+`)
∣∣∣P β− `2n,d+`]]
= 2
∞∑
s=0
(
n
d− 2s
)
E
γ(G,P β− `2n,d+`)1{
G∈Fd−2s−1(P
β− `2
n,d+`)
} ∑
F∈Fk(G)
β(F,G)
 .
By (4.9) and the independence part of Theorem 1.6 (which is a crucial step in this proof allowing
us to treat external and internal angles separately), we have
Efk(P βn,d) = E
[
fk(ΠdP
β− `
2
n,d+`)
]
= 2
∞∑
s=0
(
n
d− 2s
)
E
γ(G,P β− `2n,d+`)1{
G∈Fd−2s−1(P
β− `2
n,d+`)
}
E
 ∑
F∈Fk(G)
β(F,G)
 .
By Theorem 1.6 and recalling the convention that the external angle is 0 if G is not a face, we
obtain
E
γ(G,P β− `2n,d+`)1{
G∈Fd−2s−1(P
β− `2
n,d+`)
}
 = In,d−2s(2(β − `
2
)
+ d+ `
)
= In,d−2s(2β + d).
Also, recalling that G is the convex hull of i.i.d. random points X1, . . . , Xd−2s in Rd+` with density
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fd+`,β− `
2
, we apply Theorem 4.1 to deduce that
E
 ∑
F∈Fk(G)
β(F,G)
 = (d− 2s
k + 1
)
Eβ([X1, . . . , Xk+1], [X1, . . . , Xd−2s])
=
(
d− 2s
k + 1
)
Eβ([X ′1, . . . , X ′k+1], [X ′1, . . . , X ′d−2s])
=
(
d− 2s
k + 1
)
Jd−2s,k+1
(
β + s+
1
2
)
,
where X ′1, . . . , X ′d−2s are i.i.d. random points in Rd−2s−1 with density fd−2s−1,β+s+ 1
2
. Taking
everything together, we arrive at the final formula
Efk(P βn,d) = 2
∞∑
s=0
(
n
d− 2s
)(
d− 2s
k + 1
)
In,d−2s(2β + d)Jd−2s,k+1
(
β + s+
1
2
)
. (4.10)
For the above argument, the value of ` ∈ N was irrelevant, so that we can take ` = 1. Because of
the restriction on β at the very beginning of the argument, the proof so far only covers the case
where β > −12 .
Analytic continuation: Proof for β > −1. To extend the result to all β > −1 we argue by analytic
continuation. For that purpose we first recall that by Corollary 4.5, the function β 7→ Efk(P βn,d)
admits an analytic continuation to β ∈ {z ∈ C : Re z > −1}. On the other hand, also the
right-hand side in (4.10) admits an analytic extension to β ∈ {z ∈ C : Re z > −1}. Indeed, for
Jd−2s,k+1(β + s+ 12) this was observed in Corollary 4.4. For In,d−2s(2β + d) this follows from the
identity
In,d−2s(2β + d) = Eγ([X1, . . . , Xd−2s], [X1, . . . , Xn]), β > −1,
whereX1, . . . , Xn are i.i.d. with density fd,β (see Theorem 1.6) and Lemma 4.3 with ϕ(x1, . . . , xn) =
γ([x1, . . . , xd−2s], [x1, . . . , xn]). Hence, by the uniqueness of analytic continuation (see [33, Corol-
lary to Theorem 10.18]), these two expressions must coincide for all β ∈ (−1,∞), since they already
coincide for all β ∈ (−12 ,∞).
Continuity: Proof for β = −1. To prove that (4.10) also holds in the limiting case β = −1
corresponding to the uniform distribution on Sd−1, we shall argue that both sides of (4.10) are
continuous at β = −1. Regarding the left-hand side, we claim that
lim
β↓−1
Efk(P βn,d) = Efk(P
−1
n,d) (4.11)
for all d ≥ 2, n ≥ d + 1 and k ∈ {0, 1, . . . , d − 1}. To prove this, we observe that the mapping
(x1, . . . , xn) 7→ fk([x1, . . . , xn]) from (Bd)n to {0, 1, 2, . . .} is continuous on the set GPn,d of all
tuples (x1, . . . , xn) that are in general position (meaning that no d + 1 points are located on a
common affine hyperplane); see also [23, Lemma 4.1]. Let X
(β)
1 , . . . , X
(β)
n ∈ Bd be i.i.d. random
points with the beta density fd,β (if β > −1) or with the uniform distribution on Sd−1 (if β = −1).
From the proof of [23, Proposition 3.9] we conclude that we have the weak convergence
(X
(β)
1 , . . . , X
(β)
n )
d→ (X(−1)1 , . . . , X(−1)n ),
weakly on (Bd)n, as β ↓ −1. Also, almost surely, (X(−1)1 , . . . , X(−1)n ) ∈ GPn,d. The continuous
mapping theorem then yields that
fk(P
β
n,d)
d→ fk(P−1n,d),
as β ↓ −1. Moreover, since almost surely fk(P βn,d) ≤
(
n
k+1
)
for all β ≥ −1, we conclude from this
that (4.11) holds.
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It remains to prove that the right-hand side of (4.10) is also continuous at β = −1. Indeed, for
Jd−2s,k+1
(
β + s+ 12
)
we even proved analyticity since β + s + 12 ≥ −12 , while for In,d−2s(2β + d)
the continuity follows from the defining integral representation (1.4) since 2β + d ≥ d− 2 ≥ 0 for
d ≥ 2. Having proved that both sides are continuous at β = −1, we conclude that (4.10) indeed
holds for β = −1.
Proof of Theorem 1.14. The proof for the beta’ case is line by line the same as the one for The-
orem 1.2 given before. In addition to the distributional equality
fk(ΠdP˜
β+ `
2
n,d+`)
d
= fk(P˜
β
n,d)
that follows from Lemma 3.1 (b), one now uses Theorem 1.16 instead of Theorem 1.6 and the beta’
case of Theorem 4.1. No analytic continuation and continuity arguments are needed.
4.5 Proof of the monotonicity
In this section we prove Theorems 1.5 and 1.15. Fix d ≥ 2, n ≥ d + 1 and k ∈ {0, 1, . . . , d − 1}.
Our aim is to prove that Efk(P βn,d) < Efk(P
β
n+1,d) and Efk(P˜
β
n,d) < Efk(P˜
β
n+1,d). In view of the
formulae
Efk(P βn,d) = 2
∞∑
s=0
(
n
d− 2s
)(
d− 2s
k + 1
)
In,d−2s(2β + d)Jd−2s,k+1
(
β + s+
1
2
)
,
Efk(P˜ βn,d) = 2
∞∑
s=0
(
n
d− 2s
)(
d− 2s
k + 1
)
I˜n,d−2s(2β − d)J˜d−2s,k+1
(
β − s− 1
2
)
,
that follow from Theorem 1.2 and Theorem 1.14, respectively, it suffices to show that(
n
m
)
In,m(α) ≤
(
n+ 1
m
)
In+1,m(α) (4.12)
and (
n
m
)
I˜n,m(α) ≤
(
n+ 1
m
)
I˜n+1,m(α) (4.13)
for all α ≥ 0 and m ∈ {1, . . . , n− 1} with strict inequality holding if m 6= 1. Note that we do not
need to consider the case m = 0 since the term with d− 2s = 0 vanishes because then (d−2sk+1 ) = 0.
Recall from Theorems 1.2 and 1.14 that(
n
m
)
In,m(α) =
(
n
m
)∫ +1
−1
c1,αm−1
2
(1− t2)αm−12
(∫ t
−1
c1,α−1
2
(1− s2)α−12 ds
)n−m
dt, (4.14)(
n
m
)
I˜n,m(α) =
(
n
m
)∫ +∞
−∞
c˜1,αm+1
2
(1 + t2)−
αm+1
2
(∫ t
−∞
c˜1,α+1
2
(1 + s2)−
α+1
2 ds
)n−m
dt. (4.15)
Note that the factors c1,αm−1
2
and c˜1,αm+1
2
appearing in the above formulae are strictly positive
and do not depend on n, so that we can ignore them in the sequel. To simplify the notation, we
introduce the distribution function F (t) =
∫ t
−∞ f(s) ds, where f is the probability density on R
given by
f(s) =
{
f1,α−1
2
(s) = c1,α−1
2
(1− s2)α−12 1{|s|<1}, in the beta case,
f˜1,α+1
2
(s) = c˜1,α+1
2
(1 + s2)−
α+1
2 , in the beta’ case.
Let first m = 1. For concreteness, we consider the beta case. From (4.14) we have(
n
1
)
In,1(α) = n
∫ +1
−1
f(t)Fn−1(t)dt = 1.
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So, for m = 1, both sides of (4.12) are equal to 1. The beta’ case is similar.
Let in the following m ∈ {2, . . . , n−1}. From (4.14) and (4.15) we see that it is necessary to study
monotonicity in n for expressions of the form
gn,m :=
(
n
m
)∫ +∞
−∞
f (m−1)γ+1(t)Fn−m(t)dt,
where γ = αα−1 with α = 2β + d in the beta case and γ =
α
α+1 with α = 2β − d in the beta’ case.
Note that α ≥ 0 in both cases. Below, we shall consider the beta case with α = 1 separately, so
let us assume that γ is well-defined.
Lemma 4.7. Assume that f is a probability density on R that is strictly positive and continuously
differentiable on some non-empty open interval I ⊆ R (which is allowed to coincide with the whole
real line R) and zero on R \ I. If γ ∈ R and the function γfγ−2(t)f ′(t) is strictly decreasing on I,
then
gn+1,m > gn,m
for all m ∈ {2, 3, . . .} and n ∈ {m,m+ 1, . . .}.
For the proof we need the following slightly corrected version of Lemma 5 from [9].
Lemma 4.8. Let h, g, L : (0, 1)→ R be three functions such that
(a) h is non-negative, measurable, and 0 <
∫ 1
0 h(s)ds <∞;
(b) g is linear, with negative slope and a root at s∗ ∈ (0, 1),
(c) L is non-negative and strictly concave on (0, 1).
Then, for all m > 1,∫ 1
0
h(s)g(s)Lm−1(s) ds >
∫ 1
0
h(s)g(s)
(
L(s∗)
s∗
s
)m−1
ds.
Proof of Lemma 4.7. Observe that under the assumptions of the lemma the distribution function
F is strictly increasing and continuously differentiable on I. The tail function F¯ (t) = 1−F (t) has
thus a well-defined inverse F¯−1. Using the definition of gn,m and then the substitution F¯ (t) = s,
we arrive at
gn+1,m − gn,m =
∫
I
f (m−1)γ+1(t)
[(
n+ 1
m
)
F (t)−
(
n
m
)]
F (t)n−m dt
=
∫ 1
0
f (m−1)γ(F¯−1(s))
[(
n+ 1
m
)
(1− s)−
(
n
m
)]
(1− s)n−m ds.
Now, we define
h(s) := (1− s)n−m, g(s) :=
(
n+ 1
m
)
(1− s)−
(
n
m
)
and L(s) := fγ(F¯−1(s))
for s ∈ (0, 1). Clearly, the function h is measurable, strictly positive and bounded, the function
g is linear, has negative slope and root at s∗ = m/(n + 1) ∈ (0, 1). Moreover, the function L is
positive and we shall argue that L is also strictly concave. Indeed, by the chain rule its derivative
equals
L′(s) = −γfγ−2(F¯−1(s))f ′(F¯−1(s)),
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which is strictly decreasing because −γf(t)γ−2f ′(t) is increasing and F¯−1(s) is decreasing. Thus,
Lemma 4.8 can be applied to deduce that
gn+1,m − gn,m =
∫ 1
0
Lm−1(s)g(s)h(s) ds
>
(
L(s∗)
s∗
)m−1 ∫ 1
0
sm−1g(s)h(s) ds
=
(
L(s∗)
s∗
)m−1 ∫ 1
0
sm−1
[(
n+ 1
m
)
(1− s)−
(
n
m
)]
(1− s)n−m ds
=
(
L(s∗)
s∗
)m−1(n+ 1
m
)[∫ 1
0
sm−1(1− s)n+1−m ds
− n−m+ 1
n+ 1
∫ 1
0
sm−1(1− s)n−m ds
]
=
(
L(s∗)
s∗
)m−1(n
m
)[
B(m,n−m+ 2)− n−m+ 1
n+ 1
B(m,n−m+ 1)
]
,
where B(x, y) =
∫ 1
0 s
x−1(1 − s)y−1 ds, x, y > 0, is Euler’s beta function. Since B(x, y + 1) =
y
x+yB(x, y), the last expression in square brackets is equal to zero. Hence, gn+1,m − gn,m > 0,
which is the desired inequality.
Proof of Theorem 1.5. As explained above, we need to prove the strict inequality in (4.12) for all
m ∈ {2, . . . , n − 1}. Recall that α = 2β + d ≥ 0, and consider first the case when α /∈ {0, 1}. In
particular, this means that γ = αα−1 is well defined. To apply Lemma 4.7, we need to verify that
the function γfγ−2(t)f ′(t) is strictly decreasing in t ∈ (−1, 1), where f(t) = c1,α−1
2
(1− t2)α−12 . We
have
γfγ−2(t)f ′(t) = −αc1/(α−1)
1,α−1
2
t√
1− t2 , t ∈ (−1, 1),
which is strictly decreasing because α > 0. Lemma 4.7 thus yields gn+1,m > gn,m, which can be
written as (
n
m
)
In,m(α) <
(
n+ 1
m
)
In+1,m(α).
This establishes (4.12) and completes the proof when α /∈ {0, 1}. The case when α = 0 occurs if
(d, β) = (2,−1). Note that Theorem 1.5 becomes trivial in this case, but we prefer to prove (4.12)
in all cases. Formula (4.14) simplifies as follows:(
n
m
)
In,m(0) =
(
n
m
)∫ +1
−1
f(t)Fn−m(t)dt =
1
n−m+ 1
(
n
m
)
.
It follows that for all m ∈ {2, . . . , n− 1},(
n+1
m
)
In+1,m(0)(
n
m
)
In,m(0)
=
n+ 1
n−m+ 2 > 1.
Let finally α = 1, which occurs if (d, β) is (3,−1) or (2,−1/2). The expression for In,m(α) given
in (4.14) simplifies as follows:(
n
m
)
In,m(1) =
(
n
m
)∫ +1
−1
c1,m−1
2
(1− t2)m−12
(
1 + t
2
)n−m
dt
= c1,m−1
2
2m
(
n
m
)∫ 1
0
un−
m
2
+ 1
2
−1(1− u)m2 + 12−1 dintu
=
c1,m−1
2
2m
m!(n−m)!Γ
(
n− m− 1
2
)
Γ
(m+ 1
2
)
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where we computed the integral by using the substitution u := (1 + t)/2 and the properties of the
beta and the gamma function. It follows that for all m ∈ {2, . . . , n− 1},(
n+1
m
)
In+1,m(1)(
n
m
)
In,m(1)
=
(n−m)!
(n−m+ 1)!
Γ(n− m−12 + 1)
Γ(n− m−12 )
=
n− m−12
n−m+ 1 > 1.
Proof of Theorem 1.15. Observe that α = 2β − d > 0. We take γ = αα+1 and f(t) = c˜1,α+12 (1 +
t2)−
α+1
2 , t ∈ R. Then,
γfγ−2(t)f ′(t) = −αc˜−1/(α+1)
1,α+1
2
t√
1 + t2
, t ∈ R,
which is strictly decreasing in t. An application of Lemma 4.7 yields gn+1,m > gn,m for all m ∈
{2, . . . , n− 1} and thus (
n
m
)
I˜n,m(α) <
(
n+ 1
m
)
I˜n+1,m(α),
which establishes (4.13) and completes the argument.
4.6 Expected intrinsic volumes of tangent cones
In this section we give proofs of Theorems 1.12 and 1.18.
Proof of Theorem 1.12. By definition of the Grassmann angles (2.3) it follows that, for every
j ∈ {k, . . . , d− 1},
2E
[
hj+1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
= P
[
T (G,P βn,d) ∩ Ld−j 6= {0} and G ∈ Fk−1(P βn,d)
]
,
where Ld−j ∈ G(d, d−j) is a uniformly distributed linear subspace that is independent of everything
else.
Since the probability law of T (G,P βn,d) is rotationally invariant, we can replace Ld−j by any de-
terministic linear subspace of the same dimension, thus arriving at
2E
[
hj+1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
= P
[
T (G,P βn,d) ∩ lin(ej+1, . . . , ed) 6= {0} and G ∈ Fk−1(P βn,d)
]
or, equivalently,
P
[
G ∈ Fk−1(P βn,d)
]
− 2E
[
hj+1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
= P
[
T (G,P βn,d) ∩ lin(ej+1, . . . , ed) = {0} and G ∈ Fk−1(P βn,d)
]
where e1, . . . , ed is the standard orthonormal basis in Rd. Let Πj : Rd → Rj be the orthogonal
projection from Rd to Rj (which is identified with lin(e1, . . . , ej)) given by
Πj(x1, . . . , xd) := (x1, . . . , xj).
Then, given that G ∈ Fk−1(P βn,d), the intersection of T (G,P βn,d) and lin(ej+1, . . . , ed) is the null
space {0} if and only if ΠjG is a (k − 1)-face of the projected polytope ΠjP βn,d. Moreover, if
G /∈ Fk−1(P βn,d), then G contains an interior point of P βn,d, which under the projection Πj is
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mapped to a relative interior point of ΠjP
β
n,d, implying that ΠjG cannot be a (k − 1)-face in this
case. It follows that
P
[
G ∈ Fk−1(P βn,d)
]
− 2E
[
hj+1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
= P
[
ΠjG ∈ Fk−1(ΠjP βn,d) and G ∈ Fk−1(P βn,d)
]
= P
[
ΠjG ∈ Fk−1(ΠjP βn,d)
]
=
(
n
k
)−1
Efk−1(ΠjP βn,d) =
(
n
k
)−1
Efk−1
(
P
β+ d−j
2
n,j
)
,
(4.16)
where the last identity follows from Lemma 3.1 (a), which implies that the random polytopes
ΠjP
β
n,d and P
β+ d−j
2
n,j are identically distributed. Applying Theorem 1.2 to the right-hand side of
(4.16), we can write
E
[
hj+1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
=
1
2
P
[
G ∈ Fk−1(P βn,d)
]
− 1(n
k
) ∞∑
s=0
(
n
j − 2s
)(
j − 2s
k
)
In,j−2s(2β + d)Jj−2s,k
(
β + s+
d− j + 1
2
)
.
Inserting j − 2 in place of j yields the identity
E
[
hj−1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
=
1
2
P
[
G ∈ Fk−1(P βn,d)
]
− 1(n
k
) ∞∑
s=1
(
n
j − 2s
)(
j − 2s
k
)
In,j−2s(2β + d)Jj−2s,k
(
β + s+
d− j + 1
2
)
.
Recall from (2.4) that, for a cone C ⊂ Rd that is not a linear subspace,
hj+1(C) = υj+1(C) + υj+3(C) + . . . .
Hence, υj−1(C) = hj−1(C)− hj+1(C).
Subtracting the first from the second equation, we see that on the right-hand side only the term
with s = 0 remains, while the left-hand side reduces to E
[
υj−1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
. We
thus arrive at
E
[
υj−1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
=
(
n
j
)(
j
k
)(
n
k
) In,j(2β + d)Jj,k (β + d− j + 1
2
)
=
(
n− k
j − k
)
In,j(2β + d)Jj,k
(
β +
d− j + 1
2
)
.
It remains to recall our convention that T (G,P βn,d) = R
d if G /∈ Fk−1(P βn,d) and to note that, by
definition of the conic intrinsic volumes, υj−1(Rd) is equal to one if j − 1 = d and zero otherwise,
that is, υj−1(Rd) = 1{j−1=d}. This implies that
Eυj−1(T (G,P βn,d)) = E
[
υj−1(T (G,P
β
n,d))1{G∈Fk−1(Pβn,d)}
]
+ E
[
υj−1(T (G,P
β
n,d))1{G/∈Fk−1(Pβn,d)}
]
=
(
n− k
j − k
)
In,j(2β + d)Jj,k
(
β +
d− j + 1
2
)
+ 1{j−1=d}P
[
G /∈ Fk−1(P βn,d)
]
,
which is, upon replacing j by j + 1, the required formula.
34
Proof of Theorem 1.18. As in the beta case (see (4.16)) one shows that
1− 2E
[
hj+1(T (G, P˜
β
n,d))1{G∈Fk−1(Pβn,d)}
]
=
(
n
k
)−1
Efk−1
(
P˜
β− d−j
2
n,j
)
,
where we used Lemma 3.1 (b) instead of part (a). Applying Theorem 1.14 we get
E
[
υj+1(T (G, P˜
β
n,d))1{G∈Fk−1(P˜βn,d)}
]
+ E
[
υj+3(T (G, P˜
β
n,d))1{G∈Fk−1(P˜βn,d)}
]
+ . . .
=
1
2
− 1(n
k
) ∞∑
s=0
(
n
j − 2s
)(
j − 2s
k
)
In,j−2s(2β − d)Jj−2s,k
(
β − s− d− j + 1
2
)
.
As above, replacing j by j − 2 and subtracting finally yields
E
[
υj−1(T (G, P˜
β
n,d))1{G∈Fk−1(P˜βn,d)}
]
=
(
n− k
j − k
)
In,j(2β − d)Jj,k
(
β − d− j + 1
2
)
.
From this point the proof can be completed as the one of Theorem 1.12.
4.7 The Poisson limit for beta’ polytopes
In this section we prove Theorem 1.21.
Lemma 4.9. Fix some α > 0 and β > 0. As n→∞, we have
An :=
∫ +∞
−∞
(1 + t2)−
β+1
2
(∫ t
−∞
c˜1,α+1
2
(1 + s2)−
α+1
2 ds
)n
dt ∼ Γ(β/α)
α
(
α
c˜1,α+1
2
)β/α
n−β/α.
Proof. To simplify the notation, we shall write Cα for c˜1,α+1
2
. Using the change of variables
t = n1/αu, we have
An = n
1/α
∫ +∞
−∞
(1 + n2/αu2)−
β+1
2
(
1−
∫ +∞
n1/αu
Cα(1 + s
2)−
α+1
2 ds
)n
du = n−
β
α
∫ +∞
−∞
gn(u)du,
where
gn(u) = (n
−2/α + u2)−
β+1
2
(
1−
∫ +∞
n1/αu
Cα(1 + s
2)−
α+1
2 ds
)n
.
Applying the L’Hospital rule, it is easy to check that for every positive u > 0,∫ +∞
n1/αu
Cα(1 + s
2)−
α+1
2 ds ∼ α−1Cα(n1/αu)−α = α−1Cαu−αn−1 (4.17)
as n→∞. It follows that for all u > 0,
lim
n→∞ gn(u) =
{
u−(β+1)e−α−1Cαu−α , if u > 0,
0, if u ≤ 0.
In fact, the case u ≤ 0 follows from the observation that∫ +∞
n1/αu
Cα(1 + s
2)−
α+1
2 ds ≥ 1/2, u ≤ 0. (4.18)
Assuming that we can apply the dominated convergence theorem, we arrive at
An = n
− β
α
∫ +∞
−∞
gn(u)du ∼ n−
β
α
∫ +∞
0
u−(β+1)e−α
−1Cαu−αdu =
Γ(β/α)
α
(
α
Cα
)β/α
n−β/α,
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which is the required claim.
Let us justify the use of the dominated convergence theorem above. First of all, observe that
gn(u) ≥ 0 by definition. Further, we have gn(u) ≤ |u|−(β+1), with the right-hand side being
integrable over {|u| ≥ 1}. To construct an integrable bound for u ∈ (−1, 0), observe that according
to (4.18), in this range we have gn(u) ≤ n
β+1
α 2−n, which in turn is bounded by a constant. Finally,
in the case when u ∈ (0, 1), we use the estimate∫ +∞
n1/αu
Cα(1 + s
2)−
α+1
2 ds ≥ c1(1 + n2/αu2)−α/2, u ≥ 0, (4.19)
valid for some constant c1 > 0. To prove this estimate, note that as functions of n
1/αu, both
expressions are continuous and non-zero on [0,∞). Since the quotient of both expressions tends to
a non-zero constant as n1/αu→∞, see the asymptotic equivalence (4.17), we can conclude (4.19).
An estimate similar to (4.19) was used in [10, Equation (1)]. Now, we distinguish the two cases
u2 > n−2/α and 0 < u2 ≤ n−2/α. In the first case, that is, if u2 > n−2/α, we use the inequality
(1− x)n ≤ e−nx, 0 ≤ x < 1, to deduce that
gn(u) ≤ u−(β+1) exp
{
−n
∫ +∞
n1/αu
Cα(1 + s
2)−
α+1
2 ds
}
≤ u−(β+1) exp{−c1n(1 + n2/αu2)−α/2}
≤ u−(β+1) exp{−c1n(2n2/αu2)−α/2} = u−(β+1) exp{−c2u−α},
where c2 > 0 is another constant. On the other hand, if 0 < u
2 ≤ n−2/α, then, again using the
inequality (1− x)n ≤ e−nx, 0 ≤ x < 1, we have that
gn(u) ≤ n
β+1
α exp{−c1n(1 + n2/αu2)−α/2} ≤ n
β+1
α exp{−c1n2−α/2} = n
β+1
α exp{−c3n} ≤ c4
with suitable constants c3, c4 > 0. Altogether this shows that for u ∈ (0, 1), we have the upper
bound
gn(u) ≤ max{c4, u−(β+1) exp{−c2u−α}} ≤ c5
with some constant c5 > 0. The proof is thus complete.
Proof of Theorem 1.21. It was shown in [24] that
Efk(conv Πd,α) = lim
n→∞Efk
(
P˜
d+α
2
n,d
)
. (4.20)
In fact, only the case α = 1 was considered in [24], but as we explained at the end of Section 1.5,
the same proof applies to any α > 0. So, we have to compute the limit on the right-hand side
of (4.20). It follows from Lemma 4.9 with β = αm that for every fixed m ∈ N, the quantity I˜n,m(α)
defined in (1.9) satisfies
I˜n,m(α) =
∫ +∞
−∞
c˜1,αm+1
2
(1 + t2)−
αm+1
2
(∫ t
−∞
c˜1,α+1
2
(1 + s2)−
α+1
2 ds
)n−m
dt
∼ c˜1,αm+1
2
Γ(m)
α
(
α
c˜1,α+1
2
)m
n−m,
as n → ∞. By Theorem 1.14 and the above asymptotics with m = d − 2s for all s ∈ N0 with
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d− 2s ≥ k + 1, we arrive at
Efk
(
P˜
d+α
2
n,d
)
= 2
∞∑
s=0
(
n
d− 2s
)(
d− 2s
k + 1
)
I˜n,d−2s(α)J˜d−2s,k+1
(
d− 2s− 1 + α
2
)
= 2
∑
m∈{k+1,...,d}
m≡d (mod 2)
(
n
m
)(
m
k + 1
)
I˜n,m(α)J˜m,k+1
(
m− 1 + α
2
)
∼ 2
∑
m∈{k+1,...,d}
m≡d (mod 2)
c˜1,αm+1
2
(c˜1,α+1
2
)m
· α
m−1
m
·
(
m
k + 1
)
J˜m,k+1
(
m− 1 + α
2
)
,
as n→∞. Note that we restricted the summation to the range m ∈ {k + 1, . . . , d} because terms
with m ≤ k vanish. To complete the proof of the theorem, recall that c˜1,γ = Γ(γ)√piΓ(γ− 1
2
)
by (1.2).
4.8 Asymptotics for the f-vector of beta polytopes
In this section we prove Theorem 1.8. The proof is prepared with the following auxiliary estimate.
Lemma 4.10. Fix some α > −1 and β > −1. As n→∞, we have
Bn :=
∫ +1
−1
(1− t2)β−12
(∫ t
−1
c1,α−1
2
(1− s2)α−12 ds
)n
dt ∼ n
− β+1
α+1
1 + α
(
1 + α
c1,α−1
2
) β+1
α+1
Γ
(
1 + β
1 + α
)
.
Proof. Write Cα := c1,α−1
2
. Using the change of variables 1− t = un− 2α+1 , we obtain
Bn = n
− β+1
α+1
∫ 2n 2α+1
0
gn(u)du
where gn is given by
gn(u) = n
β−1
α+1
(
1−
(
1− un− 2α+1
)2)β−12 (
1−
∫ 1
1−un− 2α+1
Cα(1− s2)
α−1
2 ds
)n
.
With the rule of L’Hospital one easily checks that∫ 1
1−un− 2α+1
Cα(1− s2)
α−1
2 ds ∼ Cα2
α+1
2 (α+ 1)−1(un−
2
α+1 )
α+1
2 =
Cα
α+ 1
(2u)
α+1
2 n−1. (4.21)
It follows that for every u > 0 we have
lim
n→∞ gn(u) = (2u)
β−1
2 exp
{
− Cα
α+ 1
(2u)
α+1
2
}
.
Assuming that the dominated convergence theorem is applicable, we arrive at
Bn = n
− β+1
α+1
∫ ∞
0
gn(u)1(
0,2n
2
α+1
)(u) du ∼ n− β+1α+1 ∫ ∞
0
(2u)
β−1
2 exp
{
− Cα
α+ 1
(2u)
α+1
2
}
du.
Evaluation of the integral yields∫ ∞
0
(2u)
β−1
2 exp
{
− Cα
α+ 1
(2u)
α+1
2
}
du =
1
α+ 1
(
α+ 1
Cα
) β+1
α+1
Γ
(
β + 1
α+ 1
)
and thus the desired asymptotic formula.
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To justify the interchanging of the integral and the limit, it suffices to show that there is a suffi-
ciently small δ > 0 such that
0 ≤ gn(u) ≤ h(u), for all u ∈ (0, (2− δ)n
2
α+1 ), (4.22)
where h(u) is integrable, and that
lim
n→∞
∫ 2n 2α+1
(2−δ)n 2α+1
gn(u)du = 0. (4.23)
Clearly, gn(u) ≥ 0. To prove the upper estimate in (4.22), observe first that there is c1 > 0 such
that
n
β−1
α+1
(
1−
(
1− un− 2α+1
)2)β−12
= u
β−1
2
(
2− un− 2α+1
)β−1
2 ≤ c1u
β−1
2
for all u ∈ (0, (2 − δ)n 2α+1 ). Namely, we can take c1 = 2
β−1
2 if β ≥ 1 and c1 = δ
β−1
2 if β ≤ 1.
Further, there exists a constant c2 > 0 such that∫ 1
1−un− 2α+1
Cα(1− s2)
α−1
2 ds ≥ c2
(
1− (1− un− 2α+1 )
)α+1
2
= c2u
α+1
2 n−1,
for all u ∈ (0, 2n 2α+1 ]. Indeed, the quotient of both expressions converges to a non-zero constant
as un−
2
α+1 → 0; see Relation (4.21). Furthermore, both expressions are continuous, non-vanishing
functions of the argument un−
2
α+1 ∈ (0, 2]. This implies the required bound. A similar bound
was also used in [10, Lemma 2.2]. Now, if u ∈ (0, (2 − δ)n 2α+1 ), then taking the above estimates
together and using the elementary inequality (1− x)n ≤ e−nx, 0 ≤ x < 1, we arrive at
gn(u) ≤ c1u
β−1
2 exp
{
−n
∫ 1
1−un− 2α+1
Cα(1− s2)
α−1
2 ds
}
≤ c1u
β−1
2 exp{−c2u
α+1
2 },
which proves the integrable bound stated in (4.22) for every δ ∈ (0, 2).
Let us prove (4.23). First of all, we have
n
β−1
α+1
(
1−
(
1− un− 2α+1
)2)β−12
= u
β−1
2
(
2− un− 2α+1
)β−1
2
.
Unfortunately, this becomes infinite at un−
2
α+1 = 2 if β < 1. Let us choose δ > 0 so small that for
all u ∈ ((2− δ)n 2α+1 , 2n 2α+1 ),
1−
∫ 1
1−un− 2α+1
Cα(1− s2)
α−1
2 ds =
∫ −1+(2−un− 2α+1 )
−1
Cα(1− s2)
α−1
2 ds ≤ 1
2
.
This is possible because the integral converges to 0 as (2− un− 2α+1 )→ 0. Recalling the definition
of gn and taking the above estimates together, we arrive at∫ 2n 2α+1
(2−δ)n 2α+1
gn(u)du ≤
∫ 2n 2α+1
(2−δ)n 2α+1
u
β−1
2
(
2− un− 2α+1
)β−1
2
2−ndu = n
β+1
α+1 2−n
∫ 2
2−δ
v
β−1
2 (2− v)β−12 dv,
which converges to 0, as n→∞. This completes the proof of (4.23).
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Proof of Theorem 1.8. It follows from Lemma 4.10 with β = αk that
In,k(α) =
∫ +1
−1
c1,αk−1
2
(1− t2)αk−12
(∫ t
−1
c1,α−1
2
(1− s2)α−12 ds
)n−k
dt
∼ n−αk+1α+1
c1,αk−1
2
1 + α
(
1 + α
c1,α−1
2
)αk+1
α+1
Γ
(
1 + αk
1 + α
)
.
From Theorem 1.2 we recall the formula
Efk(P βn,d) = 2
∞∑
s=0
(
n
d− 2s
)(
d− 2s
k + 1
)
In,d−2s(2β + d)Jd−2s,k+1
(
β + s+
1
2
)
.
It follows from the above that the s-th term of the sum behaves like a constant multiple of n
d−2s−1
2β+d+1 ,
as n→∞. Consequently, as n→∞, the term with s = 0 dominates all other terms and we arrive
at
Efk(P βn,d) ∼ n
d−1
2β+d+1
2
d!
(
d
k + 1
)
Jd,k+1
(
β +
1
2
) c
1,
(2β+d)d−1
2
2β + d+ 1
×
(
2β + d+ 1
c
1, 2β+d−1
2
) (2β+d)d+1
2β+d+1
Γ
(
(2β + d)d+ 1
2β + d+ 1
)
.
This completes the proof.
4.9 Poisson hyperplane tessellations
Recall the definitions of the zero cell Zα and the Poisson point process Πd,α.
Proof of Theorem 1.23. Let us define the (measurable) mapping
T : Rd \ {0} → A(d, d− 1), x 7→ H(x) := {y ∈ Rd : 〈x, y〉 = 1}.
The well-known mapping property of Poisson processes (see, for example, [25, Theorem 5.1])
implies that the image process TΠd,α is a Poisson process on the space A(d, d− 1). Its probability
law is rotationally invariant, since Πd,α has the same property. Next, we consider the distance
distribution. For s > 0 we first compute, by transformation into spherical coordinates, that∫
{x∈Rd:‖x‖>s}
dx
‖x‖d+α =
2pid/2
Γ(d2)
∫ ∞
s
dr
rα+1
=
2pid/2
Γ(d2)
s−α
α
. (4.24)
On the other hand, writing d(0, H) for the distance of a hyperplane H ∈ A(d, d− 1) to the origin,
we have that |{H ∈ ηα : d(0, H) ≤ s}| (| · | denotes the cardinality of a set) is Poisson distributed
with mean
Θα({H ∈ A(d, d− 1) : d(0, H) ≤ s}) = 2pi
d/2
Γ(d2)
∫ s
0
|t|α−1 dt = 2pi
d/2
Γ(d2)
sα
α
,
where we used the definition of Θα given in (1.12). Thus,
E|{H ∈ ηα : d(0, H)−1 ≥ s}| = E|{H ∈ ηα : d(0, H) ≤ s−1}| = 2pi
d/2
Γ(d2)
s−α
α
. (4.25)
So, a comparison of (4.24) with (4.25) shows that the Poisson processes TΠd,α and ηα have the same
distribution. In view of the definition of the mapping T and the definition of the dual of a convex
body this implies that the random polytopes (conv Πd,α)
◦ and Zα (or, equivalently, conv Πd,α and
Z◦α) are identically distributed. The claim for the expected f -vectors follows from (1.13).
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Proof of Theorem 1.24. Fix some k ∈ {0, 1, 2, . . .}. Theorem 1.23 and Theorem 1.21 imply that
Efk(Zα) = Efd−k−1(conv Πd,α)
= 2
b k
2
c∑
s=0
Γ( (d−2s)α+12 )
Γ( (d−2s)α2 )
(
Γ(α2 )
Γ(α+12 )
)d−2s
(
√
piα)d−2s−1
d− 2s
(
d− 2s
d− k
)
J˜d−2s,d−k−1
(
d− 2s− 1 + α
2
)
=:
b k
2
c∑
s=0
Td,α(s).
Recall that we assume that α = α(d) > 0 is bounded away from 0. For fixed s ∈ {0, 1, . . . , bk2c},
Stirling’s formula and the definition of the binomial coefficients yield
Γ( (d−2s)α+12 )
Γ( (d−2s)α2 )
∼
√
(d− 2s)α
2
and
(
d− 2s
d− k
)
=
(
d− 2s
k − 2s
)
∼ d
k−2s
(k − 2s)! ,
as d→∞. Moreover, we shall argue below that
lim
d→∞
J˜d−2s,d−k−1
(
d− 2s− 1 + α
2
)
=
1
2k−2s
. (4.26)
This implies that the sth term in the above sum (together with the prefactor 2) is equal to
Td,α(s) ∼ 2
√
(d− 2s)α
2
(
Γ(α2 )
Γ(α+12 )
)d−2s
(
√
pi α)d−2s−1
d− 2s
dk−2s
(k − 2s)!
1
2k−2s
∼
√
α
2k−2s−
1
2
(
Γ(α2 )
Γ(α+12 )
)d−2s
(
√
pi α)d−2s−1
(k − 2s)! d
k−2s− 1
2 ,
as d→∞. Next we show that the term Td,α(s) with s = 0 is asymptotically dominating the terms
with s 6= 0. For every s ∈ {0, 1, . . . , bk2c}, we have
Td,α(0)
Td,α(s)
∼
(√
piαd
2
Γ(α2 )
Γ(α+12 )
)2s
(k − 2s)!
k!
.
If s 6= 0, then the right-hand side goes to +∞, as d → ∞, since the function Γ(α2 + 1)/Γ(α+12 ) is
bounded away from 0 for α > 0. Thus, Td,α(s) = o(Td,α(s)) for every s ∈ {1, 2, . . . , bk2c} and hence
Efk(Zα) ∼ Td,α(0) ∼
√
α
2k−
1
2
(
Γ(α2 )
Γ(α+12 )
)d
(
√
pi α)d−1
k!
dk−
1
2 .
It remains to prove (4.26). For `,m ∈ N consider the quantity
J˜m,`−1(β) = Eβ([Z1, . . . , Z`], [Z1, . . . , Zm]),
where the points Z1, . . . , Zm ∈ Rm−1 are i.i.d. with beta’ density f˜m−1,β. In the proof of Theorem
1.2 we have seen that β([Z1, . . . , Z`], [Z1, . . . , Zm]) has the same law as β(pos(V1−V, . . . , Vm−`−V )),
where
(a) V, V1, . . . , Vm−` ∈ Rm−` are independent and such that
(b) V1, . . . , Vm−` have density f˜m−`, 2β−`+1
2
and
(c) V has density f˜
m−`, (2β−m)`+m
2
.
40
Now, we substitute m = d − 2s, ` = d − k and β = d−2s−1+α2 and notice that the relevant
beta’-parameters are
m− ` and κ(d) := 2β − `+ 1
2
=
α+ k − 2s
2
for the random variables V1, . . . , Vm−` in (b) and
m− ` and η(d) := (2β −m)`+m
2
=
α(d− k) + k − 2s
2
for the random variable V in (c). We are interested in the large d behavior of
J˜d−2s,d−k−1
(
d− 2s− 1 + α
2
)
= Eβ pos(V1(d)− V (d), . . . , Vk−2s(d)− V (d)),
where V1(d), . . . , Vk−2s(d) with density f˜k−2s,κ(d) and V (d) with density f˜k−2s,η(d) are independent.
Case 1. Assume first that κ(d) converges to some finite κ ∈ (k−2s2 ,∞), as d → ∞. Note that the
value k−2s2 can be excluded by the that assumption infd∈N α(d) > 0. For the same reason, we have
η(d) → ∞, as d → ∞. Observe that the beta’ distribution with a second parameter going to ∞
weakly converges to the Dirac measure at 0. It follows that, as d → ∞, the collection of random
points (V1(d), . . . , Vk−2s(d), V ) weakly converges to (W1, . . . ,Wk−2s, 0), where W1, . . . ,Wk−2s are
i.i.d. with density f˜k−2s,κ. Consequently, we have
lim
d→∞
J˜d−2s,d−k−1
(
d− 2s− 1 + α
2
)
= lim
d→∞
Eβ pos(V1(d)− V (d), . . . , Vk−2s(d)− V (d))
= Eβ pos(W1, . . . ,Wk−2s).
However, since the distribution of Wi is the same as that of −Wi for every i = 1, . . . , k − 2s, we
must have
Eβ(pos(W1, . . . ,Wk−2s)) =
1
2k−2s
,
for symmetry reasons. This proves (4.26) in Case 1.
Case 2. Assume now that κ(d) diverges to +∞, as d→∞. By the definition of κ(d) and η(d) we
have η(d)→∞ and moreover κ(d) = o(η(d)), as d→∞. By Lemma 1.1, the random points√
2κ(d)V1(d), . . . ,
√
2κ(d)Vk−2s(d),
√
2η(d)V (d)
thus converge weakly to independent random points W1, . . . ,Wk−2s,W with standard normal dis-
tribution on Rk−2s. Combining this with κ(d) = o(η(d)), we obtain the weak convergence√
2κ(d) (V1(d), . . . , Vk−2s(d), V (d))
d→ (W1, . . . ,Wk−2s, 0),
as d → ∞. Since the standard normal distribution is centrally symmetric with respect to the
origin, the same symmetry argument as in Case 1 proves the validity of (4.26), that is
lim
d→∞
J˜d−2s,d−k−1
(
d− 2s− 1 + α
2
)
=
1
2k−2s
.
Case 3. In general, κ(d) need not converge to any finite or infinite limit. However, any subsequence
of κ(d) has a subsubsequence to which either Case 1 or Case 2 can be applied, thus showing
that (4.26) holds without additional assumptions. This completes the proof of Theorem 1.24.
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