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Abstract
The neutron exhibits rich physics both as a tool for studying materials, particle and nuclear
physics, as well as the object of experimental study. The neutron lifetime is an important
input to Big Bang Nucleosynthesis models and is currently known only to approximately
0.3% with the most precise measurements from two different experimental techniques in
disagreement by more than 3σ [sigma]. Parity violation has been the subject of study
since its discovery in 1957. Parity violation experiments provide access to studying the
hadronic weak interaction, which is otherwise suppressed by several orders of magnitude
below that of the strong interaction. It is the hadronic weak interaction that the NPDGamma
experiment accesses via studying the asymmetry in gamma ray emission from the capture of
polarized neutrons on liquid parahydrogen. Finally, as part of the NPDGamma experiment,
the opportunity arose to use the well known and characterized apparatus for conducting
a measurement of the liquid parahydrogen scattering cross section which has important
implications in the design of neutron sources and moderators at cold neutron research
facilities.
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Chapter 1
Introduction
Since the discovery of the neutron by Chadwick [Chadwick, 1932], the neutron has been
a valuable tool as a probe for studying other systems as well as itself being an interesting
system to study. The neutron interacts with via known forces, thus making it valuable in
studying the Standard Model. The neutron is a spin- 12 baryon composed of three quarks,
udd, and its interactions provide information about the first quark family. The free neutron
decays to a proton via emission of an electron and an electron antineutrino via the exchange
of a W -boson, a process in which a down quark transforms to an up quark. The quark
flavor change involved indicates that the β-decay of the neutron is a process mediated by
the weak interaction. The neutron β-decay is the prototype of semi-leptonic weak decay,
coupling hadrons to leptons, and the simplest nuclear β-decay system because it does not
involve nuclear effects corrections that a composite nucleus does. The weak interaction was
discovered to violate parity [Wu et al., 1957], thus making the neutron a tool for investigating
parity violating processes, often in the form of β-decay product correlations in the polarized
neutron decay rate [Jackson et al., 1957; Abele, 2009],

p~e · p~ν
me
~σn · p~e
~σn · p~ν
~σn · (~pe × p~ν )
dW ∝ F (Ee ) 1 + a
+b
+A
+B
+D
+ ··· ,
Ee Eν
Ee
Ee
En u
Ee Eν


(1.1)

where p~e and p~ν are the outgoing electron and neutrino momenta, ~σn is the neutron spin, Ee
and Eν are the electron and neutrino energies, and F (Ee ) is the beta energy spectrum, and
other correlation terms have been emitted. This set of correlation coefficients is colloquially
1

known as the “neutron alphabet”. The neutron β-decay lifetime is the least well known input
to Big Bang Nucleosynthesis models which predict the primordial abundances of the light
elements as the universe cooled during the first seconds and minutes after the Big Bang.
There are currently two primary methods for measuring the neutron β-decay lifetime
with one method involving the storage of very low energy neutrons and the other involving
measuring the decay rate using a beam of neutrons. These methods are complimentary to
each other and developing each method is valuable because each method has completely
different systematic effects to consider. At present, there is a discrepancy between the most
precise storage experiments and the most precise beam experiments. A collaboration at the
National Institute of Standards and Technology (NIST) has a long history in the development
of the beam method and last carried out this measurement in the early 2000s [Dewey et al.,
2003] and later updated due to improvements in the determination of the neutron counting
efficiency [Yue et al., 2013]. The updated result agreed with the previously published one
and also decreased the systematic uncertainty due to the neutron counting uncertainty. This
merits performing the experiment again with the focus on improving the proton counting
aspect of the experiment. The current work on this new measurement has been focused on
commissioning the apparatus and testing it without neutrons.
While nucleons interact via the strong interaction, the strong interaction does not violate
parity and therefore parity violation observed in a purely hadronic system probes the
hadronic weak interaction. The NPDGamma experiment studies the ~n + p → d + γ reaction,
in which polarized neutrons capture on liquid parahydrogen. This interaction is predicted
to have a parity-violating asymmetry, Aγ , in the γ-ray emission and this interaction isolates
the ∆I = 1 component of the hadronic weak interaction. The NPDGamma experiment
was previously performed at the Institut LaueLangevin (ILL) [Cavaignac et al., 1977] and
the Los Alamos Neutron Science Center (LANSCE) [Gericke et al., 2011], with the latter
setting an upper limit on parity violating γ-ray asymmetry of 2 × 10−7 . Higher statistical
precision was not achievable at LANSCE and the experiment was performed again at the
Spallation Neutron Source (SNS), which provides a higher intensity neutron beam in order
to achieve better statistical precision. The main components of the experimental apparatus
are a polarizer, a spin rotator to flip the spin of the neutrons in an alternating pattern,
2

an aluminum vessel and cryostat for the liquid hydrogen target, 48 cesium iodide detectors
arranged in 4 rings surrounding the target vessel, as well as upstream and downstream beam
monitors.
Significant Monte Carlo calculations that required modifications of the MCNPX [Pelowitz,
2011] source code were performed in order to predict the relative sensitivity of each of the 48
cesium iodide γ detectors, which are known as the geometrical factors. The sensitivity to a
γ-ray asymmetry within each ring is expected to be an approximately sinusoidal function of
the detector angle, but a Monte Carlo model is required due to finite geometry effects. Along
with the idealistic model in MCNPX, measurements were done with a cesium source in order
to measure deviations of the center of response of each detector. This work produced the
adjusted geometrical factors which are used in the final analysis of the raw asymmetry data
for the NPDGamma experiment as well as for auxiliary measurements that were performed
throughout the experimental run period.
The NPDGamma experiment also requires a measurement of the polarization of the
neutron beam using 3 He. However, this measurement does not account for the average
polarization of neutrons upon capture within the liquid parahydrogen. The NPDGamma
experiment requires the liquid hydrogen to be very close to 100% parahydrogen, with the
thermal equilibrium concentration of parahydrogen at 16 K being greater than 99.9%. The
J = 1 orthohydrogen state can cause a spin flip of a scattered neutron and this effect must
be accounted for with models. This was performed using an MCNPX simulation modified
in a manner similar to the geometrical factors.
The slow conversion of normal hydrogen, which is 75% orthohydrogen and 25%
parahydrogen, to thermal equilibrium parahydrogen concentration at 16 K takes on the
order of months. This is catalyzed in the NPDGamma apparatus by using a circulation loop
such that evaporated hydrogen is re-condensed and flows through an ortho-para converter
filled with iron oxide.

The parahydrogen concentration was determined using neutron

transmission and the known absorption and orthohydrogen and parahydrogen scattering
cross sections [Barrón-Palos et al., 2011], with that result being approximately 99.98%
parahydrogen in the vessel. This process was repeated for the SNS iteration of the experiment
and a non-physical result was found. A decision was made to change approaches from
3

using transmission to determine the parahydrogen concentration to instead determining
the neutron cross section for parahydrogen. This approach led to the realization that the
previously accepted measurement of the parahydrogen scattering cross section [Seiffert et al.,
1970] suffered from some orthohydrogen contamination that was not accounted for and a new
measurement of the parahydrogen scattering cross section was performed [Grammer et al.,
2015].

1.0.1

Contributions

In my time working on the NPDGamma experiment, I participated construction of the
apparatus and more general apparatus tests including calibration of the cesium iodide
detectors, assembling the detector array, data acquisition system maintenance, and taking
shifts on the hydrogen target. My major contributions to the NPDGamma experiment were
participating in the initial development of analysis algorithms (section 6.9), the development
of numerous Monte Carlo models for the experiment(chapter 7), and the analysis that led to
and then the planning and analysis of the parahydrogen cross section measurement (chapter
8) which led to a publication [Grammer et al., 2015]. The Monte Carlo model that I developed
began as a simple program for the detector array that rather quickly migrated to MCNPX
and developed further into modifications to the MCNPX source code in order to implement
the infrastructure to calculate the geometrical factors and beam depolarization as well as to
implement an estimate of fast neutron production in the apparatus.
Just before the transmission measurements for the parahydrogen cross section took place
near the end of 2012, I moved in order to begin working on the neutron lifetime experiment.
Since that time, I’ve participated in numerous tests in preparation for installing the lifetime
apparatus on a beamline. I participated in the investigation, analysis, and modeling of
the neutron beam halo in section (section 5.2). I wrote most of the data acquisition code
that couldn’t be borrowed and updated from the previous measurement since some of the
hardware is shared, as well as planning the data stream format and writing a ROOT library
for reading the data on the collaboration analysis server (section 5.4).

4

1.1

Discovery of the Neutron

In 1904 shortly after the discovery of the electron, J. J. Thompson proposed the “plumpudding” model for the atom.

In this model, a neutral atom consisted of corpuscles

(electrons) distributed throughout a large, diffuse “cloud” of positive charge. In 1909,
Geiger and Marsden performed the gold-foil experiment [Geiger and Marsden, 1909], which
disproved this model. The gold-foil experiment showed that alpha particles incident on
a metal foil were reflected back to the source, which could not happen with Thompson’s
model. Rutherford [Rutherford, 1911] interpreted this result to mean that the atom must
have a centrally concentrated charge and worked out the theory of Rutherford scattering.
Rutherford determined that the number of alpha particles striking a screen per unit area per
second, y, is given by
y=

Qnt csc4 (φ/2)  2Z1 Zα e2 2
,
16r2
mvα2

(1.2)

where Q is the number of alpha particles per second in the initial beam, n is the number
density of the foil, t is the thickness of the foil, Z1 and Zα are the atomic number of the
incident particle and nucleus respectively, e is the elementary charge, v0 is the velocity of
the alpha particle, and φ is the scattering angle. More experiments by Geiger and Marsden
[Geiger and Marsden, 1913] were performed in order to verify Rutherford’s scattering formula.
In his 1920 Bakerian Lecture [Rutherford, 1920], Rutherford noted that atoms seem to have a
charge equal to approximately half of the atomic weight and that the nucleus should therefore
also contain neutral components. Rutherford theorized that while the neutral hydrogen atom
has a single proton and a distant electron, there may also be a closely bound “doublet” of a
proton and an electron.
In 1930, Bothe and Becker bombarded beryllium, boron, and lithium with polonium
alpha particles and observed that a penetrating, neutral radiation was emitted that they
attributed to photons [Bothe and Becker, 1930]. They posited that either nuclei absorbed
the alpha particles and emitted a photon in decaying to a ground state or that the nuclei
inelastically scattered the alpha particles and were excited in the process and then decayed
to a ground state. Bothe and Becker preferred the former [Amaldi, 1984], since they had

5

observed that the energy of the emitted radiation was greater than the energy of the incident
alpha particle.
In 1932 [Joliot-Curie and Joliot-Curie, 1932], a paper by I. Curie and F. Joliot was
presented in which Bothe and Becker’s neutral radiation was incident on various other
materials with the hypothesis being that high energy photons could transmute nuclei. In the
case of paraffin, they observed that the neutral radiation caused the emission of protons with
an energy of 4.5 MeV. Thinking that this process might be similar to Compton scattering,
they estimated that the energy of the incident photons should be approximately 50 MeV.
However, due to the Klein-Nishina formula this cross section goes like the inverse square of
the recoiling process which meant that the calculated proton rate should have been much
smaller than observed. The Klein-Nishina formula, derived in 1929 [Klein and Nishina, 1929],
describes the differential cross section for scattering of photons from electrons,


dσ
α 2 ~2 
1
= α2
− 1 + cos2 θ ,
f (Eγ , θ)2 f (Eγ , θ) +
2
2
dΩ
2me c
f (Eγ , θ)

(1.3)

where α is the fine structure constant, me is the electron mass, c is the speed of light, θ is
the scattering angle, and f (Eγ , θ) is the ratio of the incoming and outgoing photon energy
given by
f (Eγ , θ) =

1
1+

Eγ
(1
me c

− cos θ)

.

(1.4)

These initial measurements by Curie and Joliot prompted James Chadwick to make
several more observations [Chadwick, 1932]. Chadwick notes that in the reaction
9

Be + α →13 C + quantum,

(1.5)

the maximum energy available to the quantum is 14 MeV, much less than the 50 MeV
required for the process to be Compton scattering. Chadwick further investigated the process
by observing the recoil of atoms from the interaction with this neutral radiation. Chadwick
states that if this neutral radiation is a massive particle with a mass close to that of the
proton rather than a photon, all of the issues above vanish. Chadwick reports that an
ejected proton has a maximum velocity of 3.3 × 109 cm/sec and a recoiling nitrogen atom
6

has a velocity of 4.7 × 108 cm/sec. Using these two measurements, energy conservation, and
momentum conservation gives the following set of equations:
1
1
1
2
2
2
mn vn,i
= mN vN,f
+ mn vn,f2
2
2
2

(1.6)

mn vn,i = mN vN + mn vn,f2

(1.7)

1
1
1
2
2
mn vn,i
= mp vp2 + mn vn,f1
2
2
2

(1.8)

mn vn,i = mn vn,f1 1 + mp vp

(1.9)

where vp is the proton velocity, vN is the nitrogen velocity, mn is the neutron mass, and vn
is the neutron velocity. Rearranging these four equations gives
mn + 14
vp
3.3 × 109
=
,
=
mn + 1
vN
4.7 × 108

(1.10)

and solving for the neutron mass in units of the proton mass gives
Mn = 1.15,

(1.11)

a rough estimate to which Chadwick attributes an uncertainty of 10%. Chadwick goes on to
state that the mass of the neutron could be deduced from a reaction in which all constituent
masses are known. Fortunately, the boron mass was known at the time and the reaction
that Chadwick investigated was
11

B + α →14 N +1 n.

(1.12)

Given the known masses and the measured velocities of the recoiling particles, the measured
mass of the neutron is 1.0067 in units of the proton mass, and “that it probably lies between
1.005 and 1.008”. Since the sum of the electron and proton masses is 1.0078, this result
supported the idea that the neutron is composed of a closely bound proton and electron.
Heisenberg [Heisenberg, 1932] and Iwanenko [Iwanenko, 1932] suggested that the neutron is
an elementary particle with half integer spin. However, Chadwick [Chadwick, 1932] remarks
7

It is, of course, possible to suppose that the neutron may be an elementary
particle. This view has little to recommend it at present, except the possibility
of explaining the statistics of such nuclei as
Using the 2.62 MeV gamma rays from

208

14

N.

Tl, Chadwick and Goldhaber [Chadwick and

Goldhaber, 1934] performed experiments on the photo-disassociation of the deuteron,
2

H + hν →1 H +1 n.

(1.13)

Coupled with precise mass spectrograph measurements of the hydrogen and deuteron masses
by Bainbridge [Bainbridge, 1933], they were able to extract the neutron mass as 1.0080 ±
0.0005 mass units, with the mass of the hydrogen atom in these units being 1.0078. This
was not conclusive proof yet that the neutron could not be a bound state of the proton and
the electron.
Fermi proposed the idea that the free neutron must be unstable and that it can
spontaneously decay into a proton, electron, and a neutrino [Fermi, 1934].

Further

measurements [Chadwick and Goldhaber, 1935] showed that the neutron had a mass of
1.009, compared to the accepted hydrogen atom mass at the time of 1.0081. This conclusively
showed that the neutron was heavier than the hydrogen atom and therefore that the neutron
could not be a bound state of a proton and an electron.

1.2
1.2.1

Neutron Sources
Spallation Neutron Source

The Spallation Neutron Source (SNS) is a neutron science facility for materials/condensed
matter research and fundamental neutron physics located at Oak Ridge National Laboratory [Mason et al., 2006] [Henderson, 2005]. SNS provides an intense 60 Hz pulsed source
of neutrons to several experimental beamlines, including the Fundamental Neutron Physics
Beamline.
First, H− ions are created at the ion source and then accelerated along a 331 m linac
consisting of room-temperature and superconducting sections to a final energy of 1 GeV. Ions
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then pass through a thin carbon stripper foil with the remaining negative ions and neutral
atoms being lost and the protons are captured in the proton accumulator ring, which has
a radius of 248 m consisting of 4 curved and 4 straight sections. The accumulator ring
frequency is approximately 1 MHz. Protons are then kicked out of the accumulator ring
at a rate of 60 Hz and are incident on the liquid mercury spallation target. The maximum
power is limited to 1.4 MW by facility design, however the power ranged from approximately
750 kW to 1.0 MW over the course of the NPDGamma experiment. In the spallation process
[Fraser et al., 1965] [Carpenter, 1977], high energy protons bombard a liquid mercury target
releasing on the order of 30 high energy neutrons per proton. These several-MeV-energy
neutrons are then moderated by scattering with materials such as beryllium, water, or liquid
hydrogen, producing cold neutrons with energies of meV and velocities on the order of 1 km/s
that are then transported to experimental areas by neutron guides. The pulsed nature of the
SNS along with the use of time of flight choppers allows for a simple conversion of neutron
time of flight to neutron energy.

1.2.2

NIST Center for Neutron Research

The National Institute for Standards and Technology operates a 20 MW research reactor at
the NIST Center for Neutron Reasearch (NCNR) at the Gaithersburg, MD site [Williams
and Rowe, 2002]. The reactor went critical in 1967 and operated at 10 MW until a 1985
upgrade to 20 MW. The reactor is cooled and moderated with D2 O. There are several thermal
neutron beam lines as well as cold neutron beam lines. The original liquid hydrogen cold
source was installed in 1995 and was upgraded in 2001 after new developments in MCNP
suggested more optimized parameters. Figure 1.1 depicts the NCNR floor layout, with the
previous beam lifetime measurement having taken place on NG-6. The guide hall expansion
project [Cook, 2009] was completed in recent years, and takes advantage of newer guide
technology to provide higher neutron intensity at the beam exit. The next iteration of the
beam lifetime measurement is planned for NG-C in the new guide hall expansion.
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Figure 1.1: NIST Center for Neutron Research Layout

1.2.3

Neutron Guides

Neutrons are not charged and cannot easily be guided to the experimental area by magnetic
or electric fields. Instead, cold neutrons can be reflected from polished surfaces, as found
by Fermi [Fermi and Zinn, 1946], which serve to translate the neutron source from the
moderator to the experimental area. Since cold neutrons have a wavelength on the order of
a few Angstroms, their behavior is similar to X-rays in that they reflect at glancing angles
of incidence. The neutron beam can be treated as a plane wave incident on a guide surface
composed of many scattering potentials. The neutron wavefuction is given by
Ψ(~r) = eikz +

f (θ) i~k·~r
e ,
r

(1.14)

very far from the scattering center, where ~k is the wave number of the incident beam, ~r is
position. The scattering amplitude, f (θ), is given by
f (θ) =

1 X
(2l + 1)Pl (cos θ)(e2iδl (k) − 1),
2ik l
10

(1.15)

where l is the angular momentum, δl is the phase shift, and Pl are the Legendre polynomials
of order l. In the low energy limit, only s-wave scattering is considered and the wave function
is given by
b ~
Ψ(~r) = eikz + eik·~r ,
r

(1.16)

where b is the scattering length of the nucleus.
For a bulk material, the effective nuclear protential is approximately
Veff (~r) =

2π~2
bj N,
mn

(1.17)

where mn is the neutron mass, bj is the scattering length, and N is the atomic number
density. For many materials, the neutron index of refraction is slightly less than unity which
allows the total external reflection of neutrons from the pseudopotential, Veff , of the surface,
analogous to how light is totally internally reflected in a fiber optic cable. Total external
reflection occurs when the angle of incidence on the surface is below the critical angle θc .
Neutron guides are composed of such materials, one of which is natural nickel.
Consider the scattering of a wave k to k 0 by a crystal [Goldberger and Seitz, 1947], in
the case that the difference between k 2 and k 02 is small then
4πN  h k 2 σs  k 2 σa 2 i
k 2 σa 
k −k =
±
−
+i
,
k
4π
4π
4π
02

2

(1.18)

where σs and σa are the scattering and absorption cross sections, respectively. The magnitude
1

of the scattering amplitude is found by bcoh = (σs /4π) 2 . If σa is zero, then equation 1.18
becomes
k 02 − k 2 = ±N (4πσs )2 = N (4πbcoh )2 ,

(1.19)

with the ± determined from the sign of the coherent scattering amplitude. Since the index
of refraction, n, is defined by the relation
k 0 = kn,
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(1.20)

the index of refraction is determined by,
1

2π~2 N bcoh
N bcoh λ2
N (4πσs ) 2
Veff (~r)
=
=
,
1−n =
=
k2
En
mn En
π
2

(1.21)

with λ being the neutron wavelength determined by
λ=

2π~
1

(2mn En ) 2

.

(1.22)

Then, total external reflection will occur when
sin2 (θ) ≤ sin2 (θcrit ) = 1 − n2 ,

(1.23)

where θ is the angle of incidence for the neutron. The total external reflection occurs when
the neutron kinetic energy perpendicular to the surface is less than the nuclear potential of
the material, or E⊥ < Veff . The kinetic energy perpendicular to the surface is given by
1
2π 2 ~2
2π 2 ~2 sin2 θ
2
E ⊥ = mn v⊥
=
.
=
2
mn λ2⊥
m n λ2

(1.24)

The critical angle, θcrit is the angle for which E⊥ = Veff , and is equal to
θcrit = sin−1

r bN λ2 
π

.

(1.25)

For natural nickel, the critical angle is 1.73 mrad/(Å) and the critical angle for other
materials is specified by the parameter m in multiples of the critical angle for natural nickel.
By taking advantage of Bragg scattering, the performance of a neutron mirror can be
improved to large m factors. Neutrons that satisfy the Bragg condition,
nλ = 2d sin θ,

(1.26)

interfere constructively and reflect from a periodic crystal lattice. Where a single mirror
neutron guide consists of a vacuum with walls composed of a single material coating, nickel
for instance, a neutron mirror can also be constructed of multilayer surfaces such that an
12

artificial crystal lattice is formed. This multilayer surface will reflect neutrons up to the
critical angle for the material, as well as reflecting neutrons that satisfy the Bragg condition.
If the thickness of the layers is varied, the Bragg condition is satisfied for a wide range
of wavelengths and the surface is called a supermirror, which can have m values up to 7,
allowing for higher neutron flux at the guide exit at the cost of increased divergence.
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Chapter 2
Weak Interactions and the Standard
Model
The standard model of particle physics describes the strong, electromagnetic, and weak
interactions. The strong interaction acts on particles with color, quarks and gluons, and
is responsible for the binding force of nuclei. The electromagnetic interaction describes the
interaction of particles with charge and is mediated by photons. The weak interaction is
mediated by the charged W bosons and neutral Z bosons and is responsible for changing
particles of one type into another type. The weak interaction can be separated into purely
leptonic interactions, semi-leptonic interactions, and hadronic interactions.

Unlike the

strong and electromagnetic interactions, the weak interaction violates parity symmetry. In
comparison to decay via the strong interaction with lifetimes on the order of 10−23 seconds
and via the electromagnetic interaction with lifetimes on the order of 10−16 seconds, decays
via the weak interaction are unusually long on the order of 10−8 seconds or more.

14

2.1

Parity

The parity transformation is a coordinate transformation that changes the sign of all
coordinates:



x





−x



 


 


→
 y 
 −y  .
 


z
−z

(2.1)

Parity is commonly explained by an analogy of looking into a mirror, which does not flip
the sign of all three axes but rather flips the sign of the axis normal to the mirror. It turns
out that after flipping all three axes, a rotation by π about one of the axes still preserves the
same properties of the coordinate system. Therefore, it is equivalent to flip only one axis:








−x
x


 


 
 y  →  y ,


 
z
z

(2.2)

which is the same as the mirror analogy.
A tensor is a quantity that can be expressed by a magnitude and multiple directions in
an N -dimensional space. Physical observables are described by their tensor rank and can
be expressed by N R numbers, where R is the rank. A tensor of rank zero is a scalar, for
instance, the speed of a particle which has magnitude and no direction. A tensor of rank
one is a vector, the velocity of the particle, which has a magnitude and a direction. Rank
two is an N xN matrix, and so on. Furthermore, each of these is separated according to how
they behave under coordinate transformations. A quantity that behaves like a scalar(vector)
under a proper rotation but changes sign under parity is called a pseudoscalar(pseudovector).
All axial vectors, like magnetic field, torque, and angular momentum, are pseudovectors.
Similarly, the dot product of a vector, which is even under parity, and a pseUdovector,
which is odd under parity, is also odd under parity and is a psuedoscalar.
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2.2

History of the Weak Interaction

Beta decay is the process by which the quark flavor inside a nucleon changes, ie. an up quark
becomes a down quark. This process happens via the charged-current weak interaction
n → p+ + e− + ν e + 782 keV.

(2.3)

Historically, beta decay was first written as a point interaction involving the 4 fermions in
e
p

n

νe

Figure 2.1: β decay of the free neutron under the point interaction Fermi model.
equation (2.3) with a coupling constant GF (figure 2.1). Fermi [Fermi, 1934][Wilson, 1968]
proposed that the matrix elements for beta decay are given by
M = GF hn|O|pihνe |O|ei.

(2.4)

The operator, O, was taken to be purely vector in nature and written as γµ . This explained
some features of beta decay but not others. The purely vector form of the interaction implied
that beta decay would not violate parity. Later work [Gamow and Teller, 1936][Jackson et al.,
1957] generalized the Fermi Hamiltonian to include scalar, pseudoscalar, tensor, axial vector,
and vector terms, which have coupling constants CS , CP , CT , CA , and CV , respectively, given
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by
Hint =(Ψ̂p Ψn )(CS Ψ̂e Ψν + CS0 Ψ̂e γ5 Ψν )
+ (Ψ̂p γµ Ψn )(CV Ψ̂e γµ Ψν + CV0 Ψ̂e γµ γ5 Ψν )
1
+ Ψ̂p σλµ Ψn (CT Ψ̂e σλµ Ψν + CT0 Ψ̂e σλµ γ5 Ψν )
2
+ (Ψ̂p γµ γ5 Ψn )(CA Ψ̂e γµ γ5 Ψν +

(2.5)

CA0 Ψ̂e γµ Ψν )

+ (Ψ̂p γ5 Ψn )(CP Ψ̂e γ5 Ψν + CP0 Ψ̂e Ψν )
+ Hermitian conjugate.
By the mid-1950s, decays of two different particles with the same mass and charge were
observed to have different parities in the final state. This was referred to as the Θ − τ
problem, in which the following reactions were observed
Θ+ → π + + π 0 .

τ + → π+ + π+ + π−.

(2.6)

Since the parity of each pion is P = −1 and the total parity is multiplicative, the parity of
the Θ+ was taken to be +1 and the parity of the τ + was taken to be −1. Lee and Yang
[Lee and Yang, 1956] argued that the weak interaction may not conserve parity and that the
Θ+ and τ + particles were actually the same particle, which we now call the K+. The first
experiment that showed that parity is violated in the weak interaction was the Wu-Ambler
experiment at the National Bureau of Standards (NBS) [Wu et al., 1957], in which the beta
decay of polarized

60

Co showed asymmetry in the emission direction for electrons. Lee and

Yang also suggested that the successive decays
π + → µ+ + ν,

(2.7)

µ+ → e+ + 2ν,

(2.8)

should result in a spin polarization of the muon and that the positron would have an angular
distribution and serve as an analyzer of the muon polarization, which was confirmed in
another experiment shortly after the

60

Co experiment [Garwin et al., 1957]. Evidence from
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these and more experiments showed that the weak interaction involves only right-handed
antiparticles and left-handed particles.

2.3

Semi-Leptonic Weak Interaction - Neutron Decay

The β decay of the free neutron addresses important questions in particle physics and
astrophysics [Dubbers and Schmidt, 2011][Wietfeldt and Greene, 2011].

The decay is

described by the transformation of a d quark into a u quark with the emission of a virtual
W − boson that decays to an electron and an electron antineutrino (figure 2.2). The β
decay of the neutron is the simplest semi-leptonic decay and its study tests the chargedcurrent sector of the standard model. The neutron lifetime is also important for determining
the relative abundance of helium in the early universe. There are three distinct methods
for measuring the neutron lifetime, τn : the bottle method, the beam method, and direct
measurement of the exponential decay. Each independent method has different systematics
and accurate measurements with each are important to reliably measure τn . The descriptions
below describe the most recent precise in-beam neutron lifetime measurement published in
2005 [Nico et al., 2005]. Improvements will be implemented for this measurement with the
goal of achieving a 1s measurement of the neutron lifetime.
There has been no experimental evidence for scalar, psuedoscalar, or tensor terms in the
weak interaction Hamiltonian. Experimentally, the correct matrix element for beta decay
includes a parity violating axial vector contribution. The beta decay of the neutron is
observed as the mixing of two types of decay depending on the alignment of the spins of
the electron and neutrino: ∆J = 0 (Fermi decay), and ∆J = 0, ±1 (Gamow-Teller decay).
Experimentalists continue to search for violations to the Standard Model, such as a tensor
contribution, for the weak interaction through precise measurements of decay observables.
At the quark level, GV and GA are equal and the matrix element can be written [Dubbers
and Schmidt, 2011]
GF
Mquark = √ hu|γµ (1 − γ5 )|dihνe |γµ (1 − γ5 )|ei.
2
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(2.9)

e
u d u
ν̄e
W−

u d d
Figure 2.2: β decay of the free neutron into a proton and emitting an electron and an
antineutrino.
However, at the nucleon level the coupling strengths of the vector and axial vector
components are different. This is written [Wietfeldt and Greene, 2011] so that the vector
and axial vector coupling constants are explicitly separated
M = hn|γµ (GV − GA γ5 )|pihνe |γµ (1 − γ5 )|ei.

(2.10)

The vector and axial vector coupling constants are written as
GV

= GF Vud CV

(2.11)

GA = GF Vud CA ,
where GF is Fermi’s constant, Vud is the first element in the CKM matrix, CV = 1, and
CA is subject to corrections. Under conserved vector current (CVC) hypothesis, the vector
current is analogous to the electromagnetic vector current and CV is conserved in the same
way that the electric charge is conserved. Experimentally, λ = GA /GV = −1.2701 [Beringer,
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2012]. The neutron lifetime can be expressed as
τn =

2π 3 ~7
,
(G2V + 3G2A )m5e c4 f (1 + RC)

(2.12)

where f is an integral over the Fermi energy spectrum, and (1+RC) corresponds to radiative
corrections [Marciano and Sirlin, 2006].
τn =

4908.7 ± 1.9s
.
|Vud |2 (1 + 3λ2 )

(2.13)

The vector coupling constant CV is best measured in superallowed 0+ → 0+ nuclear beta
decays since these are pure vector decays. The axial coupling constant CA , or the ratio λ, is
best determined from the neutron decay either from the lifetime or a beta decay asymmetry
measurement. Precision measurements of the neutron lifetime are important for obtaining
precise and reliable values for the weak coupling constants GA and GV and by extension Vud
and estimates of unitarity.

2.4

Hadronic Weak Interaction

Hadrons, neutrons and protons for instance, are composed of quarks and are sensitive to
gravity, electromagnetism, the strong interaction, and the weak interaction. The least well
studied of these is the hadronic weak interaction (HWI), in which composite hadrons are
coupled via the weak interaction.
The electroweak theory alone is not sufficient to describe the interaction of hadrons due
to contributions from the strong interaction with the weak contribution suppressed by a
factor of ≈ 10−7 . Furthermore, the range of the W± and Z0 bosons is far too small for direct
interaction between two hadrons and thus between quarks within two hadrons.
The first widely used theory for the HWI is the meson-exchange model proposed by
Desplanques, Donaghue, and Holstein (DDH) [Desplanques et al., 1980] in order to explain
the strangeness-conserving ∆S = 0 HWI. The DDH model interprets the HWI as a strong
vertex with the exchange of a virtual meson, a quark-antiquark pair, and a weak vertex
that couples one of the hadrons to a W± or Z0 that couples to a quark in the other hadron
20

(figure 2.3). The NPDGamma experiment aims to probe the hadronic weak interaction by
investigating the ~n + p → d + γ reaction in which polarized neutrons capture on liquid
parahydrogen.

N

N

W ±, Z 0
π, ρ, ω

N

N

Figure 2.3: Meson exchange model of the hadronic weak interaction, in which two nucleons
are coupled by a meson and a short range W ± or Z 0 boson.

2.4.1

Meson Exchange Model

The strong force describes the binding the the atomic nucleus and is mediated by the
exchange of gluons with a range of approximately 2 fm. The strong interaction becomes
insignificant at greater distances. Therefore, at low energy, the strong interaction is mediated
by the exchange of a virtual meson. The range of the virtual meson is determined from the
uncertainty principle, such that energy conservation requires the virtual particle exists for a
time t =

~
mc2

corresponding to a range of approximately ct. This range is approximately 2 fm

for the lighest mesons, the pions π 0 and π ± with masses of 135 MeV/c2 and 139 MeV/c2
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Table 2.1:pWeak meson couplings as calculated by DDH [Desplanques et al., 1980] in units
of GF Fπ2 /2 (2) ∼ 3.8x10−8 , where GF is Fermi’s constant and Fπ is the pion decay constant.
Constant
h1π
h0ρ
h1ρ
h2ρ
h0ω
h1ω

Reasonable Range
0 → 30
30 → −81
−1 → 0
−20 → −29
15 → −27
−5 → −2

“Best” Value
+12
−30
−0.5
−25
−5
−3

respectively. For low energies with conserved strangeness, the strong interaction is carried
by the lightest mesons (π, ρ, and ω).
The virtual W± and Z0 that mediate the weak interaction are much heavier, with masses
of 80 GeV/c2 and 91 GeV/c2 respectively. This results in the weak interaction having a
range of 2x10−3 fm, significantly smaller than the separation between nucleons. Therefore,
for the weak interaction to participate, a virtual light meson is emitted from one nucleon and
comes close enough to the other nucleon that a virtual W± or Z0 couples the meson to the
nucleon. Compared to the strong interaction, the weak interaction is suppressed by a factor
of the weak coupling constant of approximately 10−6 − 10−7 , however the direct interaction
between two nucleons with the exchange of a W± or Z0 goes as the square of the weak

coupling constant and is therefore not observed. The DDH model expresses observables in
terms of six meson-nucleon coupling constants, h1π , h0ρ , h1ρ , h2ρ , h0ω , h1ω , where the subscripts
are the exchanged meson and the superscripts are the change in isospin. The DDH reasonable
ranges and best values are shown in table 2.1.
There is not exceptional overall agreement between various parity violation experiments
under the DDH model [Haxton, 2008].

A more recent development in the theory

for describing few nucleon systems in the low energy regime is to use effective field
theories [Savage, 2001] in which the pion is integrated out as low energy constants [Schindler
and Springer, 2010].
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2.5

Neutron Decay and Cosmology

The early universe was a very hot soup of particles, and the neutron lifetime is important
in determining the composition of the universe at the time when events of interest stopped
happening. Big-Bang Nucleosynthesis (BBN) is a critically important probe of physics in
the early universe. BBN models predict the primordial abundances of the light elements,
and observations of these abundances plays a role in contraining cosmological models. The
predicted abundances are affected by the neutron lifetime. First, the neutron lifetime is
determined by the weak interaction coupling constant,
τn−1 =

G2F
(1 + 3G2A )m5e λ0 ,
2π 3

(2.14)

where GF is the Fermi coupling constant, GA is the axial-vector coupling constant, me is
the electron mass, and λ0 is the phase space integral. A different neutron lifetime implies
a different weak interaction rate. To a good approximation, weak reactions cease once the
weak interation rate
Γ=

7
π(1 + 3G2A )G2F T 5 ,
60

(2.15)

becomes smaller than the Hubble expansion rate
1
8
H ≈ [ πGργ ] 2 ,
3

(2.16)

where ργ is the energy density of relativisitc particles [Izotov and Thuan, 2010]. During this
time, neutrons and protons are in equilibrium,
p + e− ←→ n + νe .
n + e+ ←→ p + ν̄e .

(2.17)

As long as the interconversion rate is faster than the rate of expansion of the universe at this
time[Olive et al., 2000], the neutron-to-proton ratio is in equilibrium and determined by the
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Maxwell-Boltzmann distribution [Izotov and Thuan, 2010]
mn 3 − mn −mp
Nn
T
=(
)2 e
,
Np
mp

(2.18)

where T is the temperature of the universe in units of MeV. Setting the weak reaction rate
and the expansion rate equal, gives the freezeout temperature Tf ≈ 1 MeV and a freezeout
time when the universe is approximately 1 s old, and the neutron to proton ratio freezes
out at approximately 16 . A longer lifetime implies a smaller GF and therefore a slower weak
reaction rate which results in a higher freezeout temperature and freezeout time.
After freeze out and before nucleosynthesis, the only process that changes the relative
concentrations is neutron beta decay. Neutron decay before nucleosynthesis leads to a
decrease in the number of neutrons available to form helium. Due to the large photonto-baryon ratio at this time, the photodissociation rate of the deuteron is larger than the
production rate until the universe has cooled to about 80 keV. The time for the universe to
cool to 80 keV is on the order of a few hundred seconds and neutron decay is not negligible
on this time scale. The ratio of neutrons to protons at the time when the universe cools
enough to fuse nucleons into light nuclei is approximately 17 , and all of the remaining free
neutrons at this time become bound in light elements (mostly 4 He). The estimated 4 He mass
fraction, YP is given by,
YP ≈

2n
= 0.25.
p(1 + np )

(2.19)

Together, the weak interaction rate and the neutron decay period imply that a longer neutron
lifetime leads to a higher predicted helium abundance.
The “effective number of neutrino species” has become an interesting probe of the early
universe. The standard model predicts an effective number of neutrino species of Neff =
3.046[Mangano et al., 2001], which expresses the expansion rate of the universe in terms
of the number of ideally thermalized neutrinos. The effective number of neutrinos need
not be an integer if there exist non-thermally populated species. Recent observations of the
cosmic microwave background indicate Neff = 3.30±0.27[Ade et al., 2014]. Using the current
Particle Data Group (PDG) value of the neutron lifetime, 880.3s ± 1.1[Olive, 2014], BBN
models predict Neff = 3.56 ± 0.23[Nollett and Steigman, 2014].
24

Uncertainties in the astrophysical observations of the baryon density still dominate the
BBN field. Astrophysical observations can be used to provide a determination of the neutron
lifetime by combining temperature and polarization anisotropies from the Planck satellite
with recent measurements of the primordial helium abundance, with a result of τn = 905.7s±
7.8 [Salvati et al., 2015]. At present, the largest uncertainty for inputs into primordial
nucleosynthesis models is that of the neutron lifetime, providing an impetus to measure it
more precisely.
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Chapter 3
Measurement of the Neutron Lifetime
The free neutron typically decays via the process
n → p+ + e− + ν̄e ,

(3.1)

with 782 keV of energy available for the decay products by comparing the masses of the
neutron, proton, and electron, though there is also a radiative mode in which a γ-ray is also
emitted with a branching ratio of (3.09 ± 0.32) × 10−3 [Cooper et al., 2010]. The recoiling
proton has an endpoint energy of 751 eV. The β-decay of the free neutron follows the usual
exponential decay law:
t

N (t) = N0 e− τn

(3.2)

where N (t) is the number of neutrons at a given time t and τn is the mean lifetime of the
free neutron. Equivalently, the decay law can be expressed in a differential form:
Ṅ (t) =

t
d
d
N (t) = N0 e− τn = −τn−1 N (t).
dt
dt

(3.3)

The fact that the lifetime is long, on the order of 880 s [Olive, 2014], means that multiple
methods of measuring the lifetime are possible. For very long lived isotopes, for instance
238

U with a lifetime of the order of the age of the Earth, the activity of the sample does

not measurably change during the measurement period and thus experimental methods that
access equation 3.3 must be used. Such a rate experiment requires an absolute measurement
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of the quantity of

238

U and an absolute measurement of the rate of decay products. For

short lived isotopes with lifetimes of the order of the measurement period,

137m

Ba with a

lifetime on the order of a few minutes, the activity does change quickly and the decay curve
from equation 3.2 can be mapped out via a relative counting measurement of the decay
products over time which translates directly to the number of remaining particles in the
sample as a function of time. Similarly, the number of remaining particles in the sample
could be directly measured as a function of time. In this way, neutron lifetime measurements
fall into three categories based on the apparatus and detection method: storage bottle, inbeam, and direct exponential decay. The storage bottle experiments store ultracold neutrons
(UCN) and detect the number of remaining neutrons after some storage time. The inbeam measurements use a cold neutron beam and detect either the electron or proton
from decays while simultaneously measuring the neutron fluence. The direct exponential
decay experiments also store UCN but directly measure the decay products such that the
exponential decay curve is directly observed.

3.1

Historical Neutron Lifetime Experiments

After the suggestion that the free neutron should be unstable [Chadwick and Goldhaber,
1935] as a result of being more massive than the proton, experimentalists set out to
measure the decay lifetime. The first nuclear reactor entered operation in 1943. The Snell
measurement [Snell et al., 1950] at the Oak Ridge reactor used a proton-electron coincidence
method in order to overcome very large backgrounds and gave a conservative estimate of the
neutron lifetime between 14 and 43 minutes.
The first proper measurement of the neutron lifetime was performed by Robson [Robson,
1951]. This measurement was performed at the Chalk River reactor using an electronproton coincidence method for measuring the decay rate and a manganese foil to determine
the neutron fluence. The capture cross section of manganese is inversely proportional to the
velocity [Fermi, 1934], the 1/v law, and the probability that a neutron of a given velocity
decays within the decay volume is similarly proprotional to 1/v. This 1/v dependence is
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used to cancel the energy dependence of the decay probability and the neutron capture flux.
The Robson experiment gave a result of 18.5 min with an uncertainty of 18%.
The first precision measurements of the neutron lifetime were performed in the coming
decades, first [Sosnovsky et al., 1959] at 16.8 min ±0.4, followed by [Christensen et al., 1972]
at 15.3 min ± 0.2, and [Bondarenko et al., 1978] at 14.6 min ± 1.3. Only the Sosnovsky
experiment agreed with the previous measurements and each of these three experiments was
in disagreement. This “first lifetime problem” led to new measurements and the development
of new techniques.

3.2

Storage in a Bottle

Ultracold neutrons have kinetic energies on the order of 100 neV, corresponding to velocities
of a few m s−1 . The gravitational potential, mgh, for neutrons at the Earth’s surface is
approximately 100 neV m−1 , allowing UCN to be trapped vertically. Neutrons are reflected
by the wall as a result of the strong interaction with nuclei in the wall such that neutrons
below a material specific threshold energy are always reflected. Materials are typically
characterized by their critical reflection angles or momentum transfers. The Fermi potential
of the bottle walls is of order a few 100 neV, which allows UCN to be confined to a material
bottle since all neutrons are below the critical threshold. The magnetic dipole moment of the
~ potential energy in a
neutron is 60 neV T−1 , so UCN can have a kinetic energy less than µ · B
magnetic field. Since the direction of the magnetic moment depends on the spin orientation
of the neutron, UCN with 100% spin polarization can be trapped indefinitely in a magnetic
field minimum until they beta decay.
The first UCN confinement lifetime experiment used a toroidal magnet to trap spin
polarized UCN [Paul et al., 1989]. Most other UCN confinement experiments have relied on
material bottles with gravitational confinement vertically.
The idea behind this method is rather simple. UCN are created and allowed to enter
a bottle. The bottle is designed so that neutrons are confined to the bottle materially,
gravitationally, or magnetically. After storing the neutrons for a long time, ∆t, the remaining
neutrons are allowed to flow out of the bottle and are counted. The experiment is repeated for
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different storage times, but with the same initial number of neutrons or with normalization
to a loading monitor. Assuming the only neutron loss mechanism is neutron beta decay,
the neutron lifetime can be determined from the relative neutron counts N1 and N2 given
different storage times ∆t1 and ∆t2
τn =

∆t2 − ∆t1
.
log(N1 /N2 )

(3.4)

However, there are always additional neutron loss mechanisms other than β-decay that must
be accounted for, such that the storage lifetime is a combination of many loss mechanisms.
Imperfections in the bottle walls can lead to inelastic scattering and absorption. Because
the temperature of the bottle is much greater than the effective temperature of the UCN,
inelastic scattering will increase the neutron kinetic energy well above the effective potential
of the material walls leading to escape . These and other loss mechanisms replace the τn in
equation 3.4 with a neutron storage lifetime τbottle where
1
τbottle

=

1
1
1
+
+
+ ...
τn τinel τabs

(3.5)

where τinel is loss due to inelastic scattering and τabs is loss due to neutron absorption. Other
loss mechanisms contributing to the storage lifetime in the same fashion as long as the loss
mechanisms have a constant rate, though this is not strictly true.
Material bottles were significantly improved by coating the walls with Fomblin oil.
Fomblin oil is hydrogen free, cryogenically friendly, and has a low vapor pressure. Fomblin
coatings provide a renewable, reflective, and smooth surface for material bottles that would
otherwise have hydrogen contamination or cracked surfaces. The first use of a Fomblin oil
coated material bottle was the MAMBO experiment[Mampe et al., 1989]. In addition to
addressing loss mechanisms, improved UCN production and UCN transport allowed storage
experiments to be competitive with beam experiments.
For the Serebrov measurement[Serebrov et al., 2005], the storage lifetime was within 510 s of the neutron lifetime, but the extrapolation from τbottle to the neutron lifetime for
other bottle experiments is on the order of 100s [Arzumanov et al., 2000][Pichlmaier et al.,
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2010]. The interaction of UCN with the material walls of the bottle is very difficult to address
[Steyerl et al., 2012].
There are ongoing efforts to develop and perform competitive magnetic trapping
experiments [Ezhov et al., 2014; O’Shaughnessy et al., 2009; Salvat et al., 2014]. However,
there are disadvantages associated with the magnetic fields. Half of the UCN produced
at the source are immediately lost because they are in the wrong spin state and are not
trapped. Imperfections in the magnetic field lead to spin flip of the right spin neutrons,
which adds a potential loss mechanism. Neutrons with high kinetic energy may persist in
the storage apparatus in long lived orbits for times on the order of the neutron lifetime and
are considered “marginally trapped neutrons”. Additionally, statistical precision capabilities
continue to increase as UCN sources are improved to provide higher UCN densities.

3.3

Cold Neutron Beam

Cold beam experiments have a long history, though only a few cold beam experiments remain
in development. The beam method measures the neutron decay rate dN/dt = −N/τn and
requires simultaneously counting neutrons and neutron decay products, either protons or
electrons. This also requires accurate knowledge of detector efficiencies as well as the precise
decay volume. The amount of time that a neutron spends in the decay volume is proportional
to 1/v. Likewise, the typical neutron flux monitor will have a detection efficiency proportional
to 1/v, which allows for a clever cancellation. There are three primary challenges that must
be addressed in order to perform a beam measurement to high precision: a) measuring a
relatively low decay rate in the presence of background b) accurate determination of the
decay volume c) the mean number of neutrons within the decay volume. The method of
trapping decay protons was first proposed by Byrne et al. [Byrne et al., 1980][Byrne et al.,
1989]. The most recent precision in-beam lifetime measurement is described in detail later.
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3.4

Current State of the Lifetime
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Storage Average 879.6 +/- 0.8 sec
Beam Average 888.0 +/- 2.1 sec
Storage Experiemnts
Beam Experiments

895

Byrne

τn (seconds)

890

Yue

885
Mampe

Steyerl
Pichlmaier

880

Arzumanov

Serebrov

875

1990

1995

2000

2005

2010

Publication Year

Figure 3.1: Neutron lifetime measurements. The shaded regions indicate beam and bottle
averages with 1σ boundaries extracted from taking a weighted average of each experimental
technique to illustrate the current discrepancy.
In the last decade, a new neutron lifetime problem has arisen due to the disagreement
between two different methods of precision measurements of the neutron lifetime. In 2004,
Serebrov and collaborators [Serebrov et al., 2005] published the result from the Gravitrap
II experiment, which uses a material bottle. The Gravitrap II result is τn = (878.5s) ± .7
which was 7 seconds lower than the PDG value at the time of τn = (885.7 ± .8s). At the
time, the PDG [Nakamura, 2010] approached this measurement with caution, stating that
the Serebrov result was so far from the other results, that it would not be included in the
average but that the present average should be considered suspect.
Since then, more UCN storage experiments have published results or published corrections to previous results that are all in better agreement with the Gravitrap II result. The
PDG adjusted the accepted value of the lifetime in 2011 to τn = (880.1 ± 1.1s) [Beringer,
2012], an adjustment of approximately 5 σ. A reanalysis [Steyerl et al., 2012] of the MAMBO
I result [Mampe et al., 1989] has been published that shifts the 1989 result downward by
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Table 3.1: Recent neutron lifetime measurements contributing to the PDG world average
value [Olive, 2014]. Measurements in the top section are included in the PDG world average,
while measurements in the bottom section have been re-analyzed and replaced in the PDG
world average.
Value (s) (stat.) (sys.)
Author/Year
Technique
887.7 ± 1.2 ± 1.9
[Yue et al., 2013]
In-beam n, trapped p
881.6 ± 0.8 ± 1.9
[Arzumanov et al., 2012]
UCN double bottle
882.5 ± 1.4 ± 1.5
[Steyerl et al., 2012]
UCN material bottle
880.7 ± 1.3 ± 1.2
[Pichlmaier et al., 2010]
UCN material bottle
878.5 ± 0.7 ± 0.3
[Serebrov et al., 2005]
UCN gravitational trap
889.2 ± 3.0 ± 3.8
[Byrne et al., 1989]
Penning trap
882.6 ± 2.7
[Mampe and Bondarenko, 1993]
UCN material bottle
885.4 ± 0.9 ± 0.4
[Arzumanov et al., 2000]
see [Arzumanov et al., 2012]
887.6 ± 3.0
[Mampe et al., 1989]
see [Steyerl et al., 2012]
886.3 ± 1.2 ± 3.2
[Nico et al., 2005]
see [Yue et al., 2013]
approximately 5 s due to a newly developed theory to account for scattering from the material
walls. Similarly, reanalysis [Arzumanov et al., 2012] of the previous [Arzumanov et al., 2000]
measurement produced a downward by approximately 4 s. An improved determination of
the neutron fluence monitor efficiency [Yue et al., 2013] narrows the uncertainty from the
previous most precise neutron beam measurement [Nico et al., 2005] while shifting the result
upward by 1.4 s, which is within error bars.
During this time, the Particle Data Group has decided to average all of the best seven
measurements and to inflate the uncertainty by a scale factor of 1.9, for a PDG world average
of τn = (880.3 ± 1.1s), and again calls on experimenters to resolve the discrepancy[Olive,
2014]. Figure 3.1 depicts the contibuting experiments to the PDG world average neutron
lifetime, also listed in table 3.1. In addition, cosmological data from the Planck satellite and
helium abundance measurements supports a neutron lifetime that is in disagreement with
both the techniques τn = 905.7s ± 7.8 [Salvati et al., 2015].
In recent years, there has been renewed interest in magnetically trapped UCN bottles.
The UCNτ collaboration at Los Alamos National Laboratory has published storage times
approaching the neutron lifetime [Salvat et al., 2014] using a permanent magnet bowl-shaped
Halbach array that is asymmetric in order to address “marginally trapped neutrons”. As
yet unpublished, the Ezhov group claims a neutron lifetime of τn = (878.3 ± 1.9s) with zero
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systematic uncertainty using a magneto-gravitational trap using permanent magnets [Ezhov
et al., 2014].
The trend appears to be towards a lower lifetime, though several of these measurements
are corrections to previous experiments. The bottle experiments are rather similar and
depend on similar systematic effects, namely reliance on Monte Carlo of neutron losses
in the walls of a material bottle. It is important to perform precise measurements using
completely independent methods with different systematic effects in order to address this
discrepancy, and it is difficult to trust this trend towards a lower lifetime from ultra-cold
neutron storage experiments without corroborating in-beam experiments.
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Chapter 4
NIST Beam Lifetime Experiment
4.1

Method and Apparatus

Neutron beam lifetime measurements have a long and developed history. The first neutron
lifetime experiment in which decay protons were collected inside a segmented Penning trap
and transported along a bent magnetic field to the proton detector were performed by the
Byrne group [Byrne et al., 1989, 1990]. The NIST beam lifetime measurement uses the same
technique. The in-beam method requires accurate counting of the neutron fluence as well
as the rate of neutron decays. There are three primary challenges that must be addressed
in order to perform this measurement to high precision: the relatively low decay rate in the
presence of background, accurate determination of the decay volume, and the mean number
of neutrons within the decay volume. The trapping region of length L intercepts the entire
areal cross section of the neutron beam. The neutron beam is characterized by a velocity
dependent fluence rate I(v). The mean number of neutrons in the trap is therefore
Z
Nn = L

Z
da

1
I(v) dv,
v

(4.1)

A

where the beam cross section is A. The proton detection rate is then
Ṅp =

τn−1 p L

Z

Z
da

A
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1
I(v) dv,
v

(4.2)

where p is the proton detection efficiency. After leaving the trapping region the neutron
beam passes through a thin detector with a cold neutron detection efficiency proportional to
1
.
v

The detector is a thin layer of 6 LiF and its efficiency is defined to be 0 for neutrons with

velocity v0 = 2200m s−1 and the velocity dependent efficiency is then

0 v0
.
v

Neutron capture

on 6 Li produces an alpha and a triton
6

Li + n → 4He(2.05 M eV ) + 3t(2.75 M eV ).

(4.3)

The detection rate is given by
Z

Z
da

Ṅα+t = 0 v0

1
I(v) dv.
v

(4.4)

A

The integrals in equations 4.2 and 4.4 are identical given two assumptions: a) the deposit is
thin and absorption is exactly proportional to v1 , b) the neutron beam intensity and velocity
dependence do not change between the trap and the fluence monitor. [Pritychenko and
Mughabghab, 2012] The deviation of the 6Li(n, t) 4He cross section from

1
v

has been shown

to be small with a Westcott g-factor, gw , of 1.001 [Pritychenko and Mughabghab, 2012], and
changes in the beam between the trap and the fluence monitor are of order 0.001%. The
Westcott g-factor is defined as the ratio of the Maxwellian averaged cross section to the
thermal (2200 m/s) cross section
gw =

σMaxwell
.
σ2200

(4.5)

The Maxwellian averaged cross section, σMaxwell , can be expressed as
2 a2
σMaxwell (kT ) = √
π (kT )2

Z

∞

σ(EnL )EnL e−

L
aEn
kT

dEnL ,

(4.6)

0

where a = mnucleus /(mn + mnucleus ), EnL is the laboratory energy of the neutron, and kT is
the usual Boltzmann factor. In terms of measured quantities, the neutron lifetime is given
by
τn =

L Ṅα+t p
.
v0 Ṅp 0
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(4.7)

This method, however, ties the experimental result to the currently accepted value of the
6

Li(n, t) 4He cross section from ENDF.

4.1.1

Neutron Beamline

The most recent in-beam lifetime experiment was performed at the NIST Center for Neutron
Research (NCNR) in 2001-2002.

The NCNR operates a 20MW heavy-water reactor.

Neutrons are moderated by the D2 O reactor coolant to thermal energies. Cold neutrons
are produced by a 20K liquid hydrogen moderator situated near the reactor core. The cold
neutrons have a pseudo-Maxwellian spectrum with an effective temperature of 40K. The
use of cold neutrons increases the time that a neutron spends in the trap and thus increases
the probability that a given neutron decays within the trap. The measurement for the 2005
result took place on NG-6 at the NCNR at the end of a 68m neutron guide coated with

4.1.2

58

Ni.

Proton Trapping and Counting

The cylindrical decay volume is defined by the diameter of the neutron beam and the length
of the electrostatic proton trap (figure 4.1). The proton trap consists of 16 annular electrodes.
The electrostatic trap sits inside a solenoid that provides a 5T magnetic field along the beam
axis. Decay protons are emitted with any energy up to 751eV and are confined to helical
orbits along the beam axis with a cyclotron radius of about 1mm. Decay protons are trapped
along the beam axis by +800 V electrostatic barriers at the upstream and downstream ends
of the trap. The trapping efficiency is unity except for the decay protons created near the
ends of the trap where edge effects become an issue. After a trapping time on the order
of 10ms, the trap door is opened and protons are flushed towards the proton detector and
counted.
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Figure 4.1: Fully assembled segmented proton trap comprised of gold coated fused quartz
electrodes.
An ideal proton trap would have a perfectly uniform axial magnetic field and an
electrostatic trap with a perfectly square well potential that exceeds the maximum proton
energy on both ends. Given these conditions, the neutron lifetime could be measured easily
from measuring all the parameters in equation 4.7. However, one cannot realize a square
well potential and instead the field is positive and less than the maximum value in the end
region near the ends of the trap. Protons created in the middle of the trap are trapped
with unit efficiency, but protons created in the end region are trapped with less than 100%
efficiency. The use of a trap segmented with 16 electrodes allows the length of the trapping
region to be varied in order to probe systematics including the trap end effects. The precise
dimensions of the trap must be known to high accuracy for this method, and the trap is
designed with this in mind. The electrodes are made of fused quartz and coated with a thin
layer of gold. Adjacent electrodes are separated by 3mm fused quartz spacers. The length of
the trap is measured at room temperature using metrology to better than 5µm. The change
in the length of the electrodes due to temperature is at the 0.01% level. The first 3 upstream
electrodes are referred to as the door. There are several electrodes that are grounded during
a trapping cycle, ranging from 3 to 10 electrodes in length. Finally, 3 more electrodes after
the trapping region are held at the same voltage as the door and referred to as the mirror.
During a trapping cycle, the mirror and door confine protons to the trapping region. The
end region shape is the same for all trap lengths, and the length of the trap can be written
as
L = nl + Lend ,
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(4.8)

where n is the number of grounded electrodes, l is the total length of 1 electrode and 1 spacer
( 21.6mm), and Lend is the effective length of the two end regions. The effective end region
length is proportional to the physical length of the end regions and the probability that a
proton created there is trapped. From rearranging equation 4.7, the ratio of the proton to
alpha and triton counting rates is measured as a function of the number of electrodes and
fit to a straight line in order to extract τn .
Ṅp
p
(nl + Lend ).
= τn−1
0 v0
Ṅα+t

(4.9)

Because of the symmetry of the trap, the end region is approximately the same for all trap
lengths. The electrodes are mounted using a stainless steel frame which is rigidly attached
inside the superconducting magnet bore. The bore volume is evacuated to UHV during the
running of the experiment and the mirror, door, and trapping region voltages are controlled
externally by the DAQ.
There are three trap states during a trapping cycle: trapping protons, counting protons,
and clearing the trap. The typical trapping period is 10 ms. It is unlikely that multiple
neutrons will decay per cycle because the neutron fluence rate is small, which reduces dead
time corrections but these corrections are non-zero and are discussed in a later section. The
first trap state is the trapping mode. The door and mirror electrodes are held at 800 V
and the other electrodes are grounded. The door and mirror voltages are high enough to
confine decay protons along the beam and the magnetic field confines protons radially. After
a trapping period of 10 ms, the proton detector is enabled. The door electrodes are then
grounded and the central electrodes are placed in a graduated potential in order to flush
protons from the trap. Protons follow the magnetic field lines toward the proton detector.
The magnetic field lines are bent by approximately 9.5 degrees. The proton detector typically
held at a voltage between 20 and 40 kV in order to accelerate the decay protons through the
dead layer on the surface barrier detector. Counting mode remains active for a time long
enough to detect any protons that may have been in the trap. The trap is then put into
clearing mode and the door reset for the next trapping cycle.
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4.1.3

Superconducting Magnet

Radial confinement and guiding of decay protons toward the proton detector is provided
by a 4.6 T superconducting magnet. The proton trap is placed inside the flat region of the
magnetic field. The magnetic field bends towards the proton detector in order to adiabatically
guide decay protons. The cyclotron radius for a proton with 700 eV of energy perpendicular
to the beam axis is approximately 1 mm. A hall probe was used to measure the magnetic
field in the trapping region of the magnet and compared to the manufacturer (figure 4.2).
Comparison of Field Maps
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Figure 4.2: Comparison of field maps from 2013, 2001, and the original manufacturer
specifications.

4.1.4

Neutron Counting

The neutron monitor is downstream of the magnet and proton trap and the neutron fluence
is determined by measuring the 6 Li(n,t)4 He reaction rate. The detection rate for the α
and triton depends on the neutron fluence rate, the detector solid angle, the deposit areal
density, and the neutron absorption cross section. The detector consists of a 6 LiF deposit
on a silicon wafer surrounded by 4 silicon detectors for detecting the reaction products. The
4 silicon detectors have precision-machined apertures in order to have a well defined solid
angle. They are arranged so that the solid angle is first order insensitive to the position
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of the 6 LiF deposit.

6

Li has a thermal neutron absorption cross section that is large (940

barns) and well known [Chadwick et al., 2006]. The neutron monitor efficiency for thermal
neutrons, 0 , is the ratio of detected reaction products to incident neutrons. It is defined as
2NA σ0
0 =
4πA

ZZ
Ω(x, y)ρ(x, y)φ(x, y) dx dy,

(4.10)

where NA is the Avogadro constant, σ0 is the absorption cross section at v0 = 2200m s−1 , A
is the atomic weight of 6 Li, Ω(x, y) is the detector solid angle, ρ(x, y) is the areal density of
6

Li in the deposit, and φ(x, y) is the areal distribution of the neutron beam on the target.

The neutron detector solid angle has been measured in two independent ways: contacting
metrology and calibration with a

239

Pu α source of known activity. Contacting metrology

measures precisely the diameter of the apertures and the distance from each aperture center
to the center of the target. The

239

Pu α source calibration measures the α counting rate

in the detectors with the source mounted in the target position. These two results agree to
better than 0.1%. There are corrections for the neutron monitor efficiency, such as absorption
in lithium and silicon and scattering in silicon. The uncertainty due to neutron counting
was 2.7 s and was the dominant uncertainty in the 2005 measurement.

4.2
4.2.1

Data Analysis
Determination of Ṅα+t

There are 4 silicon detectors for detecting alphas and tritons, with each detector producing
4 single channel analyzer (SCA) windows that are counted in electronics. Window (a)
corresponds to alphas, tritons, and high energy events and window (d) to high energy events
only. The total number of alpha and triton events is recorded by summing the signals in all
4 detectors in window (a) and subtracting the signals in window (d). The particle rate is
then given by
Ṅα+t =

Ntot
,
ttrap Nopen
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(4.11)

where Nopen is the number of trap openings and ttrap is the trap time. The neutron counting
statistics are 0.01% or about 0.1s.

4.2.2

Determination of Ṅp

The trapped proton rate is obtained by subtracting the beam-off proton rate from the beamon proton rate for a given trap length. There are four timing regions shown in figure 4.3:
while the trap is closed (I), the trap is opened and trapped protons arrive (II), trap remains
open (III), and the trap is being flushed (not labeled). Region II contains the proton peak
while regions I and III are background. Region III contains some protons that decay in-flight
and the background here is higher than in region I. The beam-off rate is measured following
each series of runs.

Figure 4.3: Example of TDC Spectrum[Dewey et al., 2003][Nico et al., 2005]
The beam-on proton rate is determined from the timing spectrum from the time-to-digital
converter (TDC). This must be corrected for instances when more than one proton arrives at
the TDC since the TDC cannot accept more than one event per trapping cycle. The proton
rate has to be corrected for missed protons in the case of multiples [Nico et al., 2005]. The
experimentally determined time spectrum from the TDC, Niexp , is corrected for TDC dead
time by using

Niexp

Ni =
1−

P

exp
i
j =1 −1Nj

,

(4.12)

Nopen

where i and j are time bin numbers. The background is determined in two stages, first,
regions I and III are assumed to be equal and are averaged together. The average background
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is subtracted from region two and the remaining sum in region two is divided by the live
time to give an estimate of the trapped proton rate rpone . Neutrons may also decay in-flight,
which may result in a proton that was not trapped but is detected. The number of in-flight
decays per channel is Nin-flight = rpone Nopen tpc , where tpc is the time bin width. Nin-flight is
subtracted from each bin in region III, and then subtracted again from region II to yield rptwo .
This rate must also be adjusted because the trap is not trapping for the duration it is open
(∆t ≈ 100 µs). The number of missed protons, Nmissed , is given by ∆trpone Nopen − Nin-flight C,
where C is the number of time bins in region II and Nin-flight C have already been accounted
for above. The final proton rate is then
Ṅp = rptwo +

Nmissed
,
ttrap Nopen

(4.13)

where ttrap is the trapping time. In the new measurement, the proton signal waveform will
be digitized and multiple proton events can be counted directly which provides a separate
check on the analysis using the simpler analog system.

4.3
4.3.1

Error Analysis
Neutron Detector Losses

The 2200 m s−1 equivalent fluence rate is given by
Z
Ṅn =

Z
da

I(v)

v0
φ(x, y) dv,
v

(4.14)

A

and to first order, the observed α and triton rate is
Ṅα+t = 2

Ω(0, 0) NA ρ̄σ0
Ṅn ,
4π
A

(4.15)

where φ(x, y) is the areal neutron beam distribution, A is the atomic weight of 6 Li, ρ̄ is the
average areal density of 6 Li in the deposit, σ0 is the 6 Li absorption cross section at 2200
m s−1 , and Ω(0, 0)/4π is the fractional solid angle subtended at the center of the 6 Li deposit
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Table 4.1: Table of systematic corrections and uncertainties for the 2005 measured lifetime
Source of correction
Correction (s)
6
LiF deposit areal density
6
LiF cross section
Neutron detector solid angle
Absorption of neutrons by 6 Li
+5.2
Neutron beam profile and detector solid angle
+1.3
6
Neutron beam profile and Li deposit shape
-1.7
Neutron beam halo
-1.0
Absorption of neutrons by Si substrate
+1.2
Scattering of neutrons by Si substrate
-0.2
Trap nonlinearity
-5.3
Proton backscatter calculation
Neutron counting dead time
+0.1
Proton counting statistics
Neutron counting statistics
Total
-0.4

Uncertainty (s)
2.2
1.2
1.0
0.8
0.1
0.1
1.0
0.1
0.5
0.8
0.4
0.1
1.2
0.1
3.4

by the detector. More accurately, Ω(0, 0) and ρ̄ must be replaced by Ω(x, y) and ρ(x, y) and
neutron attenuation must be taken into account inside the integral. These are decomposed
into three additive corrections to the lifetime shown in table 4.1. Before neutrons reach the
6

Li deposit, they pass through two perfect crystal silicon wafers. There will be absorption

and scattering in these wafers which is also accounted for as additive corrections to the
lifetime in table 4.1. The neutron beam has a halo defined as the region outside the area
defined by collimation and gives another correction to the lifetime.

4.3.2

Trap Corrections

If the proton trap and magnetic field were perfectly uniform, the end effects Lend for each
electrode would be the same and equation 4.8 would be a straight line, but reality is nonlinear.
A proton created in the end regions where the potential is elevated is trapped with less than
unit efficiency. The trap is designed so that Lend is approximately equal for all trap lengths,
but there are three effects that are involved. A Monte Carlo simulation was used to estimate
the magnitude of these effects.
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The magnetic field inside the trap is nonuniform, which causes the kinetic energy of the
protons to change slowly along the trap. The variation is small enough that all protons
created in the grounded region are trapped. However, the magnetic field in the end region
for the mirror changes with the trap length.
The neutron beam diverges slightly through the length of the trap, meaning the radial
distribution of proton creation locations changes with trap length. Since the electrostatic
potential has a slight radial dependence, the trapping probability changes as a function of
the trap length.
Each electrode has a nominal length of 18.6 mm and an inner radius of 13 mm. Slight
deviations from these lengths manifest as small changes in Lend for each trap length.

4.3.3

Proton Detector Losses

The efficiency of the proton detection is less than unity for several well-known effects. Some
protons lose all of their energy in the dead layer of the detector and never reach the active
layer. There is a discriminator threshold on the detector signal due to noise. Some protons
do not deposit their full energy in the detector and fall below the discriminator threshold.
Some protons also Rutherford scatter from the detector and are not detected, or are possibly
return to strike the detector again.
Determination of the proton detector efficiency is difficult because it requires extrapolation to zero backscattering. The neutron lifetime must be measured at different calculated
backscattering functions. In order to change the backscattering function, the accelerating
voltage and the detector dead layer thickness and composition are all varied. The calculated
backscattering function comes from a Monte Carlo simulation using SRIM, a charged
particle code. The backscatter fraction is then varied by changing the thickness of the
gold layer on the detector and the accelerating voltage. The measured neutron lifetime
at each backscattering function is then fit to a linear function and extrapolated to zero
backscattering.

44

4.4

Alpha-Gamma Device

An absolute counter for thermal and cold neutron beams was designed and built at NIST
by Gilliam, Greene, and Lamaze in 1989 [Gilliam et al., 1989]. The purpose of this device
is to precisely and accurately calibrate a target foil for use in the neutron monitor for the
lifetime measurement. The method is based on counting the prompt gamma rays from
neutron capture on boron-10 and is used to calibrate the neutron monitor without reference
to the cross section, the areal density of the 6 Li deposit, or the solid angle. The system can
be calibrated without reference to the
neutron captures on

10

10

B sample mass or the

10

B cross section. When a

B, an alpha particle and an excited 7 Li nucleus are produced
n + 10B → 7Li∗ + α + 2.789MeV.

(4.16)

The excited 7 Li emits a 477.6 keV gamma ray with a well-known branching ratio of 0.9372
[Deruytter and Pelfer, 1967][Stelts et al., 1979]. The 7 Li nucleus is emitted with a speed
of 0.016c. The excited state lifetime as well as the stopping time in the material are both
approximately 0.1 fs, such that the photon can be emitted when the 7 Li nucleus β can be
anything between 0 and 0.016.

Figure 4.4: Schematic of original alpha-gamma device.
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A schematic of the α − γ device is shown in figure 4.4, and incorporates two high purity
germanium gamma ray detectors (HPGe) and two alpha detectors (PIPS, only one depicted).
The gamma counters are positioned on opposite sides of the beam so that the sum of the
coincidence counts for either of the two alpha detectors is first order insensitive to β, the
speed of the excited 7 Li∗ nucleus. The gamma ray is isotropic in the center of mass system,
but is perturbed in the laboratory frame
Φlab =

1 − β2
,
4π(1 + β cos θαγ )2

(4.17)

where Φlab is the distribution of coincident α and γ counts. When the alpha counter is located
at θαγ = π/2 and the sum of the two gamma detectors is used, issues due to the angular
correlation and anisotropy due to β are nearly eliminated [Gilliam et al., 1989]. The

10

B

target is held rigidly in the center of the apparatus with a position reproducibility < 10 µm,
which is small relative to the size of the separation between the target and detectors (10 cm).
The second alpha counter only has second order sensitivity in the beam centering.

4.4.1

Alpha-Gamma Calibration Technique

The alpha counting is calibrated against a
to 0.02%[Denecke et al., 1999]. The
to the thin

10

239

239

Pu alpha source that has an activity known

Pu deposit was prepared on a silicon wafer identical

B target. The deposit is placed inside a low solid angle counting stack with a

solid angle that is known to better than 0.01% [Gilliam and Yue, 2014]. The disintegration
rate of the source is then measured
Rα,Pu =

rα,stack
,
Ωstack

(4.18)

where Rα,Pu is the activity of the source, rα,stack is the measured α rate, and Ωstack is the
solid angle of the stack.
The

239

Pu source is then mounted inside the Alpha-Gamma device and the α rate is

measured, rα,Pu . The efficiency of the detector is given by the ratio of this measured rate to
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the known rate from the stack
α =
A thin

rα,Pu
.
Rα,Pu

(4.19)

10

239

B foil is then mounted in the Alpha-Gamma device in place of the and

Pu

source and a monochromatic neutron beam is incident on the thin foil. The observed alpha
rate along with the measured efficiency determine the neutron absorption rate, rn,thin ,
rn,thin =

rα
Rα,Pu
= rα
,
α
rα,Pu

assuming that the efficiency for the alpha detector for 5 MeV alphas from
as for 2 MeV alphas from

(4.20)
239

Pu is the same

10

B. This would enter as corrections to the efficiency and has to

be modeled. The observed gamma rate is given by
rγ,thin = γ bγ rn,thin ,

(4.21)

from which the γ detector efficiency can be determined
γ =
Finally, the thin

rγ,thin rα,P u
.
bγ rα Rα,Pu

10

B target is replaced with a thick

(4.22)
10

B that absorbs the entire neutron

beam. The observed gamma rate along with the measured gamma efficiency determines the
total incident neutron rate
rγ,thick = γ bγ Rn .

(4.23)

The 1/v fluence monitor using a 6 Li foil is operated upstream of the alpha-gamma device
simultaneous to the measurement of the total neutron fluence with the alpha-gamma device
in order to determine the efficiency of the fluence monitor. Since the absorption in the

10

B

is 1/v (Westcott gw = 1.001 [Pritychenko and Mughabghab, 2012]), the factor of λ0 /λmono
is required. The efficiency of the α + t fluence monitor is given by
0 =

rα,t rγ,thin rα,P u λ0
.
rγ,thick rα,thin Rα,P u λmono
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(4.24)

The efficiency of the α+t fluence monitor, along with a correction for wavelength dependence,
allows for the determination of the neutron fluence of the white neutron beam for the neutron
lifetime measurement without depending on the lithium cross section. This technique has
been used to directly measure 0 to an uncertainty of 0.06%[Yue, 2011], a factor of 5 better
than the lithium foil method alone. This corresponds to an uncertainty of approximately
0.5s for the lifetime measurement, and has been used in an improved determination for the
neutron lifetime [Yue et al., 2013].

4.5

Proton Counting and Detector

The majority of the 2005 data was taken in the 10 electrode configuration for statistics
reasons. It was later found through Monte Carlo simulations that the magnetic field gradient
was too large for the 10 electrode configuration and this produced a large correction (5s) to
the lifetime [Dewey et al., 2009]. The new experiment will not exceed 9 electrodes in length.
An experiment measuring the radiative decay branching ratio of the neutron used much
of the same apparatus as the in-beam lifetime. The surface barrier detector used to detect
protons for that experiment had double the surface area of those used in the previous inbeam lifetime experiment. The new measurement will also use larger proton detectors and
thus reduce the sensitivity to the alignment of the beam and the beam halo [Dewey et al.,
2009].
There was an observed instability issue with the proton trap and detector. The apparatus
has a strong magnetic field on the order of 5T, an electric field at the trap of 800V that is
moderated at time scales on the order of milliseconds for trap cycles, and an accelerating
potential of 30kV at the proton detector. During operation of the experiment, there were
sparking or discharge incidents that damaged or degraded the silicon proton detectors.
The result was that the leakage current in the detector increased and made decay protons
difficult or impossible to detect. This issue will be investigated prior to performing the new
measurement by assembling the entire apparatus and operating it without a neutron beam.
The natural extension of the neutron transport model is to use those results as input into
a proton tracking model. This model needs to take into account the magnetic and electric
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fields in the trap to model the trapping efficiency of the proton trap. The model will also be
used to give estimates of the possible beam halo effects at the proton detector location and
estimates of the alignment precision required when assembling the apparatus.

4.6

Summary

The goal uncertainty for the new measurement is to reach the 1s level by improving aspects
of the previous measurement. Work has begun on a new measurement of the neutron lifetime
at NIST using the in-beam technique. The magnet has been cooled down and ramped up
near the operating current of 100A and magnetic field of 5T. The data acquisition system
code has been written and tested. The Alpha-Gamma apparatus for absolute calibration
of the neutron flux apparatus has eliminated the dependence on the neutron cross section
and eliminated the most significant uncertainty from the previous measurement. The trap
instability problem with the previous measurement will be investigated before installation
of the experiment on the beam line. Monte Carlo simulations are currently being used to
model the neutron beamline with the goal of producing a collimation scheme for the new
experiment. The results will then be used to model the distribution of decay protons in the
trap, the trapping efficiency, and the tracking of protons to the proton detector. Table 4.2
shows the projected uncertainty budget along with the 2005 uncertainty budget.
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Table 4.2: Projected error budget for the new measurement relative to a nominal value of
880 s
Source of correction

Old Uncertainty (s)

New Uncertainty (s)

Notes

Neutron flux monitor efficiency

2.7

0.5

Alpha-Gamma

Absorption of neutrons by 6 Li

0.8

0.8

Thinner 6 Li foil

Neutron beam profile and detector solid angle

0.1

0.1

6

Neutron beam profile and Li deposit shape

0.1

0.1

Neutron beam halo

1.0

0.1

Absorption of neutrons by Si substrate

0.1

0.1

Larger p-detector, modeling

Scattering of neutrons by Si substrate

0.5

0.5

New measurement

Trap nonlinearity

0.8

0.1

9 electrodes

Proton backscatter calculation

0.4

0.4

Neutron counting dead time

0.1

0.1

Proton counting statistics

1.2

0.5

Neutron counting statistics

0.1

0.1

Total

3.4

∼1
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Longer acquisition, higher n-rate

Chapter 5
Current Status of the Beam Lifetime
Experiment
5.1

Beamline

The design and optimization of the neutron beamline is currently being investigated for the
collimation design, with the experiment planned to operate on NG-C in the new NCNR guide
hall. The neutron beam halo was a 1s correction to the lifetime for the 2005 result. Protons
that reach the proton detector outside the active detector region cause the measured neutron
lifetime to be too high and these protons correspond to those produced in the halo region of
the neutron beam. The beam halo was measured using a neutron imaging technique using
dysprosium. A dysprosium foil is placed in the beam and irradiated for 100s, which turns
164

Dy to

165

Dy, which beta decays. An imaging film is then placed over the dysprosium foil

and the betas from

165

Dy causes ionization in the film that can be then read out with a laser

probe beam. Less than 0.1% of the neutron beam lies in the halo from these beam images.
The image resolution is 100µm per pixel.
Current efforts to understand this beam halo are underway, as well as optimization of
the beamline design for a new run of the lifetime experiment. This work is being done in
McStas[Lefmann and Nielsen, 1999; Willendrup et al., 2004], a neutron ray-tracing Monte
Carlo code. Dysprosium images, from a radiative decay experiment that used much of the
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same apparatus as the lifetime, have been compared to Monte Carlo results in order to
determine the possible cause of this beam halo.
For the beam collimation design effort, a neutron guide component with a circular cross
section had to be written because McStas does not have one. Possible causes for the halo
that are being implemented in McStas are surface roughness inside the guide tube, diffuse
scattering in the guide tube, and diffuse scattering from collimators. Another possible
cause of the beam halo is the method by which images are made and analyzed. The betas
from

165

Dy decay are approximately 1.2MeV and are emitted isotropically, so the range of

electrons in the image plate phosphor layer may cause significant bleeding between pixels.
The collimation design as well as the measurement of the beam halo deal in principle with
an potential miscounting of protons and this effect must be kept below the 1 s level for the
lifetime experiment.

5.2

Beam Halo and Dysprosium Image Method

The neutron beam is imaged using a method to transfer a neutron image to data that lowly
humans can interpret. First, a dysprosium foil is mounted in the neutron beam and the
beam is turned on. Natural dysprosium is 2.3% 160 Dy, 19% 161 Dy, 25.5% 162 Dy, 24.9% 163 Dy,
28.1%

165

Dy, and trace amounts

156

Dy and

158

Dy. Natural dysprosium has a capture cross

section of 994 barns and a scattering cross section of 90 barns, and the most absorbent
isotopes are

161

Dy and

164

Dy at 600 and 2840 barns respectively. The ground state of

has a half life of 2.334 hours and decays by beta emission to

165

165

Dy

Ho with an end point energy

of approximately 1.2 MeV, there is also a shorter, 1.25 minute decay from
the ground state (b = 0.9776) or by beta emission to

165

165m

Dy to either

Ho (b = 0.0224). Typical exposure

times for the foil in the beam are from 1 minute up to 10 minutes, in order to sufficiently
activate dysprosium for transferring to the image plate without being a radiation hazard.
The typical dysprosium foil used for this is 25 microns thick.
The activated dysprosium is then mounted inside a cassette along with an image plate and
the image plate is exposed to the foil for a few minutes. Betas from the decay of 165 Dy ionize
the active phosphor layer of the image plate, storing the image for later reading by the image
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reader via photo-stimulated luminescence (PSL). The typical composition of the images
plates is a protective plastic layer (≈11µm), the phosphor layer (≈140µm), and a support
layer (≈300µm), all measurements are for a BAS-III image plate via reference [Taniguchi
et al., 1998].
There are artifacts that show up in the resulting PSL data from the image reader. For
instance, there is the “galaxy effect”, where an image is smeared out along the direction in
which the plate is read (figure 5.4). This smearing is purely an artifact of the reader and is
not associated with the dysprosium at all. There can also be some blurring of the image due
to the isotropic betas from

165

Dy if there is a large enough separation between the foil and

the phosphor layer of the image plate. In order to properly measure the beam halo, artifacts
related to the image reading process have to be separated from any physical neutron beam
halo.

5.2.1

Modeling

Early modeling in McStas with partially absorbing collimators, collimators that scatter part
of the beam, and a guide tube with a rough surface does not produce a halo in the beam.
Anything upstream of the final beam element cannot produce anything outside the line of
sight that one would draw for an “ideal” system.
The next step in the model is to assume that there is no beam halo and then use MCNPX
to model the response of the dysprosium to neutrons and subsequently the response of the
phosphor layer to betas. The neutron profile as a function of depth in the dysprosium
was assumed to be constant and the intensity was scaled by an exponential decay due to
absorption bypassing an MCNPX calculation step to determine this depth function. The
resulting function was used to create a 3-dimensional beta emission source inside a slab of
dysprosium and placed above a model of the image plate with the layer thicknesses shown
above. The electron energy spectrum is shown in figure 5.1.
The response of an image plate to various particles and energies was found to be
proportional to the stopping power of the image plate material [Taniguchi et al., 1998; Tanaka
et al., 2005], which implies that an MCNPX model of the energy deposition in the phospher
layer should provide a good approximation of the resulting PSL image of the configuration.
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Figure 5.1: Dysprosium beta decay energy spectrum.
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Figure 5.2: Dysprosium beta energy deposition in an image plate as a function of radius
from center.
This electron source was then used to model the response of the image plate to betas as
a function of the separation between the dysprosium and the image plate and the thickness
of the dysprosium foil. The result is shown in figure 5.2. The McStas profile is shown in
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yellow and has a hard cut off and no halo. The cyan is the result of an actual image taken in
March, 2009, with the background subtracted by eye. The red triangles show a 500 micron
thick piece of dysprosium in contact with the image plate, and there is not much of a halo
produced. If the betas produce the halo, it instead must be via a separation between the
image plate and the dysprosium rather than a thick piece of dysprosium in contact with the
plate. The other points show a 25 micron thick piece of dysprosium at various heights above
the image plate. The agreement is quite good for a separation of approximately 100 microns.
Other blurring effects may occur, such as backscattering from the backing layer within the
image plate, and the separation serves as a proxy for these effects.

5.2.2

Results from Cadmium Masks

Data were taken as part of the previous lifetime measurement with cadmium masks placed in
front of the dysprosium in order to produce a hard edge in the dysprosium activation and to
investigate the artifacts produced by the dysprosium method and the reader. Unfortunately,
much of the documentation that was associated with this exercise is not in any of logbooks.
The results from two of these images on both linear and log scales is shown in figure 5.3 and
5.4. Each image in these two figures has axes of pixels and the color axis is the converted
value of the intensity. Each pixel is 100 microns square.
The image Cd2Dy10min was made by exposing the image plate to the dysprosium shortly
after having been in the beam and the image S004Cd10 had a waiting period of 24 hours
between exposing the dysprosium to exposing the image plate. Cd2Dy10min is extremely
blurred on the log scale and shows significant galaxy effects in the up-down direction as well
as an asymmetry left-right for the rectangle. However, S004Cd10 has no blurring to speak
of and very little galaxy effect in the up-down direction if one zooms in. S004Cd10 appears
to have a hard cut off at the edge of these shapes, while Cd2Dy10min does not.
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Figure 5.3: Cadmium mask results: top two taken 24 hours after exposure to the beam in
linear (left) and logarithmic (right) scales; bottom two taken shortly after exposure to the
beam in linear (left) and logarithmic (right) scales.

Figure 5.4: Cadmium mask results zoomed in on top right circle (bottom left circle) for
S004Cd10.img (Cd2Dy10min.img) from figure 5.3.
Recent tests have been performed with new cadmium masks in both circular and straight
edge shapes. Dysprosium was exposed to the neutron beam with a straight edge mask in
place in front of the dysprosium. The image plates were then exposed to the dysprosium
56

for 15 minutes twice, rotating the dysprosium by 90 degrees each time in order to test the
galaxy effect. The result is a dramatic difference between the parallel and perpendicular
directions visually, figures 5.5 and 5.6, and there is approximately a 4 mm galaxy effect
when comparing slices through the two images 5.7. A circular mask was also imaged with
the dysprosium method and using a gadolinium oxide (gadox) neutron camera (fig. 5.8) and
it clearly shows that there is a significant signal outside the 5 mm cutoff radius of the mask
in the dysprosium image that is not present in the gadox image.
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Figure 5.5: Cadmium mask with a straight edge read by image reader with edge parallel
to reading direction.
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Figure 5.6: Cadmium mask with a straight edge read by image reader with edge
perpendicular to reading direction.
57

10

Parallel to Scan
Perp. to Scan

Intensity

1

0.1

0.01

0.001

0.0001
200

210

220

230

240

Pixel (200um per pixel)

250

260

Figure 5.7: Comparison of the image profiles for slices through the straight edge images
in figures 5.6 and 5.5, where error bars are from averaging over multiple pixel slices through
each image.

Figure 5.8: Comparison between a 5mm radius cadmium mask imaged with the dysprosium
image method and taken with a Gadox camera.
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5.2.3

Conclusion

The lack of blooming for the images in figure 5.4 suggests that there must not be a separation
between the image plate and the dysprosium during the exposure process. The effect due to
betas would be present as long as there is a separation, regardless of how long the dysprosium
has been decaying. So, the betas are likely not the culprit. The long waiting period nearly
eliminates the galaxy effect, which indicates that the blurring effect is dependent upon the
intensity of the image. In the previous lifetime experiment, this method of varying the
intensity (by waiting or by short exposures) was used in order to extrapolate the halo.
While the previous results using cadmium masks are potentially very illuminating, the
documentation for these cadmium images seems to be missing. The more recent images
taken in 2014 on NG-6m were rather illuminating and, when combined with the gadox
camera measurement, strongly suggest that the beam halo is an artifact of the dysprosium
image method.
There is a path forward for handling the determination of the beam halo. The beam
halo represents an estimation of the neutron beam that projects onto a non-active region of
a 300 mm2 proton detector. This is not the case if a larger 600 mm2 proton detector, since a
detector of this size is larger in diameter than the inner bore of the trap electrodes and these
larger area detectors will be used as part of the neutron lifetime experiment. Furthermore,
spare collimators will be manufactured in order to run with a smaller neutron beam.
The collimation system design effort can proceed with beam simulations using 300 mm2
as the defining beam size without having to worry about lost protons as a result of the
neutron halo assuming that the apparatus is aligned properly. With this assumption, 9 mm
will be the defining beam radius at the exit of the trap, which was taken to be 1 m from
the end of the last beam element. The beam halo issue will also be addressed by performing
measurements on the beamline with varying beam sizes as well as a larger proton detector
size. Since the beam halo is a proton loss mechanism, if these measurements agree they will
give confidence that protons are not being lost due to a beam halo.
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5.3

Collimation System Design

McStas is used for simulations for the design and optimization of the collimation system
for the new beam lifetime measurement in order to maximize the proton count rate given
the physical constraints of the experiment footprint and beam size. Five different designs
have been simulated, a system with a circular quartz guide tube only, a system with 2
collimators only, and a system with 2 collimators defining the beam geometrically followed
by a circular quartz guide tube with three different guide tube penetration distances into the
bore. The collimation system for the previous measurement was also simulated. The beam
defining elements involved are a collimator at the exit of the guide (C1 ), a collimator several
meters downstream (C2 ), a fused quartz guide tube approximately 1 m long immediately
following C2 (or the full length of the neutron flight). The beam must then be smaller than
the trap (R=13 mm), the neutron monitor deposit (R=19 mm), and the proton detector
(R=9.77 mm). For all simulations, the size of the neutron beam at the exit of the trap was
restricted to 9 mm, and the position of the end of the trap was taken to be 1 m from the
last beam component.

5.3.1

Implementation in McStas

McStas has a library of components for use in instrument models, including guides. There
are a number of types of guides implemented already, but none of them have a circular cross
section. The source code for the simplest rectangular guide was modified in order to create
a guide component with a circular cross section.
McStas traces each particle history through the components in the model by calculating
intersection times between the particle and the component and propagating to that time.
For each scatter, the intersection between the line
~r = r~0 + ~v t,

(5.1)

dR2 = |~r|2 ,

(5.2)

and the circle
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has to be calculated, while neglecting the ẑ coordinate (along the beam) and velocity since
the cylinder is not tapered. This simplifies to a quadratic equation in time
t2 (vx2 + vy2 ) + t(2vx x0 + 2vy y0 ) − r2 + x20 + y02 = 0.

(5.3)

However, there can be a catastrophic cancellation when using the quadratic formula in a
computer. So, the intersection times are calculated as follows for a general quadratic of the
form ax2 + bx + c = 0:

√
−b − sgn(b) b2 − 4ac
x1 =
,
2a

(5.4)

2c
√
,
−b − sgn(b) b2 − 4ac

(5.5)

x2 =

where sgn(b) is the sign of the b term. Since rounding error can result in either 2 positive
roots, a positive and a zero root, or a positive and a negative root, the greatest of the
two roots is taken to be the next intersection of the cylinder. If the intersection point is
beyond the end of the guide, the loop is broken and the particle leaves the guide, otherwise
the particle is propagated to its new intersection point. The normal to the surface at the
intersection point is simply ~n = (−x, −y, 0). The outgoing vector is then given by
v~f = v~i −

(~n · v~i )
~n,
|~n|2

(5.6)

and the momentum transfer is
|~n · ~v |
q = Kp
.
|~n|2

(5.7)

The momentum transfer is then sent to a function built into McStas which returns either
a given value (0.99 for this case if q is less than the critical momentum transfer Qc , or a
number that quickly dies off above Qc ). This value is then used to adjust the particle weight
at each bounce.
Natural nickel has a scattering length of 10.3 fm and a density of 8.9 g/cm3 , which results
in an effective potential of
Veff =

2π~2 N b
≈ 250 neV,
mn
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(5.8)

and a critical angle of
r
θc = λ

Nb
−1
−1
≈ 1.74 mrad Å ≈ 0.1◦ Å .
π

(5.9)

Quartz (SiO2 ) has a scattering length of 15.713 fm (4.107 for Si and 5.803 for O), and a
density of approximately 2.2 g/cm3 . The resulting effective potential is
Veff =

2π~2 N b
≈ 90 neV,
mn

(5.10)

and a critical angle of
r
θc = λ

Nb
−1
−1
≈ 1.05 mrad Å ≈ 0.06◦ Å .
π

(5.11)

Therefore, the quartz guide tube component used in McStas will use m=0.6, with m = 1
corresponding to nickel. Internal to McStas, this corresponds to m=1.0 with a critical
momentum transfer of 0.6 times that of nickel.
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Figure 5.9: Transmission ratio as a function of wavelength in Å for the long wavelength
filter.
A filter is in place in the simulation that adjusts the neutron intensity at the exit of the
NG-C guide corresponding to the long wavelength filter. The functional form of this was
roughly mapped out from the paper[Høghøj et al., 2000]. Images of the beam cross section
are taken at the entrance of the trap (0.6 m from the last component), the exit of the trap
(0.35 m from the entrance), and at the neutron monitor position (0.83 m from the exit of the
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trap). These monitors take the neutron flux integrated over the area (neutrons per second)
and scale it by the neutron velocity such that the output has units of neutrons per meter.

5.3.2

A - Quartz Guide Tube

The circular quartz tube has the advantage that it will provide a much higher flux beam to
the experiment compared to a simple two collimator system. However, using a circular tube
alone allows for the propagation of Garland reflected neutrons through the tube (Fig. 5.10),
which skim the internal surface of the guide and emerge as highly divergent neutrons
(Fig. 5.11). The m = 0.6 guide will also propagate neutrons that are likely too divergent for
the constraints of the lifetime experiment, since the neutron beam emitted from the end of
a quartz tube will expand in radius by 6 mm per meter of flight and the major constraining
component in our experiment is the radius of the proton detector.
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Figure 5.10: Garland reflections inside a 5 m long, 1.27 cm radius m=0.6 circular guide
tube, which shows that neutrons can skim the surface inside a circular tube resulting in a
highly divergent beam at the end of the tube.
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Guide Only Beam Profiles
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Figure 5.11: Beam profiles at the trap exit for a 5 m pyrex tube as a function of tube
radius (legend).

5.3.3

B - Two Collimators Only

The two collimator configuration has the advantage that the size of the beam is geometrically
defined, but there is a significant loss in flux compared to the guide tube only configuration.
In this configuration, the size of the first collimator, C1 , the position of the second collimator,
C2 , and the limiting beam size (9 mm, 1 m from C2 ) are used to determine the size of C2 .
These parameters are then varied in order to maximize the most relevant quantity to the
lifetime experiment, the average number of neutrons in the trap. The right vertical axis
(Fig. 5.12) also shows the expected number of neutron decays per second, and is the left axis
is an estimate of the proton rate
Ṅp =

Nn L
,
τn

(5.12)

where Nn is the number of neutrons per meter, L is the length of the trap in meters, and
the neutron lifetime is taken to be ≈ 880 s. The corresponding C2 sizes are shown in figure
5.13.
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Figure 5.12: Average number of neutrons in the trap for a two collimator setup as a
function of the distance between C1 and C2 for varying C1 radius (in cm in the legend).
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Figure 5.13: C2 radius as a function of the separation between C1 and C2 for different C1
sizes (in cm in the legend).

65

5.3.4

C - Two Collimators Followed by a Guide Tube

The collimator plus guide configuration allows us to move the final vacuum entrance window
farther away from the trap as well as allowing us to move the exit of the guide tube closer
to the trap. This second factor was not taken into account for the current simulations, but
it could allow for shortening the distance between the final beam component and the 9 mm
limiting factor in the beam size which would permit a slightly larger beam. Results for this
configuration are shown in figure 5.14, the beam profiles at the trap exit are shown in figure
5.15, and the C2 radius is shown in figure 5.16. The length of the guide tube is 1 m. There
is not a significant difference in rate between the 2 collimator system and the 2 collimator
plus guide system. It may be possible to increase the rate with the hybrid system because
it allows moving the end of the guide tube closer to the trap by 20 cm.
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Figure 5.14: Average number of neutrons in the trap for a two collimator setup plus a
neutron guide tube beyond C2 as a function of the distance between C1 and C2 for varying
C1 radius (in cm in the legend).
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Collimator and Guide Beam Profiles
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Figure 5.15: Beam profiles at the trap exit for a 1 m pyrex tube following 2 collimators as
a function of tube radius (legend). In all three cases, there is a 5 m gap between C1 and C2 .
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Figure 5.16: C2 and guide tube radius as a function of the separation between C1 and C2
for different C1 sizes (in cm in the legend).
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5.3.5

D - Two Collimators Followed by a Guide Tube - 10 cm into
bore

The long wavelength filter is not necessary if the beam is defined geometrically by collimators.
Since the guide tube can reach into the magnet bore, the position of the trap relative to the
end of the guide tube can be decreased. In this case, the end of the guide tube was 80 cm
from the end of the trap. Figure 5.18 shows the beam profile at the trap exit and figure 5.17
shows the number of neutrons in the trap and the expected proton rate. The length of the
guide tube is 1 m.
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Figure 5.17: Average number of neutrons in the trap for a two collimator setup plus a
neutron guide tube beyond C2 as a function of the distance between C1 and C2 for varying
C1 radius (in cm in the legend).
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Figure 5.18: C2 and guide tube radius as a function of the separation between C1 and C2
for different C1 sizes (in cm in the legend).

5.3.6

E - Two Collimators Followed by a Guide Tube - 25 cm into
bore

Based on drawings from the previous run of the experiment, the guide tube actually extended
25 cm into the bore from the outside face of the magnet. The upstream flange of the trap
is 50 cm from the outside face of the magnet, which puts the downstream end of the trap
about 90 cm from the face of the magnet. The result is that the requirement that the beam
be less than 9 mm in radius at the exit of the trap is actually about 65 cm from the end of
the guide tube, rather than 80 cm from case D or 100 cm in case C. The length of the guide
tube is 1 m.
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Figure 5.19: Average number of neutrons in the trap for a two collimator setup plus a
neutron guide tube beyond C2 as a function of the distance between C1 and C2 for varying
C1 radius (in cm in the legend).
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Figure 5.20: C2 and guide tube radius as a function of the separation between C1 and C2
for different C1 sizes (in cm in the legend).
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5.3.7

F - Previous Run Collimation System

The previous run on NG-6 used a collimation system that is slightly different from what is
being considered for the NG-C run. First, there was a LiF glass collimator at the guide with
a radius of 3 cm. Then a collimator position (C1 ) that was 0.9176 m from the LiF glass for
which there were 3 interchangeable collimators with radii of A=0.015875 cm, B=0.022225 cm,
and C=0.0254 cm. The next collimator (C2 ) was 4.9065 m from C1 and had a radius of
4.19 mm. C2 is followed by a coated “preguide” with m ≈ 1, a length of 1.0 m, and a radius
of 4.25 mm. There is another collimator following the “preguide” with a radius of 3.5 mm,
and it is followed by a quartz guide tube with a radius of 3.75 mm, a length of 0.9 m, and
m ≈ 0.6 (from above). The upstream end of the trap was 25 cm from the end of this tube.
The number of neutrons per meter for these configurations plugged into NG-C is A=2357.23,
B=4438.51, and C=5452.07. These correspond to proton counts per second for a 9 electrode
trap length of A=0.52, B=0.98, and C=1.20.

5.3.8

Conclusions

The maximum physical length of the collimation system is approximately 5.75 m, which is
used to estimate the maximum proton rate from the beamline configurations above. The
peak proton rate expected based on configurations B or C is approximately 1.3 Hz and
approximately 1.75 Hz from configuration D, which is considerably lower than the ≈4 Hz for
the previous run of the experiment. This seems to imply that the increased flux at NG-C
does not benefit the lifetime experiment because that increased flux is focused and highly
divergent due to the curved guide configuration of NG-C.
The predicted optimal configuration from simulation sets B and C is a C1 radius of
2.5 cm, a C2 radius of 0.4 cm approximately 6 m from C1 , and a guide tube with a radius of
0.4 cm. Since the use of the guide tube alone is not possible and the beam is being defined
geometrically, the long wavelength filter can be removed from the beam and in order to
increase the number of neutrons in the trap as well as move the trap closer to the end of
the guide tube (configuration D). This configuration has an optimum length slightly longer
than B or C with slightly larger C1 and C2 .
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5.4

Data Acquisition System

The data acquisition system (DAQ) consists of three primary sections: the GaGe 1250X
CompuScope digitizer card, the CAMAC ADC/TDC and timing system, and the slow
monitoring data. The GaGe card digitizes the output of an amplifier. The CAMAC system
records pulse heights and arrival times. A schematic of the DAQ is shown in figure C.7. For
the previous measurement, the DAQ used a TDC, an ADC, and a histogramming memory
module to record the proton detector signal energy and arrival time. This setup was not able
to detect multiple protons due to the inability of the TDC to detect and record multiple stop
signals. Instead, data was corrected after the fact using an analytic formula for expected
multiple triggers within the data acquisition time window.
The new DAQ fully digitizes the proton waveforms for the duration of the trap open
period allowing for the possible detection of multiple protons as well as investigation of
backgrounds. The digitization uses a 2 channel GaGe card. There are plans to replicate the
older CAMAC DAQ and run it in parallel to the new digitizing DAQ. The DAQ code was
written entirely in LabWindows CVI using the C programming language.

5.4.1

CAMAC DAQ and Timing System

A Kinetic Systems 3655 timing generator CAMAC module is used to control the trap and
detector timing. The 3655 has a crystal clock and the input frequency is tunable in decades
from 1 Hz to 1 MHz. The module is set with a 1 MHz frequency and uses 5 output
channels with varying delays between pulses. These pulses drive home-built NIM modules
that produce outputs corresponding to the 5 main timing signals of the experiment: alpha
detector on, proton detector on, trap ramp on, trap door open, and trap mirror open. A
trapping cycle has a variable length that is specified in the data acquisition system at run
time, with a typical length of 10 ms. When a data acquisition run begins, the alpha counting
electronics are gated on and these counters are enabled for the duration of the run. The
trap cycles in a pattern in which the trap is in trapping mode for 10 ms with the door and
mirror at +800V and the central trapping electrodes grounded, followed by a short period
in which the trap voltages are modulated to flush protons out of the trap to the detector.
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Timing is as follows, with t=0 corresponding to the end of a trapping period: 0µs proton
detector is gated on in ADC and GaGe card, t=21µs door is grounded and ramp applied
to trapping region, t=97µs ramp is maintained and the mirror is grounded, t=127µs mirror
and door are raised to +800V and the ramp is grounded, t=160µs proton detector is gated
off and a new trapping cycle begins. Figure 5.21 depicts these signals, which repeat every
trap cycle.
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Figure 5.21: Timer triggers and gates for the proton detector and trap voltage levels. This
timing sequence repeats every trap cycle, which is nominally 10 ms in duration.
The proton detector gate signal triggers the start of the LeCroy 4204 TDC and gates the
LeCroy 3512 ADC. A Kinetic Systems 3063 module controls signals that are always high
during running and always low when a run is stopped, in order to set the flipflops inside
home-made NIM modules that produce gate signals for the electronics and trap. The alpha
detector gate signal is on for the entirety of a run, and the alpha counting electronics counts
for the duration of the run. The mirror, door, and ramp timing signals are used as gates
for Directed Energy switches for controlling the trap voltages. Two of these switches switch
between +800 V and ≈-3 V, and the third applies the high end of the ramp potential between
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+20 V and 0 V. The +800 V potential is supplied by an Ortec 556 High Voltage Supply,
capable of supplying up to 3000 V at 10 mA. Such high power output is required in order
to maintain fast switching between ≈-3 and +800 V in the trap switches. The peak ramp
voltage as well as the slightly negative trap voltages are supplied by two separate DC power
supplies.
The detector signal preamplifier output is transmitted optically from the high voltage
cage to an optical receiver at ground and converted to an analog signal. The analog signal
is then shaped in an amplifier, the two separate outputs of which are the LeCroy 3512 ADC
input. The LeCroy 3512 ADC has a tunable input threshold and a range from 0 to 8 volts.
The 3512 ADC triggers on a coincidence of the input from the amplifier and the proton
detector gate timing signal. When the input is above threshold and the proton detector gate
signal is high, the ADC produces a “busy” output signal, which is used as the stop signal
TDC which causes it to record the arrival time of the signal.

5.4.2

GaGe Digitizer System

The GaGe digitizer operates at 10MHz sampling rate and is gated externally by the proton
detector gate signal, such that the GaGe card digitizes a waveform for every trap cycle (figure
5.21). For each trap cycle, the GaGe card digitizes the spectroscopy amplifier output as well
as the optical-analog output of the preamplifier signal. The digitizer records 2048 time bins
for each waveform, corresponding to 204.8 µs. For each waveform, 256 time bins are recorded
before the proton detector is gated on in order to record background data. Following these
256 time bins, the proton detector is gated on for 1600 time bins and the last 192 time bins
occur after the proton detector is gated off.
This system serves as a secondary check to the CAMAC system that was used in the
previous iteration of the experiment. The CAMAC system is not capable of recording more
than one stop signal per trap opening, meaning that multiple protons in a cycle are recorded
as a single event. The GaGe digitizer will instead record the full waveforms for the duration of
each proton collection cycle, which will record multiple proton events both in the preamplifier
signal and the amplifier signal.
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5.5

Commissioning the Apparatus

All of the work that has taken place with the apparatus has been performed off of a neutron
beam. The primary goals have been to test the trap modulation, magnet, high voltage, and
DAQ in preparation for installation on the beamline.
The primary barrier in the previous run of the lifetime experiment was stable operation
of the trap, magnet, and high voltage together. Any unstable situation required significant
down time because the detector replacement process takes away several days of running
time. This also prevented some systematics tests from being fully explored. The apparatus
is currently being commissioned offline in order to investigate both what causes these unstable
situations and how to prevent the unstable situations from occurring.
The offline apparatus tests have been performed without the neutron fluence monitor in
place because it is not necessary for the purposes of the tests. The high voltage system,
magnet, and trap have all been in use during the offline tests. The data acquisition system
electronics have been instrumented as dummy channels for the neutron counting while the
rest of the DAQ is fully instrumented.

5.5.1

Detector Energy Calibration

The proton detector is periodically calibrated for determining the energy resolution as
well as to ensure that it is working properly and that the noise properties of the system
are adequate. The calibration procedure is performed after allowing the detector to cool
radiatively overnight to liquid nitrogen temperatures by inserting it into the bore of the
magnet. The detector probe arm has a platinum resistor very close to the detector for
determining the temperature of the detector. A background run is performed with the
detector inside the bore using the MCA subprogram of the data acquisition system. The
detector is then retracted to a position where a weak americium-241 source (10 µCi) can be
placed near the detector on the outside of the apparatus, which means that the 59.5 keV
γ-rays from

241

Am decay go through a stainless steel tube before reaching the detector.

Another MCA run is taken with the source in place and this run must be taken soon after
retracting the detector because it will begin to warm up and the noise threshold will increase.
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Figure 5.22: Americium-241 source calibration for 300 mm2 Ortec Ultra ion-implantedsilicon detector with 1 µs shaping time.
The results of a calibration using a new 300 mm2 Ortec Ultra ion-implanted-silicon
detector are shown in figure 5.22. The background and source runs were both 5 minutes
in duration, with the MCA program histogramming the peak heights of pulses from a
spectroscopy amplifier with 1 µs shaping time. The source run is fit to a Gaussian
f (x, ) = a × e−

(x−µ)2
2σ 2

,

(5.13)

with the result being used to scale the plot in figure 5.22 to energy rather than millivolts.
The measured full width half maximum is 7 keV. The spectrum also shows a hint of some of
the other peaks in the

241

Am spectrum at approximately 26 keV and lower. This spectrum

is very promising because the noise level of the detector is at or below 10 keV meaning that
the detector can detect protons perhaps as low as 15 keV. The apparatus has been more
stable in the past when operated at -20 kV compared to -30 kV or more.
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5.5.2

Offline Apparatus Tests

Offline tests to date have been fruitful in that they have given potential clues as to what to
test next. The magnet has been successfully operated for several months at a time, which
had been a concern after the magnet quenched several years ago.
The previous detector electronics incorporated a pre-amplifier that was positioned near
the detector and operated at cryogenic temperatures. A new pre-amplifier has been designed
by Gerard Visser at Indiana University that is operated at room temperature far away from
the detector with the goal to achieve better noise performance and it has performed better
than the older pre-amplifier that was in use.
As part of the offline commissioning tests, the apparatus has been operated at voltages
varying from -15 kV up to -30 kV with some short excursions at higher voltages. Problems
with stability of two existing Bertan high voltage supplies were found which led to acquiring
a new Matsusada high voltage supply.
With the end goal being to be able to stably run the experiment and to be able to test
systematics, most tests have been to vary the acceleration voltage, vary the trap length, and
vary the trapping time in order to find what causes unstable situations. The system has
responded well to changes in the trap timing from 5 ms to 20 ms without issues. Similarly,
the trap has been operated stably at 3 and 10 electrode lengths.
Most of the problems have been with high voltage sparking that results in a compromised
detector which then halts the tests for a few days while swapping detectors. The procedure
for swapping detectors involves using a gate valve and keeping the bore volume under vacuum
and cryo-pumping while another part of the vacuum system is vented to atmosphere for the
detector swap to take place. The final vacuum after this procedure is never quite as good
as it was before the detector swap, and a poor vacuum is one possible cause of the sparking
instability that fries detectors.
In any case, all of the previous apparatus tests were performed with old surface barrier
detectors that had previously been used in other experiments. Interestingly, these old
detector surfaces showed significant damage in the form of surface pitting when viewed
under a microscope which led to the conclusion that any further tests should be with new
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detectors. These old detectors never produced a spectrum as good as figure 5.22 and further
tests will be performed with recently purchased pristine detectors. As a sanity check, one of
these new detectors was also viewed under a microscope and has no such surface features.
The typical cooldown process begins with a baking process in which all bakable regions
of the system are baked to remove water from the vacuum system. The nitrogen jacket is
then filled with liquid nitrogen and the detector is extending into the bore and allowed to
cool overnight. Noise runs are then taken with the detector at liquid nitrogen temperatures,
as well as a quick calibration procedure (figure 5.22). At this stage, the helium volume is
pre-cooled with liquid nitrogen in preparation for liquid helium. After approximately one
day, the liquid nitrogen is blown out of the helium volume using helium gas and the helium
volume is filled with liquid helium. The initial helium fill typically boils off within one day,
and the magnet is refilled after one day and is then ready for operation.
This procedure was performed with a new pristine detector for the first time since the last
production data run of the experiment. First, the magnet was turned on to 110 A (about
4.6 T). The high voltage was then brought up to -15 kV. Finally, the trap modulation
is enabled and the trap voltages are brought up to 800 V for the door and mirror and
15 V for the maximum ramp voltage. This pristine detector has produced some intriguing
data beginning with series 102. Detector signals correlated with the trap modulation were
apparent immediately once the full apparatus was brought online (figure 5.23). There
appears to be a correlated signal centered around 33 µs following the opening of the door
that occurs at 22 µs. There is another at approximately 115 µs following the opening of the
mirror at 98 µs. Series 102 took place overnight, and the trigger rate (figure 5.25) dropped
to nearly zero after a few hours of operation and the correlated signals with the trap ceased.
The energy spectrum (figure 5.24) shows only a noise wall with no structure extending down
from 15 kV. There was a simultaneous drop in the pressure as measured by a downstream
pressure sensor(figure 5.26) , which suggests that that the correlated signal effect is a result
of pressure.
This sudden change in the trigger rate was noticed after the apparatus had been allowed
to run overnight. The trigger threshold was lowered the next morning from 250 mV to
150 mV, which corresponds to lowering the threshold from approximately 9 keV to 6 keV,
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Figure 5.23: Timing spectrum for series 102, with 10 ms trap modulation period,
10 electrode length, and -15 kV acceleration potential. The horizontal axis is time in
microseconds since the detector was gated on and the vertical axis is counts per bin.
and series 103 began with the same trap and acceleration potential configuration as series 102.
Series 103 ran for several days with no issues and also with no trap correlated signals(figure
5.27). The energy spectrum (figure 5.28) shows a typical noise wall as well as a shoulder
that could correspond to “vacuum protons”, or hydrogen that is ionized in the apparatus.
These protons are expected to come in below 15 keV as a result of energy loss in the dead
layer.
This short test has given a lot of promising information. First of all, it is possible that
the trap correlated signals are related to the pressure in the apparatus and that more careful
UHV techniques and baking are required for future running. A possible way to test this
is to make small changes to the pressure in order to see if the correlated signals reappear.
Secondly, the noise properties for these runs with this detector have been exceptionally good
and have allowed for operation at 15 kV whereas previous runs would have required running
at much higher acceleration potential and risked sparking. This is promising because the
apparatus has traditionally operated more stably at lower acceleration potentials.
79

enhist

Series 102 Energy Spectrum
3

10

Entries

13307

Mean

11.92

RMS

4.531

Underflow
Overflow
Integral

0
24
1.328e+04

2

Counts

10

10

1
10

20

30
40
Energy (keV)

50

60

Figure 5.24: Peak height spectrum for series 102, with the horizontal axis in keV and the
vertical axis showing counts.
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Figure 5.25: Raw number of triggers above threshold for series 102 as a function of run
number. There was a sharp drop early in the series followed by a long period of few triggers.
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Figure 5.26: Downstream pressure sensor reading as a function of run number. The sharp
change in pressure early on correlates perfectly with the dramatic reduction in trigger rate.
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Figure 5.27: Timing spectrum for series 103, with 10 ms trap modulation period,
10 electrode length, and -15 kV acceleration potential. The horizontal axis is time in
microseconds since the detector was gated on and the vertical axis is counts per bin.
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Chapter 6
NPDGamma Experiment
The NPDGamma experiment took place on the Fundamental Neutron Physics Beamline
at the Spallation Neutron Source at Oak Ridge National Laboratory. The goal of the
NPDGamma experiment is to investigate weak nucleon-nucleon interaction via the reaction
~n+p → d+γ. The NPDGamma experiment is designed to measure the gamma ray directional
asymmetry, Aγ , in the capture of polarized cold neutrons on liquid parahydrogen. The size
of the measured asymmetry is directly related to the size of the hadronic weak interaction.
One model of this interaction, the Desplanques-Donohue-Holstein (DDH) model[Desplanques
et al., 1980], approximates the weak nucleon-nucleon coupling as the exchange of a meson
between the nucleons.

CsI Detector
Array

Normalization
Monitor

LH2

Neutrons
Beam Guide

Transmission
Monitor

Figure 6.1: Experimental setup showing the cesium iodide detector array, liquid hydrogen
target, and beam monitors.
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6.1

The NPDGamma Asymmetry, Aγ

As discussed in section 2.4, the weak interaction violates parity and its measurement in
a hadronic system gives a probe of the weak vertex of the interaction. This interaction is
suppressed by a factor of 10−6 −10−7 , and therefore experiments aim to isolate these effects by
measuring observables that are parity odd. Pseudoscalars and pseudovectors are odd under
parity, and common observables like angular asymmetries and resultant polarizations in these
systems are proportional to the pseudoscalar correlation between spin and momentum, (~σ ·~p).
The NPDGamma experiment investigates the capture of spin polarized neutrons on protons
in liquid para-hydrogen, resulting in a 2.2 MeV γ-ray,
~n + p → d + γ

(6.1)

Parity is violated in this reaction if the nuclear spin and the photon momentum parallel
and anti-parallel cross sections are different, that is to say if nature prefers a handedness.
The differential cross section is proportional to
dσ
1
∝
(1 + Aγ cos θs,γ ),
dΩ
4π

(6.2)

where Aγ is the observable physics asymmetry, and θs,γ is the angle between the neutron
spin and the γ-ray direction. This violates parity because the correlation between the γray momentum and the neutron spin, h~sn · ~kγ i, is odd under parity. Because the deuteron
bound state is at low energy, the asymmetry can be expressed in terms of the DDH coupling
constants,
Aγ = −0.107h1π − 0.001h1ρ − 0.004h1ω ,

(6.3)

which isolates the pion-nucleon, h1π , coupling constant, to a good approximation [Bowman
et al., 1999] [Snow et al., 2000].
In principle, one could measure this asymmetry using two point detectors, one above and
one below a point capture target with the axis between them aligned with the neutron spin,
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which allows for an idealized measurement of the asymmetry,
Aγ =

N↑ − N↓
,
N↑ + N↓

(6.4)

where N↑ is the number of γ-rays detected in the upper detector and N↓ is the number of
γ-rays detected in the lower detector. A detector placed at an angle that is not parallel to
the neutron spin is still sensitive to the asymmetry, but is diluted by a cosine. For a ring
detector surrounding the target, the asymmetry would be a function of the angle around the
target
AUD (θ) = Aγ sin θ,

(6.5)

and the physics asymmetry is extracted by fitting to a cosine function. Furthermore, a
cylindrical detector array is sensitive to the physics asymmetry and a function of two angles,
AUD (θ) = Aγ sin θ sin φ.

(6.6)

The size of the hydrogen target is chosen for physics and radiological reasons, and the number
of required detectors is similarly chosen to maximize the sensitivity to the asymmetry and a
run-time determined figure of merit. The final configuration of a 16 l target surrounded by
4 rings of 12 15.2 × 15.2 × 15.2 cm detectors reflects this.

6.2

Fundamental Neutron Physics Beamline

The Fundamental Neutron Physics Beamline (FnPB) views a 20 K liquid hydrogen
moderator at the SNS. The beamline is a 15 m neutron guide with a 10x12 cm cross
section[Fomin et al., 2015]. There is an initial neutron bender section so that there is no line
of sight from the guide exit and the hydrogen moderator, which serves to decrease the high
energy neutron and gamma ray background from the moderator and mercury target.
The beamline has two beam choppers at 5.5 m and 7.5 m from the moderator[Mahurin
and Crawford, 2006]. The choppers are 63.7 cm diameter disks rotating at 60 Hz and coated
with

10

B paint to absorb neutrons, and each has a cutout section to allow neutrons to pass
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through when the open section is in the beam path. The opening angle is 131◦ for chopper
1 and 167◦ for chopper 2. Without the choppers, a continuous neutron spectrum from
approximately 1 Å to 25 Å would be delivered to the experiment. The choppers serve as a
neutron velocity selector in order to deliver a specific wavelength frame to the experimental
area for each pulse of protons to the mercury target as determined by the relative phase
between the two choppers. The NPDGamma experiment utilizes polarized neutrons and
a resonant frequency spin rotator (RFSR) that applies a time dependent magnetic field to
rotate the spins of the neutrons on alternating pulses.

6.3

Super-mirror Polarizer

The neutron beam is composed of randomly oriented spins and is polarized using a
supermirror polarizer. A supermirror polarizer is a supermirror composed of alternating
ferromagnetic and nonmagnetic materials. [Schaerpf, 1989b,a][Mezei, 1976]
The NPDGamma supermirror polarizer is 40 cm long and composed of 45 curved channels
with a radius of curvature of 9.6 m[Balascuta et al., 2012]. The 0.3 mm thick borated-glass
substrates are coated on both sides with reflecting layers of iron and silicon with m = 3.
The index of refraction from 1.21 must include a magnetic scattering term and becomes
s
n=

1−

~
Vnuc (~r) pm~µ · B
,
En

(6.7)

~ is the magnetic field, and the sign of the µ
~
~ ·B
where µ
~ is the neutron magnetic moment, B
is determined by the neutron spin.
The right spin state neutrons are quasi-Bragg reflected, while the wrong spin state
neutrons see a uniform index of refraction and are captured on the boron in the glass
substrates. The bent configuration of the polarizer ensures that every neutron makes a
bounce, that is to say every neutron either Bragg reflects or is absorbed in the substrate,
and cannot be transmitted without interacting with the polarizer. The saturation field for the
supermirror polarizer is approximately 350 gauss and achieved using 44 NdFeB permanent
magnets.
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The magnetic field gradients that extend away from the supermirror polarizer can cause
Stern-Gerlach steering of the neutrons, which is a systematic effect in the NPDGamma result.
The supermirror is therefore placed in a compensation magnet that reduces the portion of
the field that can cause Stern-Gerlach steering to 9.4 Gauss so that the gradients between
the supermirror and the apparatus guide field.

6.4

Resonant Frequency Spin Rotator

The neutron spins are rotated 180◦ on a per pulse basis within a specified pattern in order
to achieve the desired sensitivity to the gamma ray asymmetry. The apparatus is in a
~ 0 provided by the magnetic guide field coils with the spins aligned
static magnetic field, B
to the field. The beam passes through the resonant frequency spin rotator (RFSR), which
~ RF (t) = BRF cos(ωRF t). The RFSR is
supplies an RF field parallel to the neutron guide, B
on resonance when the frequency, ωRF , is equal to the Larmor frequency of the neutrons in
the guide field, ω0 = γn B0 , where γn is the neutron gyromagnetic ratio [Seo et al., 2008].

6.5

Magnetic Guide Field

A constant magnetic field maintains the initial polarization of the neutrons as they pass
from the supermirror to the apparatus. The guide field is maintained by four rectangular
coils surrounding the apparatus. The magnetic field is held at approximately 9.4 Gauss,
which was chosen in order to optimize the efficicency of the RFSR by matching the Larmor
precession frequency of the guide field to the resonance frequency of the RFSR. The upper
and lower coils have 39 windings and the middle two coils have 18 windings. A current of 23
Amps is supplied to the coils. There are auxiliary coils supplied with a current of 3.3 Amps
to allow fine tuning of the guide field. The cave walls, floor, and ceiling are lined with steel
to shield the experiment from external fields and to provide a flux return that improves the
uniformity of the guide field.
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6.6

Beam Monitors

There are three neutron beam intensity monitors along the beamline. One is upstream of
the supermirror polarizer (M1), the second is downstream of the polarizer (M2). These two
beam monitors are used to determine the beam pulse shape and track the stability of the
beam power.
These neutron monitors are multi-wire proportional counters that output a current signal
proportional to the neutron beam intensity. The chambers have 1 mm thick aluminum
windows. There are three wire planes inside each monitor, separated by about 1.2 cm.
The wires are soldered to a plastic frame in order to electrically isolate the wires from the
aluminum case. The wire planes are held at potentials such that the outer planes are at
+1000V and the center plane is at -1000V. The current signal is converted to a voltage by
a pre-amplifier and fed to the data acquisition system.
The beam monitors are filled with 10-15 Torr of 3 He and about 750 Torr of N2 . Helium-3
has a high neutron capture cross section of 5333 barns for the reaction 3 He(n,p)3 H libertating
764 keV of energy. The energetic proton and triton ionize the nitrogen gas in the chamber,
producing N+ ions that drift towards the center plane and electrons that drift towards
the outer planes. The monitors are operated at sufficiently high voltage that the charge
recombination time is long compared to the charge collection time, which manifests as a
plateau in the output signal as a function of high voltage.
The third monitor is downstream of the liquid hydrogen target and detector array and
serves as the transmission monitor (TM)[Szymanski et al., 1994]. This monitor is a parallel
plate ion chamber filled to 760 Torr with helium-3[Barrón-Palos, 2011]. This ion chamber
is used monitor the transmission of the neutron beam through the liquid hydrogen target,
which is strongly dependent on the ortho:para hydrogen concentrations. It is also used for
neutron polarimetry measurements.
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6.7

Cesium Iodide Detector Array

The liquid hydrogen target cryostat is surrounded by a gamma detector array. The detector
array consists of 48 CsI(Tl) cubic detectors arranged in 4 rings of 12 detectors each.
The detector is segmented due to the angular dependence of the γ-ray asymmetry. The
crystals are cubes 15.2 cm on each side, which was chosen such that the size of the crystals
is approximately 3 times the mean free path for a 2.2 MeV gamma ray with the detectors
absorbing 84% of the energy of a 2.2 MeV γ-ray incident at the center[Gericke et al., 2005].
The simulation of the sensitivity of each detector to the physics asymmetry is described in
section 7.2.
The geometry of the detector array is chosen such that the neutron beam can pass through
the liquid hydrogen target without activating the CsI. The γ-rays emitted transverse to the
neutron beam contribute the most to the physics asymmetry while γ-rays emitted along
the beam contribute very little. Monte Carlo simulations were used to determine that 4
detector rings are sufficient for sensitivity to the asymmetry and solid angle acceptance.
The predicted peak gamma rate for each detector is approximately 100 MHz. The high
gamma rate requires the detectors to operate in current mode, because the decay time of a
light pulse in CsI is about 1 µs [Grassman et al., 1985].
Each detector contains two Thallium doped Cesium Iodide crystals. The crystals are
wrapped in Teflon and a photoreflector material and housed in a 1 mm thick aluminum case.
A vacuum photodiode (VPD) that converts scintillation light into a current is mounted on
the rear of each detector package. VPDs were chosen rather than photomultiplier tubes
because a 1 G field can change the gain of a PMT by 100%[Gericke et al., 2005]. The
sensitivity of the photodiodes was measured to be 10−4 /G for a 10 G DC field and less than
10−5 /G for an oscillating field [Mitchell et al., 2004].
CsI(Tl) converts γ-rays to 550 nm photons that are detected in vacuum photodiodes.
The light yield of CsI(Tl) is 54,000 photons per MeV of γ-ray energy[Knoll, 2010]. Current
collected at the VPD anode is amplified by a three stage low noise solid-state preamplifier
[Wilburn et al., 2005]. The first stage is a current-to-voltage amplifier with a gain of 5 × 107 .
The second stage is an inverter with a gain that can be changed by selecting a different resistor
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in order to better gain-match the detectors. The third stage provides a low-impedance cable
driver.
Because the desired sensitivity to the physics asymmetry is 1 × 10−8 , instrumental false
asymmetries must be known to much better than this level. Each detector package has LEDs
that can be turned on for beam-off running in order to measure the false asymmetry. The
inner faces of the detector packages are covered with an enriched lithium carbonate rubber
which acts as neutron shielding due to the high capture cross section of lithium-6 of about
940 barns.

6.8

Liquid Hydrogen Target

The NPDGamma experiment uses a 16 L liquid hydrogen target cooled to 15.5 K. Polarized
neutrons capture on the liquid hydrogen in the reaction ~n + p → d + γ, producing 2.2 MeV
γ-rays that are detected in the cesium iodide array. Measuring the spatial distribution of
these γ-rays gives insight on the parity violating part of the hadronic weak interaction.
The liquid hydrogen in the target vessel must be predominantly parahydrogen in order
to maintain the initial neutron polarization. The energy separation between the J = 0
parahydrogen ground state and the J = 1 orthohydrogen in the first excited state is 14.7 meV.
Neutrons with an energy close to or above 14.7 meV can undergo spin-flip scattering from
parahydrogen, therefore the neutron energies used are well below this level. Furthermore, a
neutron that scatters from orthohydrogen can undergo spin-flip scattering, sharing 14.7 meV
of energy between a parahydrogen molecule and a spin-flipped neutron. Maintaining the
liquid hydrogen as almost pure parahydrogen is essential to minimizing this effect.
The vessel is initially filled with natural gaseous hydrogen, which has a 75% orthohydrogen concentration. Conveniently, the thermodynamic equilibiurm parahydrogen
concentration increases as the temperature decreases, reaching 99.985% parahydrogen at
15.5 K. Less conveniently, this process takes place on a time scale of months but it can
be catalyzed. The coldest part of the liquid hydrogen system is the liquefaction chamber,
where hydrogen gas condenses and drips down to the ortho-para converter (OPC). The
OPC contains an iron-oxide power, which catalyzes the conversion of orthohydrogen to
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parahydrogen [Ilisca and Paris, 1999]. Hydrogen molecules are adsorbed onto the surface of
the iron-oxide grains, causing the molecules to experience high field gradients which decreases
the conversion timescale from months to days.
The vessel is surrounded by a helium jacket for leak detection purposes followed by a
vacuum vessel with superinsulation. The vessel is surrounded by a lithium fluoride material
which prevents scattered neutrons from activating the cesium iodide crystals. There is a 1.75
inch circulare opening in the lithium shielding to allow neutrons to reach the transmission
monitor.
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Figure 6.2: Diagram of the circulation loop inside the hydrogen target system. Evaporated
hydrogen is re-condensed and is forced to flow through the OPC at a rate of a few millimoles
per second. T3, T7, T8, and T10 determine the liquid hydrogen bulk temperature. T2 and
T5 determine the temperature of the catalyst in the OPC [Grammer et al., 2015].

6.8.1

Auxiliary Targets

In addition to liquid hydrogen, other capture targets were used to test systematics or other
aspects of the apparatus, including water, boron carbide (B4 C), carbon tetrachloride (CCl4 ),
and aluminum. The water target was used in order to estimate the magnitude of the expected
signal from liquid hydrogen before installation. The physical size of these targets is chosen to
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intercept a considerable fraction of the 10 x 12 cm beam to not waste neutrons. The targets
have to remain below certain radiological limits, while simultaneously providing physics
results with statistics realized in a reasonable time.
The boron carbide target was a large slab of B4 C that intercepts the full beam area.
The boron carbide target is used for determining the neutron flux at the target position
because it captures all incident neutrons due to the large absorption cross section of boron10 (3835 barns), emitting 478 keV γ-rays with a branching ratio of 93.7% [Stelts et al., 1979]
[Deruytter and Pelfer, 1967].
Natural chlorine exhibits a large parity violating asymmetry on γ-rays emitted from
capture on chlorine-35 of 29.1 ± 6.7 × 106 [Mitchell et al., 2004], which can be measured with
the NPDGamma apparatus in under 1 day allowing for a quick check to ensure that the full
apparatus is running properly. The chlorine target is a thin shell made of teflon and filled
with carbon tetrachloride. Two version of the chlorine target were used, with the first being
used inside the array before the target cryostat was installed and the second designed to
slide into the spin flipper for apparatus checks while the cryostat was in place.
The target vessel and cryostat are made of 6061-aluminum, and any parity violating
asymmetry due to aluminum will be measured simultaneously with the hydrogen asymmetry
thus diluting the hydrogen asymmetry. This systematic effect must be measured separately
to the hydrogen asymmetry and enters as a correction. The aluminum target was comprised
of 35 individual discs with a full length of 45 cm. Each disc has a thickness of 3.175 mm
and a radius of 5.715 cm. Each disc is separated by 3.175 mm to allow γ-rays to escape and
reach the detectors without scattering in a thick slab of aluminum.

6.9

Data Analysis

The signal in each detector is proportional to
Yd ∝ gd (θ, φ, En )Pn (En )Sn (En ),
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(6.8)

where g(θ, φ, En ) is the calculated geometrical factor (section 7.2), Pn is the measured neutron
polarization, and Sn is the calculated spin depolarization factor (section 7.6). The detector
gains are matched to approximately 10%.
In order to eliminate effects due to slight misalignment of the detectors relative to the
neutron beam, the experiment is not performed with a constant polarization but rather
an alternating neutron polarization pattern, ↑↓↓↑↓↑↑↓, which also cancels second order
fluctuations in the per-pulse beam power.
The raw asymmetry can be extracted in multiple different ways, using single detectors or
pairs of detectors [Wilburn, 2007]. Each method is detailed below. The signal in a detector
at an angle θ about the beam axis for a given spin state (↑ or ↓) is denoted as Nθ↑↓ , and the

↑↓
signal in the pair detector is denoted as Nθ+π
since pairs of detectors are offset by an angle

π. The incident neutron flux is given by N0↑↓ , and the corresponding signals are determined
by
Nθ↑↓ = N0↑↓ (1 ± Aγ cos θ ± Bγ sin θ),
↑↓
Nθ+π
= N0↑↓ (1 ± Aγ cos(θ + π) ± Bγ sin(θ + π)),

(6.9)
(6.10)

where Aγ is the parity violating asymmetry and Bγ is the parity conserving asymmetry.

6.9.1

Single Detector Asymmetry

A single detector asymmetry can be constructed by taking the arithmetic mean
Araw =

Nθ↑ − Nθ↓
Nθ↑ + Nθ↓

= Aγ cos θ + Bγ sin θ,

(6.11)

with the signals from each spin up and spin down pulse in a spin sequence included in the
sums. The pulse to pulse variations, that is variations in N0↑↓ are taken at analysis to be
small and therefore replaced by N0 .
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6.9.2

Detector Pair Arithmetic Asymmetry

An asymmetry, ↑↓ can be formed for a given pulse using a pair of detectors for a given pulse

↑↓ =

↑↓
↑↓
− Nθ+π
Nθ+π
↑↓
↑↓
Nθ+π
+ Nθ+π

= ±(Aγ cos θ + Bγ sin θ).

(6.12)

The final asymmetry is then given by the mean of the up and down asymmetries and is given
by
Araw =

6.9.3

↑ − ↓
= Aγ cos θ + Bγ sin θ.
2

(6.13)

Detector Pair Geometric Mean Asymmetry

Define a ratio α as

↓

α=

Nθ↑ Nθ+π
↑
Nθ↓ Nθ+π

,

which is equal to


1 + Aγ cos θ + Bγ sin θ
α=
1 − Aγ cos θ − Bγ sin θ

(6.14)

2
.

(6.15)

Two quantities can then be formed,
√

α−1=

√

α+1=

2(Aγ cos θ + Bγ sin θ)
,
1 − Aγ cos θ − Bγ sin θ

(6.16)

2
.
1 − Aγ cos θ − Bγ sin θ

(6.17)

The ratio of these two quantities then determines the raw asymmetry
Araw

6.9.4

√
α−1
=√
= Aγ cos θ + Bγ sin θ.
α+1

(6.18)

Extracting the Asymmetry in Practice

In practice, the detectors are not aligned perfectly such that a pair is offset by π, and
the detectors are finite objects rather than point detectors. The sensitivity to the physics

94

asymmetry for each detector is therefore not given simply by
Nθ↑↓ = N0↑↓ (1 ± Aγ cos θ ± Bγ sin θ),

(6.19)

Nθ↑↓ = N0↑↓ (1 ± Aγ GUD ± Bγ GLR ),

(6.20)

but rather by

where the terms GUD and GLR are determined from the Monte Carlo simulations detailed in
section 7.2. It is a fit to these geometrical factors that are used in the last step of analysis in
order to extract the up-down parity violating and left-right parity conserving asymmetries.
There are pathologies that have to be eliminated in the data. Instead of running the
experiment with a single spin sequence of ↑↓↓↑↓↑↑↓ followed by one pulse of non-data taking
time in order to read the data from the DAQ, data is analyzed in pairs of two alternating spin
sequences of type A ↑↓↓↑↓↑↑↓ followed by a read pulse and then type B ↓↑↑↓↑↓↓↑ followed
by another read pulse. This is done because a false asymmetry was found to be caused by a
transient in the single 8 step spin sequence method and this false asymmetry is canceled by
using type A followed by type B pattern spin sequences.
The time of flight window is determined by the beamline choppers. The phasing of these
choppers is chosen in order to minimize so called wrap-around neutrons that have very long
wavelengths, and therefore very slow velocities, and reach the apparatus several pulses after
the main neutron pulse. The composition of these wrap-around neutrons depends on the
previous beam stability history. Therefore, three spin sequences are used for the analysis of
the asymmetry with spin sequences n and n + 1 being the analysis unit and spin sequence
n − 1 being used to determine the stability of the beam.
First, the spin sequence state has to be determined, because it can be type A followed
by type B or type B followed by type A and the AB or BA sequence is flipped rarely. To
determine this, a ratio is formed as follows:
Pt=8000
RSF =

t=0
Pt=8000
t=0
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sf↑2 (t)
sf↓2 (t)

,

(6.21)

which forms a ratio of the square of the ↑-like spin flipper signal to the square of the ↓-like
spin flipper signal. The raw spin flipper signal for an 8 step spin sequence has 8000 time
bins and is a rapidly oscillating voltage signal with a frequency of 30 kHz. During a spin
flipper on signal, this signal has a higher magnitude than spin flipper off. Therefore, the
magnitude of this ratio directly determines whether the spin sequence is type A or type B,
with RSF  1 signifying type A and RSF  1 signifying type B. If the ratio is not much
different from 1, there is an issue with the spin flipper and the run is skipped as a bad run.
The ratio is actually expected to be on the order of 100 in the case of type A, but can vary
largely with noise levels in the data acqusition system. In any case, this ratio should be very
different for type A and type B and should provide an easy way to distinguish between the
two. An example of a type B histogram is shown in figure 6.3.

Figure 6.3: Example of the spin flipper ratio histogram, signifying a type B pulse sequence.
Next the upstream beam monitor, called M1 or the normalization monitor, is used to
determine the beam stability over the course of a spin sequence. In order to determine the
stability of the sequence, a ratio is formed by integrating the M1 signal for each pulse k and
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Figure 6.4: Example of the M1 signal for pulses over the course of a single run. The
horizontal axis is time bins and the vertical axis is the signal voltage.
comparing it to the average for the full sequence of 16 pulses
RM1,k

P
16 t=39
t=0 VM1,k (t)
.
= Pk=15 P
t=39
t=0 VM1,k (t)
k=0

(6.22)

If a spin sequence is stable, the 16 RM1,k values for the spin sequence will lie near unity.
An example of monitor 1 stability histogram is shown in figure 6.5. There are a number
of prominent features depicted here. The stable beam peak is the narrow peak at unity.
It is sitting on top of a broad peak at unity corresponding to full 16 step sequences with
beam off. There are several short peaks to the right at approximately 1.05, 1.15, 1.25, etc.
which correspond to 1, 2, 3, etc. dropped pulses within the 16 step sequence during which
protons were not delivered to the mercury target and therefore no neutrons were produced.
Sequences with dropped pulses cannot be used for analysis. An example of the spin flipper
signal for a run is shown in figure 6.4, depicting low level dropped pulses in pulses 0, 3, and
6. These occur regularly every 600 pulses for accelerator diagnostic reasons.
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Figure 6.5: Example of the M1 stability histogram without cuts applied.
The first level cut on the monitor signal is to ensure that a neutron pulse was received
for every pulse within the 16 step sequence. This is done by checking whether the signal
in time bin 20 of each pulse k is greater than 0.01 V, and this bin is chosen because it is
near the peak of each pulse in figure 6.4 with magnitude near 0.35 V for full power pulses
and should thus be very different from 0.01 V when a neutron pulse arrives. The resulting
histogram eliminates much of the structure in figure 6.5 and the result is shown in figure
6.6 zoomed in on the peak at unity. Another structure is now evident in the beam stability
histogram, appearing as a smaller peak to the left of the main peak. This secondary peak
is due to missing wrap-around neutrons as a result of a dropped pulse in pulse n − 1. This
is illustrated in figure 6.7, which shows the subtle effect of a missing pulse can have on later
spin sequences.
This structure isn’t completely eliminated by applying the VM1,k (20) > 0.01 cut to
sequences n − 1, n, and n + 1, however. This is due to neglecting the read-out pulses between
8 step spin sequences, from which there are no data recorded from the beam monitor. The
detector array is downstream and therefore sees neutrons later than the monitor does, which
means that part of a missing readout pulse is visible in the detector data.
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Figure 6.6: Example of the M1 stability histogram after applying the VM1,k (20) > 0.01 cut.

Figure 6.7: An n − 1(left), n(middle), and n + 1(right) pulse sequence showing a dropped
pulse in pulse 6 of n − 1 and missing neutrons in pulse 3 of n, where spin sequences are
numbered 0 to 7.
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Figure 6.8: An example of spin sequence n and n + 1 for detector 12. The horizontal axis
is time bins and the vertical axis is the detector signal in volts. Notice the dip in pulse 0 of
sequence n + 1, which is the result of a missing readout pulse.
Another ratio is formed using one of the cesium iodide crystals and aims to ensure that
the trailing edge of the previous accelerator pulse is similar in magnitude to the leading edge
of the next accelerator pulse
RD12,k

P
16 t=3
t=0 VD12 (t)
,
= Pt=11
t=8 VD12 (t)

(6.23)

which is expected to be near unity but not necessarily equal to unity for a spin sequence
of beam on pulses. The detector ratio cut asserts that 0.8 < RD12,k < 1.2, which is very
broad and far away from the actual good peak involved. The peak at unity in figure 6.9 is
eliminated by the monitor 1 beam on cut.
The beam stability cut is the final cut, ensuring that the beam is stable to 1%. The ratio
RM1,k is used and the entire 16 step sequence is required to be between 0.99 and 1.01. The
beam stability histogram after the beam on and detector ratio cuts is shown in figure 6.10.
A typical detector asymmetry after these cuts should be a gaussian without pathologies.
Figure 6.11 shows a typical detector asymmetry for a small number of runs after applying
these three simple cuts to the data.
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Figure 6.9: The detector ratio histogram, showing a good peak at approximately 0.91 and
a noise peak due to beam off signals at unity.

Figure 6.10: Monitor 1 ratio RM1,k after applying beam on and detector ratio cuts. The
second peak is eliminated.
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Figure 6.11: Detector asymmetry after 0.99 < RM1,k < 1.01, 0.8 < RD12,k < 1.2, and
VM1,k (20) > 0.01. Showing a gaussian in log scale.
Raw asymmetries are extracted for each detector or pair of detectors, resulting in 48
or 24 results respectively, each with an uncertainty determined according to the σ from a
gaussian fit to the histograms depicted in figure 6.11. The sensitivity to the asymmetry for
each detector or pair of detectors is modeled and described in section 7.2, such that the
expected asymmetry measured by detector i is given by
Amodel,i = Aγ GUD,i + Bγ GLR,i ,

(6.24)

where GUD,i and GLR,i are the up-down and left-right geometrical factors for detector or pair
i. The χ2 is then written down as
2

χ =

24X
or 48
i

24X
or 48
(Araw,i − Amodel,i )2
(Araw,i − Aγ GUD,i − Bγ GLR,i )2
=
,
σi2
σi2
i

(6.25)

with the fit parameters being Aγ and Bγ , the up-down parity violating and left-right parity
conserving asymmetries respectively.
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Chapter 7
Monte Carlo Models for NPDGamma
7.1

NPDGamma Geometry Model in MCNPX

The NPDGamma experiment relies on Monte Carlo simulations for predicting the detector
sensitivity to the physics asymmetry, as well as to predict the depolarization of neutrons in
materials as they propagate through the experiment. The full geometry of the NPDGamma
cave is modeled using MCNPX.
After creation in the source, neutrons pass through approximately 1.5 m of air before
striking the target inside the detector array. Air will scatter a small percentage of neutrons
out of the beam. There is also a lithium loaded plastic collimator upstream of the spin
flipper that absorbs all of the neutrons incident on it. Lithium plastic is also used as
neutron shielding. The spin flipper has aluminum windows that scatter and absorb some
neutrons and contribute to backgrounds in the detectors. The cesium iodide detectors
detect gammas primarily via the photoelectric effect and Compton scattering. The following
sections describe elements of the model further.

7.1.1

Detector Geometry and Materials

The version of MCNPX used in these simulations is MCNPX 2.7, released in July
2011[Pelowitz, 2011].

All of the materials in the model are shown in table B.1 and

all percentages are normalized to 100% by MCNPX at run time for each material.
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Every material uses neutron cross sections from the same library in MCNPX with ZAID
ZZZAAA.70c which is an ENDF-B/VII evaluation at 293.6 K and all cross section libraries
are standard libraries from the MCNPX disc. The MCNPX geometry model incorporates
the CsI detectors of the correct dimensions of 15.2 cm on each side. There is 1 mmof
aluminum on each face of the detectors as well as a 6 Li loaded plastic neutron shielding on
the inner faces of the detectors. Downstream from the source and slightly upstream from
the spin flipper is a lithium absorber and collimator. The spin flipper windows are made of
aluminum and can contribute to the signal in the detectors. The lithium fluoride material
in the table is used inside the hydrogen target cryostat only while the lithium carbonate
material is used on the detectors.

Figure 7.1: MCNPX Geometry projected in the X-Z plane at beam height, depicting the
detector array (dark blue), air (dark blue), the hydrogen target (yellow), concrete cave as
well as upstream concrete shielding and the downstream beam stop (light blue), and the
lead shields (orange).
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Figure 7.2: MCNPX Geometry projected in the X-Y plane at the center of the detector
array (green-blue) and the hydrogen target (yellow). The concrete cave surrounds the
apparatus (light blue), and air (dark blue).

The aluminum is modified to use a thermal neutron treatment at 293K and 20K (Htarget vessel only) and it scatters as an amorphous powder of crystals rather than a rolled
sheet-like crystal. The thermal treatment cross sections for aluminum are al27.10t at 20 K
and al27.12t at 293 K from ENDF-VII. The thermal treatment leads to the production of
Bragg edges in the transmitted spectrum through an aluminum region. To show this, 107
source neutrons for the aluminum target were modeled with the thermal neutron treatment
enabled. The neutron energy spectrum was tallied at the source and in a downstream air
gap in the aluminum target for an energy range from 1 meV to 20 meV. The spectrum is
shown in figure 7.3 in Å (bottom axis) and meV (top axis) and clearly shows that the source
input was a flat distribution from 1 meV to 20 meV and that after transmission through the
aluminum target there are several obvious drops in neutron flux at specific energies.
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Figure 7.3: Neutron Energy Flux in arbitrary units (red=source, blue=after target)

The MCNPX simulation results for these are shown in both Å and meV in figure 7.3. The
reason for these drops is that there is increased scattering of neutrons at certain wavelengths
that leads to increased absorption since a scattered neutron sees more aluminum than one
that passes straight through. Bragg edges in the NPDGamma pulse window are expected
to be at 4.05 Å and 4.67 Å, both of which are visible in figure 7.3.
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Figure 7.4: 20 cm × 20 cm mesh grid of neutron flux for source with divergence upstream
of the main apparatus
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The neutron source is modeled as a 10 cm × 12 cm rectangle 1.885 m from the center of
the detector array. Beamline 13 at the Spallation Neutron Source has been measured to have
a small divergence in the vertical and horizontal directions of 11 and 15 mrad respectively.
This divergence is incorporated into the model via a custom source subroutine in the source
code of MCNPX. Figure 7.4 shows the cross section of the beam upstream of the apparatus.
The MCNPX model tracks neutrons, photons, and electrons. It is necessary to model the
electrons for computational accuracy because it is Compton scattered electrons that deposit
energy in the detector array. However, modeling electrons is expensive in computation time
because electrons scatter many thousands of times as they lose energy leading to a run time
increase by a few orders of magnitude. To manage the run time increase, the electron energy
is cut at 100 keV such that all electrons with energy less than 100 keV are terminated and
the energy is deposited locally. This brings the run time increase down to a factor of less
than 5 compared to tracking photons only. Continuing to track electrons with energy below
100 keV is only a small surface effect because the range of a 100 keV electron in cesium
iodide is only 60 µm(figure 7.5, NIST ESTAR Data) compared to the 15.2 cm size of the
detectors.
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Figure 7.5: Electron range in Cesium Iodide from NIST ESTAR data

7.1.2

Chlorine Target

The chlorine target is a liquid carbon tetrachloride inside an aluminum case. The radius of
the cavity holding the liquid is 5.715 cm and the depth of the cavity is 5.588 mm. The outer
radius of the case is 6.1468 cm. The upstream face of the aluminum case is thinner than
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the downstream face at 0.762 mm compared to 2.667 mm. The cavity was assumed to be
completely filled with carbon tetrachloride. The geometrical factors were calculated with the
chlorine target placed 4.9 cm downstream from the center of the array inside ring 3. This
was the location of the chlorine target for the first run with the chlorine target. The second
version of the chlorine target uses a teflon case and is typically placed in the spin flipper.

7.1.3

Aluminum Target

The aluminum target was comprised of 35 individual discs. Each disc has a thickness of
3.175 mm and a radius of 5.715 cm. Each disc is separated by 3.175 mm. The stand was
not included in the model. The composition of the aluminum was a complicated mixture of
mostly aluminum with small amounts of other elements that comprise 6061 aluminum. This
aluminum uses the thermal treatment at 293 K. The aluminum thermal treatment libraries
are al27.10t (20 K) and al27.12t (293.6 K).

7.1.4

Hydrogen Target

The hydrogen target model uses para-hydrogen at 20 K with the aluminum target vessel
at 20 K as well. The target vessel in the model is hermetically sealed in lithium fluoride.
There are two thin layers of copper outside the lithium on the target vessel. The hydrogen
target was built from CAD drawings and the position of all components of the hydrogen
target was determined relative to the front face of the hydrogen target vacuum box. The
position of the front face of the vacuum box was measured to be 2 inches from the lithium
neutron shielding on the downstream face of the detector array aluminum frame. The lithium
collimator upstream of the spin flipper is removed for the hydrogen target. The hydrogen
thermal treatment library is from ENDF7, evaluated at 20 K.

7.1.5

Hydrogen Target Auxiliary Components

The hydrogen target contains a complicated aluminum geometry that can carry an
asymmetry and therefore needs to be modeled. In the same manner as the other targets, the
geometrical factors can be calculated for auxiliary aluminum as well. Geometrical factors for
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neutrons that capture in the CsI crystals and produce gammas are also modeled, though these
are dependent on the transmission of neutrons through the lithium blankets and through
cracks in the lithium blanket.

7.1.6

Other Targets

Auxiliary configurations used targets located in the spin flipper. These include aluminum,
chlorine, and cesium iodide. Geometrical factors have been calculated for these targets as
well, but they are not discussed at length in this writeup.

7.2
7.2.1

Modeling the Geometrical Factors
Motivation and Discussion of the Geometrical Factors

Figure 7.6: MCNPX Detector Model and Coordinate System looking down from ceiling

The goal of the NPDGamma experiment is to measure the asymmetry in γ-ray emission in
the capture of polarized neutrons on parahydrogen. The sensitivity of the CsI detector array
to the physics asymmetry, known as the geometrical factors, must be modeled and used as a
parameter in the analysis of data. To first order, the sensitivity of each detector to the physics
asymmetry is a sinusoidal function of the angular position, θ, of the detectors along the beam
axis, as was used in the NPDGamma measurement conducted at LANSCE[Gericke et al.,
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2011]. The sensitivity should also vary between wings due to dependence on the azimuthal
angle, φ, for each ring. This requires a more complex model which was accomplished by
modifying the MCNPX code and simulating the full geometry of the NPDGamma apparatus.
The neutron beam and upward (polarization) directions define the coordinate system
that will be used. The beam travels in the +ẑ direction, the upward neutron polarization
is the +ŷ direction, and the +x̂ is the beam left direction in order to make the coordinate
system right handed (figure 7.6). Spherical coordinates are defined as usual with φ measured
from the x̂-axis and θ measured from the ẑ-axis.
The geometrical factors are related to the position of the detectors in the detector array.
In this sense, the geometrical factors are average energy weighted functions that are a
measure of the emission direction of a photon from the target that deposits energy in a
given detector. The x̂-direction, or left-right, geometrical factor is proportional to the parity
allowed asymmetry and is given by
GLR = hk̂γ,initial · (σ̂n × k̂n )i
= hk̂γ,initial · (ŷ × ẑ)i

(7.1)

= hk̂γ,initial · x̂i = hsin(θ) cos(φ)i.
The ŷ-direction, or up-down, geometrical factor is proportional to the parity violating
asymmetry and is given by
GUD = hk̂γ,initial · σ̂n i
= hk̂γ,initial · ŷi

(7.2)

= hsin(θ) sin(φ).
The ẑ-direction geometrical factor is not used in the analysis of experimental data but is
instead a consistency check on the calculations in this document and is given by
GZ = hk̂γ,initial · ẑi
= hcos(θ)i.
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(7.3)

Figure 7.7: Detector Numbering Scheme, looking in +z direction

In a simplified detector configuration with point detectors centered on the axes at ±x and
±y with a point source at the origin. Every detector in this configuration should have θ = 0
and the geometrical factors become functions of φ only. For the +x detector, φ = 0 and the
up-down geometrical factor should be zero while the left-right geometrical factor should be
unity. For the -x detector, the up-down geometrical factor should be zero and the left-right
geometrical factor should be -1. The same should be true for the ±y detectors for with the
up-down geometrical factor equal to ±1 and the left-right equal to zero. Point detectors at
an arbitrary φ and θ are expected to behave according to equations (7.1), (7.2), and (7.3).
Instead, there are 4 rings with 12 detectors per ring and two types of detectors: side/top
and corner. Each detector in a ring is expected to have roughly the same hcos(θ)i with some
deviations between side/top and corner detectors. The consistency check is then that the
hcos(θ)i geometrical factor should be flat for each ring and it should be positive for rings
downstream from the target and negative for upstream rings. The 2 top detectors in each ring
should have the same sin(φ) angle and therefore should have equal and positive hsin(θ) sin(φ)i
but opposite cos(φ) and hsin(θ) cos(φ)i. The top/bottom detectors should have the maximum
magnitude hsin(θ) sin(φ)i and the minimum magnitude hsin(θ) cos(φ)i in each ring and should
see the greatest parity violating asymmetries. Side detectors should have the maximum
magnitude hsin(θ) cos(φ)i and the minimum magnitude hsin(θ) sin(φ)i and see the smallest
parity violating asymmetries. Since the corner detectors are at approximately φ =
hsin(θ) sin(φ)i and hsin(θ) cos(φ)i should be equal in magnitude.
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The detectors are non-ideal because each detector is a bulk detector, rather than a point
detector, that contains 2 half-crystals of cesium iodide rather than 1 large crystal. Each halfcrystal can have different optical properties and slightly different efficiencies. The distance
from the center of the detector array to the front faces of the detectors is approximately 25 cm.
If one crystal has an efficiency of 110% and the other crystal has an efficiency of 90% the
center of detection of the detector shifts by 0.75 cm, or about 35 mrad. Differences in crystal
efficiencies are the primary contributor to angle shift therefore the detector misalignment
angles are expected to be of order 40 mrad. This angle shift mixes the up-down and leftright geometrical factors. The primary assumption is that detector angle shift, δ, can be
cast as a small rotation of the detectors about the beam axis and thus a small correction to
the geometrical factors.
Even if the detector crystals were perfectly uniform and in their ideal positions, there
are still finite geometry effects. It is rather difficult to assign a θ and φ to a single detector.
There are shadowing effects that have to be taken into account. The targets used in the
experiment are also finite in size. For these reasons, it is necessary to use simulations and
auxiliary measurements to calculate the geometrical factors for each detector. With the
chlorine asymmetry measured to 1%, the geometrical factors need to be calculated to much
better than 1%.

7.2.2

MCNPX Code Modifications

Calculation of the geometrical factors as defined above is not a standard function of MCNPX,
and this calculation requires a modification of the source code. The code was modified to
save the initial direction, k̂γ,initial , of every photon created by neutron absorption to three
elements of an array. As the photon propagates through the model, the initial direction
tags remain unchanged even as the photon scatters and changes direction. Furthermore the
initial direction tags are inherited for all daughter particles created in the model, such as for
Compton electrons. Therefore, as energy is deposited in the detector crystals by Compton
electrons, these electrons carry the k̂γ,initial tags and can be binned accordingly.
MCNPX has built in tallying algorithms to tally the energy deposition in a cell. A tallyx
subroutine was added so that MCNPX would tally the product of energy deposition and the
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initial photon direction cosines (k̂γ,initial ). The tallies are shown in equations (7.4) (7.5) (7.6)
(7.7), and are in units of MeV g−1 normalized per source particle. The results are tallied for
each detector, j, in the array and the geometrical factors can be calculated from these

Tj,total

Nγ
X
=h
Ei,j i,

(7.4)

i=1

Tj,x

Nγ
X
=h
Ei,j × (k̂γ,initial · x̂)i i,

(7.5)

Nγ
X
=h
Ei,j × (k̂γ,initial · ŷ)i i,

(7.6)

Nγ
X
Ei,j × (k̂γ,initial · ẑ)i i.
=h

(7.7)

i=1

Tj,y

i=1

Tj,z

i=1

The geometrical factors can be viewed as the ratio of initial photon emission direction
weighted energy deposition to total energy deposition for each detector. They are found by
finding the ratio of the three directional tallies above to the total energy deposition in each
detector,
PNγ
Ei,j × (k̂γ,initial · x̂)i i
h i=1
Tj,x
GLR,j = hk̂γ,initial · x̂i =
=
,
PNγ
Tj,total
h i=1 Ei,j i
PNγ
Tj,y
Ei,j × (k̂γ,initial · ŷ)i i
h i=1
=
,
GUD,j = hk̂γ,initial · ŷi =
PNγ
Tj,total
h i=1 Ei,j i
PNγ
Tj,z
h i=1
Ei,j × (k̂γ,initial · ẑ)i i
GZ,j = hk̂γ,initial · ẑi =
=
.
PNγ
Tj,total
h i=1 Ei,j i

7.3

137

(7.8)

(7.9)

(7.10)

Cs Source Scans and Detector Center of Re-

sponse
The detector alignment as well as the center of response of the two half crystals in each
detector package must be measured, modeled, and accounted for by adjusting the geometrical
factors. With a source at some arbitrary position along the beam, the θ and φ angles are
mixed. With a source centered inside each detector ring, the θ angle is 90 degrees and the φ
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angle is isolated. To isolate the φ angle, a 4 mCi 137 Cs source was mounted on an x-y stepper
motor scanner and scanned in a grid centered along the beam axis inside each of the four
detector rings. Inches are used in this section because the x-y scanner was programmed so
that 3200 motor steps corresponded to 1 inch. The scan pattern started at the zero position
in x, moved to +1 in, +2 in, repeated +2 in, moved to +1 in, moved to zero, moved to -1 in,
and then -2 in twice. This pattern was repeated several times and each data run began 60
seconds after the previous run in order to cancel drifts in the detector pedestals. The same
pattern was used in the y-direction and then data were taken at points that mix the x and
y directions: at (1,1), (1,-1), (-1,1), and (-1,-1). The 137 Cs source scan pattern is depicted in
blue in figure 7.8.
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Figure 7.8: Grid scan data points using the 4 mCi
MCNPX model grid points are shown in red.
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15

Cs source are shown in blue. The

Several pedestals were taken at different times during the scan period by removing the
source from the detector array. Once a scan was completed for one ring, the source was
moved to the center of the next ring and the grid was repeated.
Originally, MCNPX was used to model a much larger grid than the scans, 10 in × 10 in
for 121 total grid points per ring. The MCNPX model initially used a 662 keV gamma
point source and was done without changing the starting history number in MCNPX so that
each calculation was not independent, but later calculations used a random 48-bit integer
to reseed MCNPX for each run and used a more dense grid of 441 grid points per ring as
well as adding cross-hair like MCNPX calculations between each ring to fill in the ẑ-axis.
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The MCNPX simulation scan pattern is depicted in red in figure 7.8. The final simulation
uses a small uniform cylindrical source that is 8 mm long and 3 mm in radius. Gammas are
emitted from points uniformly inside this volume and isotropically in direction.
The output of the MCNPX simulation is the energy deposition measured in MeV g−1
normalized per source particle in each detector, and this should be proportional to the signal
in volts for each detector as measured using the 137 Cs source up to some arbitrary gain factor.
That is to say the x-y distribution in the case of the 137 Cs source and the MCNPX simulation
should have the same shape and differ only by a scale factor and a small rotation angle, δφ ,
that should be of order 35 mrad due to imperfections in the efficiency of the half crystals
in each detector unit. The ideal detector response is a function of the (x, y, z) position of
the

137

Cs source in the MCNPX model. The function is fit to an 8th order polynomial in

x and y in GNU Scientific Library, which allows for complicated fitting models in multiple
dimensions
P (x, y) =

8 X
8−i
X

ki,j xi y j .

(7.11)

i=0 j=0

7.3.1

δφ Rotation Angles

The δφ rotation angles affect the φ angle in the geometrical factors. The adjusted geometrical
factors are then given by a simple transformation of φ → φ + δφ . This allows the adjusted
geometrical factors to be expressed in terms of the ideal geometrical factors and the δφ angles.
The derivation is given for the parity allowed geometrical factor, G0LR , using the sum angle
identity for the cosine.
G0LR = hk̂γ,initial · x̂i0
= hsin(θ) cos(φ + δφ )i
= hsin(θ) × [cos(φ) cos(δφ ) − sin(φ) sin(δφ )]i
= hsin(θ) cos(φ) cos(δφ ) − sin(θ) sin(φ) sin(δφ )i

G0LR = hk̂γ,initial · x̂i cos(δφ ) − hk̂γ,initial · ŷi sin(δφ ).
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(7.12)

Similarly, the adjusted parity violating geometrical factor, G0UD , is given by:
G0UD = hk̂γ,initial · ŷi0 = hk̂γ,initial · x̂i sin(δφ ) + hk̂γ,initial · ŷi cos(δφ )

(7.13)

Recall that the detectors and target have significant finite geometry effects which implies
that the corrected geometrical factors will be rather complicated.

The expressions in

equations (7.12) and (7.13) are surprisingly simple and arise directly from the sum angle
identities for sine and cosine. Therefore, all that is needed to apply corrections for the finite
geometry effects and imperfections in the detectors is a calculation of the ideal geometrical
factors and a measurement and simulation of the detector shift angles.

7.4

Geometrical Factors Results

All three targets used a flat neutron energy spectrum of 3.3 to 13 meV so that energy
dependence of the geometrical factors is averaged out. Initial calculations showed that
the uncertainty for the GZ factor is greatest for ring 1 in both the chlorine and aluminum
simulations. This feature is due to the small signal from capture on the aluminum in the spin
flipper which contributes a very different GZ than capture in the target. A similar increase in
the uncertainties in the GUD and GLR geometrical factors for ring 1 is also present. A separate
set of 200 runs were done with the components of the spin flipper set to air and this feature
nearly goes away for the aluminum target. Final calculations of the geometrical factors then
isolated the targets themselves so that there is no contribution from other components of
the geometry to the geometrical factors.

7.4.1

δφ Rotation Angles

As expected, the δφ shift angles are nearly all less than 40 mrad and appear to be somewhat
ordered about zero (figure 7.9 and table B.6). There are groups of detectors that have
a pattern that repeats in shapes from ring to ring. This can be seen in detectors 17-23
compared to 29-35. These uncertainties come from the fitting algorithm in GSL. Originally,
the uncertainties in the δφ angles for the first ring were approximately a factor of 2 larger
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than for the other 3 rings. The initial MCNPX model used for this calculation had been
simple and neglected some aspects of the geometry. The downstream end of the spin flipper
has a considerable amount of lithium plastic on it as well as 3 mm of lead. A new calculation
in MCNPX was done using these new elements of the geometry and the uncertainties for ring
1 came out to be comparable to the other rings. The δφ angles changed slightly compared
to the old MCNPX model, but the error bars overlapped in every case. The change from a
point source to a cylindrical source also changed the δφ angles, but also only slightly. It is
reassuring that the incorporation of lead and the cylindrical source still give results that are
consistent with simpler models.
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Figure 7.9: δφ Correction Angles with Uncertainties

7.4.2

Chlorine Target

The uncorrected geometrical factors appear in shape and qualitative magnitude as expected.
Detectors 0 and 11 in each ring should have the same parity violating (up-down) geometrical
factors and same magnitude but opposite sign parity allowed (left-right) geometrical factors.
The GLR factor is least in magnitude for top and bottom detectors and greatest for sides
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(figure 7.10). The GUD factor is greatest in magnitude for top and bottom detectors in ring
3, which is expected because the target is inside ring 3. The target is closer to ring 2 than 4
and closer to 4 than 1, so it is expected that the GUD factors for ring 2 will be greater than
for ring 4 and that ring 4 will be greater than ring 1. It is also expected that the GUD and
GLR factors for each corner detector, like detector 1, should be the same and this is also the
case. As mentioned previously, the GZ geometrical factor is a consistency check because it
should be a constant for each ring with corner detectors being slightly different than top/side
detectors. The statistical uncertainties in the ideal geometrical factors is 0.01% in the case
of geometrical factor values near ±0.9 and 0.1% in the case of geometrical factor values
near ±0.2. The uncertainties in the adjusted geometrical factors are of order 1% for the
highest magnitude values, i.e. the geometrical factors that are near 0.9 in value have an
uncertainty of about 1%. See table B.2 for the chlorine target ideal geometrical factors and
their uncertainties and table B.7 for the adjusted geometrical factors and their uncertainties.
The adjusted geometrical factors do not change significantly compared to the unadjusted
factors. The greatest adjustments are found for detectors with small magnitude factors,
such as the GLR factor for top/bottom detectors or the GUD factor for side detectors. The
maximum factors are roughly 0.9, so the adjustments are of order a few percent.
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Figure 7.10: GUD , GLR , and GZ Ideal Geometrical Factors, Chlorine Target in Detector
Array

7.4.3

Aluminum Target

The aluminum target is a distributed target that is more than 20 cm long. The greatest
magnitude geometrical factors are in ring 2 for the aluminum target (figure 7.11), which
makes sense because the neutron flux incident on each disc decreases through the target and
the upstream end of the target is inside ring 2. The GZ factor is once again nearly a step
function with almost constant values for each ring. The adjustments are once again relatively
small . The uncertainties in the geometrical factors for aluminum are on the same order as
for the chlorine target. The remaining difference in the uncertainty between the rings is due
to the increased distance from the target, which lowers the number of photons that reach
far away rings. Setting the spin flipper to air also changes the geometrical factors by about
1%. The uncertainties in the adjusted geometrical factors are of order 1% for the highest
magnitude values, i.e. the geometrical factors that are near 0.9 in value have an uncertainty
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of about 1%. See table B.4 for the aluminum target ideal geometrical factors and their
uncertainties and table B.9 for the adjusted geometrical factors and their uncertainties.
There is a systematic uncertainty introduced by the energy dependent absorption and
the fact that the aluminum target is distributed in the GZ direction. Recall that the neutron
thermal treatment for aluminum in MCNPX makes the Bragg edges in aluminum visible in
the neutron flux. This appears in the geometrical factors for aluminum as dips of order several
percent and gives a systematic uncertainty of a few percent to the aluminum geometrical
factors. This was found by doing a scan in the energy from 1.5 meV to 20 meV or about 2 Å
to 7 Å. Bragg edges are expected to be at 4.05 Å and 4.67 Å and the geometrical factors
drop the lowest at about 4.55 Å and 3.95 Å.

1
0.8

Geometrical Factor

0.6
0.4
0.2
0
-0.2
-0.4
-0.6

GUD
GLR
GZ

-0.8
-1

0

5

10

15

20

25

30

35

40

45

50

Detector
Figure 7.11: GUD , GLR , and GZ Ideal Geometrical Factors, Aluminum disc target in the
detector array.

7.4.4

Hydrogen Target

Runs with the hydrogen target were calculated with photon production disabled in all parts
of the geometry except the para-hydrogen. The geometrical factors for rings 2 and 3 are
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nearly equal in magnitude and rings 1 and 4 are also nearly equal in magnitude, as seen
in figure 7.12. The GZ factor is once again nearly a step function with almost constant
values for each ring. One expects ring 4 to see the fewest gammas, rings 2 and 3 to be
roughly equal, and ring 1 to see fewer gammas than rings 2 and 3. The uncertainties in
the adjusted geometrical factors are of order 1% for the highest magnitude values, i.e. the
geometrical factors that are near 0.9 in value have an uncertainty of about 1%. See table
B.5 for the hydrogen target ideal geometrical factors and their uncertainties and table B.10
for the adjusted geometrical factors and their uncertainties.
There is a definite energy dependence that results from the energy dependent scattering
cross section on para-hydrogen.

This gives a systematic uncertainty to the hydrogen

geometrical factors of a few percent. The geometrical factors are also very sensitive to
the ortho-para ratio because the ortho-para ratio changes the spatial distribution of gammas
emitted from the target. Each detector ring behaves differently as the para concentration
changes. For example, GUD for detector 36 increases from

0.67 to

0.73 as the para

concentration goes from 90% to 100% and the uncertainty in the up-down geometrical factors
is of order a few percent for very high para concentrations near 100%. For detector 0, GUD
decreases from 0.76 to 0.74 for the same para concentrations and the uncertainty at the
highest concentrations is approximately 0.5%. Detector 12 decreases from 0.885 to 0.868
and the uncertainty at the highest concentrations is approximately 0.25%. For detector 24,
there is an increase from 0.83 to 0.855 and the uncertainty at the highest concentrations
is approximately 1%. Hydrogen carries along systematic uncertainties each of order 1 or 2
percent due to energy dependence and dependence on the para concentration.
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Figure 7.12: GUD , GLR , and GZ Ideal Geometrical Factors, Hydrogen Target

7.4.5

Systematics due to Uncertainty in Position of Targets

The geometrical factors alone are sensitive to the position of the target and beam. The L-R
and U-D geometrical factors are dependent on the ẑ geometrical factor, and therefore the
ẑ position of the target, through the angle θ. All calculations assumed that targets are in
ideal positions, so the position dependence of the geometrical factors is investigated as well.
U-D and L-R shifts - Pairwise Geometrical Factors
A shift of the target/beam in the up-down or left-right directions can produce a significant
change in the geometrical factors for individual detectors, but the geometrical factors for a
pair of detectors is insensitive to small shifts. Rather than analyzing data for each detector,
we can analyze pairs of detectors. It important to note the relative signs of ideal geometrical

122

factors for pairs of detectors, with the detector pair denoted by i = 0..5 and j = i + 6,
GUD,i ≈ −GUD,j ,
GLR,i ≈ −GLR,j .

(7.14)

In the case of analyzing pairs, the difference of two geometrical factors is used in the analysis,
GUD,ij = GUD,i − GUD,j
GLR,ij = GLR,i − GLR,j .

(7.15)

The pairwise geometrical factors in equations (7.15) are insensitive to small displacements of
the target in the x and y directions. Take two point detectors, detector i at coordinates
(15 cm,15 cm) and detector j at (-15 cm,-15 cm) with a point source at the origin,
approximately the coordinates are a realistic pair of corner detectors in the NPDGamma
detector array. The geometrical factors for each will be as follows:
GLR,i = cos( π4 ) = 0.7071067813
GUD,i = sin( π4 ) = 0.7071067813
GLR,j = cos( 5π
) = −0.7071067813
4

(7.16)

GUD,j = sin( 5π
) = −0.7071067813.
4
The pairwise geometrical factors are then given by
GLR,ij = GLR,i − GLR,j = 1.414213563
GUD,ij = GUD,i − GUD,j = 1.414213563.

(7.17)

Under a displacement of the source by 1 cm in the +x direction, detector i has new
coordinates (14 cm, 15 cm) and detector j is at coordinates (16 cm, 15 cm). The geometrical
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factors for each detector individually will shift by a significant fraction of approximately 4%,
G0LR,i = cos(arctan( 14
)) = 0.7310552682
15
G0UD,i = sin(arctan( 14
)) = 0.6823182504
15
)) = −0.6839411288
G0LR,j = cos(π + arctan( 16
15

(7.18)

G0UD,j = sin(π + arctan( 16
)) = −.7295372041.
15

However, the pairwise geometrical factor is insensitive to the small displacement,
GLR,ij = GLR,1 − GLR,2 = 1.414996397
GUD,ij = GUD,1 − GUD,2 = 1.411855455.

(7.19)

In the left-right case, the deviation is 0.055% of the ideal pairwise geometrical factor and the
deviation in the up-down case is 0.167% of the ideal pairwise geometrical factor. Pairwise
up-down and left-right geometrical factors aren’t tabulated, but can be determined directly
from the single detector geometrical factors by equaiton 7.15.
Shifts along the Beam Axis
The uncertainty in the geometrical factors for the hydrogen target under shifts along the
beam axis was modeled in MCNPX. Shifts of ±1 cm were modeled. The GZ geometrical
factor depends only on the θ angle, and a change in the theta angle changes GLR and GUD .
The GZ geometrical factor has the strongest sensitivity to beam axis shifts, as expected, and
can change by 5% to 15%. The results are symmetric as expected, for instance, ring 1 and
4 shift the same amount but opposite signs, as do rings 2 and 3. The shift for rings 2 and 3
is smaller in magnitude than rings 1 and 4, since the target is physically inside these rings
making them less sensitive to small shifts. Under a shift of ±1 cm, GLR and GUD for rings
1 and 4 shift by about 1.5%. Under the same shift, GLR and GUD for rings 2 and 3 shift by
about 0.5%. See figure 7.13 for GLR , figure 7.14 for GUD , and 7.15 for GZ . These calculations
were performed at ortho/para concentrations corresponding to 15 K, or 99.989% para and
0.011% ortho.
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Figure 7.13: Beam Axis Position Dependence, Hydrogen Target, GLR
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Figure 7.14: Beam Axis Position Dependence, Hydrogen Target, GUD
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Sensitivity of GZ to Beam Axis Shifts
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Figure 7.15: Beam Axis Position Dependence, Hydrogen Target, GZ

7.5

Geometrical factors summary and experimental
validation

The geometrical factors are an improvement on the previously used method of extracting the
asymmetry for the NPDGamma experiment used in the LANSCE iteration, which described
the asymmetry within all four rings as a single sinusoidal function of the detector angles.
Because of the complicated distribution of neutron captures within the apparatus, a Monte
Carlo model of the apparatus was used to simulate the sensitivity of each detector to the
physics asymmetry. The simulation method must also be validated by experiments, which
was accomplished using the chlorine target.
The asymmetry for chlorine is very large and the asymmetry can be measured in about
1 day of beam time compared to the several years beam time for hydrogen, which makes
chlorine a perfect way to test the geometrical factors. A teflon cased carbon tetrachloride
target was placed inside the downstream end of the spin flipper for periodic checks on
the apparatus. Ring 1 is most sensitive to the asymmetry in this configuration with the
sensitivity decreasing as the distance from the ring to the chlorine target increases. See
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figure 7.16 for the expected sensitivity to up-down, left-right, and z asymmetries for this
configuration for all 48 detectors.

This is the best data set that was taken with the

NPDGamma apparatus for validation of the geometrical factors calculation.
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Figure 7.16: GUD , GLR , and GZ Ideal Geometrical Factors, Chlorine Target in Spin Flipper
Unfortunately, ring 1 was not being used when this data were taken because the data
acquisition system was being re-designed and only rings 2-4 were functional at the time.
The single detector asymmetries are extracted using the arithmetic mean method. The
raw asymmetries with uncertainties from fitting each detector to a Gaussian are fit to the
following
Aγ,raw = AUD × GUD + ALR × GLR .

(7.20)

The χ2 per degree of freedom from this fit is 1.36, indicating a good fit of the data to the
model. The resulting up-down asymmetry is 2.07 × 10−5 . The up-down geometrical factors
for rings 2, 3, and 4 are shown in figure 7.17 along with the raw asymmetries scaled by
GUD such that the asymmetries appear on the same scale as the geometrical factors. The
left-right asymmetry here is approximately 2 orders of magnitude smaller than the up-down
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asymmetry, so the asymmetries are expected to match the up-down geometrical factors well.
The agreement between the two is clear.
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Figure 7.17: Chlorine Asymmetry with geometrical factors using the calculated sensitivity
for each ring
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Figure 7.18: Chlorine asymmetry with geometrical factors using the same sinusoidal
sensitivity for each ring

The geometrical factors model represents a significant improvement over the method
using a sinusoidal shape that doesn’t vary between ring. For comparison, figure 7.18 shows
the result of fitting the same raw asymmetries with the geometrical factors for ring 2 used
for each ring. The asymmetry result becomes 1.785 × 10−5 with a χ2 per degree of freedom
of 13, indicating a very poor fit to the data.
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7.6

Polarization Model

The average polarization of the neutron beam upon capture is an important systematic effect
in the extraction of the physics asymmetry from the raw asymmetry in NPDGamma and
auxiliary experiments. Neutrons can undergo spin-flip scattering in beam windows, shielding,
and off of orthohydrogen in the target. The polarization of the beam without the target in
place can be measured using 3 He spin analysis, but the polarization upon capture must be
modeled separately. In order to model this effective polarization, MCNPX must be modified
to approximate spin interaction probabilities and this is performed in a manner similar to
the geometrical factors.
The isotopic composition of the materials used in the MCNPX model is shown in
table B.1.

When two isotopes are listed with a single percentage, those isotopes are

present in equal proportions. The transmission of neutrons through the hydrogen target
is strongly dependent on the relative concentrations of parahydrogen and orthohydrogen,
with transmission increasing with the parahydrogen concentration. For pure orthohydrogen,
neutrons do not penetrate deeply into the target and are instead scattered back upstream.
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Figure 7.19: Mesh grid of neutron flux for 100% parahydrogen target volume.
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Figure 7.20: Mesh grid of neutron flux for 100% orthohydrogen target volume.

7.6.1

Model

MCNPX does not have built in capabilities to track the spin of particles. A method to track
the neutron spin was incorporated by using an array that is banked along with particles that
keeps track of spin up (1) and spin down (0). MCNPX does not allow for a native way to
mix orthohydrogen and parahydrogen in a single material specification, however this can be
done if one of the spin isomers, in this case orthohydrogen, is artificially labeled as 4H. The
simulation assumes that all source neutrons are initially have spin 1, which means that the
true polarization of the beam as measured with 3 He can be applied later as a multiplicative
factor.
As neutrons propagate through the model, the scattering material is determined and
MCNPX finds the proper cross section tables for that isotope, adjusts the particle momentum
and creatures daughter particles, and the calculation would normally continue. Instead, there
is an additional step in which the neutron spin tag is flipped probabilistically as described
below. Neutrons that have flipped once are able to flip back on subsequent scatters.
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The scattering amplitude for scattering from a neutron is shown in equation (7.21), which
has 4 terms, shown in equation (7.22)[Blume, 1963]
0
Uiss = hs0 |(bi − pi S~⊥i · ~σ + Bi I~i · σ)|si.

(7.21)

U ++ = b − pS⊥z + BIz ,
U −− = b + pS⊥z − BIz ,
U +− = −p(S⊥x + iS⊥y ) + B(S⊥x + iS⊥y ),

(7.22)

U −+ = −p(S⊥x − iS⊥y ) + B(S⊥x − iS⊥y ),

where b is the coherent nuclear scattering amplitude, ẑ is the neutron polarization axis, p is
the magnetic scattering amplitude, S~⊥ is the projection of the neutron spin onto the plane
perpendicular to the scattering vector, I~ is the nuclear spin, and B is the spin-dependent
nuclear scattering amplitude. For nuclear-spin incoherent scattering, only the B I~ term
remains from equation (7.21). The calculation of the differential scattering cross section
simplifies to the non-spin-flip (equation (7.23)) and spin-flip (equation (7.24)) differential
cross sections[Blume, 1963]. Therefore, the probability of a spin-flip incoherent scatter for a
particular isotope is

2
3

for a mono-isotopic sample[Moon et al., 1969],

dσ ++
dΩ
dσ +−
dΩ

=

dσ −−
dΩ

=

dσ −+
dΩ

=

1 2
B I(I
3

=

+ 1) (non-spin-flip),

2 2
B I(I
3

+ 1) (spin-flip).

(7.23)
(7.24)

The probabilities listed in equation (7.25) are designed to capture the probability of an
incoherent scattering event given that a neutron is interacting with that specific isotope. The
MCNPX calculation used implicit capture so that capture events do not cause a neutron
to stop propagating, but rather capture events produce the appropriate γ-rays and then
decrease the weight of a neutron and continue propagating that neutron. MCNPX handles
the bookkeeping for the probability of interaction with copper-63 in a material containing
aluminum-27, so these factors are not included in the probabilities listed. The reactions that
have been incorporated into the model along with their probabilities are shown in equation
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(7.25). These reactions are for nuclei with non-zero nuclear spin that are relevant to the
NPDGamma MCNPX model that have incoherent cross sections found from [Munter, 2013],
n↑ + 1Hortho → n↓ + 1Hortho

Pf lip = 0.6497

n↑ + 1Hortho → n↓ + 1Hpara

Pf lip = 1.0

n↑ + 1Hpara → n↓ + 1Hpara

Pf lip = 0.0

n↑ + 1Hpara → n↓ + 1Hortho

Pf lip = 1.0

n↑ + 1Hbound → n↓ + 1Hbound Pf lip = 0.6497
n↑ + 6Li → n↓ + 6Li

Pf lip = 0.000489

n↑ + 7Li → n↓ + 7Li

Pf lip = 0.3597

n↑ + 14N → n↓ + 14N

Pf lip = 0.0372

n↑ + 27Al → n↓ + 27Al

Pf lip = 0.00315

n↑ + 35Cl → n↓ + 35Cl

Pf lip = 0.0475

n↑ + 37Cl → n↓ + 37Cl

Pf lip = 0.0004107

n↑ + 55Mn → n↓ + 55Mn

Pf lip = 0.01726

n↑ + 63Cu → n↓ + 63Cu

Pf lip = 0.000412

n↑ + 65Cu → n↓ + 65Cu

Pf lip = 0.01599

n↑ + Zn → n↓ + Zn

Pf lip = 0.0011.

(7.25)

The 1Hortho implies scattering off of liquid orthohydrogen in the target volume, 1Hpara
implies parahydrogen in the target volume, and 1Hbound implies scattering off of hydrogen
elsewhere in the model, such as in the lithium plastic shielding.
The spin-flip scattering reactions in equation 7.25 for ortho and parahydrogen have to
be addressed in a manner different from each other isotope. For all other isotopes, the
probability of a possible spin flip reaction is

2
3

of the ratio of the incoherent scattering cross

section to the energy dependent total cross section. For 1Hbound the probability of a spin flip
equals the probability of a non-absorption event because incoherent scattering cross sections
could not be found.
The average polarization is determined by tallying the energy deposition in each detector
from photons binned by the neutron spin state at the capture event for that photon. The
average polarization for each detector, i, is found by equation (7.26).
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Pi,ave =

7.6.2

Ei,↑ − Ei,↓
Ei,↑ + Ei,↓

(7.26)

Hydrogen Kernels

The basis for the hydrogen scattering kernels is the model of Young and Koppel [Young and
Koppel, 1964], which addresses the scattering of slow neutrons from gaseous orthohydrogen
and parahydrogen incorporating the rotational, vibrational, and spin correlations and allows
for free translation of the molecules. This model matches well with experiment and is
approximately valid for neutrons with energy above 7 meV scattering from liquid hydrogen.
Below this energy, correlations between neighboring molecules in the liquid have to be taken
into account and the gas model breaks down. The terms in the scattering cross section are
modified in the method described by Keinert and Sax [Keinert and Sax, 1987], which includes
hindered translation of the molecules giving the molecules an effective mass of approximately
20 molecular masses [MacFarlane, 1998]. The liquid model better describes the drop in the
cross section below 5 meV, where there is intermolecular interference in the liquid that is
not seen in the gas.
Since MCNPX does not natively track the spin of the neutrons, it also does not track
whether a scattering interaction with orthohydrogen should lead to a spin exchange between
the neutron and the molecule. However, the results of the scattering event should carry
the signature of the inelastic reactions that transform orthohydrogen into parahydrogen and
vice versa, in that there is a kinetic energy change of 14.7 meV shared between the molecule
and the neutron with parahydrogen → orthohydrogen losing 14.7 meV and orthohydrogen
→ parahydrogen gaining 14.7 meV.
From conservation of energy and momentum, the recoil energy of the molecule is given
by
Erecoil =

p

mn
Ei − 2 Ei Ef k̂i · k̂f + Ef ,
mm

(7.27)

where Ei and Ef are the initial and final neutron energies, k̂i and k̂f are the initial and
final neutron velocity vectors, mn is the neutron mass, and mm is the mass of the molecule.
Figures 7.21 and 7.22 show plots of ∆E versus Erecoil with the initial mass factor on the
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recoil energy dropped. The regions near 14.7 meV were fit to a gaussian in ∆E and the fullwidth-half-maximum was found for the non-gaussian Erecoil in order to determine the ellipses
that are shown in black. These ellispses correspond to 1, 2, and 3σ levels for the inelastic
scattering peaks near 14.7 meV. The 3σ ellipse is used for the depolarization calculation,
such that any ∆E and Erecoil inside the ellipse is determined to be an orthohydrogen →
parahydrogen or parahydrogen → orthohydrogen scattering event and therefore has a neutron
spin-flip probability of unity. If the event lies outside the ellipse, it is determined to be an
parahydrogen → parahydrogen event with spin flip probability of zero or orthohydrogen →

orthohydrogen event with spin flip probability of 23 .

Figure 7.21: Parahydrogen scattering kinematics
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Figure 7.22: Orthohydrogen scattering kinematics

7.6.3

Results

Multiple configurations have been simulated and all simulations first used neutron energies
linearly interpolated between 2.3 meV and 13 meV (2.5 Å to 6.0 Å), and later used a more
accurate model of the chopped neutron spectrum with correct weights.
The average polarization calculation uses the upper limit orthohydrogen concentration
and the thermodynamic orthohydrogen concentration in order to provide an uncertainty,
because the orthohydrogen and parahydrogen concentrations in the target vessel are not
known. The estimate of the upper limit of the orthohydrogen concentration is described in
chapter 8 where it is used to provide an upper bound on the parahydrogen cross section.
The hydrogen target density used in these calculations was 0.0739013 g cm−3 , corresponding to approximately 17 K. The air material in these simulations was dry air with no
humidity. These calculations assume that

2
3

of incoherent scatters on orthohydrogen produce

a flip and allows every isotope to flip spins. Figure 7.23 shows the results for the average
polarization on capture on liquid hydrogen in the vessel. The average polarization is found
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using equation 7.26, and the uncertainty for detector i is found by
σi2 =

2
2
2
2
4(σi,↓
Ei,↑
+ σi,↑
Ei,↓
)
.
(Ei,↓ + Ei,↑ )4

1

xpara = 0.99985
xpara = 0.9995
xpara = 0.999
xpara = 0.9985

0.99
Average Polarization
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Figure 7.23: Average polarization for neutrons that capture on hydrogen in the vessel as
a function of parahydrogen concentration.
The ring j average is then found by taking a weighted average of the 12 detectors in each
ring
Pj,ave

P11 2
σi Pi
= Pi=0
,
11
2
σ
i=0 i

(7.29)

and the uncertainty for each ring is found by
2
σj,ave

=

11
X

σi2 .

(7.30)

i=0

Tables 7.1 and 7.2 contain the ring averaged results for capture on liquid hydrogen in the
vessel, and these tables represent the upper and lower bounds on the estimate of the average
polarization on capture. As expected, the average polarization decreases as the neutrons
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Table 7.1: Average polarization per ring for captures on liquid hydrogen in the vessel with
xpara = 0.99985, corresponding to thermal equilibrium.
Ring
1
2
3
4
Total

Pj,ave
0.992762
0.992346
0.991442
0.990606
0.991911

σj,ave
0.00015171
0.000124349
0.000134414
0.000182754
7.19052e-05

Table 7.2: Average polarization per ring for captures on liquid hydrogen in the vessel with
xpara = 0.9985, corresponding to the upper limit orthohydrogen concentration.
Ring
1
2
3
4
Total

Pj,ave
0.94705
0.942939
0.937068
0.933862
0.94073

σj,ave
0.000404387
0.000336016
0.000361128
0.000477352
0.000192349

reach the rear of the target because neutrons that reach deep within the target are more
likely to have interacted and undergone a spin flip.
The average polarization of neutrons on capture with the aluminum in the apparatus is
a systematic that requires a separate model, because the aluminum parity violation signal is
also included in the measurement on hydrogen. All γ-ray production in MCNPX was turned
off in cells that do not contain aluminum. The calculation then proceeded in a manner
identical to the previous calculation on hydrogen.
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Table 7.3: Average polarization per ring for captures on aluminum 6061 in the apparatus
with xpara = 0.99985, corresponding to thermal equilibrium.
Ring
1
2
3
4
Total

Pj,ave
0.996104
0.995561
0.993964
0.994169
0.995331

σj,ave
0.000332658
0.000331825
0.000482961
0.000601427
0.000199322

Table 7.4: Average polarization per ring for captures on aluminum 6061 in the apparatus
with xpara = 0.9985, corresponding to the upper limit orthohydrogen concentration.
Ring
1
2
3
4
Total

Pj,ave
0.979971
0.972275
0.958171
0.955601
0.972399

σj,ave
0.000772723
0.000868999
0.00134986
0.00188852
0.000511098
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Figure 7.24: Average polarization for neutrons that capture on aluminum 6061 containing
cells as a function of parahydrogen concentration.
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7.7

Fast Neutron Production in Lithium

For neutron experiments that do not directly measure neutrons, scattered neutrons are a
major contributor to the background signal in detectors. The NPDGamma experiment uses
6

Li loaded plastic shielding in order to minimize the capture of thermal neutrons in the

cesium iodide crystals. The capture reaction,
6

Li + n → α + t

4.785 MeV

(7.31)

has a high cross section of 940 b. The alpha and triton from this reaction are high energy
and can lead to the production of fast neutrons in the shielding [Lone et al., 1980]. The
NPDGamma experiment uses two types of lithium shielding in and around the apparatus,
based on Li2 CO3 and LiF and both are embedded in a plastic/rubber matrix. There are a
number of secondary reactions reactions described in the Lone et al. paper, many of which
lead to MeV scale energy neutrons as a result of triton or alpha capture on lithium, nitrogen,
oxygen, etc. The general result is that approximately 1 in 104 thermal neutron captures in
the NPDGamma shielding will produce a fast neutron with an energy above 1MeV.
6

Li + t →

9

17.7 MeV

→

8

16.02 MeV

Be + γ
Be + n

→ 2 4He + n
→

7.7.1

(7.32)

16.115 MeV

5

He + 4He 15.15 MeV

Calculation and Results

The MCNPX code and libraries do not include incident alpha and triton interactions, so the
code was modified in order to estimate the relative magnitude of this signal in the detectors
and therefore whether this contribution requires further investigation as a systematic effect.
Neutron collisions are checked to see if 6 Li is involved. If that collision should produce a
charged particle in the MCNPX code as normal, that is to say an alpha or triton, then a
fast neutron is also produced. The fast neutrons are produced isotropically and the neutron
energy is always 8 MeV, which is a typical energy for the reactions involved and precise
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Figure 7.25: Fractional contribution of fast neutrons created in 6Li
kinematics is not necessary for this estimate. In order to get better statistics out of the
simulation, the initial particle weight of the fast neutron is not decreased by a factor of 10−4
and but is instead given the same weight as the neutron that produced the charged particles.
Neutrons do not typicall reach the lithium shielding without having undergone many weight
reducing interactions in the hydrogen and other materials, and a low weight product here
would be quickly rouletted by MCNPX and not tracked. The fast neutrons are tagged so
that the energy deposition by secondary particles created by them can be tracked. The fast
neutron is then banked in MCNPX, and queued for calculation as normal.
The calculation enabled neutrons, electrons, photons, alphas, and tritons. The energy
deposition in the 48 detectors is tallied in total and for particles with the 6Li fast neutron
tag described above. Since the weight was not adjusted by a factor of 10−4 , this result is
an overestimate of the contribution due to these fast neutrons by 104 . Figure 7.25 has this
factor of 104 divided out. The result is that these fast neutrons contribute at the level of
5 × 10−6 level relative to the hydrogen capture signal and therefore that these fast neutrons
would have to carry an asymmetry of 1 × 10−2 in order to be comparable to the expected

uncertainty goal for the NPDGamma experiment of 1 × 10−8 .
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Chapter 8
The Parahydrogen Scattering Cross
Section
8.1

Motivation

Since the NPDGamma experiment aims to measure the gamma ray asymmetry from
polarized neutron capture on liquid parahydrogen, the average polarization of neutrons
is an important factor in the extraction of the final result. The average polarization of
neutrons will depend on the initial polarization of neutrons as well as the depolarization
of the neutron beam as it passes through air, aluminum windows, and the liquid hydrogen
target itself. The depolarization of the neutron beam as it passes through the liquid hydrogen
target is dependent on the orthohydrogen concentration within the target due to the large
orthohydrogen scattering cross section (fig. 8.1), as described in section 7.6.
In principle, transmission measurements can be used to deduce the parahydrogen
concentration when compared to a model in MCNPX. Unfortunately, this depends on
using scattering kernels in MCNPX and different kernels disagree on the orthohydrogen
and parahydrogen scattering cross sections at these energies (section 8.2), though they are
all benchmarked to the Seiffert [Seiffert et al., 1970] measurement. The result of using these
kernels for predicting the transmission through the apparatus is unphysical.
The above results led to a change in the philosophy of how the transmission of neutrons
through the target would be used. The extracted ortho-para ratio depends on the cross
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sections, but there is no reason to prefer the ENDF kernels to the IKE kernels, or vice
versa. Since the cross sections are not, in principle, well known, they cannot be used to
extract the ortho-para ratio. The fact that doing so results in an extracted parahydrogen
concentration greater than unity, led to questioning the cross section kernels and the data
used to benchmark the kernels. As a result, measuring the parahydrogen cross section
became the focus of the transmission measurements.
Such a measurement is useful to other areas of research, such as in the design of neutron
sources. Intense slow neutron sources as well as the increasing phase space acceptance of
neutron mirrors has enabled the applications of neutron scattering to encompass many fields.
At the heart of the increase in intensity of these neutron sources is the performance of the
moderating medium that accepts high energy neutrons from spallation or fission and slows
them down to the cold neutron energy range.
Many intense neutron sources commonly use liquid hydrogen as a neutron moderator
medium. The near-equality of the neutron and proton mass coupled with the anomalously
large s-wave neutron-proton scattering amplitude allow a hydrogen-rich medium to both
efficiently lower the incident neutron energy through collisions and also maintain a small
neutron mean free path to help conserve the initial source intensity. As the neutron energy
is lowered into the cold neutron regime, however, the neutron scattering cross section and
therefore the mean free path is sensitive to the interference of the scattering amplitudes from
neighboring atoms.
The most recent measurement of the scattering cross section on parahydrogen was
performed by Seiffert [Seiffert et al., 1970], which is used as the benchmark for comparison of
other hydrogen cross section measurements as well as the models used in ENDF [Chadwick
et al., 2011]. The fact that the MCNPX model based on the ENDF scattering kernels gave a
negative orthohydrogen concentration for the NPDGamma hydrogen vessel implies that the
hydrogen sample in the NPDGamma experiment has less orthohydrogen than Seiffert. The
Seiffert measurement used a sample of natural hydrogen gas that was cooled to 15 K and
liquefied in a chamber in the presence of a catalyst in the bottom of the chamber, though
with no active circulation of the liquid through the catalyst. The transmission of neutrons
was monitored through the sample and was seen to level off after approximately one day, at
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which point the sample was determined to be converted to parahydrogen with “negligible”
orthohydrogen contamination. It must be that the measurement using the NPDGamma
apparatus in fact has less orthohydrogen than Seiffert, and that the Seiffert sample had
some unaccounted-for orthohydrogen contamination leading to a higher cross section.
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Figure 8.1: Parahydrogen and orthohydrogen scattering cross sections at 20 K from ENDFVII [Chadwick et al., 2011] and the absorption cross section [Mughabghab, 2006].

8.2

Extracting the Parahydrogen Concentraction from
Transmission

The original goal of the NPDGamma transmission measurements was to take the known
cross sections for orthohydrogen and parahydrogen and extract the concentrations of each,
as was done for the LANSCE iteration of the NPDGamma experiment [Barrón-Palos et al.,
2011]. This required a suite of Monte Carlo calculations that were done using MCNPX.
Since there is no a priori reason to prefer a certain scattering kernel, multiple evaluations of
hydrogen scattering kernels from ENDF7 and IKE were used. These kernels in MCNPX take
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Figure 8.2: Calculation Results and Functional Fits for OPM, for ρ0
existing cross section tables and modify them in the cold neutron regime with the thermal
neutron treatment. Continuous ENDF7 kernels evaluated at temperatures 15, 16, 17, 18,
19, and 20 K were used, as well as IKE kernels at 14, 16, and 20.38 K. The IKE kernels
and ENDF7 kernels disagree by up to 10% for the scattering cross section. MCNPX doesn’t
provide a native way to mix orthohydrogen and parahydrogen, because the thermal neutron
tables for orthohydrogen and parahydrogen both modify the hydrogen-1 isotope. In order
to mix orthohydrogen and parahydrogen, the hydrogen-4 isotope was replaced with a copy
of the normal hydrogen-1 tables and the hydrogen-1 mass, which allows orthohydrogen to
be represented by hydrogen-4 while parahydrogen is represented as hydrogen-1.
These initial calculations calculations were performed at 8 different neutron wavelengths
(5, 4.75, 4.5, 4.25, 4, 3.85, 3.5, and 3 Å), which provides a wide range of the NPDGamma
pulse spectrum. Calculations were also performed with the target vessel volume evacuated
in order to predict the transmission through the full target.
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Figure 8.3: Calculation Results and Functional Fits for OPM, Logscale, for ρ0
In all cases, the cell averaged neutron flux normalized per source particle was tallied in
the transmission monitor. These 8 empty target calculations show that approximately 2.2%
to 2.5% of neutrons that exit the polarizer reach the transmission monitor (figure 8.4).
The ortho-para ratio was modeled in the range of 92% to 100% parahydrogen. Each
calculation used 108 source neutrons incident on the hydrogen target. In the case of pure
para-hydrogen and 3 Å neutrons, the neutron transmission is approximately 10%. The
transmission decreases at longer wavelengths, with a transmission of approximately 8%,
6.5%, 5%, and 4.5% for 3.5, 4, 4.5, and 5 Å neutrons respectively. The functions fit to an
exponential of the fractional parahydrogen concentration (equation 8.1) very well with χ2
values from 0.87 to 1.01 (table 8.2).
T =

Φf ull
(ax
+b) ρ
= e para ρ0 ,
Φempty

(8.1)

where Φf ull and Φempty are the full and empty target neutron flux, xpara is the parahydrogen
concentration, and a and b are fit parameters. The fit is scaled by a factor
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Figure 8.4: Fraction of Neutrons that Reach OPM for an Empty Target Vessel

the variation in transmission as a function of density. The value of ρ0 is 0.073252 g cm−3 ,
which corresponds to 18 K. See figures 8.2 and 8.3 for a plot of the calculation results and fit
functions for all 5 wavelengths. The density as a function of temperature is approximately
linear in the range 14 K to 20 K [Leachman et al., 2009].
Table 8.1: Table of Fit Parameters
Wavelength (Å)
3
3.5
4
4.5
5

a
59.652
64.374
69.796
76.476
83.631

b
-61.97
-66.867
-72.5
-79.427
-86.738
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σa
0.024345
0.029786
0.035997
0.038519
0.046319

σb
0.024169
0.029577
0.035753
0.038268
0.046029

χ2
0.99455
1.0158
0.99577
0.87416
0.95345

A total of 4 measurements were performed to extract the parahydrogen concentration:
target full, target empty, pedestal, and room background. The transmission through the
target as a function of wavelength, λ, is given by:

T (λ) =

(Sf ull (λ) − Spedestal )N1 −1 − (Sroom − Spedestal )N3 −1
.
(Sempty (λ) − Spedestal )N2 −1 − (Sroom − Spedestal )N3 −1

(8.2)

The normalization quantities N1 , N2 , and N3 are the monitor signals for runs target full,
target empty, and room background respectively. The parahydrogen concentration extracted
for a particular wavelength, λ, is then given by


1
ρ0
xp (λ) =
log[T (λ)] − b .
a
ρ

(8.3)

The quantities a and b are the fit parameters from table 8.2 and ρ is the fitted density
given the temperature of the target vessel.
Table 8.2: Extracted Parahydrogen Concentration
Wavelength (Å)
3
3.5
4
4.5
5
Average

TCalc.
0.09867
0.08292
0.06714
0.05246
0.04492
—

TMeas.
0.07673 ± 0.0043
0.0895 ± 0.0045
0.0822 ± 0.0031
0.0677 ± 0.00244
0.0632 ± 0.0024
—

xpara
0.9957 ± 0.0013
1.0012 ± 0.0012
1.003 ± 0.001
1.003 ± 0.001
1.004 ± 0.001
1.0019 ± 0.0005

The results were unphysical, suggesting that the calculations were incorrect due to
problems with the scattering kernels. The hydrogen absorption cross section is known
well and this implicates the scattering cross section as the culprit. The scattering kernels
are benchmarked to a single measurement of the parahydrogen scattering cross section,
that of Seiffert [Seiffert et al., 1970], and few other measurements have been performed in
this neutron energy regime. Because the NPDGamma experiment features a well defined
volume of liquid hydrogen and has an efficient active catalyst to continually convert towards
the thermal equilibrium parahydrogen concentration by continuous recirculation, the next
approach was to use the apparatus to measure the parahydrogen cross section.
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8.3

Extracting the Parahydrogen Scattering Cross Section from Neutron Transmission

The measurement of the cross section eliminates the dependence on scattering kernels that
doomed the determination of the concentration, because it is purely based on measuring the
transmission. Unfortunately, this means that neutron transmission cannot be used to infer
the relative concentrations in the liquid hydrogen target and that the concentration will be
a systematic effect in the calculated average polarization on capture in extracting the final
result from NPDGamma. Analysis of preliminary data taken at 60 Hz suggested that the
Seiffert measurement was in error by as much as 25%, and that the cause for this error could
have been due to orthohydrogen contamination on the order of 0.3%.
The preliminary data produced a few percent measurement of the scattering cross section
between 3 and 6 Å. A short proposal was drafted with the goal of measuring the parahydrogen
cross section while the SNS was operating at lower than 60 Hz in order to run with the
beamline choppers parked open in order to increase the energy range of the measurement
and to eliminate frame overlap neutrons. The proposed measurement range was 2.5 to 12
Å, and the run time estimate was two periods of 6 hours.
The transmission signal is extracted by making measurements of the signal in the
transmission monitor for both an empty and full target vessel in order to determine the
transmission through the liquid hydrogen.

The cross section data were taken during

accelerator physics periods at SNS when the accelerator was operating at 10 Hz rather than
60 Hz. The target full measurement was performed after the vessel had been in steady state
operation for four weeks for NPDGamma production data, corresponding to approximately
30 OPC conversion time constants (figure 8.5).

The target empty measurement was

performed two weeks later. The uncertainty in the preliminary measurement is limited
by the uncertainty in the length and density of the hydrogen target.
Conveniently, the SNS accelerator has planned periods of operation at low rate for
accelerator tests, known as accelerator physics time.

One 10 Hz shift is required for

measurements with the target “full” of liquid parahydrogen.

This measurement took

place during accelerator physics time before the winter shutdown period in late December
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2012. The second 10 Hz shift was be used to make target “empty” measurements. This
measurement was performed during the accelerator physics time after a winter shutdown
period. Each shift acquired beam off pedestals before and after a long run period with the
10 Hz neutron beam on target.

8.3.1

Ortho-Para Conversion Loop Measurements

Transmission measurements were taken throughout the filling process as the OPC catalyzes
conversion of the liquid to parahydrogen. The transmission is exquisitely sensitive to the
orthohydrogen concentraction due to the large scattering cross section shown in figure 8.1.
The vessel is filled with gaseous natural hydrogen (75% orthohydrogen at room temperature)
and gaseous hydrogen is liquefied in the liquefaction chamber (shown in figure 8.8) with T3
representing the coldest point in the system. Liquid hydrogen then drips down to the orthopara conversion chamber (OPC). The slow natural conversion to parahydrogen is accelerated
by circulation of the liquid through the OPC which is filled with 150 ml of hydrous iron
(III) oxide [Sigma-Aldridge Corp., 3050 Spruce Street, St. Louis, MO 63103, 2010] 30–50
mesh powder catalyst [Barrón-Palos et al., 2011]. The vessel represents the warmest part
of the system, and evaporated hydrogen is re-liquefied and passes through the OPC before
returning to the vessel thus creating an actively circulating loop that converts orthohydrogen
to parahydrogen and approaches the thermal equilibrium concentrations.
The OPC loop circulates continuously while the vessel is in operation, such that
the expected thermodynamic equilibrium concentration of orthohydrogen corresponds to
the temperature of the OPC, 15.4 K±0.5, which results in an expected orthohydrogen
concentration of 0.00015. The orthohydrogen concentration is expected to be near the
thermal equilibrium value but there is no way built into the apparatus to determine it
directly. The transmission was measured during the filling and conversion process over the
course of two weeks of running and was fit to an asymptotic function

t−c 
f (t) = a × 1 − exp(−
) ,
τ
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(8.4)

where a is the asymptotic fit parameter, c is a time offset in days, and τ is the conversion time
in days. Figure 8.5 depicts the conversion as tracked by transmission measurements over the
course of two weeks. The conversion fits this function well with a conversion time of 1.13
days. Since the conversion loop operates continually, data taken starting approximately 1-2
weeks after the initial target vessel fill is deemed to be “fully converted” to parahydrogen and
expected to be near the thermal equilibrium value because depolarization on the apparatus
walls is expected to be negligible.
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Figure 8.5: Observed ortho-para conversion over time as a fraction of the asymptotic limit
for 3.42 meV neutrons shortly after filling the target, with a time constant of approximately
one day. Residuals from the exponential fit are shown at the bottom [Grammer et al., 2015].

8.3.2

Cross Section Data Analysis

The neutron transmission is an exponential function of the neutron energy dependent total
cross section
T (λ) = exp(−nlσtotal (λ)),
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(8.5)

where n is the number density and l is the length of the hydrogen in the neutron beam. The
total cross section can be extracted from measurements of the transmission
− log[T (λ)]
nl
= σabs (λ) + σscatter (λ)

σtotal (λ) =

= σabs (λ) + f × σpara + (1 − f )σortho ,

(8.6)

(8.7)

where f is the parahydrogen fraction, σabs = 0.3326 ± 0.0007 b at 2200 m/s [Mughabghab,
2006], σscatter is the total scattering cross section, σortho is the orthohydrogen scattering cross
section, and σpara is the parahydrogen scattering cross section.
During analysis of the data, it was discovered that the moderator spectrum had shifted
and it was later revealed that the moderator had been emptied and refilled with fresh
hydrogen between the two run periods. This required a more careful use of the normalization
monitor, by wavelength rather than by integration, in order to normalize each measurement
and extract the transmission. The transmission monitor exhibits a 240 Hz noise pattern with
a small amplitude that is evident at long wavelengths and small signals, which is then fit to
a sinusoidal function and subtracted away. Pedestal runs were taken before and after the
measurement periods with the FNPB shutter closed. The beam intensity is normalized to
a monitor upstream of the supermirror polarizer, which requires a time of flight adjustment
when extracting the transmission. The transmission is extracted as follows, with the 240 Hz
noise and pedestals subtracted,
T (λ) =

Strans,full (λ) Snorm,empty (λ) gnorm
,
Strans,empty (λ) Snorm,full (λ) gtrans

(8.8)

where the Strans is the signal in the transmission monitor, Snorm is the signal in the
normalization monitor (M1), and g are monitor gain adjustment factors.
The cold hydrogen moderator viewed by FNPB is a fully coupled, unpoisoned liquid
hydrogen volume at 20 K [Fomin et al., 2015]. It is continuously circulated via a jet at
the bottom of the vessel. It is initially filled with natural hydrogen that slowly converts
to parahydrogen without the aid of a catalyst. The neutron spectrum is dependent on the
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relative concentrations of orthohydrogen and parahydrogen of the moderator. The full target
measurement for the cross section was performed on December 21, 2012, and the empty
target measurement was performed on January 7, 2013. During that 2 week break between
measurements, the moderator viewed by FNPB was emptied and refilled with fresh hydrogen
which led to a shift in the moderator spectrum that requires a correction using the upstream
monitor, M1. The time of flight conversion to neutron energy is used to interpolate with a
cubic spline and extract the M1 normalization factors required to adjust the transmission
for the moderator spectrum change as a function of wavelength. The functional form of the
normalization monitor correction is shown in figure 8.6.
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Figure 8.6: Measured ratio of monitor 1 signals for empty and full target measurements,
showing the moderator spectrum shift and depicting lower neutron flux for the target empty
run corresponding to fresh hydrogen in the moderator and therefore higher orthohydrogen
content.
Neutron time of flight is used to determine the position of the neutron monitors relative
to the moderator and target in order to convert arrival time in the data acquisition system
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to neutron energy. The sharp dips in the pulse shapes in Fig. 8.7 are due to Bragg scattering
on aluminum windows along the path of the neutron beam. These dips are visible at
neutron energies of 4.98 and 3.74 meV, corresponding to the aluminum (200) and (111)
Bragg planes [Wyckoff, 1963], respectively. Data were taken at higher sampling rate in order
to pinpoint the arrival time of these Bragg edges in the monitors to within 0.16 ms. The
normalization monitor (M1) is located 15.24 m ± 0.12 m from the moderator, the 16-liter
liquid hydrogen target [Santra et al., 2010] is centered 17.6 m from the moderator, and the
transmission monitor is located 3.44 m ± 0.02 m from the normalization monitor.
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Figure 8.7: Transmission monitor signals (left axis) for empty (triangles) and hydrogenfilled (squares) aluminum target vessel. Dips in the spectra are at the aluminum Bragg
edges. Transmission ratio (right axis, diamonds) depicts no transmission for energies above
14.5 meV spin-flip transition [Grammer et al., 2015].

8.3.3

Uncertainty Analysis

The hydrogen target vessel is instrumented with multiple thermometers around the vessel
and the OPC. These thermometers are Lakeshore DT-670 silicon diodes and are specified
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Figure 8.8: Diagram of circulation loop inside the hydrogen target system. Evaporated
hydrogen is re-condensed and is forced to flow through the OPC at a rate of a few millimoles
per second. T3, T7, T8, and T10 determine the liquid hydrogen bulk temperature. T2 and
T5 determine the temperature of the catalyst in the OPC [Grammer et al., 2015].

to have a 0.5 K tolerance, however, they also exhibit drift and some experience radiation
damage.
The thermometers T3, T7, T8, and T10, shown in figure 8.8, are used to determine the
temperature of the bulk liquid. At the time of the measurement of the full target for the
cross section data run, these measured T3 = 15.5 K, T7 = 15.4 K, T8 = 15.78 K, and T10
= 15.84 K for an average of 15.6 K.
The T3 thermometer is attached to the liquefaction chamber and is held fixed by a heater
and refrigerator and does not drift over time. The other thermometers do drift over time
at a rate of approximately 0.1 K per month. The hydrogen vessel had been in operation
for approximately 4-5 months by the time the cross section measurement was performed,
making the expected drift not worse than 0.4 K.
At the start of the experiment, T8 and T10 gave measurements equal to or slightly higher
than T3. During the measurement period a heater was active meaning that T8 and T10
could only be higher than T3. Since the heater and the drift act in the same direction, the
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fact that T8 and T10 are only 0.3 K above T3 implies that the drift could not be worse than
0.3 K and provides a stronger constraint on the drift than the 0.1 K per month argument.
Added in quadrature, the expected uncertainty in the temperature measurement is 0.6 K.
The temperature is used to extract the density of the bulk liquid in the vessel. The
functional form of the density was determined by combining multiple sources [Leachman
et al., 2009; McCarty et al., 1981; Souers, 1986]. A distinction between parahydrogen and
orthohydrogen is not made when combining these sources together, providing an uncertainty
of the fit to the functional form of the density of 0.5%,
ρ(T) = 0.083658 − 0.000150459T − 2.3642 × 10−5 T2 ,

(8.9)

corresponding to a density of 0.07573 g cm−3 ± 0.00044. The vessel temperature is also used
to determine the length of the target after thermal contraction using NIST cryogenics data,
∆L(T) =

L−L293
L293

× 105

= −412.77 − 3.0389 × 10−1 T + 8.7696 × 10−3 T2 − 9.9821 × 10−6 T3 ,

(8.10)

with a warm length of 30.19 cm±0.002 as determined from measurements with a coordinate
measurement machine, the cold length is therefore 30.065 cm±0.005.
The linearity of the monitors was determined by performing bias voltage scans in order
to eliminate recombination of ions in the chambers, and the monitors were operated at
sufficiently high voltage to accomplish this. The linearity is therefore expect to be better
than 0.15%. Current injection tests were performed on the preamplifiers to determine that
the linearity of the preamplifers is better than 0.1% and to determine the gain shift for the
monitors. Additionally, contamination of the transmission signal by small angle scattering
was estimated in MCNPX to be less than 0.1%, meaning that the neutrons detected in the
transmission monitor are un-scattered neutrons.
The required running time was determined based on the requirement that the neutron
counting statistics would not dominate the uncertainty and that the measurement would
instead be systematics limited. the two largest contributions are the neutron time of flight
and the temperature of the liquid in the vessel. The table 8.3 shows the uncertainty in
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Table 8.3: Main uncertainties in the total cross section at 1.92 meV.
Source
Neutrons
Time of flight
Monitor gains
Monitor linearity
Target length
Liquid density fit
Temperature
Total

Uncertainty
0.02%
0.61%
0.06%
0.12%
0.007%
0.5%
0.71%
1.07%

the measured total cross section evaluated at 1.92 meV, since this is actually a function of
energy.

8.3.4

Results

The result of the transmission measurement [Grammer et al., 2015] is the total cross section
for the particular sample of liquid hydrogen that was in the NPDGamma apparatus at the
time, and the total cross section is measured with precision of approximately 1%. In principle,
that sample could have some orthohydrogen contamination present. The total scattering
cross section can be determined by subtracting the known 1/v absorption cross section for
hydrogen. If the lowest magnitude point in the total scattering cross section is assumed to
be due to orthohydrogen only, that is to say the parahydrogen scattering cross section at
this point is 0 barns, then the maximum orthohydrogen contamination can be determined by
using the relatively well-known orthohydrogen scattering cross section from ENDF-VII. The
lowest point is at 0.8 meV, and this provides an estimate for the orthohydrogen concentration
of 0.0015 with a corresponding parahydrogen concentration of 0.9985. This upper limit on
the orthohydrogen concentration provides a measurement band in which the parahydrogen
scattering section should lie. The total cross section has been determined with an uncertainty
of 1% or approximately 0.2b/atom over the energy range 0.43 meV to 16.1 meV. Figure 8.9
shows the total cross section in red and then parahydrogen scattering cross section band in
blue, with the upper error bar determined by the uncertainty analysis and the lower error bar
determined by the upper limit on the orthohydrogen concentration. This upper limit on the
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Figure 8.9: Total cross section from this work in b/atom (triangles), parahydrogen
scattering cross section (squares). The upper error bar on the parahydrogen cross section
comes from Table 8.3 and the lower error bar is given by the upper limit on the orthohydrogen
contamination [Grammer et al., 2015].
orthohydrogen concentration is also used in the MCNPX polarization model for determining
the polarization on capture.
The spectral shift that was observed during the measurement of the parahydrogen
cross section indicates that the spectrum of a moderator depends rather strongly on the
isomeric composition of the liquid hydrogen in the moderator vessel. In fact, previous
calculations for the design of the J-PARC moderator [Kai et al., 2004], the LANSCE cold
source [Ooi et al., 2006], and the design of the planned ESS [Magán et al., 2013] similarly
show that the neutronics performance of a liquid hydrogen cold source depends on the
parahydrogen and orthohydrogen content of the moderator. This new measurement implies
that the contribution to scattering due to parahydrogen was being overestimated and that
the moderating properties of pure parahydrogen are in fact lower than previously expected.
The the ENDF-VII kernel [Chadwick et al., 2011] due to being benchmarked to the
Seiffert cross section had predicted a transmission through the NPDGamma apparatus
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that was approximately 2% less than what was measured.

Figure 8.10 shows the
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comparison between this new measurement and several previous measurements.
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Figure 8.10: (Color online) The scattering cross section extracted in this work [Grammer
et al., 2015] (triangles), Squires [Squires and Stewart, 1955] (diamonds), Celli [Celli et al.,
1999] (stars, some points omitted), Seiffert [Seiffert et al., 1970] (circles), ENDF-VII (black),
and subtraction of a 0.5% admixture of orthohydrogen from Seiffert (squares).
Squires measurement [Squires and Stewart, 1955] was performed using a gaseous mixture
of parahydrogen and orthohydrogen with a 0.9979 parahydrogen concentration that was
independently measured using thermal conductivity.

The Celli [Celli et al., 1999] and

Seiffert [Seiffert et al., 1970] were both performed using thin liquid hydrogen samples
that were in the presence of a catalyst. Seiffert monitored the transmission of neutrons
through the sample for approximately one day before determining that the orthohydrogen
concentration was “negligible”. Celli inferred that the sample was in thermal equilibrium
after approximately 20 hours with an estimated parahydrogen concentration of 0.9996. The
Seiffert measurement used a static conversion system rather than a circulating system. By
comparison, the NPDGamma system is thick and contains an active conversion loop.
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It is clear that the NPDGamma sample has less orthohydrogen contamination than
these previous measurements because the result is smaller in magnitude than the previous
measurements. If an admixture of 0.5% orthohydrogen via the ENDF-VII cross section is
subtracted from the Seiffert measurement, the discrepancy between that measurement and
the new measurement using the NPDGamma apparatus is resolved. This implies that the
previous measurements should be treated as upper limits on the parahydrogen scattering
cross section and that the measurement band result using the NPDGamma apparatus
presents the most accurate and highest precision measurement of this cross section.
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Appendix A
Equilibrium Concentration of
Orthohydrgen and Parahydrogen
Molecular hydrogen is composed of two nuclear spin isomers, parahydrogen and orthohydrogen. The singlet parahydrogen state corresponds to even angular momentum quantum
numbers (J = even) and the triplet orthohydrogen state corresponds to odd angular
momentum quantum numbers (J = odd). The equilibrium concentrations of these two
isomers depends on temperature.
The probability that a particular state, i, is occupied is given by the Boltzmann factor,
Pi = Ce−βEi , where β is

1
,
kB T

C is a normalization constant, and Ei is the energy of the state.
P
The normalization constant can be found by summing over all states, 1/C =
Pi = Z,
where Z is the called the partition function. The partition function is defined as the sum
over all states of the Boltzmann factors,
Z=

X

e−βEi .

(A.1)

i

In the case of a system where the total energy depends on independent contributions, for
instance if the energy of the state is given by the sum of two contributions a and b
Ea,b = Ea + Eb ,
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(A.2)

where Ea is energy due to contribution a and Eb is the energy due to contribution b. In this
case, the partition function is
Z=

XX
a

e−β(Ea +Eb ) =

X

e−βEa

X

a

b

e−βEb = Za Zb ,

(A.3)

b

such that the partition functions of independent contributions multiply.
Hydrogen is a diatomic molecule with contributions to the total energy from translation,
vibration, and rotation. The partition function is given by
ZH2 = Zvib Ztrans Zrot .

(A.4)

The vibrational motion of a diatomic molecule, where each atom oscillates along the
line connecting the atoms, can be approximated as a simple harmonic oscillator with energy
levels (n + 21 )~ω for integer values of n. The vibrational partition function is then given by
Zvib =

X
i

−βEi

e

=

∞
X

−β(n+ 12 )~ω

e

=e

−β 21 ~ω

n=0

∞
X

1

−βn~ω

e

n=0

e− 2 β~ω
.
=
1 − e−β~ω

(A.5)

The translational motion requires investigating a particle in a three dimensional box.
Consider a three dimensional box of molecules of dimensions L × L × L and volume V = L3 .
The wave function of a molecule in the box with wave vector k is given by
ψ(x, y, z) =

1
V 1/2

sin(kx x) sin(ky y) sin(kz z).

(A.6)

The wave function goes to zero at the boundaries of the box, which occurs for
kx =

nx π
,
L

ky =

ny π
,
L

kz =

nz π
,
L

(A.7)

where nx , ny , and nz are positive integers. A single point in k-space therefore occupies a
volume
π
π
π
π 3
× × =
.
L L L
L
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(A.8)

The allowed states with a wave vector between k and k + dk lie in one octant of a spherical
shell of radius k and thickness dk, since only positive wave vectors are considered. The
volume of this shell is given by
1
4πk 2 dk.
8

(A.9)

The number of states a wave vector between k and k+dk is described by the function g(k)dk,
where g(k) is the density of states, and is given by
1
4πk 2 dk
8
(π/L)3

g(k)dk =

=

V k 2 dk
.
2π 2

(A.10)

To determine the translational partition function, the summation is replaced by an
integral
Z

∞

e−βE(k) g(k)dk,

Ztrans =

(A.11)

0

where the energy of a molecule is determined by the wave vector k such that
E(k) =

~2 k 2
.
2m

(A.12)

The partition function is then given by
Z
Ztrans =
0

∞

e−β

~2 k2
2m

V m 3/2
V k 2 dk
= 3
.
2
2π
~ 2πβ

(A.13)

This can be further simplified by defining the thermal wavelength, λth as
λth = √

h
,
2πmkBT

(A.14)

V
.
λ3th

(A.15)

and therefore
Ztrans =

The rotational kinetic energy of a molecule with moment of inertia I is given by Ĵ2 /2I
where Ĵ is the total angular momentum vector. The eigenvalues of Ĵ2 are given by ~2 J(J +1),
where the angular momentum quantum number J takes values J = 0, 1, 2, · · · . The energy
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levels are then given by
~2
J(J + 1),
2I

EJ =

(A.16)

and have degeneracy 2J + 1. The rotation partition function is then given by
Zrot =

X

−βEi

e

∞
X

=

i

2 J(J+1)/2I

(2J + 1)e−β~

.

(A.17)

J=0

In the case of the hydrogen molecule, the total wave function must be antisymmetric
because the protons are fermions. There are two forms of molecular hydrogen. If the protons
are symmetric under exchange, the molecule is in the triplet state with J = 1 and is called
orthohydrogen. If the protons are antisymmetric under exchange, the molecule is in the
singlet state with J = 0 and is called parahydrogen. For orthohydrogen, the rotational
part of the wave function must be antisymmetric and therefore has odd-integer values of J.
Similarly, parahydrogen must have a symmetric rotational part of the wave function and has
even-integer values of J. The partition function can then be further separated accordingly
with
Zortho =

∞
X

2 J(J+1)/2I

3(2J + 1)e−β~

,

(A.18)

J=1,3,5,···

Zpara =

∞
X

2 J(J+1)/2I

(2J + 1)e−β~

.

(A.19)

J=0,2,4,···

These expressions can then be used to express the equilibrium ratio of orthohydrogen to
parahydrogen

P∞
−β~2 J(J+1)/2I
Zortho
J=1,3,5,··· 3(2J + 1)e
f=
.
= P∞
−β~2 J(J+1)/2I
Zpara
J=0,2,4,··· (2J + 1)e

(A.20)

The molecule is represented as if it is two point masses of mass m connected by a massless rod
of length l, which has a moment of inertia of I = 12 ml2 . The separation of the protons in the
molecule is 7.4 × 10−11 m. The orthohydrogen and parahydrogen equilibrium concentrations
are shown in figure A.1. Hydrogen at room temperature, commonly called normal hydrogen,
is approximately 75% orthohydrogen while the equilibirum concentration of orthohydrogen
at 15 Kelvin is about 0.01%. The energy separation between the J = 0 ground state and
the first excited state is about 14.7 meV corresponding to about 85 Kelvin.
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Figure A.1: Orthohydrogen concentration as a function of temperature. The parahydrogen
concentration is 1 − xortho .
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Table B.1: Table of Materials used in MCNPX
Material
Air

Density g cm−3
0.001225

Aluminum at 293K or 20K

2.7

Carbon Tetrachloride

1.5867

Cesium Iodide
Concrete

4.51
2.2

Copper Metal
Liquid para-Hydrogen at 20K
Natural Lead

8.94
0.07093
11.35

Lithium Carbonate

1.36

Lithium Fluoride

2.635

Nylon Plastic type 6

1.14

Steel (pure iron)

7.874

Composition (by weight)
Nitrogen (75.5636%), Oxygen (23.1475%),
Argon (1.2889%)
Aluminum (97.25%), Silicon (0.71%),
Chromium (0.19%), Iron (0.5%),
Zinc (0.24%), Copper (0.36%),
Titanium (0.01%), Manganese (0.07%),
Zirconium (0.24%), Magnesium (1%)
Carbon (20%), Chlorine-35 (60%),
Chlorine-37 (20%) (atomic fractions)
Iodine (48.845%), Cesium (51.155%)
Hydrogen (0.6488%), Oxygen (51.8069%),
Sodium (1.6577%), Aluminum (3.5137%),
Silicon (34.9085%), Potassium (1.5324%),
Calcium (4.5057%), Iron (1.4411%)
Copper-63 (69.15%), Copper-65 (30.85%)
para-Hydrogen (100%)
Lead-206 (24.1%), Lead-207 (22.1%),
Lead-208 (52.4%)
Hydrogen (4.2%), Carbon (21.898%),
Silicon 27.888%), Oxygen (40.792%),
Zinc (0.154%), Lithium-6 (4.498%),
Lithium-7 (0.583%)
Hydrogen (2.2%), Fluorine (35.0%),
Lithium-6 (31.5%), Lithium-7 (3.5%),
Silicon (27.8%) (matrix composition unknown)
Hydrogen (9.7976%), Carbon (63.6856%),
Nitrogen (12.3779%), Oxygen (14.1389%)
Iron (100%)
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Table B.2: Table of Ideal Geometrical Factors and Absolute Statistical Uncertainties for
the Chlorine Target
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

GLR
-0.18268
-0.4972
-0.66078
-0.66132
-0.49689
-0.18247
0.18277
0.49688
0.66077
0.66097
0.4971
0.1826
-0.22632
-0.62495
-0.84468
-0.8446
-0.62496
-0.22609
0.22645
0.62499
0.84478
0.84451
0.625
0.22621
-0.2415
-0.66977
-0.90962
-0.90979
-0.66959
-0.24159
0.24107
0.66969
0.90977
0.90977
0.66962
0.24111
-0.21069
-0.58014
-0.77939
-0.77945
-0.58024
-0.21065
0.21097
0.58032
0.77958
0.77984
0.57998
0.21097

GUD
0.66047
0.49667
0.18256
-0.18211
-0.4966
-0.66047
-0.6604
-0.49667
-0.18205
0.18214
0.49694
0.66062
0.84456
0.62434
0.22562
-0.22541
-0.62426
-0.84463
-0.8445
-0.6243
-0.22551
0.22597
0.62442
0.84456
0.90994
0.66844
0.24059
-0.2406
-0.66876
-0.90959
-0.90988
-0.66863
-0.24073
0.24088
0.66866
0.90976
0.77943
0.57973
0.21043
-0.21039
-0.57946
-0.77957
-0.77943
-0.57962
-0.21053
0.21044
0.57976
0.77923

GZ
-0.66184
-0.64675
-0.661
-0.66095
-0.64696
-0.66162
-0.66183
-0.64748
-0.66165
-0.66159
-0.64711
-0.66158
-0.36918
-0.35792
-0.36867
-0.36888
-0.35785
-0.36916
-0.36932
-0.35796
-0.36887
-0.36909
-0.35828
-0.36935
0.096158
0.092741
0.09593
0.096257
0.092784
0.096314
0.0963
0.092447
0.095825
0.095953
0.092773
0.096313
0.5055
0.4914
0.5051
0.50489
0.49125
0.50515
0.50521
0.49118
0.5051
0.50491
0.49135
0.50542
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σLR
1.9160e-04
1.9056e-04
1.6162e-04
1.6542e-04
1.8541e-04
2.0856e-04
2.0046e-04
1.7723e-04
1.6781e-04
1.6033e-04
1.9177e-04
2.0193e-04
1.8963e-04
1.5352e-04
1.0657e-04
1.1319e-04
1.5010e-04
1.9335e-04
1.9174e-04
1.5348e-04
1.0727e-04
1.1003e-04
1.5622e-04
1.7048e-04
1.9811e-04
1.5960e-04
8.9538e-05
9.6138e-05
1.4400e-04
1.9375e-04
2.0024e-04
1.6335e-04
8.8589e-05
9.1636e-05
1.5370e-04
2.2159e-04
1.9042e-04
1.7901e-04
1.3133e-04
1.2385e-04
1.5709e-04
1.9517e-04
1.9802e-04
1.5286e-04
1.3262e-04
1.3599e-04
1.5671e-04
1.9193e-04

σUD
1.5890e-04
1.7719e-04
1.8899e-04
2.1360e-04
1.8744e-04
1.5483e-04
1.6886e-04
1.8437e-04
2.1944e-04
2.0962e-04
1.8111e-04
1.6688e-04
1.0558e-04
1.4950e-04
1.8120e-04
1.9846e-04
1.3787e-04
1.0484e-04
1.0221e-04
1.3905e-04
1.9142e-04
1.8433e-04
1.5725e-04
1.0378e-04
9.4433e-05
1.6219e-04
1.8475e-04
1.9419e-04
1.5978e-04
1.0025e-04
8.6794e-05
1.5586e-04
1.9087e-04
1.9142e-04
1.3413e-04
9.8619e-05
1.2368e-04
1.6231e-04
1.9416e-04
1.9870e-04
1.6672e-04
1.3336e-04
1.2480e-04
1.6230e-04
2.0377e-04
1.9815e-04
1.6347e-04
1.2857e-04

σZ
1.5179e-04
1.9142e-04
1.7229e-04
1.6724e-04
1.8933e-04
1.7213e-04
1.7841e-04
1.7325e-04
1.6685e-04
1.5974e-04
1.7193e-04
1.6162e-04
1.4653e-04
1.6892e-04
1.5094e-04
1.6282e-04
1.7956e-04
1.6091e-04
1.7260e-04
1.8119e-04
1.7273e-04
1.5754e-04
1.7646e-04
1.5251e-04
1.8471e-04
1.8508e-04
1.8614e-04
1.7429e-04
1.8261e-04
1.7036e-04
1.8158e-04
1.8276e-04
1.8898e-04
1.7823e-04
1.9008e-04
1.7174e-04
1.4265e-04
1.6888e-04
1.4703e-04
1.3768e-04
1.7057e-04
1.4890e-04
1.5695e-04
1.5180e-04
1.5917e-04
1.4632e-04
1.6100e-04
1.5045e-04

Table B.3: Table of Ideal Geometrical Factors and Absolute Statistical Uncertainties for
the Teflon Chlorine Target at the rear of the spin flipper
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

GLR
-0.22932
-0.62284
-0.83358
-0.83304
-0.62234
-0.22898
0.22857
0.62298
0.83351
0.83348
0.62257
0.22925
-0.19379
-0.52581
-0.70194
-0.70187
-0.52633
-0.1931
0.19347
0.5259
0.70191
0.70191
0.52644
0.19334
-0.15217
-0.40517
-0.53129
-0.53078
-0.40503
-0.15266
0.15242
0.40445
0.53139
0.53135
0.40457
0.15159
-0.1212
-0.31172
-0.40288
-0.40336
-0.31289
-0.12052
0.12004
0.31073
0.40262
0.40263
0.31093
0.12067

GUD
0.83893
0.62797
0.22768
-0.22764
-0.62856
-0.83891
-0.83937
-0.6278
-0.22799
0.22787
0.62803
0.83917
0.70173
0.52594
0.19292
-0.1931
-0.52567
-0.70173
-0.70181
-0.52579
-0.19299
0.19297
0.5253
0.70203
0.53115
0.40516
0.15214
-0.1525
-0.40466
-0.53096
-0.53149
-0.40509
-0.15202
0.15221
0.40502
0.53055
0.4022
0.31187
0.12148
-0.12027
-0.31143
-0.40254
-0.40236
-0.31141
-0.12056
0.12183
0.31153
0.40208

GZ
0.35018
0.33138
0.35334
0.35358
0.33122
0.35034
0.35031
0.33108
0.35383
0.35334
0.33137
0.35016
0.61546
0.6013
0.61529
0.61529
0.60067
0.61519
0.61539
0.60128
0.61504
0.61522
0.60148
0.61503
0.78259
0.7703
0.78217
0.7823
0.77059
0.7824
0.78228
0.77099
0.78222
0.78219
0.77118
0.78292
0.86271
0.85452
0.86249
0.863
0.8542
0.86308
0.86353
0.85514
0.86304
0.86293
0.85507
0.86353

186

σLR
3.1118e-04
2.5707e-04
1.9755e-04
1.8486e-04
2.6150e-04
3.2241e-04
3.2449e-04
2.5340e-04
1.9215e-04
1.9712e-04
2.5049e-04
3.3881e-04
2.2271e-04
2.2574e-04
1.7209e-04
1.8112e-04
2.2543e-04
2.3807e-04
2.5760e-04
2.2516e-04
1.8362e-04
1.7474e-04
2.2149e-04
2.4668e-04
2.9848e-04
3.1170e-04
2.6799e-04
2.3264e-04
2.8536e-04
2.8546e-04
2.7714e-04
2.5835e-04
2.7692e-04
2.6364e-04
2.6956e-04
2.6952e-04
3.9678e-04
3.9471e-04
3.5140e-04
3.4571e-04
3.5903e-04
3.7797e-04
3.5404e-04
3.7647e-04
3.7134e-04
3.7848e-04
3.7045e-04
3.7562e-04

σUD
1.7595e-04
2.5603e-04
3.4232e-04
3.4519e-04
2.5775e-04
1.6879e-04
1.7329e-04
2.5954e-04
3.4662e-04
3.6159e-04
2.7079e-04
1.7839e-04
1.7487e-04
2.3686e-04
2.5621e-04
2.5672e-04
2.2530e-04
1.8248e-04
1.8375e-04
2.3045e-04
2.6609e-04
2.8224e-04
2.2719e-04
1.7334e-04
2.4406e-04
2.8728e-04
3.0230e-04
2.8992e-04
2.7287e-04
2.5666e-04
2.5183e-04
2.7173e-04
3.0178e-04
3.1233e-04
3.0895e-04
2.3352e-04
3.6084e-04
3.9388e-04
3.8800e-04
3.9191e-04
3.7274e-04
3.6517e-04
3.5382e-04
3.9295e-04
3.9238e-04
3.7426e-04
3.8587e-04
3.3709e-04

σZ
2.7114e-04
2.8256e-04
3.1062e-04
2.7887e-04
3.1132e-04
2.5558e-04
2.5479e-04
2.6440e-04
2.7922e-04
3.0194e-04
2.6988e-04
2.5468e-04
1.7177e-04
1.7699e-04
1.7882e-04
1.7811e-04
1.9239e-04
1.7505e-04
1.9356e-04
1.9260e-04
1.7604e-04
1.7001e-04
1.9027e-04
1.8030e-04
1.8842e-04
2.0649e-04
1.9267e-04
1.9183e-04
2.1021e-04
1.7669e-04
1.9979e-04
2.0287e-04
1.7638e-04
1.6376e-04
1.8094e-04
1.9406e-04
2.2063e-04
2.4635e-04
2.1806e-04
2.1125e-04
2.3024e-04
2.2584e-04
2.3059e-04
2.2923e-04
2.2424e-04
2.3553e-04
2.1640e-04
2.1557e-04

Table B.4: Table of Ideal Geometrical Factors and Absolute Statistical Uncertainties for
the Aluminum Target
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

GLR
-0.20424
-0.56084
-0.75357
-0.75365
-0.56103
-0.20399
0.20408
0.56146
0.75374
0.75379
0.56156
0.20316
-0.23316
-0.64694
-0.87599
-0.87638
-0.64638
-0.23281
0.2329
0.6464
0.87638
0.8763
0.64717
0.23316
-0.22714
-0.62958
-0.85136
-0.85149
-0.62973
-0.22765
0.22734
0.62974
0.85189
0.85162
0.62966
0.22712
-0.1931
-0.52934
-0.70703
-0.70698
-0.52892
-0.19246
0.19272
0.52883
0.70743
0.70752
0.52945
0.19273

GUD
0.75371
0.56035
0.20348
-0.20325
-0.56013
-0.75334
-0.75393
-0.56063
-0.20387
0.20358
0.56069
0.75415
0.87604
0.64518
0.2326
-0.2324
-0.64598
-0.87622
-0.87636
-0.64597
-0.23257
0.23284
0.64535
0.87629
0.85173
0.62849
0.22606
-0.22676
-0.62845
-0.85149
-0.85138
-0.62861
-0.22697
0.22643
0.629
0.85162
0.7073
0.52781
0.19251
-0.19272
-0.52808
-0.70681
-0.70674
-0.52864
-0.19236
0.19231
0.5285
0.70724

GZ
-0.49946
-0.487
-0.4994
-0.49924
-0.48568
-0.49985
-0.49988
-0.48659
-0.49957
-0.49998
-0.48637
-0.50011
-0.14385
-0.14002
-0.14411
-0.14348
-0.13971
-0.14377
-0.14407
-0.14053
-0.14501
-0.14413
-0.14073
-0.14478
0.26648
0.25977
0.26617
0.26551
0.25992
0.26539
0.26628
0.25893
0.26472
0.26543
0.25841
0.26629
0.58177
0.56934
0.58158
0.58185
0.56916
0.5822
0.58224
0.56889
0.58134
0.58118
0.56856
0.58166

187

σLR
2.7718e-04
2.8167e-04
2.5920e-04
2.3667e-04
2.7506e-04
2.8704e-04
2.7448e-04
2.4218e-04
2.7557e-04
2.3370e-04
2.8367e-04
2.7557e-04
2.6152e-04
2.2286e-04
1.5457e-04
1.6770e-04
2.3303e-04
2.6323e-04
2.5405e-04
2.1457e-04
1.6192e-04
1.4944e-04
2.2875e-04
2.6532e-04
2.7174e-04
2.3423e-04
1.8033e-04
1.7286e-04
2.2549e-04
2.5802e-04
2.7171e-04
2.1403e-04
1.6942e-04
1.5483e-04
2.1878e-04
2.6587e-04
3.3649e-04
2.8668e-04
2.7358e-04
3.0540e-04
2.9378e-04
3.0696e-04
3.0023e-04
3.0111e-04
2.8493e-04
2.8128e-04
2.7375e-04
2.8564e-04

σUD
2.5343e-04
2.6014e-04
3.1111e-04
2.8109e-04
2.4606e-04
2.3351e-04
2.4124e-04
2.8458e-04
2.6474e-04
2.9397e-04
2.6198e-04
2.3182e-04
1.4287e-04
2.4190e-04
2.8032e-04
2.6189e-04
2.2148e-04
1.7327e-04
1.6147e-04
2.1515e-04
2.7116e-04
2.5891e-04
2.2541e-04
1.5581e-04
1.6610e-04
2.2330e-04
2.6733e-04
2.8472e-04
2.3548e-04
1.7060e-04
1.7758e-04
2.0532e-04
2.5462e-04
2.5733e-04
2.2349e-04
1.8146e-04
2.9131e-04
3.0069e-04
3.0852e-04
3.1560e-04
3.1971e-04
2.5917e-04
2.7700e-04
2.7768e-04
3.0501e-04
3.0085e-04
2.8939e-04
2.7118e-04

σZ
3.4185e-04
3.3579e-04
3.5213e-04
3.4570e-04
3.9302e-04
3.5111e-04
3.5726e-04
3.3923e-04
3.4280e-04
3.2979e-04
3.6435e-04
3.4556e-04
3.6220e-04
3.9201e-04
4.0658e-04
3.5141e-04
4.0125e-04
3.6969e-04
3.9623e-04
3.9283e-04
3.7557e-04
3.5893e-04
3.8377e-04
3.8313e-04
3.7065e-04
3.4783e-04
3.9340e-04
3.7768e-04
4.0746e-04
3.7404e-04
3.9353e-04
3.7687e-04
3.7266e-04
3.8860e-04
3.5443e-04
4.1989e-04
3.6234e-04
3.4486e-04
3.2305e-04
3.4025e-04
3.5583e-04
3.1757e-04
3.2914e-04
3.4776e-04
3.3460e-04
3.4280e-04
3.4136e-04
3.1431e-04

Table B.5: Table of Ideal Geometrical Factors and Absolute Statistical Uncertainties for
the Hydrogen Target
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

GLR
-0.20568
-0.56388
-0.75539
-0.75538
-0.564
-0.20594
0.20572
0.56384
0.75565
0.75547
0.56399
0.2058
-0.23526
-0.65148
-0.87837
-0.87853
-0.65149
-0.23537
0.23499
0.65159
0.87847
0.87852
0.65172
0.23541
-0.22969
-0.63457
-0.85392
-0.85403
-0.63465
-0.22934
0.22943
0.63479
0.85395
0.85402
0.6348
0.22943
-0.19722
-0.53981
-0.72072
-0.72062
-0.54009
-0.19751
0.19735
0.53996
0.72096
0.72065
0.5401
0.19765

GUD
0.75287
0.55893
0.20178
-0.20143
-0.55878
-0.75291
-0.75308
-0.55887
-0.2015
0.20148
0.55874
0.75308
0.87727
0.64263
0.22822
-0.22819
-0.64259
-0.87718
-0.87737
-0.64267
-0.22835
0.22818
0.64251
0.87728
0.85227
0.62601
0.22258
-0.22238
-0.62589
-0.85235
-0.85247
-0.62597
-0.22275
0.22267
0.62593
0.85245
0.71887
0.53494
0.19296
-0.1928
-0.5351
-0.7193
-0.7192
-0.53495
-0.19327
0.19292
0.53493
0.71882

GZ
-0.51695
-0.50176
-0.51377
-0.51401
-0.50216
-0.51689
-0.51701
-0.50231
-0.51376
-0.51434
-0.50205
-0.51698
-0.15589
-0.15159
-0.15453
-0.1545
-0.15165
-0.15637
-0.15611
-0.15152
-0.15471
-0.15484
-0.1516
-0.15594
0.2468
0.23926
0.24565
0.2453
0.2397
0.24682
0.24663
0.23927
0.24548
0.24532
0.23932
0.2464
0.55694
0.54408
0.55476
0.55509
0.54361
0.55657
0.55681
0.54441
0.55456
0.55538
0.54388
0.55694

188

σLR
1.4376e-04
1.3217e-04
1.2312e-04
1.1676e-04
1.4324e-04
1.4279e-04
1.3819e-04
1.3062e-04
1.3361e-04
1.0348e-04
1.3073e-04
1.4420e-04
1.3228e-04
1.1331e-04
8.2449e-05
7.5595e-05
1.1546e-04
1.1478e-04
1.4031e-04
1.1026e-04
7.3614e-05
7.9059e-05
1.0367e-04
1.4641e-04
1.3169e-04
1.1770e-04
8.1626e-05
7.3012e-05
1.1888e-04
1.4710e-04
1.4228e-04
1.2246e-04
7.9046e-05
8.4659e-05
1.1032e-04
1.4015e-04
1.4934e-04
1.5292e-04
1.4389e-04
1.2569e-04
1.6396e-04
1.5175e-04
1.6673e-04
1.4318e-04
1.3041e-04
1.4375e-04
1.5029e-04
1.5823e-04

σUD
1.2775e-04
1.3975e-04
1.6153e-04
1.4107e-04
1.5637e-04
1.2124e-04
1.1244e-04
1.3971e-04
1.6896e-04
1.6199e-04
1.3299e-04
1.1177e-04
7.4837e-05
1.1747e-04
1.3211e-04
1.4711e-04
1.1351e-04
6.9106e-05
7.9104e-05
1.1298e-04
1.4035e-04
1.4605e-04
1.0852e-04
7.6414e-05
7.6428e-05
1.0986e-04
1.5431e-04
1.4302e-04
1.1574e-04
7.9024e-05
7.8187e-05
1.1213e-04
1.5774e-04
1.3564e-04
1.0780e-04
8.2798e-05
1.5265e-04
1.4323e-04
1.7129e-04
1.6979e-04
1.5447e-04
1.3840e-04
1.3689e-04
1.4969e-04
1.4933e-04
1.7449e-04
1.5614e-04
1.2863e-04

σZ
1.7326e-04
1.7885e-04
1.5515e-04
1.5904e-04
1.6043e-04
1.5658e-04
1.5118e-04
1.6654e-04
1.6563e-04
1.4680e-04
1.6989e-04
1.5123e-04
1.6632e-04
1.7244e-04
1.6129e-04
1.7415e-04
1.7681e-04
1.6085e-04
1.6812e-04
1.7252e-04
1.6712e-04
1.7472e-04
1.8783e-04
1.8142e-04
1.9149e-04
1.9081e-04
1.9169e-04
1.8940e-04
1.9804e-04
1.8015e-04
1.8814e-04
1.9760e-04
1.8834e-04
1.7536e-04
1.9897e-04
1.8094e-04
1.9746e-04
1.7740e-04
1.9201e-04
1.8461e-04
1.9899e-04
1.8559e-04
1.7789e-04
2.0147e-04
1.8934e-04
1.9949e-04
2.1215e-04
1.8933e-04

Table B.6: Table of δφ Angles and Uncertainties in radians.
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

δφ
0.01735
-0.005548
-0.02734
0.01874
-0.003198
-0.02321
0.03346
0.01246
-0.01177
0.03064
-0.000883
-0.02642
0.01666
-0.002647
-0.02969
0.01929
-0.002863
-0.01928
0.02993
0.0166
-0.01674
0.03609
-0.00458
-0.02715
0.02237
-0.0003962
-0.02626
0.02726
-0.004062
-0.02256
0.03291
0.01454
-0.01561
0.02924
-0.007678
-0.03061
0.021
-0.003253
-0.03029
0.021
-0.0001232
-0.02556
0.02705
0.01256
-0.01666
0.03251
-0.00329
-0.02672

189

σ δφ
0.003313
0.002477
0.006278
0.005729
0.003487
0.003903
0.004374
0.002545
0.003931
0.004608
0.00191
0.003797
0.002787
0.002417
0.005557
0.005326
0.003741
0.004821
0.004601
0.003154
0.003329
0.004108
0.002405
0.003767
0.00428
0.001788
0.00444
0.004367
0.002725
0.003867
0.00385
0.002108
0.00433
0.00461
0.004789
0.004757
0.003861
0.004863
0.004079
0.004234
0.003534
0.004581
0.004007
0.00346
0.00549
0.007493
0.002208
0.004279

Table B.7: Table of Adjusted Geometrical Factors and Uncertainties for the Chlorine Target
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

G0LR
-0.19411
-0.49444
-0.65554
-0.65779
-0.49848
-0.19775
0.20476
0.50303
0.65858
0.65507
0.49754
0.19998
-0.24036
-0.62329
-0.83761
-0.84009
-0.62675
-0.24233
0.25162
0.63527
0.84088
0.8358
0.62786
0.24906
-0.26179
-0.6695
-0.90299
-0.9029
-0.6723
-0.26204
0.27088
0.67934
0.9059
0.90234
0.67473
0.26884
-0.22702
-0.57825
-0.77266
-0.77486
-0.58031
-0.23051
0.23197
0.58755
0.77597
0.77258
0.58189
0.23171

G0UD
0.65721
0.49942
0.20056
-0.19447
-0.49501
-0.65606
-0.65391
-0.49044
-0.18981
0.20231
0.4965
0.65556
0.84067
0.62599
0.25059
-0.24166
-0.62247
-0.84011
-0.83734
-0.61384
-0.23962
0.25629
0.62155
0.8381
0.90431
0.6687
0.2644
-0.26531
-0.66603
-0.90391
-0.90145
-0.65882
-0.2549
0.26737
0.6635
0.90196
0.77483
0.58161
0.23394
-0.22672
-0.57939
-0.77393
-0.77343
-0.57229
-0.22349
0.23568
0.57785
0.77331
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σLR0
2.1856e-03
1.2516e-03
1.2695e-03
1.1263e-03
1.7360e-03
2.5692e-03
2.8675e-03
1.2605e-03
7.6472e-04
9.4584e-04
9.6770e-04
2.4975e-03
2.3505e-03
1.5206e-03
1.3968e-03
1.2920e-03
2.3337e-03
4.0552e-03
3.8570e-03
1.9422e-03
8.0478e-04
1.0587e-03
1.5032e-03
3.1619e-03
3.8758e-03
1.2064e-03
1.1775e-03
1.1627e-03
1.8207e-03
3.5010e-03
3.4759e-03
1.3984e-03
1.1074e-03
1.2360e-03
3.1811e-03
4.2961e-03
2.9977e-03
2.8340e-03
9.6334e-04
9.6781e-04
2.0537e-03
3.5504e-03
3.1058e-03
1.9861e-03
1.2341e-03
1.7712e-03
1.2855e-03
3.3148e-03

σU D0
6.6240e-04
1.2374e-03
4.1201e-03
3.7744e-03
1.7483e-03
7.8721e-04
9.1149e-04
1.2932e-03
2.5979e-03
3.0256e-03
9.6759e-04
7.7751e-04
6.7813e-04
1.5137e-03
4.6586e-03
4.4786e-03
2.3489e-03
1.1731e-03
1.1621e-03
2.0085e-03
2.8055e-03
3.4386e-03
1.5184e-03
9.4396e-04
1.1245e-03
1.2082e-03
4.0139e-03
3.9481e-03
1.8391e-03
1.0184e-03
1.0464e-03
1.4405e-03
3.9275e-03
4.1641e-03
3.2340e-03
1.2826e-03
8.8521e-04
2.8167e-03
3.1579e-03
3.2865e-03
2.0577e-03
1.0642e-03
9.3798e-04
2.0395e-03
4.2651e-03
5.7926e-03
1.2952e-03
9.9989e-04

Table B.8: Table of Adjusted Geometrical Factors and Uncertainties for the Chlorine Target
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

G0LR
-0.24384
-0.61934
-0.82705
-0.82863
-0.62435
-0.24839
0.25653
0.63076
0.83077
0.82611
0.62312
0.25133
-0.20545
-0.52442
-0.6959
-0.69802
-0.52783
-0.20659
0.21438
0.53455
0.69858
0.69449
0.52884
0.21233
-0.16401
-0.40501
-0.52711
-0.52643
-0.40667
-0.16459
0.16982
0.41029
0.52896
0.52667
0.40767
0.16776
-0.12962
-0.31071
-0.39901
-0.40075
-0.31293
-0.13077
0.13088
0.31461
0.40055
0.39846
0.31195
0.13137

G0UD
0.83482
0.63142
0.25038
-0.24321
-0.62657
-0.83337
-0.83125
-0.61998
-0.23778
0.2533
0.62748
0.83282
0.69841
0.52733
0.21367
-0.2066
-0.52416
-0.69788
-0.6957
-0.51699
-0.20471
0.21817
0.52288
0.69652
0.52761
0.40532
0.16604
-0.16691
-0.40301
-0.52738
-0.52619
-0.39917
-0.16029
0.16768
0.4019
0.52566
0.39957
0.31288
0.13362
-0.12871
-0.31139
-0.39933
-0.39896
-0.30748
-0.12725
0.13486
0.3105
0.39871
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σLR0
2.7830e-03
1.5850e-03
1.5844e-03
1.4055e-03
2.2004e-03
3.2687e-03
3.6506e-03
1.5978e-03
9.5416e-04
1.1836e-03
1.2246e-03
3.1805e-03
1.9591e-03
1.2942e-03
1.1999e-03
1.1152e-03
1.9740e-03
3.3732e-03
3.2109e-03
1.6461e-03
7.0570e-04
9.1320e-04
1.2771e-03
2.6355e-03
2.2780e-03
7.8899e-04
7.8449e-04
7.6520e-04
1.1347e-03
2.0594e-03
2.0444e-03
8.8021e-04
7.4733e-04
8.1673e-04
1.9434e-03
2.5149e-03
1.5929e-03
1.5719e-03
6.4857e-04
6.4534e-04
1.1576e-03
1.8678e-03
1.6376e-03
1.1286e-03
7.9120e-04
1.0791e-03
7.7929e-04
1.7471e-03

σU D0
8.2673e-04
1.5553e-03
5.2039e-03
4.7596e-03
2.1923e-03
9.8410e-04
1.1355e-03
1.6259e-03
3.2838e-03
3.8234e-03
1.2208e-03
9.7094e-04
5.9869e-04
1.2893e-03
3.8759e-03
3.7264e-03
1.9876e-03
1.0127e-03
1.0032e-03
1.7017e-03
2.3405e-03
2.8670e-03
1.2922e-03
8.1847e-04
7.4323e-04
7.7914e-04
2.3600e-03
2.3174e-03
1.1413e-03
6.8633e-04
7.0056e-04
9.0658e-04
2.3104e-03
2.4479e-03
1.9765e-03
8.3147e-04
6.1700e-04
1.5615e-03
1.6733e-03
1.7413e-03
1.1671e-03
7.0154e-04
6.3268e-04
1.1574e-03
2.2339e-03
3.0091e-03
7.8953e-04
6.5550e-04

Table B.9: Table of Adjusted Geometrical Factors and Uncertainties for the Aluminum
Target
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

G0LR
-0.21729
-0.55772
-0.74773
-0.74971
-0.56282
-0.22142
0.22918
0.56841
0.75129
0.7472
0.56205
0.22301
-0.24773
-0.64523
-0.8687
-0.87174
-0.64823
-0.24965
0.25902
0.65703
0.87237
0.86733
0.65012
0.25686
-0.24614
-0.62933
-0.84513
-0.84499
-0.63228
-0.2468
0.25523
0.63881
0.84825
0.84464
0.63447
0.25308
-0.20791
-0.52762
-0.70088
-0.70277
-0.52899
-0.21046
0.21176
0.53543
0.70412
0.70089
0.53118
0.21156

G0UD
0.75005
0.56345
0.22401
-0.21734
-0.55833
-0.7484
-0.74668
-0.55358
-0.21272
0.22658
0.5602
0.74852
0.87203
0.64689
0.2585
-0.24926
-0.64412
-0.87157
-0.869
-0.63516
-0.24721
0.2643
0.64238
0.86964
0.84644
0.62874
0.24834
-0.24988
-0.62588
-0.84613
-0.84344
-0.61938
-0.24024
0.25123
0.62415
0.84427
0.70308
0.52953
0.21383
-0.20753
-0.52801
-0.70166
-0.70127
-0.52195
-0.20412
0.21521
0.52676
0.70183
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σLR0
2.5002e-03
1.4238e-03
1.4301e-03
1.2674e-03
1.9662e-03
2.9352e-03
3.2778e-03
1.4293e-03
8.8036e-04
1.0698e-03
1.1072e-03
2.8557e-03
2.4443e-03
1.5792e-03
1.4449e-03
1.3381e-03
2.4211e-03
4.2105e-03
4.0059e-03
2.0148e-03
8.3864e-04
1.0961e-03
1.5620e-03
3.2868e-03
3.6332e-03
1.1485e-03
1.1174e-03
1.1050e-03
1.7205e-03
3.2824e-03
3.2582e-03
1.3231e-03
1.0540e-03
1.1685e-03
2.9969e-03
4.0248e-03
2.7354e-03
2.5910e-03
9.1421e-04
9.3016e-04
1.8891e-03
3.2286e-03
2.8263e-03
1.8310e-03
1.1563e-03
1.6370e-03
1.1949e-03
3.0169e-03

σU D0
7.6313e-04
1.4057e-03
4.7049e-03
4.3041e-03
1.9779e-03
8.9523e-04
1.0312e-03
1.4741e-03
2.9649e-03
3.4553e-03
1.1052e-03
8.7801e-04
7.0502e-04
1.5780e-03
4.8359e-03
4.6502e-03
2.4353e-03
1.2161e-03
1.2025e-03
2.0834e-03
2.9164e-03
3.5726e-03
1.5799e-03
9.8013e-04
1.0666e-03
1.1473e-03
3.7622e-03
3.7014e-03
1.7391e-03
9.6960e-04
9.9844e-04
1.3622e-03
3.6820e-03
3.9022e-03
3.0466e-03
1.2174e-03
8.5397e-04
2.5834e-03
2.8757e-03
2.9920e-03
1.8967e-03
9.9826e-04
8.9270e-04
1.8734e-03
3.8778e-03
5.2606e-03
1.2081e-03
9.4510e-04

Table B.10: Table of Adjusted Geometrical Factors and Uncertainties for the Hydrogen
Target
Detector
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

G0LR
-0.21871
-0.56077
-0.7496
-0.75148
-0.56578
-0.22336
0.2308
0.57077
0.75322
0.74894
0.56449
0.22562
-0.24984
-0.64978
-0.87121
-0.87397
-0.65333
-0.25223
0.26114
0.66217
0.87453
0.86972
0.65465
0.25914
-0.2487
-0.63432
-0.84778
-0.84765
-0.63719
-0.24851
0.25736
0.64383
0.85037
0.84715
0.63959
0.25541
-0.21227
-0.53806
-0.71455
-0.71641
-0.54016
-0.21583
0.21673
0.54663
0.71764
0.71399
0.54186
0.21678

G0UD
0.74919
0.56205
0.22235
-0.21555
-0.55697
-0.74793
-0.74578
-0.5518
-0.21038
0.22453
0.55824
0.74738
0.87323
0.64435
0.25419
-0.2451
-0.64073
-0.87248
-0.86995
-0.63177
-0.24302
0.25973
0.63952
0.87057
0.84692
0.62627
0.24492
-0.24557
-0.6233
-0.84696
-0.84446
-0.61668
-0.23605
0.24755
0.62104
0.84503
0.71457
0.53669
0.2147
-0.2079
-0.53503
-0.71401
-0.7136
-0.52812
-0.20526
0.21624
0.53315
0.71328

193

σLR0
2.4861e-03
1.3984e-03
1.4014e-03
1.2404e-03
1.9474e-03
2.9228e-03
3.2652e-03
1.4101e-03
8.3764e-04
1.0397e-03
1.0744e-03
2.8416e-03
2.4372e-03
1.5613e-03
1.4151e-03
1.3076e-03
2.3999e-03
4.2082e-03
4.0047e-03
1.9957e-03
8.1226e-04
1.0700e-03
1.5418e-03
3.2828e-03
3.6275e-03
1.1261e-03
1.0906e-03
1.0750e-03
1.7027e-03
3.2787e-03
3.2539e-03
1.3057e-03
1.0252e-03
1.1443e-03
2.9761e-03
4.0220e-03
2.7630e-03
2.6144e-03
8.8759e-04
8.8909e-04
1.8980e-03
3.2741e-03
2.8646e-03
1.8330e-03
1.1345e-03
1.6267e-03
1.1868e-03
3.0565e-03

σU D0
7.3571e-04
1.3960e-03
4.7091e-03
4.3074e-03
1.9791e-03
8.8021e-04
1.0159e-03
1.4591e-03
2.9654e-03
3.4546e-03
1.0866e-03
8.6402e-04
7.0029e-04
1.5747e-03
4.8436e-03
4.6570e-03
2.4469e-03
1.2181e-03
1.2040e-03
2.0916e-03
2.9144e-03
3.5760e-03
1.5784e-03
9.7920e-04
1.0673e-03
1.1396e-03
3.7677e-03
3.7048e-03
1.7403e-03
9.6430e-04
9.9378e-04
1.3618e-03
3.6858e-03
3.9076e-03
3.0648e-03
1.2178e-03
8.3368e-04
2.6205e-03
2.9199e-03
3.0378e-03
1.9152e-03
9.9827e-04
8.7927e-04
1.8974e-03
3.9429e-03
5.3530e-03
1.2066e-03
9.3658e-04

Appendix C
Data Acquisition System Code
The data acquisition system was written in LabWindows/CVI using the C language. The
DAQ contains multiple separate threads that communication with each other via Windows
“events”. The CAMAC and GaGe systems operate in separate threads during a data
acquisition run. There is a slow DAQ system in a separate thread that monitors various
apparatus systems such as temperature and voltage as well as controls the high voltage
supply.
There are two primary windows in the DAQ system. The main window is the data taking
window where histograms and run stats messages are display and runs can be started and
stopped. The second window has the monitoring DAQ.

C.1

Data Acquisition Code

The monitoring DAQ operates at a sample frequency of 1 Hz, and all sampling is inhibited
while the CAMAC system is being written to or read from so as to not interfere with CAMAC
communication.
The High Voltage (Fig. C.1) tab controls the ramping up of the high voltage system as
well as displaying readout of the voltage and leakage current. The leakage current limit is
specified by the user and if the current rises above this limit, the high voltage supply trips
off and an email is sent to a mailing list as an alert.
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Figure C.1: Monitoring DAQ: High Voltage tab.
The high voltage system can be ramped up separately from the 1 Hz polling of the
monitoring systems.

The default ramp rate is also 1 Hz, with user specified voltage

increments. The system can also be gracefully turned off without sending an alert email.
A separate tab (Fig. C.2) displays the three diode thermometer readings from the inside
of the bore volume. The helium diode is mounted on the 4K vessel inside the bore, while
the nitrogen diode is mounted on one of the heat shields on the downstream end of the
apparatus. The trap diode is mounted on the downstream end of the trap. All of these
temperatures are read via a SIM-9000 mainframe.
Liquid levels are read via a Keithley 2900 DVM. Nominally, the level readings are a linear
voltage scale with 0 V corresponding to full and 0.5 V corresponding to empty. After a rough
calibration to get more accuracy from these readings, it was found that each has an offset of
about 10 mV and that the scale is 0.53 V rather than 0.5 V. The correct conversion functions
to level percentages are:
LN 2(%) = (1 − (V − 0.01)/0.53) ∗ 100.0
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(C.1)

Figure C.2: Monitoring DAQ: Temperature and Cryogens.
LHe(%) = (1 − (V − 0.0165)/0.53) ∗ 100.0.

(C.2)

These level readings allow for the capability to trigger a cryogen level alert email.
This tab (Fig. C.3) shows the Pfeiffer Dual-gauge readings of the pressure measured for
the OVC and the bore. There is possibility to send a pressure trip email. These readings
are read via a USB to RS232 converter.
This tab (Fig. C.4) contains recent history of the proton detector as well as the settings to
specify the proton “speed limit”, a feature that attempts to protect a detector by shutting
down the high voltage if the proton rate exceeds the specified level. The top left plot is
updated frequently from the GaGe card data and gives an indication of the 0.5 s average
proton trigger rate, with no threshold set in the code on energy windows. The middle left
plot shows the number of triggers from the previous 500 runs, and the bottom left plot shows
whether the ADC has been behaving or has been giving permanent busy signals. The plots
to the right are energy and time window bin counts for the last 500 runs. The energy and
time windows are specified in the Run Parameters dialog box that can be reached from the
main window.
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Figure C.3: Monitoring DAQ: Pressure.

Figure C.4: Monitoring DAQ: Proton Detector
This tab (Fig. C.5) shows the counter result for the last 500 runs from a single hex
counter in the CAMAC crate. At present, these counters are the proton gate signal, the
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Figure C.5: Monitoring DAQ: Alpha Counters
CAMAC ADC Busy signal, and a dummy timer. In the future, this tab could contain as
many counters as are desired.
The main window (Fig. C.6) contains two tabs, one of which shows the cumulative peak
height and timing histograms and the other shows the histograms from the last run only.
There is a message box below the histograms showing the current status of the DAQ along
with a progress bar showing the progress of the current run. The Run Comments text is
appended to a comments file named runcomments.dat at the end of each run.
When a run is started, the DAQ first resets several Windows events that indicate whether
each system is ready to acquire data to their default state. Any previous asynchronous timer
for the data acquisition thread is terminated. The amount of free space on the current local
data hard drive is checked to make sure there is space for the next run, otherwise the data
will be written to the next hard drive. The DAQ is now ready to trigger the CAMAC and
GaGe threads for setup and acquisition, and the acquisition thread waits for three Windows
event triggers.
The CAMAC acquisition thread begins by inhibiting the CAMAC line. The memory
modules are then cleared, and then setup commands are sent to the CAMAC modules. The
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Figure C.6: Main DAQ Window.
Kinetic Systems 3655 module that controls the trap timing signals is cleared and finally the
data enable logic signals are reset in order to set the gate flipflops for the trap signals, α
counting gate, and proton gate. A Windows event is then triggered to indicate that the
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CAMAC setup is complete and the thread waits for a similar signal from the GaGe card, or
times out after 30 s if the signal never arrives.
The GaGe digitizer setup occurs simultaneous to the CAMAC setup and in a separate
thread. Setup parameters are read from an .ini file that contains the sampling rate, sample
size, and other parameters of the digitizer card. When this has completed, the GaGe thread
sets another Windows event that indicates that it is ready for acquisition and similarly waits
for the CAMAC thread to be ready, and it times out after 50 s.
Once both threads signal that they are ready, the CAMAC 3655 timer starts generating
trap timing signals and a third Windows event is triggered to indicate that data acquisition
has begun. The GaGe card can operate in one of two modes; one in which the GaGe card
data is written to a file every trap opening and another in which the GaGe card stores
waveforms in internal memory which is read out at the completion of the run.
The DAQ then begins an asynchronous timer once the GaGe and CAMAC setup events
and the acquisition event have all triggered.

This asynchronous timer determines the

duration of a single run and is typically 120 s long. When the timer ticks to indicate
that the run is complete, the GaGe card is triggered to abort its current operation, write
data to a file, and begin an upload of the data via SSH to the remote analysis server. The
CAMAC system is inhibited and the timers are disabled. The CAMAC system then reads
the timing and peak height spectra from the memory modules as well as the α counter data.
The system then takes another run if it is in continuous run mode.
The DAQ has a where the GaGe card is used in singles mode to function as a multichannel analyzer for quick collection of calibration spectra. The MCA program acquires
data from the GaGe card for a specified amount of time, with a histogram update every
few hundred counts. The MCA code acquires data at 10 MHz for 51.2 µs per trigger, with
the trigger specified in an .ini file separate from the main DAQ .ini file. The program steps
through each waveform and record the maximum value and stores it in a histogram that is
updated much less frequently than the trigger rate due to the overhead of updating a plot
in Labwindows/CVI. The data can then be written to a text file for analysis later.
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The run parameters can be changed via a separate window, with all changes saved in the
DAQ .ini file. The first tab controls the ADC and TDC set up parameters, which ordinarily
don’t need to be changed.
The Timing Signals tab controls the trapping time in microseconds and the timer delays
for the trap signals. A single timing sequence is as follows:
1. T=0uS, ramp is grounded, door and mirror at 800V.
2. T=Trapping Time (10000uS) + T1, gate the proton detector on, ramp is grounded,
door and mirror at 800V.
3. T=Trapping Time + T2, open door, turn on ramp, mirror maintained at 800V.
4. T=Trapping Time + T3, lower mirror, ramp and door state maintained.
5. T=Trapping Time + T4, raise mirror and door, ground the ramp.
6. T=Trapping Time + T5, gate off the proton detector.
7. T=Trapping Time + T6, this is the dummy timer currently recorded in the counter.
Timers T7 and T8 are unused, so a trapping cycle has a length of Trapping Time + T6.
The Gage tab controls the inputs to the GaGe card.
The Trap tab contains information about the trap configuration as well as the length of
the run in seconds. The switches to the right show the configuration of the trap electrodes
with the ramp electrodes shown at 0 V and the door/mirror electrodes shown at 800 V.
This trap configuration is printed in the ini file as a string of ones and zeros, with the
configuration shown in the figure being 1110000000001111. The number of electrodes is
forced to be the same as the number of ramp electrodes shown in the switches. The Ramp
Max and Door/Mirror Max should be changed depending on the current settings of the
respective voltage supplies for the trap.
The Detectors tab contains information about the proton and alpha detectors. The
Windows tab controls the window binning that is shown in the right six plots of the proton
monitoring tab in figure C.4.
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C.2

Data Storage Format

The data is stored in several binary files for ease of reading and to minimize storage requirements. The GaGe card digitized waveforms are recorded in a single file (run_XXXXX_1.dat)
sequentially with 2048 time bins per waveform as well as a timestamp in microseconds for
the arrival time of the event since the start of the run. Each time bin is a signed short
integer, requiring 2 bytes per time bin. Two channels are recorded for each event, the first is
the digitized detector signal from the amplifier and the second is a digitized detector signal
from the preamplifier. The binary format for each event is:
double (8 bytes) - timestamp in microseconds
short (2 bytes) - time bin 0 for channel 1
...
short (2 bytes) - time bin 2047 for channel 1
double (8 bytes) - timestamp in microseconds
short (2 bytes) - time bin 0 for channel 2
...
short (2 bytes) - time bin 2047 for channel 2
There is an indeterminate number of such traces per run, so the file is read to
completion in a loop after determining the file size. Waveforms are appened to the file
(run_XXXXX_1.dat) only if the amplified signal rose above a user specified trigger threshold
and therefore represents an abridged version of the data stream. Every trap opening is
appened to the fifth file, (run_XXXXX_5.dat).
Data from the list-mode CAMAC module is stored in a single file (run_XXXXX_2.dat),
consisting of (usually) 2 signed short integers (2 bytes each) per recorded pulse. One of these
is the ADC pulse height and the other is the TDC arrival time. At present, these numbers
can occur in any order and the ADC will digitize two numbers if multiple peaks satisfying
the LLD arrive in a trapping cycle. This file also has an indeterminate size and is read
similar to the GaGe card file.
Data from the histogramming CAMAC module is stored in a single file, (run_XXXXX_3.dat),
and consists of 16384 signed short integers (2 bytes each). The first 8192 entries contain the
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ADC pulse height spectrum and the second 8192 entries contain the TDC timing spectrum.
The total size of this file will always be 32768 bytes.
Data from the slow monitoring system is stored in a small file (run_XXXXX_4.dat), which
currently contains 9 doubles occupying 8 bytes each followed by 6 integers. These are the
high voltage supply leakage current in microamperes, the high voltage supply voltage in
kilovolts, the three thermometers in Kelvin, two Pfieffer pressure gauge channels, and the
Keithley DVM recording the cryogen levels. The six integers are read at the end of each
run and correspond to the CAMAC hex-counter. At present, these are counts of the proton
gate signal, the ADC busy signal, and a dummy timer signal. In the future, these will be
counters from the neutron monitor. The format for each run is:
double (8 bytes) - High voltage leakage current (uA)
double (8 bytes) - High voltage level (kV)
double (8 bytes) - Temperature channel 1 (4K surface)
double (8 bytes) - Temperature channel 2 (77K surface)
double (8 bytes) - Temperature channel 3 (downstream end of trap)
double (8 bytes) - Pfieffer pressure channel 1
double (8 bytes) - Pfieffer pressure channel 2
double (8 bytes) - Keithley cryogen level channel 1
double (8 bytes) - Keithley cryogen level channel 2
int (4 bytes) - CAMAC Counter channels 0-5

C.3

Reading Data for Analysis

The ROOT library [Brun and Rademakers, 1996] is used for reading and analyzing data for
the lifetime experiment. Data is read into a series of trees and branches for ease of plotting
and analysis. A wrapper class called TauData reads the data and stores it in memory for
plotting or analysis. There are four trees, one for each file, because it is undesirable for
a tree to have a different number of entries in each branch. An entry corresponds to the
pulse/waveform number. For instance, if there are 200 GaGe traces in a run, then the GaGe
file will have 400 sets of 4104 byte blocks and likewise the list-mode file will have 200-ish
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sets of 4 byte blocks. However, the histogram file and the monitoring file will only contain
32768 and 96 bytes, respectively. This poses an issue if all four files are read into the same
tree and causes undefined behavior for the non-existent second entry of the monitoring and
histogramming data, or if the list and GaGe files contain different numbers of entries. For
this reason, the ROOT library reads each file into separate trees.
A run is read on the ROOT command line as follows:
root -l
.L TauData.cc++g
TauData t(x, y)
This loads ROOT, loads and compiles the library file into a shared object file, and declares
an instance of T auData named t using the run number x from series number y. Four files
described above will be read into memory into trees, in the ROOT parlance.
The first tree containing data is called g_tree, and it contains all data in the “_1” file as
well as this data processed into volts rather than ADC bits. There are five branches in this
tree. The first, known as “g”, contains the raw digitized amplifier waveform data in ADC
bits. The second, known as “g_v”, contains the GaGe waveform converted to volts by the
function
gv =

−16.0 − g
.
−16384.0

(C.3)

The third, known as “g_b”, contains the ADC busy signal converted to volts. The fourth,
“ts”, contains a single number per event corresponding to the time stamp for each event.
The fifth, called “t”, is the integer sequence 0 to 2047 for indexing the time bins. An event
recorded in a tree is known as an “Entry”, so if the ADC LLD triggered 150 times in a run,
there will be 150 Entries in the tree, g_tree, numbered from 0 to 149.
This allows the use of the following for plotting the GaGe data:
t.g_tree->Draw("what branch:against what", "some boolean", "options")
t.g_tree->Draw("g:t","Entry$ == 5")
t.g_tree->Draw("g_v:t","")
t.g_tree->Draw("g:t+Entry$*2048","")
t.g_tree->Draw("ts:Entry$","")
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The first line is an example of the structure of a draw line in ROOT’s CINT (C-interpreter).
The second and third options in quotation marks can be empty, but should always be present
in the function call. The second line plots the GaGe raw digitized amplifier data for the sixth
waveform in the data file as a function of time bins. The third plots the GaGe signal converted
to volts as a function of time bin for all waveforms in the file, which piles each waveform on
top of each other. The fourth plots the raw data for all waveforms as a function of time bin
but shifts each entry by 2048 from the previous one, which results in each waveform plotted
sequentially. The last one plots the timestamp since the initialization of the Gage card for
the trigger of waveform.
The second tree contains the list-mode data and is called c_tree. There is a single
branch in this tree, called “list”, which contains 2 shorts per entry. Commands to plot the
list-mode data include:
t.c_tree->Draw("list:Entry$","")
t.c_tree->Draw("list:Entry$"," list < 8192")
t.c_tree->Draw("list:Entry$","list >=8192")
t.c_tree->Draw("list[0]:list[1]-8192","")
The first plots the TDC and ADC entries all together as a function of the entry number. The
second plots only the ADC values, since these are all stored as numbers between 0 and 8192.
The third plots the TDC values only, since these are always offset by 8192 such that the
ADC and TDC numbers do not overlap. The last plots the ADC pulse height as a function
of the TDC arrival time minus the TDC bin shift of 8192.
The third tree contains the histograms from the ADC and TDC and is called h_tree.
There are three branches in this tree, called “adch”, “tdch”, and “hb”. These are the adc
histogram, tdc histogram, and an index of the histogram bin number respectively. This tree
contains only one entry for each branch, and each branch is composed of 8192 elements. Plot
commands include:
t.h_tree->Draw("adch:hb","")
t.h_tree->Draw("tdch:hb","")
t.h_tree->Draw("tdch:hb","hb > 50 && hb < 500")
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The first and second plot the ADC and TDC histograms, respectively, as a function of bin
number. The third plots the TDC histogram as a function of bin number for histogram bins
between 50 and 500.
The fourth tree contains the monitoring data and is called m_tree. There are two
branches in this tree, called “m“ and “alpha“, containing 9 doubles and 6 integers,
respectively. It is not especially useful to plot this branch, but it can be done.
t.m_tree->Draw("m","")
t.m_tree->Draw("alpha[1]","")
The first plots all elements of the branch, “m“, and the second plots only the first element
of the branch,“alpha“.
This structure also allows for straightforward access to the entries within each tree for
analysis at code level by using “C++“ arrays.
A copy of the code required to read data from Beam Lifetime 2 is located at
/home/lifetime/analysis, as well as a simple program (detsigave) that reads a set of
runs and saves pulse height spectra to a ROOT file. Required files are:
TauData.h
TauData.cc
taun_vars.h
Makefile
detsigave.cc
Running make detsigave compiles the detsigave code into a program for running. In order
to run it, use:
./detsigave 4038 4040 0.005 1 savefile
which specifies the first run, last run, histogram bin size in mV, the run stepsize, and the
filename for saving the resulting histograms. In order to plot the results, use:
root -l
TFile f("savefile")
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GaGe_spectrum.Draw()
camac_spectrum.Draw()

C.4

DAQ Parameters

The DAQ program includes a dialog box for editing the parameters of various aspects
of the data acquisition electronics as well as recording the run configuration in a human
readable format. These parameters are saved locally in the LifetimeDAQ folder in an .ini
file. The file is copied at the end of each run to a new file in the data folder named
Lifetime_s_XXXX_r_YYYYYY.ini which is then copied to hodor at the end of each run.
This file originated as the GaGe digitizer parameters file and then had everything else
added to it. The GaGe parameters are saved in sections titled Acquisition, Application,
Channel1, Channel2, and Trigger1.
• Acquisition
• Depth = 1792 - The amount in time bins of post trigger data to record.
• Mode = “Dual” - The number of channels.
• SampleRate = 10000000 - The sample rate in hertz.
• SegmentCount = 1 - The number of waveforms to record before in internal memory
before dumping to the DAQ program.
• SegmentSize = 2048 - The length of each waveform in time bins, of 204.8 microseconds.
• TimeStampClock = “Fixed” - A timestamping parameter for the GaGe card.
• TimeStampMode = “Free” - A timestamping parameter for the GaGe card.
• TriggerHoldoff = 256 - The amount in time bins of pre-trigger data to save, which
gives us a measure of the background.
• TriggerTimeout = 1000000000 - The time in units of 100ns to wait for a trigger before
forcing a trigger.
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• Application
• SaveFileFormat = “TYPE_DEC” - Flag for the DAQ loop to convert data.
• SaveFileName = “run_” - Currently ignored since it’s a relic from the original file.
• SegmentCount = 1 - Number of waveforms to record.
• SegmentStart = 1
• StartPosition = -256 - Amount of pre-trigger data to save.
• TransferLength = 2048 - Full length in time bins of a waveform.
• Channel1 and Channel2
• Coupling = “DC” - We use DC coupling on each channel.
• DcOffset = 1750 - Amount in mV to offset the channel. Channel 1 is offset by 1750mV
to give a range of -250mV to 3750mV. Channel 2 has an offset of zero.
• Impedance = 50 - Input impedance of the channel. I believe the device only supports
50 Ohms.
• Range = 4000 - Full range in mV of each channel.
Trigger on rising edge at a level of 60% of the full range on the external source line (which
is the proton gate signal):
• Trigger1
• Condition = “Rising”
• Level = 60
• Source = “External”
The CAMAC sections are titled CAMAC and Timers, the former controlling the
parameters of the ADC and TDC and the latter controlling the trap timer.
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• Camac
• Gain3512 = 8000 - ADC’s internal gain, corresponding to 8192 bins per 8V.
• LLD3512 = 0.3 - Level of the ADC’s Lower Level Discriminator, which is set manually
with a potentiometer and should be updated in the DAQ manually.
• Offset3512 = 0 - Amount to add to the ADC peak height in order to separate it from
the TDC results, currently this is zero.
• Offset4204 = 8192 - Amount to add to the TDC digitized arrival time to separate it
from the ADC results, currently 8192.
• Resolution4204 = 40 - Resolution flag for the TDC.
• Timers
• Delay3655 = 10000 - Length of a trapping cycle in microseconds, after which T1 will
tick.
• T1 = 0 - Time after Delay3655 in which T1 ticks, currently trapping is exactly 10000
microseconds. Proton detector gated on.
• T2 = 22 - Door grounded and ramp applied.
• T3 = 98 - Mirror grounded, ramp still applied and door still grounded.
• T4 = 128 - Ground the trapping region, raise door and mirror.
• T5 = 160 - Proton detector gated off.
• T6 = 600 - Dummy timer that is recorded in one of the hex counter channels.
• T7 = 700 - Recorded in ini file, but this channel isn’t used.
• T8 = 999 - Recorded in ini file, but this channel isn’t used.
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There are four sections defining parameters for the apparatus and DAQ, named Summing
Windows, TauN, Alpha Detector, and Proton Detector. Most of these settings are either
flags for the DAQ plotting window or tags for detector IDs, voltages, etc. in a human
readable format for deciphering what the run configuration was for a given series of runs.
12 numbers that correspond to DAQ plotting bounds for recording the run averaged
number of hits in 3 different energy windows and 3 different timing windows. These plots
are shown in one of the tabs of the monitoring DAQ window.
• TauN
• Door Mirror max voltage = 800 - This is set manually with a power supply and should
be updated in the DAQ manually as well.
• Electrode configuration = “1110000000001111” - This is set with switches in the DAQ
and corresponds to the trap electrode pattern, 1 being 800V and 0 being grounded
during a trap cycle.
• Ramp max voltage = 15 - Set in the same way as the door and mirror voltage.
• RunLength = 120 - This is the length of a run in seconds, which controls an
asynchronous timer that stops the run and reads data.
• Trap length = 9 - The length of the trapping region.
Currently gibberish since we don’t have these in place.
• Alpha Detector
• Alpha detectors = “PIPs”
• Alpha structure = 1
• Foil = “hello”
• Proton Detector
• Detector area = 300
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• Detector depletion depth = 300
• Detector gold thickness = 20
• Detector ID = “38-173D”
• Detector position = 520
• Detector type = “surface barrier”
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Level Adapter
LC 688AL

Figure C.7: Wiring schematic of the lifetime DAQ electronics.
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