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Chapter 1
Introduction
1.1 Centered Gaussian Random Functions







of real valued random variables on some proba-
bility space (













2 T; n 2 N;







= hRa; ai for a = (a
1
; : : : ; a
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. It is therefore natural to analyze properties
of g.r.f., which depend on the distribution only, by using the geometry of T















Interesting properties of this kind are the existence of a modication with








of random variables on (
;F ;P) is said to be a




) = 1 for all t 2 T:
5
1.1 Centered Gaussian Random Functions 6
We suppose that (T; d
X
) is separable. Then the following condition is
satised (see [F2] 3.1.3.):




































The separability of (T; d
X
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In this case the induced L
2
-pseudo-metric is a metric, namely
d
X
(s; t) = ks  tk
2
;













possesses a modication with
bounded (with bounded and uniformly continuous) sample paths.
1.2 Covering Numbers
Covering numbers are one classical possibility to investigate metric spaces.
For example, characterization of GB and GC properties was rst tried by
using covering numbers.
For later use (chapter 2) let us introduce the notion of this numbers for an
arbitrary metric space (T; d). We denote the closed ball fs 2 T ; d(s; t)  "g
by B(t; "). Then, for any subset A of T and " > 0 the covering number
N(A; d; ") is dened by



















Sometimes it is convenient to use a slightly dierent variant, namely







































; "), because otherwise we could nd an
element s 2 Anfs
1
; : : : ; s
m
g with d(s; s
`
) > " for 1  `  m:
Thus N(A; d; ") M(A; d; "):
If n = N(A; d;
"
2

























 1 for 1  `  n:
1.2 Covering Numbers 8







; ") d" <1
















; ") = 0
is necessary for T 2 GC:
We believe that it is impossible to characterize GB and GC properties
by using covering numbers N(T; d
X























This seems to be dicult, because it is hard to compute all covering
numbers exactly. However, the following two sets at least show that it is
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+ 1 = [exp(2
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1.3 Majorizing Measures 9

































































 exp(c  2
2k
):


























On the other hand we know that T
1




Majorizing measures are a suitable tool to characterize the GB and GC
properties. The suciency was proved by Fernique in 1975 ([F1]) and the
necessity by Talagrand in 1987 ([T1]).
The advantage, compared with covering numbers, is that they take pos-
sible inhomogeneities of T into account.









































1.3 Majorizing Measures 10
We denote by P(T; d
X
) the set of all probability measures on (T; d
X
) with
respect to the Borel -algebra.





). However, the denition of (T; d
X
) is more complicated, so
that we will postpone it to section 2.1.1. (T; d
X
) is used by Talagrand. He
also proved the equivalence between (T; d
X
) and I(T; d
X
) ([T2]).





















We will denote this quantity by ,(T; d
X
):
Fernique proved that ,(T; d
X
) <1 i T 2 GB (5.4.1. in [F2]).
It is possible to consider majorizing measures and the relations between
the dierent representations in a pure geometric way (without g.r.f.) on an
arbitrary metric space (T; d). We will do so in chapter 2 for nite majorizing





closely related to majorizing measures. Finite majorizingmeasures collect the
information in a certain area of neness. If (T; d) is precompact and N
2
<1,
they are nite (therefore we chose their name). Majorizing measures in the






= 1, where N
0
will be dened in
the beginning of chapter 2. In particular, we get a geometric proof for the
equivalence between (T; d
X
) and ,(T; d
X
).
Finite majorizing measures with N
2
<1 can be constructed inductively
(see section 2.5). For N
2
=1 this is not possible in a direct way, but by use
of the result of section 2.4.3.
Chapter 2 may be helpful for everybody who would like to understand
majorizing measures. In chapter 3 we consider relations between nite ma-
jorizing measures on (T; d
X
) for T  `
2





1.3 Majorizing Measures 11
We conclude our introduction with some notations:
Throughout the entire work, we denote by q a suciently large xed number;
for the denitions q > 1 will be large enough and for the theorems we will
give rough possible bounds.






positive constants which may de-







each proof (this should be clear from context).
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Chapter 2
Finite Majorizing Measures on
Metric Spaces
Let (T; d) be a metric space. We suppose that
0 < D(T ) = sup
s;t2T
d(s; t) <1:
As the case D(T ) = 0 is not interesting and would need separate consider-
ation within the following proofs, we will always assume D(T ) > 0: In case

























we denote by P(T; d) the set of all probability measures on (T; d) with respect







































; : : : ;A
N
2







; : : :) for N
2
=1)
satisfying the following conditions:
(a) A
j
is a nite measurable partition of T; N
1
 j  N
2
(b) N(A; d; q
 j




 j  N
2
:
We denote the set of A
j

























(t) for t 2 T and N
1







; : : : ; !
N
2







; : : :) for N
2
=1)

















(A)  1 for N
1








































; ! 2 G(A). Then we are able to dene a rst representation






















































































































:We do not change the denition because
the stated form is more convenient for Talagrand's construction.











= fTg and !
j









































































and  2 P(T; d) be arbitrary.
Set !
j




 j  N
2
:
Of course ! = (!
N
1
; : : : ; !
N
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We choose some point t
A






























































































































































































































We call the following estimations Sudakov-Dudley-bounds to remember their





























lnN(T; d; ") d"





and ! 2 G(A) be arbitrary.
Using N(A; d; q
 j




 j  N
2
, we nd elements
















, and there exists a set A 2 A
j






































+ 1  j  N
2
:









+ 1  j  N
2
we choose a partition B
j
of T which is induced by a
covering of T with N(T; d; q
 j






















= fA \B; A \B 6= ; A 2 A
j









Obviously, we get for N
1
































































































































lnN(T; d; ") d":
2.1.4 Example (Sequence)
The following example shows how the Sudakov-bound can be achieved (up to
a constant). We will give an explicit construction (see [LL]) to demonstrate
what can be done with the denitions. In section 2.5.5, we consider the
example again to deliver a better understanding.
















; k 6= `











k2N; Xk = akgk; g1; g2; : : : i.i.d.  N (0; 1):
Set (") = cardfk; a
k
 "g so that a
1
> : : : > a
(")
 " > a
(")+1
> : : : :
Using this notation we get N(T; d; ") = (")+ 1, because it is possible to
cover T by B(k; ") = fkg; k  ("); and B(`; ") = f(") + 1; (") + 2; : : :g









It is clear that we can not take fewer balls of radius ", because k; k  (");
is only contained in B(k; "): Therefore we have to take all B(k; "); k  (");













































































+ 2; : : :g:
Then fkg = B(k; q
 j






















; hence A = (A
N
1









While the choice of the partitions is straightforward, suitable weights are






































< k  
j
:











)  1 for N
1











































































































































































in a manner that shows













































For k > 
N
1








































































































































































































































































































































It is not clear (at least if (T; d) is not separable) whether the function under









































;  2 P(T; d)g:






















;  2 P(T; d); card supp <1g:

























then (B(t; ")) = 1

























































); S  T; 1 < cardS <1g













































 2 P(T; d); supp  S;
























 2 P(T; d); supp  S;
























 (B(t; ") \ S)
(dt) d";
 2 P(S; d
jSS
);














);  2 P(S; d
jSS









) = 0 for S  T with cardS = 1. Furthermore,
there exists some S  T with 1 < cardS < 1; because we supposed that
D(T ) > 0: Hence we obtain the stated result.
(b) This follows directly from (a).
2.2.3 Sudakov-Dudley-Bounds































lnN(T; d; ") d":
Proof: For the lower bound we choose points s
1




 j  N
2
 1






















































































For proof we take a partition A
"










: We denote the set of A
"
, which contains t,
by A
"
(t): Of course, A
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d(s+ r; t + r) = d(s; t)

:
Hence there exists the Haar measure :
Obviously,





































































(T; d) almost achieves the Dudley-bound. A concrete example is
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; : : :
i.i.d.  N (0; 1).
2.3 Talagrand's Construction
2.3.1 Initial Situation
We denote the set of all partitions A
N
1
which are induced by a cover of
T using N(T; d; q
 N
1
) or N(T; d; q
 N
1
) + 1 balls (the second case will be





























) then we can nd (not necessary uniquely determined)
points u(A) 2 T with A  B(u(A); q
 N
1








), and we set SF (N
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: For the upper



























































and e! = (g!
N
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2.3.2 Proof of Talagrand's Construction











: T ! [0;1) be functions
satisfying the following property:
For N
1
 j  N
2
  1; t 2 T and any points t
1




























(t); t 2 T;N
1
 j  N
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 j  N
2
  1): To get A
j+1
it is sucient (and
necessary) to take apart any A 2 A
j
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For t 2 D
k






























































By construction we get u
j
(A) 2 A for j  N
1
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Proof: Set for N
1
 j  N
2








(T; d);  2 P(T; d); supp  B(t; 2q
 j









(t); t 2 T;N
1
 j  N
2









 j < N
2
; t 2 T and t
1











`; k  n; ` 6= k be given. Fix  > 0 and choose 
1
; : : : ; 
n












































































































































































































Furthermore, if " > 4q
 j 2




































































































































































































































































Lemma 2.4.2 Let f be an increasing function from [1;1) to [0;1) satisfying




















































 xf(2)  f(2). Thus, choosing a












































;m = 1; 2; : : :
o
:







If y  x, then there is nothing to prove. Otherwise we have n  m with m











































































































; ` = 1; 2; : : :
o
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Proof: (compare 5.3.7. in [F2])


































For any  2 P(T; d) we get by using A
j










































































































































































































; so that we could


































By  ! 0 we obtain the desired result.




































Proof: The lower bound is easy to see:

















and e! = (!
N
1


































































for any S  T with 1 < cardS <1:














































; : : :):








) and e! 2 G(
e
A); because any A 2 A
N
satis-
es D(A)  2q
 N
, and thus by our choice of N we have A
N

































































































































We are now able to prove the desired result:
Using theorem 2.4.1 (here we use q > 8), proposition 2.2.2, theorem 2.4.2
















); S  T; 1 < cardS <1g






); S  T; 1 < cardS <1g






); S  T; 1 < cardS <1g











); S  T; 1 < cardS <1g:













(T; d) for S  T . This can be
seen directly from the denitions (be careful: N(A; d; q
 j





) = 1). Alternatively, we may use the same theorems and






























































(T; d); S  T; 1 < cardS <1

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2.5 Inductive Construction for N
2
<1





Recall Talagrand's construction. In this section we will dene a further
quantity by looking at its assumption from an other point of view. A direct
way is only possible for N
2


































n 2 N; t
1

















 j  N
2
  1.
















(T; d) = supf
j
(t) ; t 2 T;N
1
 j  N
2
+ 1g:
Denote the constant of this denition by c
0
through the entire section 2.5.
2.5.2 Sudakov-Dudley-Bounds
We believe that it is instructive to prove the Sudakov-Dudley-bounds directly
















































lnN(T; d; ") d":
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follows that for t 2 T and N
1

























































 : : :  n
j 1
:
Thus we get for N
1
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Thus we obtain the desired inequality.
For the upper bound recall the proof of theorem 2.4.1. There we constructed
(using q > 8) a family 
N
1




satisfying both the assumption of












(t); t 2 T;N
1
 j  N
2


















: T ! [0;1)
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n 2 N; t
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Thus we get the desired result.
2.5.4 Homogeneous Sets






) if for N
1
 j  N
2
  1



















Note that for example every group with a suitable metric (see section 2.2.4)
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) and points t
1











































































lnN(t; d; ") d"
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Here we consider the example from section 2.1.4 again, but only for q 
p
2:
Recall the denitions of T; d and 
j



























 j  N
2
  1:
Note that B(k; q
 j
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n 2 N; `
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n > 1; `
1



















does not exist for m
j
= 1).































































































n > 1; `
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; j  ` < N
2






































































;  2 P(T; d)g:



















































































lnN(T; d; ") d":
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Proofs: First we will prove the left hand side of theorem 2.6.2 for q > 1 :

















and  2 P(T; d) be arbitrary.




 j  N
2
then N(A; d; q
 j





(t)  B(t; 2q
 j
) holds for t 2 T; N
1







































































Now we prove proposition 2.6.2.
For the left hand side let  2 P(T; d) be arbitrary. Fix j with N
1
 j < N
2
and choose points s
1
; : : : ; s
n









`; k  n; ` 6= k:







































































































It remains to show the right hand side of theorem 2.6.2 for q > 8:







































(t) ; t 2 T;N
1
 j  N
2








We now prove that the functions 
N
1




satisfy the assumption of
theorem 2.3.2. Let N
1
 j  N
2
  1 and take t
1











; `; k  n; ` 6= k:




) we consider s
1













































































































































































































































































































;  2 P(T; d)g:

















































(a) Can be proved in exactly the same way as proposition 2.1.2.
(b) In the proof of the left hand side of theorem 2.6.2 we did not need that
the sequence of partitions was increasing.













































: Namely, we will prove an inequality similar to the right hand side
of theorem 2.6.2 without Talagrand's construction:
























































































for t 2 T;N
1
 j  N
2
;
i.e. we will obtain a connection between  and ! which is more direct than
any using Talagrand's construction.
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) <1 for N
1
 j  N
2
:
Fix j with N
1
 j  N
2
:
We choose points t
1
; : : : ; t
m

























We may numerate ft
1










































); 1  k  m:
We will obtain A
j
, that combines these sets B
1
; : : : ; B
m
, with help of the
















































We now choose `(k) for any 1  k  m which is maximal under the condition
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for ` 2 L: That means A
j
satises the conditions which we need to ensure
that A = (A
N
1
























for ` 2 L.
Hence we get for t 2 B
k






































as desired. Furthermore the sets C
1
; : : : ; C
m


























It follows ! = (!
N
1























































































Recall the denitions of section 2.1.1. One may ask whether it is essential












) the set of all sequences A = (A
N
1









is a nite partition of T; N
1
 j  N
2
and (b) ((b) and (c)) from section 2.1.1.
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Proof:























and ! 2 G(A):
Recall the proof of the right hand side of proposition 2.1.2. The same con-





and ! 2 G(A)






and ! 2 G(A):
















































































2.7.1 Denition and Elementary Properties
A metric space (T; d
0













We denote by B
0
(t; ") the ball w.r.t. d
0
:










(s; ") = B
0
(t; ") _ B
0
(s; ") \ B
0

















(s; ") \ B
0
(t; ") 6=  we choose r 2 B
0
(s; ") \ B
0
(t; "): Then we




















(s; ")  B
0
(t; "): Analogous we get B
0





(s; ") = B
0
(t; "):
(b) It is sucient to show M(S; d
0
; ")  N(S; d
0
; "):
Let n = N(S; d
0








; ") for suitable points t
1
; : : : ; t
n
2 T:















; t)g  maxf"; "g = ";
hence M(S; d
0










































; s 6= t:
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and choose an arbitrary ultrametric d
0











g ; s; t 2 T;
we obtain an ultrametric d
00











(t; ") ; " < 2q
 N
0




We denote by B
0
(t; ") and B
00





If  2 P(T; d
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= 1 there is





< 1, and we consider an
ultrametric d
0











We x some points t
j
`









































is a nite partition of T because d
0










































  2  j < N
2
  2; t 2 T:






) (use again proposition 2.7.1(a)).















































  2  j  N
2



























































































































































for s; t 2 T . Obviously,
d
0
(s; t)  d(s; t);
d
0
(s; t)  0; d
0
(s; t) = 0 () s = t and
d
0
(s; t) = d
0
(t; s):
To prove that d
0
is an ultrametric with d
0
 d, it remains to show
d
0




(r; t)g for r; s; t 2 T:






(r; t)g is trivial. Thus we assume
d
0








(r; t) = 2q
 k






+ 1; : : : ; N
2
g:






















i.e. ` = N
0
or k = N
0
:
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Let now N
1
 j  N
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<1 and (T; d
0
) be an ultrametric space.


































: Note that the set fB
j
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uniquely determined (see proposition 2.7.1(a)).
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(t) let us denote the set B
j
`
, which contains t, by C and by
fC
1
; : : : ; C
m




















Note that for r; s 2 C we get
d
0






`; k  m; ` 6= k; r 2 C
`




Number the set fC
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) ; 1  n  mg:
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2.8 Shifting of Indices
In this section we investigate the shifting of indices more closely because we
have seen the importance of it.
2.8.1 Lower Index





















































the left hand side.
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and ! 2 G(A) be arbitrary. Choose a
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We want to remark that most proofs of this chapter also work with minor
changes if
p
ln  is replaced by f();
where f is a function satisfying the assumption of lemma 2.4.2. Therefore






















































Recall the situation of section 1.1, in particular we assume now that T  `
2




























Proof: This theorem is a direct consequence of [F2], 5.2.6.
Theorem 3.1.2 If t
1
; : : : ; t
n



































Proof: See [F2], 3.4.5.
Theorem 3.1.3 Let ft
1




; : : : ; s
n









































Proof: See [F2], 3.2.5, or [Ka].






















Proof: See section 8 in [T2].






























































































































































































































We now prove the right hand side.
















and ! 2 G(A) be arbitrary. For any A 2 A
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2
we choose an element t
A
2 A and denote the set ft
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) for a point s 2 T: Now we can 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with d(s; t)  2q
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(A) for j  N
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It remains to prove the left hand side provided that N
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ne for N
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; t 2 T;N
1
+ 1  j  N
2
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Now we get for r 2 R
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as desired. Our nal aim is to apply theorem 2.3.2. Thus we have to show
that for N
1
+ 1  j  N
2
  2 and any points t
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and hence we get by denition of C
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)  2 this implies the desired result.






























































































































































































































































































































































































































































For that purpose we choose for any s 2 R
N
2









): If s; ~s 2 R
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2
; s 6= ~s, we get















By theorem 3.1.3 and 1 +
2
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< 1 then x some point r
A
2 A for any A 2 A
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and denote the set
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= 1, set T
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By denition of SF (N
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We choose a point r
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< j  N
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, we denote the point u
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with A  A
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+ 1  j  N
2
g:












































2 conv (f0g [ S) :



























































































































































































































































; u) 6= 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balls of radius q
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Now we are able to formulate the convex-hull-problem:












from a geometric point of view (with help of majorizing measures).
Note that this problem (for N
2
= 1) has been open for a long time, indi-
cating that it is hard to solve indeed. However, it remains interesting for an
understanding of majorizing measures. Therefore, further studies are needed.
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