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PROCESSESt 
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Laboratoire “Langages et Systemes Informatiques”, Universite Paul Sabatier, 31062 Toulouse. France 
Abstract-The attractiveness of fuzzy-set-based methods, and especially fuzzy arithmetic is shown with a 
technological problem: that of tuning the feed and cutting speed of a machine-tool for proper performance 
of metal-cutting operations. The single-machine problem is briefly discussed and it is Indicated that using 
fuzzy sets to account for imprecision in the data or the objectives may simplify some extsting approaches. 
Then a method for simultaneous tunmg of machine-tools in a synchronized transfer line is described. 
Fuzzy arithmetic makes it possible to delay as long as necessary the assignment of precise values to the 
parameters. The feasibility analysis is carried out once for all, from fuzzy-valued cutting parameters 
reflectmg subjective preferences. The procedure can be viewed as an interactive precision improvement 
process which eventually converges to a trade-off between the quality of cutting and the consistency of 
the tool-replacement policy. under the synchronization constraint. The advantages of the proposed 
methodology are its computational efficiency and its ability to account for many sources of uncertaint). 
1. INTRODUCTION 
Fuzzy sets were first suggested by Zadeh [l] as a convenient mathematical representation of 
incompletely or imprecisely defined quantities or concepts. The aim is to enable computers to 
process information pervaded with vagueness. The kind of imprecision which is modelled by fuzzy 
sets is typically that which any designer of complex systems encounters in the first stages of his 
task: he can only supply a rough description of what he is planning, an approximate appraisal of 
expected performance and characteristic parameter values. But such vague notions are guiding the 
decisions of designers, until imprecision has entirely vanished. Proceeding further in the design 
process requires some verifications to be made in order to check the consistency of decisions. The 
corresponding computations are performed by arbitrarily assigning precise values to significant 
parameters, and modifying them until satisfactory tuning is obtained. Such a procedure is very 
often tedious. On the contrary, modelling the system as a fuzzy one, by integrating in the model 
the actual imprecision pervading specifications, obviates this blind search because it is possible to 
make computations out of fuzzy data. The designer is no longer obliged to supply precise values 
when he is unable to. 
Clearly the kind of imprecision which is dealt with here in is not related to random phenomena. 
and falls beyond the reach of probability theory. However the system under design may be prone 
to random phenomena such as failures, wear,. . . . 
To illustrate such considerations we consider a manufacturing system made of a machine-tool 
or a synchronized line of machine-tools, on which cutting conditions must be tuned. This problem 
has been studied at length in the literature, especially the single-machine case, for which optimization 
algorithms have been proposed. The main difficulty arises when uncertainty in technological 
coefficients is no longer neglected, or several cutting criteria are simultaneously present. In the 
sequel, new models based on fuzzy-set theory are suggested as alternatives to previously published 
approaches to such cases. On the contrary the transfer-line problem has been scarcely dealt with 
in the past. It is hard to solve because all the machine-tools must be simultaneously tuned under 
many constraints such as prescribed cycle times, synchronization of all stages, quality of cutting 
and consistent replacement policy for worn tools. This task is very common in the industry, and 
is carried out by trained people using rules of thumb through a-sometimes longs-iterative 
procedure. As indicated in this paper, fuzzy arithmetic leads to speeding up this procedure which 
no longer has to be initialized by precise (and often infeasible) a priori specification of cutting 
parameters. In the first section the necessary background in fuzzy-set theory and fuzzy arithmetic 
t This research was carried out while the author was with CERT/DERA, Toulouse 
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is briefly presented. More extensive developments can be found in the books of Dubois and Prade 
[2,3] or in their recent survey [4]. 
2. RESULTS IN FUZZY-SET THEORY AND FUZZY ARITHMETIC 
2.1. Fuzzy sets [1] 
Let U be a set taken as a reference. A fuzzy set F on U is a subset of Cl whose elements are 
weighted by numbers conventionally in the unit interval [0, 11. The weight of element u is denoted 
&u) and called grade of membership of u in F. Crisp sets are obtained by restricting the range of 
membership grades to (0, l}. Grades of membership can be interpreted in various ways according 
to the context, e.g. preference grades, similarity indices, degrees of compatibility with a subjective 
category, upper probabilities etc.. . . see Ref. [Z], and Refs [3,5] for the latter interpretation. A 
fuzzy set is said to be normal as soon as pr(u) = 1 for some UE U. It is a non-empty fuzzy set. 
Fuzzy-set-theoretic operations are usually defined as follows: 
intersection: F n G: pFnG = min(&, PG) (1) 
union : F u G: /+uG = max(&3~G) (2) 
complement F: pf = 1 - pF. (3) 
These definitions equip the set of fuzzy subsets of U with the richest structure [2]. However, 
alternative definitions are available: for instance, a product (a. b) or a linear combination 
[max(O,a + b - l)] can be used in equation (1) instead of the minimum. See Dubois and Prade 
[2,3] for discussions on this point. 
2.2. Possibility theory [19] 
The membership function pF is often interpreted as a possibility distribution restricting the values 
of a variable. Let S be a crisp subset of U. The possibility of finding in S some element consistent 
with (= belonging to) F is assessed by the quantity Pas,(S) such that 
posm = yM4 (4) 
i.e. we search for the element in S which is most consistent with F. 
Similarly, the extent to which S includes all elements consistent with F is viewed as the grade of 
impossibility of finding in the complement S some element belonging to F. The grade of necessity 
for all elements consistent with F to be in S is thus defined by [3,6] 
Net,(S) = 1 - Pas,(S) = inn1 - j+.(u). (5) 
If S is a fuzzy event, i.e. is a fuzzy set. equations (4) and (5) are generalized into [19,3] 
Pos#) = s;p min(&u), KJU)) (6) 
and 
Net,(S) = iff max( 1 - /.+(u), ps(u)). (7) 
Grades of possibility refer to the existence of an element belonging to two sets (intersection), and 
are thus symmetrical with respect to these sets [PosF(S) = Pas,(F)]. On the contrary, necessity 
grades refer to the inclusion of one set in another set, and are dissymmetrical in nature. 
If F is normalized then V’s, Pas,(S) > max(Nec,(F), Net,(S)). 
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2.3. Fuzzy arithmetic [2-41 
A fuzzy number M is a fuzzy set of real numbers clustered around some value. More specifically, 
the membership function pM is normalized and unimodal, i.e. 
3! m E iw: FM(m) = 1; m is called the modal value of M. 
Any level set of M, M, = {u 1 pM(u) 2 I.}, Vi.E]O, l] is a closed interval. The modal value can be 
extended to a closed interval Cm,%]. M is then called a fuzzy interval (see Fig. 1). 
Let * be any arithmetic real operation, i.e. any two-place mapping 
It can be extended to crisp intervals as follows: 
cx1~x21*cYI~Y21= b*YlxECXt,X21? Y~CY,~YJ; (8) 
and, consistently, to fuzzy numbers or intervals as follows: if M and N are fuzzy intervals M * M 
has the membership function 
under the constraint u * t’ = w. 
It can be seen that pMIN(w) = Pos, X N ({u, u 1 u * u = w}), where M x N is the Cartesian product 
of M and N (translated via the minimum operator). As soon as the supremum is reached in equation 
(7) (e.g. * is continuous, pM and pN upper-semi-continuous), any i-level set of M * N, say (M * N),, 
can be obtained by combining the level sets M, and N, via equation (6). Consequently, as soon as 
equation (6) is easy to perform (e.g. * = addition, product), equation (7) becomes simple. It can 
become even simpler if we adopt the following representation of fuzzy intervals: M is said to be a 
LR-type fuzzy interval if it defined by 
-a range [m,G] of values with membership grade 1, 
-a support {u ( P&U) > 0} = ]m - a, fi + a[ 
-shape functions L and R [0, + co) 4 [0, l] with L(0) = R(0) = 
L and R are non-increasing upper semi-continuous mappings. 
,D~ is then defined by (see Fig. 1) 
m-u 
PM(U) = L y-- ( ) ;u<!g 
= l,UE[II1,rn] 
R 
U---m = ( > P ;uarfi. 
1; R(1) = L(1) = 0, 
1 I 
I 
I 
I 
I 
I 
0 I 
m m 
Fig. 1 
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‘1 
Pos,(GTo) - - - 
NecM IGTu) - - - - - - 
0 
Fig. 2 
M is denoted (@I, _m, CL, /?)LR or (m, CI, P)LR if it is a fuzzy number; x and /I are called left and right 
spreads, respectively. The following results hold [2,3]: 
(4 
(b) 
(4 
(4 
(4 
if M = (m, Z, /?)LR, N = (n, ;‘, b)LR, then 
M 0 N = (m + n, cx + ;‘, /3 + 6),, (extended addition); 
l/M is defined by pIiM(w) = pM i 
0 
; 
VaER, a.M = (am,aa,ap),, (a > 0) 
= (am, -a/3, -aa)LR (a > O)(scalar multiplication); 
if M = (m, a, /&s; N = (a, “J, 6),, (N is of the opposite type), then M-N 
(m - n,a + S,P + Y)~~ (extended subtraction); 
If M and N have supports in [0, + co), and both L-R typed, then 
cIhf.Aw) = L 
na + my - J(my - na)’ + 4ayw 
2ay 
> w < mn, 
= R 
-(nfl + mS) + J(m6 - n/S)’ + 4/?6w 
286 
3 
A second-order approximation (small spreads) of the 
M ’ N = (mn, my + na, m6 + n/3)LR. 
w 2 mn (extended product). 
product formula is 
Other results, and proofs are given by Dubois and Prade [2-41. Such simple formulae indicate 
that it is not too difficult to perform calculations with ill-defined quantities modelled by fuzzy 
numbers. 
2.4. Comparison of a fuzzy interval with a fuzzy threshold [7] 
The notions of possibility and necessity enable fuzzy intervals to be compared for rank-ordering 
purposes [3,4]. Here, for simplicity, we study the relative positioning of a fuzzy interval and a 
fuzzy threshold. A fuzzy threshold “greater than a”, GTa for short, is a fuzzy interval with an 
increasing membership function, such that poTo = Oon(--,a_], 1 on[&+oo)anda_,<aCti(see 
Fig. 2). The possibility and the necessity that M is over the threshold are Pos,(GTa) and Nec,(GTa) 
respectively, as given by equations (6) and (7). A fuzzy threshold “less than a” (LTa) can be similarly 
modelled by a fuzzy interval with a decreasing membership function. This way of modelling fuzzy 
thresholds is inspired by Zimmermann [6], and can capture the idea of soft constraint in fuzzy 
optimization, contrasting with random constraints in stochastic programming. 
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3. TUNING CUTTING PARAMETERS ON ISOLATED MACHINE-TOOLS 
We consider the optimization of a single-point single-pass turning operation in metal cutting. 
The decision variables are the cutting speed and feed rate, L’ and f, respectively. The domain of 
permissible values is classically described by the following set of constraints: 
fa-03 (11) 
(13) 
where /II and 7, are technological coefficients. The upperbound on L’ is due to the maximum 
available spindlespeed and temperature limitations; the upper bound on f is due to cutting force 
restrictions or surface finish requirements. Lower bounds on t’ and f, together with inequality (13) 
define the stable cutting region. Constraint (12) stems from the maximal available horsepower. 
Constant B also depends upon the depth of cut. Objectives are usually minimization of machining 
cost and maximization of production rate, metal removal rate, tool life, production between tool 
changes etc.. When technological coefficients are assumed to be well-known, many techniques 
exist for the single objective optimization of the cutting operation. An extensive survey is given by 
Philipson and Ravindran [8], who also discuss explicit solving through differential calculus methods. 
When technological coefficients are imprecise, or trade-offs between objectives must be attained, 
fewer approaches are available. In the first case, a probabilistic approach has been described by 
Iwata et al. [9]. Philipson and Ravindran [lo] have suggested goal-programming methods to 
tackle the second case. Both are formulated via fuzzy-set-based methods as suggested here. 
3.1. Imprecise technological coeficients 
The constraint system (10-13) can be linearized choosing the variables x1 = logf, x2 = log v. 
The problem is of the form 
with 
where cp is some suitable objective function and the quantities Ai, Bi, Ci are technological coefficients 
defined, according to Iwata et al. [9], by normal random variables. Applying chance-constrained 
programming leads to interpreting problem (14) as 
Prob(A,x, + Bix, > Ci) > pi, (15) 
i.e. the ith constraint is required to be satisfied with probability level pi in spite of imprecision on 
Ai, Bi, Ci. Aixi + BixZ - Ci is a normal random variable whose parameters are linear functions of 
x1, x2 or their squares. 
Hence the cutting condition problem under uncertainty reduces to the optimization of a linear 
or non-linear objective under quadratic parametrized constraints. By changing the values of pi, a 
set of more or less acceptable cutting conditions can be obtained. If the pi values are close to one, 
cutting conditions are not at their best but are safe. If the pi values are low, a jump out of the 
permissible domain may be frequent, although cutting quality is better in theory. 
For the single pass-single point operation, Iwata et al. [9] succeed in solving this non-linear 
problem. However, its extension to multi-tool operations may become intractable. Contrastingly, 
466 D. DUBOIS 
modelling Ai and Bi as L-R fuzzy intervals, and inequality (14) as a fuzzy threshold GTCi, each 
fuzzy constraint is equivalent to one of the following deterministic constraints: 
POSAiXl e&x* (GTC,) 2 xi. (17) 
Expression (16) is the hard form of the fuzzy constraint and expression (17) is the weak form, since 
the grade of possibility is always at least as great as the grade of necessity. vi and n, are prescribed 
levels of necessity (or certainty) and possibility, respectively; the interval [vi, ni] can be interpreted 
as a range of probability values [3,5]. Expressions (16) and (17) turn out to be linear inequalities 
in terms of x1 and x2, once vi and xi are prescribed. More details can be found in Dubois [7]. 
Such a fuzzy approach should be interpreted as a generalized parametric optimization, i.e. 
performing an elaborated form of sensitivity analysis controlled by the parameters vi and rri. 
Because the deterministic counterparts of expressions (16) and (17) remain linear, extensions of this 
approach to solve multi-tool operation problems should remain simple. 
3.2. Multiple objective optimization 
Optimization of cutting conditions under a single objective provides meaningful but seldom- 
used solutions on a practical level. The chosen speed and feed rate must be a trade-off between 
conflicting criteria such as tool wear and production rate. Such trade-offs are mathematically 
expressed by means of multi-criteria optimization methods (e.g. Hwang et al. [ 11) for a survey). 
Goal programming has been proposed by Philipson and Ravindran [lo] for simultaneous 
optimization of metal removal rate and tool life, respectively defined by 
Q = 0.f.d 
and 
T = K 
vyfl 
(Taylor’s formula), 
(18) 
(19) 
where d is the depth of cut; K, a, p are technological coefficients. 
The principal of goal programming is to specify a goal in terms of ideal values of objective 
functions (here Q and T) and build a distance between current objective values and the ideal ones. 
This distance is viewed as the overall objective function to be minimized. 
The goal is for instance as follows: 
l the main objective is to keep Q > Q1; 
l tool life T should be close to Tl. 
The chosen distance is usually a weighted sum of absolute values of differences between the 
current estimation of a criterion and the ideal along this criteria. Here we may wish to maximize 
a(Q1 - Q) + (1 - a) IT, - T/. This expression is then linearized using positive supplementary 
variables. 
Philipson and Ravindran [lo] provide a graphical solution of this problem under constraints 
(lo)-(13) with f = c = 0. 
Goal programming always supplies a solution, even when a classical single-criterion optimization 
method would find none (e.g. min T with Q 2 Q1 as a constraint which would be too strong). 
An alternative multi-criteria approach has been proposed by Zimmermann [ 121 under the name 
“fuzzy programming”. Instead of specifying ideal objective values and minimizing a distance, the 
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goal is described as a preferred region viewed as a fuzzy set on the decision variable space, and 
the cutting conditions with maximum membership grades are searched for. Here the goals would 
be described as: 
-a fuzzy threshold GTQ, 4 Q for metal removal rate; 
-a fuzzy interval ? with modal value Ti for tool life. 
The overall goal, which is to reach both objectives, can be expressed as the intersection (2 A 7, 
and a good solution as one maximizing ~(Q,,T. If both goals are independently formulated, the 
intersection translates into the minimum operator. The multi-criteria optimization problem thus 
becomes 
under constraints (lo)-( 13). 
If ~0 and pr are linear in log Q, log T, a linear programming formulation is recovered. See 
Zimmermann [12, 131 for further details. This author proves that, when unique, the obtained 
solution is efficient in the sense of the vector maximum problem [max(Q, T) under constraints (8)- 
(1 l)]. He also discusses the use of operators other than “min” in problem (20). 
The advantage of fuzzy linear programming is that it deals with more information than goal 
programming in a more explicit way: not only ideal values are considered but also the shape of 
preference functions, including admissibility limits (Q-, T+ , T_ in the example). These preference 
functions are straightforwardly used to assess the suitability of solutions while in goal programming 
the weights of the distance are not easy to control. Moreover, goal programming always ends in 
a solution, which is not necessarily suitable (if the distance from the goal is far enough). This 
situation does not occur in fuzzy linear programming which possibly ends in finding no solution, 
when the fuzzy goal and the constraint domain are disjoint. A subsequent relaxation of the fuzzy 
goal is easier to grasp than a modification of the weights in equation (27). Formulation (28) yields 
a “prudent” optimal solution in the sense of game theory. More details on comparing goal 
programming and fuzzy linear programming are to be found in Kabbara [14]. 
4. THE CUTTING CONDITIONS TUNING PROBLEM ON A TRANSFER LINE 
Very often the tuning of cutting conditions must be carried out on a group of machines rather 
than on an isolated one. It is sometimes crucial to achieve simultaneous tuning, i.e. take into 
account the dependence between several cutting operations. This is especially true on a synchronized 
transfer line. The methodology presented in this section has been developed in collaboration with 
a machine-tool company [IS]. It was first outlined in Ref. [16]. 
4.1. Statement of the problem 
The transfer line is supposed to be made of a sequence of M work-stations. At each station i a 
sequence of Ki operations is performed. One operation may be the performance of several identical 
tasks in parallel (e.g. drills). Each operation j at station i is characterized by a cutting speed vii and 
a feed rate fij, limited by technological bounds such as constraints (lo)-( 13). Cutting speeds at each 
station are related via the spindle speed wi: 
vj, vij = i~D,~w,, (21) 
where Dij is the work-piece diameter. Hence, decision variables at each station are Ki feed rates 
and one spindle speed. The transfer line is synchronized in the sense that each station has the same 
cycle time r,. If tij denotes the cutting time for operation j of stage i, then 
t, > 1 tij + Ati, Vi = 1, M, 
j=1 
(22) 
where Ati is a non-productive set-up time. 
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Goals to be achieved are: 
-Suitable machining times so that the cycle time, which defines the production rate 
is respected. 
-Good quality of cutting, expressed in terms of preferred speeds and feed rate ranges 
for each operation. 
-Reasonable worn-tool replacement policy which allows a single replacement 
frequency and specifies a number N of produced parts without changing tools. For 
each operation j of stage i, the number of parts machined by the same tool, say 
Nj should be of the form 
Nij = q,,N + rij 
rij < -C N,,, 
(23) 
where qij = integer part of Nij/N, i.e. tool (i, j) is changed every qij replacement stops 
of the line; rij is the number of parts which could still have been safely machined by 
the replaced tool. 
Optimizing the whole system at once may be quite challenging and leads to rigid procedures 
(e.g. maximizing N, minimizing t,). Another approach consists in suboptimizing each operation. 
This has been done by Iwata et al. [17] and Hitomi [lS] with single objectives (minimization of 
cost, maximization of production rate), and Philipson and Ravindran [IO] with several objectives, 
by goal programming. Here the optimization will be performed at each station. 
The spirit of the procedure described below is to provide an interactive design tool where 
consequences of cycle time constraint and cutting quality requirements are evaluated, but the final 
choice of cutting conditions is the designer’s responsibility. The procedure will only guide the 
designer’s choice so that goals are attained, including the tool-replacement policy. 
4.2. Outline of the tuning procedure [16] 
Usually, designers are compelled to resort to experience-guided search for good cutting conditions, 
i.e. try, check, then modify, check again etc.. . until a reasonable solution is reached. The main 
idea of the procedure is to avoid assigning precise values to cutting parameters immediately, but 
to perform suitable evaluations using as operands fuzzy numbers whose shapes account for the 
cutting quality requirements. 
More specifically, for each operation, the designer specifies ranges of permitted values for the 
cutting speed [c,l:] and feed rate [AT] (subscripts are dropped for simplicity); i.e. t’$[~,fi], 
f #[f,f is forbidden. Ranges of preferred values [t)*,u*], [f*,f*] are also requested. Fuzzy 
numbers are thus obtained as shown in Figs 3 and 4, 
i.e. 
a fuzzy cutting speed C = (u,,v*, u* - o,O - u*)~~ 
a fuzzy feed rate .7 = (f, ,f *,f, - f,f - f *)k 
(24) 
(25) 
according to the representation proposed in Section 2. Here L(u) = R(u) = max(O, 1 - u), i.e. linear 
membership functions are assumed. 6 and .f may significantly vary according to the nature of the 
operation (e.g. rough or final cutting), of the tool or the processed part. 
At a given station i, from the knowledge ‘of {a,,, xi, j = 1, Ki} the following quantities can be 
computed, owing to the results presented in Section 2 and expressions (21)-(23): 
(a) Fuzzy specifications iCi, of spindle speeds whose consistency must be checked. 
(b) A fuzzy processing time at station i, to be compared with the required cycle time t,. 
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Fig. 3 Fig. 4 
(c) A fuzzy specification fiij of the number of processed parts per tool. This fuzzy 
number will encompass the cycle time constraint and will also reflect the cutting 
quality specifications. Rij clearly pictures for the designer a range of possible 
choices regarding the operation under concern. 
Once the set of Rij values is known, the designer chooses crisp numbers of processed parts Nij 
consistent with these fuzzy numbers [i.e. ~R~,(N~~) close enough to I] so that the tool-replacement 
condition (23) is met. The computer is then able to determine the best corresponding cutting 
conditions B,,, Jj, i.e. maximizing min(p,+pyij), in accordance with the cycle time constraint. The 
fuzzy Cartesian productxj x aij is thus supposed to be a reasonable approximation of the feasibility 
region described by constraints (lo)-(13). In the following the necessary calculations are detailed 
for single- and multi-operation stations. 
4.3. Single-operation station 
The cutting time at single-operation station i is 
t, _ li”Di 
’ hVi ’ (26) 
where li = distance travelled by the tool in a pass. Let Gi a lixDi express the geometrical data. 
The fuzzy cutting time ii is now obtained by calculating the fuzzy product f;.fii, using the 
expressions provided in Section 2 and the fuzzy intervals defined by equations (24) and (29, and 
we have 
(27) 
In the above, J. vi is obtained by calculating a product of fuzzy intervals (see Section 2.3 and ti is 
a fuzzy interval whose support is 
and 
ii must now be compared with the cutting time i induced from the cycle time constraint, i.e. 
t^ = c, - At. I. (28) 
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The following situations may occur: 
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(4 
(b) 
(c) 
(4 
E > t* and /A,(;) is low. The station is underloaded whatever the cutting condition. 
It may be useful to add another operation to this station. Otherwise the cycle 
time constraint can be dropped. 
; > t, and /+ii(i) is 1 or close to 1. The stage is adapted to the cycle time constraint; 
cutting conditions can be chosen in the preferred ranges. If i < r*, then, for 
instance, 
G. G. 
L+E[L$*,$] n A,*t 
[ 1 tf: a* (2% 
i< t* and &) close to 1. The best cutting conditions (A, Oi) maximizing 
min(pr,(fi), pa,(ui)) under the cycle time constraint are such that 
Prj.6) = PCi(ci) = PiLii(9 A ai. (30) 
Since fi and vi are L-R fuzzy intervals, it can be checked that 
_$ = f: + (J - f+)R- ‘(ai) 
I$ = $ + (17~ - of)R- ‘(a,). I 
(31) 
i < t, and pri(9 is 0 or low. The station is overloaded and needs some modification. 
The consequence of the cycle time constraint on the choice of cutting conditions can be calculated 
more generally, so as to encompass all cases (a)-(d). Consider the feed rate: it is restricted not only 
by fi, but also by the fuzzy range 
3; = 1% 1 ee CO, i]; Ui restricted by fii}, 
i.e. 
3; =ci_ 
Co, t] * vi 
(32) 
(33) 
where [O,i] is viewed as a fuzzy interval with null spreads, and the fuzzy product 
[O, i] iJ = (0, iv*, 0  $6 - V*))LR. (34) 
In other words, including the cycle time constraints leads to reduction of the fuzzy specification 
x on the feed rate, to f: nfi. 
It can be checked that when the station is very much underloaded (i > i), fi nff = x [case (a)] 
if the station is too much overloaded (i < i), fi: nfi = 0 [ case(d)]. Otherwise f,! nfi is as shown 
in Fig. 5. 
Note that SU~~~,,~~~ = a, is attained for h = A, as calculated in case (c). Similarly, v’i can be 
Gi changed into fii n I?;, where v’i = co, ;] .J. 
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0 
f f* T - f* 
Fig. 5 
The fuzzy restriction on the number of processed parts per tool can now be obtained from the 
restricted fuzzy cutting conditions, via Taylor’s formula, for instance: 
Ni = t, where T is the tool life, 
I 
I< = _.&“. 
Gi ’ fi'-@* 
where K depends upon the depth of cut and z and fi are Taylor coefficients. When stage i is fully 
utilized (ti = t*)Ni depends only upon, say the feed rate: 
(36) 
The fuzzy interval fii is obtained by substituting fi nx in equation (36). 8, is of the form a. MP, 
whose membership function is simply 
; 
when the station is definitely underloaded fli has to be obtained via equation (34) and fi nJ:, 
Ci A a,!; the calculation must then be performed through a level-set combination, or by means of an 
approximate formula, as given in Section 2 or in Dubois and Prade [2-41. 
4.4. Multi-operation station 
If K, operations must be performed at station i, Ki fuzzy cutting speeds i;,j are provided. Cij 
induces a fuzzy range of spindle speeds Gij, such that 
‘C Qw, P%,,(W) = Pe,,(nDiW). (37) 
Since only one spindle speed wi need be determined, its corresponding range is the intersection 
j=sj.K, ‘ij. E s p ecially when the Di values are somewhat different, this range may be very narrow. 
Moreover. the set of possible spindle speeds, say R, is discrete. Thus the (fuzzy) set of spindle speeds 
compatible with the fuzzy cutting speeds is usually very small. It is reasonable to choose wi, which 
maximizes mjn~+(w). If no spindle speed can be found which is consistent with the quality of 
cutting, the siation must be modified. 
The cutting time at station i is now of the form 
Ki 1.. t;=‘c A. 
Wijzl ij 3 (38) 
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This fuzzy sum of inverses can be calculated by means of level sets, by L-R approximation formulae 
or exactly, if Jj is defined such that l/fij is of LR type. If the xj are all equal to x, equation (38) 
becomes 
ri = $J ,il ‘ij. 
I’ ,I 
(39) 
The same argument for matching ii and ii as in Section 4.2 may be used. The calculation of the 
range of feed rates induced from the cycle time constraint is carried out as follows: if ci is the 
cutting time, then fij satisfies 
(40) 
The induced fuzzy range f:j is obtained by changing ti into [0, ii] and hk into fi, (k # j) in equation 
(40), similarly to equation (38). 
For each operation j, the fuzzy number of processed parts per tool is, from equation (35), 
(41) 
4.5. The tool-replacement policy 
The fiij visualize the possible tool-replacement policies, and bottleneck tools are located, i.e. 
tools (i,j) with smallest nij. Note that when optimum cutting conditions exist in the sense of 
equation (40), they correspond to a number Aij which maximizes the membership function of fiij. 
The tool-replacement policy problem is now of the form: find an integer N maximizing a(N) 
under the constraints 
i 
N,, = q,,N qij positive integer 
N = min Nij 
i.i 
and 
PN,,(Nij) a r(N) Vi, j. 
(42) 
In other words, the transfer line stops every N produced parts, and tool (i,j) is replaced every qij 
stops. System (42) can be solved interactively, or a solution can be obtained by the computer. To 
ensure no (Nij), is empty, the threshold n(N) is obviously such that 
a(N) < 6i = max sup pLRij. 
ij 
(43) 
If system (42) has no solution for‘ a: = bi, then 5~ must be decreased until a solution is found. The 
cutting conditions can then be retrieved in the following way: 
-if Nij < Nij, the optimal cutting conditions (40) are kept, provided tool (i,j) is not 
under-utilized too much (N,, - Nij remain small); 
-otherwise, the knowledge of Ni and ti = ii on single-operation stages completely 
determines the cutting conditions. On multi-operation stages the knowledge of Nij 
and wi determines fij. 
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An algorithm for the calculation of the Nij values’ solutions to system (42) can be the following. 
Let A = {CZ < 6! I3i,j, n s.t. p~~jn) = a} P {a’ > x2.. . > d’}, be the set of attained membership values. 
Let E be a subutilization rate, such that a tool is allowed to be replaced when it has cut Nij(l - E) 
parts instead of Nij. Let (rS,j), = (n 1 ps,i(n) 2 a}. u + b means: assign to a the value of b. 
Algorithm 
For k = 1 to p 
begin 
(1) a + 2’; IVij + (1 - E). min(fVij),; Rij +- max(Rij),; Vu. 
(2) &I + min Nij; N + Nij s.t. Nij = &J. 
iJ 
(3) 
For N = R down to & 
begin qij t mij/N Vi, j (Euclidean division) 
Nij +- qijN Vi,j 
If Vi,j, N,, 2 Nij stop with success 
end 
end; stop with failure. 
4.6. Example 
To illustrate the procedure, we consider a transfer line comprising three stations: 
Station 1: 
Station 2: 
Station 3: 
rough turning I, = 200mm; D1 = 1OOmm; single-edge tool. 
final turning I, = 200mm; D, = 1OOmm; single-edge tool. 
turning IJ1 = 200mm; D,, = 210mm; two-edge tool 
levelling I,, = 17 mm; D,, E [ 166,210Jmm; one-edge tool. 
The cycle time is 
(a) Station 1 
I min. At, = At, = At, = 0.1 min, i.e. t* = 0.9 min. 
Quality specijcations: 15~ = (80, 90, 10, 30)m/min (L(x) = R(x) = max(O, 1 - x)); 7, = (0.4, 0.8, 
0.2, 0.2) mm. 
Cutting time: 
1 1 -~IZO-J144+~~, 02 1.96min; 
It can be checked that p:,(i) = 1 (i = 0.9min), i.e. this stage fits the cycle time. 
Fuzzy feed rate (including cycle time constraint) f, n f; : see Fig. 6a. Fuzzy number of processed 
parts per tool R, [using equation (36)]: 
n 14 15 16 17 18 19 20 21 22 23 
p(n) 0.2 0.4 0.62 0.82 1 0.9 0.69 0.47 0.25 0.03 
(b) Station 2 
Quality specijcations: cz = (110, 120, 20, 10) m/min;f, = (0.5, 0.5, 0.3, O.l)mm. 
Cuttina time: 
t < 1.05 min; 
t 2 1.14min. 
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It can be checked that H,(t) = /Lr,(O.9) = 0.44. This stage is slightly overloaded with respect to the 
best cutting conditions. 
Fuzzy feed rate (including cycle time constraint) yZ nf;: As shown in Fig. 6b the range of 
possible values has become quite narrow. The optimal cutting conditions are y1 = 0.555 mm; 
ul = 125,5 m/min. f12 is a fuzzy singleton whose support is { 13) and membership grade = 0.39. 
(c) Station 3 
Quality specijications: 17~ = (80, 90, 10, 30) m/min for both operations; 7; = (0.4. 0.8, 0.2, 0.2) 
mm for both operations. 
Spindle speed: D,, = 210mm + G3i = (121.3, 136.4, 15, 45) rev/min; (D3Jmin = 166mm 
*G J2 = (153.40, 172.5, 19, 57)rev/min; (D3Jmax = 210mm => Cit = G3i. Range of spindle speeds 
R = { 50, 100, 150, 200.. .} rev/min. The support of G, I n fi,, is included in [ 134,181]; the highest 
membership grade = 0.73, for a spindle speed w3 = 148.3 rev/min. Hence wj = 150 revimin. 
Cutting time: 7, = /31 + 24, 2 a’ (coefficient 2 comes from a two-edge tool). It can be checked that 
w3 3 
pji,(i) = pr,(O.9) = 0.85, and the stage is slightly underloaded (the one-level cut is 
(r3)i = [0.42,0.85]min). 
Fuzzy feed rates:f;, = y;, = [lJ1;w2132, + -_) = [0,37, + oo)mm, i.e.J,, = 33T,, = 33 is crisply 
3 
truncated from below. R, I and n,, are shown in Figs 6c and 6d. fi32 is calculated from an average 
diameter (188 mm). 
(d) Tool-replacement policy. d = 0.39 due to fi,. For CL = 0.39, E = 0.25 we get the values shown 
in Table 1. 
Table I 
StatIon OpWN0ll mlntfi’,,), fi,, _N,, N,, P i,(mm) v,,(m:min) r,,(mmJ r,(mm) 
I I 15 21 I2 20 0.69 0.861 81 0.9 0.9 
2 2 13 I3 10 10 0.39 0.555 125.5 0.9 0.9 
3 3.1 8 19 6 10 I 0.739 99 03 
3 3.2 43 109 33 100 I 0.406 r78.991 0.28 
0.5x 
p ts the grade of membership of the cutting conditions 
Note that the algorithm finds fi = 13, _N = 10, and finds nothing for N = 13, 12, Il. Station 2 tool 
is under-utilized since u2 and f2 are the optimal cutting conditions, i.e. the membership value is 
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p = 0.39, which corresponds to N, = 13. The cutting conditions at Station 1 are revised in order 
to properly use the tool (p = 0.69). 
5. CONCLUSION 
The contribution of this paper is two-fold. First a discussion of the potential of linear programming 
with fuzzy coefficients or fuzzy objectives, for the optimization of cutting conditions on a single 
machine, has been proposed. It has been shown that uncertainty in the data or ill-definition of 
objectives can be considered without increasing the bulk of necessary computations too much. 
The attractiveness of fuzzy sets for computer-aided design has been stressed in the transfer-line 
case. We have described a procedure where, starting from fuzzy information describing subjective 
preferences, physical constraints are introduced little by little, in order to reduce fuzziness, until 
final decisions are made. This procedure may be useful for choosing the stages of a cutting process, 
i.e. the clustering of machining operations into production stages corresponding to work-stations. 
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