This paper is part of a series that focuses on DDI usage and how the metadata specification should be applied in a variety of settings by a variety of organizations and individuals.
the approach we use here will be useful even for sources of data not specifically described here. While this paper is based on the authors' collective experience, the approach seems to be generalizable.
Another assumption underlying the approach is that the term -instrument,‖ often thought of as specific to the social science survey context, may be interpreted in a broader sense to cover many different measurement protocols and devices.
ANALYSIS
The specific sources we considered include (but are not limited to):
• Audio and audio-visual recordings (may be an entire interview, or an evoked response) Many of these categories include data coming from measurement tools which may be physical devices, or software tools.
One important distinction is that in some cases, the data collected must be subjected to a process (scoring, aggregation, extraction, pre-processing) before yielding quantified results. It is important to recognize that this is not traditional data cleaning or editing. In some cases, data can be recorded directly from a device, which can in effect be treated as a black box. In other cases, there is a more complicated set of processes applied to the raw data obtained.
As an example of such processing, we can consider a simple case: a subject has her blood pressure measured by a nurse with a pressure cuff, and the data -diastolic and systolic blood pressures -are manually recorded. If we want to consider a more complicated example, we can think of a participant being scanned with an MRI and simultaneously subjected to experimental stimuli (e.g., a series of clicks). The resultant scans (a series of images) are then processed (in a separate, proprietary tool) to identify differences between the subject's brain while being stimulated and while not. This yields a measure of blood flow through the brain -a probability that a certain area of one's brain is activated by a specific stimulus. The MRI images are considered raw data in this example.
There is a set of metadata to describe these differing scenarios, and it exists at different levels. There is information about the source itself, such as the description of the device generating the raw data or the register from which data are being sourced. Further, there is a description of the data collection process.
There are metadata associated with the resultant data, both in their raw form and their processed form. It may be necessary to understand other aspects of the data collection, too -if staff are involved, it may be important to know how they have been trained to perform recording or processing of the raw data, and which tools and techniques they have used. In some cases a description of the experimental design is needed.
In a more complicated case, consider the following description taken from the MIDUS II Neuroscience Project documentation for the EEG processing 2 :
EEG recording. EEG activity was recorded using a 128-channel geodesic net of Ag/AgCl electrodes encased in saline-dampened sponges (Electrical Geodesics, Inc [EGI] , Eugene, OR). Electrode impedances were reduced to less than 100 KΩ, and analog EEG signals were amplified and sampled at a rate of 500 Hz (band-pass filtered from 0.1-100 Hz) with 16-bit precision using an online vertex (Cz) reference.
Data cleaning. After 60 Hz notch filtering and 0.5 Hz high-pass filtering to remove slow frequency drift, bad channels were identified and removed. Bad sections of data were also removed. Using EEGLAB6, the EEG data was then submitted to a PCA/ICA forcing the identification of 20 components.
Components containing obvious eye blinks, eye movements, and other artifacts were then removed from the data. Bad channels were then replaced using a spherical spline interpolation. Epochs of 2 second length were then created. The EEGLAB automated artifact identification routine was then run on these epoched data files, identifying epochs containing deviations of ±100 microvolts, which were then subsequently removed.
In this EEG MIDUS II example, the processing continued with frequency analysis necessary to create a final set of EEG analysis variables.
If we look at the metadata structures provided by DDI 3.1, there are reasonable places for documenting both simple and complex sources of data that do not conform to the traditional survey question and response. Complex cases will continue to be documented in domain-specific external constructs; DDI can point to and connect to these documents in a way that provides for versioning and maintainability. Because we are describing data collection, the DataCollection module is the natural place for this information. Within this module, there are three areas that are very useful: the CollectionEvent element, the Instrument element, and the ProcessingEvent element (see Figure 1 below).
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In the CollectionEvent element, one can refer to the organization performing the data collection, describe its source, the date of the event, its frequency if repeated, the mode of the data collection, and the collection situation.
In Instrument, it is possible to provide information about the name of the instrument, a description of it, a type designation (which can come from a controlled vocabulary), information about any software tool that constitutes the instrument, and a reference to an external location (a URL at which the instrument resides, if applicable).
ProcessingEvent permits the inclusion of a Coding, which contains a GenerationInstruction element. This allows one to specify many useful pieces of information. One can reference external information about the processing (e.g., the document quoted above from MIDUS II), provide a textual description of the processing as part of the DDI file, include specific commands used in the data collection, and include a description of the aggregation or scoring rules.
These last two elements are of special interest. Inside the Command element, there is the option to include a StructuredCommand. This element can be extended to attach non-DDI XML instances, such as those generated by many measurement devices. The Aggregation element allows us to specify which variables in the dataset have been populated by the process, establishing a crucial link with the processing of the data collected by the instrument during the collection event.
The use of DDI 3.1 to document non-survey data sources is illustrated in the following set of examples. Fasting blood samples were collected from each participant before breakfast on Day 2 of their hospital stays. To ensure consistency, all samples were collected and processed at the GCRC using standardized procedures 5 . Frozen samples were stored in a -60 o C to -80 o C freezer until shipped on dry ice to the MIDUS Biocore Lab. Samples were subsequently stored in a -65 o C freezer until assayed.
I. Blood Assays --Frozen Serum in 1 mL aliquots is shipped to the MIDUS Biocore Lab monthly for the following biomarker assays: Cholesterol: The instrument uses the enzyme cholesterol esterase to cleave cholesterol esters into free cholesterol and fatty acids. Cholesterol oxidase then catalyzes the oxidation of cholesterol to cholest-4-en-3-one and hydrogen peroxide. In the presence of peroxidase, this hydrogen peroxide effects the coupling of phenol and 4-aminoantipyrine to form a red quinone-imine dye. The color intensity of the dye is directly proportional to the cholesterol concentration. It is determined by measuring the increase in absorbance at 512 nm.
HDL-cholesterol: Serum is first mixed with synthetic polyanions, which adsorb to the surfaces of the other lipoproteins (LDL, VLDL, and chylomicrons); they are thereby transformed into detergent-resistant forms, whereas HDL is not. After solubilizing the HDL with detergent, it is measured as described above for total cholesterol. The HDL assay was re-standardized by Roche Diagnostics on August 6, 2007. The results of assays done after that date are adjusted, as follows, to bring the new values in line with the existing data:
Adjusted value = 1.1423(new value) -0.9028
Triglycerides: Triglycerides are hydrolyzed by the enzyme lipoprotein lipase to glycerol and fatty acids. Glycerol is then phosphorylated to glycerol-3-phosphate by ATP in a reaction catalyzed by glycerol kinase. The oxidation of glycerol-3-phosphate is catalyzed by glycerol phosphate kinase to form dihydroxyacetone phosphate and hydrogen peroxide. In the presence of peroxidase, hydrogen peroxide effects the oxidative coupling of 4-chlorophenol and 4-aminophenazone to form a red-colored quinoneimine dye, which is measured at 512 nm. The increase in absorbance is directly proportional to the concentration of triglycerides in the sample.
The resultant dataset (publicly available at ICPSR 6 ) contains cardiovascular biomarker variables. Table 1 shows descriptive statistics of three variables (total cholesterol, HDL cholesterol, and triglycerides). Use Case As part of the neuroscience project of the Midlife in the United States (MIDUS), a longitudinal study of aging in the U.S. (http://www.midus.wisc.edu/midus2/), EEG data were collected on a subsample of respondents. Electroencephalography (EEG) is a procedure for the non-invasive measuring of electrical activity along the scalp produced by the firing of neurons within the brain. EEG is recorded from multiple electrodes placed on the scalp (see Image 1) . Electrical activity along the scalp indicates activation in different areas of the brain.
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MIDUS created resting baseline EEG alpha asymmetry measures that indicated laterality in the following way: Log alpha power in the left hemisphere is subtracted from log alpha power in the right hemisphere (right -left) to create an index of laterality. Because greater alpha activity indicates less neural activation, larger laterality scores indicate greater LEFT HEMISPHERE activation. 
Example 4: Documenting Low Pass Filter Processing Use Case
Many instruments take signals as input and output waveform data for recording or visualization. The waveform data can be stored in numerous formats, many times as binary data with an XML header. This data can then be further processed by additional tools. An example of a simple tool is a low pass filter. The low pass filter removes components of the signal that have frequencies greater than a cutoff frequency. Once filtered, information has been lost and the original signal cannot be obtained from the filtered waveform.
Figure 2. Original vs. Filtered Signals
The form of the filter can be a black box with a preset cutoff frequency, an adjustable cutoff frequency, or a software filter with numerous parameters. Documentation of the filter parameters may be sufficient, but in some instances it is necessary to retain the input waveform to allow a different filter to be substituted. The original raw data can be referenced, along with the raw data format.
DDI Markup Example
Raw data are referenced in the XML snippet below using DataSource within CollectionEvent.
<d:DataCollection id="DC_1" agency="bncdnet.ku.dda"> <d:CollectionEvent id="RawData1"> <d: 
EEG -Example application of low pass filter
Each electrode produces a time varying electrical signal that is amplified, filtered, and digitized. The digitized signals are then displayed in real-time and recorded to disk. Further tools are required to preprocess the data prior to statistical analysis. In some cases summary data may be created, but in other cases it is necessary to retain the entire waveform. Consider the filter discussed earlier. A signal low pass filtered at 7
Hz cannot be used to analyze for information that is occurring 25 times per second. So in many cases it is important to retain the original waveform data and make it available for further pre-processing. EEG preprocessing typically links several tools together, and can produce waveform output or aggregated data.
Example 5: Scales: Functiona l Assessment in the Health and Retirement Survey (HRS)
Use Case This example describes a collection instrument with items that are summed to produce a score. Frequently, traditional self-report questionnaires have included such scales as additional items; however, metadata attached to each item is unlikely to be able to capture metadata that pertains to the whole scale. For example, the HRS uses the Activities of Daily Living scale and the Center for Epidemiological Studies depression scale. Each has items with limited categorical responses (e.g., the ADL uses 0=performs independently, 1=performs with assistance, 3=cannot perform). If the relatively few items are marked up with DDI as independent survey items, important metadata associated with the item set may not be documented. This includes the scale name, origin/publisher, version, citation, scoring instructions, and score interpretation. Some of this information like score interpretation may be captured in the documentation of the variable for the derived score. In addition, the derived score may be summed by the field interviewer and tallied on the form, with only the total entered into the dataset. Or, by contrast, only the item responses may be obtained in the interview/survey, and code (e.g., SPSS syntax) is subsequently used to compute the score. When it exists, this code may be useful metadata to capture. Below are metadata related to the ADL and CESD-10:
Activities of Daily Living Scale (Also known as -Activities of Daily Living Scale‖, -Katz ADL Scale,‖ or -ADL Scale‖) 9 experiencing six symptoms for most of the previous week or a majority of symptoms on one or two days. Higher scores indicate greater symptoms.
DDI Markup Example
<!--The source variables CESD_04 to CESD_20 are omitted for brevity. --> <d:ExternalInformation type="Scale" id="Ext1" clonevar cesd_08r = cesd_08 clonevar cesd_12r = cesd_12 clonevar cesd_16r = cesd_16 recode cesd_04r cesd_08r cesd_12r cesd_16r (3=0) (2=1) (1=2) (0=3) egen cesd_totalScore = rowtotal( cesd_01 cesd_02 cesd_03 cesd_04r cesd_05 cesd_06 /// cesd_07 cesd_08r cesd_09 cesd_10 cesd_11 cesd_12r /// cesd_13 cesd_14 cesd_15 cesd_16r cesd_17 cesd_18 /// cesd_19 cesd_20) egen _temp_cesd = rowmiss( cesd_01 cesd_02 cesd_03 cesd_04r cesd_05 cesd_06 cesd_07 cesd_08r cesd_09 cesd_10 cesd_11 cesd_12r cesd_13 cesd_14 /// cesd_15 cesd_16r cesd_17 cesd_18 cesd_19 cesd_20) replace cesd_totalScore = . Use Case Scales may not have items (e.g., in the next two minutes, name as many words beginning with ‗gr' as you can recall), but even when they do, the responses may be captured data as opposed to endorsed categories. For example, the nonword repetition subtask of the Comprehensive Test of Phonological Processing (CTOPP; Wagner, Torgensen & Rashotte, 1999) might be included in a protocol to assess phonological short-term memory. The authors created the orthographically legitimate, or plausible English language, items such as -nirp‖ by randomly combining phonemes to fill slots in syllables, discarding non-pronounceable ones. This was done to avoid the possible confound of using analogies to real words, once again avoiding the use of cognitive-linguistic processes other than phonological memory. Similar to most CTOPP subtests, Nonword Repetition requires the use of an audiocassette recorder to ensure standardized administration, particularly as the items become more difficult. A separate recording is required of the spoken response, and this recording must be subsequently scored by trained personnel to tally the number of phonemes correctly reproduced. This is repeated for a number of nonwords, and overall total scores for correct phonemes and correct consonant phonemes are generally produced.
Appropriate documentation would include the metadata about the scale, and pointers to the raw audio recording(s), the training of the person(s) scoring (including any double scoring procedures for reliability), and the aggregation (possibly a code snippet) used to produce the summary scores.
Example 7: Embedded Software Device: E-Prime in WLS
Use Case Scales or other assessments may be in software and/or hardware that is embedded in the survey protocol. The Wisconsin Longitudinal Study's (WLS) 2010 collection wave added additional cognitive assessments programmed in E-Prime (Psychology Software Tools, Pittsburgh, PA), a Computer Assisted Self Interview (CASI) sequence within the overall Computer Assisted Paper Interview (CAPI) survey. (Underscoring the growing use of these types of assessments, the E-Prime implementation of the cogitative battery that WLS deployed was originally developed for and provided by the Health and Retirement Study, which was also preparing to deploy them.) E-Prime software is launched from CASES, after which the respondent takes over the keyboard, following online instructions and answering questions by making choices (pressing this or that key). CASES passes a respondent ID number to E-Prime, and data are saved with this ID number. These segments are in some sense a black box. Responses and scores (e.g., percent correct, reaction time) are stored in some proprietary fashion and later merged with other responses from the protocol during the initial data entry process. Final scores (e.g., the sum of correct responses) are then produced.
Important metadata would obtain at the E-Prime level, as well as the level of each cognitive test implemented. At the E-Prime level the publisher, the version, and data storage aspects used might be documented. At the level of each cognitive test administered, documentation might include the name of the test if a standard test, or the construct being assessed. Information would also include the number/type of stimuli and the mode of response, scoring procedures, and details of score interpretation, as well as information attendant to the output data stream (i.e., format, procedures) that needs to be merged with the larger survey responses.
The 2010 WLS wave used E-Prime modules to assess processing speed, executive function/working memory, language and semantic abilities, and general cognitive functioning. There were six E-Prime modules. They are all administered together. If the respondent refused the recording needed for the first three, then only the last three are administered.
 Reading regular and irregular words and nonwords  Picture naming  Category verification  Number judgment and reversed judgment  Digit reading  Word recognition For simplicity we limit this use case to just two assessments, Number Judgment and Reversed Judgment, respectively assessing processing speed and executive function.
Processing Speed, Number Judgment: Participants will see a number between 1 and 9, excluding 5, and will press a key indicating whether the number is above or below 5. The -lower than 5‖ key will be pressed with the left hand and the -higher‖ key with the right, consistent with the left to right order of digits on keyboards.
Participants will receive 16 practice and 80 experimental trials. The dependent measures are accuracy and reaction time. >y_epr4a< [Instructions read by interviewer:] This next task is designed to measure your speed in responding to things you see. First, place your left index finger on the -left‖ button and your right index finger on the -right‖ button. You will see the numbers 1 through 9 on the computer screen. Every time you see a number, you should push the LEFT button if it is SMALLER than 5 and the RIGHT button if it is LARGER than 5. The number 5 will not appear on the screen. Use both hands for this task. First you will see a + in the center of the screen. Focus on the + and then wait for a number to appear. When the number appears, push the LEFT button if it is SMALLER than five and the RIGHT button if it is LARGER than 5. Do you have any questions? Press the -left‖ button to begin with three practice trials.
Executive function: Immediately following the number judgment task, we repeat the task, but with the assignment of responses to keys switched so that the right key now indicates -lower than 5‖ and the left key indicates -higher than 5‖.
The degree of interference-calculated as the difference in response time between the original and the switch conditions, divided by the original mean response time-provides an estimate of the ability to inhibit a prepotent response. >y_epr4b< [The screen reads:] Now we're going to do something a little bit different. Please listen to the interviewer's instructions before beginning. Press a button to start with some practice trials when you are ready to begin. [Instructions read by interviewer:] This next task is just like the previous task, but has slightly different rules. This time, you're going to reverse the keys. Now if the number is SMALLER than 5, you should push the RIGHT button, and if the number is LARGER than 5, you should push the LEFT button. In other words, we are switching the meaning of the two keys, but everything else will remain exactly the same. Remember, it's now LEFT button for larger than 5, RIGHT button for smaller than 5. Do you have any questions? Press the -left‖ button to begin with three practice trials. Sometimes raw data and corresponding metadata need to be referenced to enable preprocessing to be repeated, possibly with different tools or with different parameters. In many cases raw data are stored in very specific formats, which can be proprietary, open, standard, or custom. When feasible, consideration should be given to exporting data and metadata to standard open formats. By doing this a larger number of tools can be used to pre-process the data without requiring a possibly proprietary converter. However, in other cases to prevent loss of data or metadata it may be best to link to the original raw data source.
RECOMMENDATIONS
Recommendation 2: Think of "instrument," "data processing," and "aggregation" as terminology that can be useful beyond traditional survey data for recording metadata about new data types.
These terms can be applied to all of the examples in this paper and illustrate the flexibility of the DDI approach. GenerationInstruction should be able to point to an -instrument‖ (-instrument‖ used in a very broad sense). Use Aggregation to assign a type to the scoring process and point to the input object with @ objectSource and reference the output variable (holding the score) using dependent variable.
Recommendation 3: Add machine -actionability to supplement humanreadable documentation.
Several practices described in this paper rely on human-readable text embedded in various DDI tags, or exploit fields that can point to external documents. Examples include the MIDUS blood-draw document linked in using ExternalInstrumentLocation in Example #2, or the information about the CES-D depression scale contained in the human-readable text in the Description used in Example #5. While recording (or pointing to) this information largely addresses documentation needs, some relationships may not be preserved in ways that DDI toolmakers might require.
Multiple instruments in a data collection event might have hierarchical (or other dependent) relationships. For example, the virtual instrumentation LowPassFilt1 documented in Example #4 has a sequential relationship with the EEG Data Collection Protocol in Example #3. The filter provides post-processing of the signals obtained from the hardware data collection event in the latter. It should be possible to indicate this relationship in a machine-actionable way. This would allow one to output all hardware data collections that use a particular virtual filter instrument in post-processing. Another example would be a codebook ordered by psychometric scale -even when the scale items were interlaced with other scales and ordered differently in the questionnaire.
As the team worked on this project, two improvements to the standard were identified, mostly to handle the linkages not present in the existing schema.
(1) Add an optional reference to CollectionEvent, pointing to an Instrument (possibly more than one with relationships between them specified) (2) Add a connection between CollectionEvent and GenerationInstructions (another reference) 
