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Вступ 
Багатопроцесорні системи [1–6] відносяться до програмно-апаратних 
систем (ПАС), проблема надійності яких має свою специфіку, так як необ-
хідно передбачити захист від відмов та збоїв апаратних засобів так і збоїв 
програмного забезпечення ПАС. Забезпечення надійності ПАС, як і в апа-
ратних системах, реалізується шляхом використання властивості відмовос-
тійкості. В практиці проектування ПАС властивість відмовостійкості бага-
топроцесорної системи здебільшого забезпечують двома способами. Пер-
ший спосіб передбачає введення в структуру надлишку процесорів. При 
втраті працездатності будь-якого процесора здійснюється автоматична ре-
конфігурація структури багатопроцесорної системи із зниженням ефектив-
ності до заданого рівня. Ефективність даного способу і особливості його 
реалізації розглядаються в роботах [1–2]. Даний спосіб може бути викори-
станий в ПАС, в яких допускається простій, або є можливість введення ча-
сової надлишковості для виконання завдання.  
Якщо простій ПАС не допускається, то використовують другий спосіб 
забезпечення властивості відмовостійкості, який передбачає використання 
резервної багатопроцесорної системи, яка паралельно виконує ті ж функ-
ції, що і основна, але програмне забезпечення створено іншим розробни-
ком [13]. В роботах [1, 6, 7, 8] пропонуються надійнісні моделі багатопро-
цесорних систем, в яких не враховується надійність програмного забезпе-
чення. В роботах [9, 10] описана надійнісна модель ПАС для оцінки показ-
ників її надійності, в якій запропоновано розрізняти відмови апаратних за-
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собів та збої програмного забезпечення. Проте не враховано показники на-
дійності засобів контролю та діагностики. Дана модель запропонована для 
ПАС, в яких допускається простій. В роботах [11, 14] запропонована на-
дійнісна модель ПАС для оцінки показників надійності, в якій також розрі-
зняються відмови апаратних засобів та програмного забезпечення, врахо-
вується зміна значення інтенсивності відмови програмного забезпечення 
після проведення виправлення у коді програми.  
Зауважимо, що у відомих публікаціях відсутні надійнісні моделі бага-
топроцесорних ПАС з загальним заміщувальним резервом та ковзним ре-
зервом процесорів обох багатопроцесорних систем, автоматичним переза-
вантаженням програмного забезпечення збої якого викликані збоями апа-
ратних засобів. Вищесказане обумовлює актуальність задачі розробки на-
дійнісної моделі такої ПАС. 
Опис підходу до побудови надійнісної моделі програмно-апаратної 
системи 
В програмно-апаратній системі, що розглядається, присутні відмови та 
збої апаратних засобів (АЗ). В свою чергу збої АЗ породжують збій в робо-
ті програмного забезпечення (ПЗ), що виправляється шляхом його переза-
вантаження. Якщо перезавантаження ПЗ відновлює працездатність ПАС то 
це свідчить, що в системі відбувся збій АЗ. У випадку не успішного пере-
завантаження ПЗ вважається, що відбулася відмова АЗ. Вважається, що 
програмне забезпечення є надійним. 
Макромодель необслуговуваної ПАС, яка складається з основної та ре-
зервної системи 
представлена на 
рис. 2 враховує 
наступні її стани, 
а саме: cтан 1 — 
ПАС знаходиться 
в працездатному 
стані, цільову фу-
нкцію виконує 
основна система, 
резервна система 
справна; стан 2 — 
ПАС знаходиться в працездатному стані, цільову функцію виконує резерв-
на система, основна система знаходиться в непрацездатному стані, прово-
диться процедура перезавантаження програмного забезпечення; стан 3 — 
ПАС перебуває в працездатному, стані цільову функцію виконує резервна 
система, перезавантаження ПЗ на основній системі не відбулося успішно; 
стан 4 — ПАС знаходиться в працездатному стані, цільову функцію вико-
нує резервна система, відновлено працездатність основної системи шляхом 
 
Рис. 2. Макромодель резервованої системи з перезавантажен-
ням ПЗ викликаного збоями апаратних засобів  
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перезавантаження ПЗ; стан 5 — ПАС знаходиться в працездатному стані 
цільову функцію виконує основна система, резервна система знаходиться в 
непрацездатному стані, проводиться процедура перезавантаження ПЗ; 
Стан 6 — ПАС знаходиться в працездатному стані, цільову функцію вико-
нує основна система, перезавантаження ПЗ резервної системи не відбулося 
успішно; cтан B — стан критичної відмови (відновлення працездатності 
АЗ не є можливим).  
Системи, які входять до складу ПАС втрачають працездатність з інтен-
сивністю λАЗ=λ''АЗ+λ'АЗ, де λ''АЗ — інтенсивність відмов АЗ системи, λ'АЗ — 
інтенсивність збоїв АЗ системи, які приводять до короткочасної втрати її 
працездатності. Збої АЗ систем, що входять до складу ПАС приводять до 
збоїв у роботі ПЗ, тому інтенсивність збоїв ПЗ викликаних збоями АЗ має 
значення λПЗ=λ'АЗ. Після відмови основної або резервної системи відбува-
ється підключення резервної, або основної системи з інтенсивністю λАЗ. В 
системі з імовірністю P1 відбуваються збої АЗ та з імовірністю 1-P1 відбу-
ваються відмови АЗ. Відповідно процедура перезавантаження ПЗ відбува-
ється успішно з інтенсивністю µАЗР1 та неуспішно з інтенсивністю µАЗ(1-
Р1), де µАЗ=1/ tres, tres — середнє значення тривалості часу перезавантаження 
ПЗ. Коли в системі відсутній загальний заміщувальний резерв, то з інтен-
сивністю λАЗ ПАС попадає в стан критичної відмови. 
Описаний підхід використано при розробці надійнісної моделі відмово-
стійкої ПАС з комбінованим структурним резервуванням. 
Модель відмовостійкої багатопроцесорної системи  
1.Структура відмовостійкої багатопроцесорної системи 
 
Виходячи з того, що ПАС повинна працювати безперервно, без втрати 
 
Рис. 3. Структурна схема відмовостійкої програмно-апаратної системи (1 — основ-
на багатопроцесорна система, 2 — процесори, що знаходяться в гарячому резерві, 3 — 
процесори, що знаходяться в холодному резерві, 4 — резервна багатопроцесорна сис-
тема, ПКД-процесор контролю та діагностики) 
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працездатності при відмовах процесорів та збоях програмного забезпечен-
ня та без зниження ефективності виконання заданої функції, використано 
загальне заміщувальне гаряче резервування. Структурна схема відмовос-
тійкої ПАС показана на рисунку 3. До її складу входить: основна багатоп-
роцесорна система, яка складається з n – процесорів; резервна багатопро-
цесорна система, яка складається з k – процесорів; для обох багатопроце-
сорних систем передбачено спільне ковзне резервування процесорів, при 
цьому один (перший в черзі на використання) резервний процесор перебу-
ває в гарячому резерві, а решта - в холодному; процесор контролю та діаг-
ностики визначає стан ПАС в апаратній та програмній частинах та подає 
команди для управління резервним ресурсом; пристрій комутації виконує 
функції підключення (або відключення) резервної багатопроцесорної сис-
теми, а також відключення несправних процесорів та підключення проце-
сорів ковзного резерву. 
2.Структурно-автоматна модель відмовостійкої 
багатопроцесорної системи 
Метод розробки надійнісної моделі відмовостійкої багатопроцесорної 
системи у вигляді графа станів та переходів, описаний у монографії [12], 
передбачає формалізоване представлення об'єкта дослідження у вигляді 
структурно-автоматної моделі. Для побудови структурно-автоматної моде-
лі необхідно виконати наступні завдання: сформувати вербальну модель 
об’єкту дослідження; визначити базові події; визначити компоненти векто-
ра стану, якими можна описати стан системи в довільний момент часу; 
сформувати множину параметрів, якими можна описати систему; сформу-
вати дерево правил модифікації компонент вектора стану.  
Відповідно до технології аналітичного моделювання [12] та на підставі 
визначених базових подій, визначених компонент вектора стану та параме-
трів, якими описується ПАС, розроблено дерево правил модифікації ком-
понент вектора стану ПАС, яке представлено в таблиці 1. 
Таблиця 1. Дерево правил модифікації компонент вектора стану 
Базові події 
Умови та об-
ставини 
Формула розра-
хунку інтенсивно-
сті базової події 
Правило мо-
дифікації 
компонент ве-
ктора стану 
1. Відмова процесора основ-
ної багатопроцесорної систе-
ми (при виконанні цільової 
функції) 
(V1=n) AND 
(V5=1) AND 
(V6=1)  
V1·HW·P1' 
V1:=V1-1; 
V5:=2; V6:=0 
(V1=n) AND 
(V5=1) AND 
(V6=0)  
V1·HW V5:=0; 
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Базові події 
Умови та об-
ставини 
Формула розра-
хунку інтенсивно-
сті базової події 
Правило мо-
дифікації 
компонент ве-
ктора стану 
2.Збій ПЗ процесора основної 
багатопроцесорної системи 
(при виконанні цільової функ-
ції) 
 (V1=n) 
AND (V5=1) 
AND (V6=1) 
V1·SW·P2' 
V1:=V1-1; 
V5:=2; V6:=0; 
V7:=V7+1 
3. Відмова процесора резерв-
ної багатопроцесорної систе-
ми (при виконанні цільової 
функції) 
(V2=k) AND 
(V5=2) AND 
(V6=1)  
V2·HW·P1' 
V2:=V2-1; 
V5:=1; V6:=0; 
(V2=k) AND 
(V5=2) AND 
(V6=0) 
V2·HW V5:=0 
4. Збій ПЗ процесора резерв-
ної багатопроцесорної систе-
ми (при виконанні цільової 
функції) 
(V2=k) AND 
(V5=2) AND 
(V6=1) 
V2·SW·P2' 
V2:=V2-1; 
V5:=1; V6:=0; 
V7:=V7+1 
5. Відмова процесора основ-
ної багатопроцесорної систе-
ми (підсистема знаходиться 
в гарячому резерві) 
(V1=n) AND 
(V5=2) AND 
(V6=1) 
V1·HW·P1' 
V1:=V1-1; 
V5:=2; V6:=0 
6. Збій ПЗ процесора основ-
ної багатопроцесорної систе-
ми (підсистема знаходиться 
в гарячому резерві) 
(V1=n) AND 
(V5=2) AND 
(V6=1) 
V1·SW·P2' 
V1:=V1-1; 
V5:=2; V6:=0; 
V7:=V7+1 
7. Відмова процесора резерв-
ної багатопроцесорної систе-
ми (підсистема знаходиться 
в гарячому резерві) 
(V2=k) AND 
(V5=1) AND 
(V6=1)  
V2·HW·P1' 
V2:=V2-1; 
V5:=1; V6:=0 
8. Збій ПЗ процесора резерв-
ної багатопроцесорної систе-
ми (підсистема знаходиться 
в гарячому резерві) 
(V2=k) AND 
(V5=1) AND 
(V6=1)  
V2·SW·P2' 
V2:=V2-1; 
V5:=1; V6:=0; 
V7:=V7+1 
9. Відмова процесора ковзно-
го резерву з завантаженим 
ПЗ. 
(V3>0)  V3·HW·P1' V3:=V3-1 
10.Збій ПЗ процесора ковзно-
го 
резерву з завантаженим ПЗ. 
(V3>0)  V3·SW·P2' 
V3:=V3-1; 
V7:=V7+1 
11. Закінчення процедури пі-
дключення процесора з зава-
нтаженим ПЗ до непрацезда-
тної основної багатопроцесо-
рної системи 
(V3>0) AND 
(V1<n) AND 
(V6=0) 
 
1/(Tsfm+Tswichm) 
V1:=V1+1; 
V3:=V3-1; 
V6:=1 
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Базові події 
Умови та об-
ставини 
Формула розра-
хунку інтенсивно-
сті базової події 
Правило мо-
дифікації 
компонент ве-
ктора стану 
12. Закінчення процедури пі-
дключення процесора з зава-
нтаженим ПЗ до непрацезда-
тної резервної багатопроце-
сорної системи 
(V3>0) AND 
(V2<k) AND 
(V6=0) 
1/(Tsfm+Tswichm) 
V2:=V2+1; 
V3:=V3-1; 
V6:=1 
13. Закінчення процедури пі-
дключення процесора з холо-
дного резерву в гарячий ре-
зерв 
(V3<mh) AND 
(V4>0). 
 
1/(Tsfm+Tswichm+T
stm) 
V3:=V3+1; 
V4:=V4-1 
14. Закінчення процедури ві-
дновлення працездатності ПЗ 
на процесорі з ознакою збою 
ПЗ. 
(V7>0)  (1/Tres)·P'3 
V4:=V4+1; 
V7:=V1-1 
Критерій катастрофічної відмови (V5=0) 
3. Формування аналітичної моделі відмовостійкої 
багатопроцесорної системи 
Розроблена структурно-
автоматна модель дає можли-
вість згідно алгоритму запропо-
нованого в монографії [13, с. 89] 
побудувати граф станів та пере-
ходів. На рисунку 4 представле-
но граф станів та переходів, з 
наступними значеннями параме-
трів відмовостійкої багатопроцесорної системи: n=2; k = 2; mh=1; mc=0. 
При зміні конфігурації відмовостійкої багатопроцесорної системи граф 
станів та переходів буде мати параметри, які представлено в таблиці 2.  
В представленому на рис. 4 графі станів та переходів, переходи поз-
начені 1, 2, 3, 4 мають наступні значення інтенсивностей: 1 – 
1/Tsfm+Tswichm, 2 – 1/ Tsfm+Tswichm+Tstm, 3 – 1/Tresm, 4 - 2λHW 
 
Таблиця 2. Параметри графа при різних 
конфігураціях ВС 
Параметри 
конфігурації ВС 
Кількість 
станів 
Кількість 
переходів 
n=2; mh=1; mc=0; 27 82 
n=2; mh=1; mc=1; 51 172 
n=2; mh=1; mc=2; 83 276 
n=2; mh=1; mc=3; 171 646 
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Рис. 4. Модель відмовостійкої багатопроцесорної системи у вигляді графа станів та пе-
реходів 
На основі побудованого графа станів та переходів (рис. 4) сформована 
система лінійних диференційних рівнянь (СЛДР) (1). Розв’язання даної 
СЛДР дасть можливість провести оцінку показників надійності відмовос-
тійкої багатопроцесорної системи. 
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4. Приклад використання запропонованої моделі 
Необхідно порівняти значення показників надійності отриманих за до-
помогою відомих моделей та розробленою моделлю. Для цього визначено 
значення тривалості роботи ПАС, при якій ймовірність безвідмовної робо-
ти відмовостійкої багатоп-
роцесорної системи з вра-
хуванням перезавантажен-
ня ПЗ на її процесорах 
Рб.р. ≥ 0,99. Дослідження 
проведено при наступних 
вхідних параметрах: n=2, 
m=2, mh=1, HW=110
-5год-1, 
SW=110
-4 год-1.  
На рис. 5 представлені 
залежності ймовірності 
безвідмовної роботи від-
мовостійкої багатопроце-
сорної системи від трива-
лості її експлуатації, отри-
мані за допомогою моделей з різним ступенем адекватності, а саме: крива 
1 — модель відмовостійкої багатопроцесорної системи без врахування збо-
їв програмного забезпечення (розрахунки проведені згідно моделі, поданої 
в [10]); крива 2 — модель відмовостійкої багатопроцесорної системи з вра-
27
( ) 1
1
P ti
i


Рис. 5. Залежність ймовірності безвідмовної ро-
боти відмовостійкої багатопроцесорної системи 
від тривалості її експлуатації 
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хуванням збоїв програмного забезпечення та без відновлення працездатно-
сті ПЗ (розрахунки проведені згідно моделі, поданої в [9]); крива 3 — за-
пропонована модель відмовостійкої багатопроцесорної системи з враху-
ванням збоїв програмного забезпечення та його відновленням. 
З результатів поданих на рис. 5 видно, що не врахування показника на-
дійності програмного забезпечення (крива 1) дає завищені значення показ-
ників надійності, врахування показника надійності програмного забезпе-
чення без можливості його відновлення шляхом перезавантаження (кри-
ва 2) занижує значення показників надійності відмовостійкої багатопроце-
сорної системи. А запропонована модель (крива 3) дає найближчі до реа-
льних значень показники надійності відмовостійкої багатопроцесорної си-
стеми з врахуванням ненадійності програмного забезпечення та його від-
новлення. 
Висновки 
В статті запропонована надійнісна модель відмовостійкої багатопроце-
сорної системи з відновленням працездатності апаратних засобів, шляхом 
перезавантаження програмного забезпечення, збій в роботі якого був ви-
кликаний збоєм в роботі апаратного засобу. Запропонована модель відмо-
востійкої багатопроцесорної системи дає змогу проектанту вирішувати за-
дачі надійнісного аналізу та синтезу, а саме: визначити конфігурацію ПАС 
для забезпечення необхідного рівня надійності, визначити вимоги до на-
дійності програмного забезпечення, вимоги до засобів контролю та діагно-
стики працездатності ПАС.  
В подальших дослідженнях можна врахувати тривалість "ремонту" 
програмного забезпечення у випадку його відмови, а також врахувати ін-
тенсивність відмови програмного забезпечення, які викликані дефектами у 
коді програмного забезпечення. 
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Волочій Б. Ю.; Озірковський Л. Д., Муляк О. В., Змисний М. M., Панський Т. І. На-
дійнісна модель відмовостійкої багатопроцесорної систем з відновленням працез-
датності програмного забезпечення. В статті запропоновано надійнісну модель від-
мовостійкої багатопроцесорної системи, до складу якої входить дві багатопроцесорні 
системи (основна і резервна), процесори спільного ковзного резерву, процесор контро-
лю та діагностики системи в апаратній частині та програмного забезпечення. В мо-
делі також враховано автоматичне перезавантаження програмного забезпечення, пі-
сля втрати працездатності викликаної збоями апаратних засобів системи. Запропо-
нована модель призначена для розв’язання задач надійнісного проектування програмно-
апаратних систем. 
Ключові слова: надійність програмно-апаратних систем, відмовостійка програмно-
апаратна система, відмовостійка багатопроцесорна система. 
 
Вoлочий Б. Ю.; Озирковський Л. Д., Муляк О. В., Змисный М. M., Панский Т. И. 
Надежностная модель отказоустойчивой многопроцессорной систем с восстанов-
лением работоспособности программного обеспечения. В статье предложена 
надежностная модель отказоустойчивой многопроцессорной системы, в состав ко-
торой входит две многопроцессорные системы (основная и резервная), процессоры 
общего скользящего резерва, процессор контроля и диагностики системы в аппарат-
ной части и программном обеспечении. В модели также учтена автоматическая пе-
резагрузка программного обеспечения, после потери работоспособности вызванной 
сбоями аппаратных средств системы. Предложенная модель предназначена для реше-
ния задач надежностного проектирования программно-аппаратных систем. 
Ключевые слова: надежность программно-аппаратных систем, отказоустойчи-
вость программно-аппаратная система, отказоустойчивость многопроцессорная си-
стема 
 
Volochiy B., Ozirkovskyi L., Mulyak O., Zmysnyi M., Panskyi T. Reliability model of the 
fault-tolerant multicore system with software recovery.  
Introduction. The analysis of the researched problem and features of the designed fault-
tolerant hardware/software systems were carried out. 
The approach description to developing reliability models of the software/hardware sys-
tem. This chapter outlines a reliability macromodel of a fault-tolerant multicore system with a 
software recovery. 
Model of the fault-tolerant multicore system. The model features include: two multicore 
systems (main and reserve), some processors for sliding redundancies, one control and diag-
nostics processor which controls the hardware and software features. Also this model in-
cludes the automatic software restart after hardware failure.  
The proposed model appication example. Weighed calculation of MTTF (mean time to 
failure) considering given probability of infallible performance of the suggested and existing 
models was performed. 
Conclusion. The proposed model is designed to estimate reliability of the hard-
ware/software systems. 
Keywords: reliability of hardware/software systems, fault-tolerant hardware/software 
systems, fault-tolerant multicore system. 
