Abstract-Autonomous driving is a rapidly evolving technology. Autonomous vehicles are capable of sensing their environment and navigating without human input through sensory information such as radar, Lidar, GNSS, vehicle odometry, and computer vision. This sensory input provides a rich dataset that can be used in combination with machine learning models to tackle multiple problems in supervised settings. In this paper we focus on road detection through gray-scale images as the sole sensory input. Our contributions are twofold: first, we introduce an annotated dataset of urban roads for machine learning tasks; second, we introduce a baseline road detection on this dataset through supervised classification and hand-crafted feature vectors.
I. INTRODUCTION
Autonomous driving has been among the most attractive research topics in the road safety applications [1] - [4] . Automated vehicles detect surroundings using different input signals such as radar, Lidar, GNSS, vehicle odometry, and camera. Among these sensors, camera is the most affordable sensor suitable for detection of different types of objects such as pedestrians, obstacles, traffic signs, vehicles, road and lane markings. On the other hand, the use of camera as the primary sensory input is entangled with the high complexity due to many active disturbances and noise on the road.
One of the main and essential steps in driving safety applications and intelligent vehicles is a robust road and lane marking detection [5] , [6] . Road understanding and Lane detection algorithms are generally composed of multiple modules: preprocessing of images, feature extraction and model-fitting [7] - [10] . Low-level feature extraction in every frame is usually not practical in real-time scenarios due to complexity issues. As an example, calculation of the gradient of the intensity value of ROI in the image easily could get impaired by the existence of other objects or regions with higher contrast than lane markers in the road [11] . These complexities inspire machine learning methods where a model can be obtained and trained offline and applied in real-time systems.
A typical machine learning approach to road detection would entail training a classifier on annotated training data and online classification of input image pixels as road 1 pixels. A requirement of such road detection or lane marking detection system is the availability of an annotated training dataset. In this paper we aim to close the gap on developing such dataset. First, we introduce our annotated benchmark dataset in urban roads. Next, we introduce our initial findings on supervised 1 In a simple scenario we can assume a binary classification settings where we are only interested in classification of pixels to road or not road. road classification on this dataset using gray scale images as the primary source of information. This paper is organized as follows; in Section II we briefly explore the related work on road detection and available datasets for these applications. We introduce our annotated benchmark dataset in Section III. We examine a supervised classification approach to road detection on this dataset and present our initial findings in Section IV. Finally we conclude this paper in Section V and propose future research directions.
II. RELATED WORKS AND CHALLENGES
The accurate perception of the road area is a very important first step for autonomous driving and has been performed through a various set of sensors both in single modality and with sensor fusions in different road scenarios [12] - [14] . In the camera-based approaches often a set of frame based image features are extracted and combined with various machine learning techniques to perform road detection. The extracted features are often categorized as point detectors such as SIFT features, line features and corners. Once the features are extracted, different type of classification methods are often applied for road detection and tracking.
The supervised learning models often require partially annotated datasets to train a robust road model. Among all labeling schemes, semantic segmentation of objects in image is the most suitable and efficient input for the learning system. Creating an accurate dataset containing annotation of each meaningful object in each single frame by a human is an expensive and time consuming task. Among the public datasets, Daimler dataset demonstrates dense pixel semantic annotation for stereo images, capturing the information from 50 cities in germany [15] . KITTI dataset equally contains pixel level annotation of images and other sensors information [16] . However, public access for most datasets are limited; for instance KITTI has made a quarter of its dataset available for public. Besides the distinction between the representation of sensory input for creating the database, each research group have their own definition for labeling the object on the image.
These limitations motivate a dataset with a standard specifications and the availability for public to customize it depending on their own requirements. The simplicity and ease of use and the ability to change the annotations detail such as the boundaries and the class information of each object are the main advantages of such dataset. In this paper we introduce such benchmark annotated dataset. The annotation is performed on the nominated frames from the video sequences collected from a predefined road scenarios. We believe that a reasonable-size labeled dataset containing samples from diverse road scenarios is a vital input for any supervised learning technique. 
III. CREATING A BENCHMARK DATASET
Creating an accurate dataset is a crucial task for a machine learning model of road detection. Before designing a dataset, various points should be considered in semantic labeling of the dataset. The first criterion is the type of visual sensor, such as previously mentioned labeled datasets for the stereo and color camera. The second criterion is the specifications of the dataset which determines the type of objects which we are willing to train our learning algorithm on.
We define classes to which each object belongs to and define a set of attributes associated with each class. For instance, a road class always contains lane markers. The lane markers are defined by either dashed lines or solid lines. The joint representation of object class and attributes can help the learning algorithm to interpret the information for object recognition and prediction more precisely [17] . Another criterion is to have a set of diverse samples from different road scene, weather condition, clarity, and illumination. The higher the number of diverse samples, the more we have enriched training set with variety of street condition and increases the accuracy of detection. To this end, we consider the frames in sunny, illumination variation, shadow, empty road, traffic, crossing, joining road, roads with tram line in the middle, under the bridge scenarios, and autobahn.
Considering all the aforementioned standards, we setup our 6000 minutes benchmark dataset consisting of test-drives in urban and autobahn repeated within the same route for different daylight and weather conditions. We selected limited number of frames for labeling process, later we will test our proposed learning algorithm against other un-labeled dataset. The captured frames were augmented with the class specifications mentioned earlier. The sequences captured from a forward looking monocular camera mounted on the front windshield of our test vehicle Carai-1 [18] . Sequences were captured with the frequency of 30 fps and 640 × 480 gray scale pixel format. Layer Annotation tool [19] employed to create our human annotated ground-truth database. 500 frames are color labeled into four object class of interest: road, lane markers, pedestrian, and cars Figure 1 . Having the annotation information in an xml file format helped us to employ the data in our algorithm more quickly and reduce the processing complexity and power consumption. We intend to increase the size and diversity of our database and include other sensory inputs acquired at the same time of capturing the image data.
IV. ROAD AREA CLASSIFICATION USING THE PROPOSED DATASET

A. Classification Scheme
To demonstrate the use of the dataset a binary classifier is implemented that shall distinguish between road and nonroad areas. This information can be used to improve the performance of lane marking detection algorithms by excluding areas that otherwise introduce a lot of clutter line detection. Our classification scheme employs a cascade of AdaBoost classifiers. Binary decision trees with a tree depth of two levels were used as week learners.
We intended to keep the feature vector calculation as simple as possible; thus, applying the classifier to a dense sliding window across the entire frame is reasonably fast. 
Training this classifier is a two stage process. To begin training the first cascade stage, an initial example set of feature vectors for the positive and negative classes is required. The positive class denotes road areas and the negative class is the representation of non-road areas. For each additional cascade stage, the negative examples correctly rejected by previous stages need to be replaced again requiring the classification of ROIs. In order to distinguish between two classes, the feature vector computation uses the label annotation information. It tests each ROI if it intersects with either the road polygon or the car polygons, resulting the following scenarios:
• ROI is fully outside of the road polygon.
• ROI is partially outside of the road polygon.
• ROI is fully inside of the road polygon and
• intersecting a car polygon.
• not intersecting any cars polygon.
A ROI is classified as a negative example if it is fully outside of the road polygon or intersecting a car polygon. If it is partially outside of the road polygon, it is considered as mixed case that could be attributed to either classes. Due to the binary classification nature of the used classifier, we decided to attribute them to the negative class. This leaves only ROIs which are fully inside of the road polygon and not intersected by any car polygon as positive examples. These possible classification cases are shown in Figure 1 .
Using this approach, the feature vector computation can automatically create examples for both classes using the proposed dataset. To ensure an independent validation of the trained classifier, only 285 of the so far 500 dataset frames have been used during training. The others 215 frames were then used after training to create positive and negative samples to get the final test results as shown in Figure 2 which depicts the overall training and validation process.
B. Training and Evaluation
The cascade AdaBoost is implemented on top of binary decision trees which are employed as weak learners. Assuming N cascades with DR i and FPR i for detection rate and false positive rate for each layer respectively; the overall detection rate DR t and false positive rate FPR t of AdaBoost cascade classifier can be computed as follow:
This method suggests that for further reduction of false detection, multiple classifiers should be trained using different sets of negative examples, each giving a cascade stage. Hence, the feature vector needs to come through all stages of the cascade to gain a pass in the testing phase. The aim of training the classifier is to constitute the road and non-road classes for further evaluation and test. Training of cascade classifier is performed as follow: 
H(x) = sign(f (x)) the final classifier 4: 5: for ( x 1 , y 1 ) , . . . , (x m , y m ); x i ∈ X , y i ∈ {0, +1} do for t = 1, ..., T do 8:
stop 10:
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C. Evaluation Results
For validation of the classifier, to avoid possible overfitting, positive and negative examples were randomly generated from the section of the dataset not used during training which yielded the following numbers. The evaluation of training process demonstrated the optimal results when the sliding window size is 15 × 15 pixel. Depending on the detection rate, as can be seen in ROC curve in Figure 3 , a different false positive rate (FPR) occures. ROC curve enables us to adjust the optimal detection rate and false positive rate for the trainer. Conventionally, the right working point is a trade off between DR and FPR. The final results for each cascade stage illustrates the convergence of adaboost output to the logarithm of likelihood ratio. We obtained a maximum DR of 78 % and 19 % FPR. The results for the validation of the trained classifier against the selected sample are illustrated in Figure 4 . The positive road detection results are colored in black and the non-road regions in white.
Our initial results can serve as a proof of concept that gray scale images can be used as the sole sensory input for road detection using simple feature vectors and machine learning models. It should be noted that these features are by no means the best feature vectors for road detection and have only been selected as the proof of concept. The obtained results is a baseline for further research on our dataset and in future studies we will consider the use of more robust feature vectors in combination with other machine learning models to achieve higher detection accuracy and generalization.
V. CONCLUSION AND DISCUSSION
In this paper we introduced a benchmark dataset which is annotated manually by semantic segmentation of frames. Next, we demonstrated a supervised learning approach as a simple proof of concept on the benchmark dataset for road detection as the primary application. We extracted a set of low-level image features from each gray scale frame. We then used a cascade of adaboost binary decision tree as the supervised learning model for classification of road pixels. Our initial results illustrated that simple supervised classification methods in combination with gray scale image features can be applied for road detection and scene understanding.
The future research on this dataset will be on three distinct areas; the proper selection of informative feature vectors, the selection of a scalable learning models and the combination of other data modalities such as odometery information of the vehicle and other on-board sensors in order to increased detection accuracy. We anticipate that an adaptive method with a pre-calculated road model can enhance the robustness of the detection for challenging road detection scenarios such as urban roads. We hope that this dataset can serve as public benchmark to further the active research on road detection.
