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Abstract 
This paper discusses the viability of using Bayesian Network (BN) models to support qualification planning in order to predict 
the suitability of Six Degrees of Freedom (6DOF) vibration testing for qualification. Qualification includes environmental testing 
such as temperature, vibration, and shock to support a stochastic argument about the suitability of a design. Qualification is 
becoming more complex and restricted yet available new technologies are not fully utilized. Technology has advanced to the 
state where 6DOF vibration shakers and control systems capable of high frequency tests are possible, but the problem using these
systems is far more complex than traditional single degree of freedom (SDOF) tests. This challenges systems engineers as they 
strive to plan qualification in an environment where technical, environmental, and political constraints are coupled with the 
traditional cost, risk and schedule constraints.  New technologies are also available for systems engineers to combine technical
understanding with cost, risk and schedule factors to aid in decision making for complex problems such as qualification planning.
BN models may provide the framework to aid Systems Engineers in planning qualification efforts with complex constraints. This 
paper discusses related work, the current approach and results of this research. 
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1. Introduction 
Qualification as it pertains to weapon systems is defined as “evidence that the design will survive in its intended 
environment with margin. The process includes testing and analyzing hardware and software configuration items to 
prove that the design will survive the anticipated accumulation of acceptance test environments, plus its expected 
handling, storage, and operational environments plus a specified qualification margin. Qualification testing usually 
includes temperature, vibration, shock, humidity, software stress testing, and other selected environments”1.
 Qualification planning is a complex Systems Engineering problem. Besides the programmatic factors of cost, 
schedule and risk, technical factors create a multi-dimensional problem space. The problem space has become so 
complex it cannot be easily visualized and suggests the need for an improved decision framework. 
Prior research in systems engineering qualification planning focused on addressing the cost, schedule, risk and 
quality aspects of the problem. This research proposes to add technical factors to the decision space given that 
technical factors can be the key driver in qualification planning.  For the initial stages of research, the problem is 
narrowed to a subset of qualification planning: vibration – with an emphasis on including multi-axis or six degrees 
of freedom (6DOF) vibration testing in the traditional single degree of freedom (SDOF) solution space.  The method 
for the research involves utilizing a Bayesian Network (BN) model to develop the framework that takes advantage 
of the decades of knowledge of vibration tests as well as the causal technical factors in the current problem space.   
A perspective on the complexity of the problem can be characterized by factors that can affect a qualification 
decision, such as: cost, schedule, risk, performance, program phases, environmental constraints, political constraints, 
destructive vs. non-destructive test, ability to measure desired responses during the activity, Concept of Operations 
(CONOPs), physical environment, standard environments, margin assessment, size of system, weight of system, 
system materials, interfaces, variability, failure mechanisms, hazards, availability of test facilities, uncertainties, 
values or priorities, ability to update the qualification plan, alternatives, completion definition, and the use of an 
Earned Value Management System (EVMS). Any of these factors can become drivers in the qualification planning 
process.   
Nomenclature 
6DOF  Six Degrees of Freedom    EaVa Early Validation 
ADS  Aeronautical Design Standards  EVMS Earned Value Management System 
ANSI  American National Standards Institute ISO International Organization for Standardization 
BN  Bayesian Network   NASA National Aeronautics and Space Administration 
CEaVa  Continuous Early Validation  PoF  Physics of Failure 
CONOP  Concept of Operations   SDOF  Single Degree of Freedom 
COTS  Commercial Off The Shelf  SME Subject Matter Expert 
DOD  Department of Defense   SNL Sandia National Laboratories 
DOE  Department of Energy   WSMR White Sands Missile Range 
2. Background 
2.1. Systems engineering role in qualification 
There are four main qualification techniques: inspection, analysis, demonstration and test2. For every customer 
requirement, one or more qualification techniques must be selected and implemented. These qualification techniques 
are exercised throughout the life of the program in order to compile the body of evidence required to show all 
requirements have been satisfied3.
Systems engineers and program managers are routinely called upon to develop and commit to plans and estimates 
for qualification in the initial stages of the program lifecycle. The decisions are typically made early in the program 
bid process before the full technical staff is available. The demands for programs and qualification seem to be 
changing; programs are constrained with short schedules, smaller budgets, more test restrictions, and political and 
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environmental concerns4. Program requirements are more complex. One can argue that it is no longer possible to 
perform an exhaustive qualification in all environments; it is too expensive or too time consuming. A subset of a full 
qualification plan must be selected5. With this situation, planning qualification in the early stages of a program is 
increasingly more complicated. Cost, schedule, technical factors and risk trade-offs are a necessity6. The resulting 
problem is that it is difficult to plan qualification. The risk of making a poor decision may not be realized until the 
end of a program when the qualification evidence is not sufficient to support the requirements. At this point, 
returning to re-test, re-analyze and/or re-design is exponentially more expensive8. Rework at a late stage in the 
program often exceeds 20 percent of the initial development cost9.
The issue that prevents this problem from being addressed is poor qualification planning and a lack of methods to 
update the plan as things change. Plans are bad, started too late or too constrained to adjust during the course of the 
program. A predictive framework and method for making qualification decisions, based on quantitative and 
qualitative data is needed to address this problem. 
2.2. Related Work 
Qualification planning has been the subject of standardization.  The INCOSE systems engineering handbook 
specifies the importance, purpose, methods and common practices for qualification2.  Practice has shown that it is 
hard to implement these guidelines.  The guidelines state that combinations of the qualification techniques should be 
selected, but not how they should be selected. As a result, research exploring the best qualification technique 
combinations or methods to determine the best combination has been performed. 
There is a gap in the literature for qualification planning that incorporates technical factors along with cost, risk, 
schedule and quality. In the literature, qualification-planning (or verification and validation) research has resulted in 
decision models or frameworks. The models range from processes to predictive models.  Current models include the 
historical model, where the systems engineer, through experience, historical documentation, interviews and stories 
of systems engineering success – along with reasoning from first principles – makes the decisions for systems 
problems10.  The Vee or ‘V’ model and the Spiral development model, are effective models as they addresses the 
entire life cycle of system, encourage feedback through the process and focus on problem areas10. Engel and Brad 
developed a model to optimize the potential tradeoffs between risk and cost11. Shabi and Reich expanded on this 
research and implemented a decision model that assessed the Cost and Risk of various plans to optimize the 
qualification plan7. Bruce, et al., also developed a model to optimize qualification strategy focusing on cost and 
quality, which they called a Practical Method12.  Kleyner and Sandborn developed a probabilistic cost model to 
define the qualification plan in order to minimize life cycle cost. They expanded the previous models by assessing 
the cost of repair and warranty returns into the overall product cost13.  Pecht and Gu combined three prognostic 
approaches: Physics of Failure (PoF), data-trending and fusion (combination of PoF and data trending)14.
Early Validation (EaVa) is a model focused on ensuring the right qualification activities are planned at the right 
time.  Continuous Early Validation (CEaVa) is an expansion of EaVa. The CEaVa method works alongside the Vee 
method by providing a mechanism to step back and evaluate the system from a checklist of topics15,16. SysTest3,17,18 
is a model and software tool designed for estimating Qualification cost and schedule along with the resulting product 
quality (and associated risk) for a given Qualification strategy.  Specific to military aircraft, the US Army has issued 
a series of Aeronautical Design Standards (ADS) starting in the early 2000s for aeronautical equipment on various 
aircraft. The ADS details specific component and system level testing required to support development of a new 
component19.   
2.3. Qualification of vibration environments 
This research focuses on a subset of qualification requirements in order to be manageable, though the proposed 
concept could be expanded to all aspects of qualification. One aspect of the operational environment examined 
during qualification is vibration. Vibration testing in laboratories is often selected for qualification because testing in 
the real environment is costly, time consuming and, in some cases, impossible. 
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Vibration is important because rarely do machines fail due to excessive strain. Rather, they fail due to cracking 
because of excessive cyclical stress – fatigue. This failure mode is based on the number of cycles rather than tensile 
strength. Failures occur at stress levels far below the ultimate material strength20.   
Since the 1940s, testing on a vibration machine (shaker) has been the preferred method to qualify vibration 
environments. SDOF tests, vibrate in a single axis at a time.  Each of the three axes is tested independently. In the 
actual environment, vibrations occur in six degrees of freedom (6DOF) simultaneously. Analysis has demonstrated 
SDOF testing can result in inadvertently testing at levels either higher or lower than desired (over or under test) and 
that certain failure modes may not be excited in SDOF tests 21. In addition, SDOF tests are not truly SDOF, there is 
some cross motion as the intended axis is not completely isolated even on the best shaker machines23. Figure 1 
shows the six degrees of freedom. 
Fig. 1. Six degrees of freedom. 
Vibration tests have become increasingly complex. The landscape is vastly different with advances in technology 
affecting the test article, the sensors, vibration machines and their controllers22. Advances in vibration machines and 
controllers have led to simulations of the environment in multiple degrees of freedom simultaneously. There is no 
longer a one size fits all specification for qualification because of the widely available technology22.   
2.4. Multi-Axis vibration for qualification 
6DOF tests not only replicate a realistic environment, but can also: 
x support testing of products such as long missiles where a single attachment point might damage the test 
article when applying the needed force to achieve the desired test levels 
x test articles that would need a prohibitively expensive fixture (such as large satellites at NASA) 
x massive test articles where the required force is greater than that available from single axis shaker  
x support the discovery of failure modes not present in single axis testing24.   
Since the 1960s, industry has been working to replicate a realistic 6DOF environment. In the early 1960’s, White 
Sands Missile Range (WSMR) initiated a multi-axis vibration system development program25. WSMR and Team 
Corporation later designed a low frequency 6DOF system for the French nuclear testing agency CESTA. The basis 
of the design has been used for most of the 6DOF machines in existence today24,26. Multi-axis shakers were 
developed to test low frequencies (250 Hz and below) which have proved valuable for automobile and seismic 
industries21. Vibration requirements typically extend up to 2000- 4000 Hz for weapons making high frequency tests 
a requirement. Several manufacturers such as Team and Wyle continued to expand the technology in 6DOF shakers 
such that tests over 2000 Hz were practical and up to 5000 Hz feasible26,27,28,29,30.
Once 6DOF machines were in existence, the focus switched to how to use them. It has been shown that 6DOF 
tests have different failure modes, expose the test article to greater fatigue damage, and require much more 
information to develop test specifications24. In addition, careful planning of the test is required as the selection and 
definition of the test control strategy can affect the results23.
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3. Problem statement 
Based on the literature review, there is unmistakably great value in effectively assessing and predicting a 
successful qualification test. This research will focus on vibration qualification tests – including 6DOF tests that 
have the capability to identify unique failure modes but are very difficult to define and execute properly. Numerous 
factors, both quantitative and qualitative, influence the determination of a successful vibration test. Quantitative 
vibration data include test frequency, test article configuration/material, test control scheme, shaker configuration, 
test fixture, test article modes, operational environmental data available, test specification, test article response data,  
test failure data, funding, project cost and schedule data21. Qualitative factors include subjective subject matter 
expert (SME) opinion concerning test effectiveness, limitations, and advantages. A primary challenge of this 
proposed research is identifying the 6DOF factors that influence a successful qualification test and how they are 
causally related. The secondary challenge is determining how these factors can be used to better predict 6DOF or 
SDOF qualification tests. The development of a predictive analysis framework based on the results of the two 
challenges is the most important facet of this research.   
4. Approach 
The main contribution covered in this paper is the identification of the current problem, the literature review of 
the current methods of addressing the problem and the approach to include a new set of factors that have become 
drivers in the problem space. The qualification-planning problem is becoming increasingly more complicated, due 
not only to today’s complex systems, but also due to advances in enabling technologies such as 6DOF shakers. 
While there has been a large and evolutionary set of approaches, methods and tools developed over the years, there 
are new sets of factors that need to be included in qualification planning. This research will build a model that 
combines these new factors and develops a method for using the model.  In the meantime, this paper summarizes 
some of the new factors that have resulted from the research. 
The qualification-planning problem is one where there are a large number of factors with some sort of 
relationship between them that must be understood to make good decisions.  BNs are designed for that purpose. A 
BN is a directed acyclic graph31, or a graphical model that encodes the joint probability distribution (either physical 
or Bayesian) for a large set of factors32. Each factor is entered as a node. Each node contains the possible states of 
the factor and their discrete probability values.  The nodes are connected by arrows, or arcs, that describe the causal 
or correlative relationship between the nodes33.  The arcs communicate the state of the parent node(s) and represent 
the operation of calculating the joint probability value of the dependent node34. The direction of the arc shows the 
direction of the causal relationship35. BNs are based on the Bayesian theorem which is the inference of the posterior 
probability (also called belief) of a hypothesis according to some evidence31. Belief is expressed as a probability36.
Bayesian Network (BN) models provide a method to address the complexity of 6DOF testing and the uncertainty 
of qualification suitability. The graphical model structure allows different types of factors and knowledge from 
various sources to be integrated within a single framework37,38. BNs also promote independent assessment of each 
factor as well as the relationship between the factors making it possible to compute the predictive distribution on the 
outcomes of possible actions. The BN structure is ideal for combining prior knowledge, which often comes in causal 
form, and observed data. BNs can be used, even in the case of missing data, to learn the causal relationships and 
gain an understanding of the various problem domains and to predict future events39.
In BNs, expert domain knowledge can be coded as prior distributions where prior means that the probability 
distributions are defined before and independently of processing any possible sample data. This allows for 
combining expert knowledge with statistical data in a very practical way. BNs are an excellent tool for reasoning 
under uncertainty. BNs allow reasoning with uncertain states, with limited information, and under changing 
conditions40.
4.1. BN model benefits and weaknesses 
There are many benefits to using BN models as they support learning as the model is developed. BNs help to 
identify which factors are causal factors. Fewer new experiments may have to be performed when using BN models, 
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as data from historical tests can be included in the development of the model. By providing a method to quantify 
SME qualitative data, the BN model reduces subjectiveness41. A major advantage is that the BN models can be 
calibrated and validated with expert data and historical data to derive confidence in results42. This research resulted 
in 15 factors delineating the strengths of BNs valuable to addressing complex problems. Seven of the strengths are 
shown in Table 1. 
     Table 1. Bayesian Network Model Strengths. 
Strength Description 
BN can handle incomplete data sets32  For data with correlated or anti-correlated inputs, most models will give 
inaccurate predictions unless there is data for every case of inputs. In some 
cases models can make no prediction. Since BN models encode the 
dependencies between the input variables, an incomplete data set does is still 
useful43. This is called inference31
BN provide a framework to represent and reason with 
uncertainty. Uncertainty is explicitly communicated36.
Uncertainty comes from incomplete understanding of system processes, 
incomplete, limited or imprecise data, subjective biases of expert opinion, or 
stochastic or random systems. 
BNs allow one to learn about causal relationships32   In two ways: Exploratory - Gain an understanding about a problem. Predictive – 
understand a potential change by seeing what it changes and to what degree  
BN with Bayesian statistics facilitates the combination of 
data and domain knowledge or SME inputs32
Domain knowledge or SME insight is invaluable. Also called prior knowledge. 
Bayesian statistics makes it possible to assign probabilities to this knowledge. 
Models can be calibrated with interview and historical test data42.
Causal relationships are given probabilities32  Not only are the relationships between factors identified, but the probability 
gives information on the strength of the relationship 
BN can be constructed from prior knowledge alone32  It is not necessary to perform a series of new experiments to gather data to 
construct a model. Existing data can be used to discover relationships and 
causal factors. 
BN models are graphical -  easy to understand and 
communicate to non-technical users and stakeholders34,36
A complex tool is not useful when only experts can understand the output or 
constructs. The ability to display the information in a format that is readily 
understood by systems engineers and program managers is a valuable 
communication tool. 
As with any method, there are risks associated with using BN models. The primary risk is if the factors or their 
relationships in the model are incorrect leading to inaccurate output predictions (failed construct validity). In 
addition, it is important during the design of experiments to plan experiments that also serve to validate the model. 
There is always a possibility that one may need more validation tests than is possible with time and budget. Finally, 
there is risk associated with the researchers learning a BN graphical modeling tool should the learning curve be too 
steep during the research timeframe. Additional weaknesses and cautions are delineated in Table 2. 
     Table 2. Bayesian Network Model Weakness and Cautions. 
Weakness/Caution Descriptions 
Weaknesses BNs do not handle continuous data 
well36
BNs need a common method to combine different types of data. Quantitative data 
is often continuous while qualitative data is mostly categorical or discrete.  The 
continuous data must be discretized31. It is unclear whether and how the number of 
states the continuous data are discretized have an effect on the performance of the 
BN model43
BNs do not represent feedback loops 
in a system well 
Some software packages handle dynamic modeling such as feedback loops by 
representing each time slice with a separate network and linking inputs and 
outputs36
BNs require learning a graphical 
modeling tool 
These are becoming easier with the various software packages available 
commercially 
Cautions If the factors and their relationships in Not only should the factors and their relationship be correct (structure), but the 
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the model are incorrect, then the 
results will be incorrect 
underlying probabilities for each factor need to be correct.  Both should be 
examined44.   
BNs may not be suitable if very 
accurate predictions are required 
Ideal for comparing alternatives, such as for decision or tradeoff analysis. Not 
ideal for determining an exact value of a parameter 
BNs should be designed carefully to 
ensure it is not too complex35   
The goal should be to maximize transparency and ensure the design is easy to 
follow.  Too many factors reduce the accuracy of the model45.
Careful design of method to gather 
information from SMEs 
The subjectiveness of the SME must be considered. There are techniques for 
eliciting expert judgment to minimize the subjectiveness36,41.
5. Conclusion 
Qualification includes environmental testing such as temperature, vibration, and shock to support a stochastic 
argument about the suitability of a design. Systems are becoming more complex and, as test technologies are 
expanded, the options and complexity for qualification tests have increased. Without an effective decision 
framework for qualification planning that can take into consideration technical as well as programmatic factors, 
some new technologies in qualification testing are not being fully utilized. This challenges systems engineers as they 
strive to plan qualification in an environment where technical, environmental, and political constraints are coupled 
with the traditional cost, risk and schedule constraints.  This paper covers the identification of the current 
qualification planning problem, an overview of the existing qualification planning methods, and the approach to 
include technical factors in qualification planning through the use of BNs. BN models have characteristics that may 
enable the expansion of qualification planning to include complex technical factors in order to plan qualification 
efforts in an environment with complex constraints.  Further research will build a model that combines these new 
factors and develops a method for using the model. A later expansion of this research could be to extend the 
methodology to other qualification disciplines and ultimately to the entire qualification planning effort. 
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