Abstract -Recently, dense connections have attracted substantial attention in computer vision because they facilitate gradient flow and implicit deep supervision during training. Particularly, DenseNet that connects each layer to every other layer in a feed-forward fashion and has shown impressive performances in natural image classification tasks. We propose HyperDenseNet, a 3-D fully convolutional neural network that extends the definition of dense connectivity to multi-modal segmentation problems. Each imaging modality has a path, and dense connections occur not only between the pairs of layers within the same path but also between those across different paths. This contrasts with the existing multi-modal CNN approaches, in which modeling several modalities relies entirely on a single joint layer (or level of abstraction) for fusion, typically either at the input or at the output of the network. Therefore, the proposed network has total freedom to learn more complex combinations between the modalities, within and in-between all the levels of abstraction, which increases significantly the learning representation. We report extensive evaluations over two different and highly competitive multimodal brain tissue segmentation challenges, iSEG 2017 and MRBrainS 2013, with the former focusing on six month infant data and the latter on adult images. HyperDenseNet yielded significant improvements over many state-of-the-art segmentation networks, ranking at the top on both benchmarks. We further provide a comprehensive experimental analysis of features re-use, which confirms the importance of hyperdense connections in multi-modal representation learning. Our code is publicly available.
I. INTRODUCTION
M ULTI-MODAL imaging is of primary importance for developing comprehensive models of pathologies and increasing the statistical power of current imaging biomarkers [1] . In neuroimaging studies, different magnetic resonance imaging (MRI) modalities are often combined to overcome the limitations of independent imaging techniques. While T1-weighted images yield a good contrast between gray matter (GM) and white matter (WM) tissues, T2-weighted and proton density (PD) pulses help visualize tissue abnormalities like lesions. Likewise, fluid attenuated inversion recovery (FLAIR) images can enhance the image contrast of white matter lesions resulting from multiple sclerosis [2] . In brain segmentation, considering multiple MRI modalities is essential to obtain accurate results. This is particularly true for the segmentation of infant brains, where tissue contrast is low (Fig. 1) .
Advances in multi-modal imaging, however, come at the price of an inherently large amount of data, imposing a burden on disease assessments. Visual inspections of such an enormous amount of medical images are prohibitively time-consuming, prone to errors and unsuitable for largescale studies. Therefore, automatic and reliable multi-modal segmentation algorithms are of high interest to the clinical community.
A. Prior Work
Multi-modal image segmentation in brain-related applications has received a substantial research attention, for instance, brain tumors [3] - [6] , brain tissues of both infant [7] - [17] and adult [18] , [19] , subcortical structures [20] , among other problems [21] - [23] . Atlas-propagation approaches are commonly used in multi-modal scenarios [24] , [25] . These methods rely on registering one or multiple atlases to the target image, followed by a propagation of manuals labels. When several atlases are considered, labels from individual atlases can be combined into a final segmentation via a label fusion strategy [8] , [10] , [13] . When relying solely on atlas fusion, the performance of such techniques might be limited and prone to registration errors. Parametric or deformable models [11] can be used to refine prior estimates of tissue probability [14] . For example, the study in [14] investigated a patch-driven method for neonatal brain tissue segmentation, integrating the probability maps of a subject-specific atlas into a level-set framework.
More recently, our community has witnessed a wide adoption of deep learning techniques, particularly, convolutional neural networks (CNNs), as an effective alternative to traditional segmentation approaches. CNN architectures are supervised models, trained end-to-end, to learn a hierarchy of image features representing different levels of abstraction. In contrast to conventional classifiers based on hand-crafted features, CNNs can learn both the features and classifier simultaneously, in a data-driven manner. They achieved stateof-the-art performances in a broad range of medical image segmentation problems [26] , [27] , including multi-modal tasks [4] - [6] , [15] - [17] , [19] , [22] , [23] , [28] , [29] .
1) Fusion of Multi-Modal CNN Feature Representations: Most of the existing multi-modal CNN segmentation techniques followed an early-fusion strategy, which integrates the multimodality information from the original space of low-level features [5] , [15] , [19] , [23] , [28] , [29] . For instance, in [15] , MRI T1, T2 and fractional anisotropy (FA) images are simply merged at the input of the network. However, as argued in [30] in the context of multi-modal learning, it is difficult to discover highly non-linear relationships between the low-level features of different modalities, more so when such modalities have significantly different statistical properties. In fact, early-fusion methods implicitly assume that the relationship between different modalities are simple (e.g., linear). For instance, the early fusion in [15] learns complementary information from T1, T2 and FA images. However, the relationship between the original T1, T2 and FA image data may be much more complex than complementarity, due to significantly different image acquisition processes [16] . The work in [16] advocated late fusion of high-level features as a way that accounts better for the complex relationships between different modalities. They used an independent convolutional network for each modality, and fused the outputs of the different networks in higher-level layers, showing better performance than early fusion in the context infant brain segmentation. These results are in line with a recent study in the machine learning community [30] , which investigated multimodal learning with deep Boltzmann machines in the context of fusing data from color images and text.
2) Dense Connections in Deep Networks: Since the recent introduction of residual learning in [32] , shortcut connections from early to late layers have become very popular in a breadth of computer vision problems [33] , [34] . Unlike traditional networks, these connections back-propagate gradients directly, thereby mitigating the gradient-vanishing problem and allowing deeper networks. Furthermore, they transform a whole network into a large ensemble of shallower networks, yielding competitive performances in various applications [19] , [35] - [37] . DenseNet [38] extended the concept of shortcut connections, with the input of each layer corresponding to the outputs from all previous layers. Such a dense network facilitates the gradient flow and the learning of more complex patterns, which yielded significant improvements in accuracy and efficiency for natural image classification tasks [38] . Inspired by this success, recent works have included dense connections in deep networks for medical image segmentation [39] - [41] . However, these works have either considered a single modality [39] , [40] or have simply concatenated multiple modalities in a single stream [41] . So far, the impact of dense connectivity across multiple network paths, and its application to multi-modal image segmentation, remains unexplored.
B. Contributions
We propose HyperDenseNet, a 3-D fully convolutional neural network that extends the definition of dense connectivity to multi-modal segmentation problems. Each imaging modality has a path, and dense connections occur not only between the pairs of layers within the same path, but also between those across different paths; see the illustration in Fig. 2 . This contrasts with the existing multi-modal CNN approaches, in which modeling several modalities relies entirely on a single joint layer (or level of abstraction) for fusion, typically either at the input (early fusion) or at the output (late fusion) of the network. Therefore, the proposed network has total freedom to learn more complex combinations between the modalities, within and in-between all the levels of abstractions, which increases significantly the learning representation in comparison to early/late fusion. Furthermore, hyper-dense connections facilitate the learning as they improve gradient flow and impose implicit deep supervision. We report extensive evaluations over two different 1 and highly competitive multi-modal brain tissue segmentation challenges, iSEG 2017 and MRBrainS 2013. HyperDenseNet yielded significant improvements over many state-of-the-art segmentation networks, ranking at the top on both benchmarks. We further provide a comprehensive experimental analysis of features re-use, which confirms the importance of hyper-dense connections in multi-modal representation learning. Our code is publicly available. 2 A preliminary conference version of this work appeared at ISBI 2018 [42] . This journal version is a substantial extension, including (1) a much broader, more informative/rigorous treatment of the subject in the general context of multimodal segmentation; and (2) comprehensive experiments with additional baselines and publicly available benchmarks, as well as a thorough investigation of the practical usefulness and impact of hyper-dense connections.
II. METHODS AND MATERIALS
Convolutional neural networks (CNNs) are deep models that can learn feature representations automatically from the training data. They consist of multiple layers, each processing the imaging data at a different level of abstraction, enabling segmentation algorithms to learn from large datasets and discover complex patterns that can be further employed for predicting unseen samples. The first attempts to use CNNs in segmentation problems followed a sliding-window strategy, where the regions defined by the window are processed independently, which impedes segmentation accuracy and computational efficiency. To overcome these limitations, the network can be viewed as a single non-linear convolution, which is trained end-to-end, a process known as fully CNN (FCNN) [43] . The latter brings several advantages over standard CNNs. It can handle images of arbitrary sizes and avoid redundant convolution and pooling operations, enabling computationally efficient learning.
2 https://www.github.com/josedolz/HyperDenseNet
A. The Proposed Hyper-Dense Network
The concept of "the deeper the better" is considered as a key principle in deep learning [32] . Nevertheless, one obstacle when dealing with deep architectures is the problem of vanishing/exploding gradients, which hampers convergence during training. To address these limitations in very deep architectures, the study in [38] investigated densely connected networks. DenseNets are built on the idea that adding direct connections from any layer to all the subsequent layers in a feed-forward manner makes training easier and more accurate. This is motivated by three observations. First, there is an implicit deep supervision thanks to the short paths to all feature maps in the architecture. Second, direct connections between all layers help improving the flow of information and gradients throughout the entire network. Third, dense connections have a regularizing effect, which reduces the risk of over-fitting on tasks with smaller training sets.
Inspired by the recent success of densely-connected networks in medical image segmentation works [39] - [41] , we propose a hyper-dense architecture for multi-modal image segmentation that extends the concept of dense connectivity to the multi-modal setting: each imaging modality has a path, and dense connections occur not only between layers within the same path, but also between layers across different paths (see Fig. 2 for an illustration).
Let x l be the output of the l th layer. In CNNs, this vector is typically obtained from the output of the previous layer x l−1 by a mapping H l composed of a convolution followed by a non-linear activation function:
A densely-connected network concatenates all feature outputs in a feed-forward manner,
where [. . .] denotes a concatenation operation. Pushing this idea further, HyperDenseNet introduces a more general connectivity definition, in which we link the outputs from layers in different streams, each associated with a different image modality. In the multi-modal setting, our hyper-dense connectivity yields a much more powerful feature representation than early/late fusion as the network learns the complex relationships between the modalities within and in-between all the levels of abstractions. For simplicity, let us consider the scenario of two image modalities, although extension to N modalities is straightforward. Let x 1 l and x 2 l denote the outputs of the l th layer in streams 1 and 2, respectively. In general, the output of the l th layer in a stream s can then be defined as follows:
Shuffling and interleaving feature map elements in a CNN was recently found to enhance the efficiency and performance, while serving as a strong regularizer [44] - [46] . This is motivated by the fact that intermediate CNN layers perform deterministic transformations to improve the performance, however, relevant information might be lost during these operations [47] . To overcome this issue, it is therefore beneficial for intermediate layers to offer a variety of information exchange while preserving the aforementioned deterministic functions. Motivated by this principle, we thus concatenate feature maps in a different order for each branch and layer:
with π s l being a function that permutes the feature maps given as input. For instance, in the case of two image modalities, we could have: Figure 2 shows a section of the proposed architecture, where each gray region represents a convolutional block. For simplicity, we assume that the red arrows indicate convolution operations only, whereas the black arrows represent the direct connections between feature maps from different layers, within and in-between the different streams. Thus, the input of each convolutional block (maps before the red arrow) is the concatenation of the outputs (maps after the red arrow) of all the preceding layers from both paths.
B. Baselines
To investigate thoroughly the impact of hyper-dense connections between different streams in multi-modal image segmentation, several baselines were considered. First, we extended the semi-dense architecture proposed in [17] to a fully-dense one, by connecting the output of each convolutional layer to all subsequent layers. In this network, we follow an earlyfusion strategy, in which MRI T1 and T2 are integrated at the input of the CNN and processed jointly along a single path (Fig. 3, left) . The connectivity setting of this model corresponds to Eq. (2). Second, instead of merging both modalities at the input of the network, we considered a late-fusion strategy, where each modality is processed independently in different streams and learned features are fused before the first fully connected layer (Fig. 3, middle) . In this model, the dense connections are included within each path, assuming the connectivity definition of Eq. (2) for each stream.
As last baseline, we used an early fusion model which combines features from different streams after the first convolutional layer (Fig. 3, right) . Since this non-linear combination of features is re-used in all subsequent layers, the resulting network is similar to our hyper-dense model of Eq. (3). However, there are two important differences. First, each stream in our model processes its input differently, as shown by the stream-indexed function H s l in Eq. (3). Also, as described above, each stream performs a different shuffling of inputs, which can enhance robustness to the model and mitigate the risk of overfitting. Our experiments in Section III demonstrate empirically the advantages of our model compared to this baseline.
C. Network Architecture
To have a large receptive field, FCNNs typically use full images as input. The number of parameters is then limited via pooling/unpooling layers. A problem with this approach is the loss of resolution from repeated down-sampling operations.
In the proposed method, we follow the strategy in [5] , where sub-volumes are used as input, avoiding pooling layers. While sub-volumes of size 27 × 27 × 27 are considered for training, we used 35 × 35 × 35 non-overlapping sub-volumes during inference, as in [5] and [26] . This strategy offers two considerable benefits. First, it reduces the memory requirements of our network, thereby removing the need for spatial pooling. More importantly, it substantially increases the number of training examples and, therefore, does not need data augmentation. Table II summarizes the parameters of the baselines and the proposed HyperDenseNet. The network parameters are optimized via the RMSprop optimizer, using cross-entropy as cost function. Let θ denotes the network parameters (i.e., convolution weights, biases and a i from the parametric rectifier units), and y v s the label of voxel v in the s-th image segment. We optimize the following: (5) where p v c (x s ) is the softmax output of the network for voxel v and class c, when the input segment is x s .
To initialize the weights of the network, we adopted the strategy proposed in [48] , which yields fast convergence for very deep architectures. In this strategy, a zero-mean Gaussian distribution of standard deviation √ 2/n l is used to initialize the weights in layer l, where n l denotes the number of connections to the units in that layer. Momentum was set to 0.6 and the initial learning rate to 0.001, being reduced by a factor of 2 after every 5 epochs (starting from epoch 10). The network was trained for 30 epochs, each composed of 20 subepochs. At each subepoch, a total of 1000 samples were randomly selected from the training images and processed in batches of size 5.
III. EXPERIMENTS AND RESULTS
The proposed HyperDenseNet architecture is evaluated on challenging multi-modal image segmentation tasks, using publicly available data from two challenges: infant brain tissue segmentation, iSEG, 3 and adult brain tissue segmentation, MRBrainS. 4 Quantitative evaluations and comparisons with 
A. iSEG Challenge
The focus of this challenge was to compare (semi-) automatic stat-of-the-art algorithms for the segmentation of 6-month infant brain tissues in T1-and T2-weighted brain MRI scans. This challenge was carried out in conjunction with MICCAI 2017, with a total of 21 international teams participating in the first round.
1) Evaluation:
The iSEG-2017 organizers used three metrics to evaluate the accuracy of the competing methods: Dice Similarity Coefficient (DSC) [49] , Modified Hausdorff distance (MHD), where the 95-th percentile of all Euclidean distances is employed, and Average Surface Distance (ASD). The first measures the degree of overlap between the segmentation region and ground truth, whereas the other two evaluate boundary distances. Table III reports the performance achieved by HyperDenseNet and the baselines introduced in Section II-B, for CSF, GM and WM brain tissues. The results were generated by splitting the 10 available iSEG-2017 volumes into training, validation and testing sets containing 6, 1 and 3 volumes, respectively. To show that improvements do not come from the higher number of learned parameters in HyperDenseNet, we also investigated a widened version of all baselines, with a similar parameter size as HyperDenseNet. The number of learned parameters of all the tested models is given in Table IV. A more detailed description of the tested architectures can be found in Table 8 of the Supplemental materials We observe that the late fusion of deeper-layer features in independent paths provides a clear improvement over the single-path version, with an increase on performance of nearly 5%. Fusing the feature maps from independent paths after the first convolutional layer (i.e., Dual-Single) outperformed the other two baselines by 1-2%, particularly for WM and GM, which are the most challenging structures to segment. Also, the results indicate that processing multi-modal data in separate paths, while allowing dense connectivity between all the paths, increases performance over early and late fusion, as well as over disentangled modalities with fusion performed after the first convolutional block. Another interesting finding is that increasing the number of learned parameters does not bring an important boost in performance. Indeed, in some tissues (e.g., CSF for Single path and Dual-Single path architectures), the performance slightly decreased when widening the architecture.
2) Results: a) Validation results:
Figures 4 and 5 compare the training and validation accuracy between the baselines and HyperDenseNet. In these figures, the mean DSC for the three brain tissues is evaluated during training (Top) and validation (Bottom). One can see that HyperDenseNet outperforms baselines in both cases, achieving better results than architectures with a similar number of parameters. Performance improvements seen in Table III , Fig. 4 and Fig. 5 might be due to two factors: the high number of direct connections between different layers, which facilitates back-propagation of the gradient to shallow layers, and the freedom of the network to explore more complex patterns thanks to the combination of several image modalities at any level of abstraction.
The computational efficiency of HyperDenseNet and baselines is compared in Table IV . As expected, inference times are proportional to the number of model parameters. While the lightest architecture needs around 45 seconds to segment a whole 3-D brain, HyperDenseNet performs the same task in less than 2 minutes. This is acceptable from a clinical point of view. Figure 6 depicts visual results for the subject used in validation. It can be seen that, in most cases, HyperDenseNet typically recovers thin regions better than the baselines, which can explain the improvements observed for distance-based Table III , this effect is most prominent in the boundaries between the gray and white matter. Furthermore, HyperDenseNet produces fewer false positives for WM than the baselines, which tend to over-estimate the segmentation in this region.
metrics. As confirmed in
b) Challenge results: Table V compares the segmentation accuracy of HyperDenseNet to that of top-5 ranking methods in the first round of the iSEG Challenge, as well as to all the [17] methods in the second round of submission. We observe that our network ranked among the top-3 methods in 6 out of 9 metrics, considering the results of the first and second rounds of submissions. A noteworthy point is the general performance decrease of all the methods for the segmentation of GM and WM, with lower DSC and larger ASD values. This confirms that segmenting these tissues is more challenging due to the unclear boundaries between them.
B. MRBrainS Challenge
The MRBrainS challenge was initially proposed in conjunction with MICCAI 2013. It focuses on adult brain tissue segmentation in the context of aging, based on three modalities: MRI T1, MRI T1 Inversion Recovery (IR) and MR-FLAIR. To this day, a total of 47 international teams have participated in this challenge.
1) Evaluation:
The organizers used three types of evaluation measures: a spatial overlap measure (DSC), a boundary distance measure (MHD) and a volumetric measure (the percentage of absolute volume difference).
2) Architectures for Comparison: We compare HyperDenseNet to three state-of-the-art networks for medical image segmentation. The first architecture is a 3-D fully convolutional neural network with residual connections [50] , which we denote as FCN_Res3D. The second one, referred to as UNet3D, is a U-Net [51] model with residual connections in the encoder and 3-D volumes as input. Finally, our comparison [5] , which showed an outstanding performance in brain lesion segmentation. The implementation details of these architectures are described in Supplemental materials (Supplementary materials are available in the supplementary files /multimedia tab).
3) Results: a) Validation results:
We performed a leave-one-out-crossvalidation (LOOCV) on the 5 available MRBrainS datasets, using 4 subjects for training and one for validation. We trained and tested models three times, each time using a different subject for validation, and measured the average accuracy over these three folds. For this experiment, we used all three modalities (i.e., T1, T1 IR and FLAIR) for all competing methods. In a second set of experiments, we assessed the impact of integrating multiple imaging modalities on the performance of HyperDenseNet using all possible combinations of two modalities as input. Table VI reports the mean DSC and standard-deviation values of tested models, with FCN_Res3D exhibiting the lowest mean DSC. This performance might be explained by the transpose convolutions in FCN_Res3D, which may cause voxel misclassification within small regions. Furthermore, the downsampling and upsampling operations in FCN_Res3D could make the feature maps in hidden layers sparser than the original inputs, causing a loss of image details. A strategy to avoid this problem is having skip connections as in UNet3D, which propagate information at different levels of abstraction between the encoding and decoding paths. This can be observed in the results, where UNet3D clearly outperforms FCN_Res3D in all the metrics.
Moreover, DeepMedic obtained better results than its competitors, yielding a performance close to the different twomodality configurations of HyperDenseNet. The dual multiscale path is an important feature of DeepMedic which gives the network a larger receptive field via two paths, one for the input image and the other processing a low-resolution version of the input. This, in addition to the removal of pooling operations in DeepMedic, could explain the increase in performance with respect to FCN_Res3D and UNet3D.
Comparing the different modality combinations, the twomodality versions of HyperDenseNet yielded competitive performances, although there is a significant variability between the three configurations. Using only MRI T1 and FLAIR places HyperDenseNet first for two DSC measures (GM and WM), and second for the remaining measure (CSF), even though competing methods used all three modalities. However, HyperDenseNet with three modalities yields significantly better segmentations, with the highest mean DSC values for all three tissues.
b) Challenge results: The MRBrainS challenge organizers compiled the results and a ranking of 47 international teams. 5 In Table VII , we report the results of the top-10 methods. We see that HyperDenseNet ranks first among competing methods, obtaining the highest DSC and HD for GM and WM. Interestingly, the BCH_CRL_IMAGINE and MSL_SKKU teams participated in both iSEG and MRBrains2013 challenges. While these two networks outperformed HyperDenseNet in the iSEG challenge, the performance of our Model was noticeably superior in the MRBrains challenge, with HyperDenseNet ranked 1 st , MSL_SKKU ranked 4 th and BCH_CRL_IMAGINE ranked 18 th (Ranking of February 2018). Considering the fact that three modalities are employed in MRBrains, unlike the two modalities used in iSEG, these results suggest that HyperDenseNet has stronger representation-learning power as the number of modalities increases.
A typical example of segmentation results is depicted in Fig. 7 . In these images, red arrows indicate regions where the two-modality versions of HyperDenseNet fail in comparison to the three-modality version. As expected, most errors of these networks occur at the boundary between the GM and WM (see images in Fig. 1, for example) . Moreover, we observe that HyperDenseNet using three modalities can handle thin regions better than its two-modality versions.
C. Analysis of Features Re-Use
Dense connectivity enables each network layer to access feature maps from all its preceding layers, strengthening feature propagation and encouraging feature re-use. To investigate the degree at which features are used in the trained network, we computed, for each convolutional layer, the average L 1 -norm of connection weights to previous layers in any stream. This serves as a surrogate for the dependency of a given layer on its preceding layers. We normalized the values between 0 and 1 to facilitate visualization. Fig. 7 . A typical example of the segmentations achieved by the proposed HyperDenseNet in a validation subject (Subject 1 in the training set) for 2 and 3 modalities. The red arrows indicate some of the differences between the segmentations. For instance, one can see here that HyperDenseNet with three modalities can handle thin regions better than its two-modality versions. Figure 8 depicts the weights of HyperDenseNet trained with two modalities, for both iSEG and MRBrainS challenges. As the MRBrainS dataset contains three modalities, we have three different two-modality configurations. The average weights for the case of three modalities are shown in Fig. 9 . A dark square in these plots indicates that the target layer (on x-axis) makes a strong use of the features produced by the source layer (on y-axis). An important observation that one can make from both figures is that, in most cases, all layers spread the importance of the connections over many previous layers, not only within the same path, but also from the other streams. This indicates that shallow layer features are directly used by deeper layers from both paths, which confirms the usefulness of hyper-dense connections for information flow and learning complex relationships between modalities within different levels of abstractions.
Considering challenge datasets separately, for HyperDenseNet trained on iSEG (top row of Fig 8) , immediate previous layers have typically higher impact on the connections from both paths. Furthermore, the connections having access to MRI T2 features typically have the strongest values, which may indicate that T2 is more discriminative than T1 in this particular situation. We can also observe some regions with high (> 0.5) feature re-use patterns from shallow to deep layers. The same behavior is seen for HyperDenseNet trained on two modalities from the MRBrainS challenge, where immediate previous layers have a high impact on the connections within and in-between the paths. The re-use of low-level features by deeper layers is more evident than in the previous case. For example, in HyperDenseNet trained with T1-IR and FLAIR, deep layers in the T1-IR path make a strong use of features extracted in shallower layers of the same path, as well as in the path corresponding to FLAIR. This strong re-use of early features from both paths occurred across all tested configurations. The same pattern is observed when using three modalities (Fig 9) , with a strong re-use of shallow features from the network's last layers. This reflects the importance of giving deep layers access to early-extracted features. Additionally, it suggests that learning how and where to fuse information from multiple sources is more effective than combining these sources in early or late stages.
IV. CONCLUSION
This study investigated a hyper-densely connected 3-D fully CNN, HyperDenseNet, with applications to brain tissue segmentation in multi-modal MRI. Our model leverages dense connectivity beyond recent works [39] - [41] , exploiting the concept in multi-path architectures. Unlike these works, dense connections occur not only within the stream of individual modalities, but also across different streams. This give the network total freedom to explore complex combinations between features of different modalities, within and in-between all levels of abstraction. We reported a comprehensive evaluation using the benchmarks of two highly competitive challenges, iSEG-2017 for 6-month infant brain segmentation and MRBrainS for adult data, and showed state-of-the-art performances of HyperDenseNet on both datasets. Our experiments provided new insights on the inclusion of short-cut connections in deep neural networks for segmentating medical images, particularly in multi-modal scenarios. In summary, this work demonstrated the potential of HyperDenseNet to tackle challenging medical image segmentation problems involving multi-modal volumetric data.
