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ABSTRACT
CHANNEL ASSIGNMENT AND ROUTING FOR
MULTI-RADIO WIRELESS MESH NETWORKS
Sıtkı Gu¨lten
M.S. in Industrial Engineering
Supervisor: Assoc. Prof. Oya Ekin Karas¸an
July, 2008
In this study, we analyze the channel assignment and routing problem for
multi-radio wireless mesh networks. We assume that each router has more than
one radio, the system operates in a time-slotted mode, and channel assignments
are static. In particular, within a time slot the channel assignments for radio
connections have to obey the interference constraint. The union of all the con-
nections established throughout the time horizon should result in a strongly con-
nected network where each node can communicate with every other node within
the given maximum hop-distance or the diameter value. The objective is to mini-
mize the number of time slots used while respecting the interference and diameter
restriction. An integer linear program is proposed as an exact methodology to
solve the problem for small scale networks. For larger network sizes, three type
of heuristic approaches are developed. In order to evaluate the quality of the
heuristic solutions, the lower bound of the model is strengthened through the use
of valid inequalities and lagrangian relaxation. The subgradient algorithm is used
in lagrangian relaxation models to find optimal solutions or lower bounds. The
heuristics are tested on a large set of varying network topology instances. The
computational experiments illustrate that improvement heuristic based on local
search is the most suitable approximation technique.
Keywords: Wireless Mesh Networks, WMN, multi radio, multi channel, multi
hop, channel assignment problem, routing problem.
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O¨ZET
C¸OKLU ATLAMALI KABLOSUZ C¸OKGEN
BAG˘LANTILI AG˘LARDA KANAL ATAMA VE
ROTALAMA PROBLEMI˙
Sıtkı Gu¨lten
Endu¨stri Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Doc¸. Dr. Oya Ekin Karas¸an
Temmuz, 2008
Bu tez c¸alıs¸masında c¸oklu atlamalı kablosuz c¸okgen bag˘lantılı ag˘larda kanal
atama ve rotalama problemi incelenmis¸tir. Bu sistemde her bir yo¨nlendiricinin
birden fazla radyoya sahip oldug˘unu, sistemin zaman dilimlerinden olus¸tug˘unu
ve kanal atamalarının statik oldug˘unu varsaydık. O¨zellikle, belirli bir zaman
dilimi ic¸erisinde radyo bag˘lantıları arasında yapılan kanal atamaları giris¸im
kısıtlamasına uymak zorundadır. Bir zaman c¸erc¸evesi zarfında kurulan tu¨m
bag˘lantıların birles¸imi ile her bir du¨g˘u¨mden dig˘er her du¨g˘u¨me verilen maksi-
mum atlama uzaklıg˘ı veya c¸ap ic¸erisinde bag˘lantı kurabilecek bir yo¨nlu¨ bag˘lantı
olus¸turuldu. Giris¸im ve c¸ap sınırlamaları dikkate alınarak kullanılan zaman dilim-
ini enazlayacak kanal atama ve rotalama problemi c¸o¨zu¨ldu¨. Problemi ku¨c¸u¨k c¸aplı
ag˘larda c¸o¨zebilmek ic¸in bir tamsayı dog˘rusal program sunuldu. Bu¨yu¨k c¸aplı ag˘lar
ic¸in ise, u¨c¸ c¸es¸it sezgisel yo¨ntem gelis¸tirildi. Optimal c¸o¨zu¨mlerin bulunamadıg˘ı
durumlarda, sezgisel yo¨ntem c¸o¨zu¨mlerinin kalitesini deg˘erlendirmek ic¸in sunulan
modelin gevs¸etilmis¸ hali gec¸erli es¸itsizlikler ve lagrangian gevs¸etilme yo¨ntemi ile
gu¨c¸lendirildi. Lagrangian gevs¸etme modelleri altgradyan algoritması kullanılarak
optimal c¸o¨zu¨m veya alt sınır bulmak icin c¸o¨zu¨ldu¨. Sezgisel yo¨ntemler deg˘is¸ik
ag˘ topolojileri ic¸in test edildi. Sayısal deneyler sonucunda yerel arama tabanlı
iyiles¸tirme sezgisel yo¨nteminin problemi bu¨yu¨k c¸aplı ag˘larda c¸o¨zebilmek ic¸in en
uygun yo¨ntem oldug˘u bulundu.
Anahtar so¨zcu¨kler : Kablosuz c¸okgen bag˘lantılı ag˘, c¸oklu radyo, c¸oklu kanal, c¸oklu
atlamalı, kanal atama problemi, rotalama problemi.
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Chapter 1
Introduction
1.1 Wireless Networks
Recently, the importance of wireless networks has been increasing significantly.
Wireless networks are being used to enhance the Internet connectivity. Since
home users and small enterprises are demanding more wireless products, the
necessity of the wireless networks has been increasing in telecommunication net-
works. As a result, research has extensively increased in wireless networking
technology to offer cost-effective wireless networks to both the home users and
the small enterprise segments.
IEEE LAN/MAN Standards Committee developed two standards IEEE
802.11 and 802.16 for wireless networking. 802.11, which is also called Wi-Fi,
is a set of standards in the 5 Ghz and 2.4 Ghz public spectrum bands. The
802.11 standards use some basic protocols. The most important and popular
protocols are 802.11b and 802.11g protocols. The first protocol developed for
802.11 is 802.11a protocol, but this protocol is not used widely. The first widely
used protocol is 802.11b, and then followed by 802.11g and 802.11n. 802.11b pro-
tocol was released in 1999 with a 2.4 Ghz band and 802.11g protocol was released
again with 2.4 Ghz band in 2003. These two protocols can suffer interference
from the microwave ovens or cordless telephones because of the band they are
1
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using. However, these protocols do not interfere with the bluetooth devices which
operate on a different band.
802.16, which is also called WiMAX, is a set of standards which enables the
delivery of last mile wireless broadband access. It can be used to connect WiFi
devices such as laptops, mobile phones with other parts of Internet. WiMAX can
be used in the places where bringing wireless network is economically unavailable.
However, 802.11 and 802.16 standards are developed to solve the problems
of wireless networks in different applications. WiMAX is used as a long range
system, but WiFi is used a shorter range system. Also, they have different quality
of service mechanisms.
We will focus on wireless networks with the IEEE 802.11 standards in this
thesis. Firstly, the wireless networking 802.11 standards will be discussed and
analyzed, then the problems of these standards, and the motivation to study
802.11 standards will be presented.
The first widely used protocol of 802.11 standard is the 802.11b protocol.
802.11b protocol has a maximum raw data rate of 11Mbit per second. After the
high demand of home users to 802.11b products, the usage of 802.11b products
has increased significantly since 2000, and the prices of the 802.11b products
have decreased dramatically. The decrease in prices caused an increase in the
number of wireless networks. The usage of wireless networks in homes and public
places such as cafes, airports etc. expanded dramatically with the decrease in the
prices. However, this increase in the number of users also increased the problems
of 802.11b protocol. The most important problems are the interference and user-
density problems.
Since 802.11b protocol is widely used by users, in order to minimize the in-
terference and user-density problems, a new protocol 802.11g is developed and
released in 2003.
802.11g protocol has a maximum raw data rate of 54Mbit per second approx-
imately 5 times faster than 802.11b. However, 802.11g is also using the same
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2.4 Ghz band with the 802.11b protocol. Since it is a new protocol and 5 times
fast than 802.11b, it is expected that most of the 802.11b users will switch to
use 802.11g products in the long run. But the number of interference and user-
density problems caused by the 2.4 Ghz band will not change with the usage of
802.11g protocol.
So, in order to minimize the users’ complaints caused by the interference and
user-density problems in 802.11b and 802.11g products, channel assignment and
routing in wireless networks have gained great importance and researchers focus
on developing solutions to these problems.
1.2 Motivation
In order to improve the quality of wireless networks with the 802.11b and 802.11g
protocols, wireless mesh networking technology has emerged recently. A wireless
mesh network (WMN) has two types of nodes, mesh routers and mesh clients.
A WMN is dynamically self-organized and self-healed such that the nodes in
the network can establish connectivity among themselves. WMN can be used for
wireless broadband home networking, small or large enterprise networking, etc. It
is aimed to decrease the interference and user-density problems by integrating the
WMNs with IEEE 802.11b and 802.11g protocols. WMNs can be easily deployed
because all the materials used in wireless networks can be used also in WMNs.
Also, in WMNs as more modes are installed, the reliability and connectivity for
the users increase significantly.
Let us first look at the architecture of WMNs. Wireless mesh networking is
explained in detail in [2]. As mentioned above, WMN has two types of nodes,
mesh routers and mesh clients. A wireless mesh router has also the additional
routing capability compared to conventional wireless routers. A wireless mesh
router is equipped with multiple wireless radios. So a wireless mesh router can
have the same coverage area by using less transmission power than the conven-
tional wireless routers. Mesh clients have usually one radio and also can work
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as a router in WMNs. The architecture of WMNs can be classified as three
groups according to the functionality of the nodes. We will here analyze the most
commonly used type Infrastructure/Backbone WMNs.
Infrastructure/Backbone WMN is one of the groups, and can be built by using
the 802.11 technologies. In backbone WMNs, it is aimed to connect mesh clients
with the mesh routers. The mesh routers has the capabilities of self-healing
and self-configuring among themselves. Since it is most commonly used type,
community and neighborhood networking can be constructed using Infrastructure
WMNs. The architecture of Backbone WMN is shown in Figure 1.1.
Figure 1.1: Backbone Wireless Mesh Network
As it can be seen in the Figure 1.1, in a WMN, the aim is to provide access to
Internet for each client. Therefore, a wired or wireless client must be connected
to an access point which will communicate with the other mesh nodes (routers
and gateways) in the network. The mesh nodes construct the backbone wireless
mesh network while communicating with every other node in the network. An
access point has an intermediate role between mesh client and nodes. When an
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access point can communicate with the nearest mesh node, it can communicate
with all of the mesh nodes by using the mesh node it is connected. In this study,
we will focus on constructing a backbone WMN by using the mesh nodes.
WMNs can be used in several applications such as broadband home network-
ing, enterprise networking, metropolitan area networking, transportation systems,
health and medical systems, security systems and emergency-disaster networking.
In backbone WMNs, each node has a capacity in terms of data packets. The
aim is to construct a network such that each node receives data packets. Nodes
can send data packets to other nodes directly or using the intermediate nodes in
the network. If all nodes have to send data packets directly to other nodes in
the network, then this is called single hop communication. If all nodes can send
data packets using the intermediate nodes in the network, it will be multi-hop
communication. Single hop WMNs have limited coverage and communication
range compared to multi-hop WMNs. However, in multi-hop WMNs we have to
be sure that each node can communicate with every node in the network. In this
study we do not consider the amount of data packet each node will have and also
the capacity of each node. However, we will ensure that each node receives data
packets from other nodes in the network and nodes can sen data packets to other
nodes using intermediate nodes.
WMNs have multiple channels to use and while nodes are sending data pack-
ets to other nodes, they use available channels during the transmissions. Routers
can transmit or receive simultaneously or can transmit on multiple channels si-
multaneously using multiple radios. However, routers with single radio can only
transmit or receive. As said before, increase in interference problems caused to
analyze the multi-radio wireless networks in detail. Since each mesh router has
multiple radios, we can decrease interference problems by using multiple radios
in WMNs. But, the number of channels is limited in WMNs. Therefore, channel
utilization and channel assignment is very important to reduce the problems in
WMNs.
The construction of a WMN such that each node will receive data packets
using the intermediate nodes and available channels requires a period of time.
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WMNs operate in timeslotted mode. Since each radio can only transmit or receive
at a time slot, we may not ensure that each router will receive the data packet
in a time slot. Therefore, in order to construct a network such that each router
will receive data packet, a number of time slots will be used.
We have two main problems in multi-hop multi-radio multi-channel WMNs.
These are the channel assignment and routing problems.
In channel assignment problem, the goal is to assign a channel to each pair
of communicating nodes. We have a limited number of channels available and
the number of channels a router can use is limited with the number of radios of
that router. Since the quality of the communication deteriorates when there is
more than one connection in the same channel, an efficient channel assignment is
needed to alleviate the interference problem.
In routing problem, the goal is to determine routes for each node so that
each router can communicate with every other node to send data packets in the
network. Since we are not considering the amount of data packets sent, we will
focus on constructing a network such that each node can communicate with every
other node in this study.
The primary motivation behind this research is to alleviate these problems
in the wireless mesh networks with integrating to 802.11 wireless networking
standards. For the time being, the channel assignment and routing problems
in multi-hop multi-radio and multi-channel mesh networks are not extensively
studied and in order to increase the efficiency of 802.11 wireless networks and
minimize the problems of these networks, it is important to analyze the nature
of the WMNs carefully.
In our study, there are four main points which we should concentrate on.
These are interference among the nodes, construction of a strongly connected
network, hop-distances among the nodes, and the number of time slots used to
construct the network while satisfying all these constraints of the problem.
The first topic which will be explained is the interference among the nodes.
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Figure 1.2: Interferenced Edges
Interference is the interaction of channels which are correlated with each other,
because they come from the same source or have the same frequency. 802.11b
and 802.11g both use the same 2.4 Ghz band. So, the expansion in the number
of 802.11b and 802.11g products increased the interference among these devices.
Furthermore, 802.11b and 802.11g products use the same band with the elec-
tronical devices such as microwave ovens, cordless phones etc. Therefore, the
interference problem became more important than before. We can illustrate the
interference problem with Figure 1.2. Suppose that there is only one channel
available in the given network. When there is a bidirectional communication be-
tween nodes 1 and 2 in the given channel, nodes 3, 4, 5, 6, 7 and 8 may interfere
and become silent because of the communication range of nodes 1 and 2.
The second topic is the construction of a strongly connected network. As
explained above in order to find routes for each node in the given network, we
will construct a strongly connected network in WMNs such that we can find a
directed path from each node in the graph to every other node. Therefore, each
node can communicate with every other node in the network like in backbone
WMNs.
The third important point is the hop-distances among the nodes. Wireless
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mesh nodes can communicate with every other node in the given network, but the
strength of their coverage decreases, when the hop-distance between these nodes
increases. In other words, in WMNs each mesh node can communicate with every
other router in different connection strengths. If the hop-distance between any
two mesh nodes increases, then the strength of the communication between these
nodes decreases accordingly. The calculation of hop-distances for a given network
is shown in Figure 1.3. We will find the hop-distances from node 1 to every other
node in this figure.
Figure 1.3: Hop-Distance
The routers with 1-hop distance to mesh router 1 are 2 and 3. 2-hop distance
routers from the mesh router 1 are routers 4 and 5. The algorithm used to
calculate the hop-distances will be presented in Chapter 5 of this thesis. In order
to construct a network with low amount of delay, the hop-distance among the
nodes must be decreased. In this study, the maximum hop-distance among the
nodes will be controlled with a parameter which is defined as diameter. If the
amount of delay in the network is not too much important, we can set the diameter
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value high, or if the amount of delay is important, we will set the diameter value
low. Also, diameter value has an indirect effect on the reliability of the wireless
networks. Therefore, the decrease in diameter value will increase the reliability
of the network indirectly.
The last topic in the wireless networks is about the number of time slots used
to construct the network respecting to explained constraints of the problem. In
our study, the problem operates in a time-slotted mode. In a time-slotted wire-
less network, same channel can be shared by dividing the connections made into
different time slots. In our problem, while constructing a strongly connected net-
work respecting the given diameter restriction, we will make connections between
nodes by using the available channels. In other words, in a time slot we will make
some connections using the available channels, and then use a new time slot to
make new connections. This procedure will be repeated until the hop-distances
of all pair of nodes satisfy the diameter. Then, we will stop and the number of
time slots used until that point will give us the number of time slots used in the
model. As an example for a 6-node network, we can see each used time slot in
the Figure 1.4. In the beginning, there are not any connections among the nodes
in the network. We will start to make connections firstly in the first time slot,
from node 1 to 2 and from node 5 to 6 in Figure 1.4. Then, in the second time
slot new connections ( from node 2 to 3, and from node 4 to 5) are made by
using the available channels. This process ends at the fourth time slot in the
given example when there is a strongly connected network while satisfying the
diameter restriction.
The number of time slots used to construct the required network is very
important in terms of having high quality wireless networks. When the number
of time slots required to construct a network is few, the users of the network can
transfer data faster. Therefore, the aim of this study is to construct the required
network in the minimum time.
In our problem, the importance of all these constraints will be analyzed by
observing the changes in the time slots used. As an example, we will see the
importance of the diameter on the number of time slots used. When the diameter
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Figure 1.4: Time slot Mode in WMNs
value is increased, we will observe a decrease in the number of time slots used to
construct the network or vice versa.
The focus of this thesis is to increase the throughput and reliability and de-
crease the amount of delay on wireless mesh networks with multi-channel and
multi-radio in the minimum time. The problem has a wide range of variations.
Firstly, multi-hop wireless networks with single radio and single channel are stud-
ied extensively. But, 802.11b and 802.11g wireless protocols allow to use multi-
channel and multi-radio in wireless networks.
Multi-hop, multi-radio, and multi-channel wireless networks are necessary for
providing high-quality, reliable communication among the nodes. However, this
problem has not received enough attention up until the last few years.
The problem studied in this thesis is the channel assignment and routing in
multi-hop, multi-radio and multi-channel wireless mesh networks, which is sub-
ject to interference problem. Since this problem is a new concept, there are not
many studies in the literature. Most of the studies do not propose exact solutions.
The studies that propose exact solutions mainly concentrate on maximizing the
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number of links in the wireless mesh networks. However, connectivity and relia-
bility of the wireless network cannot be increased while maximizing the number
of links in a wireless network without providing a strongly-connected network
and fairly distributing these links to nodes. In this thesis, we shall thrive to
construct a strongly connected multi-hop wireless mesh network with multi-radio
and multi-channel while minimizing the number of time slots used.
The main reason behind hardness of this problem comes from the construct-
ing a network which satisfies the interference and strongly connected properties
within the given diameter value. However, we will try to reduce this hardness as
possible as with our exact models and heuristic techniques.
The remainder of the thesis is organized as follows:
In Chapter 2, we will provide a review of the literature in wireless mesh
networks. In the first part of the chapter, the studies of channel assignment
and routing in single-radio single-channel wireless mesh networks are reviewed.
Then, single-radio multi-channel wireless mesh networks will be analyzed. Finally,
related with the topic of this thesis, channel assignment and routing problem in
multi-radio multi-channel wireless mesh networks will be reviewed.
In Chapter 3, we formally define our problem and then propose an integer
linear program to solve the problem exactly.
In Chapter 4, we will add some valid inequalities to the model presented
in Chapter 3 to improve the lower bound and to increase the running times
for the given networks. Then, lower bounds will be obtained by using the LP
relaxation and lagrangian relaxation techniques. Also, subgradient algorithm
will be proposed here to apply the lagrangian relaxation technique sequentially.
By using the subgradient algorithm, we will solve the problem exactly. At the
end of this chapter experimental results related with the optimal solutions and
lower bounds are discussed.
In Chapter 5, we will propose heuristics to get near-optimal solutions for net-
works of higher dimensions in fast running times. The heuristics will be explained
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with numerical examples and at the end of the chapter experimental results of
the heuristics in terms of quality and running times of solutions will be analyzed
in detail.
In Chapter 6, we conclude the thesis by giving an overall summary of our
contribution to the existing literature and list some possible future research di-
rections.
Chapter 2
Literature Survey
Wireless broadband networks have been continually expanding in the recent years.
The need for cost-effective wireless networks such as 802.11 has changed the
mobile communications. Wireless networks are successfully used up to now at
home and small enterprises. Also, Wireless mesh networks (WMN) are being
deployed by commercial deployments in the work environments. The difference of
WMNs from the traditional networks is their capability of improving the network
throughput with multiple channels. However, the available number of channels
are limited now. In IEEE 802.11 b/g (2.4 Ghz) and IEEE 802.11a (5 Ghz), the
number of channels available is at most 3 and 12, respectively. Since the number
of channels is limited, the wireless networks are to be designed more effectively
without wasting the channels.
WMNs are reliable networks and they offer redundancy. When one node
can not operate, the rest of the nodes can still communicate with each other,
directly or through intermediate nodes. Shortly, we can say that to overcome the
problems of network utilization, WMNs appear to be most promising approach
for the time being. Therefore, the design of wireless mesh networks drew the
attention of many researchers. In order to improve the throughput with a limited
number of channels, multiple radio wireless mesh networks have been studied by
many researchers extensively nowadays.
13
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Joint channel assignment and routing problem with multi-radios, multi-
channels and multi-hop distances are discussed in this thesis. However, this
problem is a relatively new topic and there are not many studies in the literature.
Therefore, we will briefly explain the wireless mesh networks with single radio to
show the development of the multi-radio wireless mesh networks.
2.1 Channel Assignment in Multi-Hop Single-
Radio Wireless Networks with Multi-
Channels
In multi-hop wireless networks, a vast amount of research has been conducted
and two comprehensive surveys for this problem can be found in [8] and [16].
Cidon et al. [5] presented the earlier work on channel assignment problem for
shared channel with multi-hop networks. Hajek and Sasaki [7] constructed an
undirected arbitrary network and presented two polynomial algorithms for link
scheduling. They showed that routing and scheduling problems can be separated
into a large extent without increasing the schedule length.
Since the single channel wireless mesh network is not sufficient in terms of net-
work capacity and utilization for the time being, multi-channel multi-hop wireless
networks have been the main subject of the research in the recent years for re-
searchers.
Utilization of multiple channels for IEEE 802.11 networks were proposed in
[9], [10] and [11]. Jain et al. [9] proposed an algorithm that selects the channels
dynamically for multi-hop wireless mesh networks. This research is extended in
[10] by proposing an algorithm that gives flexibility to select the channels. If a
channel is used successfully in the last transmission, the algorithm gives preference
to this channel such that new transmissions can be done in the channel without
violating the interference. The algorithm gives preference to the channel if it
was successfully transmitted in the last transmission. So et al. [11] proposed an
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algorithm such that simultaneous communication can take place in which each
will use different channel.
2.2 Channel Assignment in Multi-Hop Multi-
Radio Wireless Networks with Multi-
Channels
There are a few studies in the area of channel assignment in multi-hop multi-radio
wireless networks with multiple channels.
Kyasanur et al. [14] proposed a channel assignment technique while consid-
ering the cost of interface switching. They assumed that the network has the
ability to switch an interface from one channel to another channel.
Kodialam [12] proposed a dynamic channel allocation algorithm and balanced
static channel assignment algorithm. He assumed that fast channel switching is
possible in wireless mesh networks. Also, he used greedy and color-graphing
algorithms in the proposed solution methodology.
Alicherry et al. [3] proposed a channel assignment and routing algorithm in
multi-radio wireless mesh networks to increase the throughput of the network.
In wireless networks, the major problem faced with is the capacity reduction due
to interference. With multiple radios and multiple channels this problem can
be eliminated by a significant amount. However, a careful channel assignment
must be done to mitigate the effects of interference. Channel assignment and
routing are interdependent because channel assignments have an impact on link
bandwidths and the extent to which link transmissions interfere. This impacts
the routing to satisfy traffic demands. In the same way, the routing used to
satisfy traffic determines the traffic flows for each link which certainly affects
channel assignments. In this research, a joint channel assignment, routing and
scheduling problem that can model the interference and fairness constraints is
presented and it is accounted for the number of radios at each wireless nodes. An
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interference-free link schedule can be obtained with the algorithm.
In Alicherry et al. [3], in order to improve the throughput in wireless mesh
networks with multi-radio, firstly LP relaxation of the problem is solved which
may not give a feasible solution. However, this channel assignment is optimal
in terms of minimum interference for each channel. Then, a channel assignment
algorithm is used to ensure a feasible channel assignment. With a post-processing
stage the maximum interference over all channels is minimized and the flow is
scaled to eliminate the interference for all channels in order to give a feasible
routing and channel assignment. And finally, an interference-free link schedule is
obtained. The simulation analysis is done with a total of 60 nodes and for the
grid technology 8*8 grid size. The number of radios can vary from 1 to 4 and
the number of channels vary from 1 to 12. As the number of channels increases,
the per-node throughput generally increases. However, the per-node throughput
the algorithm computes may not always increase when the number of channels
increases. Because the channel assignment algorithm is not necessarily optimal
and its performance depends on the routing step. When the number of channels
is fixed, per-node throughput increases significantly from one radio to four radios
case. The most increase occurs in the jump from one radio to two radios. Routing
solutions can be enforced by changing link weights and also the worst case bounds
may be improved with changes in the applied algorithm.
Das [6] proposed optimization models in wireless mesh networks with multi-
radios. In the study, the problem of static channel assignment in multi-hop
multi-radio mesh networks is considered and two ILP models are used to solve the
problem optimally. The objective is to maximize the number of links that can be
active simultaneously. The channel assignment problem on a network of N nodes
each with K radios is considered. F orthogonal channels are available. Nodes
can communicate with each other if and only if they share a common channel
and within the communication range. With the channel assignment problem,
network connectivity should be ensured. In order to have a feasible solution,
two nodes must be within communication range and they must share a common
channel which ensures network connectivity. The optimality criterion used is
the maximization of the number of possible simultaneous transmissions in the
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network.
Two ILP models are suggested to solve the problem. This paper used the link
model where channels are assigned to links. Both models appear to be similar
except for the clique inequalities used in the second model. Additionally second
model has a tighter polyhedron than the first has. Both models are evaluated
in 4*4, 5*5 and 6*6 grid topologies. There are 3 available channels and 2 radios
per node. The number of edges in the optimal solution are 12, 18 and 27 for
4*4, 5*5 and 6*6 grids respectively. Also, numerical results show the benefits by
increasing the number of radios per node and number of channels in the network.
However, an efficient routing algorithm is required to use these channel assign-
ments about the traffic pattern optimally. For future work, routing algorithm
should be developed to evaluate the impact of the channel assignment and also
giving appropriate weights to the links can be studied to the channel assignment
problem on knowledge of expected traffic patterns.
Capone and Carello [4] studied the scheduling optimization problem in wire-
less mesh networks assuming a time division multiple access scheme, a dynamic
power control able to vary emitted power slot-by-slot, and a rate adaptation
mechanism that sets transmission rates according to SINR. Three different ver-
sions of the problem with increasing complexity is considered. In the first one,
fixed power and rate, in the second one variable power and fixed rate, and in
the third one variable power and rate. Given a number of time slots, our aim is
to provide an assignment of time slots to links such that bandwidth constraints
are satisfied and the number of available time slots is not exceeded. A solution
is feasible if the minimum number of needed time slots is smaller than available
slots. Since, variables are exponentially many, column generation is used to get
lower bound of the optimal solution.
Two different formulations are presented. The first one considers time slot
and rate assignment variables as well as power variables and is tested with ILP
solvers with different size instances. The second one considers as decision vari-
ables the set of compatible links that can be activated at the same time. Since
there are exponentially many variables, column generation technique is used in
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order to solve. So, branch-and-price technique is used in the solution approach
of the second one. The approaches are tested on a set of instances with 5, 10, 20
and 30 nodes. With 20 nodes, the time limit of 4 hours are exceeded and since
column generation requires much pricing iteration, it takes longer than four hours
to solve 20 node instances. Thus, heuristic solutions must be implemented. How-
ever, column generation provides good bounds and often the column generation
solution is an integer one.
The study done in this paper can be extended by applying a routing algorithm.
Also, multi-radio devices can be modelled which include frequency assignment in
the optimization process.
Raniwala et al. [15] developed some channel assignment and routing algo-
rithms and they proposed multiple frequency channels by equipping nodes with
multiple radios. A full multi-channel wireless mesh network architecture requires
topology construction, traffic pooling, channel assignment and routing. This pa-
per focused on channel assignment and routing algorithms. The contributions of
this paper are proposing a multi-channel wireless mesh network architecture in
which each node is equipped with multiple radios and developing and evaluating
2 channel assignment algorithms for the proposed multi-channel wireless mesh
networks.
In the Channel Assignment Problem, the goal is to bind each network interface
to a radio channel in such a way that the available bandwidth on each virtual link
is proportional to its expected load. The problem appears to be a graph-coloring
problem. Their approach is to start with one node, and partition its neighbors
into q (number of interfaces per node) groups. Then, for each interface of this
start node a group will be assigned. After that, each of this node’s neighbors will
be partitioned into q groups, while maintaining the grouping done by the start
node as a constraint. This procedure will continue until all nodes are searched to
partition. When all the nodes in the network have partitioned their neighbors,
the process will be done.
In the Routing Problem, the routing algorithm is proposed to determine the
route through the network for each communicating node pair. Also, the algorithm
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plays an important role in the load-balancing of the network which avoids bot-
tlenecks in the network and increases the network resource utilization efficiency.
In this paper, channel allocation and routing algorithms are used to solve
the problem and simulations are done to test their performances. Simulation
study shows that deploying 2 interfaces per node, it is possible to achieve 8
times improvement in the overall network throughput when comparing with single
interface case.
Soldati and Johansson [17] studied the problem of assigning sub carriers to
wireless links in multi-hop wireless mesh networks where nodes have the capability
to use a maximum number of radio interfaces. Also, SINR-based power-rate
relationship is exploited. A utility maximization problem subject to link capacity
constraints, power and rate control and scheduling both in terms of time slot and
channel allocation is proposed. Column generation technique is used to solve
the problem. However, due to the considerable computational effort it requires,
greedy heuristic is proposed in order to solve the problem.
The greedy heuristic is tested for a network consisting of 8 nodes and 36
links. There are 10 equally sized sub carriers while each node is equipped with 4
radios. The computation time for the optimal solution exceeds 24 hours, whereas
the greedy heuristic approaches the optimal solution with a loss of 4.6% in one
minute.
The problem may be modified to account for total power constraint for each
node. Also, distributed optimal solutions may be investigated where nodes ex-
plore the link quality in available sub-carriers and select a channel allocation
negotiating with a group of neighbor nodes.
Kleisli [13] studied the problem of channel allocation in static multi-hop wire-
less mesh networks. The structure of the problem is such that each router is
equipped with 2 radio interfaces and also 12 orthogonal channels are available.
The aim is to minimize the network interference and fairly distribute capacity
with an appropriate channel allocation.
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He defined problem such as: Given a set of routers and gateways, construct
a mesh network that every node must have a connection to a gateway and fixed
available bandwidth. The problem can be divided into two subproblems; topology
construction and channel allocation. Nodes in the mesh network are routers and
gateways. Routers are equipped with a base station interface and a subscriber
station interface. Gateways are equipped with a base station interface and offer
connectivity to a wired network.
While constructing the topology, first the mesh nodes are connected and then
the communication trees with gateways as root are built and every router becomes
a part of the tree. Also, the number of routers per tree for capacity are balanced.
With the input of node information, information about gateways, communication
range and upper bound for the number of routers allowed to be connected to the
gateway, firstly all routers that have only one gateway are connected to that
gateway. Then, routers connect to gateway by decreasing the maximum of the
minimal hop distance. If the number of routers connected to gateway exceed 12,
another router will be connected to this gateway. Also, if there is more than
one gateway to be connected, the router connects to gateway with minimal hop
distance.
In channel assignment, the subproblem is converted to graph-coloring problem
so that with minimum number of colors routers are connected to the gateways.
The Greedy Breadth First algorithm, greedy most interfered first and tabu greedy
algorithms are used to find global optimal solution. These three algorithms differ
from each one in the order that the nodes are assigned to a channel.
The joint results for topology construction and channel allocation showed that
there is high correlation between them. So, this means that if the fairer topology
is constructed in terms of channel distribution the algorithms will give better
results.
In channel allocation, each node has fixed demand, and if a node gets a ca-
pacity of higher than its demand, the difference will be unused. If the capacity
is lower than the demand, it will become a major constraint. The results showed
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that up to 24 nodes tabu search algorithm perform well compared to greedy al-
gorithm. However, for larger nodes it becomes worse since greedy algorithm has
a bigger choice of channels. While allocating channels, interference values are
only considered but maybe the traffic loads of each node, e.g. multiplying the
interference with traffic flows of a node that sends and receives, can be considered.
The topology construction algorithm works well for a high number of nodes.
But in large grids it does not work well. This is because of the balancing logic
of the algorithm. Since a bad topology construction can have a big impact on
the performance of a network, and the bottleneck is always at the last hop to the
gateway, too many nodes connected to this gateway make this bottleneck tighter.
So, the balancing part of the algorithm may be removed to have better topology
construction.
The mostly used and related studies in this thesis are Raniwala et al. [15], Das
[6], Alicherry et al. [3] and Kleisli [13]. Channel assignment and routing problems
in multi-radio, and multi-channel WMNs are considered in these studies. In our
study, the objective is to find the minimum number of time slots used rather than
to maximize the links for a given network. Maximizing the number of links may
not be an efficient way to increase the reliability of the network. We also consider
the find an optimal channel assignment and routing for multi-hop multi-radio and
multi-channel WMNs. Another difference of our study from the existing studies
is the flexibility in the number of radios per each router. In the studies explained
above, node set of the models are composed of routers such that each router must
have the same number of radios. In our study, node set is composed of radios
of the routers so that number of radios per router can vary. Since the channel
assignment and routing problems in multi-hop, multi-channel and multi-radio
WMNs while minimizing the number of time slots is not studied, we are not able
to compare our results with these studies.
Chapter 3
Model Formulation
The problem we study here is a variation of the routing and channel assignment
problem in multi-hop multi-radio multi-channel wireless mesh networks. Wire-
less mesh networks (WMN) emphasize on utilizing multiple channels to improve
throughput. Also, interferences among the nodes can be lowered by transmitting
on different channels. In our problem there is no restriction for the network topol-
ogy. Wireless mesh networks with multi-radio infrastructure have higher through-
put and reliability ratio compared to single radio infrastructures. Additionally,
multi-hop WMNs offer long distance communication through intermediate nodes
than single hop WMNs which have limited coverage.
As stated in the previous chapter, the current literature on wireless mesh
networks do not include all of the multi-hop, multi-radio and multi-channel prop-
erties in the wireless mesh networks simultaneously. Most of the research on
wireless mesh networks include single-radio and multi-channel rather than multi-
radio and multi-channel.
In this study, we will focus on routing and channel assignment aspects of
WMN problems.
Let N be the node set that is composed of radios of routers (gateways). We
assume the distances among the nodes are known. Since each wireless router has
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multiple radios, the throughput of the network improves by transmitting with
multiple channels on these radios. In order to have an efficient channel opti-
mization, the interference among the nodes will be examined carefully, since one
of the major problems in wireless networks is the capacity reduction due to in-
terference among multiple transmissions. Compared to other wireless networks,
WMNs routers with multiple radios can alleviate this interference problem sim-
ply because routers can transmit on multiple channels simultaneously. The aim
of our problem is an efficient design of a wireless network in which all routers
can communicate with others. Therefore, the final network obtained must be
a strongly connected network. Strongly connected network is a directed graph
such that a directed path can be found from each node to every other node in
the graph.
In a multi-radio multi-channel WMN, the routers have more than one radio
to improve the throughput of the network. In our model formulation, the nodes
of the network are the radios of the routers. This is one major difference in
the formulation of our model when compared to formulations in the literature.
Because as explained above in WMNs routers are modeled as the nodes of the
network. In the literature of WMNs with multi-radio, it is assumed that each
router has a fixed number of radios. However, in our model, the number of radios
can be fixed for each router or the routers can have different number of radios
in the network. Hence, our formulation contributes flexibility to the problem in
the number of radios for a router. In multi-radio multi-channel WMNs routers
can transmit or receive simultaneously with the help of their multi-radios, but a
radio of a router can only transmit or receive at a time slot. Therefore, in the
formulation of our model, we will construct the network such that every radio of
a router can only transmit or receive at a time slot.
Another important difference in our formulation is the hop-distances among
each nodes. The hop-distances can be limited with the given maximum hop-
distance, which will be called the diameter. In wireless mesh networks if there is
no limitation on the hop-distances among the nodes, the delay time can increase
and quality and reliability of the network can deteriorate. In our problem we
define the diameter value as a parameter, so if we need to increase the quality
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and decrease the delay time in the network, we can decrease the diameter value.
If there is no need to limit the hop-distances among the nodes, we can set the
diameter value as |N | − 1 where ’N ’ is the node set for the network. At that
time the complexity of the model in terms of running times will be decreased
significantly.
So, in WMN’s we no longer assume that the number of radios of a router is
fixed. However, we assume that the radios of the same router have the capability
of transmitting to each other without respecting any of the constraints.
In this study, capacities of routers are not considered. In other words, the
amount of data packet that each router will receive is not considered in our
problem. However, the model will ensure that each router will get an amount of
data packet regardless of the amount.
In our problem the channel assignment and routing are closely related to
each other. In particular, channel assignment has an impact on the transmission
interference of the links while routing constructs the links which the channels will
be assigned. Therefore, both problems will be considered together in this study.
By respecting the constraints and assumptions explained above, the con-
structed final network will be a strongly connected network in which each node
can communicate with another node in the network. In our problem, all the
routers have more than one radio and the radios of the router have the capability
of communicating with the other radios in the same router. Therefore, when a
radio becomes useless in the network, the other nodes can communicate with each
other by using a different path than before. However, there is no capacity for
each router in our model. If some radios of the network fail, our model has the
capability to construct a new network by respecting the given constraints.
Wireless mesh networks allow nodes to choose the channel on which they will
communicate. However, in this study we assume that the channel assignments
are static. Hence, when a pair of nodes use a channel to communicate with each
other, they will always use the same channel to communicate.
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After discussing the main characteristics and assumptions of our problem, we
can now summarize our problem as follows: We need to construct a strongly
connected network, where nodes are the radios of the routers. The distances
between all radios and the transmission power of each radio are given. Our aim
is to provide an efficient routing in which each link will be assigned to a channel
and each node can only transmit or receive in a time slot. Since transmission
of nodes can cause interference and can block the links in any time, interference
among nodes must be always checked. The objective of the model is to use
minimum number of time slots.
Now, we propose the ILP model to solve the problem in an optimal way.
3.1 Assumptions
We can summarize the assumptions which are covered in the previous section as
follows:
• We consider a fixed node number size (N) wireless network.
• The radios of a router can communicate with the other radios in the same
router anytime.
• Each router i has Ki number of radios where Ki ≥ 2.
• The system operates in a time-slotted mode.
• Channel assignments are static.
• Capacities of routers are not considered.
3.2 Notation
We will set the network topology used in our problem as follows:
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We defined three different sets for the model and decision variables that will
be explained below. The first set is used to define the nodes. In our problem,
radios of each router are the nodes.
The second set used in our problem is the channel set, which is shown by W .
We need to assign a channel to each connection in the network. So, the channel
assigned to each connection will be selected from the channel set.
W:= {1, ..., |W |}
The last set defined in our problem is the time slot set, which is shown by T .
As explained in the channel assignment, we also need to assign a time slot for
each connection. Since the goal of the model is to minimize the number of slots
used, we have a set of time slots. The number of used slots in the time slot set
will give us the objective function value of our model.
T:= {1, ..., |T |}
Let G = (N,A) be the graph of the problem, in which N represents the node
set and A represents the arc set. While assigning channels to connections, the
direction of the connection between nodes is important in terms of interference
constraint. Arc set is composed of the connections that are made in each time
slot and in the beginning it is known that set A is empty.
A:= {(∪tAt) : t = 1, ...., |T |}
where At is composed of the connections made in time slot t.
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While making a new connection between nodes, we have to assign a channel to
this connection. We have a fixed number of channels |W |. The maximum number
of orthogonal channels for wireless mesh networks is 12 for 802.11a and 3 for
802.11b. In this study, we will assume that the number of channels available is at
most 12. In our experimental results, the number of channels will change between
2 and 12. So, we will see the effect on the objective when the number of channels
available is changed. Also, the number of available channels can be changed
according to differences in countries’ wireless mesh network constructions.
3.3 Parameters
The parameters give us the available information that we will use to solve the
problem. In our problem, we have to know the distances between any pair of
nodes, and transmitter power of each node to see the transmission interference
of nodes.
The required parameters are given below:
diameter ≡ is the maximum allowable hop-distance among each pair of nodes
D≡ [Dij] is the distance matrix among the nodes
where Dij is the distance between node i and j ∀i, j∈ N, and Djj is equal to 0
∀j∈ N .
p≡ (p1, ....., p|N |) is the transmitter power vector
where pi is the transmitter power of node i ∀i ∈ N.
α≡is the distance multiplier
γ≡is the interference constant
N0≡is the noise value
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3.4 The Integer Linear Program
3.4.1 Decision Variables
In our problem while constructing a strongly connected network by using the
minimum number of time slots, we have to know the nodes that are connected,
and which one of them are transmitter nodes and which of them are receiver
nodes. Also, in order to check the interference constraint the channel assigned
to a connection must be known. Since the objective function is to minimize the
time slots used, each connection’s assigned time slot must be also known.
One of the important constraints is the hop-distance among a pair of nodes.
With the given maximum hop-distance (diameter), from each node a tree must
be constructed to be able to calculate the hop-distances among each node to
guarantee that diameter requirement is met.
As a result, we define y variable to observe which connections are made, and
the x variable to see in which time slot this connection is made. The assigned
channel for the transmitter node is recorded by the u variable and for the receiver
node with the variable v. The used time slots are found by looking at the variable
a. Hop-distance among nodes will be recorded with the variable h and since we
need to construct rooted trees to calculate these hop-distance, we need a variable
which is called z here.
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xijt :=
{
1, if radio i transmits to radio j in time slot t
0, o.w
∀i, j ∈ N, t ∈ T
uitw :=
{
1, if radio i transmits at channel w in time slot t
0, o.w
∀i, j ∈ N,w ∈ W
vitw :=
{
1, if radio i receives at channel w in time slot t
0, o.w
∀i, j ∈ N,w ∈ W
zijk :=
{
1, if radio link (j, k) is used in tree rooted in i
0, o.w
∀i, j ∈ N, k ∈ N
at :=
{
1, if slot t is used
0, o.w
∀t ∈ T
yij :=
{
1, if link between i and j is used at any time slot
0, o.w
∀i, j ∈ N
hij := hop-distance from radio i to radio j
∀i, j ∈ N
3.4.2 The Integer Linear Model
Our problem is to construct a strongly connected wireless mesh network by uti-
lizing the available channels and satisfying the given diameter among each nodes.
The objective of the problem is to minimize the number of slots that are used.
Since the nodes of the model will be the radios of routers, we know that each
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radio can transmit or receive at most once in a time slot. And, routers have
multiple radios which provide them to communicate with more than once with
the help of multiple channels and multiple radios.
In our problem we have to ensure that when a connection is made from node
i to j at a time slot t, we assign a channel w. For a connection one of the nodes
will be the transmitter node and the other one will be the receiver node, and we
have to ensure that the channel assigned to this connection at a time slot is the
same for the transmitter node and the receiver node. By using the connections
that are made, we need to construct a rooted tree for each node and calculate
the hop-distances for each node so that we can restrict each one of them with the
given diameter value.
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(ILP-1)
min
∑
t
at
s.t.
xij0 = 1 ∀i, j, i 6= j,Dij ≤  (3.1)
xij0 = 0 ∀i, j, i 6= j,Dij >  (3.2)
xiit = 0 ∀i, t (3.3)∑
j
xijt ≤
∑
w
uitw ∀i, t (3.4)∑
i
xijt ≤
∑
w
vjtw ∀j, t (3.5)∑
w
(uitw + vitw) ≤ 1 ∀i, t (3.6)∑
w
uitw ≤
∑
j
xijt ∀i, t (3.7)∑
w
vjtw ≤
∑
i
xijt ∀j, t (3.8)∑
w
(w ∗ (uitw − vjtw) ≤ |W | (1− xijt) ∀i, j, t (3.9)∑
w
(w ∗ (uitw − vjtw) ≥ |W | (xijt − 1) ∀i, j, t (3.10)
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∑
i
pi · 1
Dαij
· xijt ≥ N0 · γ + γ ·
∑
i6=j
pi · 1
Dαij
· uitw − γ ·
∑
i6=j
pi · 1
Dαij
· xijt −M · (1− vjtw)
∀j, t, w (3.11)∑
k
ziik ≥ 1 ∀i (3.12)∑
k
zikj = 1 ∀i, j, i 6= j (3.13)
zikj ≤ ykj ∀i, j, k (3.14)∑
i
zikj ≥ ykj ∀j, k (3.15)
hij ≥ hik + zikj − diameter ∗ (1− zikj) ∀i, j, k, i 6= j, j 6= k
(3.16)
hij ≥ 2− yij ∀i, j (3.17)
yii = 0 ∀i (3.18)
xijt ≤ yij ∀i, j, t, t ≥ 0 (3.19)∑
t≥0
xijt ≥ yij ∀i, j (3.20)
xijt ≤ at ∀i, j, t (3.21)
hij ≤ diameter ∀i, j (3.22)
xijt ∈ {0, 1} ∀i, j, t (3.23)
uitw ∈ {0, 1} ∀i, t, w (3.24)
vitw ∈ {0, 1} ∀i, t, w (3.25)
zikj ∈ {0, 1} ∀i, j, k (3.26)
yij ∈ {0, 1} ∀i, j (3.27)
at ∈ {0, 1} ∀t (3.28)
hij ≥ 0 ∀i, j (3.29)
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Constraints (3.1) and (3.2) are the beginning constraints such that the radios
of the same router have the capability of connecting with each other. However,
we restrict the model not to make any connections between the radios of the
different routers in the initialization stage. Since the radios of the same router
are very close (≤ ) to each other in terms of distance, in our model we assumed
the distance between the radios of the same router is very small.
Constraints (3.3) and (3.18) ensure the model that there can not be a con-
nection within the same nodes.
Constraints (3.4) and (3.5) ensure the model that when there is a connection
between any pair of nodes, a channel must be assigned to that transmitter and
receiver node. Constraint (3.6) ensures the model that at most one channel can
be assigned to a node at any time slot. By using all of the Constraints (3.4), (3.5)
and (3.6) we can say that a node can only transmit or receive at any time slot.
Constraints (3.4) - (3.5) and Constraints (3.7) - (3.8) imply that since a node
can transmit or receive at a time slot then a channel must be assigned to that
node whether it is the transmitter node or receiver node.
Constraints (3.9) and (3.10) ensure the model that if there is a connection
between nodes i and j at a time slot then both of nodes must be assigned to the
same channel. Suppose that if there is a connection from node i to node j at
time slot t, then the RHS of the both constraints will be 0. Then, the LHS of
the both constraints must be equal to 0, and this is possible only if the channel
assigned to both nodes i and j is the same. However, if nodes i and j are not
connected at a time slot, then both of these nodes can use the same channel, or
different channels, or they will not be the transmitter or receiver node at that
time slot so no channels will be assigned to them. Suppose that there is not a
connection from node i to node j at time slot t. Then, there are four cases that
can be occur. First one is node i transmits and node j does not receive at time
slot t, and second one is node i does not transmit and node j receives at the
time slot t. The third case is when both of the nodes do not transmit or receive
at time slot t. The last case is when node i transmits and the node j receives
at time slot t. For each case, the RHS of the Constraint (3.9) and Constraint
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(3.10) will be |w| and -|w| respectively. In the first and second cases, LHS of
both constraints will be at least -|w| and at most |w|, so both of the cases will be
satisfied with these constraints. In the third case, LHS of both constraints will
be 0 which is between -|w| and |w|. And, in the last case the LHS of both the
constraints will be between -|w| and |w|. So, all of the four cases are satisfied
with these constraints.
Constraint (3.11) ensures one of most important restriction in wireless mesh
networks. In WMNs, highly efficient network can be constructed by using paral-
lel transmissions on the same channel. But, parallel transmissions on the same
channel cause interference problem in receiver nodes. A receiver node must have
sufficiently high power in its incoming signal to decode the signal from the trans-
mitter node and satisfy the interference. At a time slot we know that there can be
more than one connection. Since a channel must be assigned to any connection,
at a time slot for each channel we have to ensure the connections do not interfere
so much that the quality of the network will not deteriorate. In other words, there
can be a connection from transmitter node i to receiver node j, if the signal on
the receiver node j is sufficiently high to correctly decode the signal. The success
of signal decoding is dependent on the distances of the other transmitter nodes
to the receiver node j at the same time slot and channel.
Suppose that there is a transmission from node i to receiver j in time slot t and
channel w. In constraint (3.11), if the gained power of signal on the channel
between nodes i and j using the power on the transmitter node i is higher than
the gained power of signal on the channel from the transmitter nodes to receiver
node j in the given time slot, then we can make a connection from node i to
node j in the given time slot and channel. LHS of the constraint gives us the
gain of the signal on channel w between i and j by using the power on node i.
In WMNs, when the distances among the nodes increase, the quality of the com-
munication decreases exponentially. Therefore, in order to ensure this property
in our model, we defined the Dij, distance parameter, dependent on the scalar α
so that when the distance between nodes increase, the gain of the signal on the
channel decreases exponentially. RHS of the constraint is composed of four parts.
The first part N0 · γ gives the minimum noise that occurred when a connection
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is made. The second part γ · pj ·
∑
i6=j
1
Dαij
· uitw gives us the gain of the signal on
the channel from the transmission of other nodes to node j in the same time slot
and channel. In other words, if a node k different from i and j transmits in the
same channel and time slot, then the distance between node k and receiver j has
an effect on the quality of the signal. If they are close to each other in terms of
distance, the quality of the connection deteriorates too much. We can say that
to minimize the interference between node k and l, distance between node k and
l should be as much as possible. The third part γ · pj ·
∑
i6=j
1
Dαij
· xijt gives us the
gain of the channel between i and j. In order to minimize the interference, we
need to have small difference between second and third parts. This can happen
only if the distance of the transmitter nodes to receiver node j is small. The
last part M · (1 − vjtw) does not have any effect on constraint when a node j
receives at the given time slot and channel. However, if a node does not receive
in any time slot and channel, the last part is used to make constraint redundant,
because there will be no interference problem. Shortly, our aim is to ensure the
gain of channel on connection (i, j) for receiver j is sufficiently high to correctly
decode the signal. The ratio of the LHS to RHS of the constraint is known as
the Signal-to-Noise Ratio (SINR) in WMNs. Constraint (3.11) satisfy all of these
properties and hereafter we will call this constraint as the interference constraint.
We know that to calculate the hop-distances among nodes, we need to con-
struct rooted trees from each node. Constraint (3.12) ensures that for a rooted
tree from node i, there must be at least one connection out from node i and
Constraint (3.13) ensures that for a rooted tree from node i, for the rest of nodes
except i, there must be an incoming link. So both Constraints (3.12) and (3.13)
help to construct rooted trees from each node such that we can communicate
from one node to other nodes and have a strongly connected network. However,
just the Constraints (3.12) and (3.13) are not sufficient to construct rooted trees
for each node such that the resulting network is a strongly connected network.
Because we can have subtours in the resulting network and so that the resulting
network may not be a strongly connected network. In order to eliminate subtours
we will add new constraints.
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If there is a connection let say between nodes k and j in the network, then the
connection between nodes k and l must be used in at least one of the rooted trees
at i. Constraint (3.15) ensures this property in the model. If the network does
not have the connection between nodes k and l, both of the Constraints (3.14)
and (3.15) contribute to the model that for each of the rooted trees at i, there is
not a connection between nodes k and l while communicating with other nodes.
Constraint (3.16) is another major constraint in the model. As explained be-
fore, with the Constraints (3.12) and (3.13) we aimed to construct rooted trees
from each node. However, these constraints do not eliminate the possible sub-
tours. Therefore, the final network may not be a strongly connected network. In
order to eliminate the subtours that can occur in the model, Constraint (3.16) is
added to the model. Suppose that, in a tree rooted at node i, there is a connec-
tion from node k to node j. Then, there must be a connection from node i to
node k. Therefore, the hop distance between i and j is at least the hop distance
from node i to k plus 1. If there is not a connection from node k to j in a tree
rooted at node i, then the constraint will be redundant using the diameter value
because there is no information about the hop distance between node i and j. In
our problem, we need to calculate the hop-distances among the nodes such that
each pair of node has a hop-distance less than or equal to diameter. By using the
Constraints (3.16) and (3.17), we are able to calculate the hop-distances among
each nodes in the model. When there is not a connection from node i to node j
in the model, it is known that the hop-distance from i to j must be greater than
or equal to 2. Constraint (3.17) forces the model to apply this restriction.
Constraint (3.19) provides the same contribution to the model as Constraints
(3.14) such that if we know that at a time slot a connection is made, then in the
final network we know that this connection will be, and if there is a connection let
say between nodes i and j, then the Constraint (3.20) ensures that this connection
is made at a time slot.
Constraint (3.21) ensures that when there is a connection between nodes i
and j, a time slot must be assigned to them. And, when a time slot is assigned
to a connection, then that time slot will be used in the model.
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Constraint (3.22) ensures the model that the hop-distances among each pair
of nodes are less than or equal to given diameter value.
Constraints (3.23) - (3.28) are the binary constraints for the variables x, u, v,
y, z and a. Constraint (3.29) is the non-negativity constraint for the variable h
which is required to find the hop-distances.
With the integer linear program formulated in this chapter, we can not get
optimal solutions in larger networks in reasonable running times. Therefore,
firstly we need to use some techniques to strengthen the model while obtaining
the optimal solution. For the network sizes for which the optimal solutions can
not be found even with the valid inequalities, heuristics will be applied to our
problem to get good feasible solutions in short running times. However, in order
to say that these feasible solutions are good, we need to find good lower bounds.
LP and lagrangian relaxation techniques will be used to get lower bounds. In the
next chapter, firstly the new model with the valid inequalities will be explained.
Then, LP and lagrangian relaxation techniques and their applications to our
model will be analyzed and compared by using the results to find the best one.
Chapter 4
Improving the Lower Bound
In the previous chapter we formulate an integer linear model to solve our problem.
Since this model is an exact model we will get optimal solutions with this model
for a given network. However, when the number of nodes in a network increases,
the complexity of the associated model increases accordingly. Even though for
smaller networks we can get the optimal solutions easily in fast running times,
when the size of the network increases we can not find the optimal solution in rea-
sonable times. In this chapter, we firstly find cut and valid inequalities which will
help us to find the optimal solutions in larger sizes. Adding the valid inequalities
to our model may not be sufficient to get optimal solutions in reasonable times.
Therefore, the lagrangian relaxation and subgradient algorithm will be applied to
the complicating constraints in the model to get optimal solutions in reasonable
times and also improve the lower bounds obtained by the LP relaxation.
When we can not get optimal solutions in reasonable times as network size
increases, we will use the approximate solutions to get near-optimal solutions in
short running times. The approximate solutions used to solve our problem will
be explained in the next chapter. In this chapter, we will use LP and Lagrangian
relaxation techniques to find the lower bounds for our problem. By using lower
bounds attained with LP and Lagrangian relaxation techniques, we can evaluate
the efficiency and effectiveness of the algorithms presented in the next chapter.
38
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4.1 Cut Inequalities
Cut inequalities will be added to the model (ILP-1) to eliminate the unnecessary
calculations and improve running times while solving the model exactly.
∑
j
xijt ≤ 1 ∀i, t (4.1)∑
i
xijt ≤ 1 ∀j, t (4.2)∑
j
xijt +
∑
j
xjit ≤ 1 ∀i, t (4.3)
As explained in the last chapter, Constraints (3.4), (3.5) and (3.6) ensure the
model that a node can only transmit or receive at any time slot. The aim of
the Constraints (4.1), (4.2) and (4.3) is the same with these constraints, but we
used these constraints in our model to eliminate the unnecessary calculations and
improve running times.
Constraint (4.1) implies that each node can transmit at most once at a time
slot and Constraint (4.2) implies that each node can receive at a time slot t, and
so as a result of these two constraints we can say that a node can transmit or
receive at a time slot which is given in Constraint (4.3). Constraints (4.1) - (4.3)
will be called as utilization constraints hereafter.
The new integer linear program (ILP-1)’ which is obtained by adding the cut
inequalities is formulated as follows. The objective function of the (ILP-1)’ is the
same with the (ILP-1).
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(ILP-1)’
min
∑
t
at
subject to:
(3.1) - (3.29), and (4.1)- (4.3).
4.2 Valid Inequalities
We can add many valid inequalities to our problem. But, the important issue is
to find the good valid inequalities that will improve our lower bound and running
time in a significant amount. Because adding new inequalities to the model can
sometimes increase the complexity of the model and so the running times of the
model.
Here, we will show the valid inequalities which have significant contribution
in the improvement of the model.
4.2.1 Modified Integer Linear Model
With the existing variables and the sets defined, the following valid inequalities
are added to the model (ILP-1) and solved to find optimal solutions.
Proposition 1. The following inequality is valid for the polyhedron defined by
inequalities (3.1) - (3.29).
hij ≤ yij + diameter ∗ (1− yij) ∀i, j (4.4)
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Proof. When yij = 0 ⇒ hij ≤ diameter. This is valid because our one of the aim
is to have hop-distances that are less than the given diameter value.
When yij = 1 ⇒ hij ≤ 1. Also, by using the constraint (3.17) it is known that
hij ≥ 1. This means that the hop-distance from node i to node j is 1 when there
is a link from node i to node j. This is valid because if there is a link between i
and j, then it is known that we can find a path from node i to node j in a 1-hop
distance.
Proposition 2. The following inequality is valid for the polyhedron defined by
inequalities (3.1) - (3.29).
at ≤
∑
i
∑
j
xijt ∀t (4.5)
Proof. When at = 0 ⇒ Constraint (3.21) implies that xijt is equal to 0 ∀i, j, t.
Then the sum of all xijt for the nodes i and j at time slot t will be equal to 0.
When at = 1⇒ Constraint (3.21) does not force any value on xijt ∀i, j, t. However,
it is known that if a time slot t is used, then there must be at least one connection
at time slot t. Therefore, this valid inequality implies that when at = 1, then the
sum of all xijt at the given time slot will be more than 1.
Proposition 3. The following inequality is valid for the polyhedron defined by
inequalities (3.1) - (3.29).
at ≤ at−1 ∀i, j, t ≥ 2 (4.6)
Proof. When at−1 = 0 ⇒ The model ensures that the time slot t− 1 is not used
in the network. So, if the time slot t-1 is not used, then we know that the latter
time slots t, t + 1, ... are not used in the network. Therefore, when at−1 is equal
to 0, at also will be equal to 0.
When at−1 = 1 ⇒ There is no restriction for the time slot to be used or not.
Therefore, at can be equal to 0 or 1 which is valid for the model.
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The new integer linear program (ILP-2) which is obtained by adding the valid
inequalities is formulated as follows. The objective function of the (ILP-2) is the
same with the (ILP-1).
(ILP-2)
min
∑
t
at
subject to:
(3.1) - (3.29), and (4.1)- (4.6).
4.3 LP vs. Lagrangian Relaxation
By adding the valid inequalities explained in the previous section, it is aimed
to improve the lower bounds obtained with the model (ILP-1)’. Hence, the new
model (ILP-2) is solved with the same instances as the model (ILP-1)’ and then
the results are compared in terms of lower bounds. We can get the optimal
solutions with the model (ILP-2) in larger networks and in fast running times
when compared with the model (ILP-1)’. The results of the comparison between
(ILP-1)’ and (ILP-2) will be explained in the next section.
By relaxing the binary and integrality constraints in the model (ILP-2), we
get lower bounds for the given network. The results are shown in Table 4.2.
However, even the model (ILP-2) is not good enough to get good lower bounds
in larger networks. So, lagrangian relaxation is applied to improve the lower
bound. Lagrangian relaxation is a relaxation technique which works by moving
hard constraints into the objective and exerting a penalty on the objective if they
are not satisfied.
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Now, let us look at the lagrangian relaxation technique, which gives a lower
bound for the minimization problem and upper bound for the maximization prob-
lem. Since our problem is a minimization problem, we will get lower bounds to
the problem. The general formulation of the lagrangian relaxation with the min-
imization problem is explained as follows:
Consider the integer linear programming model:
(IP)
z = min cx
Ax ≥ b
Bx ≥ d
x ∈ X
Let the constraints Ax ≥ b be easy constraints such that if we solve the integer
linear model only with these constraints, it will be easy to get the optimal solution
in reasonable time. Suppose that the constraints Bx ≥ d are m complicating
constraints and it is hard to solve the model optimally with these constraints.
Thus, if we drop the complicating constraints from the model, we can solve the
model easier than the original IP problem.
When we drop the complicating constraints from the (IP), the remaning model
becomes a relaxation of the model (IP). Let us define u = (u1, u2, ..., um) ≥ 0,
the problem will be defined as follows:
(IP(u))
L(u) = min cx + u*(d-Bx)
Ax ≥ b
x ∈ X
Problem IP(u) is a relaxation of problem IP for all u ≥ 0. For any u ≥ 0,
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L(u) gives a lower bound on problem (IP), as u ∗ (d − Bx) ≤ 0. So, we can say
that L(u) ≤ z.
The aim is to find the
maxu≥0 L(u)
which can give better lower bound than the LP relaxation bound.
In our problem, first of all we need to identify the complicating constraints
which will be relaxed. We found that the complicating constraints for the (ILP-
2) are Constraints (3.11), (3.16), and (4.4). After relaxing each of the these
complicating independently, lower bound and running times are obtained. We
observed that the lagrangian model with Constraint (3.11) and the lagrangian
model with the Constraints (3.16) and (4.4) improve the lower bound and run-
ning times. Hereafter, we will call the lagrangian relaxation problem by relaxing
only the Constraint (3.11) as (LAG-1) and the lagrangian relaxation problem by
relaxing both Constraints (3.16) and (4.4) as (LAG-2). We relaxed both of the
two constraints in (LAG-2) because the results showed that relaxing both of the
Constraints (3.16) and (4.4) outperforms the results obtained with the lagrangian
relaxation models by only relaxing one of them. The results and the explana-
tion of these results will be presented in the Experimental Results section of this
chapter.
Now, let us look at the formulations of (LAG-1) and (LAG-2):
In (LAG-1), the complicating constraints (3.11) will be added to the objective
function in model (ILP-2). The complicating constraints that are not satisfied
will have a penalty on the objective function. The obtained solution will not be a
feasible solution for the model (ILP-2) but it ensures a lower bound to the model
(ILP-2).
The objective function of (LAG-1) will be as follows:
L1(µ) =min
∑
t
at +
∑
j
∑
t
∑
w
µjtw ∗ ((N0 · γ + γ · pj ·
∑
i
1
dαij
· uitw − γ · p2 ·
∑
i
1
dαij
·
xijt −M · (1− vjtw))− (pj ·
∑
i
1
dαij
· xijt))
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In order to get lower bounds for the model (ILP-2), we will solve the lagrangian
relaxation problem (LAG-1) by minimizing the objective function L1(µ) subject
to the Constraints (3.1) - (3.10), (3.12) - (3.29), and (4.1) - (4.6).
In (LAG-2), the complicating constraints (3.16) and (4.4) will be added to the
objective function in model (ILP-2). The complicating constraints that are not
satisfied will be penalized in the objective function. Again, the obtained solution
will not be a feasible solution for the model (ILP-2) but it ensures a lower bound
to the model (ILP-2).
The objective function of (LAG-2) will be as follows:
L2(φ, λ) =min
∑
t
at +
∑
i
∑
j
φij ∗ ((hij − (yij + diameter ∗ (1− yij))) +
∑
i
∑
j
λij ∗
(hik + z
i
kj − diameter ∗ (1− zikj)− hij)
Here, the objective function L2(φ, λ) subject to the Constraints (3.1) - (3.15),
(3.17) - (3.29), (4.1) - (4.3), and (4.5) - (4.6) will be minimized to get lower
bounds for the model (ILP-2).
4.4 Subgradient Algorithm
The objective functions of the (LAG-1) and (LAG-2) are piecewise linear func-
tions. In order to solve piecewise linear functions, cutting plane approach or
subgradient algorithm can be used. Here, we will use the Subgradient Algorithm
to solve the lagrangian relaxation problems (LAG-1) and (LAG-2) which have
piecewise linear convex objective functions to minimize.
The subgradient algorithm that is designed to solve (LAG-1) and (LAG-2) is
summarized in Algorithm 1. The upper bound L∗ is the largest number of used
time slots for a given network. In the initialization part, we defined the values
of parameters Stepsize and numSame for the given network. Stepsize is the
maximum number of steps and numSame is the maximum number of allowable
unimproved consecutive solutions. In other words, if the best solution is not
improved in numSame number of steps, we will update the θ value.
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Algorithm 1 Subgradient Algorithm
(Input)
Get an Upper Bound L∗
Identify an initial value u0 ≥ 0
(Initialization)
Fix the values of Stepsize & numSame
cnt:= 0
θ0=2
(Subgradient Iterations)
for j:=0 to Stepsize do
βj:= g(xj) (gradient of L(uj))
tj:= θj ∗ (L∗ − L(uj)) / ||βj||2 (stepsize)
uj+1:= max {0, uj + tj ∗ βj}
if ||uj+1 − uj|| <  then
Stop and record the solution
if No improvement then
cnt:= cnt+1
if cnt > numSame then
θj+1:= θj / 2
cnt:=0
else
θj+1:= θj
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By using the subgradient algorithm explained above, we solved the lagrangian
relaxation problems (LAG-1) and (LAG-2). The results showed that optimal
solutions can be obtained with subgradient algorithm for bigger network sizes
than the (ILP-2). Again, here for bigger networks the subgradient algorithm can
not get optimal solutions but gives lower bounds to the model (ILP-2).
4.5 Experimental Results
In this section, the experimental studies performed on the techniques to find the
optimal solutions and improve the lower bounds will be presented.
First of all, the optimal solutions to the given instances for model (ILP-2) will
be presented and explained in detail. Then, LP-Relaxation, and the lagrangian
relaxation (LAG-1) and (LAG-2) will be used to get lower bounds for the given
instances. Finally, in order to get optimal solutions in larger networks subgra-
dient algorithm will be applied to (LAG-1) and (LAG-2), and the results of the
algorithm will be presented.
The results of all models and algorithms are obtained in GAMS with using
CPLEX 10.1 on a computer with a CPU clock of 2.0 Ghz and 1 GB RAM.
We used six different types of instances to evaluate the performance of the
models and algorithms. Number of nodes for these instances are 4, 6, 8, 10, 12,
and 14 respectively. The number of channels used in the instances are 2, and
4. We test our instances with two different reliability measures, and so we used
two different diameter values for each instance. One of them is the 40% of the
number of nodes and the other is the 70% of the number of nodes. By using the
diameter as the 40% of the number of nodes, we aim to decrease the delay time
and also increase the reliability indirectly in the network and with a diameter of
70% of the number of nodes, delay time will increase and reliability will decrease
in the constructed networks.
While using the subgradient algorithm to solve the (LAG-1) and (LAG-2)
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models, the number of steps (Stepsize) used in the instances vary from 50 to
250. And, the scalar numSame used in these instances, which is used to limit the
number of unimproved consecutive solutions, vary from 2 to 5.
For each instance, the distance matrix and power vector are generated with
an identified interval. Also, as typical in the literature, we assumed that the α
value is 3, and the γ value is 5 and the N0 is 0.000001 by considering used data
of other studies in our experimental analysis.
Table 4.1 represents the experimental results of (ILP-1)’ and (ILP-2). The
second column represents the total number of radios in the network. Third col-
umn represents the total number of routers(or gateways) in the network. Fourth
and fifth columns are given values and they represent the total number of chan-
nels available and maximum hop-distance (diameter) respectively. The sixth and
seventh columns represent results of each instance for the model (ILP-1)’ in terms
of the optimal solution value and CPU time. The last two columns show the re-
sults of each instance for the model (ILP-2) in terms of optimal solution value
and CPU time.
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In Table 4.1, we can see that the CPU times to find the optimal solution in
the model (ILP-2) is improved in a significant amount when compared to the
model (ILP-1)’. As an example for the instances 1, 2 and 3 which both the
models can get the optimal solution, the average CPU time is 3672,04 seconds
for (ILP-1)’. However, the average CPU time in (ILP-2) is 400,11 seconds for the
same instances. The model (ILP-2) improve the average CPU time approximately
by a percentage of % 89. With (ILP-1)’ we can not find get optimal solutions
for the network sizes bigger than 8 nodes. But, we can get optimal solutions
in reasonable times up to networks with a size of 10 nodes. According to these
findings, we can say that the model (ILP-2) is better than (ILP-1)’.
As is apparent in Table 4.1, as the number of nodes increase, the CPU time to
obtain the optimal solution increases exponentially. In (ILP-2), the CPU time to
get optimal solution is less than a second for Instance 1. However, the CPU time
to get optimal solution in the Instance 2 with a node size of 6 is approximately
6 seconds which is 6 times more than the CPU time of Instance 1. The increase
in CPU time from Instance 3-1 to Instance 4-1 is approximately 7 times. For
the network size of more than 10 nodes, our model (ILP-2) can not get optimal
solutions in reasonable times.
For Instance type 2, when the number of routers is 3, we can find the optimal
solution in fast running times such as approximately in 6 seconds. However, for
the same size network, when the number of routers increased from 3 to 6, the
CPU time increased significantly. As it can be seen in the Instances 2-1 and 2-3,
when the number of routers doubled, the CPU time increased 300 times. This
shows us when the number of routers increase in the network, constructing a
strongly connected network with the diameter constraint becomes harder.
As said before, the diameter value can be decreased to enhance the reliability
and quality of the network. When we decreased the diameter value by keeping
the number of channels and number of routers constant, we observed that the
CPU time increases significantly. When we decreased the diameter value, the
objective function value increased as expected.
Another important point is when the number of channels increased, we expect
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that the network will be more utilized, and the number of used time slots will
decrease. Here, for the small networks, we can not observe much improvement in
the number of time slots when we increase the number of channels.
As mentioned before, (ILP-2) is an exact model which is used to find the
optimal solutions. However, for the network sizes bigger than 10 nodes, (ILP-
2) model can not get the optimal solutions in reasonable time. By using the
subgradient algorithm, we can find optimal solutions in larger networks than
10-node networks.
Table 4.2 represents the experimental results of LP vs. Lagrangian relaxation
techniques. The sixth and seventh columns represent the LP relaxation value
and CPU time. The eighth and ninth columns represent the (LAG-1) relaxation
value and CPU time. The tenth and eleventh columns represent the lagrangian
relaxation value and CPU time of (LAG-2). (LAG-1) and (LAG-2) relaxation
values are calculated by the subgradient algorithm that is presented above. In
the eighth column, the values with (*) indicate that the obtained solution is
optimal for (ILP-2), which we can see in Table 4.1.
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From Table 4.2, the LP-relaxation values can be seen in the sixth column.
In order to evaluate the strength of the LP-relaxation values, we must compare
them with the optimal values which is shown in (ILP-2) part of the Table 4.1.
As an example, for the Instance 2-1, we have an optimal value of 3. But the
LP relaxation value is only 0.20. Since our objective function is integer, we can
say that the number of time slots used in the optimal solution must be greater
than 1 because of the LP-relaxation value 0.20. Actually, if we have two lower
bound values 0.01 and 0.99, we can say that the strengths of both lower bounds
are equal. The LP-relaxation values in the Table 4.2 are between 0 and 1 for the
model (ILP-2). So, from these lower bounds we can say only the number of time
slots to be used in the model is greater than 1. However, this is a known result,
it does not contribute much for our model to evaluate the heuristics used in the
next chapter. We can conclude that the LP-relaxations are weak because the gap
between the optimal values and LP-relaxation values are too high.
The lagrangian relaxation models, (LAG-1) and (LAG-2) have different points
in order to improve the (ILP-2) model. (LAG-1) model which is obtained by re-
laxing the interference constraint is used to get optimal solutions for the networks
bigger than 10-nodes. From Table 4.2, we see that we can get the optimal solu-
tions up to 14-node network sizes by improving the CPU times. (LAG-2) model
is used to improve the lower bounds obtained in larger networks in fast running
times. By using the model (LAG-2), we can not find the optimal solutions. How-
ever, we can get lower bounds in fast running times with (LAG-2) when compared
to (LAG-1) for the networks which have more than 14 nodes.
Chapter 5
Heuristics
This chapter is devoted to the heuristics which are proposed to get good feasible
solutions in larger sized networks. When the exact methodologies proposed earlier
fail to get optimal or near-optimal solutions in a reasonable amount of time, with
the proposed heuristics explained in this chapter we will find solutions which
will give us upper bounds on the optimal solutions. Since we used lagrangian
relaxation in Chapter 4 to obtain good lower bounds, these lower bounds would
be indicators on the level of optimality gap of our heuristics.
Three heuristics will be applied to our problem. The first two heuristics
are improvement type of heuristics, and the third heuristic is based on genetic
algorithm.
The first one is based on local search and it starts with an initial feasible
solution which uses a construction phase algorithm and then allowing solutions
which only violate the diameter restriction, it tries to improve the initial solution
by applying the local search algorithm which will be discussed later. The second
heuristic has the same logic with the first one but differs in some aspects of
the construction phase and improvement algorithms. These two heuristics start
with initial feasible solutions and improve these feasible solutions only allowing
to violate the diameter restriction.
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Third heuristic genetic algorithm differs from the first two heuristics in an
important point. In the first two heuristics we do not allow to have solutions
that do not satisfy the interference constraint. We can only have solutions that
violate the diameter restriction. However, in genetic algorithm we allow to have
solutions that violate both the diameter and interference restrictions. The genetic
algorithm does not have to start with a feasible solution, but infeasible constraints
are penalized to construct feasible solutions from the initial solutions.
Our problem’s main characteristic is constructing a feasible solution that sat-
isfies the given diameter by satisfying the interference constraint for each given
time slot and channel and utilization constraints of nodes for each time slot. Also
the constructed graph must be a strongly connected graph which means from
each node we can find a directed path to each other node. We are given the
number of nodes, the diameter and number of channels and the power usage of
each node, and the distance between a pair of nodes and we aim to construct con-
nections between nodes by respecting these constraints that are explained above
while minimizing the number of time slots used during this procedure.
The organization of the chapter is as follows: We first discuss the first heuristic
(Heur-1) by considering the constructive algorithm to find a good initial feasible
solution and then analyze the different improvement possibilities to apply to the
initial feasible solutions that are gathered. Then, with minor changes in the con-
struction and improvement phases, second heuristic (Heur-2) will be presented.
After that, the logic behind the genetic algorithm with a comparison to first two
heuristics will be presented. Then, all of the three heuristics will be compared
in terms of solutions quality and CPU time. Finally, the empirical results on all
of the algorithms (Heur-1), (Heur-2) and genetic algorithm will be discussed and
contrasted against each other using the same data sets. We will conclude the
chapter by comparing the computational complexity of all the heuristics.
Since one of our main limitations is to construct a graph that satisfies the
diameter condition, we need a fast and dynamic algorithm within our heuristics
to calculate the hop-distance between two nodes after making new connections.
We need to construct a directed path from each source node s to any node i
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which will be the shortest path. So, breadth-first search algorithm is applied to
our problem to calculate the hop-distances.
5.1 Breadth-First Search
Breadth-first search (BFS) is a graph search algorithm that begins at the root
node and explores all the neighboring nodes. Then for each of those nearest nodes,
it explores their unexplored neighbor nodes, and so on, until it either reaches the
goal node or explores every node in the network.
Breadth-First Search algorithm is used in our problem to calculate the hop-
distances from a node to every other node, and the algorithm finishes when this
procedure is applied to all nodes.
In Breadth-First Search, we have a set Queue and we always select the nodes
from the front of the Queue, and add new nodes to the rear of the Queue. This
algorithm visits the nodes in a first-in, first-out order. The hop distance of a node
i is the minimum number of arcs on the directed path from the source node s to
node i. More specifically, breadth-first search first marks nodes with hop-distance
1 and then those with hop-distance 2 and so on.
The resulting graph of breadth-first search algorithm will be breadth-first
search tree and will help us to calculate hop-distances between each node in our
graph. In the breadth-first search tree, it is known that the path from a root to
any other node is a shortest path in terms of the arcs on this path [1].
In the modified Breadth-First Search algorithm that is used in our (Heur-1)
and (Heur-2), inputs are a directed graph G = (N,A) and a source node s, where
s is an element of N . The adjacency list (Adj) representation of a graph is used in
this algorithm. The outputs are a predecessor graph, presented as tree T , which
represents the paths traveled in the BFS traversal, and a collection of distances,
stored in vector d, which represent the distance of each of the nodes from the
source node.
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Algorithm 2 represents the Breadth-First Search algorithm that is applied to
our problem in a more formal way.
Algorithm 2 Modified Breadth-First Search algorithm
(Input) G=(N,A), s
(Output) BFS tree T, distance vector d
Create a Queue Q and a tree T
for Each node u in G− s do
label[u]: = 0
d[u]:= ∞
p[u]:= ∅
label[s]:= 1
d[s] = 0
p[s] = ∅
Enqueue(Q,s)
while Q != Empty do
u:= Dequeue(Q)
for Each node v in Adj[u] do
if label[v] = 0 then
label[v]:= 1
d[v]:= d[u] + 1
p[v]:= u
Enqueue (Q,v)
More specifically, d is the vector storing hop-distance from source node to
any other node and p is the list for storing the predecessor of each node while
calculating the hop-distances for each node.
5.2 Heuristic 1
Heuristic 1 (Heur-1) is a two-stage algorithm. The first stage which is based
on a construction phase algorithm is followed by the second stage which is an
improvement algorithm.
In the first stage, the aim is to obtain a feasible solution but also we focused to
get better feasible solutions and adapted the construction phase algorithm to find
better feasible solutions. So, in the first stage it is aimed to have good feasible
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solutions in fast run times. Then, in the second stage by analyzing each time
slot used in the feasible solution, it is aimed to improve the objective function by
decreasing the time slots used.
5.2.1 Construction Phase Algorithm
The construction phase algorithm’s goal is to find the most promising initial
feasible solutions. Hence, we will construct many initial feasible solutions and
select the most promising ones by evaluating each of them in terms of the number
of time slots used. Suppose that we generated n initial different feasible solutions,
andm (m< n) most promising solutions will be selected from the n initial feasible
solutions. The n initial feasible solutions are sorted in an ascending order in terms
of the number of time slots used. The firstm of the sorted initial feasible solutions
will be selected as the most promising ones.
As explained before, radios of a router can communicate with other radios in
the same router. Therefore, in the beginning of the construction phase algorithm,
we will make connections among radios of the same router.
In order to generate different initial feasible solutions, we need to have a di-
versity based construction phase algorithm. The construction phase algorithm
starts with a different connection assignment for each feasible solution to gener-
ate different initial feasible solutions. The construction phase algorithm randomly
assigns a new connection for each channel of the first time slot. In other words,
for each channel only a connection is made randomly by respecting the utilization
constraint in the first time slot. It is known that having only one connection in
a channel does not violate the interference constraint. Therefore, in the random-
ization part we do not need to check the interference constraint. At the end of
the randomization part, for each channel we will have at most one connection
because if all the nodes are utilized before using all of the channels, we can have
channels which do not have any connection at that time slot. The randomization
of the algorithm ends with at most |W | number of connections in the first time
slot.
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After having at most one connection for each channel in the first time slot, we
will review each of the channels in the first time slot to make additional connec-
tions while respecting the interference and utilization constraint. The transmitter
and receiver nodes for each channel w and time slot t are stored in the sets Rwt
and Twt respectively. R
w
t is the set of receiver nodes, and T
w
t is the set of the
transmitter nodes in time slot t and channel w. Rwt , T
w
t , and D will be used in
formulas (5.1) and (5.2) to find the new potential transmitter and receiver nodes.
By using the formula (5.1), we select the new transmitter node which has the
highest distance to receiver nodes at the given channel and time slot. Again, the
new receiver node will be selected by using the formula (5.2). With this formula,
the node which has the highest distance to transmitter nodes at a given channel
and time slot is found. The new transmitter and receiver nodes are selected from
the unused nodes at the given time slot. After finding out the new transmitter
and receiver node for the given channel, we will try to make a connection from the
new transmitter node to receiver node. If the new connection does not violate the
interference in the channel, we will make a connection between them and update
the sets Rwt and T
w
t , and we will search for the new possible connections in the
same channel. If it does not satisfy, then we are done for this channel and move
on to next channel to which the same procedure will be applied.
We will be done with the first time slot after we searched each channel for
additional connections. Then, we will update the hopMatrix using BFS. The
hopMatrix stores the hop-distances among each pair of nodes and it is used to
find out that the diameter restriction is satisfied or not. If any pair of nodes has
a hop-distance higher than the diameter, then we have a solution violating the
diameter restriction and we need to use more time slots to satisfy the diameter
restriction.
potentialTransmitter:= arg max {pTj : j = 1, ..., |N |, j /∈ (Rwt ∪ Twt )
(5.1)
where (pTj) =
∑
k∈Rwt
(Dkj)
α ∀j
where [Dkj] is the distance matrix, and R
w
t is the set of receiver nodes in time
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slot t and channel w.
potentialReceiver:= arg max {pRj : j = 1, ..., |N |, j /∈ (Rwt ∪ Twt )
(5.2)
where(pRj) =
∑
k∈Twt
(Dkj)
α ∀j
where [Dkj] is the distance matrix, and T
w
t is the set of receiver nodes in time
slot t and channel w.
After the first time slot, we will use the formulas (5.3) and (5.4) to select the
new transmitter and receiver nodes because the construction phase algorithm has
no randomness property. Since we know the hop-distances among the nodes, we
can find the pair of nodes which violates the diameter condition and also the nodes
that do not transmit or receive until that time. The formula (5.3) (inScore) is used
to calculate the score of each node by looking at the hop-distances from all nodes
to selected node. As an example, for node i, we will look at the hop-distances
from any other node to node i and will penalize the node i if the hop-distance
is higher than the diameter. Therefore, here we will select the node with the
highest inScore value and try to make a connection to this node. The formula
(5.4) (outScore) is used to calculate the score of each node by looking at the
hop-distances from the selected node to all other nodes. As an example, for node
i, we will look at the hop-distances from i to any other node j and will penalize
the node i if the hop-distance is higher than the diameter. Therefore, here we
will select the node with the highest outScore value. As a result, we will find
the new transmitter node with the highest outScore value and the new receiver
node with the highest inScore value and make a connection from the transmitter
node to receiver node for the given channel. The inScore and outScore values
are updated after each connection, because the hop-distances among the nodes
change with the new connection.
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inScore := (inScorei) =
∑
j
(max {0, hopMatrixji − diam})2 ∀i (5.3)
outScore := (outScorei) =
∑
j
(max {0, hopMatrixij − diam})2 ∀i (5.4)
where hopMatrix is the hop-distances matrix and i, j ∈ N , where N is the node
set.
With the formulas (5.3) and (5.4), in the beginning for each channel we will
make at most one connection by respecting the utilization constraint for the new
time slot. After that, each channel will be searched again to make additional
connections. We will use the formulas (5.3) and (5.4) to find new transmitter
and receiver nodes while respecting the utilization constraint. We can make a
new connection from the new transmitter node to new receiver node only if they
do not violate the interference constraint. If a connection is made, then we will
update the inScore and outScore values by using the formulas (5.3) and (5.4) and
search for new possible connections at the same channel. However, if the selected
nodes violate the interference constraint, we will be done with the channel and
move on to the next channel to search for possible connections.
During the construction phase algorithm, after each new connection we will
calculate the hop-distances among the nodes with Breadth-First Search algo-
rithm. Also, after the first time slot inScore and outScore values of each node are
also updated for use in the latter possible connection assignments.
In the construction phase of the algorithm, while making new connections,
interference and utilization constraints are checked for satisfaction. However,
there is no need to check the interference constraint for first connection of each
channel at any time slot. And, the algorithm will end when hop-distances of
all pair of nodes are equal or less than the given diameter value. Since, in the
constructed graph we can find a directed path from each node to other any
node below the given diameter, we can say that the constructed graph is also a
strongly-connected graph and so we found an initial feasible solution.
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Since we are trying to get good initial feasible solutions to improve them in the
next stage, firstly a number of different initial feasible solutions are constructed by
using the construction phase algorithm. As explained above, the most promising
ones will be selected to use in the improvement phase of the heuristic.
Algorithm 3 represents the construction phase algorithm of (Heur-1) to obtain
an initial feasible solution in a more formal way. In the algorithm, we aimed to
get requiredFeas number of initial feasible solutions which is controlled by using
the parameter numFeas. In order to check the utilization constraint the union
of Twt and R
w
t sets are used at each connection. The T
w
t and R
w
t sets are also
used together to find the potentialTransmitter and potentialReceiver nodes which
are not connected before at the first time slot. The hopMatrix is hop-distances
among the nodes which is calculated by using the BFS. And inScore and outScore
vectors are used to select the new transmitter and receiver nodes after the first
time slot. As explained in the algorithm, we aimed to select these nodes which
have higher hop-distances to other nodes.
In order to get better solutions with improvement algorithm, we need many
initial feasible solutions. From a number of initial feasible solutions that are
constructed respecting this algorithm, we will select the best ones and use each
of them in the next stage of our heuristic. The construction phase algorithm has
a randomness factor in the first time slot and in order to reduce the possibility
of getting different results in each time when the heuristic is used to solve the
given instance many times, the improvement phase algorithm will start with
best initial feasible solutions. Scalar numFeas is used to count the number of
feasible solutions obtained. The number of initial feasible solutions required in
the construction phase algorithm is given with scalar value requiredFeas.
5.2.2 Improvement Algorithm
Improvement algorithm mainly focuses on making the most promising feasible
solutions better in terms of the number of time slots used which are found in the
previous stage. The logic behind this algorithm is based on local search. After
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Algorithm 3 Construction Phase Algorithm for (Heur-1)
(Input) requiredFeas
(Output) requiredFeas number of feasible solutions
Initialization Phase (t=1)
numFeas:=0, t=1
Twt := ∅, Rwt := ∅
while numFeas < requiredFeas do
if t:= 1 then
for w:= 1 to |W | do
Select randomly nodes i, j /∈ (Tw1 ∪ Rw1 )
Make a connection from node i to node j in channel w
Update Tw1 and R
w
1
Construct hopMatrix using BFS
for w:= 1 to |W | do
if All pair of nodes are utilized then
Exit the for loop
else
Select the potentialTransmitter node k and potentialReceiver node l
s.t k, l /∈ (Twt ∪ Rwt ) using the formulas (5.1) and (5.2)
Check for interference
if No violation then
Make a connection from node k to node l in channel w
Update Tw1 and R
w
1
Construct hopMatrix using BFS
Update inScore and outScore using (5.3) and (5.4)
Intermediate Phase (t ≥ 2)
while ∃i 6= j s.t. hopMatrixij > diameter do
t++
for w:= 1 to |W | do
Select the node i with the highest outScore and node j with the highest
inScore s.t i, j /∈ (Twt ∪ Rwt ) by using the formulas (5.3) and (5.4)
Make a connection from node i to node j in channel w
Update hopMatrix, inScore and outScore
for w:= 1 to |W | do
Select the node k with the highest outScore and node k with the highest
inScore s.t k and l /∈ (Twt ∪ Rwt ) by using the formulas (5.3) and (5.4)
Check for interference
if No violation then
Make a connection from node k to l in channel w
Update hopMatrix, inScore and outScore
Record the solution and numFeas++
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we have a feasible solution, this algorithm searches for improving the solution by
allowing to have an infeasible solution in terms of diameter restriction and then
constructs a feasible solution that satisfies all of the constraints. This procedure
continues until there is no change in the optimal solution for a number of steps.
Since we have a number of feasible solutions, for each one we will apply the
improvement phase algorithm which is given below, and take the best one after
improving all initial feasible solutions.
Let G = (N,A) be the network such that N is the node set, and A is the set
of connections among the nodes. In the beginning, the set A is empty for the
given network.
Stepsize is the maximum allowable number of steps which the improvement
phase will look to find a better solution. The limitSameSol is the maximum
allowable number of consecutive steps which the best solution of an initial feasible
solution does not improve. In other words, for each initial feasible solution we
keep the best solution found while moving on to next step. If this best solution
does not improve consecutively in limitSameSol number of steps, we will stop
to improve that initial feasible solution and move on to the next initial feasible
solution. The allowRemArcs is the maximum allowable number of connections
that can be removed from the solution and minAllow is the minimum allowable
number of connections that can be removed from the solution. The limitArcScore
is the maximum arcScore value to remove a connection from the solution. In the
latter paragraphs these topics will be explained in detail. The bestFeasible is the
solution which has the minimum number of time slots used. In the initialization
stage of the improvement phase algorithm, it will be equal to the best initial
feasible solution value that is obtained in the construction phase.
The countStep, countSameSol and countArc values are used to control the
Stepsize, limitSameSol and allowRemArc parameters respectively, and the k value
is used to increase the limitArcScore value when the algorithm is not able to find
a connection to remove.
The first step of the improvement algorithm is to analyze all the time slots
used in the initial feasible solution. Here, we look at each time slot and calculate
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Algorithm 4 Improvement Algorithm for (Heur-1)
(Input) Fix the Values of Stepsize, limitSameSol, allowRemArcs, minAllow,
limitArcScore, bestFeasible,and k
Feasible Solutions G=(N, A) constructed in Construction Phase of (Heur-1)
(Output) bestFeasible
(Initialization) Twt := ∅, Rwt := ∅ ∀t, w
countArc=0, countStep=0, countSameSol=0,
while countStep < Stepsize and countSameSol < limitSameSol do
for Each used time slot t do
Calculate timeScoret
if ∃ time slot t with timeScoret = 0 then
Remove time slot t
Select the time slot t with the lowest timeScore value
Remove time slot t
countArc=0
while (countArc < allowRemArcs) & (countArc > minAllow) do
for Each connection (i, j) ∈ A in solution do
if arcScoreij < limitArcScore then
Remove connection from node i to j
countArc++
if countArc = 0 then
limitArcScore:= limitArcScore + k
Construct hopMatrix using BFS
Update inScore and outScore using (5.3) and (5.4)
for Each used time slot t do
for w:= 1 to |W | do
for (i, j) ∈ A s.t i, j /∈ (Twt ∪ Rwt ) do
Select the nodes i and j as new transmitter and receiver nodes
Check for interference
if No violation then
Make a connection from node i to j in channel w
Construct hopMatrix using BFS
Update inScore and outScore using (5.3) and (5.4)
Update Twt and R
w
t
Use the Intermediate Phase of the Construction Phase Algorithm of (Heur-1)
Record the solution
if new solution value > bestFeasible then
countSameSol++ and countStep++
else
Update bestFeasible
countSameSol=0 and countStep++
Update allowRemArcs and limitArcScore
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a score for each time slot. The score of a time slot is the number of pair of nodes
which hop-distances exceed the given diameter value if we do not use that time
slot in our solution.
timeScore := (timeScoret) =
∑
i6=j
(btij) ∀t (5.5)
where btij =
{
1, if hopMatrixt(i, j) > diameter
0, o.w
∀i, j ∈N, t ∈T.
hopMatrixt:= hop-distance matrix when time slot t is removed.
By calculating the scores for each time slot, we can find which of the time
slots are considerably needed or not. As an example, if for time slot t, we found
that timeScore is 0, then we can easily say that when we remove the time slot t,
our solution will be feasible again and the number of time slots used to satisfy the
diameter condition will decrease by one unit. Also, the smaller value we found
for a time slot t means that after removing that time slot, our solution will not
be feasible but will not be affected too much either. When the timeScore value
for a time slot t is higher compared to other time slots, we can conclude that
time slot is much more necessary for our feasible solution.
After finding the timeScore values for each time slot for the initial feasible so-
lutions, firstly we look for timeScore values of 0 so that we can remove them from
our solution without making the solution infeasible. If not, then we will remove
the time slot that has the lowest timeScore value. But only removing a time slot
with the lowest timeScore value is not enough to construct a better feasible solu-
tion comparing to previous one. We should also remove some arcs(connections)
from the remaining solution to construct a better solution than previous one.
However, there is no necessity that the new feasible solution will be better than
the previous one. But we have a limited number of steps to improve the initial
feasible solution, in the earlier steps it is not important to have much worse fea-
sible solutions compared to previous feasible solution. In the latter steps, we do
not allow much worse feasible solutions. So if the new feasible solution in the
latter stepsizes are much worse than our best feasible solution, we will return to
best feasible solution and remove a different time slot.
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As mentioned in the previous paragraph, after removing a time slot with the
lowest timeScore, we need to remove some arcs from our solution. The logic of
removing arcs from the remaining solution is the same with the removing of time
slot. However, as the number of nodes in the graph increases, the arcs used in
the feasible solution will increase very rapidly. Therefore, for larger networks,
looking at each arc used in the solution and sorting them from the worst one to
the best one may take longer time. So, for each arc we will find out how many
pair of nodes exceed the diameter value once this arc will be eliminated from our
solution. After that, a formula (5.7) is developed by looking at the number of
arcs used in the solution to evaluate the arc which the arcScore is calculated.
arcScore := (arcScorekl) =
∑
i6=j
(cklij ) ∀k, l (5.6)
where cklij =
{
1, if hopMatrixkl(i, j) > diameter,
0, o.w
∀i, j, k, l ∈N
hopMatrixkl:= hop-distance matrix when connection (k, l) is removed.
After finding a limitArcScore for the solution, we will remove a connection
only if its arcScore value is less than the limitArcScore. If a connection has an
arcScore which is higher than the limitArcScore, then that connection is vital for
our solution. The formula to calculate the limitArcScore is shown in Formula
(5.7).
limitArcScore := limit · (|W | − 1) (5.7)
where limit is a variable which decreases as the step number increases.
In the first steps of the improvement algorithm, we keep the limitArcScore
value as high as possible because there can be many connections removed from
the solution and at that time it is not meaningful to put a restriction on the
potential removable connection. However, in the following steps, we decrease the
limitArcScore value because we do not allow many connections to be removed
from the solution. Therefore, we will select the most unnecessary connections
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that can be removed from the solution.
In the arc removing procedure, there is one more important point to consider.
Will we remove all the arcs that satisfy the inequality above or will we limit the
number of removed arcs?
The approach followed here is mainly based on the Stepsize value. We have a
scalar removeRatio value at the beginning which gives us an upper bound on the
number of the arcs that can be removed from the solution. This allowRemArcs
value is calculated according to following formula 5.8.
allowRemArcs := removeRatio · |N | (5.8)
where removeRatio is a variable which decreases as the step number increases.
In the early steps, we allow more arcs to be removed from the solution so we
start with a high allowRemArcs value, but in the latter steps, this value increases
as the number of steps increase. Also, in order to find new and different solutions,
we always need some arcs to remove. To ensure this property, a constant value
minAllow is defined as lower bound on the number of arcs that will be removed.
So, the allowRemArcs value will not be lower than this threshold value providing
our heuristic to reach to different solutions.
After removing a time slot and removing some arcs from the solution, it is
needed to construct a feasible solution. Here, we will use the same procedure that
is explained above in the beginning of the (Heur-1). Shortly we will calculate the
inScore and outScore of each node, and make the new connections according to
these score results.
Finally, we will get a new feasible solution and record it and by updating the
necessary values, we will move on to next step to find a new feasible solution.
The heuristic will finish when the number of steps reached the stepsize value.
However, if for a number of steps, we can not improve our best feasible solution,
our heuristic will terminate in order to provide fast run times.
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5.2.3 Illustration with an Example
In this section, (Heur-1) will be illustrated using a small network example. There
are 6 nodes and 3 routers in the given network. The distances among nodes are
given in Table 5.1. The number of available channels is 2 and the diameter value
is 4 for the given network.
In our algorithm we generate many initial feasible solutions and use some of
the best ones in our improvement algorithm. In this example from 10 gener-
ated initial feasible solutions, the most promising 5 solutions will be used in the
improvement phase algorithm.
The Stepsize value is 10 and the limitSameSol value is 4 which is used to
count the number of consecutive steps for which the best feasible solution is not
improved.
Distance 1 2 3 4 5 6
1 -  29 15 92 6
2  - 8 23 16 31
3 29 8 -  15 14
4 15 23  - 19 89
5 92 16 15 19 - 
6 6 31 14 89  -
Table 5.1: Distance Matrix
In the beginning, radios of the same router will be connected, because as
explained in the problem it is assumed that radios of the same router can com-
municate with each other. From Table 5.1 we can see that the distances between
nodes 1 and 2, 3 and 4, 5 and 6 are very small. So, nodes 1 and 2 are connected
in the same router, nodes 3 and 4 are connected in the same router and the
nodes 5 and 6 are connected in the same router. The resulting figure after the
initialization phase is given by Figure 5.1.
The Twt is a set to store the transmitter nodes at channel w of the time slot
t. The Rwt is used to store the receiver nodes in the same way.
Then, the construction phase algorithm will be applied to the given network.
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Figure 5.1: Constructed Network in the Beginning
Firstly, in the first time slot we will randomly assign a connection between nodes
for each channel. In other words, we will assign a connection randomly, let say
from 2 to 3, at channel 1 and from 5 to 4 at channel 2. The union of sets T 11 , and
T 21 are composed of nodes 2 and 5, the union of sets R
1
1, and R
2
1 nodes are 3 and
4 after the initialization phase of the construction phase algorithm.
After making only one connection in each channel at the time slot 1, we will
now explore each channel in time slot 1 in order to make additional connections.
At channel 1, the formulas (5.1) and (5.2) will be used to find the new potential
transmitter and receiver nodes. In the T 11 and R
1
1 we have node 2 and node 3
respectively. Using the formulas (5.1) and (5.2), the nodes that are not in (T 11 ∪
R11) will be selected. We found that the new potential transmitter node is 1 and
the new potential receiver node is 6, because node 1 has the maximum distance
to receiver node 3, and node 6 has the maximum distance to transmitter node
2. Now we will check for the interference constraint satisfaction when there is a
connection from node 1 to 6. When we calculated the interference constraint at
channel 1 of time slot 1, we observed that making a new connection from 1 to 6
violates the interference for the receiver nodes. So we will not make a connection
and move on to the channel 2, to make a possible new connection.
In the T 21 and R
2
1 the nodes 5 and 4 are stored respectively. Again we will use
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the same procedure above to find the new possible transmitter and receiver nodes.
By using the formulas (5.1) and (5.2), node 6 will be the potential transmitter
node and node 1 will be the potential receiver node. After checking with the
interference constraint it is observed that making a new connection from 6 to 1
does not violate the interference constraint. So we make a new connection from 6
to 1 and update the T 21 , R
2
1. Now we will again search for new possible connection
at channel 2, with the updated lists. The transmitter nodes are the nodes 2, 5
and 6 and the receiver nodes are the nodes 1, 3 and 4 in the time slot 1. Since
all the nodes in the network are used in this time slot, we can not make any new
connection. So, with the new connection we will now update the hopMatrix and
check that each hop-distance is less than or equal to given diameter value 4. The
hopMatrix is given in Table 5.2. The ∞ values between a pair of nodes mean
that pair of nodes can not communicate with each other now. Since there are
hop-distances greater than the diameter value, we will increase the time slot to
2 and make new connections in this time slot.
Hop-Distance 1 2 3 4 5 6
1 - 1 3 3 ∞ ∞
2 1 - 1 2 ∞ ∞
3 ∞ ∞ - 1 ∞ ∞
4 ∞ ∞ 1 - ∞ ∞
5 2 3 2 1 - 1
6 1 2 3 2 1 -
Table 5.2: Hop-Distance Matrix at the end of time slot 1
Before making new connections in the new time slot, we must calculate the
inScore and outScore of each node. The scores are given in Table 5.3. If the
inScore value of node i is greater than 0, then we can find a node j such that the
hop-distance from node j to node i is greater than the given diameter. But, if
the inScore value of a node i is equal to 0, then all other nodes in the network
communicate with node i within the given diameter restriction. The same logic
is valid for outScore values of nodes. If the outScore value of node i is greater
than 0, then we can find a node j such that the hop-distance from node i to node
j does not satisfy the diameter restriction. But, if the outScore value of node
i is equal to 0, then node i can communicate with every other node within the
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given diameter value. In the similar fashion, until all the elements of the hop-
distance matrix is less than or equal to given diameter, we will use a new time
slot and make new connections at the new time slot respecting the interference
and utilization constraints. In time slot 2, we made connections from node 2 to
node 3 at channel 1 and from node 1 to node 5 at channel 2 and in time slot we
made only a connection from node 4 to node 6 at channel 1 and stopped because
we see that a feasible solution is found when we looked at the hopMatrix at time
slot 3. The hop-distance matrices at the end of time slot 2, and 3 are shown
in Table 5.4. After a new connection is made, the inScore, and outScore values,
and Twt , R
w
t sets will be updated dynamically because the new transmitter and
receiver nodes will be used to find the new transmitter and receiver nodes. All
the elements of hopMatrix will be calculated by BFS and compared with the
given diameter value. In Table 5.4, we see that hop-distances of all pair of nodes’
are less than or equal to given diameter at the end of time slot 3. Therefore, we
found an initial feasible solution for the given network.
inScore outScore
1 ∞ ∞
2 ∞ ∞
3 ∞ 0
4 ∞ 0
5 0 ∞
6 0 ∞
Table 5.3: inScore and outScore Results
The required number of feasible solutions to be generated is 10, so this con-
struction phase algorithm will be repeated for 10 times and then 5 most promising
solutions will be selected from 10 different initial feasible solutions according to
their results. The 5 initial feasible solutions which the minimum solution value
will be used in the improvement phase algorithm. The results of these initial
feasible solutions are given in Table 5.5. If we have more than one solution with
the same value for the last most promising solution, then we can select any of
them as the last most promising one.
Solutions 1, 2, 4, 6, and 10 are selected as the most promising solutions for
the given network. These solutions will be used in the improvement algorithm.
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Hop-Distance (t=2) 1 2 3 4 5 6
1 - 1 2 3 1 2
2 1 - 1 2 2 3
3 2 1 - 1 3 4
4 3 2 1 - 4 5
5 2 3 2 1 - 1
6 1 2 3 2 1 -
Hop-Distance (t=3) 1 2 3 4 5 6
1 - 1 2 3 1 2
2 1 - 1 2 2 3
3 2 1 - 1 3 2
4 2 2 1 - 2 1
5 2 3 2 1 - 1
6 1 2 3 2 1 -
Table 5.4: Hop-Distance Matrices at the end of time slots 2 and 3
Feasible Solution 1 2 3 4 5 6 7 8 9 10
Value 3 5 6 5 6 4 7 6 7 4
Table 5.5: Feasible Solutions
Let us continue with the initial feasible solution 1 which we constructed, and
use our improvement heuristic to improve the result obtained. First of all, we
will calculate the timeScore of each time slot used in the feasible solution. The
timeScores of each time slot are given in Table 5.6.
time slot timeScore
1 13
2 4
3 11
Table 5.6: timeScore Results
For example, the timeScore value of the time slot 1 is 13. This means that
if we remove all of the connections in time slot 1 then there will be 13 pair
of nodes which have hop-distance values higher than the diameter. Since the
smallest timeScore value is for the time slot 2, we will remove all the connections
in this time slot. After that, we will analyze the connections in the remaining
network. We will calculate the limitArcScore by using the formula (5.7). We will
CHAPTER 5. HEURISTICS 74
take a connection and calculate the arcScore of this connection. If this value is
less than the limitArcScore, then we will remove this arc from the network. The
upper bound for the number of arcs that can be removed is controlled by the
allowRemArcs value. This value is calculated by using the formula (5.8). At the
beginning of the steps, the allowRemArcs value is high but it decreases when the
step number increases. The reason beyond this is that we do not want to obtain
local optimal solutions. So we remove the connections that have arcScores less
than limitArcScore with an upper bound of allowRemArcs.
After removing the connections, we have an infeasible solution in terms of
the diameter constraint. Now we will use the Intermediate Phase of the con-
struction phase algorithm to obtain a new feasible solution. It is important to
construct a new feasible solution at the end of each step. Then the new feasible
solution is recorded and the step number is increased by one. Until we reach
the given stepsize value, we will apply the procedure above the to improve our
feasible solution. However, if we can not improve the best feasible solution in
countSameSol number of steps consecutively, we will not continue anymore on
this initial feasible solution and move on to the next initial feasible solution to
apply the improvement heuristic.
The results obtained in each step of the improvement heuristic for the each
initial feasible solution are given in Table 5.7.
Step No.
Initial Feas. Sol. 1 2 3 4 5 6 7 8 9 10 Best
1 3 4 4 3 4 - - - - - 3
2 5 6 6 7 6 - - - - - 6
4 5 4 4 4 3 4 4 3 3 - 3
6 5 5 5 6 4 5 4 4 4 - 4
10 4 5 5 4 3 3 3 4 3 - 3
Table 5.7: Solution Results
From Table 5.7, we see that the best solution is 3 and obtained from the initial
feasible solutions 1, 4 and 10. So, we will record the solution with the value 3 as
our best feasible solution.
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5.3 Heuristic 2
Heuristic 2 (Heur-2) is also a two-stage algorithm, in which the first stage is based
on a construction phase algorithm and followed by an improvement algorithm,
and differs from the (Heur-1) only in two main points.
One of the difference is when assigning new connections in the construction
phase algorithm and the other one is while improving the feasible solution in the
in the improvement algorithm.
5.3.1 Construction Phase Algorithm
The construction phase algorithm of (Heur-2) differs from the construction phase
algorithm of (Heur-1) in only one dimension. Here in the first time slot the
same algorithm in (Heur-1) will be applied to make new connections in the given
channel. However, in the latter time slots, we will not calculate inScore and
outScore values. Instead, in each channel, we will start with finding a pair of
nodes which has a hop-distance that violates the diameter respecting the utiliza-
tion constraint, and then make a connection between them without checking the
interference constraint. There is no difference between the pair of nodes which
have hop-distance greater than the diameter. In other words, the algorithm will
select the first pair which has a hop-distance greater than diameter, because if
we look at the hop-distances of all pair of nodes and select the greatest one, the
CPU time to construct initial feasible solutions will increase too much. However,
as mentioned before in the construction phase algorithm we want to have better
feasible solutions in fast running times. The Twt and R
w
t sets will always be up-
dated with the new connection. After that, the formulas (5.1) and (5.2) are used
to find the new potential transmitter and receiver nodes in the same channel.
If both of the utilization and interference constraints are satisfied, then we will
make a connection between these nodes and update the Twt and R
w
t to look for
new connections in the same channel. We will stop and move on to the next chan-
nel when we can not make a connection from the potential transmitter node to
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receiver node. If there exists a pair of nodes which has diameter greater than the
diameter, we will use another time slot. A feasible solution will be constructed
when the hop-distances among the nodes are less than or equal to diameter.
We will generate many initial feasible solutions and select the most promis-
ing ones according to the given parameters like done in the construction phase
algorithm of (Heur-1).
5.3.2 Improvement Algorithm
Like the construction phase algorithm, improvement algorithm of (Heur-2) differs
from the (Heur-1)’s improvement algorithm in one but important point.
The logic of removing unnecessary time slots and less needed arcs are same
with the improvement phase algorithm of (Heur-1). However, in this algorithm
we will remove two time slots which have the least timeScore values. Here, we
will firstly remove the time slot with the least timeScore value and then from
the remaining time slots we will again calculate timeScore values. And the time
slot which has the least timeScore from the remaining time slots will be removed.
Then, we will remove the connections which have arcScores less than limitArc-
Score while checking the number of connections removed with the upper bound
allowRemArcs. After that, a new feasible solution will be constructed by using
the logic of the construction phase algorithm in (Heur-2).
We store the best feasible solution and check with the new feasible solutions
found by using the improvement algorithm. In the beginning, the best feasible
solution is the value of the best solution found in the construction phase algo-
rithm. When a new feasible solution uses less time slots than the best feasible
solution, we will store the new feasible solution as the best feasible solution. The
improvement phase algorithm will be applied to all most promising initial feasible
solutions. While constructing a new feasible solution from an initial feasible so-
lution, we allow to have worse feasible solutions comparing to that initial feasible
CHAPTER 5. HEURISTICS 77
solution’s beginning value. However, if there is no progress for a number of solu-
tions, we will stop to improve that initial feasible solution and store the solution
only if it is better than the best feasible solution. Then, the improvement phase
will be applied to next most promising initial feasible solution. The algorithm
will end when all most promising feasible solutions are examined and the best
feasible solution found will give us the result of the algorithm.
The aim of the improvement phase of (Heur-2) is to construct a better new
feasible solution in terms of number of time slots used. The worst two time slots
are removed from the solution to construct a new feasible solution by adding a
new time slot. Suppose that for a network with 4-nodes, the diameter value is 3
and there is only one available channel. We construct a feasible solution using 3
time slots which is shown in Figure 5.2. However, when we remove the time slots
2 and 3, we are able to construct a new feasible solution only adding a new time
slot, and we decrease the number of time slots used for a given network.
Figure 5.2: (Heur-2)
5.4 Genetic Algorithm
In (Heur-1) and (Heur-2), during the improvement phase we only allow to have
solutions that do not satisfy the given diameter value. But, while searching for a
better solution in terms of number of time slots used, an algorithm can be designed
to wander through solutions that violate both the diameter and interference con-
straints. Here, we adapted the genetic algorithm to fit the characteristics of our
CHAPTER 5. HEURISTICS 78
problem. We have three major restrictions in our problem while solving with
an approximation algorithm. These are diameter, interference and utilization
constraints.
In our genetic algorithm, firstly we allowed to have solutions that do not
satisfy any of the three restrictions. However, the results showed that we can
not get feasible solutions in some instances with this algorithm. We found that
constructing a solution violating the utilization constraints is not an efficient
method in genetic algorithm. Therefore, in the genetic algorithm we used in our
problem we do not want to allow solutions that do not satisfy the utilization
constraints.
Since the genetic algorithm is an evolutionary algorithm, it recombines the
existing solutions to obtain new better ones by following the basic principles
biological evolution techniques such as crossover, and mutation.
A typical genetic algorithm requires two things to be defined;
• A genetic representation of the solution domain,
• A fitness function to evaluate the solution domain.
The main property that makes these genetic representations convenient is that
their parts are easily aligned due to their fixed size that facilitates simple crossover
operation. And, the fitness function is defined over the genetic representation and
measures the quality of the represented solution. The fitness function is always
problem dependent. So, here we will define a fitness function that meets our
problem’s needs.
Now, we will discuss the issues that must be constructed in genetic algorithms
and adapt these issues to our problem.
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5.4.1 Initial Population
Each individual of the initial population is constructed by randomly selecting
channel and time slot to each connection. Since we are constructing the connec-
tions for a given network, we do not have any limitation in number of edges for
a node. In other words, a node can not be used or used more than once when we
looked at the all time slots used. Here, for the initial population there is no con-
dition to check diameter, utilization and interference constraints, so we can say
that there is a pure randomness. We are only restricting not to have connections
from a node to same node. Also, we do not use a connection more than once in
the initial population.
The aim of this randomness is to search for a wide range of possible solutions.
5.4.2 Crossover
There are two kinds of crossover techniques mainly used in problems. In this
study, we will use the single-point crossover.
In Single-Point Crossover, a single crossover point on both parents’ organism
strings is selected. All data beyond that point in either organism string is swapped
between the two parent organisms. The resulting organisms are the children. The
single point crossover is shown in Figure 5.3.
In our problem, the aim of crossover is to have a population that satisfies the
utilization constraints. As we said before, we do not want to have a solution that
does not satisfy the utilization constraint in our genetic algorithm. But, in the
initial population part, we do not check that the constructed population satisfies
the utilization constraints. So, while constructing a new child from two parents,
we check that a node is used at most once for each time slot. If a node is used
more than once in a time slot, we will keep randomly only one connection using
that node and remove all other connections. As a result, in the crossover part
of our generic algorithm we ensure that each population satisfies the utilization
CHAPTER 5. HEURISTICS 80
Figure 5.3: Single-Point Crossover
constraint. Also, another contribution of the crossover to our genetic algorithm is
the diversity. Since we constructed a new child from two parents, the child may
have different connections than their parents. If new child is highly ranked then
it will be used to generate new child in the latter iterations. If not, we do not
aim to remove it from our solution but there is no guarantee to use that child to
generate new child in the latter iterations.
5.4.3 Mutation
Mutation is used to obtain diversity from one generation of a population to the
next. Mutation is applied to prevent having similar chromosomes(solutions) in
a population. The purpose of mutation is not to get stuck at local optimum
solutions. Therefore, in genetic algorithm mutation is used to differentiate the
solutions. However, the mutation technique used in genetic algorithms differs
according to the characteristics of the problem.
In our problem, goal of mutation is to add a new random connection in a
time slot so that new connections can be used in the population. With the
new population, we can have different and highly ranked generations in the next
iterations. However, adding a random connection may violate the utilization
constraints of the population. But, it is known that if the mutated population is
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selected in the next generation, we need toensure that it satisfies the utilization
constraints in the crossover part of the genetic algorithm.
5.4.4 Fitness Function
A fitness function is a particular type of objective function that quantifies the
optimality of a solution (a chromosome) in a genetic algorithm so that that par-
ticular chromosome may be ranked against all the other chromosomes. Good
chromosomes, or at least chromosomes which are better, are allowed to breed
and mix their datasets by crossover and mutation techniques, producing a new
generation that will be even better.
An ideal fitness function correlates closely with the algorithm’s goal, and yet
may be computed quickly. Speed of execution is very important, as a typical
genetic algorithm must be iterated many, many times in order to produce a
usable result for a non-trivial problem.
Finding a suitable fitness function is always hard and for our problem, different
types of functions such as linear and exponential functions are tried.
In our problem, we evaluate ranking of a population in four dimensions.
These are diameter penalty, interference penalty, utilization penalty and time
slot penalty. Diameter penalty (diamPen) is used for each pair of node that has
higher hop-distance than the diameter. Interference penalty(interPen) is calcu-
lated for each node in a time slot t and channel w. If there are nodes that violate
the interference constraint, we penalize each of them. Utilization penalty(utilPen)
is used to penalize a node in a time slot if it is used more than once. The time
slot penalty(timePen) is used to encourage the solution to use fewer time slots.
The summation of all these four penalty costs give us the penalty cost of the
solution.
A linear fitness function is used so that the penalty cost while obtaining an
infeasible solution in first iterations and in the last iterations does not differ much.
In other words, we used the same penalty cost for all iterations.
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In exponential fitness functions, the penalty cost is increased exponentially
when the number of iterations increase. So, we allow low ranked solutions in
the first generations so that the chance to obtain local optimum will be lowered.
However, in the last generations, we do not want to have infeasible solutions.
Therefore, penalty cost for the last generations should be more than the first
generations.
According to findings, an exponential fitness function must be used in our
problem. Then, we optimized an exponential function which is given below to
this problem.
FitnessFunctionpop := totalPenaltypop·(e(iter2)−1) ∀pop
(5.9)
where totalPenaltypop = (diamPenpop+ interPenpop+utilPenpop+ timePenpop),
’pop’ is the given population. The ’iter’ is the iteration number in the algorithm
where there is totalIter number of iterations are used.
The term,(e(iter
2)−1), is used to provide the exponential part of the fitness
function which is explained above. The fitness function is used to evaluate and
then rank each population.
The last property of our genetic algorithm for this problem is to keep a number
of best individuals from a population size while generating new population. For
example, for a population size of 100, we defined that 5 of the best individuals
must be kept for the next generation. There is no guarantee that one of these 5
best individuals will be a feasible solution. However, if there are a feasible and
an infeasible solutions with the same score, we will select the feasible solution. If
there is not any feasible solution in the population, then the 5 best individuals
will be selected from infeasible solutions.
Different combinations of population size and the number of best individuals
are applied in our problem, and then we find the most suitable values for our
problem. These parameters will be given in the computational results section.
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The genetic algorithm is formally explained in Algorithm 5. The popSize
is the size of population, which gives us the number of solutions generated in
an iteration. The numBest value is the number of best individuals(solutions)
which has the lowest penalty and which will keep to use in the next generation.
The totalIter value is the number of iterations which new populations will be
generated.
Algorithm 5 Genetic Algorithm
(Input) popSize, numBest, totalIter
(Output) bestIndividual
Construct the initial population with a size of popSize
Evaluate each individual of the population using fitness function
while iter:=1 to totalIter do
Select the best individuals that will crossover or mutate
Breed new generation with single-point crossover
Breed new generation with mutation
for Each new offspring k that is constructed with crossover and mutation
do
Evaluate the individual fitnesses of the offspring k using fitness function
Sort each new offspring k in terms of penalty scores in ascending order
for j:= 1 to numBest do
Put the j. offspring k into the population
for j:= (numBest+1) to popSize do
Construct an individual l and put it into the population
iter++
5.5 Computational Complexity
The computational complexity of a heuristic is used to measure the heuristic’s
efficiency. Because if the heuristic has a computational complexity in exponential
terms, in larger networks its efficiency will be lowered much and since the heuris-
tics do not guarantee the optimal solution, there will be no major advantage of
using heuristic in the problem. Therefore, the algorithms used in the heuristics
mostly should be polynomial-time algorithms.
Firstly, let us look at the Breadth-First Search algorithm that is mostly used
in each part of our heuristics (Heur-1) and (Heur-2). Since in the worst case
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breadth-first search has to consider all paths to all possible nodes. The time
complexity can also be expressed as O(|A|+ |N |) since every node and every arc
will be explored once in the worst case.
For (Heur-1) and (Heur-2), in the worst case we should consider all pair of
nodes and recall each pair to calculate the inScore, outScore and arcScore in each
time slot if necessary. A two-dimensional array is used to store the connections
with the time slots. Both of the dimensions of the array are composed of the
nodes of the network. The value of a pair of node in this array gives us the
time slot number that the connection is made. However, when there is not a
connection between a pair of node, a negative value (-1) is used. Therefore,
with this representation we aimed to store an adjacency matrix with the time
slots so that the scores that are explained above and the hop-distance values are
calculated with this two dimensional array. Also, the utilization constraint will
be checked with this array. In the worst case we have to look all the elements
of this array. So, the time complexity will be O(|N |2). During the interference
check, we need to know the channel of the connections. Hence, the algorithm
will call all connections with the assigned channel. Since the time complexity of
recalling a connection in a time slot is O(|N |2), the worst time complexity of the
heuristics can be expressed as O(|N | ∗ |N | ∗ |W |). But, the number of channels
is always limited with a maximum number of 12. So, practically we can say the
time complexity of both of the heuristics are O(|N |2).
For the genetic algorithm, we repeat the procedure that is explained above for
each iteration. As defined above, iter is the iteration of a genetic algorithm, then
totalIter will give the number of iterations used in the genetic algorithm. So, the
complexity of our genetic algorithm will be O(|N | ∗ |N | ∗ |W | ∗ totalIter), and in
practice we can say that the computational complexity for our genetic algorithm
will be equal to O(|N | ∗ |N | ∗ totalIter).
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5.6 Experimental Results
In this section, the experimental studies performed on the techniques of (Heur-1),
(Heur-2) and genetic algorithm will be presented.
The results of all models and algorithms are obtained using JAVA programmn-
ing language on a computer with a CPU clock of 2.0 Ghz and 1 GB RAM.
We used eleven different type of instances to evaluate the performance of the
models and algorithms. Number of nodes for these instances are 4, 6, 8, 10,
12, 14, 20, 30, 40, 50, and 100 respectively. The number of channels used in the
instances are 2, 4, 8 and 12. We divided the instances into two groups. In the first
group, we know the optimal solutions from the previous hapter and the number
of nodes in this group instances vary between 4 and 14. We used two different
diameter values for each instance in this group. One of them is the 40% of the
number of nodes and the other is the 70% of the number of nodes. In the second
group, the optimal solutions can not found in reasonable times and the number
of nodes in this group vary between 20 and 100. Again, we used two different
diameter values for each instance in this group. One of them is the 10% of the
number of nodes and the other is the 20% of the number of nodes. We decreased
the diameter value for larger sized networks because it is not much realistic to
have larger diameter values in real life applications of wireless networks.
For each instance, the distance matrix and power vector are generated with
an identified interval. Also, as typical in the literature, we assumed that the α
value is 3, and the γ value is 5 and the N0 is 0.000001 by considering used data
of other studies in our experimental analysis.
In the genetic algorithm, we take the population size as 10, the number of
best individuals which will be used in the next generation as 3, and the mutation
percentage as 0.005.
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From Table 5.8, we see that for larger networks we can get good solutions in
fast running times. For a 100-node network, (Heur-1) can find solution in approx-
imately 10 minutes. The CPU time increases when the network size increases but
comparing to (ILP-2) results, the increase is not as significant.
When the number of channels increase for an instance, both the CPU time and
solution improves. Let us look at the Instance 8 to observe these findings. When
the number of channels increased from 8 in Instance 9-1 to 12 in Instance 9-3,
the solution value is decreased from 5 to 4, and also the CPU time is decreased.
Another observation is about the given diameter value. When the diameter
value decreased for any instance, there will be a significant amount of increase
in CPU times while keeping the other values same. Also, diameter value has an
effect on the number of time slots used. For an instance, the number of time
slots do not change much when the diameter value is larger. As an example for
networks which have a diameter value larger than the 20% of number of nodes,
the number of time slots used do not change in a significant amount. However,
when the diameter value decreases from 20% of number of nodes, the number of
time slots used increase in a significant amount. When we look at the Instances
8-1 and 8-2, the number of time slots used decreased from 11 to 5, when the
diameter value increased from 3 to 6.
By looking at the average CPU times of each heuristic, we can say that (Heur-
2) is the fastest heuristic in terms of CPU times compared to (Heur-1) and Genetic
Algorithm.
By using the models (ILP-2) and (LAG-2), we can find optimal solutions
in reasonable times. Therefore, while concluding a solution is optimal for each
heuristic, we use the results found in models (ILP-2) and (LAG-2). We see
that (Heur-1) and (Heur-2) can find optimal solutions especially in small sized
networks. However, (Heur-1) can find optimal solutions in some instances which
(Heur-2) can not. But, genetic algorithm can not find optimal solutions in larger
networks which have more than 6-nodes.
(Heur-1) finds better solutions in faster running times comparing to (Heur-2)
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in most of the Instances. The results showed that the genetic algorithm is not an
efficient algorithm in our problem, because in each iteration we have a different
set of connections and so we must calculate the hop-distances among the nodes in
each iteration. This calculation process takes too much time in genetic algorithm.
In addition to inefficiency in CPU times, the solutions obtained with the genetic
algorithm are not as good as those attained with (Heur-1) and (Heur-2) especially
in instances with smaller diameter value.
Chapter 6
Conclusion
In this thesis, we consider a wireless mesh network which is integrated with the
IEEE 802.11 standards. The problem is to find an efficient routing and channel
assignment with multiple channels and radios in the wireless mesh network while
constructing a strongly connected network. The mesh routers can communicate
with every other mesh router at most at a hop-distance of diameter value. When
a connection is made among the routers at a wavelength, then the other routers
will be subject to interference if they use the same wavelength. The interference
is one of major problem in wireless networks, since the reliability, quality and
coverage of the wireless network can decrease because of the interference. In our
problem, the objective is to minimize the number of time slots used to construct
the strongly connected network which is subject to interference constraint.
Firstly, we developed an integer linear program (ILP-1)’ which is used to solve
the model exactly. Since the given problem is an NP-Hard problem, we can not
get optimal solutions in larger sized networks in reasonable times. Then, we
added valid inequalities to the model to get optimal solutions at faster times.
With the new model (ILP-2) we found optimal solutions in larger networks when
compared with (ILP-1)’. However, even the faster CPU times of (ILP-2) was
not satisfactory for larger sizes networks. After that, we applied the subgradient
algorithm to get optimal solutions for larger networks in reasonable times. Also,
the subgradient algorithm is used to improve the lower bounds that are obtained
90
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with the LP relaxation.
The subgradient algorithm is used with the both (LAG-1) and (LAG-2) mod-
els. With the (LAG-1) model we can find the optimal solutions up to 16-node
network size in reasonable times. For the larger network sizes, we improved the
lower bounds by using the (LAG-2) model.
Since for larger networks, we can not find the optimal solution with both (ILP-
1)’ and (ILP-2) models, three kinds of heuristics are proposed to get near-optimal
solutions.
The first two heuristics are two-phase algorithms. They include a
construction-phase algorithm and an improvement phase algorithm. Firstly, we
get a number of initial feasible solutions by using the construction phase algo-
rithm and select the most-promising ones. Then we apply the improvement phase
algorithm on the most promising initial feasible solutions for a number of steps.
The last heuristic is an adaptation of the genetic algorithm to our problem.
In (Heur-1), while assigning a new connection between nodes, we prioritized
the nodes which have higher hop-distances to other nodes. In the improvement
phase, we removed the timeslot which does not affect the solution much in terms
of the number of violated hop-distances among the nodes. Then, we found the
connections that can be removed from the solution and constructed a new feasible
solution with the construction phase algorithm of (Heur-1). When we can not
improve the solution for a number of steps consecutively, then we stop and select
the best feasible solution from the obtained solutions.
In (Heur-2), in the construction phase algorithm, we assign a new connection
between nodes whose hop-distance is above the given diameter. Again we con-
structed a number of feasible solutions and selected the most-promising ones to
use in the improvement phase algorithm. In the improvement phase, we removed
two timeslots rather than one. Also, the unnecessary connections are removed and
a new feasible solution is constructed by using the construction phase algorithm
of (Heur-2).
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In genetic algorithm, we allow to have solutions that violate satisfy the both
diameter and interference restrictions. We ensure to have solutions that satisfy
utilization constraints in crossover part of the genetic algorithm. In mutation
part, we aim to increase the diversity of generations by adding new edges and
increase the possibility of having better feasible solutions.
In order to evaluate the quality of the heuristics, the lower bounds obtained
through the lagrangian relaxation are used because the lower bounds obtained
by lagrangian relaxation is stronger than the lower bounds obtained by LP relax-
ation.
The model (ILP-2) and lagrangian relaxation models are tested on several
type of instances ranging from 4-nodes network to 16-nodes network. While
testing the both heuristics in addition to these instances, networks with size of
20-node, 30-node, 40-node, 50-node, and 100-node are generated. The number of
wavelengths used in these instances are selected as 2, 4, 8, 12. The results of the
heuristics are compared with the obtained lower bounds for the networks which
we do not have managed to attain the optimal solutions. For the networks with
known optimal solutions, we compared the heuristics’ results with the optimal
solution.
The results of (Heur-1) and (Heur-2) showed that (Heur-1) can find better
feasible solutions than (Heur-2). However, when we look at the average CPU
times for each heuristic, we observe that (Heur-2) is faster than (Heur-1) and
genetic algorithm in terms of CPU times The genetic algorithm designed for the
problem can not get as good solutions as either to (Heur-1) or (Heur-2).
A further research can be done to the (Heur-1) by allowing infeasible solutions
in terms of both diameter and interference restrictions rather than only diameter
restriction. After removing the worst time slot, the most interferenced connec-
tions may be removed from the solution in order to construct a new feasible
solution.
Another future research will be an extension to the model by considering the
capacities of each router. In some wireless mesh networks especially in emergency
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wireless networks, the capacity of each router is very important. In our study,
we only ensure that each router will receive some amount of data packets but the
amount of data packet is not considered. Therefore, the capacity of the routers
can be put in the model for this type of wireless networks. Also, while finding the
amount of data packet each router received, the fair distribution of data packets
to the routers can be considered so that the amount of data packets each router
receive does not differ much.
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