The changes in 
Introduction
It is evident that within the last few years, many developments are taking place in financial markets and therefore, in the stock markets. Due to globalization, it is observed that any changes or political developments affect all stock markets in the world. Therefore, Istanbul Stock Exchange (ISE) has also been affected from these developments. 1 In 2013, Istanbul Stock Exchange merged with the gold exchange; future exchange and option exchange have merged and were named as Borsa Istanbul. Therefore, the ISE-100 index has changed as BIST-100 index. In this study, the original names used in the publications were used. In other words, Borsa Istanbul and BIST-100 terms have been avoided.
It is inevitable for the success of publicly-traded companies at ISE to be affected by the globalization problem, mainly the foreign capital inflows. 2 There are many national and international factors that affect the stock market indexes. Some of these factors are Euro/Dollar Parity, daily foreign exchange rates, status of other stock markets, interest and inflation values, government debts, crude oil prices and gold prices. 3 The estimation of yield of share certificates is important for analysts. Many analyses have been carried out with different assessments and methods based on these estimations in the past. With the technological advances in recent years, many studies using data mining in addition to conventional methods on ISE have been very successful; thus, there has been an increase in the interest in data mining. 4 With the transfer of data to digital media, the amount of information in the world has been increasing incrementally. Thus, the number of databases also increases depending on such growth. Therefore, data storage has been simplified; data became cheaper and more accessible. Data mining is an area that connects many methods including database technology, artificial intelligence, machine learning, statistics, pattern recognition and data visualization. In addition to these areas, data mining is also applied in many other areas including economy, finance, marketing, insurance, health, and biology. 5 Machine learning can be deemed as techniques based on learning from data or computers to learn how to solve problems on their own. Algorithms that will classifying and clustering of output are 1 Bengü VURAN, İMKB 100 endeksinin uluslararası hisse senedi endeksleri ile ilişkisinin eşbütünleşim analizi ile belirlenmesi, Istanbul University Journal of the School of Business, 2010, p. 154-168. 2 İlhan EGE-Ali BAYRAKDAROĞLU, İMKB şirketlerinin hisse senedi getiri başarılarının lojistik regresyon tekniği ile analizi, Zonguldak Karaelmas UniversityJournal of Social Sciences, 2009, p.139-158. 3 Selçuk BALI-Mehmet Ozan CİNEL, altın fiyatlarının İMKB 100 endeksi'ne etkisi ve bu etkinin ölçümlenmesi, Ataturk University Journal of Economics and Administrative Sciences, 2011, p. 45-63. 4 Nezih TAYYAR-Selin TEKİN, İMKB-100 endeksinin destek vektör makineleri ile günlük, haftalık ve aylık veriler kullanılarak tahmin edilmesi, Abant İzzet Baysal University Journal of Social Sciences, 2013, p. 189-217. 5 Serhat ÖZEKES, Veri Madenciliği Modelleri Ve Uygulama alanları, İstanbul Ticaret Üniversitesi Dergisi, 2003, p. 65-82. created. Thus, labor and costs decrease. Various algorithms are used in this method. If the output in the data set is known, supervised algorithms are used, if not, unsupervised algorithms are used. There are many studies in the literature that benefit from the method of machine learning through deterministic and randomized algorithms. 6 The factors affecting machine learning respectively are the data set, a variable that may affect the results, determination of learning strategy, algorithm and parameters of the algorithm. In addition, this method is based on three fundamental studies. These are duty-oriented studies (development of the system to increase performance), cognitive simulations (transferring information belonging to humans to computers), and theoretical analysis (theoretical examination of algorithms and methods). 7 Machine learning is used in almost all areas in our life. The algorithms suggested in the literature form the basis of machine learning. These algorithms have been instructive in classification and estimation process. The main algorithms used in machine learning are k-nearest neighbor algorithm, naive Bayes classifier, logistic regression analysis, decision trees, k-average algorithm and support vector machines.
In this study, classifications and required comparisons will be made through k-nearest neighbor algorithm, naive Bayes classifier, and logistic regression and C4.5 classifier from the machine learning methods for BIST-100 index changes.
In the second part of the study, literature review on ISE-100, machine learning and ISE-100 and machine learning are used together. Then, the data set and methods to be used will be explained and applied in the fourth section and finally in the last chapter, findings will be given in detailed.
Literature Review

Literature on ISE-100
Many analysis and inferences have been conducted on ISE-100 using various methods within the last few years. Vuran (2010) examined the relation between ISE-100 index with international share certificates. He used cointegration analysis in this study. As a result of the study, it was determined that ISE-100 index between January 2006 and January 2009 has a long-term relation with FTSE-100, Dax, Bovespa, Merval and IPC indexes.
In the studies that examine the relationship between share certificates and foreign exchange rates, mostly the foreign exchange rate and value of a foreign exchange in the national currency are used in calculations. However, some studies use the real foreign exchange rates. 8 6 Hatice NİZAM-Saliha Sıla AKIN, sosyal Medyada Makine Öğrenmesi İle duygu analizinde dengeli Ve dengesiz Veri setlerinin Performanslarının Karşılaştırılması, XIX. Türkiye ' de İnternet Konferansı, 2014, inet-tr. org.tr. 7 Mehmet Erdal BALABAN-Elif KARTAL, Veri Madenciliği Ve Makine Öğrenmesi, İstanbul, Çağlayan Kitabevi, 2015, p. 29-30. 8 İncilay SAVAŞ-İsmail CAN, euro-dolar Paritesi ve reel döviz Kuru'nun İMKB 100 endeksi'ne etkisi, Eskişehir Balı and Cinel (2011) investigated the effect of gold prices on ISE-100 index in their study. As a result of the study spanning August 1995 and March 2011, it was determined that gold prices do not have a direct effect on ISE-100 index. However, they indicated that there is any other factor between parameters that explain the changes in ISE-100 index. Another important finding was that all changes in the balance of foreign trade are more determinant in terms of the effect than the foreign exchange rates. Savaş and Can (2011) examined the effect of Euro-Dollar parity and real foreign exchange rates on the ISE-100 index. In this study, the relation was determined with multiple regression analysis and the direction of the relation with Granger causality test. The study used data collected between January 2000 and July 2009 and was used to revealthat Euro-Dollar parity and real foreign exchange rates explain the ISE-100 index by 77.5% and that its direction is positive.
Tayyar and Tekin (2013) used support vector machines to estimate the ISE-100 index. In their study, the classification success of support vector machines was compared with logistic regression. In total, 4226 datawas used between April 3, 1995 and March 19, 2012 . It was determined that within 12 models of support vector machines, weekly model 1 (70%) estimated the direction of ISE-100 index the best.
Literature on Machine Learning
The history of machine learning dates back to recent times. Especially, after human brain was adapted to machines, many studies have been conducted following this method. There are applications of machine learning in many areas. The first studies on machine learning were conducted in 1990s. Mitchell (1997) offered one of the best definitions in literature for machine learning. In addition, he revealed that machine learning and data mining are connected. 9 The most important study on supervised learning was realized by Pang et al. (2002) . By applying support vector machines, naive Bayes and maximum entropy classifiers to movie reviews, "Movie Review" data set. 10 With the increasing interest in the last few years, many different studies have been conducted on machine learning. Kavzaoğlu and Çölkesen's (2010) study examined Kernel functions on the classification of satellite images by using support vector machines. The classification accuracy of four most widely used Kernel functions was determined in the analysis. Radial-based function and Pearson VII (<94%) had the highest performance. Normalized polynomial Kernel functions had the lowest classification accuracy (91.78%).
Osmangazi University Journal of Economics and Administrative Sciences, 2011, p. 323-339. Solmaz, Günay and Alkan (2013) revealed the effect of thyroid disorder diagnosis of Expert systems. In this study, they used a feed-forward artificial neural network and linear discriminant analysis with support vector machines. As a result of the study, it was determined that all methods had an acceptable success. Classification methods (93.48% -96.57%) were determined to be more successful than clustering methods (88.83%-90.68%). Meral and Diri (2014) conducted an emotion analysis on Twitter. In this study, they used naive Bayes, random tree and support vector algorithms used in machine learning. The findings of the study were provided as a comparison. Erdal (2015) examined the benefits of using machine learning methods in construction sector based on compressive strength estimation. The study benefited from support vector machines and artificial neural networks. High estimation values were obtained at the end of the study. It was determined that support vector machines provide more successful estimations than artificial neural networks. Bulut (2016) examined success evaluation of controlled students in unbalanced data sets. He used decision trees, k-nearest neighbor classifier, naive Bayes, support vector machines and logistic regression model. The most success classified was respectively determined to be logistic regression model, naive Bayes classifier and decision tree algorithms.
Onan and Korukoğlu (2016) conducted a literature review on using machine learning methods on opinion mining. They examined unsupervised, half-supervised and supervised methods. The strengths and weaknesses of machine learning on opinion mining was determined. It was revealed that supervised learning methods presented better results in larger data sets.
Literature on Machine Learning and ISE-100
ISE-100 data have been frequently used in machine learning methods. There are various related studies in literature. Koyuncugil and Özgülbaş (2008) determined the weaknesses and strengths of SMEs traded in ISE via CHAID decision tree algorithm. 697 SMEs traded in ISE between 2000 and 2005 were examined. SMEs traded in ISE were listed under 19 profiles. It was determined that equity productivity, asset productivity, financing of fixed assets, strategies for managing receivables and liquidity are factors on which SMEs strengths and weaknesses depend. Özdemir, Tolun and Demirci (2011) benefitted from ISE-100 index while estimating the index yield via double classification method. They have reached the results by using logistic regression and support vector machine methods as well. Correct classification rates for both the modeling and estimation clusters were deemed as 75% and 86%.
Materials and Methods
Data Set
A 10-year period was used in this study. Daily data was collected between January 1, 2006 and December 1, 2016. In total, 2618 data was used. These data respectively are BIST-100 index, Euro/Dollar Parity, Gold values (ounce), Crude Oil Prices, DAX, FTSE, S&P 500, inflation (consumer price index) and interest rates. Instant stock market data, Euro/Dollar Parity, price of gold (ounce) and oil prices were gathered from a website called investing that examines market movements. 11 Inflation data determined on monthly basis were based on a website called bigpara. 12 Again current interest rates were obtained from the official website of the Turkish Central Bank. 13 As the BIST-100 index, Euro/Dollar Parity, Gold prices (ounce) Crude Oil Prices, DAX, FTSE and S&P 500 data change on daily basis, increases were shown as 1 and decreases as 0. As inflation data and interest rates are announced on monthly basis, they have been written equally for each day. BIST-100 index has been deemed as dependent variable, while Euro/Dollar Prity, Gold prices (ounce), Crude Oil Prices, DAX, FTSE, S&P 500, inflation (consumer price index) and interest rates have been deemed as independent variables. These variables were selected since they are the most widely used and encountered variables in the literature.
Methods
k-Nearest Neighbor Algorithm (k-NN)
k-NN is a widely used non-parametric classifier. The class of new sample is determined according to a k value determined for the sample by calculating its distance to other specimens in the sample. K value selected is crucial for the success of the algorithm. 14 This method determines classification based on training set. The training set is consulted for each tested point. The majority the k-number of sample belong to determine the classification results. There are various studies for k value of k-NN algorithm in the literature. 
The basic formula is below;
In this formula is a random sample received from space . 16 shows distance. Neighbors get a higher vote. is used for determining the opposite of the distance between the neighbor and the point of which the class is being researched. 17
Naive Bayes Classifier
Naive Bayes Classifier assumes that all attributes of the samples are independent of given class. 18 This classifier is stands out as one of the most productive and efficient inductive learning algorithms within machine learning methods and in data mining. 19 Naive Bayes classifier examines conditional probability between random X situation and Y situation within a stochastic process. 20 This algorithm is usually used for classification of the available data with compound probability. 21 It especially leads to successful result in text classification. 22 The general formula is below;
In this formula; is a sample space formed of m samples.
, n is the number of attributes and shows the observation matrix formed of m number of data. 
Logistic Regression Analysis
The purpose of the logistic regression analysis is to obtain a model that can define the relation or relations between dependent and independent variables by using the least number of variables and that has the best conformity. 24 This method is chosen as it does not require the assumptions valid in linear regression and is more flexible. 25 The dependent variable to be categorical is the main difference between linear regression and logistic regression analysis. 26 Another difference is it has fewerconstraints than the least squares method when examined from the assumptions in logistic regression. 27 Parameters are not obtained analytical in logistic regression. Therefore, maximum likelihood method, which is an iterative method, is used for making assumptions. 28 Logistic function's formula can be written as below;
In this formula value is between 0 and 1. If the value is less more than 0.5 it approaches 1, if it is less, it approaches 0. 29
C4.5 Classification Algorithm
When making classification via using decision trees method, data set is used to create a decision tree. The rules required for estimation are determined. These rules enable programmers to write programs in an easier manner. 30 It is one of the most important classification techniques easily understandable with its tree structure that sets rules and is used in information technologies. 31 Algorithms such as ID3, C4.5, CART, Random Forest, or Raptree, etc. are used in decision trees. The main purpose of these algorithms is to minimize generalization error and to establish a decision tree from a given data set. C4.5 algorithm is a classical method used to represent information in machine learning algorithm. It also offers a strong solution for expressing data structures. It provides the highest accuracy for training data; however it may put extreme rules for some of the behaviors of certain data. 33
Classification Criteria
Certain criteria related with classification should be examined in this study. The criteria to be examined will enable us to analyze the results of the classification in the best manner possible. The classification criteria are determined respectively as TP Rate, FP Rate, Precision, Recall, F-measure, MCC, ROC Area, and PRC Area. These classification criteria are calculated by using a confusion matrix. A confusion matrix is a matrix that indicates in comparison correct and incorrect classifications in a model. The classification criteria calculated by using Table 4 .1 are as below:
TP Rate(recall): determined by the ratio of positive samples correctly classified in the model to the total positive sample number. 
MCC(Matthews correlation coefficient):
Obtained by using comparison matrix's elements and is between -1 and 1.
ROC Area: Indicates the areas on X and Y axis between the TP rate and the FP rate. When one of them increases the other one decrease. The one above shows the TP rate area, the one below the FP area. 34
PRC Area (Precision-Recall Curve) : It is a two dimensional graphic similar to ROC curve. Precision value is shown on the Y axis and TP Rate on the X axis.
Application
In this study, classifications will be made with the assumption that the changes in BIST-100 index are dependent on certain factors. These factors were examined and included in the study. The success rates of methods have been evaluated. 10-year daily data between January 01, 2006 and December 01, 2016 was obtained and used. In total, 2618 data was used. Instant stock market data, Euro/Dollar Parity, price of gold (ounce) and oil prices were gathered from a website called investing that examines market movements. 35 Inflation data determined on monthly basis were based on a website called bigpara. 36 Again monthly instant interest rates were obtained from the official website of the Turkish Central Bank. 37 BIST-100 index has been deemed as dependent variable, while Euro/Dollar Parity, Gold prices (ounce), Crude Oil Prices, DAX, FTSE, S&P 500, inflation and interest rates were deemed as independent variables. Calculations were made by using Weka program. The output from this program is indicated in order in Table 4.2 and Table  4 .3.
In machine learning methods, thedata set is divided into two groups as training and test. This operation can be determined by numbers such as 50%-50%, 70%-30%. In addition, through kfold cross validation method, the data set can be divided into k equal parts and with k-1 training and the test with the one remaining can be carried out. This operation can be repeated for k times by using each part as a test cluster. Afterwards, the average of all the results is taken and the value for classification criteria is determined. In this study, k value was deemed as 10 and 10-fold cross validation was carried out. 
Conclusion
The main objective of this study is to carry out classifications by using machine learning methods with the assumption that changes observed in BIST-100 is dependent on certain factors. In line with this objective, methods were determined and factors affecting BIST-100 index were examined and the most widely used were selected.
In order to determine the success of classification, as a result of the analysis performed via Weka program, the algorithm values for the confusion matrix have been indicated in Table 4 .2. "a" value shows "0" and "b" shows "1". These expressions have been used to indicate correct positive, false positive, correct negative and false negative values in classification. The success of classification can be determined from the weighted average section of TP Rates in Table 4 .3. According to Table  4 .3 the classification success of k-NN algorithm is 56.3%, the classification success of Naive Bayes Algorithm is 65.3%, classification success of C4.5 algorithm is 66.2% and classification success of logistic regression analysis is 65.9%. According to these results, the most successful classification was carried out by C4.5 algorithm. Logistic regression analysis is the second most successful algorithm for classification. The algorithm with the least success is found as k-NN.
The factors affecting BIST-100 act as important factors for achieving the classification success results. When values of factors affecting BIST-100 and included in this study are used; it can be asserted that the estimation success of decrease and increases in BIST-100 index of C4.5 algorithm is 66.2%. In other words, if the changes in the factors affecting the BIST-100 index are known, we have 66.2% success of estimating whether the index will increase or decrease when compared to the day before.
When the results are examined, the most import value is revealed as the correct classification rate. This value shows the success of the used machine learning method. Other results may be obtained by using different algorithms than the ones used in this study. By using these methods, different perspectives may be developed and used easily in daily life. In addition, it may be possible to increase the correct classification rate by using different factors affecting the BIST-100 index.
