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Abstract
For each purely n− 1 unrectifiable compact set C ⊂ Rn such that 0 <Hn−1(C) <∞, there is a
bounded Borel measurable vectorfield v :Rn →Rn whose flux vanishes in Rn ∼C but not in Rn.
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Résumé
Pour tout ensemble compact C ⊂Rn purement n− 1 non rectifiable, tel que 0 <Hn−1(C) <∞,
il existe un champ de vecteurs borélien, borné, v :Rn→Rn, dont le flux s’annule dans Rn∼C, mais
pas dans Rn.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction
We let v :Rn → Rn be a bounded Borel measurable vectorfield. Its flux can be
conveniently thought of either as a distribution
Tv :ϕ → −
∫
Rn
〈v,∇ϕ〉dLn (1.1)
* Corresponding author.
E-mail address: thierry.de-pauw@math.u-psud.fr, depauw@math.ucl.ac.be (T. De Pauw).
1 The research of the author was supported by a Marie Curie fellowship of the European Community program
Human Potential under contract HMPF-CT-2001-01235.
2 The author is a chercheur qualifié of the Fonds National de la Recherche Scientifique, Belgium.
0021-7824/$ – see front matter  2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
doi:10.1016/S0021-7824(03)00060-6
1192 T. De Pauw / J. Math. Pures Appl. 82 (2003) 1191–1217
(here Ln denotes Lebesgue measure), or as a finitely additive functional defined on the
collection of sets of finite perimeter:
A →
∫
∂∗A
〈v,nA〉dHn−1 (1.2)
(where Hn−1 denotes the (n − 1)-dimensional Hausdorff measure, ∂∗A is the reduced
boundary of A and nA is the exterior normal—see Section 2). Let V n be the family of
all bounded Borel measurable vectorfields v :Rn → Rn, and for V ⊂ V n let F(V ) be the
collection of distributions Tv associated with each v ∈ V according to formula (1.1).
We say that a compact set C ⊂Rn is removable for F(V ) whenever the following holds
true:
if Tv ∈F(V ) and sptTv ⊂ C then Tv = 0. (1.3)
For instance the reader may want to check that if Hn−1(C) = 0 then C is removable for
F(V n) (this follows, e.g., from Lemma 3.2, (A) and (B)). In this paper however we will be
interested in compact sets C with Hn−1(C) > 0.
We recall that C is termed n− 1 rectifiable if there are at most countably many (n− 1)-
dimensional embedded C1 submanifolds M1,M2, . . .⊂Rn such that
Hn−1
(
C ∼
∞⋃
j=1
Mj
)
= 0.
In the opposite situation, whenHn−1(C∩M)= 0 for every (n−1)-dimensional embedded
C1 submanifoldM ⊂Rn, we say thatC is purely n−1 unrectifiable. IfC ⊂Rn is compact,
n−1 rectifiable andHn−1(C) > 0, then C is nonremovable for F(V n). In fact, there exists
a Lipschitz function u :Rn → R which is harmonic in Rn ∼ C but not in Rn (see [8]),
therefore the distribution T∇u fails to verify condition (1.3). In other words, if Gn denotes
the collection of vectorfields v =∇u for some Lipschitz function u :Rn→R, we have just
stated the following: if C ⊂ Rn is compact, n− 1 rectifiable and Hn−1(C) > 0, then C is
nonremovable for F(Gn).
On the other hand, if C ⊂R2 is compact,H1(C) <∞, and purely 1 unrectifiable, then
C is removable for F(G2): this is a theorem proved by G. David and P. Mattila in [1], the
culminating point of a series of papers by several authors (see the references ibid). Whether
the analogous result holds when n > 2, remains unknown.
The main result of this paper states that if C ⊂ Rn is compact, 0 <Hn−1(C) <∞ and
C is purely n− 1 unrectifiable, then C is nonremovable for F(V n). In other words, given
such a set C, we produce a bounded Borel measurable vectorfield v :Rn→Rn whose flux
vanishes identically in Rn∼C, but not in Rn. In the remainder of this introduction we offer
a brief sketch of the proof.
We first notice that if such a vectorfield v exists then the conditions sptTv ⊂ C and
Hn−1(C) <∞ imply that Tv be a signed measure µ: 〈Tv,ϕ〉 =
∫
Rn
ϕ dµ for every test
function ϕ, and |µ|  Hn−1 (Lemma 3.4). We can then start with a measure µ = 0
T. De Pauw / J. Math. Pures Appl. 82 (2003) 1191–1217 1193
verifying sptµ ⊂ C as well as µ  Hn−1, and try to represent the distribution ϕ →∫
Rn
ϕ dµ as the flux of some bounded Borel measurable vectorfield. Of course, solving
the Poisson equation −u= µ and letting v =∇u will not work, at least not when n= 2,
because uwill not be Lipschitz (whence v will not be bounded) as a consequence of David–
Mattila’s theorem. Instead we choose (a nontrivial) µ in order that it belongs to the dual
of BV (Rn), the space of functions of bounded variation (that such a choice is possible
follows from Frostman’s lemma together with a result of N.G. Meyers and W.P. Ziemer
[9]—we subsequently provide an independent account of this in Proposition 4.1). We now
choose to think of a flux as in (1.2): a functional on sets of finite perimeter A⊂ Rn. The
choice of µ ensures that ∣∣∣∣∣
∫
Rn
1A dµ
∣∣∣∣∣ c(µ)Hn−1(∂∗A), (1.4)
whenever A is a set of finite perimeter. Refering to Hahn–Banach’s theorem and the
fact that L1(Hn−1  ∂∗A)′ ≡ L∞(Hn−1  ∂∗A) we find some Borel measurable function
v(· , ∂∗A) :Rn→Rn such that |v(· , ∂∗A)|∞,Hn−1∂∗A  c(µ) and∫
Rn
1A dµ=
∫
∂∗A
〈
v(x, ∂∗A),nA(x)
〉
dHn−1(x).
The main part of the proof then consists in showing that there exists some bounded Borel
measurable vectorfield v :Rn →Rn such that〈
v(x),nA(x)
〉= 〈v(x, ∂∗A),nA(x)〉 (1.5)
for Hn−1 almost every x ∈ ∂∗A, and for “sufficiently many” sets A of finite perimeter.
Note that (1.5) is not a consequence of (1.4) because L1(Hn−1)′ ≡ L∞(Hn−1) (for precise
statements and more details on this question, see [2, Theorem 3.14]). In order to prove (1.5)
(Theorem 5.3) we first assume thatA is a polyhedron and use the strong continuity property
of µ (namely that sptµ⊂ C and C is purely n−1 unrectifiable) to construct the vectorfield
v as was done, in the different context of flat cochains, by J.H. Wolfe and reported by
H. Whitney in [12]. The passage from polyhedral sets A to sets of finite perimeter was
sketched in [2, Section 4] and is completed here. For technical reasons however, (1.5)
holds only for “generic” sets A (see the statement of Theorem 6.1). As most level sets
A=Rn ∩ {x: ϕ(x) > t}, t ∈R, of a test function ϕ are generic, this is enough to guarantee
that C is nonremovable for F(V n).
2. Notations
We let Rn be the n-dimensional Euclidean space and, for x, y ∈ Rn, we denote by
〈x, y〉 the scalar product of x and y . The Euclidean norm of x is |x| := √〈x, x〉. Given
a vectorsubspace V ⊂ Rn, we define V ⊥ := Rn ∩ {w: 〈v,w〉 = 0 for every v ∈ V }. The
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interior, closure and boundary of a set A⊂Rn are respectively denoted int A, cl A and ∂A.
nFor A,B ⊂R , we put dist(A,B) := inf{|x−y|: x ∈A and y ∈B}. We also let B(A, r) :=
Rn∩{y: dist(A,y) r} and U(A, r) :=Rn∩{y: dist(A,y) < r} and we write B(x, r) and
U(x, r) when A= {x}. When A,B ⊂Rn, we set A+B :=Rn∩{x+y: x ∈A and y ∈B}.
We define the translation τ x :Rn →Rn, x ∈Rn, by the formula τ x(y) := y + x . The line
segment joining x, y ∈Rn is [x, y] :=Rn ∩ {tx + (1− t)y: 0 t  1}.
For two sets A,B ⊂ Rn, we put A∼ B := A ∩ {x: x /∈ B}. We let 1A :Rn → R be the
characteristic function of A: 1A(x)= 1 if x ∈A, and 1A(x)= 0 if x /∈A. If A⊂ B and f
is a function defined on B , we let f A be its restriction to A.
The vectorspace of C∞ functions ϕ :Rn → R vanishing outside of a bounded set is
denoted D(Rn); its elements are called test functions. A distribution is a linear functional
T :D(Rn) → R continuous with respect to the inductive limit topology defined, for
instance, in [11, 6.4]. The space of distributions is D(Rn)′ and the duality between
T ∈ D(Rn) and ϕ ∈ D(Rn) is written 〈T ,ϕ〉. For ϕ ∈ D(Rn) we let ∇ϕ be its gradient
and sptϕ be its support.
We will consider signed measures µ in Rn as defined, for instance, in [6, 231C]. We
let |µ| be the variation of µ [6, 231Y(a)] and we say that µ is finite if |µ|(Rn) <∞. We
will call Radon measure a Borel measure µ on Rn such that µ(K) <∞ whenever K ⊂Rn
is compact. The collection of Radon measures in Rn is M+(Rn). When µ ∈M+(Rn)
and B ⊂ Rn is Borel, we define a Radon measure µ  B by (µ  B)(E) := µ(B ∩ E),
E ⊂ Rn Borel. Lebesgue measure in Rn is denoted Ln. For 1  p ∞ we denote by
Lp(µ) the usual vectorspace of equivalence classes of µ measurable functions f :Rn→R
which are µ essentially bounded (in case p = ∞) or µ summable to the power p (in
case p <∞). Its norm is | · |p,µ and we simply write | · |p when µ = Ln. We will use
the symbol Lp(µ;Rn) to indicate the corresponding spaces of vector-valued functions
f :Rn → Rn. We set α(n) := Ln(B(0,1)). Whenever A ⊂ Rn is Ln measurable, we say
that x ∈Rn is respectively a density point or a dispersion point of A according to whether
lim infr↓0 α(n)−1r−nLn(A ∩ B(x, r))  1 or lim supr↓0 α(n)−1r−nLn(A ∩ B(x, r)) > 0.
The set of density points of A is denoted inteA and that of dispersion points of A is denoted
cleA. We call ∂eA := cleA∼ inteA the essential boundary of A. Finally we letHn−1 be the
(n− 1)-dimensional Hausdorff measure defined, for instance, in [4, 2.10.2(1)]. Whenever
µ is a Radon measure in Rn, we write µHn−1 if µ(B)= 0 wheneverHn−1(B)= 0 for
B ⊂ Rn Borel.
We say that g ∈ L1(Ln) is a BV function if each of the distributions 〈Dig,ϕ〉 :=
− ∫
Rn
gDiϕ dLn corresponds to a finite signed measure µi , i = 1, . . . , n. The corre-
sponding vector-valued measure (µ1, . . . ,µn) is denoted by Dg and we define a norm
‖g‖ := |Dg|(Rn). The vectorspace of BV functions is denoted BV(Rn). The support of
g ∈ BV(Rn) is that of the measure B → ∫
B
g dLn. A BV set A ⊂ Rn (or a set of finite
perimeter) is one such that 1A ∈ BV(Rn). A vector v ∈ Rn with |v| = 1 is called an exte-
rior normal [4, 4.5.5] to A at x whenever
lim sup
r↓0
r−nLn(B(x, r)∩A∩ {y: 〈y − x, v〉> 0})= 0,
lim sup
r↓0
r−nLn((B(x, r)∼A)∩ {y: 〈y − x, v〉< 0})= 0.
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If it exists the exterior normal is unique and denoted nA(x). We let the reduced boundary
n∂∗A of A be the set of points x ∈R at which an exterior normal exists. The Gauss–Green
theorem [4, 4.5.6] states that D1A = nAHn−1  ∂∗A. Furthermore Hn−1(∂∗A ∂eA)= 0
and ∂∗A is n− 1 rectifiable [4, 4.5.9(16)]. If g ∈ BV(Rn) then for Hn−1 and almost every
x ∈ Rn the following limit exists: g∗(x) := limε↓0
∫
Rn
Φε(y − x)g(y)dLn(y) where Φε ,
ε > 0, are mollifiers as in [4, 4.5.9(24)]. Finally, we say that g ∈ BV(Rn) is a simple
BV function if there are real numbers α1, . . . , αq and BV sets A1, . . . ,Aq such that
g =∑qj=1 αj1Aj . The vectorspace of simple BV functions is denoted BVs(Rn).
3. Miscellaneous preliminaries
Lemma 3.1. Suppose some sequence ϕ1, ϕ2, . . . ∈ D(Rn) is such that ‖ϕj‖ → 0 as
j →∞. Then it has a subsequence ϕj(1), ϕj (2), . . . such that ϕj(k) → 0, Hn−1 almost
everywhere, as k→∞.
For a proof, see, e.g., [3, 2.6].
Lemma 3.2. With any compact set C ⊂Rn such thatHn−1(C) <∞ we may associate test
functions χ1, χ2, . . . ∈D(Rn) verifying the following conditions:
(A) for each j = 1,2, . . . there exists an open neighboorhood Vj of C such that 1Vj 
χj  1U(C,j−1);
(B) lim supj ‖χj‖ 2n−1Hn−1(C);
(C) IfHn−1(C) > 0 then lim infj ‖χj‖> 0.
Proof. Fix an integer j . Refering to the definition of the Hausdorff and spherical measures,
to [4, 2.10.2(2)] and to the compactness of C, we may choose finitely many open balls
B1, . . . ,Bq such that C ⊂⋃qi=1 Bi ⊂ B(C, j−1/2) and
2n−1α(n− 1)
q∑
i=1
(diamBi)n−1 < Sn−1(C)+ j−1 < 2n−1Hn−1(C)+ j−1.
It follows that B :=⋃qi=1Bi is an open BV set with Hn−1(∂B) < 2n−1Hn−1(C)+ j−1.
On letting Φδ be a standard mollifier with δ > 0 small enough, we can arrange for χj :=
Φδ ∗1B to have the following properties: ‖χj‖< 2n−1Hn−1(C)+j−1, sptχj ⊂ B(C, j−1)
and χj = 1 in some neighboorhood of C; the latter follows from dist(C, ∂B) > 0. This
finishes the proof of conclusions (A) and (B). Finally, if conclusion (C) were not true,
Lemma 3.1 would contradict (A). ✷
Lemma 3.3. Let T ∈D(Rn)′ be a distribution and assume that
(A) there exists a finite signed measure µ in Rn such that 〈T ,ϕ〉 = ∫
Rn
ϕ dµ whenever
ϕ ∈D(Rn);
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(B) there exists c 0 such that |〈T ,ϕ〉| c‖ϕ‖ for every ϕ ∈D(Rn).Then |µ| Hn−1.
Proof. Refering to the Jordan decomposition theorem we find disjoint Borel measurable
sets B+ and B− such that µ+ = µ  B+ and µ− = µ  B−. We will establish that
µ+  Hn−1; as the case of µ− is analogous, this will imply |µ|  Hn−1. Let N ⊂ Rn
be a Borel measurable set with Hn−1(N) = 0. As µ+ is a Radon measure, showing
that 0 = µ+(N) = µ+(N ∩ B+) amounts to proving that µ+(C) = 0 for every compact
C ⊂N ∩B+. Choose χ1, χ2, . . . ∈D(Rn) according to Lemma 3.2. Observe that χj → 1C
everywhere, 0 χj  1 and ‖χj‖→ 0. Whence we infer from the dominated convergence
theorem that
µ+(C)= µ(C)= lim
j
∫
Rn
χj dµ= lim
j
〈T ,χj 〉 = 0. ✷
We state the following easy result even though it will not be used subsequently in this
paper.
Lemma 3.4. Let v :Rn → Rn be a bounded Borel measurable vectorfield and let C ⊂ Rn
be a compact set such that Hn−1(C) <∞. Assume that ∫
Rn
〈v,∇ϕ〉dLn = 0 whenever
ϕ ∈D(Rn) and C ∩ sptϕ = ∅. Then there exists a finite signed measure µ in Rn such that:
(A) ∫
Rn
〈v,∇ϕ〉dLn = ∫
Rn
ϕ dµ for every ϕ ∈D(Rn);
(B) sptµ⊂ C and |µ| Hn−1.
Proof. We define a distribution T ∈ D(Rn)′ by the formula 〈T ,ϕ〉 := ∫
Rn
〈v,∇ϕ〉dLn,
ϕ ∈ D(Rn). Let χ1, χ2, . . . ∈ D(Rn) be associated with C as in Lemma 3.2 and observe
that for each ϕ ∈D(Rn) and j = 1,2, . . . one has:
〈T ,ϕ〉 = 〈T ,χjϕ〉 =
∫
Rn
〈v,χj∇ϕ〉dLn +
∫
Rn
〈v,ϕ∇χj 〉dLn
= 〈T1,j , ϕ〉 + 〈T2,j , ϕ〉. (3.1)
Notice that |〈T1,j , ϕ〉| |v|∞|∇ϕ|∞|χj |1 → 0 as j →∞. Furthermore,
lim sup
j
∣∣〈T2,j , ϕ〉∣∣ lim sup
j
|v|∞|ϕ|∞‖χj‖ |ϕ|∞|v|∞2n−1Hn−1(C). (3.2)
From this and Banach–Alaoglu’s theorem we infer that there are integers j (1) < j (2) < · · ·
and a distribution T̂ inRn such that T2,j (k)→ T̂ weakly as k→∞. Since T1,j → 0 weakly
as j →∞, we deduce from (3.1) that T̂ = T . Next we infer from (3.2), the Hahn–Banach
theorem and Riesz’ representation theorem that there exists a signed measure µ in Rn
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such that conclusion (A) is verified. That sptµ ⊂ C is obvious. Now (B) follows from
nLemma 3.3 since |〈T ,ϕ〉| |v|∞‖ϕ‖, ϕ ∈D(R ). ✷
Remark 3.5. Given a Radon measure µ in Rn and x ∈Rn, we define:
Θ∗n−1(µ,x) := lim sup
r↓0
α(n− 1)−1r1−nµ(B(x, r)).
Using Besicovitch’s covering theorem [4, 2.8.14, 2.8.15] it is not hard to show the
following:
Let C ⊂Rn be a compact set with Hn−1(C) <∞, and let µ be a Radon measure in Rn
such that sptµ⊂ C. The forHn−1 and almost every x ∈C one has Θ∗n−1(µ,x) <∞.
If, moreover, µHn−1 then 0 <Θ∗n−1(µ,x) for µ and almost every x ∈Rn.
This implies that the measure µ from Lemma 3.4 is such that 0 <Θ∗n−1(|µ|, x) <∞ for
|µ| almost every x ∈Rn.
4. Frostman’s measures and the dual of BV(Rn)
Suppose C ⊂ Rn is a compact set such that Hn−1(C) > 0. According to Frostman’s
lemma (see, e.g., [7, 8.8]), there exists a nontrivial Radon measure µ ∈M+(Rn) such that
sptµ⊂ C and
µ
(
B(x, r)
)
 rn−1 for every x ∈Rn and r > 0. (4.1)
In particular, µHn−1. Furthermore, the linear functional
BV(Rn)→R: g →
∫
Rn
g∗ dµ
is well defined and continuous, as follows from a work of N.G. Meyers and W.P. Ziemer
[9, 4.7]. This proves Proposition 4.1. Nevertheless we will subsequently provide another
proof, not depending upon Frostman’s lemma (for that purpose, the special role of the
codimension 1 will be determining).
Proposition 4.1. Let C ⊂ Rn be a compact set with 0 <Hn−1(C) <∞. Then there exists
a nontrivial µ ∈M+(Rn) verifying the following conditions:
(A) sptµ⊂ C;
(B) µHn−1;
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(C) for every g ∈ BV(Rn) one has g∗ ∈ L1(µ) and∣∣∣∣∣
∫
Rn
g∗ dµ
∣∣∣∣∣ ‖g‖.
Proof. For ϕ ∈D(Rn) observe that ϕ+ ∈ BV(Rn) and define p(ϕ) := ‖ϕ+‖. Notice that p
is a seminorm on D(Rn), according to the coarea theorem for BV functions [4, 4.5.9(13)].
Let χ1, χ2, . . . ∈ D(Rn) be associated with the compact C as in Lemma 3.2. For each
j = 1,2, . . . define a vectorspace:
Vj :=D(Rn)∩
{
ϕ: sptϕ ∩B(C,j−1)= ∅}
as well as a linear functional
T˜j :Vj ⊕ span{χj }→R
by the formula 〈T˜j , ϕ ⊕ tχj 〉 := t‖χj‖. Notice that 〈T˜j ,ψ〉  p(ψ) whenever 〈T˜j ,ψ〉
is defined, because p(ϕ1 + ϕ2) = p(ϕ1) + p(ϕ2) as soon as sptϕ1 ∩ sptϕ2 = ∅. We
now infer from Hahn–Banach’s theorem that T˜j extends to some linear functional Tj
on D(Rn), with Tj  p. Next refer to Banach–Alaoglu’s theorem in order to select an
increasing sequence of integers j (1), j (2), . . . and a linear functional T on D(Rn) such
that 〈Tj(k), ϕ〉 → 〈T ,ϕ〉 as k→∞ for each ϕ ∈D(Rn) (recall that D(Rn) endowed with
the norm ‖ · ‖ is separable). Since T  p as well, we infer that T is a positive distribution,
therefore Riesz’ representation theorem ensures the existence of a Radon measure µ in Rn
such that 〈T ,ϕ〉 = ∫
Rn
ϕ dµ, ϕ ∈ D(Rn). If C ∩ sptϕ = ∅ then ϕ ∈ Vj(k) whenever k is
large enough, hence 〈T ,ϕ〉 = limk〈Tj(k), ϕ〉 = 0. Conclusion (A) follows at once, whereas
conclusion (B) is a consequence of Lemma 3.3 (notice that p(ϕ) ‖ϕ‖, according to the
coarea theorem [4, 4.5.19(13)]). In order to establish that µ = 0, choose ϕ ∈D(Rn) such
that ϕ  χj , j = 1,2, . . . , and observe that
〈T ,ϕ〉 = lim
k
〈Tj(k), ϕ〉 lim
k
〈Tj(k), χj 〉 lim inf
k
‖χj(k)‖> 0,
as follows from the choice of the χj ’s and lemma 3.2(C).
We now turn to proving conclusion (C). We start by assuming that g ∈ BV(Rn) ∩
L∞(Ln). Clearly |g∗|∞,Hn−1 <∞, so that g∗ ∈ L1(µ) (recall (B)). Choose ϕ1, ϕ2, . . . ∈
D(Rn) such that supj |ϕj |∞ <∞, lim supj ‖ϕj‖ ‖g‖ and ϕj (x)→ g∗(x) as j →∞ for
Hn−1 almost every x ∈Rn. We now infer from the dominated convergence theorem that∫
Rn
g∗ dµ= lim
j
∫
Rn
ϕj dµ= lim
j
〈T ,ϕj 〉 lim sup
j
‖ϕj‖ ‖g‖.
If g ∈ BV(Rn) and g  0 then we let gj := min{g∗, j }, j = 1,2, . . . . Observe that
gj (x) → g∗(x) as j → ∞ for Hn−1 almost every x ∈ Rn, and lim supj ‖gj‖  ‖g‖
(according to the coarea theorem). In this case the fact that g∗ ∈ L1(µ) and the inequality
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in conclusion (C) follow from the monotone convergence theorem. Finally, for a general
n + −g ∈ BV(R ), applying the previous case to both g and g finishes the proof. ✷
5. A Whitney–Wolfe type integral representation theorem
The main technical tool of this paper is Theorem 5.3. It is inspired by what H. Whitney
refers to as Wolfe’s theorem in his book [12, Chapter IX, Theorem 7C]. Specifically our
Lemma 5.2 shares some common points with [12, Chapter V, Theorem 9A], whereas the
Claims 3, 4 and 5 from the proof of Theorem 5.3 are similar to [12, Chapter IX, Lemmas 4a,
4b and Theorem 5A]. However, the case dealt with in this paper is more general than that
treated in [12], as we will explain in Section 7.
Lemma 5.1. Let E ⊂ Rn be Ln measurable, x ∈ Rn and ρ > 0. Then there exists
1/2< τ < 1 such that
Hn−1[∂B(x, τρ)∩ ∂e(E ∩B(x, τρ))] 3ρ−1Ln(E ∩B(x,ρ)).
Proof. We infer from the coarea formula [4, 3.2.11] (applied with f (y) := ρ−1|y − x|)
that
1∫
1/2
Hn−1[∂B(x, τρ)∩ cleE]dL1(τ )= ρ−1Ln[(B(x,ρ)∼B(x,ρ/2))∩ cleE]
 ρ−1Ln(cleE ∩B(x,ρ)).
Therefore there exists 1/2< τ < 1 such that
Hn−1[∂B(x, τρ)∩ cleE] 3ρ−1Ln(E ∩B(x,ρ)).
The proof is completed on noticing that
∂e
(
E ∩B(x, τρ))⊂ (B(x, τρ) ∩ ∂eE)∪ (cleE ∩ ∂B(x, τρ)),
whence
∂B(x, τρ)∩ ∂e
(
E ∩B(x, τρ))⊂ ∂B(x, τρ)∩ cleE. ✷
By a polyhedron in Rn we mean the convex hull of finitely many p1, . . . , pq ∈Rn.
Lemma 5.2. Suppose that:
(A) U ⊂Rn is a nonempty open set;
(B) v :U ×Rn →Rn is Borel measurable;
(C) for every x ∈ U , ξ ∈Rn and t ∈ R: v(x, tξ)= tv(x, ξ);
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(D) for every x ∈ U and ξ ∈Rn: |v(x, ξ)| |ξ |;
n(E) for every ξ ∈R the function U →R: x → v(x, ξ) is continuous;
(F) for every ε > 0 there exists θ > 0 such that∣∣∣∣∣
∫
∂P
v
(
y,nP (y)
)
dHn−1(y)
∣∣∣∣∣ θLn(P )+ εHn−1(∂P )
whenever P ⊂U is a polyhedron.
Then for each x ∈ U the function Rn →R: ξ → v(x, ξ) is linear.
Proof. Let ξ1, ξ2 ∈ Rn with ξ1 = 0 = ξ2 and ξ1 + ξ2 = 0. In the plane V := span{ξ1, ξ2}
we consider the triangle T whose vertices a0, a1, a2 ∈ V have the following prop-
erties: |ai − a0| = |ξi | and 〈ai − a0, ξi〉 = 0, i = 1,2; |a2 − a1| = |ξ1 + ξ2| and
〈a2 − a1, ξ1 + ξ2〉 = 0. Next we choose an orthonormal basis e1, . . . , en−2 of V ⊥ and we
set S := V ⊥ ∩ {ξ : max1in−2 |〈ξ, ei〉| 1/2}.3 Now fix x ∈ U and for each r > 0 define
the following polyhedron:
Pr := x + r(T + S).
By letting
Fi,r := x + r
([a0, ai] + S), i = 1,2, F3,r := x + r([a1, a2] + S)
as well as
G±j := x + r
(
T + V ⊥ ∩ {ξ : 〈ξ, ej 〉 = ±1/2}), j = 1, . . . , n− 2,
we notice that
∂Pr =
( 3⋃
i=1
Fi,r
)
∪
(
n−2⋃
j=1
G+j
)
∪
(
n−2⋃
j=1
G−j
)
, (5.1)
Hn−1(Fi,r )= |ξi |rn−1, i = 1,2, (5.2)
Hn−1(F3,r )= |ξ1 + ξ2|rn−1, (5.3)
Hn−1(G±j )=H2(T )rn−1, j = 1, . . . , n− 2, (5.4)
and
3 In fact we assume that n 3 for the remainder of this proof; the case n= 2 is slightly more simple and left
to the reader.
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nPr  Fi,r = ξi |ξi |−1, i = 1,2, (5.5)
nPr  F3,r =−(ξ1 + ξ2)|ξ1 + ξ2|−1, (5.6)
nPr G+j =−(nPr G−j ), j = 1, . . . , n− 2. (5.7)
We observe that v(· ,nPr (·)) is Hn−1 summable on each “facet” defined above, according
to assumptions (B) and (D). It follows from (5.2), (5.5) and assumptions (E) and (C) that
lim
r→0 r
1−n
∫
Fi,r
v
(
y,nPr (y)
)
dHn−1(y)= v(x, ξi), i = 1,2. (5.8)
Similarly, (5.3) and (5.6) together with assumptions (E) and (C) imply that
lim
r→0 r
1−n
∫
F3,r
v
(
y,nPr (y)
)
dHn−1(y)= v(x,−ξ1 − ξ2). (5.9)
Furthermore, (5.4) and (5.7) together with hypotheses (E) and (C) yield
lim
r→0 r
1−n
( ∫
G+j
v
(
y,nPr (y)
)
dHn−1(y)+
∫
G−j
v
(
y,nPr (y)
)
dHn−1(y)
)
= 0. (5.10)
Now, if ε and θ are as in assumption (F), we obtain:∣∣∣∣∣r1−n
∫
∂Pr
v
(
y,nPr (y)
)
dHn−1(y)
∣∣∣∣∣ r1−n(θLn(Pr)+ εHn−1(∂Pr)) (θr + ε)c,
for some constant c > 0. Letting r tend to 0, we obtain, since ε is arbitrary, that
lim
r→0 r
1−n
∫
∂Pr
v
(
y,nPr (y)
)
dHn−1(y)= 0.
This together with (5.1) and (5.8)–(5.10) yields
v(x, ξ1)+ v(x, ξ2)+ v(x,−ξ1 − ξ2)= 0.
Finally, with the help of hypothesis (C), we infer from the above that ξ → v(x, ξ) is linear.
Theorem 5.3. Let T : BV(Rn)→ R be a linear functional and let C ⊂ Rn be a compact
set. Assume that
(A) |〈T ,g〉| ‖g‖ whenever g ∈ BV(Rn);
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(B) for every bounded open set U ⊂ Rn with C ∩ clU = ∅, and every ε > 0, there exists
θ > 0 such that ∣∣〈T ,g〉∣∣ θ |g|1 + ε‖g‖
whenever g ∈BVs(Rn) and sptg ⊂U ;
(C) C is purely n− 1 unrectifiable.
Then there exist a Borel set G ⊂ Rn with Ln(Rn ∼ G) = 0, and a bounded Borel
measurable vectorfield v :Rn →Rn such that
〈T ,1A〉 =
∫
∂∗A
〈
v(x),nA(x)
〉
dHn−1(x)
for each bounded BV set A⊂Rn with Hn−1(∂∗A∼G)= 0.
Proof. When g ∈BVs(Rn)we observe that the Radon–Nikodym derivative d(Dg)/dHn−1
belongs to L1(Hn−1;Rn). Furthermore if d(Dg)/dHn−1 = 0, Hn−1 almost everywhere,
then Dg = 0, therefore g = 0. This means that the following functional is one-to-one:
Υ :BVs(R
n)→ L1(Hn−1;Rn): g → d(Dg)
dHn−1 .
We consider its inverse:
Υ −1 : imΥ →BVs(Rn)
and we notice that for f ∈ imΥ :
|f |1,Hn−1 =
∣∣(Υ ◦Υ −1)(f )∣∣1,Hn−1 = ∥∥Υ −1(f )∥∥.
Hence |(T ◦ Υ −1)(f )|  |f |1,Hn−1 whenever f ∈ imΥ , and it results from Hahn–
Banach’s theorem that T ◦Υ −1 extends to a linear functional T̂ :L1(Hn−1;Rn)→R such
that 〈T̂ , f 〉| |f |1,Hn−1 , f ∈ L1(Hn−1;Rn).
Suppose now that B ⊂ Rn is a Borel set such that Hn−1  B is σ -finite, and define a
canonical injection as follows:
ιB :L
1(Hn−1 B;Rn)→L1(Hn−1;Rn): f → f 1B.
Notice that T̂ ◦ ιB belongs to the dual of L1(Hn−1  B;Rn). Since Hn−1  B is σ -finite,
there exists an Hn−1 B measurable function
v(· ,B) :Rn→Rn
such that
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∣∣v(· ,B)∣∣∞,Hn−1  1 and (5.11)〈
T̂ ◦ ιB, f
〉= ∫
Rn
〈
v(x,B),f (x)
〉
d
(Hn−1 B)(x), (5.12)
whenever f ∈ L1(Hn−1  B;Rn). In view of Lusin’s theorem, there is no restriction to
assume that v(· ,B) is Borel measurable (see, e.g., [4, 2.3.6]).
We now turn to investigate how much v(x,B) really depends upon its second variable.
In order to do so, we introduce the following notations. For ξ ∈Rn ∼ {0}, we put:
H(ξ) :=Rn ∩ {y: 〈y, ξ〉 = 0},
H+(ξ) :=Rn ∩ {y: 〈y, ξ〉 0}, H−(ξ) :=Rn ∩ {y: 〈y, ξ〉 0}.
Next, for x ∈Rn, ξ ∈Rn ∼ {0} and r > 0, we define:
χ(x, ξ, r) := ξ.1B(x,r)∩τx(H(ξ)) ∈ L1
(Hn−1;Rn),
as well as its normalized version:
χ(x, ξ, r) := α(n− 1)−1r1−nχ(x, ξ, r),
so that |χ(x, ξ, r)|1,Hn−1 = 1. We start with two easy claims.
Claim 1. For every x, y ∈Rn, ξ ∈ Sn−1 and r > 0 there exists g ∈BVs(Rn) such that
(A) sptg is contained in the convex hull of B(x, r)∪B(y, r);
(B) |g|1  α(n− 1)rn−1|x − y|;
(C) ‖g‖ 2α(n− 1)rn−1 + (n− 1)α(n− 1)rn−2|x − y|;
(D) |χ(x, ξ, r)− χ(y, ξ, r)− Υ (g)|1,Hn−1  (n− 1)α(n− 1)rn−2|x − y|.
Proof. By possibly renaming x and y , there is no restriction to assume that y ∈
τ x(H
+(ξ)). After letting A := B(x, r) ∩ H(ξ) + [x, y], we claim that g := 1A has the
required properties. While (A) is obvious, (B) readily follows from Fubini’s theorem. Next
notice that
Hn−1([x, y] +H(ξ)∩ ∂B(x, r)) (n− 1)α(n− 1)rn−2|x − y|
according to the coarea formula [4, 3.2.22]. Conclusions (C) and (D) now follow at
once. ✷
Claim 2. For every x ∈Rn, ξ, ζ ∈ Sn−1 and r > 0 there exists g ∈BVs(Rn) such that
(A) sptg ⊂ B(x, r);
(B) |g|1  α(n− 1)rn|ξ − ζ |;
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(C) ‖g‖ (2α(n− 1)+ nα(n))rn−1;
n−1(D) |χ(x, ξ, r)− χ(x, ζ, r)− Υ (g)|1,Hn−1  2(n− 1)α(n− 1)r |ξ − ζ |.
Proof. Indeed we claim that
g := 1B(x,r)
(
1τx(H+(ξ)) − 1τx(H+(ζ ))
)
verifies the above conditions. First, it is clear that
sptg ⊂ B(x, r)∩B
(
τ x
(
H(ξ)
)
, r
√
1− 〈ξ, ζ 〉2
)
, (5.13)
whence (A) trivially holds true and (B) follows from Fubini’s theorem because
−1 g  1. Next we observe that
Dg =Hn−1  [χ(x, ξ, r)− χ(x, ζ, r)− (1τx(H+(ξ)) − 1τx(H+(ζ )))nB(x,r)] (5.14)
from what (C) is an obvious consequence, whereas (D) follows from (5.14), (5.13) and the
coarea formula [4, 3.2.22]. ✷
Now, for x ∈Rn ∼C and ξ ∈Rn ∼ {0} we define:
v∗(x, ξ) := lim sup
r→0
〈
T̂ ,χ(x, ξ, r)
〉
, v∗(x, ξ) := lim inf
r→0
〈
T̂ ,χ(x, ξ, r)
〉
,
and we let v(x, ξ) be the common value whenever the limit exists. We also set
v(x,0) := 0 for x ∈Rn. It trivially follows from the linearity of T̂ that v(x, tξ)= tv(x, ξ)
whenever v(x, ξ) exists and t ∈ R. Note also that |v(x, ξ)| 1 whenever v(x, ξ) exists—
a consequence of (5.11) and (5.12). We now turn to proving elementary properties of v∗
and v∗.
Claim 3. For each ξ ∈ Sn−1 the functions x → v∗(x, ξ) and x → v∗(x, ξ), defined for
x ∈Rn ∼C, are Borel measurable.
Proof. In order to prove this, first choose an open ball U ⊂ Rn ∼ C with C ∩ clU = ∅,
ε > 0, and let θ > 0 be associated with U and ε as in hypothesis (B). If x, y ∈ U and
0 < r < min{dist(x, ∂U),dist(y, ∂U)} and g is associated with x , y , ξ and r > 0 as in
Claim 1, then∣∣〈T̂ , χ(x, ξ, r)〉− 〈T̂ , χ(y, ξ, r)〉∣∣ (n− 1)α(n− 1)rn−2|x − y| + θα(n− 1)rn−1|x − y|
+ ε(2α(n− 1)rn−1 + (n− 1)α(n− 1)rn−2|x − y|),
whence ∣∣〈T̂ ,χ(x, ξ, r)〉− 〈T̂ ,χ(y, ξ, r)〉∣∣ c(n)((r−1(1+ ε)+ θ)|x − y| + ε),
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where c(n) depends only upon n. From this follows readily that x → 〈T̂ ,χ(x, ξ, r)〉 is
ncontinuous on U , whence also on R ∼ C since U is arbitrary. We obtain the claim as a
standard consequence of this continuity property. ✷
Claim 4. For each x ∈Rn∼C the set Ξ(x) consisting of those ξ ∈ Sn−1 such that v(x, ξ)
exists is closed, and Ξ(x)→R: ξ → v(x, ξ) is continuous.
Proof. Fix x ∈ Rn ∼ C and select an open set U ⊂ Rn ∼ C containing x and such that
C ∩ clU = ∅. For each ε > 0 we let θ(ε) be associated with U and ε as in hypothesis (B).
Now for each ξ, ζ ∈ Sn−1 and 0 < r < dist(x, ∂U), it follows from Claim 2 that∣∣〈T̂ , χ(x, ξ, r)〉− 〈T̂ , χ(x, ζ, r)〉∣∣
 2(n− 1)α(n− 1)rn−1|ξ − ζ | + θ(ε)α(n− 1)rn−1|ξ − ζ |
+ ε(2α(n− 1)+ nα(n))rn−1
whence ∣∣〈T̂ ,χ(x, ξ, r)〉− 〈T̂ ,χ(x, ζ, r)〉∣∣ c(n)(θ(ε)|ξ − ζ | + ε) (5.15)
where c(n) depends on n only. Suppose ξ ∈ Sn−1 ∼ Ξ(x) and choose
0 < γ < (v∗(x, ξ) − v∗(x, ξ))/2. Let ε := c(n)−1γ /2. Then if ζ ∈ Sn−1 is such that
|ξ − ζ |  c(n)−1θ(ε)−1γ /2, it follows from (5.15) that v∗(x, ζ )  v∗(x, ξ) − γ and
v∗(x, ζ )  v∗(x, ξ) + γ , therefore ζ /∈ Ξ(x). This proves that Ξ(x) is closed. Finally,
if ξ, ζ ∈Ξ(x), we infer from (5.15) that∣∣v(x, ξ)− v(x, ζ )∣∣ c(n)(θ(ε)|ξ − ζ | + ε)
for every ε > 0, from what the continuity of Ξ(x)→R: ξ → v(x, ξ) readily follows. ✷
Next, with each ξ ∈ Sn−1 we associate the set:
G0(ξ) := (Rn ∼C) ∩
{
x: v(x, ξ) exists
}
,
and we also define:
G0 :=
⋂{
G0(ξ): ξ ∈ Sn−1
}
.
Claim 5. The set G0 is Borel measurable and Ln(Rn∼G0)= 0. Moreover if P ⊂Rn∼C
is a polyhedron then
〈T ,1P 〉 =
∫
∂P
v
(
y,nP (y)
)
dHn−1(y). (5.16)
1206 T. De Pauw / J. Math. Pures Appl. 82 (2003) 1191–1217
Proof. For each ξ ∈ Sn−1 and t ∈R∼ {0}, let H(t, ξ) := τ tξ (H (ξ)). We observe that for
1 n−1each f ∈L (H H(t, ξ)),
〈
T̂ , f ξ
〉= ∫
Rn
〈
v
(
y,H(t, ξ)
)
, ξ
〉
f (y)d
(Hn−1 H(t, ξ))(y).
Since
H(t, ξ)→R: y → 〈v(y,H(t, ξ)), ξ 〉
is a bounded Borel measurable function, the Lebesgue density theorem implies that
Hn−1[(Rn ∼C)∩H(t, ξ)∼G0(ξ)] = 0 and that〈
T̂ , f ξ
〉= ∫
Rn
v(y, ξ)f (y)d
(Hn−1 H(t, ξ))(y)
whenever f ∈ L1(Hn−1  H(t, ξ)). Formula (5.16) follows at once. Furthermore,
Hn−1(C ∩H(t, ξ))= 0 (hypothesis (C) of the theorem), therefore
Hn−1(H(t, ξ)∼G0(ξ))= 0. (5.17)
As G0(ξ) is Borel measurable (according to Claim 3), Fubini’s theorem and (5.17) imply
that
Ln(Rn ∼G0(ξ))= 0. (5.18)
Now let {ξ1, ξ2, . . .} be a countable dense subset of Sn−1. We infer from Claim 4 that
G0 =∩
{
G0(ξi) : i = 1,2, . . .
}
whence G0 is Borel measurable, and in turn we deduce from (5.18) that Ln(Rn ∼G0)= 0.✷
Claim 6. There exist a bounded Borel measurable vectorfield v :Rn→Rn and a Borel set
G⊂G0 such that Ln(Rn ∼G)= 0 and v(x, ξ)= 〈v(x), ξ〉 for every x ∈G and ξ ∈Rn.
Proof. Let U0 ⊂ Rn ∼ C be a bounded open set with C ∩ clU0 = ∅ and choose δ0 > 0
as well as an open set U ⊂ Rn ∼ C in order that B(U0, δ0) ⊂ U and C ∩ clU = ∅. For
0 < δ < δ0, x ∈U0 and ξ ∈Rn, define:
vδ(x, ξ) :=
∫
Rn
Φδ(y)v(x − y, ξ)dLn(y)
where Φδ is a standard mollifier [4, 4.1.2]. We will show that Lemma 5.2 applies to U0
and vδ ; hypotheses (C) and (D) are readily verified. The dominated convergence theorem
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together with Claim 4 imply that vδ(x, ξ) is continuous in its variable ξ . Since it is clearly
continuous in its variable x as well, we see that hypotheses (B) and (E) of Lemma 5.2 are
verified too. We turn to check that hypothesis (F) holds true. Let P ⊂U0 be a polyhedron
and notice that (5.16) together with Fubini’s theorem implies the following:
∫
∂P
vδ
(
x,nP (x)
)
dHn−1(x)=
∫
∂P
( ∫
Rn
Φδ(y)v
(
x − y,nP (x)
)
dLn(y)
)
dHn−1(x)
=
∫
Rn
Φδ(y)
( ∫
∂P
v
(
x − y,nP (x)
)
dHn−1(x)
)
dLn(y)
=
∫
Rn
Φδ(y)
( ∫
∂τ−y(P )
v
(
z,nτ−y(P )(z)
)
dHn−1(z)
)
dLn(y)
=
∫
Rn
Φδ(y)〈T ,1τ−y(P )〉dLn(y),
therefore hypothesis (B) of the present theorem clearly implies that hypothesis (F) of
Lemma 5.2 is verified. We infer from that lemma that Rn → R: ξ → vδ(x, ξ) is linear
for every x ∈U0. Now let {ξ1, ξ2, . . .} be an enumeration ofQn. For each i = 1,2, . . . there
exists a Borel set Xi ⊂ U0 such that Ln(U0 ∼Xi)= 0 and vδ(x, ξi)→ v(x, ξi) as δ→ 0
for every x ∈ Xi . Put X :=⋂{Xi : i = 1,2, . . .}. Clearly X is Borel, Ln(U0 ∼ X) = 0
and vδ(x, ξ)→ v(x, ξ) as δ → 0 for every x ∈ X and every ξ ∈ Qn. This implies that
Qn → R: ξ → v(x, ξ) is Q-linear for each x ∈X. In turn, Claim 4 implies that Rn → R:
ξ → v(x, ξ) is linear for each x ∈X ∩G0. Therefore, for such x’s there exists v(x) ∈Rn
such that v(x, ξ)= 〈v(x), ξ〉, ξ ∈Rn. The Borel measurability of v :X ∩G0 →Rn clearly
follows from that of the v(· , ξ)’s, ξ ∈ Rn. Since U0 is arbitrary and Rn ∼ C is Lindelöf,
the claim is proved. ✷
We are now in a position to finish the proof of the theorem. Let A⊂ Rn be a bounded
BV set such thatHn−1(∂∗A∼G)= 0. We intend to show that
〈T ,1A〉 =
∫
∂∗A
〈
v(x),nA(x)
〉
dHn−1(x).
According to (5.12), it suffices to prove that〈
v(x, ∂∗A),nA(x)
〉= 〈v(x),nA(x)〉 (5.19)
for Hn−1 almost every x ∈ G ∩ ∂∗A. In view of the assumption that C is purely n − 1
unrectifiable, the rectifiability of G∩∂∗A implies thatHn−1(C∩G∩∂∗A)= 0, whence we
can further restrict ourselves to proving (5.19) forHn−1 almost every x ∈ (G∩ ∂∗A)∼C.
We denote by R the subset of (G∩ ∂∗A)∼C consisting of those x’s such that:
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(I) |(1Tx,r (A) − 1H−(nA(x)))1B(0,1)|1 → 0 as r → 0;
n−1 n−1(II) Θ (H  ∂∗A,x)= 1;
(III) x is an Hn−1  ∂∗A Lebesgue point of 〈v(· , ∂∗A),nA(.)〉.
In view of [4, 4.5.9(2)] and [4, 2.9.9] we see thatHn−1(∂∗A∼R)= 0. Therefore we need
only to prove (5.19) for x ∈ R.
Let x ∈ R and choose an open set U ⊂ Rn ∼ C with x ∈ U and C ∩ clU = ∅. For
0 < r < dist(x, ∂U), define:
γ (r) := ∣∣(1Tx,r (A) − 1H−(nA(x)))1B(0,1)∣∣1 = r−n∣∣(1A − 1τx(H−(nA(x))))1B(x,r)∣∣1. (5.20)
For each j = 1,2, . . . refer to Lemma 5.1 applied to
E := (A∼ τ x(H−(nA(x))))∪ (τ x(H−(nA(x)))∼A)
and ρ := 2−j to find some 2−j−1 < rj < 2−j such that
Hn−1[∂B(x, rj )∩ ∂e(E ∩B(x, rj ))] 3.2jLn(E ∩B(x,2−j))
 3.2n−1rn−1j γ
(
2−j
)
. (5.21)
Define:
gj := α(n− 1)−1r1−nj
(
1A − 1τx(H−(nA(x)))
)
1B(x,rj ) (5.22)
and notice that sptgj ⊂U provided j is large enough. Observe that
Dgj =Hn−1  χ
(
x,nA(x), rj
)− α(n− 1)−1r1−nj Hn−1  nA1B(x,rj )
+ α(n− 1)−1r1−nj Hn−1  qj (5.23)
for some qj ∈ L1(Hn−1;Rn) such that |qj |∞,Hn−1  2 and Qj := Rn ∩ {x: qj (x) = 0}
verifies:
Qj ⊂ ∂B(x, rj )∩ ∂∗
(
E ∩B(x, rj )
)
.
In view of (5.21) we obtain:
Hn−1(Qj ) 3.2n−1rn−1j γ
(
2−j
)
. (5.24)
Next we infer from (5.23), (5.24) and (II) that
‖gj‖ 1+Θn−1
(Hn−1  ∂∗A,x)+ 1+ 3.2n−1α(n− 1)−1 (5.25)
provided j is sufficiently large. It follows also from (5.22) that
|gj |1  α(n− 1)−1α(n)rj . (5.26)
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Therefore, hypothesis (B) together with (5.25) and (5.26) yieldlim
j
〈T ,gj 〉 = 0. (5.27)
Now refer to (5.23) to deduce that
〈T ,gj 〉 =
〈
T̂ ,Υ (Dgj )
〉
= 〈T̂ ,χ(x,nA(x), rj)〉− α(n− 1)−1r1−nj 〈T̂ ,nA1B(x,rj )〉
+ α(n− 1)−1r1−nj
〈
T̂ , qj
〉
. (5.28)
Recall that
lim
j
〈
T̂ ,χ
(
x,nA(x), rj
)〉= v(x,nA(x))= 〈v(x),nA(x)〉, (5.29)
because x ∈G. Furthermore,
lim
j
〈
T̂ ,nA1B(x,rj )
〉
= lim
j
α(n− 1)−1r1−nj
∫
B(x,rj )
〈
v(y, ∂∗A),nA(y)
〉
d
(Hn−1  ∂∗A)(y)
= 〈v(x, ∂∗A),nA(x)〉, (5.30)
according to (5.12) and (III). Finally, (5.24), (5.20) and (I) yield
lim
j
α(n− 1)−1rn−1j
∣∣〈T̂ , qj 〉∣∣ lim
j
α(n− 1)−1r1−nj |qj |1,Hn−1
 lim
j
6.2n−1γ (2−j )= 0. (5.31)
Plugging (5.29)–(5.31) into (5.28) and refering to (5.27) proves the theorem. ✷
Corollary 5.4. Let T and C verify the assumptions of Theorem 5.3, and let v be a
vectorfield having the property stated in the conclusion of that theorem. Then for every
ϕ ∈D(Rn) the following holds:
On letting At :=Rn ∩ {x: ϕ(x) > t}, t ∈R, one has,
(A) the function t → 〈T ,1At 〉 is L1 measurable;
(B) T (ϕ)= ∫
R
〈T ,1At 〉dL1(t).
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Proof. Define vj := Φj−1 ∗ v, j = 1,2, . . . , where Φj−1 are standard mollifiers. Let
nG∗ ⊂G be a Borel set such that L(R ∼G∗)= 0 and vj (x)→ v(x) as j →∞ for every
x ∈G∗. According to the coarea theorem one has:
0=
∫
Rn∼G∗
|∇ϕ|dLn =
∫
R
Hn−1(∂∗At ∼G∗)dL1(t).
Therefore there is E ⊂ R such that L1(R∼E)= 0 and Hn−1(∂∗At ∼G∗)= 0 whenever
t ∈E. For t ∈E it follows that vj → v as j →∞,Hn−1  ∂∗At almost everywhere. Since
the v1, v2, . . . are uniformly bounded we infer from the dominated convergence theorem
that
lim
j
∫
∂∗At
〈vj ,nAt 〉dHn−1 =
∫
∂∗At
〈v,nAt 〉dHn−1 = T (1At )
for t ∈ E. Together with [4, 4.5.9(13)], this proves conclusion (A). In turn, since
| ∫
∂∗At 〈vj ,nAt 〉dHn−1|Hn−1(∂∗At) and∫
R
Hn−1(∂∗At)dL1(t)=
∫
Rn
|∇ϕ|dLn <∞,
we infer again from the dominated convergence theorem that
lim
j
∫
R
( ∫
∂∗At
〈vj ,nAt 〉dHn−1
)
dL1(t)=
∫
R
( ∫
∂∗At
〈v,nAt 〉dHn−1
)
dL1(t).
On the other hand, since the v1, v2, . . . are smooth, we deduce from [4, 4.5.9(13)] that
∫
R
( ∫
∂∗At
〈vj ,nAt 〉dHn−1
)
dL1(t)=
∫
Rn
〈vj ,∇ϕ〉dLn.
Since also
lim
j
∫
Rn
〈vj ,∇ϕ〉dLn =
∫
Rn
〈v,∇ϕ〉dLn.
The corollary follows. ✷
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6. Purely unrectifiable nonremovable setsWe can now prove the main result of this paper.
Theorem 6.1. Let C ⊂Rn be a purely n−1 unrectifiable compact set with 0 <Hn−1(C) <
∞. Then there exists a bounded Borel measurable vectorfield v :Rn→Rn such that:
(A) ∫
Rn
〈v,∇ϕ〉dLn = 0 for every ϕ ∈D(Rn) with C ∩ sptϕ = ∅;
(B) ∫
Rn
〈v,∇ϕ〉dLn > 0 for every ϕ ∈D(Rn) with ϕ  1C .
Proof. Let µ ∈ M+(Rn) be the nontrivial Radon measure associated with C in
Proposition 4.1, and define:
T : BV(Rn)→R: g →
∫
Rn
g∗ dµ.
It is plain that T verifies hypothesis (A) of Theorem 5.3. It also verifies assumption (B)
of that theorem because if C ∩ sptg = ∅ then T (g) = 0, since sptµ ⊂ C. Therefore the
theorem applies and it follows from Corollary 5.4 in conjunction with Fubini’s theorem
that for each ϕ ∈D(Rn):∫
Rn
〈v,∇ϕ〉dLn =
∫
R
〈T ,1At 〉dL1(t)=
∫
R
µ(At)dL1(t)=
∫
Rn
ϕ dµ.
The conclusions readily follow from the above equality. ✷
Question 6.2. I do not know whether there exists a bounded vectorfield v that verifies the
conclusions of Theorem 6.1 and is continuous in Rn ∼C.
By smoothing properly the vectorfield v from Theorem 6.1 we obtain the following.
Theorem 6.3. Let η > 0, 1  p <∞ and let C ⊂ Rn be a purely n − 1 unrectifiable
compact set with 0 < Hn−1(C) < ∞. Then there exists a bounded Borel measurable
vectorfield w :Rn→Rn having the following properties:
(A) w ∈ C∞(Rn ∼C;Rn);
(B) the function Rn ∼C→Rn: x → divw(x) belongs to Lp(Ln), and |divw|p  η;
(C) there is a test function ϕ ∈D(Rn) such that∫
Rn
ϕ divw dLn = −
∫
Rn
〈w,∇ϕ〉dLn.
Proof. The beginning of the proof coincides with the proof of Theorem 6.1. Namely we
find a nontrivial µ ∈M+(Rn) such that
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〈v,∇ϕ〉dLn =
∫
ϕ dµ (6.1)Rn Rn
whenever ϕ ∈D(Rn).
Choose ϕ∗ ∈D(Rn) such that ϕ∗  1C , as well as 0 < ε < η small enough for
ε
(|ϕ∗|q + |∇ϕ∗|∞)<µ(C), (6.2)
where q−1 = 1 − p−1. We consider a locally finite open covering U1,U2, . . . of Rn ∼ C
such that Ui is bounded and dist(C,Ui) > 0 for each i = 1,2, . . .. We also let u1, u2, . . .∈
D(Rn ∼ C) be a partition of unity subordinate to that covering: 0  ui  1Ui for every
i = 1,2, . . . , and ∑∞i=1 ui = 1 on Rn ∼ C. Now for each i = 1,2, . . . we refer to the
dominated convergence theorem in order to choose 0 < δi < dist(C,Ui) small enough for
the following to hold true:( ∫
Rn
|∇ui |p|Φδi ∗ v − v|p dLn
)1/p
 ε2−i and (6.3)
∫
Rn
ui |Φδi ∗ v − v|dLn  ε2−i . (6.4)
We now define w on Rn ∼C by the formula:
w :=
∞∑
i=1
ui(Φδi ∗ v)
and we let w = 0 on C. Conclusion (A) follows at once and we now turn to proving (B).
Let ϕ ∈D(Rn) and recall that∫
Rn
〈v,∇ϕ〉dLn =
∫
Rn
ϕ dµ= 0
because sptµ⊂ C. Therefore we infer from the dominated convergence theorem that
−
∫
Rn
ϕ divw dLn =
∫
Rn
〈w,∇ϕ〉dLn =
∫
Rn
〈w− v,∇ϕ〉dLn
=
∫
Rn
〈 ∞∑
i=1
ui(Φδi ∗ v − v),∇ϕ
〉
dLn
=
∞∑
i=1
∫
Rn
〈Φδi ∗ v − v,ui∇ϕ〉dLn. (6.5)
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Notice that for each i = 1,2, . . . ,∫
Rn
〈Φδi ∗ v − v,ui∇ϕ〉dLn
=
∫
Rn
〈
Φδi ∗ v − v,∇(uiϕ)
〉
dLn −
∫
Rn
〈Φδi ∗ v − v,ϕ∇ui〉dLn
= Ii,1 − Ii,2. (6.6)
We first show that Ii,1 = 0. Indeed,∫
Rn
〈
v,∇(uiϕ)
〉
dLn =
∫
Rn
uiϕ dµ= 0
according to (6.1) and the fact that spt(uiϕ)∩ spt(µ)= ∅. Furthermore,4∫
Rn
〈
Φδi ∗ v,∇(uiϕ)
〉
dLn =
∫
Rn
〈
v,Φδi ∗ ∇(uiϕ)
〉
dLn =
∫
Rn
〈
v,∇[Φδi ∗ (uiϕ)]〉dLn
=
∫
Rn
Φδi ∗ (uiϕ)dµ= 0,
again because of (6.1) and spt(Φδi ∗ (uiϕ)) ∩ spt(µ) = ∅. This establishes that Ii,1 = 0.
Next we infer from (6.3) and Hölder’s inequality that
∞∑
i=1
|Ii,2|
∞∑
i=1
∫
Rn
|∇ui ||Φδi ∗ v − v||ϕ|dLn  ε|ϕ|q. (6.7)
Plugging (6.6) and (6.7) into (6.5), we deduce from the dominated convergence theorem
that ∣∣∣∣∣
∫
Rn
ϕ divw dLn
∣∣∣∣∣ ε|ϕ|q.
Since this holds true for every ϕ ∈ D(Rn ∼ C), it follows easily that divw ∈ Lp(Ln) and
|divw|p  ε  η.
The proof will be finished as soon as we show that
−
∫
Rn
ϕ∗ divw dLn =
∫
Rn
〈w,∇ϕ∗〉dLn. (6.8)
4 Here we assume that the mollifiers have the following symmetry property: Φδi (−y)=Φδi (y), y ∈Rn.
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First notice that ∣∣∣∣∣
∫
Rn
ϕ∗ divw dLn
∣∣∣∣∣ ε|ϕ∗|q . (6.9)
Next observe that (6.4) implies:∣∣∣∣∣
∫
Rn
〈w − v,∇ϕ∗〉dLn
∣∣∣∣∣=
∣∣∣∣∣
∫
Rn
〈 ∞∑
i=1
ui(Φδi ∗ v− v),∇ϕ∗
〉
dLn
∣∣∣∣∣
 |∇ϕ∗|∞
∞∑
i=1
∫
Rn
ui |Φδi ∗ v − v|dLn  ε|∇ϕ∗|∞.
Therefore, ∫
Rn
〈w,∇ϕ∗〉dLn =
∫
Rn
〈v,∇ϕ∗〉dLn +
∫
Rn
〈w− v,∇ϕ∗〉dLn
=
∫
Rn
ϕ∗ dµ+
∫
Rn
〈w− v,∇ϕ∗〉dLn
 µ(C)− ε|∇ϕ∗|∞. (6.10)
Now (6.10) together with (6.9) and the choice of ε, (6.2), readily imply (6.8). ✷
Remark 6.4. If w verifies the conclusions of Theorem 6.3 and if U ⊂ Rn is any open
bounded set containing C then
∫
U |Dw|dLn =∞ as follows from [3, 3.14].
Question 6.5. I do not know whether Theorem 6.3 holds true with p = ∞. A positive
answer to Question 6.2 would yield a positive answer to this question (proceeding exactly
as in the proof of Theorem 6.3).
7. Fluxing charges versus flat cochains
In this section we intend to show that our Theorem 5.3 is a strict generalization of J.H.
Wolfe’s theorem stated and proved in H. Whitney’s book [12, Chapter IX, Theorem 7C].
Before we compare (a subclass of ) charges (defined, for instance, in [10]) to flat cochains
(defined, for instance, in [12,4]), it seems relevant that we give a brief account of some
background information.
Loosely speaking, an integration theory may be regarded as a duality between
integration domains and integrable objects (acting on the domains). This is, of course,
assuming that we are given an underlying “measure”. The ambient space may be n-
dimensional, for instance, Rn, and the objects of the theory may be m-dimensional,
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with 0  m  n. To be more specific, we provide examples of what we have in mind.
nFor Lebesgue’s integration theory in R (m = n) the domains of integration are the
Ln measurable sets A ⊂ Rn and the integrable objects are the Ln summable functions
f ∈ L1(Ln). The duality is (A,f ) → ∫A f dLn. It appears immediately that the class
of “domains of integration” can be extended to the essentially bounded Ln measurable
functions g ∈ L∞(Ln), and the duality extended to (g, f ) → ∫
Rn
gf dLn. Our second
example is the Henstock–Kurzweil integral in R (n=m= 1). The domains of integration
A ⊂ R are the finite unions of bounded subintervals of R whereas the integrable objects
are simply the Henstock–Kurzweil integrable functions f in R. A duality is again given
by the integration procedure, (A,f ) → (HK) ∫
A
f , and can be extended to the case when
A is replaced with a function of bounded variation. In the middle dimensions (0m n)
Lebesgue’s theory has been extended by H. Whitney in his book [12]. The m-dimensional
domains of integration are called m-dimensional flat chains. They are also obtained as a
result of a certain completion procedure (with respect to the so-called flat norm), starting
from m-dimensional polyhedral chains. The integrable objects (called the m-dimensional
flat cochains) are simply the linear functionals which are continuous with respect to the
flat norm. One possibly unfortunate feature of the theory is that in the top dimension
(m= n), the Banach space of flat chains is isomorphic to L1(Ln), and not to L∞(Ln) as
one would have hoped for (H. Whitney was in fact aware of this restriction, as is suggested
by one sentence in the third paragraph of [12, Chapter IX, p. 253]). Let us say a few more
words about this difficulty. If we want to allow among (n − 1)-dimensional domains of
integration the oriented polyhedral hypersurface (S,nS) and if we want a Borel measurable
vectorfield v to act on these domains as follows: (S, v) → ∫S〈v,nS 〉dHn−1, then we see
that we have little choice but to require that v be (locally) bounded (in order to guarantee
that 〈v,nS 〉 ∈ L1(Hn−1  S) for each S). Roughly speaking, an (n − 1)-dimensional flat
cochain will then correspond to a vectorfield v only if v is bounded (this is indeed the
case, as shown by J.H. Wolfe’s theorem). As the graded class of flat cochains is also closed
under taking the (weak) exterior derivative (so that flat chains and flat cochains can be
successfully used to define homology and cohomology theories), we see why a divergence
theorem
∫
∂A〈v,nA〉dHn−1 =
∫
A divv dLn in the context of flat chains and flat cochains is
restricted to the case when divv ∈L∞loc(Ln) (see [5]). What charges do, among other things,
is to allow for bounded vectorfields with unbounded divergence. To place this in context,
we now mention the integration theory of W.F. Pfeffer (m = n), which generalizes both
Henstock–Kurzweil’s and Lebesgue’s. The domains of integration are the bounded BV sets
A⊂ Rn and the integrable functions f act again on the domains by means of an integral:
(A,f ) → (P ) ∫
A
f . This duality can be extended to a duality (see [10, Chapter 4]):
BV(Rn)∩L∞(Ln)×CH(Rn)→R,
where CH(Rn) is the space of charges (see below for a definition). The situation is slightly
improved, of course, since on the side of the “domains of integration” we are restricted to
a subspace of L∞(Ln) (notice that BV [a, b] ⊂ L∞(L1  [a, b]) so the question does not
occur when n= 1). How this extends to the middle dimensions, however, remains unclear.
From this brief account it should now be plain why it makes sense to compare charges and
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(n− 1)-dimensional flat cochains. In what follows we assume the reader familiar with the
notations and terminology of [4].
A charge is a linear functional:
F : BV(Rn)∩L∞(Ln)→R
such that for every ε > 0 there exists θ > 0 with the following property:∣∣〈F,g〉∣∣ θ |g|1 + ε(‖g‖ + |g|∞)
whenever sptg ⊂ B(0, ε−1). For instance, if µ ∈M+(Rn) and µ Ln, then 〈µ,g〉 :=∫
Rn
g dµ defines a charge. We define a fluxing charge to be one verifying the stronger
condition that ∣∣〈F,g〉∣∣ θ |g|1 + ε‖g‖,
with the same sequence of quantifiers. Of course, a fluxing charge is a charge, but µ Ln
need not be a fluxing charge. Fluxing charges which are not associated with some µ Ln
arise, for instance, as the flux of some continuous vectorfield v :Rn →Rn; in other words,
〈Fv,g〉 :=
∫
Rn
〈v,Dg〉 is a fluxing charge (see [10, 2.1.8]). A partial converse follows from
Theorem 5.3—we state it without proof.
Theorem 7.1. Let F be a fluxing charge in Rn. Then there exists a locally bounded
Borel measurable vectorfield v :Rn → Rn such that 〈F,ϕ〉 = ∫
Rn
〈v,∇ϕ〉dLn whenever
ϕ ∈D(Rn).
Question 7.2. Is it always possible to represent a fluxing charge by a continuous
vectorfield, as in the above theorem? The estimates from the proof of Theorem 5.3
do not give any indication in this direction. Notice also that not every bounded Borel
measurable vectorfield representing some fluxing charge need be continuous. Indeed if
v(x) := |x|−1(−x1, x2), x ∈ R2 ∼ {0} then Fv is a fluxing charge; in fact Fv = 0, whence
we can represent it with vˆ = 0.
The space of (n − 1)-dimensional flat chains Fn−1(Rn) is defined in [4, 4.1.12]. We
recall that if K ⊂Rn is compact and T ∈ Fn−1,K(Rn) then
FK(T )= inf
{
M(R)+M(S): T =R + ∂S, R ∈Dn−1(Rn),
S ∈Dn(Rn) and spt(R)∪ spt(S)⊂K}. (7.1)
We say that a linear functional α : Fn−1(Rn)→ R is an (n − 1)-dimensional locally flat
cochain (see also [4, 4.1.19]) if for every r > 0 there is c(r) > 0 such that∣∣〈α,T 〉∣∣ c(r)FB(0,r)(T )
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whenever T ∈ Fn−1(Rn) and sptT ⊂ B(0, r). We claim that each such α “is a fluxing
n ∞ ncharge” in the following sense. Given α and g ∈ BV(R )∩L (L ) we let
〈Fα,g〉 :=
〈
α, ∂(En  g)
〉
(recall that En  g ∈ Nn(Rn) (see, e.g., [4, 4.5.16]), and that ∂T ∈ Fn−1(Rn) whenever
T ∈ Fn(Rn)). Next observe that
FB(0,ε−1)
(
∂(En  g)
)
 |g|1
if sptg ⊂ B(0, ε−1). Therefore Fα is a fluxing charge. However, not every fluxing charge
is obtained from a flat cochain in this way. Indeed it suffices to consider the flux Fv of a
continuous vectorfield, differentiable everywhere, such that divv /∈ L∞loc(Rn). If Fv were
associated to some flat cochain α then〈
α, ∂(En  ϕ)
〉= 〈Fv,ϕ〉 = −∫
Rn
ϕ divv
where the second equality follows from the Gauss–Green theorem (see, e.g., [10,
Chapter 5]). As this would hold for every ϕ ∈D(Rn), it would readily contradict the fact
that dα is associated with a locally bounded function [4, 4.1.19].
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