We consider Lebesgue{integrable, compactly supported solutions of two{ scale di erence equations and investigate the relations between translates of these solutions. A detailed study of corresponding invariant subspaces leads to new observations concerning the factorization of the re nement mask and certain spectral properties of corresponding coe cient matrices. In particular, new necessary conditions for the existence of integrable, compactly supported solutions are derived.
Functional equations of type (1.1) arise in many contextes, in the construction of wavelets as well as in interpolating subdivision schemes. There are a lot of papers studying these equations extensively (see e.g. Micchelli Griepenberg 10] ). In particular, several special cases of solutions are investigated. For subdivision schemes for instance, compactly supported solutions ' 2 C(R) (or more generally, ' 2 L p (R)) with L 2 {stable (or L p {stable) integer translates are considered ( 8, 12] ). In what follows, we are interested in (1.1) as a functional equation, and consider solutions with the following property. Definition 1.1. A re nable function ' is called E{solution (essential solution) of (1.1), if it is a not identically vanishing, Lebesgue{integrable and compactly supported function. Two E{solutions ' 1 and ' 2 are not considered as di erent, if there exists a constant c, such that ' 1 = c ' 2 almost everywhere.
As shown in 5], the assumptions in the de nition yield that supp ' 0; n].
By Fourier transform of (1.1), we obtain '(2u) = P(e ?iu )'(u) (1. ; almost everywhere. Hence, we make the Assumption (A1): Throughout the paper, we assume that P(1) = 1.
Then, for the Fourier transform'(u) of a re nable function ', we obtain by repeated application of (1. where we have assumed that'(0) = R n 0 '(t) dt = 1 (see 5, 20] ). For t = 0 and t = n, (1.1) simpli es to '(0) = c 0 '(0) and '(n) = c n '(n), respectively. Assumption (A2): Throughout the paper (disregarding the exceptional case of step functions), we assume that c 0 6 = 1, c n 6 = 1.
This implies together with the foregoing equations that the E{solution ' satis es '(0) = '(n) = 0.
For a re nable function ', we introduce the vector (t) := ('(t); '(t + 1); : : :; '(t + n ? 1)) T :
( Introducing the vector~ (t) := ('(t); : : :; '(t + n ? 2)) T , relations (1.7) reduce to the single relation~ (1) = M~ (1). In the case~ (1) 6 = 0, which is valid for a nontrivial continuous solution (cf. 6], Proposition 2.1),~ (1) is necessarily a right eigenvector of M corresponding to the eigenvalue 1, and, of course, 1 is also an eigenvalue of the both matrices A 0 and A 1 . Starting with an eigenvector~ (1) of M corresponding to 1, we can recursively compute values of ' at dyadic rationals by means of (1.5). This dyadic interpolation method is extensively explained in 6] and 19]. It also applies if ' has linearly dependent integer translates, while the subdivision algorithm usually does not work in this case (cf. e.g. 1]).
The matrix M may have the eigenvalue 1 with a multiplicity greater than 1. In this case, only one particular linear combination of corresponding eigenvectors can lead to an E{solution ' (see Example 1 later on).
In the following, it is also convenient to introduce the in nite matrix A := (c 2j?k ) j;k 0 and the in nite column vector (t) := ('(t + j)) j 0 of a re nable function ', so that (1.1) can be written in the form for all t 1 with a xed constant c. Since (t) has only nitely many components di erent from zero, there arise no convergence problems.
Concerning E{solutions, we extend the spaces L 0 and L 0 , respectively, to L := span fw 2 C n : w T (t) = c; t 2 0; 1]; a:e: g; (1.12) L := span fw = (w j ) j 0 : w T (t) = c; t 2 (?1; 1]; a:e: g (1.13) with certain constants c which depend on w (or w), but not on t. For simplicity, we restrict ourselves to these extended spaces, though several of the following results are even valid with respect to L 0 ; L 0 , and we usually drop the restriction \almost everywhere" tacitly. Let us emphazise that (1.1) shall be satis ed in any case for all real t.
In Section 2, the properties of L and L are extensively studied. A general characterization of elements of L will be presented. Similar results can be found in 1].
Knowing the structure of vectors contained in L, we are able to derive new consequences on eigenvectors of our matrices A 0 ; A 1 and A, and on zeros of the re nement mask P(z) from (1.3) in Section 3. Usually, papers dealing with re nement equations are restricted to the case P(?1) = 0, i.e., that P(z) possesses the factor z + 1. If the subdivision scheme associated with fc g n =0 converges uniformly (or in L p (R)), then P(?1) = 0 is necessarily satis ed (see 8, 12] ). Here, we drop this assumption and consider also re nement masks with P(?1) 6 = 0; however, we show that the re nement mask P(z) of an E{solution of (1.1) always possesses a factor p(z), which is a certain modi cation of (z+1). This factor p(z) can be considered as the re nement mask of a piecewise step function. Moreover, it follows that each E-solution can be represented as a nite linear combination of integer translates of a simpler E-solution of (1.1) with a re nement mask containing the factor (z+1). The arguments can be pushed a little further, also allowing assertions on multiple zeros of P(z).
Finally, in Section 4, the structure of L implies consequences on eigenvectors of the coe cient matrices A 0 , A 1 and A. In particular, it will be shown that the matrices A 0 ; A 1 have the eigenvalue 1 also in the general case; however, in case of continuous E{solutions, they cannot possess root vectors belonging to the eigenvalue 1. As corollaries, we obtain new statements on the non{existence of E{solutions of (1.1). The results will be explained by examples.
INVARIANT SPACES
We consider the functional equation (1.1) satisfying the Assumptions (A1) and (A2) and possessing an E{solution '. In this section, we want to derive some properties of the corresponding spaces L and L in (1.12) and (1.13), respectively. We start with the following basic theorem. 3. Let us mention that according to Gupta, cf. 15], p. 420, there exist nonintegrable solutions (t) satisfying (2.2), for instance (t) = cot( t) (0 < t < 1). In fact, there exist in nitely many nonintegrable solutions, namely, given an arbitrary function (t) for 1 2 < t 1, it can be continued such that (2.2) for k = 0; : : :; n ? 1 would yield a solution (t) with constant components, i.e., '(t + j) = C j for j = 0; : : :; n ? 1 and 0 t 1 a.e.. But (1.1) yields for 0 t < 1 that '(t=2) = c 0 '(t); hence, by Assumption (A2), it follows that C 0 = 0, i.e., '(t) vanishes identically on 0; 1). Applying (1.1) recursively, we nd that ' vanishes identically on 0; n], in contrast to our assumption.
Remarks: 1. The boundedness of ' in (iii) for j j > 1 can be weakened by boundedness in right neighbourhoods of k for eigenvalues of A 0 , and boundedness in left neighbourhoods of k for eigenvalues of A 1 . 2. Analogously, in (iv), for A 0 we need continuity of (0) from the right; and for A 1 , continuity of (1) from the left is su cient. This recursion formula shows that w for n is uniquely determined by the initial values w 1 ; : : :; w n?1 , hence there can be at most one extension from w to w.
Assertion (iv) follows from (ii) and from Corollary 2.1 (vi). Finally, (v) is a consequence of (iii) and the de nition of L.
Remarks: 1. Using Theorem 2.3 (i) and Corollary 2.1 (iii), (iv) we nd: If ' is bounded in neighbourhoods of the points k (k = 0; : : :; n), and if w 2 L is a left eigenvector or left root vector of A 0 (or A 1 ) to the eigenvalue (j j > 1), then w is uniquely extendable to w 2 L. If we replace the boundedness condition by continuity in all points k (k = 0; : : :; n), then this assertion also holds for eigenvalues with j j = 1.
2. If (w j ) T j 0 A = (w j ) T j 0 then we also have (w j+1 ) T j 0 A 0 = (w j+1 ) T j 0 .
3. For = c n , it can happen that an eigenvector of A 0 corresponding to cannot be extended to an eigenvector of A, but then it can always be extended to a root vector of A corresponding to . 
FACTORIZATION OF THE MASK
As before, let ' be an E{solution of (1.1) under the assumptions (A1) and (A2), and let L be de ned as in (1.13). Knowing the structure of vectors contained in L, we shall derive consequences on eigenvectors of the in nite matrix A := (c 2i?j ) i;j 0 and on zeros of the re nement mask P(z) de ned in (1.3). We shall show that for each E-solution ', the renement mask necessarily contains a polynomial factor, which is a certain modi cation of (1 + z). Let p denote an arbitrarily chosen, but then xed value of the two square roots of ( 6 = 0). In some papers considering compactly supported solutions of re nement equations (see e.g. Daubechies & Lagarias 6]), the rst sume rule (2.4) is assumed, yielding that e := (1; : : :; 1) T is a left eigenvector of both A 0 and A 1 . In particular, it follows that the corresponding re nement mask P(z) possesses the factor (z + 1). For integrable solutions of (1.1) with compact support in 0; n] and with linearly independent integer translates, the rst sum rule (2.4) is satis ed everytimes (see Section 2) . Now, we show that a re nement mask P(z) yielding an E{solution ', necessarily possesses a factor p(z) which is a certain modi cation of (z + 1). Let us rst consider the case that = = 1; i.e., the case (ii) of Theorem 3.1. Then, P(?1) = 0, i.e., p 0 (z) = (z + 1)=2 is a factor of the mask P(z), and the last statement of (ii) (in Theorem 3.1) gives no new relation in view of = 1. 
) is a factor of P(z) and the procedure stops for this . Case (ii) means: (z + p ) is a factor of P(z) and we continue with the factor z ? p applying Theorem 3.1 to (( p ) j ) j 0 . Case (iii) means: (z ? p ) is a factor of P(z) and we continue with the factor z + p applying Theorem 3.1 to ((? p ) j ) j 0 .
Case (iv) means: We continue with both factors (z + p )(z ? p ) applying Theorem 3.1 to both ( p j ) j 0 and ((? p ) j ) j 0 . Since some factors z ? can be gathered up, we have exactly the procedure as described in the Theorem leading to a factor p(z) = p k (z) with the mentioned properties.
Remarks: 1. If the re nement mask of an E-solution ' does not possess the factor p 0 (z) = (1 + z)=2, then in view of the foregoing case (i), it has symmetric zeros on the unit circle. Hence, the condition that P(z) has no symmetric zeros on the unit circle, is necessary for linear independence as well as for Riesz stability of integer translates of ' (see e.g. 13], Theorem 3.3).
2. The simplest zero set corresponding to p 0 (z) is R = f1g. Other examples for zero sets are R = f1=2; 3=2g corresponding to p 1 (z) = (z 2 + 1)=2 and R = f1=8; 9=8; 5=4; 3=2g corresponding to p 3 (z) = (z 2 + e ?5i =4 )(z ? e ?5i =4 )(z + i).
3. Characterising the roots e i p=q of ?1 by p=q, we can interpret the result of Theorem 3.3 by means of the tree graph in Figure 1 , in order to get the zeros of p(z). Geometrically, the endpoints of a certain nite subtree of the graph with invariant root 1 form the set R of zeros of a possible factor p(z) = p k (z) in the Theorem.
The factor p(z)(= p k (z)) found in Theorem 3.3 can also be characterized as follows: Observe that the zeros of Q(z) in Proposition 3.1 can be arbitrary roots of unity. The factorization P(z) = p(z)Q(z) with p(z) in (3.4), given by Theorem 3.4, allows to simplify the E-solution of (1.1). In order to show this, we need the Theorem 3.5. Let P(z) andP (z) be polynomials of the form P(z) = P 1 (z) P 2 (z 2 );P(z) = P 1 (z) P 2 (z);
where P 2 (z) = P k =0 r z with r 0 6 = 0 and with P(1) =P (1) by means of (3.6) as a nonvanishing locally Lebesgue-integrable function. Since' is compactly supported,' is an E-solution.
We easily conclude that, if'(t) is continuous, then also '(t) is continuous. Observe, that P 1 (z) in Theorem 3.5 is not necessarily a polynomial as in the example P(z) = Proof. We apply Theorem 3.5 as follows: Putting P 1 (z) = (z + 1) Q(z) 2 r(z) ; P 2 (z) = r(z); we have P(z) = P 1 (z) P 2 (z 2 ).
Hence, the re nement mask P(z) = P 1 (z) P 2 (z) also provides an E-solution' of (1.1), and the assertion follows.
Remarks: 1. By Proposition 3.2, each E-solution ' of (1.1) can be represented as a nite linear combination of integer translates of an Esolution' with a re nement maskP(z) containing the factor p 0 (z) = (z + 1)=2. This argument can even be pushed a little further, showing that each E-solution can be given as a nite linear combination of integer translates of a re nable function' with linearly independent integer shifts (see 12], Theorem 5.3). 2. If P(z) = P 1 (z) P 2 (z 4 ) then it can also be represented as
and we can apply Theorem 3.5 with P 2 (z) P 2 (z 2 ) instead of P 2 (z). Analogously, P(z) = P 1 (z) P 2 (z 2 k ) can be reduced to the original case replacing P 2 (z) by P 2 (z) P 2 (z The case m = 2 k , l = 1 can be treated with both Theorem 3.5 and Theorem 3.6 in view of (1 + z) ( Next, assuming that the re nement mask P(z) possesses a factor p k (z) (as described in Theorem 3.3), we are interested in consequences for eigenvectors and root vectors of the coe cient matrix A. 
