Distributed automata-based LTL model-checking relies on algorithms for finding accepting cycles in a Büchi automaton. The approach to distributed accepting cycle detection as presented in [9] is based on maximal accepting predecessors. The ordering of accepting states (hence the maximality) is one of the main factors affecting the overall complexity of model-checking as an imperfect ordering can enforce numerous re-explorations of the automaton. This paper addresses the problem of finding an optimal ordering, proves its hardness, and gives several heuristics for finding an optimal ordering in the distributed environment. We compare the heuristics both theoretically and experimentally to find out which of these work well.
Introduction
Over the past decade, many techniques using distributed and/or parallel processing have been developed to combat the computational complexity of verification problems. They cover reachability analysis [3, 14, 17, 21] , verification of branching time logics [4, 5, 7, 8, 12, 15] , linear time logics [1, 2, 10] , equivalence checking [6, 18] , and other verification problems.
In this paper we concentrate on the technique of maximal accepting predecessor for LTL model-checking as presented in [9] . We show how this technique can be extended and optimised to speed-up LTL model-checking in a distributed environment.
The maximal accepting predecessors (MAP) algorithm comes out from the automata approach which reduces the LTL model-checking problem to the emptiness problem for Büchi automata. A Büchi automaton accepts a non-empty language if and only if there is a reachable accepting cycle in the Büchi automaton graph.
Reachability is a graph exploration technique that can be efficiently parallelised. The MAP algorithm exploits reachability for cycle detection in the distributed environment. The algorithm is derived from the observation that all vertices on a cycle have the same set of predecessors. To avoid computing sets of all predecessors the algorithm assigns to every vertex a single representative predecessor. Another core idea of the algorithm is to make use of vertex ordering to determine suitable representatives. Namely, supposing the vertices of the graph are ordered, the representative is the maximal accepting predecessor of the vertex (or null value if there is none). A sufficient condition for a graph to contain an accepting cycle is that there is an accepting vertex with itself as the maximal accepting predecessor. Unfortunately, this is not a necessary condition as there can exist an accepting cycle with "its" maximal accepting predecessor lying outside of it. For this reason the algorithm systematically re-classifies those accepting vertices which do not lie on any cycle as non-accepting and re-computes the maximal accepting predecessors. The overall complexity of the MAP algorithm is mainly derived from both computing the representatives and the number of iterations in which vertices are re-classified and the representatives are re-computed. It turns out that the vertex ordering is of crucial importance for improving the performance of the algorithm.
In [9] a few basic vertex orderings have been considered, a systematic exposition of vertex orderings and its impact on the algorithm effectiveness has been left open. In this paper we investigate the influence of the vertex ordering in detail. First of all, we introduce the notion of an optimal ordering as the ordering for which the MAP algorithm terminates in the very first iteration, i.e. without re-classifying the representatives. The optimal ordering can be computed for example by depth-first search traversal of the graph. However, as we prove, the problem itself is P-complete and its efficient distributed solution is not at hand (Section 3). Therefore, we formulate several heuristics to resolve the ordering problem in a distributed environment and investigate their theoretical properties (Section 4). All heuristics went through a detailed experimental evaluation (Section 5) giving a deeper insight into their practical usability in the distributed verification.
Maximal Accepting Predecessors
In this section, we recapitulate the main idea of the MAP algorithm as presented in [9] , concentrating on the impact of vertex ordering on the complexity of the algorithm.
The MAP algorithm follows the automata-based approach to LTL modelchecking [22] . The verification problem is reduced to the emptiness problem for Büchi automata and is represented as a graph problem. Let A = (Σ, S, δ, s, Acc) be a Büchi automaton where Σ is an input alphabet, S is a finite set of states, δ : S × Σ → 2 S is a transition relation, s is an initial state and Acc ⊆ S is a set of accepting states. The automaton A can be identified with a directed graph G A = (V, E, s, A), called an automaton graph, where V ⊆ S is a set of vertices corresponding to all reachable states of the automaton A, E = {(u, v) | u, v ∈ V and v ∈ δ(u, a) for some a ∈ Σ}, s ∈ V is a distinguished initial vertex corresponding to the initial state of A and A is a distinguished set of accepting vertices corresponding to reachable accepting states of A. Definition 2.1 Let G = (V, E, s, A) be an automaton graph. The reachability relation ; + ⊆ V × V is defined as u ; + v iff there is a directed path u 0 , u 1 , . . . , u k in G where u 0 = u, u k = v and k > 0.
A directed path u 0 , u 1 , . . . , u k forms a cycle if u 0 = u k and the path contains at least one edge. A cycle is accepting if at least one vertex on the path u 0 , u 1 , . . . , u k belongs to the set of accepting vertices A.
A Büchi automaton recognises a non-empty language iff its automaton graph contains an accepting cycle. The MAP algorithm detects accepting cycles by maximal accepting predecessors. It assumes a linear ordering ≺ on the set V of vertices. The ordering is extended to the set V ∪{null } (null / ∈ V ) by setting null ≺ v for all v ∈ V . Definition 2.2 Let G = (V, E, s, A) be an automaton graph. A maximal accepting predecessor function of the graph G, map G : V → (V ∪ {null }), is defined as
If there is a vertex v ∈ V with map G (v) = v, the algorithm reports an accepting cycle. However, it can happen that the graph contains an accepting cycle and for all v ∈ V the inequality map G (v) = v holds. As all vertices on a cycle must have the same maximal accepting predecessor, this can only happen if this predecessor lies outside the cycle. Such a vertex can be removed from the set of accepting vertices without violating the existence of an accepting cycle in the graph. This idea is formalised in the notion of a deleting transformation. Whenever the deleting transformation is applied to an automaton graph G with map G (v) = v for all v ∈ V , it shrinks the set of accepting vertices by deleting the vertices which evidently do not lie on any cycle. Definition 2.3 Let G = (V, E, s, A) be an automaton graph and map G its maximal accepting predecessor function. A deleting transformation is defined as del (G) = (V, E, s, A), where
Note that the application of the deleting transformation can result in a different map function but it preserves the property "the graph contains an accepting cycle". The MAP algorithm alternately computes the map function and applies the deleting transformation till an accepting cycle is discovered or the set of accepting states is empty.
MAP Algorithm while
In our original algorithm [9] the deleting transformation has been defined using the set {u ∈ A | ∃v ∈ V.map G (v) = u} of accepting vertices to be removed. The new formulation of the deleting transformation used here is more appropriate in the context of optimising vertex ordering as it generally removes more vertices. E.g. consider the graph on Figure 2 with two accepting vertices 2 and 4 and the vertex ordering given by their numbers. The algorithm terminates in two iterations under the original definition (in the first iteration the vertex 4 is deleted, in the second one the vertex 2 is deleted) while it needs only one iteration to terminate under the new definition (both accepting vertices are deleted at once as map G (2) = null ≺ 2 and map G (4) = null ≺ 4). The correctness of the modified algorithm can be easily proved following similar arguments as given in [9] . 
Optimal Vertex Ordering for the MAP Algorithm
The time complexity of the distributed MAP algorithm is O(a 2 · m), where a is the number of accepting vertices and m is the number of edges in the automaton graph. Here the factor a·m comes from the computation of the map function and the factor a relates to the number of iterations, i.e., computations of the del function. In order to optimise the complexity one aims to decrease the number of iterations by choosing an appropriate vertex ordering. A natural way how to order the vertices is to use the enumeration order as it is computed in the enumerative on-the-fly model-checking. In [9] , each vertex was identified with a vector of three numbers -the workstation identifier, the row number in the hash table, and the column number in the row. The ordering of vertices was given by the lexicographical ordering of these triples. In this section, we define the notion of an optimal ordering and prove that the optimal ordering problem is P-complete.
Let ≺ be a linear ordering on vertices used by the algorithm MAP and iter ≺ be the number of iterations of the main cycle till the algorithm MAP terminates.
Definition 3.1 An ordering
The optimality of an ordering is tightly related to a reachability relation on the set of accepting vertices.
Definition 3.2
An ordering ≺ respects reachability iff for all u, v ∈ A, whenever (u ;
Lemma 3.3
If an ordering ≺ respects reachability then it is optimal.
Proof. We prove that non-optimal ordering does not respect reachability. Suppose the ordering ≺ is not optimal and there is an accepting cycle in the graph G. The algorithm does not detect an accepting cycle in the first iteration if for all accepting vertices u the value map G (u) = u. Let v be the maximal accepting vertex lying on a cycle.
+ v, and v ;
+ map G (v). Therefore ≺ does not respect reachability.
If there is no accepting cycle in the graph, then there is an accepting vertex v which is not re-classified as non-accepting after the first iteration of the MAP algorithm. It means that v ≺ map G (v) and map G (v) ; + v. From acyclicity we have v ;
+ map G (v), which implies that ≺ does not respect reachability.
Lemma 3.4
For every automaton graph there is an optimal ordering. Moreover, an optimal ordering can be computed in time O(a · m).
Proof. We give algorithm which computes an optimal ordering. As a first step, the algorithm computes the reachability relation R = {(u, v) | u, v ∈ A, u ; + v}. This computation can be done for example by running a reachability procedure from all accepting vertices separately which takes time O(a · m). Now, if the graph does not contain any accepting cycle, then for u, v ∈ A we put u ≺ v if and only if (u, v) ∈ R. Other pairs of vertices are ordered arbitrarily. If the graph contains an accepting cycle, then there is a vertex u with (u, u) ∈ R. Let v ≺ u for every accepting vertex v, v = u. Other pairs of vertices are again ordered arbitrarily.
Notice, that a graph can have several optimal orderings, as the ordering of non-accepting vertices and of accepting vertices, which are mutually unreachable, is not important.
The question is whether an optimal ordering can be computed more efficiently in the distributed environment. We provide a strong evidence that the computation of an optimal ordering cannot be significantly speeded up by the use of any reasonable number of parallel processors. Namely, we prove that the optimal ordering problem is P-complete and thus inherently sequential. A problem is P-complete if it belongs to P and every language L ∈ P is log-space reducible to the problem (see [13] for details on P-completeness).
The optimal ordering problem is to decide for a given automaton graph and two accepting vertices u, v whether u precedes v in every optimal ordering of graph vertices. Lemma 3.4 shows that the optimal ordering problem is in P. We prove P-hardness by reduction from the NAND circuit value problem.
A NAND boolean circuit is a sequence B = (B 0 , . . . , B n ) where B 0 = 1 and
, and value(B) = value(B n ). The NAND circuit value (NANDCV) problem is to decide for a given NAND boolean circuit B whether value(B) = true. Ladner [16] shows that the NANDCV problem is P-complete.
Theorem 3.5
The optimal ordering problem is P-hard.
Proof. By log-space reduction of the NANDCV problem to the optimal ordering problem. Let B = (B 0 , . . . , B n ) be a NAND boolean circuit. We construct an automaton graph G and identify its two vertices u, v in such a way that u precedes v in every optimal ordering of graph vertices if and only if value(B) = true.
First, for each B i we construct a graph G i inductively. The graph Figure 2a) . Figure 2b) .
Fig. 2. Construction of the automaton graph
We prove that for all i = 0, . . . , n the graph G i has specific reachability properties. Namely, if value(B i ) = true then T i ;
The assertion can be proved by induction on i. For i = 0, value(B 0 ) = true and the assertion can be easily checked following Figure 2a ). For the induction step let us suppose value(B i ) = true. Then value(B i 1 ) = value(B i 2 ) = false and by induction hypothesis there are paths from I i 1 to T i 1 and from I i 2 to T i 2 . These paths together with edges (T i , I i ), (I i , I i 1 ), (T i
The case value(B i ) = false divides into three subcases depending on values of value(B i 1 ) and value(B i 2 ), all subcases are handled analogously to the previous case.
To finish the proof of P-hardness of the optimal ordering problem, let us reduce the NAND boolean circuit B to the automaton graph G containing as its subgraph G n , a new initial vertex S and edges from S to all vertices in G n . Vertices T n and F n are accepting. From properties of G n we have that if value(B) = true then T n ; + F n ∧ F n ; + T n and if value(B) = false then F n ; + T n ∧ T n ; + F n . We claim that value(B) = true iff in every optimal ordering T n precedes F n . Clearly, if value(B) = true and F n preceded T n , then map(T n ) = null , map(F n ) = T n , and the MAP algorithm would need two iterations to complete the cycle detection. For the opposite implication, if value(B) = false, then ordering in which F n precedes T n is optimal as map(F n ) = null and map(T n ) = F n . To conclude the proof we observe that the construction of the graph G can be done in space logarithmic with respect to the circuit size.
Heuristics for vertex ordering
As the optimal ordering problem is P-complete, we cannot expect the computation of an optimal ordering in the distributed environment to be significantly more efficient than in the sequential setting. Therefore we aim for non-optimal orderings. In this section, we describe several heuristics for computing a vertex ordering. All but one are easily computable in the distributed environment. For all orderings we indicate how "far" is the computed ordering from the optimal one. We elaborate a quantitative measure that characterizes the distance. Definition 4.1 Let ≺ be an ordering and γ = u 1 , . . . , u n be a path in G. Then (u i 1 , . . . , u i k ) is a reverse subsequence of the sequence (u 1 , . . . , u n ) if u i 1 , . . . , u i k are accepting vertices and u i k ≺ . . . ≺ u i 2 ≺ u i 1 . The maximal length of a reverse subsequence of the path γ is the index of the path γ, index ≺ (γ).
Index of a vertex u is defined as index ≺ (u) = max{index ≺ (γ) | γ is a path from the initial vertex to the vertex u in G}.
Index of an automaton graph G is defined as index ≺ (G) = max{index ≺ (u) | u is a vertex in G}.
To illustrate the definition, let γ = 4, 2, 3, 5, 1 be the path depicted on Figure 3 and 1 ≺ 2 ≺ 3 ≺ 4 ≺ 5. Then (4, 2), (4, 3), (4, 3, 1), and (3, 1) are reverse subsequences of the sequence (4, 2, 3, 5, 1). On the other hand, the sequences (4, 2, 3, 1) and (5, 1) are not reverse subsequences of γ. Index of the path γ is 3. Proof. To prove the inequality index ≺ (G) ≤ iter ≺ let us assume there is a vertex u with index ≺ (u) > iter ≺ . Let σ = (u 1 , . . . u k ) be a reverse subsequence of a path from s to u with |σ| = index ≺ (u). Then at least two vertices u i , u j (i < j) have to be deleted from A during the same deleting transformation. But u i ; + u j , u j ≺ u i and therefore u j ≺ map(u j ). This contradicts the definition of the deleting transformation.
For the opposite inequality index ≺ (G) ≥ iter ≺ , let u be a vertex and γ = s, . . . u be a path such that index ≺ (γ) = index ≺ (u) = index ≺ (G) = k. Let σ = (u 1 , u 2 , . . . u k ) be the reverse subsequence of the maximal length of the path γ. By induction on the index i we prove that the vertex u i is removed from the set of accepting vertices during the ith iteration of the algorithm MAP.
For i = 1 the assertion follows from the maximality of γ. For the induction step assume that the vertex u i−1 was removed during the (i − 1)th iteration. If u i is not removed from the set of accepting vertices during the ith iteration then there is a vertex v i ∈ A with s ; + v i ; + u i and u i ≺ v i (i.e. in the ith iteration u i ≺ map(u i )). The vertex v i is re-classified as non-accepting not sooner than during the ith iteration and we can repeat similar arguments for the vertex v i . As a result we have vertices
is a reverse subsequence with k + 1 vertices of a path from s to u. This contradicts the maximality of γ and σ. Now we define several vertex orderings which are based on different ways of graph traversal. All but the first one are envisaged to be appropriate for the distribution.
Definition 4.3 Let G be an automaton graph.
≺ DFS : Suppose the graph G is traversed by depth first search (DFS). We define u ≺ DFS v iff the vertex u is backtracked by DFS later than the vertex v (i.e., ≺ DFS is the reverse of DFS-postorder). ≺ BFS : Suppose the graph G is traversed by breadth first search (BFS). We define u ≺ BFS v iff the vertex u is visited by BFS before the vertex v. ≺ BFSpreds : Suppose the graph G is traversed by BFS. Let G be the breadth first search tree. Let visit(u) = (acc preds, BF S nr ), where acc preds is the number of accepting predecessors of the vertex u in G and BF S nr is the time when the vertex u is visited by BFS. We define u ≺ BFSpreds v iff visit(u) is lexicographically smaller than visit(v).
The difference between ≺ BFSpreds and ≺ BFS is shown in Figure 4 . In both graphs the successors of the initial vertex are proceeded from left to right. For the next ordering suppose the graph G is divided into subgraphs G 1 , G 2 ,. . . , G n . Further suppose G is traversed by a modified depth first search (cDFS) which differs from DFS in traversing cross edges (edges with vertices from distinct subgraphs). For each subgraph, cDFS maintains a queue of vertices from which it starts a local DFS. A local DFS traverses only the respective subgraph. When a cross edge is encountered, its endpoint is enqueued to the respective queue and the search backtracks. cDFS is initiated with a local DFS from an initial vertex and terminates when no local DFS is running and all queues are empty. A straightforward way to distribute the computation of cDFS is to place subgraphs G 1 , G 2 ,. . . , G n on different computers and run local DFSs in parallel.
≺ cDFS : Suppose the graph G is traversed by cDFS. For u ∈ G i , v ∈ G j we define u ≺ cDFS v iff i < j or (i = j and u is backtracked later than v).
Lemma 4.4 ≺ DFS is an optimal ordering, i.e., index ≺ DFS (G) = 1.
Proof. According to Lemma 3.3 it suffices to prove that ≺ DFS respects the reachability relation. Let u, v ∈ A, u ; + v and v ; + u. If u is visited by DFS before v, then u is backtracked after all its successors and therefore u ≺ DFS v. If u is visited later than v, then v must have been backtracked before u was reached, because there is no path from v to u. Hence u ≺ DFS v. The optimality of ≺ DFS corresponds with P-completeness of the DFS problem [20] . 
Experiments
We have implemented variants of the MAP algorithm using vertex orderings described in the previous section. The experiments have been performed on a network of ten Intel Pentium 4 2.6 GHz workstations with 1 GB of RAM each interconnected with a 100Mbps Fast Ethernet and using tools provided by our own distributed verification environment DiVinE [11] .
In order to examine the performance of the algorithm, we performed an extensive experimental evaluation using graphs representing various verification problems. The graphs are identified in Table 1 We compared vertex orderings ≺ BFS , ≺ BFSpreds , and ≺ cDFS . Moreover, there are several natural vertex orderings derived from the random hash function used for storing states (see [9] for more details). We used the best one from [9] , denoted ≺ RND , as a "benchmark" for the comparison with newly presented orderings.
Detailed results of all experiments are reported in Tables 2 and 3 . For every graph and every ordering we performed experiments on various numbers of workstations. For each setup we give the number of iterations performed by the algorithm and its run time in seconds. The run time represents an average taken from several runs. The sign '-' means that the setup resulted in a computation which does not finish due to memory limitations.
In the case of graphs with an accepting cycle, all computations performed only one iteration. In other words, an optimal ordering was found immediately. Iter. ---20 20
Iter. ---10 11
Iter. ---4 5
Iter. ---165 171 Although this may seem strange from a theoretical point of view, there is some experimental evidence for this. The number of iterations is bounded by the quotient graph height. The quotient graph of G = (V, E) is a graph (W, H), such that W is the set of strongly connected components of G and (C 1 , C 2 ) ∈ H if and only if C 1 = C 2 and there exist r ∈ C 1 , s ∈ C 2 such that (r, s) ∈ E. The height of the quotient graph is the length of the longest path in the quotient graph. As argued in [19] , the quotient graph height is for model checking graphs typically low and thus the MAP algorithm tends to have only a few iterations. In the presence of an accepting cycle, the number of iterations is typically just one.
Furthermore, in some cases you can notice that a computation on fewer workstations takes less time than a computation on more workstations. These irregularities are caused by the hash function used for partitioning and are not related to the algorithm's behaviour.
Yet another observation drawn from the experiments is that in some cases the number of iterations necessary to finish the computation is quite different under different orderings, but the resulting times are very close. This is caused by the uneven number of re-explorations during one iteration. However, lower number of iterations generally results in a faster computation.
As for the orderings, though ≺ BFS and ≺ BFSpreds are both based on the BFS traversal, ≺ BFSpreds outperformed ≺ BFS in most experiments. In fact, our experiments suggest the ≺ BFSpreds ordering to be the best one among the compared orderings.
The ≺ cDFS ordering can be considered from the theoretical point of view as a promising one, as it tries to mimic the optimal ≺ DFS ordering. However, it fails to scale well. The high number of iterations is caused by the direct influence of graph distribution on vertex ordering and by the high number of cross edges in the distributed graph. Due to these reasons is the positive impact of distribution dampened.
The random ordering ≺ RND can be classified as a "better average". It is interesting to note that despite its randomness it sometimes outperforms orderings which have been designed to employ specific graph features.
Finally, for the ≺ BFS , ≺ BFSpreds and ≺ RND orderings the algorithm works on-the-fly as it simultaneously computes the map function and performs cycle detection. The experiments clearly demonstrated that in the presence of an accepting cycle, the algorithm was able to detect it during the first iteration. Thus it was not necessary to generate the whole graph. For graphs without accepting cycles the number of workstations had typically small impact on the number of iterations (except for the ordering ≺ cDFS ).
Conclusions
The paper complements the distributed LTL model-checking algorithm MAP arising out from the maximal accepting predecessors concept. First, we prove that for every graph there is an optimal ordering of graph vertices for which the MAP algorithm terminates in one iteration. The optimal ordering can be computed in time linear to the size of the graph, however the problem itself is P-complete and thus hard to parallelise. Therefore we provide and evaluate several heuristics computing a vertex ordering on-the-fly and such that they are easy to incorporate into the distributed MAP algorithm.
Conclusions both from theoretical and experimental evaluation are that none of the heuristics outperforms the others. On average, the most reliable heuristic is ≺ BFSpreds (based on breadth first search) followed by ≺ RND based on (random) hashing.
The presented approach to the optimisation of the time complexity of the MAP algorithms aims at decreasing the number of iterations of the algorithm. An alternative direction is to optimise the computation of the map function in each iteration. This computation is based on the relaxation of graph edges (in the same way as in the Belmann-Ford algorithm) and we do not find this too promising.
