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Baton Rouge, LouisianaABSTRACT The urease-catalyzed hydrolysis of urea displays feedback that results in a switch from acid (pH ~3) to base
(pH ~9) after a controllable period of time (from 10 to >5000 s). Here we show that the spatially distributed reaction can support
pH wave fronts propagating with a speed of the order of 0.11 mm min1. The experimental results were reproduced qualita-
tively in reaction-diffusion simulations including a Michaelis-Menten expression for the urease reaction with a bell-shaped rate-
pH dependence. However, this model fails to predict that at lower enzyme concentrations, the unstirred reaction does not always
support fronts when the well-stirred reaction still rapidly switches to high pH.INTRODUCTIONFeedback is ubiquitous in biology and drives behaviors
such as biochemical switches (a large-amplitude transition
between states) and rhythms (1). Combining the production
of an autocatalytic species with diffusion in a spatially
distributed system results in a mechanism of intercellular
communication in systems such as bacteria (2), yeast (3),
and the slime mold Dictyostelium discoideum (4). In certain
cases, the spontaneous development of spatial chemical pat-
terns during cellular morphogenesis may also be attributed
to kinetic feedback coupled with transport processes (5,6).
Acid- or base-driven feedback may play an important role
in biological systems. Small-amplitude pH oscillations
often accompany feedback in various processes (e.g.,
glycolysis) and are associated with growth bursts in plants
and regulation of muscle motion in microorganisms (7–9).
The bacteria Helicobacter pylori, which is associated with
stomach ulcers, uses the base-producing properties of the
urea-urease reaction to protect itself against the harsh acidic
environment of the stomach (10). The pH change that
accompanies the reaction of urea with urease is also em-
ployed as a test for the bacteria in biosensors, and may be
exploited in enzyme-based logic gates in biofuel cells (11).
Researchers have shown much interest in investigating
biochemical oscillators in vitro to characterize the under-
lying kinetic mechanisms that give rise to nonlinear
behavior (12). Methods have been developed for the design
of feedback in chemical and biological systems (13,14).
However, there have been relatively few studies of simple,
single-phase systems in which an enzyme drives the feed-
back, and even fewer investigations of in vitro biochemical
waves and patterns (15). An early investigation focused on
NADH and proton waves in yeast cell extracts (16). Fronts
have also been observed in the hydrogenase-catalyzedSubmitted April 19, 2012, and accepted for publication June 14, 2012.
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These systems have complicated kinetics involving multiple
enzyme states.
Almost 40 years ago, investigators proposed a feedback
mechanism exploiting the bell-shaped rate-pH properties
of enzymes: if the reaction produces acid and the initial
pH is adjusted to a higher pH than at the maximum rate,
then rate acceleration can be achieved as the reaction
progresses (19,20). In simulations of ester hydrolysis by
membrane-bound papain, pH waves were observed.
However, experimental attempts to generate feedback by
this mechanism were widely unsuccessful (21). Recently,
we demonstrated that the urease-catalyzed hydrolysis of
urea can show feedback driven by base (NH3) production,
resulting in a pH switch from 3 to 9 under nonbuffered
conditions (22). The results were reproduced in a Michae-
lis-Menten model with a bell-shaped, rate-pH curve, making
it possibly the simplest example of feedback in an enzyme-
catalyzed reaction. The reaction is thus a good candidate for
investigation of waves and pattern formation driven by
biochemical feedback.
Here we show that under certain conditions, the spatially
distributed urea-urease reaction supports propagating pH
wave fronts that convert a mixture from acid (pH 3) ahead
of the front to base (pH 9) behind. The unstirred switch
time is longer than the well-stirred switch time, and at lower
enzyme concentrations, the unstirred system predominantly
fails to support fronts even though the well-stirred system
still shows a rapid switch to high pH. The fronts are repro-
duced in a simple model of the reaction with the bell-shaped
rate pH curve for enzyme activity and diffusion of basic
reaction products NH3 or HCO3
. However, this model fails
to predict the stirring effects and the stochastic nature of the
pH switch/fronts at low enzyme concentrations. Although it
is well known that mixing can influence autocatalytic reac-
tions, to our knowledge, the complete loss of activity in
unstirred systems has not yet been reported (23). The results
may have implications regarding the conditions required forhttp://dx.doi.org/10.1016/j.bpj.2012.06.020
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or in biosensors.MATERIALS AND METHODS
We performed two types of experiments to study the urea-urease system.
The temporal behavior of the systemwas investigated in a well-stirred batch
reactor (Fig. 1 a), whereas its spatiotemporal dynamics was examined in
a quasi-two-dimensional (quasi-2D) layer (Fig. 1 b). The former assembly
consisted of a water-jacketed glass container of 3.8 cm diameter and 6.0 cm
height in which the reaction mixture was continuously stirred at 600 rpm
with a 1.5-cm-long magnetic stir bar by a magnetic stirrer (IKA-Werke,
Staufen, Germany). The latter arrangement was achieved by air-tightly
sandwiching a small amount of the reaction media between the upside-
down lid and the base of a 5-cm-diameter petri dish (2) that was kept inside
a thermostated glass dish (1) for temperature control.
The batch experiments were monitored with a pH combination electrode
(Hanna HI-1131 connected to a pH meter Hanna HI-120; Hanna Instru-
ments, Woonsocket, RI) immersed in the solution. A charge-coupled device
camera and MATLAB (The MathWorks, Natick, MA) program were used
to record and process images of the quasi-2D system. To visualize the
sudden change in the concentration of hydrogen ions, we used the pH indi-
cator cresol red with pKa ¼ 8.3 (Fisher Scientific, Hampton, NH). Experi-
ments were carried out at 20C. Typical results for both arrangements are
shown in Fig. 1, c and d.
Stock solutions were prepared from ultrapure urea (National Diagnostics,
Hessle, UK), urease (type III Jack beans U1500-100KU; Sigma Aldrich,
St. Louis, MO), and concentrated sulfuric acid (AnalR BDH). The enzyme
units quoted are determined from the average urease activity (20,990 U/g).
The pH meter was calibrated with standard solutions of pH ¼ 7.01 and
pH ¼ 4.01 (Acros Organics, Geel, Belgium) before each experimental
run. The batch and 2D experiments were usually carried out in parallel to
enable direct comparison. We prepared the reaction mixtures by first adding
the requisite amounts of the reactant stock solutions and distilled water intoFIGURE 1 Experimental setup. (a) The well-stirred batch reactor appa-
ratus with pH probe and stirrer. (b) Spatial apparatus with camera, where
1 indicates the outer thermostated glass dish, and 2 indicates the inner petri
dish containing the reaction solution. (c) pH profile for [urea]0 ¼ 0.023 M,
[sulfuric acid]0¼ 4.1 104 M, [urease]0¼ 17 U/ml. (d) pH fronts (dark¼
pH ~9, light ¼ pH ~3) for the same conditions in panel c.the batch reactor. After stirring the system for 30 s, we removed 1.5 ml of
aliquot and transferred it to an upside-down lid of a petri dish. We then care-
fully placed the base over the solution inside the lid, with the solution sand-
wiched in a thin layer between the two, at a calculated (constant) layer
depth of 0.8 mm. In the final step, the petri dish assembly was placed inside
the thermostated dish, which was subsequently covered.
The pH was recorded once every 10 s in the batch, and the switch time
(also referred to as the clock time or induction period) was determined
from the maximum of the slope of the pH-time plot. Meanwhile, snapshots
were acquired of the quasi-2D system at a frame rate of 12 per minute. For
mixtures with a switch time of <1000 s, fronts were allowed to spontane-
ously develop, whereas for those with longer reaction times, the fronts were
initiated with a drop of product solution through a 1-mm-diameter hole in
the center of the petri dish lid. In other pH front experiments, acid or base
was used to initiate fronts; however, we found that if the pH of this solution
was higher than that of the reacted solution, the diffusion of this chemical
could obscure the reaction front.
The position of a moving front was determined as the inflection point on
the green channel intensity profile of each RGB snapshot along a line taken
in the direction of propagation. The front velocity was calculated as the
slope of a straight line fitted to the series of front positions. The number
of front positions available for the calculation was determined, at the given
frame rate, by the time elapsed until the system switched or the fronts
collided, and therefore it greatly varied between experiments. At long
switch times (>1000 s), we could typically use 50–70 points (over
10 mm) for the linear fitting. When the switch timewas short, we were often
limited to ~12 front positions (2 mm), which resulted in increased uncer-
tainty in the front velocities in that regime.
For each front, we determined the speed along 16 evenly spaced rays ex-
tending out from the center. In systems with a short switch time, where we
relied on self-initiation, often as many as four fronts were considered in the
calculation of the velocity per experiment. For reaction mixtures having
a switch time of >1000 s, only the speed of the externally initiated front
was taken into account. We averaged velocities from at least five experi-
ments for each composition chosen in the urea-urease sulfuric-acid param-
eter space and determined the standard deviation over all experiments.Model and simulations
The following reaction steps were taken into account:
R1: COðNH2Þ2 þ H2O/
urease
2NH3 þ CO2
R2: NHþ4#NH3 þ Hþ pKa ¼ 9:25
R3: CO2 þ H2O# Hþ þ HCO3 pKa ¼ 6:35
R4: HCO3# CO
2
3 þ Hþ pKa ¼ 10:25:
R5: H2O#H
þ þ OH
R6: HSO4#SO
2
4 þ Hþ
The rate v of the enzyme catalyzed reaction is of the Michaelis-Menten
form (incorporating substrate inhibition, product inhibition, and pH depen-
dence (24,25)):
v ¼ k1ETU
KM þ U

1þ U
KU

1þ

NHþ4

KP

1þ Kes2½Hþ þ
½Hþ
Kes1
;
(1)
where ET is the total concentration of urease in U/ml, U ¼ [urea], KM is
the Michaelis constant, Ku is the equilibrium constant for uncompetitive
substrate inhibition, and Kp is the equilibrium constant for noncompetitive
product inhibition. The pH dependence arises from the formation of anBiophysical Journal 103(3) 610–615
FIGURE 2 pH wave fronts (dark ¼ pH > 9, light ¼ pH < 4) in the urea-
urease reaction for (a–c) [urea]0 ¼ 0.009 M, [urease]0 ¼ 17 unit/ml,
[sulfuric acid]0 ¼ 4.05  104 M, switch time ¼ 3000 s; (d–f) [urea]0 ¼
0.03 M, [urease]0 ¼ 17 unit/ml, [sulfuric acid]0 ¼ 4.05  104 M, clock
time ¼ 900 s; and (g–i) [urea]0 ¼ 0.03 M, [urease]0 ¼ 24 unit/ml, [sulfuric
acid]0¼ 4.05 104 M, clock time¼ 300 s. The time stamp corresponds to
image time þ 100 s for mixing and transfer to the petri dish.
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inactive biprotonated form (Kes1). The enzyme parameters were within
the ranges quoted in the literature (25,26), with values taken to best
match the experimental results in the nonbuffered reaction: k1 ¼ 2.2 
106 unit1 ml M1 s1; KM ¼ 3  103 M; Kes1 ¼ 5  106 M;
Kes2 ¼ 2  109 M; Ku ¼ 3 M; and Kp ¼ 2  103 M.
The following rate constants for the reversible reactions (R2–R6) were
taken from the literature (27): k2 ¼ 24 s1; k-2 ¼ 4.3  1010 M1 s1;
k3 ¼ 0.037 s1; k-3 ¼ 7.9  104 M1 s1; k4 ¼ 2.8 s1; k-4 ¼ 5 
1010 M1 s1; k5 ¼ 1  103 M s1; k-5 ¼ 1  1011 M1 s1; k6 ¼
1.2  109 s1; and k-6 ¼ 1  1011 M1 s1.
Reactions R1–R6 resulted in a 10-variable model (H2O is constant) with
equations for the concentrations of the ith variable (Ci) of the form:
vCi
vt
¼ f ðCiÞ þ Di v
2Ci
vx2
; (2)
where f(Ci) is the reaction term, D is the diffusion coefficient of Ci, and x is
space. The partial differential equations associated with the spatially
distributed (1D) system were solved using the package XPPaut (28)
with the integration method CVODE for time and a second-order central
difference approximation for diffusion terms with spatial step size r ¼
0.2 mm with the total length of the domain ¼ 38 mm (numerical parame-
ters: tol ¼ 1e-14, atol ¼ 1e-14, bandup ¼ 10, bandlo ¼ 10). The diffusion
coefficients were taken as DHþ ¼ 5  103 mm2 s1; DOH ¼ 2 
103 mm2 s1; and for the rest of the species DCi ¼ 1  103 mm2 s1.
To initiate a front, the first two grid points were set with the concentrations
of the (reacted) solution at t ¼ 4000 s (C[1..2] ¼ Ct¼4000), whereas the rest
of the grid points were set with the initial concentrations (C[3..190] ¼
Ct¼0). No flux boundary conditions (C[0] ¼ C[1]; C[191] ¼ C[190])
were used. The well-stirred zero-dimensional (0D) reaction was simulated
by solving the resulting ordinary differential equations with CVODE.FIGURE 3 Front analysis. (a) Space-time plot, (b) profiles in space, and
(c) front positions in time for 1), [urea]0¼ 0.009 M, [urease]0¼ 17 unit/ml,
[sulfuric acid]0 ¼ 4.05  104 M; 2), [urea]0 ¼ 0.03 M, [urease]0 ¼
17 unit/ml, [sulfuric acid]0 ¼ 4.05  104 M; and 3), [urea]0 ¼ 0.03 M,
[urease]0 ¼ 24 unit/ml, [sulfuric acid]0 ¼ 4.05  104 M.RESULTS
Propagating wave fronts, converting the mixture from pH ~3
to pH ~9, were obtained for a variety of initial concentra-
tions. Typical results are shown in Fig. 2. For setups with
long switch times, the front that initiated at the center of
the dish dominated the reaction domain as time progressed;
however, some spontaneous initiations were observed,
usually from the edges of the petri dish (Fig. 2, a–c). The
number of spontaneous initiations increased with decreasing
switch time (Fig. 2, d–i), and as the reaction approached the
switch time, a darkening of the whole medium was
observed. In most cases, the reaction time in the unstirred
system was much longer than that of the well-stirred system.
The fronts propagated with constant concentration
profile, as illustrated in the space-time plot in Fig. 3 a and
the intensity-space in Fig. 3 b. Typical front positions in
time and their corresponding linear fits for the conditions
in Fig. 2 are shown in Fig. 3 c. Fronts were also observed
in separate experiments with an open-air interface and in
deeper layers ofR2 mm, but deformations of the expanding
circular fronts were observed. It is likely that the wave fronts
were subject to convective effects under these conditions,
driven by reaction-driven density differences between the
product solution and reactant solution (29).
The pH fronts were reproduced in simulations of the
model, with examples shown in Fig. 4 for two differentBiophysical Journal 103(3) 610–615enzyme concentrations. The pH switch in the well-stirred
case is from 3 to 9, with reaction times of ~800 s and
1400 s, respectively, for these concentrations. Front propa-
gation proceeds until the whole medium switches in pH at
the same time as the well-stirred case (observed as the
vertical dark band at 800 s in part ii). Propagation is driven
by diffusion of the basic products: fronts are observed with
diffusion of NH3 or HCO3
 alone (i.e., D of all other
species ¼ 0). The sharpness of the front profile is main-
tained during propagation (Fig. 4 c); however, the pH ahead
of the front slowly increases as the reaction progresses.
Thus, there is an acceleration of the front in time. This
process is enhanced by the relatively fast diffusion of Hþ
and is greatly reduced if DHþ ¼ 0. The acceleration is
more pronounced in simulations with shorter reaction times,
FIGURE 4 Model results for [urea]0 ¼ 0.03 M, [sulfuric acid]0 ¼ 4.1 
104 M and (i) [urease]0 ¼ 14 U/ml and (ii) [urease]0 ¼ 24 U/ml. (a) pH-
time plots in the well-stirred (0D) reaction. (b) Space-time plots in the 1D
spatial reaction. (c) pH-space profiles at 200, 500, and 800 s for (i). (d) Front
position in time with linear fit from 1 to 3 mm and separate linear fit from
3 to 5 mm for (i) and (ii).
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(with correlation coefficients > 0.998) over tens of millime-
ters in the case of long reaction times.
The front speed in the simulations was calculated from
the slope of a linear fit of the space-time plot from 1 to
3 mm and a separate linear fit from 3 to 5 mm (Fig. 4 d),
giving a lower and upper wave speed to compare with the
experimental results (Fig. 5). The dependence of the frontFIGURE 5 Simulated front speed (lower line calculated from 1 to 3 mm,
upper line calculated from 3 to 5 mm), and experimental front speed
(squares, error bars are standard deviations over multiple experiments) as
a function of (a) urea, (b) sulfuric acid, (c) urease, and (d) switch time
(calculated from well-stirred conditions). Concentrations: [urea]0 ¼
0.03 M, [sulfuric acid]0 ¼ 4.1  104 M, and [urease]0 ¼ 17 U/ml (except
when varied).speeds on the initial concentrations showed the same trends
in simulations and experiments, i.e., they increased with
increasing urea and urease, and decreased with sulfuric
acid. Thus, the front speed decreases with increasing switch
time as shown in Fig. 5 d. A power law of the form y ¼ AxB
was fit to the data (the fits are not shown in the figure) and
resulted in values of B ¼ 0.481 5 0.001 in simulations
(lower curve) and B ¼ 0.375 0.04 in experiments.
The relationship between front speed and switch time
breaks down at lower enzyme concentrations. With the
enzyme concentration reduced to 3.4 U/ml, the initial acid
can also be reduced to obtain a short switch in the well-
stirred batch reaction (Fig. 6 a). However, in the example
shown in Fig. 6, the spatially distributed reaction failed to
support fronts, with the drop of reacted solution at the center
simply spreading diffusively (Fig. 6, b–d), and the medium
did not switch to high pH, even when left overnight. With
eight repetitions of the experiment, only one run led to front
propagation and a switch to high pH. Using the enzyme con-
centrations employed in our earlier work (0.7–1.4 U/ml),
fronts were never obtained in the unstirred medium for all
the runs tried, and occasionally, for enzyme concentrations
of 0.7 U/ml, the switch to high pH was sometimes not
even observed in the well-stirred case.
In the spatial simulations, however, a front was always
obtained for low enzyme concentrations, and the medium
still switched to high pH at the same time as that predicted
by the well-stirred simulation. With the same concentrations
as in Fig. 6, the switch time was 800 s and the front speed
was of the order of 0.55 mm min1 (Fig. 7 i). Even with a
clock time of 30,000 s for a lower enzyme concentration ofFIGURE 6 Experimental results for low enzyme: [urease]0¼ 3.4 unit/ ml,
[urea]0 ¼ 0.03 M, and [sulfuric acid]0 ¼ 1.6  104 M. (a) pH-time plot in
the well-stirred reaction. (b) Spatial reaction with reacted solution added
in the center at 0 s and at 4500 s. (c) Space-time plot and intensity profiles.
(d) Front position in time.
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FIGURE 7 Simulated results for low enzyme: [urea]0¼ 0.03 M, [sulfuric
acid]0 ¼ 1.6  104 M and (i) [urease]0 ¼ 3.4 unit/ml, (ii) [urease]0 ¼
0.1 unit/mL. (a and d) pH-time plot in the well-stirred reaction. (b and e)
Space-time plot in the 1D spatial reaction. (c) Front position in time. (d)
pH-space profiles at 1000 s, 2500 s, and 4000 s.
614 Wrobel et al.0.1U/ml (Fig. 7 ii), the spatial system supports frontswith the
reacted solution at the first two grid points spreading diffu-
sively initially and then propagating with constant pH-space
profile and speed of the order of 0.057 mmmin1 (calculated
from 3 to 5 mm) until the switch time.DISCUSSION
Chemical fronts are driven by the reaction and diffusion of
an autocatalytic species, and, in contrast to diffusion alone,
have characteristic properties of concentration profiles in
space that travel with constant amplitude and speed (30).
We have demonstrated here that the spatially distributed
urea-urease reaction supports pH wave fronts, converting
the mixture from pH 3 to pH 9. The source of the feedback
in the urea-urease reaction is the production of base, NH3,
coupled with the bell-shaped rate pH curve with a maximum
at pH 7 (22). Thus, with the initial pH adjusted to pH 3 by
addition of sulfuric acid, rate acceleration is expected as
the reaction proceeds. Fronts are obtained in simulations
with a Michaelis-Menten expression for enzyme activity,
including a bell-shaped rate-pH dependence and diffusion
of the basic product NH3. The simplicity of this reaction
makes it particularly useful for investigating the properties
of traveling waves and stochastic effects driven by enzy-
matic feedback.
A number of inorganic reaction systems that support pH
wave fronts, such as the bromate-sulfite (29) and chlorite-
tetrathionate (31) systems, have been well investigated.
Fronts speeds are usually of the order of 1–20 mm min1
(provided that the front is not subject to convective effects),
which is generally higher than the speeds observed here
(0.1–1 mm min1). However, these well-studied systemsBiophysical Journal 103(3) 610–615involve reactions driven by acid autocatalysis, and little is
known about fronts driven by base autocatalysis (32). In
our experiments, the pH fronts have a constant intensity
profile in space and the front position in time is best fit by
a linear relationship. The simulations suggest that in fact,
the fronts accelerate as the pH increases ahead of the front,
a process that is enhanced by fast diffusion of Hþ. This is
more evident close to the switch time, where we typically
do not take measurements experimentally due to noise.
However, it may explain why the front speed at high
enzyme, high urea, and low acid (i.e., short switch times)
is higher than expected from the simulations.
In general, the front speed c may be related to the diffu-
sion coefficient D of the autocatalyst and the reaction
kinetics through the relation c¼ (D/t)1/2, where t is the char-
acteristic timescale of the reaction. A fit of a power relation
of the form y ¼ AxB to the front speed-switch time plots
resulted in exponents of the order of 0.5. However,
the experimental fit is poor due to the significant degree of
variability in front speed and switch time between runs.
Aside from possible acceleration of the front during the
course of the reaction, this is expected for two reasons:
1), enzyme activity may vary among samples; and 2), auto-
catalytic reactions are susceptible to fluctuations that may
arise from imperfect mixing, resulting in variations in
switch time (23).
The sensitivity of the reaction to the degree of mixing
manifests in several ways. With enzyme concentrations
>10 U/ml, there is an increase in the unstirred switch
time relative to the stirred switch time. To obtain a similar
magnitude of speed in simulations to experiments in the
urea-urease reaction, we used an enzyme rate constant
of 2.2  106 unit1 ml M1 s1, which is lower than
that employed in our previous work in the well-stirred
reactor (22). A prolonged switch time in the unstirred case
is associated with consumption of an inhibitor in autocata-
lytic processes, and the dependence of the switch time on
the stirring rate can be simulated with the use of micromix-
ing models (33).
With lower enzyme concentrations of 3.4 U/ml, the reac-
tion often failed to support pH fronts. It is surprising that the
spatially distributed system did not support fronts when
the well-stirred system still showed a switch to high pH in
a few hundred seconds. This has not been observed in other
autocatalytic reactions and may involve a loss of mass-
action kinetics in the spatially distributed enzymatic system.
One of the main differences between other pH autocatalytic
systems and the urea-urease reaction is that the latter
involves a catalyst, urease (22). For enzyme concentrations
of 0.7 U/ml, we sometimes did not observe the switch in the
well-stirred reaction. It would be of interest to determine the
statistics associated with the probability of a pH front/switch
being observed as the enzyme concentration is lowered from
~10 to 1 U/ml. It may be possible to reproduce these effects
in a stochastic model (34).
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We have demonstrated that the urea-urease reaction is one of
a handful of enzyme reactions that show propagating chem-
ical wave fronts in a single-phase system in vitro. The pH
fronts are reproduced by a reaction-diffusion model with
Michaelis-Menten kinetics containing a bell-shaped pH
rate dependence. However, the model breaks down at low
enzyme concentrations (<3 U/ml), and the unstirred system
ceases to support pH fronts or switches even though the
well-stirred reaction shows a rapid pH switch. The urease
reaction is probably the simplest example of biochemical
feedback and is therefore suitable for investigation of chem-
ical waves and stochastic effects driven by enzymatic feed-
back. Pattern formation may be obtained if the reaction is
performed in an open, unstirred reactor and coupled with
an appropriate inhibitory reaction (35,36).REFERENCES
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