We provide a counterexample to an open question concerning a characterization of constant functions through double integrals that involve different quotients. This counterexample requires the construction of an unbounded function whose difference quotients avoid a sequence of intervals with endpoints that diverge to infinity.
Introduction
In this paper we consider the problem of characterizing constant functions by means of nonlocal functionals depending on double integrals of the difference quotient. The starting point of the theory was the following result by H. Brezis [1] (see also [2] ).
Theorem A (see [1, Proposition 2] ). Let d be a positive integer, let Ω ⊆ R d be a connected open set, and let p ≥ 1 be a real number.
Then a measurable function u : Ω → R is (essentially) constant in Ω if and only if Ω×Ω |f (y) − f (x)| p |y − x| p · 1 |y − x| d dx dy < +∞.
In the same paper, H. Brezis suggested to extend the result by investigating more general functionals of the form where ω : [0, +∞) → R is a function in the following class.
Definition B. We call W the set of all continuous functions ω : [0, +∞) → [0, +∞) such that ω(0) = 0 and ω(µ) > 0 for every µ > 0.
The functionals of the form (1.1) have been considered by R. Ignat in [3] , where the following question is addressed.
Question C (see [3, Problem 1] ). Find a necessary and sufficient condition on ω ∈ W so that for every positive integer d, every connected open set Ω ⊆ R d , and every measurable function u : Ω → R it turns out that
As observed in [3] , the class W is the natural minimal setting for Question C, because the continuity of ω guarantees that F ω (u) is well-defined for every measurable function u, assumption ω(0) = 0 guarantees that F ω (u) is finite when u is a constant function, while the positivity of ω(µ) for positive values of µ guarantees that F ω (u) = +∞ for every Lipschitz continuous function u that is non-constant.
Several partial results were proved in [3] . Let us mention some of them.
• (Positive answer with stronger assumptions on u, see [ To this end, it is enough to consider the case where d = 1, Ω = (−1, 1), and u is the Heaviside function equal to 0 in (−1, 0) and equal to 1 in (0, 1). We point out that this function belongs to BV ((−1, 1)), but not to W 1,1 ((−1, 1)).
• (A class of counterexamples, see [3, Theorem 1.7]). If ω(µ) = µ θ for some θ ∈ (0, 1), then there are examples where (1.2) fails, even in dimension one and for functions u that are Hölder continuous and of bounded variation (but of course not in W 1,1 ). In this paper we provide a negative answer to Question D. Our main result is the following. Then there exist a function ω ∈ W that satisfies (1.4), and a non-constant measurable function u : (0, 1) → R such that F ω (u) < +∞.
Ignat's results trace the path to our counterexamples. Indeed, we know that ω has to satisfy the necessary condition (1.3), but not the sufficient condition (1.4). Roughly speaking, this means that ω(µ), as µ → +∞, has to alternate regions where it is "small", so that (1.3) fails, with regions where it is "large", so that the integral in (1.4) diverges.
As for u, its difference quotients need to be "large" enough, because we know that u ∈ W 1,1 , but in the same time these large difference quotients have to avoid the regions where ω is "large", because otherwise also F ω (u) diverges. This anomalous concentration of difference quotients in alternating regions makes the construction of the counterexample challenging and somewhat counterintuitive.
The dimension plays no role in the construction of the counterexamples. Indeed, one can check that the same argument works in the hypercube (0, 1) d by just considering a function u that depends only on a single coordinate. Now in section 2 we prove Theorem 1.1, and then we conclude the paper by discussing some possible further perspectives in section 3.
Our counterexample
In this section we prove Theorem 1.1 by exhibiting an explicit example of functions ω and u with the required properties. More precisely, we actually construct a class of counterexamples, depending on two sequences of real numbers {k n } and {µ n } that grow fast enough.
Preliminaries -The Cantor set Let C ⊆ [0, 1] denote the classical middle-third Cantor set. For every positive integer n, let A n ⊆ [0, 1] denote the open set that is removed from [0, 1] in the n-th step of the construction of C. More formally, the sequence {A n } is defined by
In the sequel we need the following two properties of {A n }.
• (Lebesgue measure). If L (A n ) denotes the Lebesgue measure of A n , then L (A n ) = 1 2 2 3 n ∀n ≥ 1.
• (Distance estimate). For every pair of positive integers i < j, the distance between A i and A j is 3 −j , and in particular
5)
Definition of ω Let us choose once for all two sequences of real numbers {k n } ⊆ [1, +∞) and {µ n } ⊆ [1, +∞) such that µ n ≥ 3 n k n and k n+1 ≥ k n + µ n + 3 (2.6) for every n ≥ 1. For example, we can consider k n := 10 n 2 and µ n := 3 n · 10 n 2 . We observe that µ n+1 > µ n + 3 for every n ≥ 1, and therefore we can consider the function ω : [0, +∞) → [0, +∞) such that
• ω(0) = 0,
• ω is the affine interpolation between the values at the endpoints in [0, µ 1 + 1], and in all subsequent intervals of the form [µ i , µ i + 1] or [µ i + 2, µ i + 3].
From the definition it follows that ω(µ) is continuous, and positive for positive values of µ, and therefore ω ∈ W. Moreover it turns out that
which proves that ω satisfies (1.4).
Definition of u Let {k n } and {µ n } be the two sequences that we have chosen above. Let u : [0, 1] → R be defined by
We observe that the definition of u can be stated in an alternative way by relying on the representation of real numbers in base 3. Indeed, if the Cantor set is the set of real numbers in [0, 1] that do not require the digit 1 in order to be expressed as a ternary (base 3) fraction, then u(x) = k n if and only if n is the position of the first digit 1 that is required in the ternary representation of x.
Key property of difference quotients of u We claim that, for every pair of positive integers i < j, it turns out that
which implies that the difference quotients of u lie in the intervals where ω is "small". To this end, we just observe that u(y) − u(x) = k j − k i and
where the estimate from below follows from (2.5). Thus from (2.6) we deduce that
which proves (2.7).
Conclusion It remains to show that F ω (u) < +∞.
To this end, we observe that in the double integral there is no contribution from pairs (x, y) with either x ∈ C or y ∈ C (because the Lebesgue measure of the Cantor set is equal to 0), and there is no contribution from pairs (x, y) with x and y in the same open set A i (because in this case the difference quotient is 0, and ω(0) = 0). Therefore, we can limit ourselves to pairs (x, y) with x ∈ A i and y ∈ A j for some i = j. Due to the symmetry in x and y we obtain that
Now we exploit (2.7), and the fact that ω(µ) = µ −1 in the intervals of the form [µ j + 3, µ j+1 ], and we deduce that
and therefore
At this point we conclude that
which implies that F ω (u) is finite.
Open problems and further perspectives
The function u in our counterexample does not even belong to L 1 ((0, 1)), due to the growth of the sequence {k n }. Therefore, we can still ask ourselves whether further requirements on u, for example in terms of summability, continuity or Hölder continuity, are enough for (1.2) to be true whenever ω ∈ W satisfies (1.4). A first partial result in this direction, that we plan to include and possibly expand in a forthcoming paper, concerns the BV case. From Ignat's results we know that, under the sole assumption that ω ∈ W, implication (1.2) holds true for u ∈ W 1,1 (Ω), but not necessarily for u ∈ BV (Ω). When the integral condition (1.4) is added, then the implication holds true for every u ∈ BV (Ω). We observe that it is enough to prove this result in dimension one, since then it can be extended to any connected open set Ω ⊆ R d through a standard sectioning technique. After reducing to the case Ω = (0, 1), we can assume that the derivative of u is a measure that is singular with respect to the Lebesgue measure, because otherwise the same argument of the W 1,1 case applies, yielding the divergence of F ω (u) with the only assumption that ω ∈ W.
At this point we know that the derivative of u vanishes almost everywhere. This is the first ingredient of the proof, but it is not enough to conclude since also the function u of our counterexample has the same property. The second ingredient is that every real number µ that is large enough is the difference quotient of u corresponding to a set of pairs (x, y) with enough measure. This is true if the total variation of u is finite, and probably also if u has some kind of summability. We refer to the forthcoming paper for further details.
On the negative side, any argument based on derivatives seems to be hopeless when considering classes of functions that do not admit even an approximate derivative on a set of positive measure, for example generic Hölder continuous functions. This remains a challenging case to deal with.
