Residual partial sum limit process for regression models with applications to detecting parameter changes at unknown times  by Jandhyala, V.K. & MacNeill, I.B.
Stochastic Processes and their Applications 33 (1989) 309-323 
North-Holland 
309 
RESIDUAL PARTIAL SUM LIMIT PROCESS FOR 
REGRESSION MODELS WITH APPLICATIONS TO 
DETECTING PARAMETER CHANGES AT UNKNOWN TIMES 
V.K. JANDHYALA 
Statistics and Applied Probability Program, University of California, Santa Barbara, CA 93106, USA 
I.B. MacNEILL 
Department oj’Siatistica1 and Acluarial Sciences, The University of Western Ontario, 
London, Ont., Canada N6A 5B9 
Received 19 January 1988 
Revised 22 March 1989 
Limit processes for sequences of stochastic processes defined by partial sums of linear functions 
of regression residuals are derived. They are Gaussian and are functions of standard Brownian 
motion. Cramer-von Mises type functionals defined on the partial sum processes are shown to 
converge in distribution to the same functionals defined on the limit processes. This result is then 
applied to derive the asymptotic forms of two-sided change detection statistics for linear regression 
models. These are derived for a variety of weight sequences and are shown to involve sums of 
Cramer-von Mises type stochastic integrals. Finally a methodology is developed to derive distribu- 
tions of these stochastic integrals for the case of harmonic regression. This methodology is 
applicable to more general situations. 
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1. Introduction and summary 
Residual processes defined by partial sums of regression residuals are useful in 
solving change-point problems. MacNeill (1978a) first derived the explicit form of 
the residual processes defined by polynomial regression residuals and later derived 
the processes for general linear regression residuals; see MacNeill (1978b). MacNeill 
and Jandhyala (1985) derived the residual process for non-linear regression. 
Kulperger (1985) derived the residual process for autoregressive models. 
In this paper, the limit processes for partial sums of linear functions of regression 
residuals are derived, and Cramer-von Mises type functionals defined on these 
partial sums are shown to converge in distribution to the same functionals defined 
on the residual processes. This result is applied to derive asymptotic forms of 
Bayesian-type statistics to detect parameter changes at unknown times in linear 
regression models. 
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A methodology is developed for deriving distributions of stochastic integrals. A 
relevant reference in this area is de Wet and Ventor (1973). While the method is 
developed in the context of harmonic regression, it is useful for solving Fredholm 
equations in other important areas such as non-linear regression and polynomial 
regression. Finally, selected quantiles for the case of harmonic regression are 
computed. 
2. Residual partial sum processes and asymptotics for Cram&-von Mises type 
functionals 
Let {ci}J’=, be a sequence of independent random variables defined on the same 
probability space each with mean 0 and variance cr2. Let {Y,,;, j = 1,. . . , n, n a 1) 
be a triangular array of observations satisfying the linear regression model 
Y,,= c P,“Ujln)+c,, j=l,...,n, (2.1) 
i=O 
where p’= (PO,. . . , /3,-l) is the vector of regression parameters and f;( .) are 
regressor functions defined on [0, 11. For a continuous function r( .) defined on the 
unit interval, the sequences of partial sums defined by linear functions of regression 
residuals are given by 
i ,. 
Sin”= C r(iln)(Yni- Y,,), j=1,2 ,..., n. (2.2) 
i=l 
Sequences of stochastic processes {s’,r’(t), t E [0, l]}, n = 1,2,. . . , possessing con- 
tinuous sample paths may then be defined on these partial sums as follows: 
(TvG8(nr)( t) = $& 
d 
+ (nt-[ntlb(([ntl+ l)ln)( YI~,I+, - YL,,I+,). (2.3) 
It may be noted that an”*6~‘(j/n) = $,‘. 
Denote by {B( t), t E [0, l]} the standard Brownian motion process with continuous 
sample paths. This is a Gaussian process with E{B( t)} = 0 and E{B( t) . B(s)} = 
min( s, t). Also let S, = C:_, E,, j = 1, . . . , n, with S,= 0. Define another sequence of 
stochastic processes {6,(t), t E [0, l]}, n = 1,2, . . . , possessing continuous sample 
paths by 
n”2c&(f) = Stn,l+ (nt -_[ntl)q,,j+, . (2.4) 
Let X denote the n x p matrix of regressor functions with the (i, j)th element as 
f;(i/n), i=l,..., n andj=O ,..., p-l. Also let 
f’(t) = 
(I 
d~(x)dx,...,~~‘fnl(x)dx). 
Then define F and g(s, t) by 
F=:_mnn-‘(X’X) and g(s, t)=f’(.s)F-‘f(t). 
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We now state a lemma that characterizes the limit processes for {S’,r’( t), t E [0, l]}, 
n=l,2,..., and a theorem that demonstrates the convergence of Cram&-von Mises 
type functionals defined on partial sum sequences. The proofs of these results are 
omitted, but certain remarks will follow later. 
Lemma 2.1. Lez the regressorfunctionsJ;( t), t E [0, 11, i = 0, . . . , p - 1, be continuously 
dzgerentiable on [0, 11. Then, for r(t) also continuously dzxerentiable on [0, 11, the 
sequence of stochastic processes {6’,“(t), t E [0, l]}, n = 1,2, . . . , converges weakly to 
the Gaussian process {BF’( t), t E [0, l]} defined by 
I 
I I 1 
Bb”( t) = r(x) dB(x) - r(x) g(x, Y) dB(y) dx. (2.5) 
0 i {I 0 0 I 
Further the covariance kernel Kr’(s, t) of the limit process is given by 
I 
min( 5.r) 
K;‘(s, t) = r*(x) dx - r(x)r(v)g(x, Y) dx dy. 0 (2.6) 
0 
Theorem 2.2. Assume I,!J( .) to be a non-negative weight function such that ,i t(l- 
t)+(t) dt < 00. Zfr(t), t E [0, 11, is any continuously dzyerentiable function, and if 
F,(f)= 14(rlf2(Wt 
I 0 
then 
I& Pr[ Fti{ S’,r’( . )} s~]=P~[F,{B~‘(.)}G~~] (2.7) 
uniformly in ff. 0 
Remarks about proofs. Lemma 2.1 generalizes the main theorem of MacNeill(1978b) 
where the result was stated and proved for the simple case of r(t) = 1; the proof of 
Lemma 2.1 requires only minor changes. 
Theorem 2.2 is a non-trivia1 generalization of Theorem 2 of MacNeill (1978a) 
where under the restriction of r(t) = 1, a similar result was derived for the special 
case of polynomial regression. However, subject to a variety of technical 
modifications at various stages, the basic method of proof of MacNeill (1978a) may 
be adapted to prove the more general result stated in Theorem 2.2. 
3. Applications 
Jandhyala and MacNeill (1987) derived various one-sided and two-sided Bayesian- 
type statistics to detect parameter changes at unknown times in linear regression 
models. The one-sided statistics are linear in the raw regression residuals whereas 
the two-sided statistics are quadratic forms in those residuals. While exact distribu- 
tion theory is available for one-sided statistics, even the asymptotic theory is 
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complicated for the distributions of the two-sided quadratic forms. However, we 
are able to exploit Theorem 2.2 and apply it to derive asymptotic forms of these 
quadratic forms. 
We first assume the following model for the observations {Y,, j = 1, . . . , n, n 2 1} 
and then state the hypotheses associated with the change-point problem. 
Let 
p-1 
Y,= C P;,f;(j/n)+Ej, j=l,..., n. (3.1) 
i=O 
Also let /?;;I = (PO,, PIi,. . . , Pp-l,i)r j = 1, . . . , n, be the regression parameter vector 
associated with the observation Y,. 
Then, the two-sided change detection hypotheses in the at most one change 
(AMOC) case are 
H,,:pcj,=/?, j=l,..., n, 
versus 
HA : P(j) = 
P, j=l,...,m, 
/_-to, j=m+l,..., n, 
(3.2) 
where 0’=(0,,..., 0,_,), 8 f 0 and m unknown. 
Then, Jandhyala and MacNeill (1987) derived Bayesian-type likelihood ratio 
statistics for testing H,, against HA in (3.2) by assuming a prior distribution on the 
unknown change-point m. Accordingly let the sequence {p,}L2r correspond to 
assigning different weights on m. The actual statistics derived depend on the exact 
nature of 8 under the alternative hypothesis. For example if one lets 0 # 0 in such 
a way that Bi # 0 for all i = 0, . . . , p - 1, then the statistic for testing the hypotheses 
in (3.2) with v2 known is: 
n-1 (3.3) 
+. ..+ c Pm & ,=i+ &,(kln)( Ynk - c,,,) ‘. 
m-1 m 1 
When cr2 is unknown, one can replace it by a suitable consistent estimator without 
altering the asymptotic theory. Accordingly, this statistic should be interpreted as 
testing for evidence of a change in all the regression parameters &,, . . . , p,_, at 
some unknown time. On the other hand if one is interested in detecting a change 
in pi alone, then, under HA, one lets 8 # 0 such that Bi # 0 and 0, = 0 for all 1 f i. 
The derived statistic then is: 
n-l 
at(P) = I, Pm & kzi+, fi(kln)( Ynk - ?A)}‘. (3.4) 
In a similar way, Jandhyala and MacNeill (1987) also derived statistics for 
detecting change in any specified subset of the regression parameters PO, . . . , /3,_, . 
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We now demonstrate how Theorem 2.2 can be applied to derive the asymptotic 
forms of the statistics (3.3) and (3.4). It may be observed that the statistic Qn(p) 
involves reversed partial sums of regression residuals. Hence in the sequel, the 
asymptotic form of an alternative statistic Qz( p) defined on the usual partial sums 
is first obtained and then the asymptotic form of Q,,(p) is observed through a simple 
modification. 
Theorem 3.1. Let +(t) satisfy the conditions of Theorem 2.2, and let 
J 
(2m+1)/(2n) p(mln) = $(t)dt, m=l,..., n-l. 
Pm~1)/(2n) 
7hen 
nf’ dmln){---& k{, r(klnN Ynk - ?,,,I}’ 
rn=l 
converges in distribution to 
J 
1 
$(t){B;‘(t)}2dt. 
0 
Proof. By definition, 
--& ,i, r(kln)( Ynk - qnk) =&?mln>. 
Hence, 
J 
1 n--l 
cCl(t){@(t)12 dt- C dmln) 
0 ?%=I 
-& f! r(kln)(Y,k- pnkl]2 
k=l 
n--l (rn/n)+(l/(2n)) 
= 
c CJ ~(t)[{~‘r’(t)}2-{8”‘(m/n)}2] dt n n In=0 (m/n) 
J 
(m+l)/n 
+ ~(t)[{8’,r’(t)}2-{6~)((m+l)/n)}2] dt . 
I 
(3.5) 
(m/n)+(1/(2n)) 
Observe that 
EJ{s’,“(t)}‘-{s’,l’(m/n)}12 
c [E{6’,“(t)+G~‘(m/n)}2E{G’,“(t) -8’,“(m/n)}‘]“‘. (3.6) 
Then using arguments similar to those of MacNeill (1974), one can show for E > 0 
that 
lim P [I 
1 
t,h(t){8$‘(t)-6~‘(m/n)}‘dt>E =O. 
n-cc 0 1 (3.7) 
The proof is completed by applying (3.6) and (3.7) to (3.5) and then invoking 
Theorem 2.2. 0 
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If {p,}:?, is a weight sequence on the unknown change-point m, then consider 
the statistic Q:(p) defined on the usual partial sums as 
n-l 
{ 
-$,hblw”k- Q 
I 
2 Q:(P)=_;, Pm 
n-l 
+. . .+x Pm 
m=, 
-& ,ii, fp~,(kln)( Ynk - kd 
(3.8) 
The asymptotic form of Q:(p) is given by the following theorem. 
Theorem 3.2. Let 
5 
(2m+l)/2n 
Pm = +(t)dt, m=l,..., n-l, 
(2m-1)/2n 
where +!I( .) satisfies the condition of Theorem 2.2. Then, Qf( p) converges in distribution 
to 
+I( t){B;‘ll’( t)}2 dt +. . . + $( t){Bj+‘( t)}’ dt. (3.9) 
Proof. One may write (3.8) as follows: 
n-l n--l 
Q:(p) = ,I, p,{b’,‘“‘(m/n)}2+. . .+ C p,,,{6lfi~~l’(m/n)}*. 
IT=, 
(3.10) 
Then, define a sequence of functions hjfi’( .), n Z= 1, 1= 0,. . . , p - 1, from the 
space of continuous functions C[O, l] into itself by the relation 
hl;‘;‘(&(t)>= [/;(y)&,(F) -;: {A(;) -jj($+5~(~)] 
+{W-s.(y))f;(y) -fl,,,,,,xCx’x)-, 
where 
fL,,,.={I;(~), . . . ,_ti(y), (nt-[ntlM(~),O,. . . ,G>- 
One can then observe that 
hl’;‘{s,(t)}=6’,‘l’(t), tE[O, 11, L’=O ,..., p-l. 
In particular, it follows that 
hj(r’{&,(m/n)}= s’,‘,‘(m/n), m=l,..., n-l, I=0 ,..., p-l. 
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Hence, one may write (3.10) as 
n-1 n-1 
Q%P) = E, P,[~‘,‘~‘{s,(mln)}l’+. . -  c p,[b’,~-l’{s,(mln)}l*. 
m=l 
The proof is completed by observing that the right hand side is a continuous 
functional on 6,( . ) and then by appealing to Theorem 3.1. q 
The asymptotic form of Q,,(p) may be obtained by applying Theorem 3.2 to the 
reversed partial sums and by defining {p,}L&r, as 
(*m+l)/c*n) 
f&-m = cCl(t) dt. 
Thus, for this weight sequence, it now follows that: 
Theorem 3.3. Qn (p) converges in distribution to 
J 
1 
J 
1 
(cr( t){B;h))( t)}’ dt +. . . + (cI( t){I+‘( t)}’ dt. q (3.11) 
0 II 
As a special case of this theorem, it may be noted that asymptotically, the statistic 
Q;,,(p), given by (3.4) which corresponds to detecting a change in /3, alone, converges 
in distribution to 
J 
1 
$(t){Bb’;‘(t)}‘dt, i=O ,..., p-l. 
0 
4. Distributions of stochastic integrals 
The distributions of stochastic integrals in (3.11) can in theory be calculated by 
applying the method Anderson and Darling (1952) applied to the Brownian bridge. 
MacNeill (1978a) applied this methodology to derive the characteristic function of 
ri { BbL’( t)}’ d t when the underlying regressor functions were polynomial; this 
stochastic integral is the asymptotic form of a Bayesian-type statistic under a uniform 
prior ($(f) = 1) to detect two-sided changes in the intercept PO alone. The derivation 
of the characteristic function involved identifying the sequence of orthonormal 
functions and eigenvalues { &,,, (. ), A,,,,}:= 1 by solving the appropriate Fredholm 
integral equation. The method of solving Fredholm equations adopted by MacNeill 
(1978a) does not seem amenable to adaptation for solving these equations in other 
important cases such as harmonic regression, non-linear regression, etc. 
In this section, a method is developed to solve a large class of Fredholm inte- 
gral equations. This method provides solutions to Fredholm equations defined on 
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covariance kernels representing several types of models. According to this method, 
the Fredholm equation is differentiated twice to transform it into a differential 
equation with appropriate boundary conditions. This differential equation is then 
solved assuming a series solution. Such an assumption has been found valid for 
most of the standard models. The integral equation solution is based ultimately 
upon an argument that the determinant of a certain matrix must be zero. The set 
of all eigenvalues that satisfy the matrix determinantal equation are precisely the 
eigenvalues satisfying the Fredholm equation. 
We now consider the case of fitting an harmonic polynomial of degree p to a set 
of data: that is 
Ynj=Po+ i {p; COS27TTTi(j/F?)+~p+~2Ti(j/FZ)}+&j~ j= 1,. . . , n. (4.1) 
i=O 
Suppose we are interested in detecting a two-sided change in PO alone at some 
unknown time. Then, from the speical case of Theorem 3.3, it follows that the 
asymptotic form of the corresponding Bayesian-type statistic derived under a uni- 
form prior (G(t) = 1) is the stochastic integral 
I 
1 
{B;~‘(t)}’ dr. (4.2) 
0 
For model (4.1), since fo( t) = 1, t E [0, 11, {B:b’( t), t E [0, 11) is as same as the limit 
process {I?,(t), t E [0, 11) derived by MacNeill (1978b) and is given by 
B,,(t)=B(t)-B(1) t+ 5 (rk))‘sin2nkt 
k=l I 
C {cos 2nks - cos 2nk( t -s)} 
1 
ds. 
Jo Lk=l 
The corresponding covariance kernel is given by 
_I 
KP(s, t) = min(s, t) - st - i (2n2j2)p’ 
j=1 
(4.3) 
x{(l-cos2~jt)(l-cos2~j~)+sin2~js~sin2njt}. (4.4) 
Derivation of the characteristic function of the stochastic integral (4.2) involves 
identifying a set of eigenvalues {A,,}~=,, and a set of orthonormal functions 
{&,,,(. )}F=, by solving the Fredholm integral equation 
K,Ss, t)&,(s) ds = A&p(f). (4.5) 
The problem considered here then is that of solving this Fredholm equation to 
determine the representation of {A,,}:=, that satisfy (4.5); the following provides 
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a method of solution for the case of the general pth order harmonic polynomial 
regression model given by (4.1). 
According to the proposed method of solution, one differentiates the Fredholm 
equation (4.5) twice to obtain the following differential equation: 
h&~‘(s)+f~(S)+ i C2j_,COS2njS+ jJ C2jsin2njs=0 (4.6j 
,=1 ,=I 
where 
J 
1 
C2j_1 = 2 (1-27rjs)&,(s) ds, j= 1,. . . ,p, (4.7) 
0 
and 
J 
1 cu =2 (sin 2njs)&,(s) ds, j = 1,. . . , p. (4.8) 
0 
The boundary conditions satisfied by b,,(s) are 
&J (0) = 0, (4.9) 
and 
&(l)=O. (4.10) 
It can be seen that the differential equation (4.6) satisfies the conditions of Theorem 
7.3.2 of Pennisi (1972) with x0 = 0 as the ordinary point and thus guarantees the 
existence of a series solution of the form 
(b,(t) = f UJ”. (4.11) 
II=0 
This solution is now sought. 
Since the series solution (4.11) must satisfy the differential equation (4.6), one 
obtains by substitution: 
A, j, (n+2)(n + l)un+z t”+ f ant”+ 5 c2,_, cos 2njt 
n=l j=* 
-I- 5 c2i sin 2njt = 0. 
,=I 
(4.12) 
Also, (4.12) must be satisfied for all t E [0, 11. Hence if one equalizes the coefficients 
of powers of t on both sides, one obtains the following system of equations: 
and (4.13) 
(2i+ l)(2i)A,uzi+, + @_, + s .i (2nj)2i-‘c2i = 0, i=l,2 , . . . 
.I 1 
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One may now evaluate the unknown constants a,, a,, . . . , by making use of the 
above system of equations and the boundary conditions (4.9) and (4.10). The 
boundary condition (4.9) implies a0 = 0. For A, # (4rr2j2)-‘, j = 1,. . . , p; one obtains 
the following from the above system of equations: 
a -~ 
1 - (4,ir2j2h,)” 
1 - 4,ir2j2A, I 1 Q-1 3 
and 
(-1)” 
aZntl = 
1 - (4-rr2j2A,)” 
h32n + l)! 1 - 4rr2j2A, 
n-1,2,... 
Under the condition A, # (4rr2j2)-‘, j = 1, . . . , p it follows from (4.11) and 
I&(S) = a,Jh, sins+ f: 
c2j-l 
G i=, 1-4~2j2A, 
+i 
c2j 
;=I 1 -4rr2j2A, 
2njJh, sin s - sin 2Tjs 
4 
. 
. (4.14) 
(4.14) that 
(4.15) 
Lemma 4.1. For C&,(S) to satisfy (4.15) and the boundary condition (4.10), it is 
necessary that 
c2j=0, j=l,..., p, 
where 
C =, = 2 ‘(sin 2rrjs)&,(s) ds. 
Proof. Substitution of (4.15) in the definition of cZj and evaluation of certain standard 
integrals enable one to show that 
2njA, 
{&(l)I - 
c2j 
1 - 4+rr2j2A, 2(1 _4T2j2A,)=-+c2j9 
j=l,...,p. 
The proof follows by noting that A,,, as the variance of a non-degenerate normal 
random variable, is not equal to zero. 0 
Application of Lemma 4.1, reduces (4.15) to the following: 
cos~-cos27ijs 
> 
’ 
The boundary condition &,(I) = 0 implies that 
a,2Jh7; sin 1+ i 2c2j-1 (cos-&-l) =o. 
J;il; j=i l-47F2j2h, 
(4.16) 
(4.17) 
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If one substitutes (4.16) into the definition 
I 
1 
c2j-, = 2 (l-2rrjs)+,(s)ds, j=l,..., p, 
0 
evaluates the relevant integrals and applies (4.17), then one obtains the following 
system of equations: 
+c 
2k 1 
1_2&sin(l/G) 
1 - 4v2k2A, I 
=o, k=l,..., p. (4.18) 
The systems of equations formed by (4.17) and (4.18) can be written in matrix form 
as follows: 
A,& = 0, (4.19) 
where 
Ap = 
a (b/k,) (b/k,) ... (b/k,) 
b& 1 -(a/k,) -(a/k,) . . . -(a/k,) 
4 --(a/h) -(a/b) . . . l-(a/k,) 
a=2 J A,sinL 
JA,’ 
b=2(cas&-1), 
(4.20) 
kj=1-4r2j2A,, j=l,..., p, 
and 
2; = (a,, c, , . . . , c,). 
The following theorem states the method of identifying the set of all {A,,,} satisfying 
the differential equation (4.6). 
Theorem 4.2. The sequence of eigenvalues satisfying the diflerential equation (4.6) 
with boundary conditions &(O) = t&,(l) = 0 satisfy the matrix determinantal equation 
\A,1 =O, (4.21) 
where A, is given by (4.20). 
Proof. The above analysis shows that the sequence of eigenvalues satisfying the 
differential equation (4.6) must simultaneously satisfy the system of equations: 
A&,, = 0. 
The function &p(s) is expressed in terms of elements of 2, alone. For an associated 
A,, in order for &,(s), given by (4.16), to be a non-trivial solution of the differential 
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equation (4.6), it is only necessary that at least one element of ZP be not equal to 
zero. The proof is completed by noting that there exists a Z, with at least one 
non-zero element satisfying the linear system of equations given by (4.19) if and 
only if 
One concludes from Theorem 4.2 that for any A,, satisfying the matrix determinan- 
tal equation (4.21), there exists an associated non-trivial solution &(s) satisfying 
the Fredholm integral equation (4.5). 
It follows by an inductive argument that 
so that the set of eigenvalues satisfy the equation 
Thus, except for 
A, f 1/(4n2j2), j= 1,2,. . . , p, 
the sequence of eigenvalues are identified as those satisfying 
sin( l/24) = 0, 
and those obtained from 
1 
cos ZZ- [ 
i l 
,=, 1 -4a2j2h, 1 46 sin &=o. 
Now suppose 
A, = 1/(4*‘j2), j = 1,2,. . . , p. 
Considering the explicit expressions for a2,, and a2,,+, , n = 1,2,. . . , one can show 
that while these values satisfy the differential equation (4.6), they fail to satisfy the 
system of boundary conditions (4.9) and (4.10). Thus, t:le sequence of eigenvalues 
{A,,,} satisfying the Fredholm equation (4.5) are found to be 
A,, = 1/(4rr2n2), n =p+1, pt2,. . .) (4.22) 
and those satisfying the equation 
(4.23) 
The eigenvalues satisfying (4.23) may easily be computed to any desired level of 
accuracy. 
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It may be noted that the Fredholm equation solution obtained here only enables 
one to evaluate the asymptotic distribution of the two-sided change detection statistic 
corresponding to the detection of at most one change in the regression parameter 
PO alone. 
5. Computation of quantiles 
In this section, we present computed quantiles for the distribution of the stochastic 
integral 
I 
1 
B;(t) dt 
0 
for p = 0, 1,2,3,4,5,6. 
The computations for the case p =0 were essentially carried out by MacNeill 
(1978a), but are included here for the sake of completeness. For p > 0, we solve 
(4.23) for {A,,,,}!,?, . 
The first 200 eigenvalues in descending order of magnitude were obtained by 
appropriately combining these values to those obtained from A,,,, = 1/(4n2n2), n= 
p+1,p+2,... . 
Now,forO<a<landp=O,l,..., 6, let the quantiles L?,,( LX) be defined such that 
a=P B;(t) dt<&,(cr) . 
I 
(5.1) 
Computation of G,,(a) for various cx then require inverting the characteristic 
function 
QP(s) = fi { 1 - 2ish,,}-I’*. (5.2) 
n=l 
This infinite product was truncated at n = 200 prior to inversion. This truncation, 
when applied to cases where a closed form for Q(s) is available, provides six figure 
accuracy. 
Table 1 contains the computed quantiles 0,,( (Y), p = 0, 1, . . . ,6,0 < LY < 1, satisfy- 
ing (5.1). The mean of {A Bi( t) dt is CT”_,+, (rtj))‘; for example for p = 0, the mean 
is i and for p = 1 the mean is {- l/r*. 
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