Photovoltaic (PV) models' parameter extraction with the tested current-voltage values is vital for the optimization, control, and evaluation of the PV systems. To reliably and accurately extract their parameters, this paper presents one improved moths-flames optimization (IMFO) method. In the IMFO, a double flames generation (DFG) strategy is proposed to generate two different types of target flames for guiding the flying of moths. Furthermore, two different update strategies are developed for updating the positions of moths. To greatly balance the exploitation and exploration, we adopt a probability to rationally select one of the two update strategies for each moth at each iteration. The proposed IMFO is used to distinguish the parameter of three test PV models including single diode model (SDM), double diode model (DDM), and PV module model (PMM). The results indicate that, compared with other well-established methods, the proposed IMFO can obtain an extremely promising performance.
Introduction
Owing to fuel depletion, global warming, and environmental pollution, the renewable energy sources such as wave, tidal, wind, geothermal, and biomass have received more attention in recent years [1] [2] [3] [4] . Solar energy is considered as an extremely promising renewable energy source owing to its usability and cleanliness [5] [6] [7] . Furthermore, solar energy is also widely adopted to generate power via photovoltaic (PV) systems [8] . However, PV systems are susceptible to external environmental factors such as temperature and global irradiance, affecting the use efficiency of solar energy [9] . Therefore, it is crucial to accurately establish current-voltage models for optimizing and controlling PV systems [10] . The current-voltage models mainly include single diode model (SDM) and double diode model (DDM) [11] , which are widely utilized to indicate the connection between current and voltage. The accuracy and reliability of the PV models are primarily determined by their parameters. However, because of unstable operating cases such as faults and aging, the PV models' parameters are generally not available and vary. Thus, developing an effective method to accurately extract these parameters becomes especially critical.
Recently, a large number of algorithms have been proposed for identifying the parameters of PV models. They are mainly divided into the following three categories: analytical [12] , deterministic [13] , and heuristic methods [14] . The first category methods identify the PV models' parameters via analyzing a set of mathematical formulas [15, 16] , which accelerates and simplifies the calculation. However, the reliability and accuracy of the solution are poor due to some postulations that need to be made 1.
A novel IMFO algorithm is presented to extract the parameters of different PV models. Different from most existing MFO methods, IMFO develops a double-flames generation (DFG) strategy to generate two kinds of high-performance flames. Furthermore, in IMFO, two different update strategies of moths are developed to effectively tackle exploration and exploitation. Besides, a probability is applied to rationally select one of two different update strategies for each moth's update, contributing the efficient compromise between the global exploration and local exploitation.
2.
To the best of our knowledge, there are no MFO methods for solving the parameters extraction on the PMM. Specifically, most existing MFO variants such as OMFO and WCMFO have never been used for the parameter extraction on the three PV models including SDM, DDM, and PMM. Although MFO [30] has been used for the DDM, it has never been adopted for the parameter on the SDM or PMM. However, the proposed IMFO fully considers the parameter extraction on the SDM, DDM, and PMM.
3.
Comparisons are given between IMFO and eight well-established algorithms on extracting the parameters of three PV models. The results verify that IMFO can achieve better performance than the eight algorithms on the extraction of the three PV models' parameters. 4 .
The rest of the paper can be arranged as follows. Section 2 introduces the problem formulation of PV models. The original MFO algorithm is illustrated in Section 3. Section 4 gives the detail of the IMFO algorithm. The experimental results and analysis of different PV models are given in Section 5. Furthermore, the discussion is given in Section 6. Finally, the conclusion is displayed in Section 7.
Formulation of PV Models
The single diode model (SDM), double diode model (DDM), and PV module model (PMM) are generally adopted to indicate the relationship between current and voltage of solar cells and PV systems. In this section, the SDM, the DDM, and the PMM are given as follows. Furthermore, the objective function for extracting the parameters of the three models is described as follows.
Single Diode Model
The SDM has been commonly used to illustrate the static characteristics of solar cells owing to its simple structure and accuracy. As shown in Figure 1a , the SDM is composed of a diode, a current source, a shunt resistor, and a series resistor. Note that the shunt resistor and series resistor are used for indicating leakage current and denoting load current loss, respectively. The output current I o of this diode model can be computed as follows: where I sh , I d , and I ph represent the shunt resistor current, the diode current, and the photo produced current, respectively; I o denotes the calculated output current. The calculation formulas of I d and I sh are shown as follows:
where I sd indicates the saturation current of the diode; I t and V t respectively represent the tested output current and voltage; R s means the series resistance; q and k are the electron charge (1.60217646 × 10 −19 C) and Boltzmann constant (1.3806503 × 10 −23 J/K), respectively; m is the ideal factor of diode; T is the cell temperature (K); R sh denotes the shunt resistance. Consequently, we can rewrite Formula (1) as follows: 
where indicates the saturation current of the diode; and respectively represent the tested output current and voltage; means the series resistance; and are the electron charge (1.60217646 10 C) and Boltzmann constant (1.3806503 10 J/K), respectively; is the ideal factor of diode;
is the cell temperature (K); denotes the shunt resistance. Consequently, we can rewrite Formula (1) as follows:
Note that Formula (4) has five undetermined parameters ( , , , , and ). Accurate and reliable extraction of the five parameters is important for solar cells, which can be realized by the proposed IMFO algorithms. 
Double Diode Model
The DDM has been developed [36, 37] due to this fact that the SDM has not considered the influence of composite current loss of the depletion area. As shown in Figure 1b , the DDM contains a current source, two diodes in parallel with a shunt resistance and a resistance in series with the current source. One of the diodes is applied to simulate the charge-recombination current with the non-ideal factors, and the other one is set as the rectifier. The output current of this model can be acquired as follows:
where and denote the current of diffusion and the ideality factor, respectively; and indicate the composite diode ideality factor and saturation current, respectively. Different from the Note that Formula (4) has five undetermined parameters (I ph , I sd , R s , R sh , and m). Accurate and reliable extraction of the five parameters is important for solar cells, which can be realized by the proposed IMFO algorithms.
The DDM has been developed [36, 37] due to this fact that the SDM has not considered the influence of composite current loss of the depletion area. As shown in Figure 1b , the DDM contains a current source, two diodes in parallel with a shunt resistance and a resistance in series with the current source. One of the diodes is applied to simulate the charge-recombination current with the non-ideal factors, and the other one is set as the rectifier. The output current I o of this model can be acquired as follows: where I d1 and m 1 denote the current of diffusion and the ideality factor, respectively; m 2 and I d2 indicate the composite diode ideality factor and saturation current, respectively. Different from the SDM, the DDM includes seven undetermined parameters (I ph , I sd1 , I sd2 , R s , R sh , m 1 , and m 2 ) that need to be accurately extracted.
PV Module Model
The PMM typically embodies multiple solar cells connected in parallel and/or in series. The equivalent circuit diagram of the single diode PMM is presented in Figure 1c . The output current of this model can be calculated by the following Formula (6):
where N s and N p represent the number of solar cells in series and parallel, respectively. Same as the SDM, PMM also has five undetermined parameters (I ph , I sd , R s , R sh , and m) to be accurately extracted.
Objective Function
For the extraction problem of the undetermined parameters in PV models, the main task is to explore the undetermined parameter optimal value for narrowing the difference between the calculated and tested current values. The errors on each set of calculated and tested current values of the SDM and DDM can be obtained by the following Formulas (7) and (8), respectively.
In this work, to evaluate the entire difference between the calculated and tested current values, the root mean square error (RMSE) is utilized as objective functions as shown in Formula (9) , which has been commonly adopted in literature [24, 26, 27] . Particularly, the smaller the RMSE(X) value, the more accurate the extraction of PV models' parameters.
where N. denotes the number of tested current values, X is the decision vector that contains the undetermined parameters to be estimated.
Moth-Flame Optimization Algorithm
As a novel population-based heuristic algorithm, MFO is proposed by Mirjalili in 2015 [29] . The algorithm mainly contains two mechanisms: flame generation mechanism and the spiral flight search mechanism.
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Flame Generation Mechanism
In MFO, the whole moth swarm' population size and the individual dimensional size are set as N and D, respectively. The whole moth swarm can be expressed as the following matrix AM:
where AM i = [am i1 , am i2 , · · · , am iD ] represents the state of the i-th moth, i ∈ {1, 2, · · · , N}, and am id indicates the d-th dimensional position of i-th moth, d ∈ {1, 2, · · · , D}. When MFO is applied for the estimating a PV model's parameters, each dimension of AM i = [am i1 , am i2 , · · · , am iD ] corresponds to a set of extracted parameters of the PV model; D stands for the number of the estimated parameters. For example, for the SDM with its five estimated parameters, each AM i , i ∈ {1, 2, · · · , N} has five dimensions, written as AM i = [am i1 , am i2 , · · · , am i5 ]; am i1 , am i2 , am i3 , am i4 , and am i5 represent five estimated parameters I ph , I sd , R s , R sh , and m, respectively. F[ * ] denotes the fitness value function. Therefore, for the i-th moth AM i , its fitness value is indicated as F[AM i ]. Similarly, the fitness value vector of AM can be represented as follows:
. . .
Similarly, for the estimating a PV model's parameters, F[ * ] is defined as objective functions of the PV model.
Due to each moth has its own target flame, the number of the initial flames is equivalent to moths. The matrix AF is assumed to be the size of initial flames as follows:
where AF i is corresponding to the AM i , i ∈ {1, 2, · · · , N}. D and N are the flames' dimensional number and population size, respectively. Similarly, for the i-th flame AF i , its fitness value is described as F[AF i ]. The fitness value vector of AF is expressed as below:
The maximum number of iterations and the current number of iterations are set as K and k, respectively, k ∈ {1, 2, · · · , K}. The flame generation mechanism is introduced as follows:
•
Step one: when the current iterations' number k is one, the moths {AM 1 , AM 2 , · · · , AM N } are sorted according to their corresponding fitness value F[AM 1 ], F[AM 2 ], · · · , F[AM N ] from small to large, and the i-th moth after sorting is set as AM si , AM si ∈ {AM s1 , AM s2 , · · · , AM sN }. Then, the AM si , i ∈ {1, 2, · · · , N} means the i-th flame AF i . Thus, the AF and its corresponding fitness value F[AF] can be initialed based on the sorted AM and F[AM], respectively.
Step two: when the current number of iterations k is greater than one but less than or equal to K. We sort AM(k − 1) and AF(k − 1) from small to large according to their corresponding fitness values F[AM(k − 1)] and F[AF(k − 1)]. Next, the top N individuals are selected as new flames AF(k) from AM(k − 1) and AF(k − 1). The F[AM(k − 1)] and AM(k − 1) represent the fitness value vector and the position vector of moths at the (k − 1)-th iterations, respectively. Similarly, the fitness value vector and position vector of flames at the (k − 1)-th iterations are F[AF(k − 1)] and AF(k − 1), respectively.
From the above demonstration, AF denotes the essence of AM(k − 1) and AF(k − 1). Therefore, for the estimating a PV model's parameters, each dimension of AF i = [a f i1 , a f i2 , · · · , a f iD ] corresponds to an estimated parameters of the PV model; D stands for the number of the estimated parameters.
Spiral Flight Search Mechanism
Furthermore, since the moths fly toward their respective target flame in spiral, the spiral flight search mechanism has been developed to simulate the moth's logarithmic spirally flying curve, as below:
where AM i (k + 1) indicates the position of the i-th moth AM i after renewing, i ∈ {1, 2, · · · , N}; D i = | AF i − AM i | denotes the distance between the i-th flame AF i and the AM i ; b is a constant for the logarithmic spiral shape; t is a random number of [−1, 1], which denotes the distance between the next position of the moth and the flame (t = −1 is the smallest distance between AM i and AF i , and t = 1 is the farthest between AM i and AF i ). For diverse t values, the spirally flying trajectory in one dimension is displayed in Figure 2 .
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where N and K are the maximum number of flames and iterations, respectively; k denotes the current iterative number. Besides, round[x * ] is the function that can make x * be rounded to its nearest integer. Note that with k = 0, F nu = N; when k = K, F nu = 1 denotes that moths utilize the best flame to update their own positions at the last iteration in Formula (14) . In general, the flames surrounded by their corresponding moths can be randomly distributed in the search area. Consequently, the MFO can obtain the good balance between the local exploitation and the global exploration [29] .
Improve Moth-Flame Optimization Algorithm
In the original MFO [29] , the moths always flying towards their corresponding best target flames, resulting in the fast communication between moths. Therefore, the moths are easily trapped into local optimum when facing complex multi-modal problems. To address this problem, this paper develops an improved MFO (IMFO) algorithm. In the IMFO, we propose a double-flames generation (DFG) strategy to generate two different types of target flames for guiding moths flying. One type of flames is named local flame (LF), which can be created by dividing the entire swarm into several sub-swarms and then select the local best moths in a corresponding sub-swarm; another one is called global flame (GF) that is generated by combining all the moths' current personal best positions (pbests). Moreover, two different update strategies are developed for updating the positions of moths; each moth only adopts one of the two update strategies at each iteration. In addition, to ensure a great balance between the exploitation and exploration, we develop a probability to rationally select one of the two update strategies for each moth at each iteration. The above process is detailed below.
Double Flames Generation Strategy
In this strategy, two types of target flames are produced by adopting different moths' information. The first type of flames is the LFs, which can be generated by the following description:
1.
Assume the population size of moths is N, AM i and F[AM i ] are the position and the fitness value of i-th moth, respectively, i ∈ {1, 2, · · · , N}.
2.
Divide all the moths in the entire swarm into m sub-swarms, and each sub-swarm has n moths. In this case, the α-th sub-swarm is composed of from number (α − 1) × n + 1 to number α × n, α ∈ {1, 2, · · · , m}.
3.
According to the moths' fitness values, the best moth of each sub-swarm is select as LF α , which denotes the LF of the α-th sub-swarm.
The second type is GF, which is generated by combining all the moths' pbests. The calculation formula of GF is displayed in Formula (16), we can see from the formula that the GF carries the information about all moths.
Update Formulas
Furthermore, two different update strategies are created for generating new moths. Particularly, the two update strategies correspond to two types of flames, respectively as follows:
where AM i (k + 1) and AM i (k) respectively represent the updated position of the i-th moth at the k-th and (k + 1)-th iteration, i ∈ {1, 2, · · · , N}; b indicates a constant for the logarithmic spiral shape; LF α (k) and GF(k) denote two type of flames; t is a number that randomly distributed in the interval of
From the Formula (17), we can observe that as the local best flame in the α-th sub-swarm, α ∈ {1, 2, · · · , m}, LF α (k) can effectively guide its corresponding moth AM i (k) to perform the local search and explore a new potential place in the solution area. On the other hand, we can see from the Formula (18) that the moths in the entire swarm can fly towards GF(k) for improving the accuracy of solutions. Particularly, instead of using the best flame, Formula (18) adopts GF(k), namely the average value of all the moths' pbests to avoid the fast communication between moths and improve the premature of the moths. In general, the two different update strategies make moths obtain the promising compromise between global exploration and local exploitation.
In addition, we develop a probability to rationally select one of the above two update strategies at each iteration. Specifically, a random number φ distributed in [0,1] is created during each iterative process. If the value of φ is larger than P, the Formula (17) can be selected to update the i-th moth AM i ; otherwise, the Formula (18) be done for updating the AM i . Therefore, it is significant to acquire a suitable P value for balancing the exploitation and exploration abilities. The setting of P value is displayed in Section 6.
Process of IMFO
The pseudo code of IMFO is expressed in the Algorithm 1, where k denotes the number of the current iteration; LF α denotes the local best flame of the α-th sub-swarm, α ∈ {1, 2, · · · , m}, where m indicates the number of sub-swarms. It can be seen from the Algorithm 1 that the complexity of IMFO is comparable to the original MFO. Moreover, the flow chart of IMFO is described in Figure 3 , where the DFG strategy with two different update strategies are adopted to seek the best solution in the search space. The pseudo code of IMFO is expressed in the Algorithm 1, where denotes the number of the current iteration; LF denotes the local best flame of the α-th sub-swarm, α ∈ 1,2, ⋯ , , where indicates the number of sub-swarms. It can be seen from the algorithm 1 that the complexity of IMFO is comparable to the original MFO. Moreover, the flow chart of IMFO is described in Figure 3 , where the DFG strategy with two different update strategies are adopted to seek the best solution in the search space. 
Results and Analysis
To show the validity of the proposed IMFO method, it is applied to identify the parameters of three different PV models involving the SDM, DDM, and PMM. For the SDM and DDM, reference [18] gives the measured current and voltage values from a 57 mm diameter commercial silicon R.T.C. France silicon solar cell working at a temperature of 33 • C under irradiance of 1000 W/m 2 . Besides, as a PMM, the Photowatt-PWP201 is applied to evaluate the IMFO for identifying the corresponding parameters [18, 38, 39] . Particularly, the Photowatt-PWP201 contains 36 silicon cells with series conducting under 1000 W/m 2 at 45 • C. Considering fair comparison, we utilize the same search upper and lower boundaries [24, 26, 27] of each parameter of three PV models, as shown in Table 1 . 
To indicate the excellent performance of the IMFO method, it has been compared with eight well-established and competitive methods. These compared methods were the basis MFO [30] , opposition-based MFO method (OMFO) [33] , hybrid water cycle-moth-flame optimization method (WCMFO) [34] , brain storm optimization method (BSO) [40] , comprehensive learning PSO (CLPSO) method [41] , artificial bee colony (ABC) method [20] , sine cosine algorithm (SCA) [42] , and improved JAYA (IJAYA) method [26] . All the compared methods were independently conducted 30 times on each PV model. For each running, the maximum number of evaluations for the compared methods is set to 50,000. Table A1 of Appendix A shows the parameter settings of the comparison methods. Note that in the IMFO, the population size of moths is set as 100, and the number of sub-swarms and P are set as four and 0.4, respectively. Moreover, the accuracy of the nine compared methods were illustrated by comparing the best values in their RMSE. Also, their robustness and convergence speed were evaluated through the analysis of data results and convergence curves.
Results on the Single Diode Model
For the SDM, RMSE and the estimated five parameters values are shown in Table 2 , where we highlight the overall best and the second best RMSE values in gray boldface and boldface, respectively. Interestingly, both the IMFO and WCMFO achieve the best RMSE value (9.8602 × 10 −4 ) among the nine algorithms; besides, the IJAYA acquires second best RMSE value (9.8606 × 10 −4 ), followed by ABC, CLPSO, MFO, OMFO, BSO, and SCA. RMSE is applied to denote the accuracy of experimental results because of the information of the accurate values of the parameters is not available. Although the gap between the best and second best RMSE values is extremely subtle, it is important to decrease the difference between the true and estimated parameter values in objective function. Because the smaller of objective value RMSE, the more accurate the estimated parameters. Moreover, the extracted best parameters from IMFO are employed to plot I-V and P-V curves. This further demonstrates the accuracy of the extracted parameters on SDM. From Figure A1 of Appendix A, we can see that the measured and simulated current and voltage values acquired by IMFO are extremely consistent over the entire voltage range. In addition, the individual absolute errors (IAE) between the simulated and measured current values are displayed in Table A2 of Appendix A. Note that compared with 2.5 × 10 −3 , all the IAE values are smaller, demonstrating the preciseness of the extracted parameters from IMFO. 
Results on the Double Diode Model
For the DDM, the values of seven extracted parameters with the comparison results of RMSE are presented in Table 3 . It can be seen that the proposed IMFO obtain the best RMSE result (9.8252 × 10 −4 ) among the nine methods; the second best RMSE result (9.8371 × 10 −4 ) is achieved by WCMFO. Besides, the I-V and P-V curves are rebuilt in Figure A2 through using the best model that estimated by IMFO. Furthermore, via using IMFO, we can obtain IAE values listed in Table A3 of Appendix A, where each of all the IAE values is also smaller than 2.5 × 10 −3 . In addition, we can see from the Figure A2 of Appendix A that the measured and simulated current and voltage values obtained by IMFO are highly in coincidence. Therefore, IMFO can extract the parameters of DDM with high accuracy. 
Results on the PV Module Model
For the PMM, it has five parameters that need to be estimated. Table 4 presents the best RMSE and the five extracted parameters values for each of the nine compared methods on 30 tests. From the Table 4 , we can see that IMFO achieves the best RMSE value (2.4251 × 10 −3 ); the IJAYA has the second best RMSE value (2.2453 × 10 −3 ). Furthermore, Figure A3 of Appendix A shows that the I-V and P-V curves features of the estimated parameters by IMFO are good in coincidence with the measured values. In addition, Table A4 of Appendix A indicates that each of all the IAE values is smaller than 4.8 × 10 −3 . From these results, IMFO can achieve the great accuracy parameters extraction. 
Statistical Results and Convergence Curves
In this section, IMFO is compared with the other eight methods on the reliability and convergence speed by the convergence curves and statistical results. Table 5 displays the nine algorithms' statistical results over 30 independent tests on each of three PV models, where the minimum (min), mean and standard deviation (SD) values of RMSE represent the accuracy, average preciseness and reliability of the extracted parameters, respectively. Besides, we conduct the Wilcoxon signed-rank examination at 5% significant level [43] to verify the great differences between IMFO and other compared methods. Sign "+" in the Table 5 indicates that the IMFO is greatly superior to its competitors. We can clearly see from the Table 5 that the IMFO algorithm achieves the more outstanding performance than other eight algorithms on the reliability and average accuracy of the three models. For the SDM, WCMFO and IJAYA obtain the second-best average accuracy and reliability, respectively. For the DDM, the second-best reliability and average accuracy are acquired by IJAYA and CLPSO, respectively. For the PMM, the IJAYA achieves the second-best result both on average accuracy and reliability. Moreover, the results of Wilcoxon signed-rank test from Table 5 demonstrate that IMFO presents the greatly superior to all the compared methods on all the three models. Figure A4 of Appendix A displays the box-plots, indicating the distribution of all the 30 independent runs' results acquired by the nine different methods. Note that the sign "+" in Figure A4 represents the abnormal value during the plotting. The span of the data distributions demonstrates that the superior performance is also obtained by IMFO algorithm.
Furthermore, Figure 4 gives the convergence curves of nine methods, which are plotted by using the average RMSE value on the 30 independent tests. Clearly, IMFO acquired the fastest convergence speed among the nine methods on each of the three PV models. 
Discussion

Discussion of Parameter
In this paper, the parameter is used to rationally select one of the two update strategies for each moth at each iteration. Thus, it is significant to set a suitable value for balancing the local exploitation and global exploration abilities. In this section, we test the influences of different values on IMFO performance through comparing the preciseness and reliability when extracting the parameters of the three different PV models. The maximum number of evaluations is also set as 50,000 on each running; the population size of the moths and number of sub-swarms are set as 100 and 4, respectively.
We evaluate the IMFO with three different values: 0.4, 0.5 and 0.6. In addition, the IMFO with each different value is independently conducted 30 times on each model. Table 6 shows that 0.4 provides the best values on all the three different PV models according to all criteria. This means that 0.4 can obtain the best performance on accuracy and reliability when estimating the three models' parameters. In general, according to the above comparisons, we can indicate that the IMFO method expresses the superior performance on searching preciseness, reliability and faster convergence performance when extracting the three different PV models' parameters. Besides, IMFO performs the superior and competitive performance in contrast with eight mature heuristic methods.
Discussion
Discussion of Parameter
In this paper, the parameter P is used to rationally select one of the two update strategies for each moth at each iteration. Thus, it is significant to set a suitable P value for balancing the local exploitation and global exploration abilities. In this section, we test the influences of different P values on IMFO performance through comparing the preciseness and reliability when extracting the parameters of the three different PV models. The maximum number of evaluations is also set as 50,000 on each running; the population size of the moths and number of sub-swarms are set as 100 and 4, respectively.
We evaluate the IMFO with three different P values: 0.4, 0.5 and 0.6. In addition, the IMFO with each different P value is independently conducted 30 times on each model. Table 6 shows that P = 0.4 provides the best values on all the three different PV models according to all criteria. This means that P = 0.4 can obtain the best performance on accuracy and reliability when estimating the three models' parameters. 
Discussion of IMFO
To demonstrate that IMFO can effectively escape the local optimum when solving multimodal problems, we further tested the performance of IMFO, MFO [30] , OMFO [33] , WCMFO [34] , BSO [40] , CLPSO [41] , ABC [20] , SCA [42] , and IJAYA [26] on the CEC2017 benchmark suite [44] . Due to the space constraints, the 30 benchmark functions of CEC2017 were listed in Table A5 of the Appendix A. Moreover, according to the characteristics of the 30 benchmark functions, they can be classified into unimodal, multimodal, hybrid, and composition problems. In addition, each function has the same search boundary range (−100,100) on each dimension. Note that F(x * ) is the optimal value of each function; x * is the best solution corresponding to the optimal value. Here, owing to the limited space, we select F4, F7, and F8 from the multimodal functions, and F12 and F18 from the hybrid functions for evaluating the nine compared algorithms. Each evaluated algorithm was conducted 30 times independently on each of the five selected benchmarks. The mean values (Mean) of the corresponding errors are used as rating criteria. The comparison results of the nine algorithms with 30 dimensions are displayed in Table 7 , where we highlight the best and second-best Mean results in gray boldface and boldface, respectively.
From the Table 7 , we can see that IMFO achieves the best error means among the nine algorithms on all the five complex functions. Moreover, the indicators of IMFO on the five benchmark functions are all superior to the conventional MFO. For example, IMFO can provide the results of errors' mean values 5.06 and 7.30 × 10 on multimodal functions F4 and F7, respectively, which are both close to the optimal error value 0. However, MFO only can obtain the results of errors' mean values 8.91 × 10 2 and 3.42 × 10 2 on multimodal functions F4 and F7, respectively. The above analysis shows that IMFO can find a more promising solution than the MFO of the multimodal problem in the search space. This indicates that MFO is easily trapped into the local optimum when solving complex multimodal problems, however, IMFO can effectively escape the local optimum to find a more promising solution on the multimodal problems. 
Conclusions
The PV models' parameters are located in the multi-modal and nonlinear solution space with various local optima so that it is extremely tricky for various existing MFO algorithms to extract a set of optimal parameters of the PV models. This paper proposes an improved MFO (IMFO) algorithm for estimating the parameters of PV models. In IMFO, the DFG strategy has been first developed to generate two different types of high-performance target flames for effectively searching the global optimal solution. To effectively tackle the global exploration and local exploitation, two different update strategies are developed. In addition, we develop a probability to select one of above two update strategies for each moth during the iterative process, which ensures the balance between the global exploration and local exploitation. Due to effectively combining the DFG strategy with the two update strategies, IMFO can effectively accurately and reliably identify the different PV models' parameters.
In the future, IMFO will be adopted to settle multi-objective and constrained problems or economic dispatch issues in power systems. Furthermore, some other improvements will be proposed to expand the use of complex renewable energy algorithms by optimization algorithms. 
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