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  Overview
Modeling the individual behavior of consumers is one of the main topics in marketing
research  This individual behavior is inuenced by socioeconomic characteristics
marketing instruments or latent variables  The connection between these inuencing
variables and the choice of a product is typically studied by using a statistical choice
model for disaggregated data 
A classic choice model is the conditional logit model of McFadden 	  It
is widely discussed and a standard in marketing Guadagni 
 Little 	  This
model however has some disadvantages in particular the IIA Independence of
Irrelevant Alternatives	 and a very restrictive assumption about the errors  This led
to many approaches for relaxing these assumptions  For overviews see BenAkiva
et al  	 and Horowitz et al  	 
All these approaches present alternative ways for modeling consumer purchase
and obtain results which adapt better to the data than the classic approach  How
ever to our knowledge no general statistical test to check adequateness of the logit
model was applied to marketing data until now  The present paper introduces a
test procedure which will help in nding an appropriate consumer purchase model 
The test is based on a nonparametric test statistic which makes it a very exible
and general tool  We apply the test to scanner panel data 
The paper is organized as follows Section  reviews dierent types of logit
models  The following Section  presents the test  Section  introduces the data
used and presents the relevant results of the test  Finally Section  concludes the
paper with a summary and a short look on the next steps 
 The Multinomial Logit Model
The logit model is a choice model between two or more alternatives  It belongs to
the disaggregated choice models of consumer research  Let us start from the model
with only two alternatives  Suppose the consumer will make his choice based on
the utility maximization rule BenAkiva 
 Lerman 	  According to this rule

the consumer i chooses the alternative which maximizes his utility U
i
  The two
alternatives j and k create the choice set C with C  fj  kg  The probability that
consumer i chooses alternative j is
P
i





Assume now the utility function U
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 Little 	  In the simplest case the stochastic com
ponents are assumed to be i i d  and extreme value distributed  For other choice
models e g  the probit model another distribution for the error term is assumed
BenAkiva 
 Lerman 	  The systematic utility component is typically speci








where  is a vector of parameters to be estimated and x
ik
the vector of explanatory
variables  Equation 	 can now be rewritten as
P
i


























has a logistic distribution the probability from equation 	



































The coecients in  are typically estimated by Maximum Likelihood see e g  Ben
Akiva 
 Lerman 	  The absolute values if all variables are on the same scale	
and the signs of the estimated  are of great interest  In particular if the sign is
positive an increase in the explanatory variable results in an increase of the response
variable  For a negative sign this eects turns to the opposite  The absolute values
give information about the strength of the connection between the explanatory and
the response variable 

The binary logit model from equation 	 can be generalized to a case with
J alternatives in a straightforward way  Utility maximization is again the basic
decision rule here  The choice set C contains now J alternatives  Each consumer
chooses the alternative that gives him maximal utility  With this decision rule the
multinomial case can be reduced to the binary model  This is possible because the
maximal utility is taken against the other alternatives and these other alternatives

























for all k  C	 	




























denoting the alternative specic part and
w
i
the individual specic part of the explanatory variables  w
i
does not vary over
the alternatives because the household size or the number of children is independent
of the purchase  With equation 	 and the assumption about the i i d  and logistic









































This model is the most general case of a multinomial logit model  The parameter
values in  and 
j
 j  C can again be estimated by Maximum Likelihood 
If only product specic variables z
ij
are used as explanatory variables the prob
ability P
i

















In this case the model is called the conditional logit model  We will concentrate on
this conditional logit case for the application to the data cf  Section 	 

Multinomial logit models have some obvious lacks  One problem is the assump
tion of the logistic distribution of the error dierences  Another structural problem
lies in the linear assumption for the systematic part of the the utility function
which is a very strong restriction  There is no need for the data to follow this lin
ear modeling also all other types for modeling the explanatory variables should be
allowed 
These weak points are the reason for approaches to improve the model e g  Ben
Akiva et al  	 or Horowitz et al  	  But all these new models are given
without testing the multinomial logit model against an alternative  This substantial
gap should be lled by this article 
 The Test
In this section we introduce a formal specication test for the multinomial logit
model  The test is based on a general test for the parametric specication of a
regression function Bartels 	 
The problem of testing the adequacy of a parametric model class in a regression

















EY jX	  GX  	

  for all    	
Here Y and X denote random variables describing the dependent and explanatory
variables in the regression respectively  The function G  	 models the relation
between Y and X and is specied up to a pdimensional parameter    
The idea of the test is to compare a parametric t G 
b





	  i  f       ng with a nonparametric t
b
G	  In particular the test











































	 are weights obtained
from a nonnegative and symmetric kernel  For example the weights can be dened












	 where  denotes the Quartic







Tests of this kind have been studied by several authors e g  Hardle 
 Mammen
	 Fan 
 Li 	 RodriguesCampos Manteiga 
 Cao 	  These ap
proaches are based on a kernel k  	 that depends on a bandwidth h as usual in the
nonparametric framework  For obtaining a normal limiting distribution of the test
statistic in equation 	 this bandwidth must necessarily vanish with increasing
sample size n  The choice of the bandwidth is a delicate issue in applying this test
since its inuence on the results of the test is not covered by the theory 
Here we consider the test for a xed kernel i e  one that does not depend on
any such vanishing bandwidth and obtain the distribution of a weighted innite
sum of independent 


random variables as limiting distribution  This approach is
related to that of Bierens 	 but much easier to apply 
The limiting distribution and its quantiles can be approximated by bootstrap
methods  The bootstrap is also the preferred procedure even in the case of a van
ishing bandwidth since the convergence to the normal limit is rather slow  Details
on the theory and regularity conditions are found in Bartels 	 
To demonstrate the power for nite sample sizes n of a test based on equa
tion 	 some simulation studies have been performed  For example the simple











   x
i





	 with true parameter 
 
   The vari
ables x

       x

are i i d  and uniform on    and x
i
	 are i i d  normally dis
tributed with mean zero and variance x
i
  The coecient a determines the amount
of quadratic disturbation  The estimator
b
 is obtained by least squares  Table 
reports the empirical power on  iterations with  bootstrap replications each 
This test also applies to logit models and multidimensional dependent variables 
Denote Y
ij
the random variable being  if choice j has been made by individual i

a        
power        
Table  Empirical power at nominal level   Quartic kernel with bandwidth
h 































Thus the null hypothesis of testing whether the choice of the jth alternative can
be adequately described by 	 means to test the adequateness of
Gx
ij
































The alternative consists of all possible deviations from the logit model 
The results of a simulation study for the simple binomial logit model are given
in Table   The true model was EY jX	  G
 
X  	 and alternatively binomial data
were simulated according to G

x  	 and G

x  	  For x

       x
  
distributed i i d 
uniformly on    and on  iterations each with  bootstrap replications the
observed proportions of rejections are shown in the right column of Table  















































      	
T
 
Table  Rejections at nominal level   Quartic kernel with bandwidth h 
The conditional logit model with choice set C  f       Jg can be tested by
combining the J univariate variables Y

       Y
J








  The null hypothesis H
 
is satised if EY jX	  GX  
 
	 almost
surely for some 
 









  Thus the test



















denotes the vector of residuals for individual i 
 Applying the Test to Data
The presented test should now be applied to a data set  The data are from the GfK
BehaviorScan  They describe purchases of one type of health care products over
 weeks in a scanner panel data set  The data set includes information about the
brand choice the date of purchase the actual marketingmixconstellation display
and feature	 at the purchase and the paid price for the product  We built two data
sets from the base data One with the nine main brands and one dummy brand for
the others  Here were  households making  purchases Table 	  In the
second data set we included only three main brands  There were  households
with  purchases Table 	 
Because the variable display and feature are strongly correlated they were put





 neither display nor feature available
 otherwise
Also a new variable was implemented to measure Loyalty to the brand dened
as in Guadagni 
 Little 	  Loyalty should represent the feedback eect in the
model Ailawadi Gedenk 
 Neslin 	 and is a continuous variable  Tables 
and  summarize some descriptive statistics for both data sets the  and the 
brands sample  Note that Loyalty always sums up to  over all brands in the
model 
We applied the test procedure from Section  to both samples  Recall that the
test is based on weighted residuals such that explanatory variables close to each

 Brands
Purchase Loyalty Price Promotion
Brand in 	 Mean S D 	 Mean S D 	 in 	
      	    	  
      	    	  
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 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 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  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	  
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  	  
      	    	  
Table  Descriptive statistics for the  brand data set
 Brands
Purchase Loyalty Price Promotion
Brand in 	 Mean S D 	 Mean S D 	 in 	
      	    	  
      	    	  
      	    	  
Table  Descriptive statistics for the  brand data set
other obtain higher kernel weights  The kernel which has been used for calculating
the kernel weights is a multiplicative kernel composed from univariate Quartic ker
nels for each of the continuous variables Loyalty and Price and a kernel function
for the discrete variable Promotion see Silverman 	 p  	  The smoothing
parameter for this variable is denoted by 	 
Tables  and  summarize the test results for dierent choices of h and 	  The




and the critical value obtained from  bootstrap

simulations  In all cases the conditional logit hypothesis is clearly rejected  Let us









test decisions are not very sensitive with respect to the choice of both smoothing
parameters  This is in accordance with the theory explained in Section   Also
the model for the  brands is rejected more signicantly than the  brand model 
This is as expected since we have less parameters to describe the behavior of the
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       
     
  
       
        
       
Table  Test results for  brand data set nominal level   and bootstrap sample
size 
To get more information in which way the model could be improved we applied
the test on a number of modications of the conditional logit model  In particular
higher order terms up to quadratic and cubic	 for Loyalty and Price and interac
tion terms were included  Also we studied the results of the test when Loyalty or
Price were left out respectively  Table  summarizes the tests for these models for
bandwidth h   and 	    The value of the test statistic decreases with in
creasing numbers of parameters  From the last two lines of Table  we can conclude
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Linear in all Regressors 
  
Quadratic in Loyalty and Price 
   
Cubic in Loyalty and Price 
	  
Bivariate Interactions    
Model without Loyalty 
	  
Model without Price  	  
Table  Results for dierent conditional logit models for the  brands case at
nominal level   smoothing parameters h  		    	 bootstrap sample
size 
 Summary
We have tested the goodness of t of a multinomial logit model to explain consumer
choice behavior on the base of a scanner panel data set  All variations of the logit
model considered were rejected clearly  One possible explanation is that the data

set considered is inappropriate for the multinomial models  Another reason for the
rejections observed could be a general misspecication of logit models for consumer
choice  This should be tested for dierent data sets using the method presented
here  The results also induce to search for alternative models e g  a dierent link
function or a dierent form of the index that better t to this kind of consumer
behavior  A non or semiparametric formulation of the model should be considered
as well 
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