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The Gleason-Pierce theorem characterizes those fields for which formally self- 
dual divisible codes can exist. The ideas underlying the proof of the theorem yield 
necessary conditions on whether a solution to the MacWilliams identity can be the 
weight distribution of a linear code. Consequences of this result are an algebraic 
proof of the non-existence of an [16, 8, 6] f.s.d, binary even code, restrictions on 
distribution of cosets of codes, and occasional sharpening of upper bounds on the 
cover ing radius.  © 1994 Academic Press, Inc. 
1. INTRODUCTION 
A l inear code C is a subspace of a f inite-dimensional vector space F n 
over a finite field F= GF(q) of characterist ic p. The parameters associated 
to a code C, denoted In, k, d] ,  are the dimension of the ambient  space, the 
dimension of the code as a subspace of the ambient space, and the mini- 
mum distance of the code, respectively. The (Hamming)  weight of any 
vector a ~ F n, denoted wt(a), is the cardinal i ty of its support.  This defines 
a translat ion- invar iant metric p, defined by p(a, b)= wt(a-b). Thus, the 
min imum distance of a l inear code is the min imum non-zero weight among 
the codewords. 
Two codes C and D are equivalent if there exists a monomia l  transfor- 
mat ion of F"  which takes C onto D. An invariant associated to a l inear 
code is its weight enumerator polynomial, defined as fol lows: 
W(x, y)= ~ aixn-iy i, 
i=0  
where ai equals the number of codewords of weight i in C. 
Clearly, equivalent codes have the same weight distr ibution. Two 
fundamental  problems in coding theory are the existence and uniqueness of 
a code with a prescribed weight distr ibution. We remark that there are 
72 
0097-3165/94 $6.00 
Copyright © 1994 by Academic Press, Inc. 
All rights of reproduction i any form reserved. 
WEIGHT DISTRIBUTIONS OF LINEAR CODES 73 
weight enumerators other than the Hamming weight enumerator which 
give more detailed information about a code. However, they are not the 
focus of this inquiry. The concern of this paper is the existence of a linear 
code with a prescribed weight distribution. Codes are geometric objects 
while weight enumerators are combinatorial objects. What necessary condi- 
tions must be placed on the coefficients of a weight enumerator such that 
it represents a linear code ? 
Consider the coefficients of the non-zero weights of the code as an 
n-tuple. There are some trivial conditions that an n-tuple must satisfy in 
order that it correspond to the weight distribution of a code. They are 
1. Zi  ai = qk_ 1, 
2. aie {0, 1, 2,...} Vi 
3. q -  1 divides a~ Vi. 
Any n-tuple which satisfies the above conditions is called weakly 
admissible. What other conditions must a weakly admissible n-tuple satisfy 
in order that it represents a code ? To answer this we must consider the 
orthogonal or dual code. 
The dual code C ± is the set {v e F ' l c .  v = 0 Vce C}. Define the radical, 
denoted rad(C), by C~ C ±. The weight distributions of C and C ± are 
linearly related, which is the content of the first theorem. See [11] for a 
proof. 
THEOREM 1.1 (MacWilliams). Let C be a [n, k] q-ary code. Then the 
weight distributions of C and C ± are related as follows: 
Wcl (x, y) = q-kWc(X + (q -- 1) y, X -- y). 
Thus, the weight distribution of C ± can be recovered from the weight 
distribution of C by applying a linear transformation. This yields a further 
restriction on whether a weakly admissible n-tuple represents a code. We 
say that an n-tuple is admissible if it is weakly admissible and if the dual 
n-tuple, obtained by considering the weight distribution of the dual code, 
is also weakly admissible. 
Admissible n-tuples correspond to non-negative integral solutions to the 
MacWilliams transform considered as a system of linear Diophantine qua- 
tions. For a general finite field, there are no known restrictions on an 
admissible n-tuple in order that it represent a linear code. 
A code is formally self-dual (f.s.d.) if the codes C and C ± have identical 
weight distributions. A f.s.d, code is divisible if there exists an integer A > 1, 
such that A divides all the non-zero weights in the code. The Gleason- 
Pierce theorem characterizes those fields for which f.s.d, divisible codes 
exists. See [12] for a proof. 
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THEOREM 1.2 (Gleason-Pierce). 
the five possibilities holds: 
Type I. 
Type II. 
Type III. 
Type IV. 
Type V. 
Let C be a fs.d. divisible code. One oJ 
q=2, A=2, 
q=2, A=4, 
q=3, A=3, 
q=4, A=2, 
q arbitrary, A = 2, and Wc(x, y) = (x 2 + (q -  1) y2),/2. 
If one considers only f.s.d, divisible codes then the set of admissible 
n-tuples has a more discernible structure. Instead of viewing admissible 
n-tuples as solutions to a certain set of linear Diophantine equations, 
Gleason [12] showed that any weight enumerator of a f.s.d, divisible code 
could be written as a finite combination of weight enumerators from a 
small set of codes. This allows one to enumerate asily the set of all 
admissible n-tuples. We state Gleason's theorem for type I codes. See [12] 
for the other cases. 
THEOREM 1.3. Let C be a type I code, then W(x, y) ~ C[¢2, ~83, where 
02 = x 2 + y2 and (8 = x8 + 14x4y 4+ y8. 
If C is in fact a type I self-dual code (f.s.d. ¢* self-dual), then Conway- 
Sloane [4] have found a powerful restriction on its weight distribution. Let 
Co represent the unique codimension 1 subcode consisting of all codewords 
whose weights are divisible by 4. Then the shadow is the coset of all vectors 
orthogonal to Co, that is C~/C. Let S(y) represent the inhomogeneous 
weight enumerator of the shadow and W(y) be the inhomogeneous weight 
enumerator of the code, that is W(y)= Wc(y  ) = Wc(1, y). By Gleason's 
theorem, there exist integers as with 0 <<.j <<, [_n/8] such that 
Ln/8 A 
W(y) = Z aj. (1 + yZ),/2-4j {y2(1 _ y2)Z}2j. 
j=o  
THEOREM 1.4. Let C be a binary type I self-dual code whose weight 
enumerator is given above. Then 
Ln/8 J
S(y)= ~ (- l)Sai.2"/z-6Sy"/2 4J(1--y4)2j. 
j=0  
In particular, Ward [15] showed for 0 ~<j~< Ln/SJ that 
26s- ~"/2) I a j when 6j-n/2>~O. 
However, this theorem does not apply to f.s.d, codes. 
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Let F be a finite field and - an automorphism of order 1 or 2. A function 
~b: V x V ~ F is a sesquilinear form on a vector space V over F, relative 
to - ,  if 
1. q5(., x) is a linear functional on V. 
2. qS(x,.) is semi-linear functional on V; 
that is ~b(x,-) is additive and ~b(x, ay)= 0~qi(x, y). If - is the identity, then 
~b is bilinear; otherwise q5 is hermitian. A sesquilinear form is reflexive if 
~(x, y)  = 0 ~ ~(y,  x)  = 0. 
Let B(x, y) be a symmetric bilinear form on 11, a vector space over a 
finite field F=GF(q) .  A vector v E V is called isotropic if B(v, v)=0.  
A subspace Uc  V is isotropic if rad(U) ¢ {0} and is B-isotropic (totally 
isotropic) if U c U ± (where _1_ refers to the bilinear form B). 
A quadratic form on V is a map Q: V~ GF(q) such that 
1. Q(au) = aZQ(u) Va ~ GF(q), u ~ V 
2. BQ(u, v) = Q(u + v ) -  Q(u)-  Q(v) is a symmetric bilinear form. 
If q ¢ 2 p, then there exists a canonical quadratic form associated to B, 
which we denote by Q, by the rule Q(x)= 1B(x, x). Thus, the algebraic 
theory of quadratic and symmetric bilinear forms coincide for finite fields 
when the characteristic s not 2. If char F= 2, then these theories are essen- 
tially different and this distinction has interesting consequences for binary 
codes. 
B is non-degenerate if rad(V)= 0. A quadratic form Q, is non-degnerate 
if B is non-degenerate. A vector v s V is singular if Q(v)= 0. A subspace 
U~ V is Q-isotropic (totally singular) if Q(u) = 0 for all u ~ U. If q ¢ 2 p, 
then a space is Q-isotropic iff it is B-isotropic. If char F=2,  then 
Q-isotropic implies B-isotropic. 
If one considers the proof of the Gleason-Pierce theorem, then one 
observes that the reason that the fields GF(2), GF(3), and GF(4) occur in 
the statement of this theorem is that the weight enumerators of these codes 
contain information about the "quadratic" nature of these objects. All 
codes have a natural symmetric bilinear form, which is the standard inner 
product. The corresponding forms and the algebraic invariants associated 
to them are detectable by the weight distributions of linear codes over these 
three fields. Specifically, if C is a binary divisible code and c E C, then 
wt(c) = e. c (mod 2) and ½wt(e) (mod 2) is a quadratic form on C. If C is 
a ternary linear code, then wt (c ) -c ,  c (mod 3) is a quadratic form on C. 
If C is a quaternary linear code, then wt (e ) -  c- g (mod 2). If one views C 
as a code over GF(2), then one can interpret wt(e) as a quadratic form, but 
we do not use this. We only use the hermitian pairing ~b(x, y) = x.  37. 
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Most of the codes associated to the Gleason-Pierce theorem are actually 
isotropic subspaces of the corresponding sesquilinear form. Specifically 
type III codes are maximal B-isotropic subspaces over GF(3). Type IV 
codes are maximal B-isotropic subspaces of the natural hermitian form 
over GF(4). Type II codes are maximal Q-isotropic over GF(2). However, 
type I codes are maximal B-isotropic subspaces only when the code is 
self-dual. 
For our purposes, it is convenient to restrict he form to the code C and 
consider C as a classical space, that is, a vector space endowed with a 
reflexive sesquilinear form. We say that two classical spaces U and W are 
equivalent or isometric if there is a linear transformation of V sending U to 
W, which preserves the associated forms. The algebraic theory of reflexive 
sesquilinear forms classifies classical spaces up to isometry. As we have 
previously mentioned, the weight distribution of the code is related to the 
isometry class of the classical space. There exists a set of invariants which 
determines the isometry class and in turn determines quantities uch as the 
number of isotropic vectors. These things can also be determined from the 
weight distribution of a code and this determines an obstruction for an 
admissible weight enumerator representing a linear code. 
We begin our analysis of the relationship of weight distribution of 
linear codes and the algebraic theory of reflexive sesquilinear forms by 
considering ternary and quaternary codes first as binary codes present 
some wrinkles. 
2. TERNARY CODES 
In [13], Snapper proved that two ternary codes with identical weight 
distributions are isometric as quadratic spaces. Let x = (xl, x2 ..... xn). Note 
that wt(x) = 52 x 2 (mod 3) since x 2 = 1 if xi ¢ 0. Set Q(x) - wt(x) (mod 3). 
Since char F¢  2, Q(x)= ½B(x, x). Thus, ternary codes are classical spaces, 
vector spaces endowed with a natural quadratic form. Consider the sets 
Qj= {xE c[ Q(x)=j}  and let Nj be the cardinality of the set Qj. We show 
that the isometry class of the space determines these values. In particular 
No is the number of isotropic vectors. 
The following concepts are fundamental in the classification of quadratic 
spaces. A hyperbolic plane is a two-dimensional subspace generated by 
vectors x and y such that B( x, x) = B( y, y) = 0 and B( x, y) = B( y, x) = 1. 
A space is hyperbolic if it is equivalent to a direct sum of hyperbolic planes. 
A plane is anisotropic if Q(x) = B(x, y) = 1 and Q(y) = 2 (non-square). The 
following theorem is a classification of non-degenerate quadratic spaces 
when char F¢2 .  See [7, Chap. 6] for a proof. 
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THEOREM 2.1. Let V be a vector space over GF(3) of dimension n >>. 3 
with a non-degenerate quadratic form. Let H denote a hyperbolic space. I f  n 
is odd, then either 
1. V=HI  (x ) ,  whereB(x ,x )= l ,  or 
2. V=HL (x ) ,  where B(x, x )=2.  
I f  n is even, then either 
1. V is hyperbolic, or 
2. V= H l Vo, where Vo is an anisotropic plane. 
An equivalent formulation of the previous theorem using the algebraic 
invariants of the associated quadratic form is possible and takes the 
following form when char F~2.  Non-degenerate quadratic forms over 
GF(3) are classified by their rank and their discriminant [7, p. 360]. Many 
codes are degenerate as quadratic spaces. Let Co denote a maximal 
Q-isotropic subspace of a linear code C. Since the characteristic is not 2, a 
maximal Q-isotropic subspace corresponds to the radical. Let 6(C) denote 
the discriminant of C/Co. See [ 13 ] for a proof of the equivalence between 
the previous and following theorem: 
THEOREM 2.2. Let C and D be two I-n, k, d] codes. Then C and D are 
isometric iff dim(Rad(C)) = dim(Rad(O)) and 6(C) = 6(D ). 
Thus, isometry classes of ternary codes are classified by three numerical 
invariants ; the dimension of the code, the dimension of the radical, and the 
discriminant of C/Co. Isometric codes need not have the same weight 
distribution, so this is a coarser equivalence than monomial equivalence. 
Now we determine the values Nj for a given isometry class. Let Nj(k, 3) be 
the number of times the quadratic form represents the number j for the 
isometry class of the non-degenerate form of rank k and discriminant 3. 
There are many proofs of the following theorem. See [7, p. 398; 133. 
THEOREM 2.3. Let C be a In, k, d] ternary code which supports a non- 
degenerate quadratic form with discriminant 6. I f  k is even, set k = 2m, then 
No(2m, 6) = 32'n 1 -  ( -1)a .  (3m--3m-1) 
Nj(Zm, 6 )=32~-1+( - -1 )a .3  m-l, j= l ,  2. 
I f  k is odd, set k = 2m + 1, then 
No(2m + 1, 6)=3 2m 
Nj (2m+l ,  6)=32"+(-1)~J+a) .3  m, j= l ,  2. 
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I f  C is degenerate, let r = dim(rad(C)); then Nj(k, 6, r) = 3 r. Nj(k - r, 6) is 
the number of times the degenerate form represents the number j. 
If W(x)= Zi  ai xi is the weight enumerator of a putative ternary code, 
then the sums, Nj = Zi  ai where the sum is taken over all i where i - j  
(mod 3), are the number of times the associated quadratic form represents 
the number j. Thus, the weight enumerator specifies the isometry type of a 
putative code and yields a necessary condition on its existence. 
Let {ai} be an admissible n-tuple, that is, an integral solution to the 
MacWilliams transform. 
COROLLARY 2.1. A necessary condition for an admissible n-tuple to 
represent a ternary code is that the sums Nj=Nj(k ,  6, r) Vj for some 
quadratic form of rank k, discriminant 6, and dim(rad) = r. 
Note that Corollary 2.1 does not place any further restriction on the 
admissible weight enumerators of type III codes. They are totally isotropic 
subspaces. Thus, N0(C)= 3 k and Nj (C)=0 for j=  1, 2, where k= dim(C). 
This theorem is stronger than the MacWilliams transform as we show in 
the example below. There is another form of the MacWilliams transform 
called the Pless identities [11 ] which are sometimes used for computa- 
tional purposes. We use them to show the following property of an 
admissible n-tuple. 
THEOREM 2.4. Let {a;} be an admissible n-tuple corresponding to an 
[n, k ] ternary code where k >~ 3. The Pless identities imply that 3 divides the 
sums IV/Vj. 
Proof Let {bi} denote the dual distribution. The Pless identities for a 
code yield the following: 
i .  ai = 3 k -  1. (2n - b l )  ~ i 2 .a i  = 3 k -  214n2 + 2n]  - 3 k -  1 [2n .  bl - b23 .  
i i 
The following identities hold mod 3 : 
O-~ i.ai=-N1-N2, 
i 
which implies that N1-= N2. We only need to show that N2--0: 
O=-•i(i-1)'ai =- Z i(i-1)'ai =-2 ~, a i=2"N2"  
i i=~2 i=-2 
This completes the proof. 
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EXAMPLE. Let us find all admissible weight enumerators of [8, 3] 
projective ternary codes. We say that a code C is projective if the columns 
in a generator matrix of C represent distinct elements in the corresponding 
projective space. Any projective [8, 3] code can be viewed as a restriction 
of PG(2, 3) considered as the [13, 3, 9] simplex code. In other words the 
columns are the distinct lines of the projective plane of order 3. Removing 
any five columns yields an [8, 3] code with minimum distance at least four. 
Thus, the MacWilliams transform is a system of nine linear equations in 11 
unknowns. There are five integral solutions which we list below, but only 
the first three support a quadratic form, as the latter two violate the condi- 
tions of Corollary 2.1. These three weight enumerators in fact represent 
linear codes. The numbers in parenthesis are the sums Nj. 
1. l +16xS + 8x6 + 2x 8 (9,0,18) 
2. 1 + 4X 4 + 6x 5 + 14X 6 q- 2X 7 (15, 6, 6) 
3. 1 -t- 2X 4 -k- 12x 5 + 8x 6 + 4x 7 (9, 6, 12) 
4. 1 + 6x 4 + 20x 6 (21, 6, 0) 
5. 1 "q- 18X 5 + 2X 6 d- 6X 7 (3, 6, 18). 
Corollary 2.1 is not sufficient. Consider the following admissible weight 
enumerator for an 1-11, 4, 6] ternary code: 
W(x) = 1 + 24x 6 + 22x  7 + 20x 8 + 8x 9 + 2x 1° + 4x  11. 
This weight enumerator satisfies Corollary 2.1 but cannot represent a linear 
code as the span of two independent vectors of weight 11 must contain a 
vector of weight 5 or less. Some computational results follow. If C is 
an [11,4, d~>5] projective code, then there are 226 solutions to the 
MacWilliams transform but only 76 satisfy Corollary2.1. If C is an 
[14, 5, d>~ 7] code with dual distance at least 4, then there are 1038 solu- 
tions to the MacWilliams transform but only 204 satisfy Corollary 2.1. 
3. QUATERNAY CODES 
Let us next consider quaternary codes. See [10] for an exposition of type 
IV divisible codes and for a general introduction to codes over GF(4). Let 
x = (xl, x2 .... , xn). Recall that ~b(x, x) = x.  ft. Note that ~ = 1 V~ ~ GF(4)*. 
Thus, we see that wt (x )=x.2  (mod2). Quaternary lir/ear codes are 
Hermitian inner product spaces, another type of classical space. Once again 
the weight distribution of a code determines the isometry class of the space. 
We first classify non-degenerate Hermitian spaces. See [6, p. 56] for a 
proof of the following theorem. 
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THEOREM 3.1. Let V be equipped with a non-degenerate H rmitian form 
B. I f  dim V is even, then V is hyperbolic. I f  dim V is odd then V= H _k (x ) ,  
where H is hyperbolic and ~b(x, x) = 1. 
Thus, the isometry class of a non-degenerate hyperbolic space is deter- 
mined solely by its dimension. Isometry classes of arbitrary hermitian 
spaces are classified by the dimension of a maximal hyperbolic subspace 
and the dimension of the radical. Suppose C is a I-n, k, d] quaternary linear 
code. Let Nj(k, r )= [{c~ C[(k(c, c)=j}[ for a non-degenerate h rmitian 
form of rank k - r  and dim(rad)= r. The following theorem is a conse- 
quence of Theorem 3.1, but the result also follows from the fact that one 
can diagonalize a non-alternate hermitian form in characteristic 2 [7, 
p. 403]. For a proof see 1-6, p. 57]. 
THEOREM 3.2. 
Nj (k , r )=22k-a+( -1)  k r+~'2k+r--1, j=O,  1. 
We use the above theorem to give another necessary condition for an 
admissible n-tuple to represent a linear code. If W(x) = ~i  ae xi is a putative 
weight enumerator for a quaternary linear code, then let N j= Y,i ai where 
the sum is taken over all i where j - i  (rood 2) for j=  0, 1. In other words, 
No is the number of codewords of even weight. 
COROLLARY 3.1. A necessary condition for an admissible n-tuple to 
represent a quaternary linear code C is that the sums Nj=Nj(k ,  r) Vj for 
some hermitian form of rank k - r and dim(rad(C)) = r. 
The previous theorem says nothing new about type IV divisible codes. 
These are totally isotropic subspaces. If C is a I-n, n/2] type IV code, then 
No = 4 n/2 and N1 = 0. This case is similar to the ternary case in that the 
only new restrictions we get are for arbitrary linear weight distributions 
and not for the subclass of solutions to the Gleason-Pierce theorem. 
EXAMPLE. Let us consider all I-8, 33 projective quaternary codes. Any 
projective [8, 3] code can be viewed as a restriction of PG(2, 4) considered 
as the [21, 3, 16] simplex code. In other words the columns are the distinct 
lines of the projective plane of order 4. Removing any 13 columns yields an 
[8, 3] code with minimum distance at least 3. Thus, the MacWilliams 
transform is a system of 9 linear equations in 12 unknowns. There are 17 
admissible solutions but only 13 support a hermitian form. We list those 
solutions which represent a distinct isometry class as well as those that do 
not represent any isometry class. 
1. 1 + 6x 4 + 48X 6 + 9X 8 (64, O) 
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2. 1 -t- 3x 4 q- 9x 5 + 39x 6 -t- 3x 7 q- 9x 8 (52, 12) 
3. 1 + 18x 5 q- 30x 6 -q- 6x 7 q- 9x 8 (40, 24) 
4. 1 + 21x 5 + 21x 6 + 15x 7-t- 6x 8 (28, 36) 
5. 1 + 24x 5 + 12x 6 + 24x 7 + 3x 8 (16, 48) 
6. 1 + 27x 5 + 3x 6 + 33x 7 (4, 60). 
By Corollary 3.1, the second and last weight enumerators listed above do 
not support a hermitian form and cannot be the weight distribution of a 
quaternary linear code. 
4. BINARY CODES 
Binary linear even codes are quadratic spaces. The quadratic form 
½wt(x) (rood 2) determines a bilinear form which in this case is the 
standard inner product [161. In other words, Q(x)=B(x,x)=x.x 
(mod 2). If W(x)= Ziai xi is the weight enumerator of a putative code, 
then the sums N j= Z i  a~, where the sum is taken over all i where i /2 - j  
(mod 2) are the number of times the quadratic form represents the number 
j. However, these values do not determine the isometry class of a binary 
code. There is an obstruction which we define shortly. 
Recall that in characteristic 2, there is a difference between B-isotropic 
and Q-isotropic subspaces. Type lI codes are maximal Q-isotropic 
subspaces; whereas type I codes are maximal B-isotropic subspaces only 
when the code is self-dual. There does not appear to be a characterization 
of an arbitrary f.s.d, even code as a maximal isotropic subspace of some 
reflexive sesquilinear form. 
Binary even codes are often degenerate when viewed as quadratic spaces. 
Let Co represent a maximal Q-isotropic subspace. Then C/Co is non- 
degenerate. We want to classify non-degenerate quadratic spaces over 
GF(2). The invariants which classify these spaces are the rank and the 
Arf invariant which we define below. However, this is not sufficient to 
determine the isometry class of an arbitrary binary even code. 
For binary codes, a hyperbolic plane is a pair of independent vectors x 
and y such that Q(x) = Q(y) = 0 and such that B(x, y) = 1. In the binary 
case, a plane is anisotropic if Q(x) = Q(y) = B(x, y) = 1. The Arf invariant 
counts the number of anisotropic planes in a basis which is an invariant 
mod 2. Thus, the Arf invariant of a code is 1 if a basis consists of an odd 
number of anisotropic planes. Let H denote a direct sum of hyperbolic 
planes. The classification of non-degenerate quadratic spaces is given 
below. See [6, p. 66] for a proof. 
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THEOREM 4.1. Let V be a vector space over GF(2) of dimension n >I 3 
with a non-degenerate quadratic form. Let H denote a hyperbolic space. I f  n 
is odd, then 
1. V= H _1_ (x ) ,  where B(x, x) = 1. 
I f  n is even, then either 
1. V is hyperbolic, or 
2. V= H ± Vo, where Vo is an anisotropic plane. 
In characteristic 2, there does not exist a 1-1 correspondence b tween 
the isometry class of a form and the sums Nj. The obstruction has some- 
thing to do with the distinction between B-isotropic and Q-isotropic 
subspaces. A field F is perfect if F 2 = F. Note that all finite fields are perfect. 
For a proof of the next theorem see [-7, p. 3563. 
THEOREM 4.2. I f  V is a vector space equipped with a non-degenerate 
quadratic form over a perfect field, then dim(rad(V)) = 0 or 1. 
A code C is defective if dim(tad(C/Co))= 1. If a code possesses a defec- 
tive form then there exists a codeword c, such that wt (c ) -  2 (mod 4) and 
such that c is orthogonal to every other codeword. Modulo Co, this 
codeword is unique. Binary even codes are often defective. The proof of the 
next theorem is an easy consequence of Theorem 4.1. 
THEOREM 4.3. Let C be a [n, k] binary even code with a defective 
quadratic form. Then, Nj = 2 k-  a for j = O, 1. 
Thus, a code with a defective form has the property that the number of 
codewords uch that 4[wt(c) is precisely U -1. We call a code with this 
property balanced. Note that type I self-dual codes are necessarily balanced 
and the codewords whose weights are divisible by 4 form a codimension 1
subspace. These properties of self-dual codes were exploited by [4, 15] in 
eliminating putative weight enumerators of "extremal" self-dual codes. We 
return to this subject later. 
The rank, Arf invariant, and dimension of a maximal Q-isotropic 
subspace are the algebraic invariants which classify the isometry type of a 
non-defective form. For defective forms, the isometry type of the code 
cannot be determined from its weight distribution, but as we see later the 
coset distributions reveal the dimension of a maximal Q-isotropic subspace. 
Let C be a I-n, k] code such that dim(C0)= r and with Arf invariant 
z(C). The proof of the next theorem follows directly from Theorem 4.1 and 
the computation of the number of isotropic vectors in a hyperbolic space 
which is given in [3]. 
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THEOREM 4.4. I f  r = 0 so that Q is non-degenerate, then 
1. / fd im(C)  is odd, then Ni(C)=2k-IVj ,  
2. if dim(C) is even so that k = 2m, then N](k, Z) = 22m- 1 + ( _ 1 )z + i. 
2m--lVj. 
I f  rv~O, then Nj(C)= 2r. Nj(C/Co). 
The proof of the previous theorem essentially boil down to whether the 
rank of C/Co is odd or even. If it is odd, then the form is defective. If it is 
even, then it is non-defective and there is a bijection between the isometry 
type and the sums Nj. 
COROLLAg¥ 4.1. With the same notation as before, if k - r  is even then 
the number No of Q-isotropic vectors is given by 
2 k- 1 + ( _ 1 )z. 2(k + r ) /2  - -  1 
Let {ai) be an admissible n-tuple representing a putative linear binary 
even code such that Nj = ~i  ai where the sum is taken over all i where 
i/2 - j  (rood 2). 
COROLLARY 4.2. A necessary condition for an admissible n-tuple to 
represent a binary code is that the sums Nj=Nj(k,  r, Z) Vj for some 
quadratic form of rank k, dim(Co)= r and Arf invariant X. 
Does this theorem place any additional constraints on the weight 
distributions of linear binary even codes? Let us consider f.s.d, codes. 
A type I IEn ,  n/2] code corresponds to a maximal Q-isotropic subspace 
with No = 2 n/2 and N1 = 0. Thus, Corollary 4.2 places no further restriction 
on type I I  codes. If a type I code is self-dual, then once again we have no 
further restriction, as it is defective with a codimension 1 Q-isotropic sub- 
space. If n = 2 (mod 4) then 1 ~ rad(C) and C is defective. All combinations 
of Gleason polynomials reflect this so there is no restriction in this case. If 
n = 4 (rood 8) then all combinations of Gleason polynomials appear to be 
balanced, although this is not obvious; so we do not have any further 
restriction. If n = 0 (mod 8), the Gleason polynomials are not balanced in 
general and we have further restrictions on admissible n-tuples. 
It is shown in [-4] that the codimension 1 subspace of a type I self-dual 
code consisting of codewords whose weights are divisible by four 
corresponds to a unique coset called the shadow. Moreover, the coefficients 
in the integral representation of the self-dual code given by Gleason's 
theorem determine the weight distribution of this coset. The integrality of 
the coefficients in the weight distribution of this coset is thus a necessary 
condition for the existence of the code. When the form is non-defective, 
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Theorem 4.4 is a "generalization" of this result. The shadow is a conse- 
quence of the fact that the code has a codimension 1 Q-isotropic subspace. 
Theorem 4.4 places the necessary restrictions on the weight enumerator 
when one specifies a different isometry type for the code. Type I codes 
which have a smaller maximal Q-isotropic subspace may exist and one can 
determine this dimension from the putative weight enumerator when the 
form is non-defective. As these weight enumerators are given by Gleason's 
theorem, we can eliminate many of these cases. We give an example. 
EXAMPLE. Let C be a [16, 8, d>~4] f.s.d, code. By Gleason's theorem 
we have that 
W(x) = 1 + ~X 4 "~- (112 - 4~) X 6 "q- (30 + 6~) X 8 + .... 
By Theorem 4.4, No = 27 + 2 p = 32 + 8c~ for p = 3, 4, 5, 6, 7 except that 
No = 0 is not allowed. So that the possible values of e are 4, 8, 10, 11, 12, 
13, 14, 16, 20, and 28 with dimension of maximal Q-isotropic subspace 
r = 6, 4, 2, 0, odd, 0, 2, 4, 6, and 8 respectively. Thus, if e = 28, then r = 8 
and C is type II ; if e = 12 and r = 7, then C is type I self-dual and if c~ = 12 
and r ~ 7, then C is f.s.d, but not self-dual. Not all of these isometry classes 
are realizable. If e = 11 or 13, then dim(Co) = 0, but 1 s Co. Note that c~ = 0 
is not allowable. 
THEOREM 4.5. There does not exist a [16, 8, 6] fs.d. linear type I code. 
The only proof of Theorem 4.5 of which I am familiar is given in [9]. 
The proof relies on the uniqueness of certain non-linear codes. 
One can extend these results to arbitrary binary codes as follows. Let C 
be a binary in, k] code with odd weight vectors. There exists a unique 
codimension 1 subcode, Co, consisting of those codewords of even weight. 
We extend C to a In + 1, k] code as follows : 
1. i f c~Co,  c~(c,O)  
2. i fc¢Co, c~(c , t ) .  
Thus any binary code can be transformed into a code with even weights 
and the previous analysis applies. Alternately, one can apply the theory of 
mod 4 valued quadratic forms [17] to give a comprehensive treatment of 
isometry classes of binary codes. This we leave to the interested reader. 
Since the wt (mod 2) is a linear functional, there is a bijection between 
the set of odd weight vectors in a In, k] binary code and the set of odd 
weight cosets in the [n, k -  1 ] even code which is the kernel of the above 
functional. Thus, there appears to be restrictions on the weight distribution 
of cosets of binary even codes. This is indeed true. 
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The MacWilliams transform can be extended to cosets [ l J .  Thus, the 
putative complete coset distribution of a code is a generalization of the 
problem of determining the solutions of the MacWilliams transform and 
characterizing those that correspond to codes. One can ask which solutions 
to the MacWilliams transform actually arise as the coset of a binary even 
code. If a coset has even weights then one can adjoin it to the code to 
produce a In, k + 1 ] code. If a coset has odd weights then we can construct 
a In + 1, k + 1 ] code described above. 
We define the sums Nj for the weight distribution, Z i  ai x~, of an odd 
weight coset as follows : N s -- Z~ a~ where the sum is taken over all i, where 
( i+l ) /2=- j  (rood2). Thus, it makes sense to say when a coset, which 
consists of vectors of either odd weights or of even weights, is balanced. 
THEOREM 4.6. Let C be a type H [n, n/2] code. Then all the cosets are 
balanced. 
Proof Let D=cOx,  where x denotes a coset leader and D is the 
resulting [n, k + 1 ] code obtained by adjoining an even weight coset to C. 
It is enough to consider the even weight cosets, as the odd weight cosets 
must be balanced ue to the presence of the vector 1 in C. By Theorem 4.4 
it is enough to show that the isometry type of DID o is a hyperbolic plane. 
There exists a y E C such that B(x, y) = 1 as type I I  codes are maximal 
B-isotropic subspaces. Thus x and y form a hyperbolic plane. Suppose 
there exists another independent vector z ~ C such that B(x, z )= 1. Then, 
B(x, y + z) = 0. In this way we see that the dimension of D o is n/2 - 1 and 
this completes the proof. 
If C is a defective code, then the weight enumerator does not determine 
the dimension of a maximal Q-isotropic subspace. For simplicity, let us 
consider type I codes, if n ~ 0 (mod 8) then C is defective. Let p =-n/2 
(mod 2). If p= 1, then the even weight c0sets are balanced due to the 
presence of the all-ones vector 1 ~ C, but the odd weight cosets need not be 
balanced. If p = 0, then the reverse is true. In either case one can determine 
the dimension of a maximal Q-isotropic subspace by using Theorem 4.4 
and arguments imilar to the proof of Theorem 4.6. 
Let C be a binary even [n, k] code with a defective quadratic form. Let 
r be the dimension of a maximal Q-isotropic subspace. 
THEOREM 4.7. The sums N s associated to the weight distributions of a 
coset is given by one of the following: 
1. Nj=2k--l  +(--1)J'2(k+~--l)/2, j=O, 1 
2. Nj=2k--i--(--1)J'2(k+r--1)/2, j=O, 1 
3. N j=2k- l , j=0 ,  1. 
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The slight variance in the formulas in Theorems 4.4 and 4.7 is due to the 
fact that one adjoins the coset to the code and then applies Theorem 4.4. 
We show now that Theorem 4.7 can be used to improve in some cases the 
bound on the covering radius of a code given by Delsarte's theorem [5]. 
EXAMPLE. Let C be a [14, 7, 4] type I f.s.d, code. The weight distribu- 
tion is unique and it is given by 
W(x)  = 1 + 14x 4 + 49x 6 + 49x 8 + 14x 1° + X 14. 
By Delsarte's theorem, R ~< 5 (number of non-zero weights). By [-2], the 
weight distribution of a coset of weight 4 or 5 is unique if it exists. One 
determines the distribution of a putative weight 5 coset and it is 
56x s + 16x 7 + 56x 9. 
By Theorem 4.4, this distribution cannot support a quadratic form. Thus, 
R~<4. 
EXAMPLE. Let C be an extremal [26, 13, 8] type I f.s.d, code. The 
weight distribution is unique and is given by 
W(x)  = 1 + 650x 8 + 845x 1° + 2600x 12 + .... 
By [8], the support of the words of a fixed weight in the code and the dual 
support a 3-design. According to [14], there does not exist a code with this 
weight distribution. Unfortunately, the techniques of this paper do not 
demonstrate this; however, we can determine the dimension of a maximal 
Q-isotropic subspace if it were to exist. The weight distribution of a coset 
of weight 1 is unique and is given by 
W(x)  = x 4- 200x 7 "-I- 775x 9 + 1720x u + 2800x 13 + .... 
Thus N1=4332=212+28,  which means that C would have a 4-dimen- 
sional maximal Q-isotropic subspace. 
The existence of extremal type I f.s.d, codes at length 36, 38, 44, 46, and 
54 is unknown, but the techniques of this paper cannot rule out their 
existence. 
Finally, we motivate the double circulant construction used in generating 
f.s.d, codes with large minimum distance. If n - 0 (mod 4) then one uses a 
"bordered" circulant; otherwise it is "pure." We give the general form for 
these generator matrices below where I denotes the identity matrix and R 
denotes a circulant. 
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I 
0 1 1 1 
1 
1 R 
1 
R 
We restrict our  comments  to type I [n, n/2] codes. Recal l  that  when n ~ 0 
(rood 8), then a f.s.d, code is defective. This is clear when n - 2 (mod 4), as 
1 ~ rad(C/Co). Thus, if R is symmetr ic ,  a pure c i rculant  wit represent  a f.s.d. 
code iff the co lumn sums are odd. I f  n =-0 (rood 4), then 1 ¢ rad(C/Co). 
Thus,  we need a generator  for rad (C/Co), which is what  the first row of 
the bordered  double  c i rculant  const ruct ion  provides.  I f  R is symmetr ic  the 
code will be f.s.d. Note  that  the bordered  const ruct ion  always produces a 
ba lanced code when all the rows have even weight. 
If n=0 (rood 8), then a f.s.d, type I code need not  be defective and one 
can possib ly construct  a f.s.d, code of  larger min imum distance by other  
means.  The bordered  const ruct ion  may not  produce  "ext remal"  f.s.d codes 
in this case. 
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