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Abstract
This work explores the quantum dynamics of the interaction between scalar (matter) and
vectorial (intermediate) particles and studies their thermodynamic equilibrium in the grand-
canonical ensemble. The aim of the article is to clarify the connection between the physi-
cal degrees of freedom of a theory in both the quantization process and the description of
the thermodynamic equilibrium, in which we see an intimate connection between physical de-
grees of freedom, Gibbs free energy and the equipartition theorem. We have split the work
into two sections. First, we analyze the quantum interaction in the context of the general-
ized scalar Duffin-Kemmer-Petiau quantum electrodynamics (GSDKP) by using the functional
formalism. We build the Hamiltonian structure following the Dirac methodology, apply the
Faddeev-Senjanovic procedure to obtain the transition amplitude in the generalized Coulomb
gauge and, finally, use the Faddeev-Popov-DeWitt method to write the amplitude in covariant
form in the no-mixing gauge. Subsequently, we exclusively use the Matsubara-Fradkin (MF)
formalism in order to describe fields in thermodynamical equilibrium. The corresponding equa-
tions in thermodynamic equilibrium for the scalar, vectorial and ghost sectors are explicitly
constructed from which the extraction of the partition function is straightforward. It is in the
construction of the vectorial sector that the emergence and importance of the ghost fields are
revealed: they eliminate the extra non-physical degrees of freedom of the vectorial sector thus
maintaining the physical degrees of freedom.
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1 Introductory Aspects
One of the most important parts in the analysis of physical theories is the distinction between what
is measurable and what is not due to the fact that we usually use non-physical objects to describe
the world [1]. This can be achieved by looking at the physical degrees of freedom.
Let us review briefly the identification of the physical degrees of freedom in quantum electro-
dynamics in four spacetime dimensions (QED4) at both zero and finite temperature where the
interaction between matter (spin 1\2, fundamental representation) and radiation (spin 1, adjoint
representation) is synthesized in the following Lagrangian [2]
L = iψγµDµψ −mψψ −
1
4
FµνF
µν , (1)
wherein the covariant derivative is defined as Dµ = ∂µ − ieAµ and the Dirac matrices satisfy the
Clifford algebra γµγν + γνγµ = 2ηµν .
The equivalence between the dynamics described in the phase space and the one described in the
configuration space, through the Dirac constraint analysis [3], is contained in the following proposition
Proposition 1.1 The number of equations of motion times their order must be independent of the
space in which the dynamics is described, i.e.,
(number of equations)× (order) = constant (2)
The conditions that must be added in order to maintain this relation are the so-called constraints.
Spinorial sector (Dirac)
In the free spinorial sector the configuration space is described by 8 equations of first order as dictated
by the Dirac equation for each component of the spinors ψa, ψa (a = 1, . . . , 4). However, in the phase
space, we have 16 equations of first order given by the addition of the equations for the canonical
momenta pa, pa (a = 1, . . . , 4), respectively. Therefore, in order to keep (2) valid we must add 8
constraints
χ(1)a , χ
(1)
a (a = 1, . . . , 4).
On the other hand, we know that when we are dealing with physical degrees of freedom in the
configuration space we have 4 wave equations of second order for the propagation of the energy of
particles and anti-particles, thus, the equivalence between the dynamics in the physical degrees of
freedom is maintained and no additional constraints must be added. This is, of course, a consequence
of the second-class nature of the spinorial sector where gauge fixing conditions are not neccessary.
Vectorial sector (Maxwell)
In a similar way, the vectorial sector in the configuration space is described by 4 equations of second
order as dictated by the Maxwell equations for the field Aµ
∂µFµν = 0, Fµν = ∂µAν − ∂νAµ.
In the phase space, we have 8 equations of first order given by the incorporation of the equations for
the canonical momentum Πµ. Hence, at this level, no constraints are needed. On the other hand, the
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physical degrees of freedom are described by 2 equations of second order due to the two polarizations
(helicities) that electromagnetic waves can propagate. Therefore, in order to keep (2) valid we must
have 4 constraints
ϕ1, ϕ2,Σ1,Σ2.
The emergence of constraints in the analysis of physical degrees of freedom is, of course, a consequence
of the arbitrariness in gauge theories, i.e., the first-class nature of the vectorial sector. As we can
see, we have a simple and intuitive method to analyze the connection between the physical degrees
of freedom and constraints in gauge theories.
In conclusion, QED4 has the following structure
degrees of freedom, d
[spinorial sector (Dirac), d=4] [vectorial sector, (Maxwell), d=2]
χ(1), χ(1), ϕ1, ϕ2,Σ1,Σ2 (12 constraints).
The constraints [χ(1), χ¯(1)] are second-class (matter sector) and [ϕ1, ϕ2] are first-class (radiation sec-
tor). Then, [Σ1,Σ2] are the gauge fixing conditions that transform the first-class constraints into
second-class constraints (Coulomb gauge) such that we can determine all the Lagrange multipliers.
This relationship between constraints and physical degrees of freedom is crucial because it is
reflected in the integration measure in the quantization procedure through the functional formalism.
By the Faddeev-Senjanovic method the transition amplitude, in the physical Coulomb gauge [4], is
written in the following form
Z = N
∫
Dµ exp
(
i
∫
d4x
[(
∂0ψ
)
p+ p (∂0ψ) + Π
ν (∂0Aν)−Hc
])
, (3)
where the integration measure is defined as
Dµ = DAµDΠ
µDψDψDpDpδ(Θl) det ‖{Θl,Θm}‖
1
2 , (4)
Θl =
{
χ(1), χ(1), ϕ1, ϕ2,Σ1,Σ2
}
.
Next, in order to write the quantum equations of motion in an explicit covariant form we use the
Faddeev-Popov-DeWitt method in the Lorenz gauge [5] which amounts to introduce the following
identity
det
[
δ4(x− y)
] ∫ ∏
x
dα(x) δ
[
∂µA
α(x)µ
]
= 1, (5)
into the transition amplitude to write it covariantly as
Z = N˜
∫
DAµDψDψ exp
(
i
∫
d4x
[
ψ (iγµDµ −m)ψ −
1
4
FµνF
µν −
(∂µA
µ)2
2ξ
])
, (6)
N˜ = N det
[
δ4(x− y)
]
,
where we can write det [δ4(x− y)] in terms of ghost fields
det
[
δ4(x− y)
]
=
∫
DcDc exp
(
−i
∫
d4x cc
)
. (7)
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The choice of the Lorenz gauge is appropiated because it allows us to forget the ghosts at zero
temperature due to the fact that they decouple from the vectorial sector and they can be eliminated
by a suitable normalization. However, at finite temperature this statement is no longer true and the
reason is simple: the global conserved charges enter into the definition of the density matrix
ρˆ(β) = exp
[
−β
(
Hˆ− µeNˆ − µgQˆ
)]
, (8)
where Nˆ is the operator of electric charge and Qˆ is the operator of ghost charge. In this case the
partition function is given by the trace operation [6]
Z = Tr ρˆ(β) =
∫
DAEµDψDψDcDcD exp [−ST ] ,
ST =
∫
d4x
[
−
1
2
AEµ
(
δµν△+
(
1−
1
ξ
)
∂µ∂ν
)
AEν − ic∆c− ψ
(
γEµD
(e,µe)
µ −m
)
ψ
]
, (9)
D(e,µe)µ = ∂µ − ieA
E
µ − µeδµ0.
Accordingly, in the free case (e = 0) we obtain
Z = ZMaxwell ZDiracZGhost, (10)
where
ZMaxwell = det
[
δµν△+
(
1−
1
ξ
)
∂µ∂ν
]1/2
, (11)
ZGhost = det [∆] , (12)
ZDirac = det
[
γEµ ∂
(µe)
µ −m
]
, (13)
such that we can write the grand-canonical potential Ω as
Ω = −kT lnZ = ΩMaxwell + ΩDirac,
ΩMaxwell =
(
1
2
+
1
2
)
kT
∑
n,~p
ln
[
β2
(
ωn
2 + ~p 2
)]
,
ΩDirac = −
(
1
2
+
1
2
+
1
2
+
1
2
)
kT
∑
n,~p
ln
[
β2
(
(ωn + iµe)
2 + ~p 2 +m2
)]
, (14)
from which we clearly see the connection between the physical degrees of freedom and the equipar-
tition theorem, two degrees of freedom for the photons and four for the fermions. It is worthwhile
to mention that the ghost sector decouples (cf. (12)), they eliminate the longitudinal and tem-
poral polarizations of the vector sector maintaining the physical degrees of freedom of the theory.
[7, 8, 9, 10, 11, 12]
In this paper, we are interested in studying the interaction between matter (described by a
Duffin-Kemmer-Petiau (DKP) field with spin 0 in the fundamental representation) and radiation
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(spin 1, adjoint representation [14], Podolsky) described by the model known as the generalized
scalar Duffin-Kemmer-Petiau quantum electrodynamics (GSDKP) [15]
L =
i
2
ψβµ (∂µψ)−
i
2
(
∂µψ
)
βµψ −mψψ + eAµψβ
µψ −
1
4
FµνF
µν +
a2
2
∂µFµβ∂αF
αβ, (15)
where Fµν is the usual electromagnetic field-strength tensor, a =
1
mp
is the Podosky length and βµ
are the DKP matrices that satisfy the algebra
βµβνβθ + βθβνβµ = βµηνθ + βθηνµ. (16)
Although DKP theory is formally similar to Dirac theory, there are several subtleties contrasting
the behaviour even at classical level [16]. For instance, the conjugated field of the fermionic theory
is characterized as ψ = ψ†γ0, whereas the conjugate DKP field is defined as ψ = ψ†η0, with η0 =
2 (β0)
2
− 1. Moreover, for an arbitrary four-vector pµ the following relation is satisfied
(βµpµ)
[
(βµpµ)
2 − p2
]
= 0, (17)
showing that (βµpµ)
2 6= p2, in general. Nevertheless, this relation combined with plane wave solutions
of the free field equations leads to p2 = m2.
The theory is also invariant under U(1) global gauge transformations
ψ → exp [iα]ψ, ψ → ψ exp [iα] , Aµ → Aµ. (18)
Consequently, there is a conserved charge associated to it which is given by
N =
∫
d3xψ¯β0ψ, N˙ = 0. (19)
In the same form the action has also U(1) local gauge symmetry
ψ → eiα(x)ψ, Aµ → Aµ +
1
e
∂µα (x) . (20)
Let us talk a bit more about the nuances of the radiation and matter sectors of GSDKP theory.
When Ostrogradski constructed Lagrangian theories with higher order derivatives in classical me-
chanics, a new field of research was opened [17]. The main idea of these theories is very simple. We
construct additional higher order terms such as to preserve the original symmetries of the problem,
e.g., in the generalization of Utiyama work [14]. These theories sometimes have Hamiltonians with-
out a lower limit [18] due to states with negative norms (ghosts), leading to the breakdown of the
unitarity [19]. Attempt to restore unitarity, by avoiding ghosts, have not led to a general solution
[20]. However, a method about how to implement terms with higher order derivatives has recently
been constructed without breaking the stability of the theory. We can construct effective theories
through the concept of Lagrangian anchors [21]. It is an extension of the Noether theorems [22] in
the sense that we can also define a class of conserved quantities associated with a given symmetry.
In studying the longitudinal sector of photon propagation and its connection with mass, de
Broglie suggested that the photon could be formed by a combination of two spin 1
2
particles and this
combination would be responsible for the photon mass [23],
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1/2⊗ 1/2 = 0⊕ 1. (21)
The theoretical development of this theory begins with Petiau [24], who gets the DKP matrix algebra
(16) in irreducible representations
4⊗ 4 = 10⊕ 5⊕ 1, (22)
in which we have 10 dimensions (representing spin 1 particles), 5 dimensions (representing spin
0 particles) and a trivial one with no physical meaning. From the previous equation we see the
distribution of degrees of freedom but remembering that the Dirac sector has 4 physical degrees of
freedom, the Proca sector has 3 and the scalar has 2, we will need constraints in view of proposition
(2). Independently, Kemmer wrote Proca equations as first order equations and did the same for
Klein-Gordon-Fock (KGF) equations. From them, Kemmer conjectured about the existence of a
matrix form for his system of equations [25], Duffin developed an algebra for Kemmer theory [26]
and, finally, coming from this followed the work of Kemmer [27].
The DKP formalism allows us to work in a unified way the scalar and vector fields, and the
wide possibility of couplings by means of covariant bilinears, unable to be described in the KGF and
Proca theory, encouraged its study [28], in which we perceive a great phenomenological possibility
in describing interactions. However, the equivalence between DKP and KGF in the free and min-
imally coupled cases [29], both at the classical and quantum level, decreased the interest in DKP
theory. Although the KGF formalism is apparently simpler compared to the algebraic DKP classical
treatment, this point of view changes dramatically under quantization: the similarity in the form
between the Lagrangians of DKP and Dirac allows us to use a very simple mechanism to study the
scalar theory, since the mimic between the Dirac theory can be used to a better understanding of the
physical meaning of the quantities [30]. It is important to emphasize that the DKP field is usually
employed in nuclear physics to describe mesons in which it is possible to say that we have a mesonic
algebraic structure [31], thus we describe bosonic fields (spin 0, spin 1) with the DKP algebra and
fermionics (spin1/2) with the Clifford algebra. Yet, in describing mesons as scalar particles through
electromagnetic interaction it is worth emphasizing that we are simplifying the problem. In fact, by
including the electromagnetic interaction via minimum coupling together with discrete symmetries:
charge conjugation, parity and time reversal (conserved by strong and electromagnetic interaction),
we would have an effective Lagrangian that would describe the behavior of atomic nuclei due to
the strong and electromagnetic interaction. However, the approach using DKP theory has a certain
revelation when studying properties in physics, e.g., the decay of the mesons, due to their phe-
nomenological peculiarities, and in the ratios between the strong coupling constants in the processes
of interactions between two baryons with pseudo-scalar or pseudo-vectors mesons. The DKP theory
matches the experimental data associated with the ratios between the strong coupling constants,
whereas the theory of KGF does not [32]. Not only in nuclear physics we see the combination of
fermions (cf. (21)) but also in condensed matter physics, a Cooper pair is a pair of electrons (or
other fermions) bound together at low temperatures in a certain manner that an arbitrarily small
attraction between electrons in a metal can cause a paired state of electrons to have a lower energy
than the Fermi energy, which implies that the pair is bounded. In conventional superconductors,
this attraction is due to the electron–phonon interaction. Similarly, this also happens in the phe-
nomenon of superfluidity in the description of the properties of the solitons (bosons) formed by the
combination of two fermions in the liquid Helium.
Summing up, this work is devoted to the analysis of physical degrees of freedom in GSDKP. In
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Sec.2 we we establish the constraint analysis and the quantization. Although the covariant quantiza-
tion is not an easy task, due to the large number of variables and the peculiar no-mixing gauge choice,
after the hard work of building the transition amplitude, we can make an intuitive interpretation
between the physical degrees of freedom and the constraints. In Sec.3 we extend the analysis to ther-
modynamic equilibrium following the prescription of Matsubara-Fradkin. Firstly, we extract from
the equations of motion in thermodynamic equilibrium of the matter sector the partition function
that would describe the interaction of DKP scalar particles with external Podolsky vectorial fields.
Secondly, in the same way as the previous case, we construct the partition function of the vecto-
rial sector that would describes the interaction between the Podolsky vectorial fields with external
sources. Finally, we work in detail with the ghost sector because the ghost in the no-mixing gauge
choice is described not only by grassmannian variables but also by real variables, this is singular
and needed to be explored appropriately. In Sec.4 we unify the scalar, vectorial and ghost sectors in
therms of a Gibbs variational principle of entropy. We discuss too the connection between physical
degrees of freedom, Gibbs free energy and the equipartition theorem. In Sec.5 besides the authors
present their final remarks and prospects, we see the link between the transition amplitude and the
partition function, by means of Wick rotation to imaginary times.
2 Transition amplitude and physical degrees of freedom
2.1 Constraint analysis and the formal development
As usual, the Euler-Lagrange equations are obtained from (15) by the Hamiltonian principle
(iβµDµ −m)ψ = 0,(
1 + a2
)
∂µF
λµ = eψβλψ. (23)
The translational space-time invariance of the Lagrangian density leads to the canonical Hamiltonian
Hc =
∫
d3x
[ (
∂0ψ
) ∂L
∂
(
∂0ψ
) + ∂L
∂(∂0ψ)
(∂0ψ)+
∂L
∂(∂0Aν)
(∂0Aν)
− ∂θ
(
∂L
∂(∂0∂θAν)
)
(∂0Aν) +
∂L
∂(∂0∂θAν)
(∂θ∂0Aν)−L
]
. (24)
Thus, the canonical momenta associated with the DKP fields
(
ψ, ψ
)
are
p =
∂L
∂
(
∂0ψ
) = − i
2
β0ψ, (25)
p =
∂L
∂(∂0ψ)
=
i
2
ψβ0, (26)
whereas those for gauge fields are obtained from the Ostrogradski method [17]. This method consists
in defining the dynamics of the system in a first-order form, i.e., the dynamics takes place in a
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spanned phase space characterized by the canonical variables Aµ,Π
ν and Γµ ≡ ∂0Aµ,Φ
ν
Πν =
∂L
∂Γν
− 2∂k
∂L
∂ (∂kΓν)
− ∂0
∂L
∂ (∂0Γν)
= F ν0 + a2
[
ηiν∂i∂αF
α0 − ∂0∂αF
αν
]
, (27)
Φν =
∂L
∂ (∂0Γν)
= a2
[
∂αF
αν − ην0∂αF
α0
]
. (28)
From the above momentum expressions, the constraint structure of the theory can be studied by the
Dirac’s treatment of singular systems [3]. In this way, the set of first-class constraints
ϕ1 = Φ0 ≈ 0, ϕ2 = Π0 − ∂kΦ
k ≈ 0, ϕ3 = eψβ
0ψ − ∂kΠk ≈ 0, (29)
and the set of second-class constraints
χ(1) = p +
i
2
β0ψ ≈ 0, χ(1) = p−
i
2
ψβ0 ≈ 0, (30)
χ(2) =
[
1−
(
β0
)2] [
iβi∂iψ(x)−mψ(x) + eβ
iAi(x)ψ(x)
]
≈ 0, (31)
χ(2) =
[
−i∂iψ(x)β
i +mψ(x)− eψ(x)βiAi(x)
] [
1−
(
β0
)2]
≈ 0, (32)
are obtained. The weak equality ≈ is understood in according to Dirac’s sense.
Having determined the full set of constraints, the next step is to obtain the functional generator.
The transition amplitude in the Hamiltonian form is written in the following way [4]
Z = N
∫
Dµ exp
(
i
∫
d4x
[(
∂0ψ
)
p+ p (∂0ψ)+Π
ν (∂0Aν) + Φ
ν (∂0Γν)−Hc
])
, (33)
where the canonical Hamiltonian density is given by
Hc = Π0Γ
0 +ΠkΓ
k + Φk
(
∂kΓ0 − ∂lF
lk +
Φk
2a2
)
−
i
2
ψβi
←→
∂i ψ +mψψ
− eψAˆψ +
1
4
FkjF
kj +
1
4
(Γj − ∂jA0)
2 −
a2
2
(
∂jΓj − ∂
j∂jA0
)2
, (34)
and the integration measure is defined such that it transforms as a scalar in the constrained phase
space
Dµ = DΦνDΓνDΠ
µDAµDψDψDpDpδ(Θl) det ‖{Θl,Θm}‖
1/2 . (35)
We will derive the complete set of constraints for the GSDKP model in the next subsection. It is
expressed as
Θl =
{
χ(1), χ(1), χ(2), χ(2), ϕ1, ϕ2, ϕ3,Σ1,Σ2,Σ3
}
, (36)
in which suitable gauge fixing conditions are chosen [34]
Σ1 = Γ0(x) ≈ 0, Σ2 = A0 ≈ 0, Σ3 =
(
1 + a2
) (
~∇ · ~A
)
≈ 0. (37)
After integrating over the gauge and fermionic momenta, the transition amplitude becomes
Z = N
∫
DAµDψDψ det
∥∥∥(1 + a2~∇2) ~∇2∥∥∥ δ ((1 + a2) (~∇ · ~A))
× exp
[
i
∫
d4x
(
ψ (iβµ∇µ −m)ψ −
1
4
FµνF
µν +
a2
2
∂µFµβ∂αF
αβ
)]
. (38)
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Although the above expression is correct its form is not explicitly covariant, thus, it is not convenient
for computations. However, the Faddeev-Popov-DeWitt ansatz [5]
det
[(
1 + a2
)1/2
δ4(x− y)
] ∫ ∏
x
dα(x) δ
[(
1 + a2
)1/2
∂µA
αµ
]
= 1, (39)
allows us to transform the vacuum-vacuum transition amplitude into a covariant form. Hence, using
it in the no-mixing gauge condition the transition amplitude can be written as
Z = N˜ det
[(
1 + a2
)1/2
δ4(x− y)
]∫
DAµDψDψ exp
[
i
∫
d4x
(
ψ (iβµ∇µ −m)ψ −
1
4
FµνF
µν
+
a2
2
∂µFµβ∂αF
αβ −
1
2ξ
(∂µAµ)
(
1 + a2
)
(∂µAµ)
)]
, (40)
where we can write det
[
(1 + a2)
1/2
δ4(x− y)
]
in terms of ghost fields
det
[(
1 + a2
)1/2
δ4(x− y)
]
=
∫
DcDcDφ exp
(
−i[
∫
d4x c
(
1 + a2
)
c + φ
(
1 + a2
)
φ]
)
,
(41)
with c¯, c grasmanian fields and φ a real field. Although, initially, Podolsky had used the Lorenz
condition (∂µA
µ) to fix the physical degrees of freedom, after a rigorous study involving constraint
analysis it was shown that it was not the more appropiate one [34]. As a result, the natural way
of fixing the degrees of freedom has become the generalized Lorenz condition (1 + a2) (∂µA
µ).
However, there is a price to pay, namely, this condition increases the order of the derivatives in the
Lagrangian. On the other hand, there is another gauge condition known as the no-mixing gauge
(1 + a2)
1/2
∂µAµ that combines perfectly with the Podolsky theory maintaining the order of the
Lagrangian [35, 36, 37]. But, in this case it is necessary to deal with a pseudo-differential structure.
Despite of the peculiarities of each gauge choice, the Lorenz condition, no-mixing and generalized
Lorenz are related by BRST symmetry [38].
The minimal coupling DKP functional generator with the higher-derivative Podolsky term can
be written as
Z [η, η¯, Jµ] =
∫
Dµ
(
ψ, ψ,Aµ, c, c, φ
)
exp [iSeff] , (42)
with the effective action given by
Seff =
∫
d4x
[
ψ (iβµ∂µ −m+ eβ
µAµ)ψ −
1
4
FµνF
µν +
a2
2
∂µFµβ∂αF
αβ
+
1
2ξ
(∂µAµ)
(
1 + a2
)
(∂µAµ)− c
(
1 + a2
)
c− φ
(
1 + a2
)
φ
+ ψη + ηψ + AµJµ + cζ + ζc+ φJ
]
, (43)
where η, η, Jµ, ζ, ζ and J are the sources for the fields ψ, ψ, Aµ, c, c and φ, respectively. From here
it follows that the Schwinger-Dyson equations and Ward-Takahashi identities can straightforwardly
be obtained [39].
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2.2 The physical degrees of freedom and the connection with constraints
This section is devoted to the identification of the physical degrees of freedom and to the determi-
nation of the constraints according to proposition (2). The analysis mimics the one we did in the
introduction.
Scalar sector (DKP)
In the scalar sector the configuration space is described by 10 equations of first order as dictated by
the DKP equations for each component ψa, ψa (a = 1, . . . , 5). However, in the phase space, we have
20 equations of first order given by the addition of the equations for the canonical momenta pa, pa
(a = 1, . . . , 5), respectively. Therefore, in order to keep (2) valid we must add 10 constraints
χ(1)a , χ
(1)
a (a = 1, . . . , 5).
On the other hand, we know that when we are dealing with physical degrees of freedom in the KGF
equation we have 2 equations of second order, namely, the equations for φ and its complex conjugate
φ∗. Therefore, in order to keep (2) valid we need to have 16 constraints in total. Thus, it amounts
to add 6 additional constraints
χ
(2)
b , χ
(2)
b (b = 1, 2, 3).
Vectorial sector (Podolsky)
In a similar way, the vectorial sector in the configuration space is described by 4 equations of fourth
order as dictated by the Podolsky equations (23). In the phase space, we have 16 equations of first
order given by the canonical pairs Aµ, Π
µ and Γν , Φν . Hence, at this level, no constraints are needed.
On the other hand, the physical degrees of freedom are described by 5 equations of second order due
to the two and three polarizations of Maxwell and Proca particles, respectively. Therefore, in order
to keep (2) valid we must have 6 constraints
ϕ1, ϕ2, ϕ3,Σ1,Σ2,Σ3.
In conclusion, GSDKP has the following structure
degrees of freedom, d
[scalar sector (DKP), d=2] [vectorial sector (Podolsky) d=2+3]
χ(1), χ(1), χ(2), χ(2), ϕ1, ϕ2, ϕ3,Σ1,Σ2,Σ3 (22 constraints).
Again, this relationship between constraints and physical degrees of freedom is crucial, and it
is reflected both in its quantization of the GSDKP, as we have seen in the previous section, and in
describing its thermodynamic equilibrium, by means of the free energy and the equipartition theorem,
as we shall see now.
3 GSDKP in thermal equilibrium
To construct the partition function for GSDKP it will be necessary to study separately the matter,
radiation and ghost sectors to later unify them in a variational principle of maximum Gibbs entropy.
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3.1 The matter sector
Firstly, we will study the equations of motion in the Hamiltonian formalism. From previous dis-
cussions the canonical Hamiltonian of the scalar sector in the presence of an external field is given
by
Hc =
∫
d3x
[
−
i
2
ψβi
(←→
∂i ψ
)
+mψψ − eAµψβ
µψ
]
. (44)
Consequenlty, the equation of motion for β0ψ is given by1
d
dt
(
β0ψ
)
=
∫
d3z
{
β0ψ,Hc(z)
}
D
=
∫
d3z
{
β0ψ,−
i
2
ψ(z)βi∂iψ(z) +
i
2
∂iψ(z)β
iψ(z) +mψ(z)ψ(z)− eAµ(z)ψ(z)β
µψ(z)
}
D
.
(46)
The equivalence between the Hamiltonian dynamics, the Lagrangian dynamics and the analysis of
the second-class constraints lead us to the result{
β0ψ(x), ψ(y)
}
D
= −iIδ3(~x− ~y). (47)
Therefore, (46) yields the following equation of motion
[iβµ (∂µ − ieAµ)−m]ψ = 0. (48)
Analogously, we find the equation of motion for ψβ0 through
d
dt
(
ψβ0
)
=
∫
d3z
{
ψβ0,Hc(z)
}
D
=
∫
d3z
{
ψβ0,−
i
2
ψ(z)βi∂iψ(z) +
i
2
∂iψ(z)β
iψ(z) +mψ(z)ψ(z)− eAµ(z)ψ(z)β
µψ(z)
}
D
,
(49)
using {
ψβ0, ψ(y)
}
D
= iIδ3(~x− ~y), (50)
we obtain
ψ
[
iβµ
(←−
∂µ + ieAµ
)
+m
]
= 0. (51)
Using the Dirac correspondence principle, {·, ·}D → −i[·, ·], we quantize the theory[
β0ψˆ(x), ψˆ(y)
]
= Iδ3(~x− ~y)
[
ψˆβ0, ψˆ(y)
]
= −Iδ3(~x− ~y). (52)
1The Dirac brackets are defined as
{F,G}D = {F,G}P + {F,Ψ
α}P {Ψα,Ψβ}
−1
P
{Ψβ, G}P (45)
for any function F and G in the phase space and Ψ = {χ(1), χ(1), χ(2), χ(2)} representing the set of second-class
constraints.
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Because we are concerned with the study of thermodynamic equilibrium, the above equations become
stationary in the sense that they do not depend on time. At this point, we can define the density
matrix in the grand canonical ensemble and describe the scalar sector of GSDKP electrodynamics
with sources. The density matrix has the form
ρˆs(β) = exp
[
−β
(
Hˆ − µeNˆ
)]
, (53)
with
Hˆ =
∫
d3z
(
−
i
2
ψˆβi∂iψˆ +
i
2
∂iψˆβ
iψˆ +mψˆψˆ − eAµψˆβ
µψˆ + ηψˆ + ψˆη
)
,
Nˆ =
∫
d3z ψˆβ0ψˆ.
Applying the similarity transformation Oˆs = ρˆ−1s Oˆρˆs in (52) we obtain the commutators in thermo-
dynamic equilibrium [
β0ψˆs (~x, τ) , ψˆs (~y, τ)
]
= Iδ3(~x− ~y),[
ψˆs (~x, τ) β0, ψˆs (~y, τ)
]
= −Iδ3(~x− ~y). (54)
Next, we determine the equations of motion in thermodynamic equilibrium. For β0ψˆs we have
∂
∂τ
(
β0ψˆs
)
=
∂
∂τ
(
eτ(Hˆ−µeNˆ)β0ψˆe−τ(Hˆ−µeNˆ)
)
, (55)
= eτ(Hˆ−µeNˆ)
[
Hˆ − µeNˆ, β
0ψˆ
]
e−τ(Hˆ−µeNˆ),
or
∂
∂τ
(
β0ψˆs
)
=
∫
d3z
[
−
i
2
ψˆsβi∂iψˆs +
i
2
∂iψˆsβ
iψˆs +mψˆsψˆs − eAµψˆsβ
µψˆs − µeψˆsβ
0ψˆs
+ ηψˆs + ψˆsη, β0ψˆ
]
, (56)
η = −β0∂0ψˆs + iβ
j∂jψˆs + eAµβ
µψˆs + µeβ
0ψˆs −mψˆs. (57)
The Euclidean structure of the algebra appears after the definitions
βE0 = −β
0, βEj = iβ
j, βEµ β
E
ν β
E
θ + β
E
θ β
E
ν β
E
µ = β
E
µ δνθ + β
E
θ δνµ. (58)
Moreover, in order to write the covariant equation of motion in thermodynamic equilibrium we define
AE0 = −iA0, A
E
j = Aj, (59)
such that
Aµβ
µ = A0β
0 + Ajβ
j = −i
(
AE0 β
E
0 + A
E
j β
E
j
)
= −iAEµ β
E
µ .
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All in all, we obtain the following equation[
βEµD
(e,µe)
µ −m
]
ψˆs = η,
with D
(e,µe)
µ = ∂µ − ieA
E
µ − µeδµ0. In a similar way, we can compute the equation of motion for ψˆ
sβ0
to, finally, end up with the thermal equations for the scalar sector with external sources[
βEµD
(e,µe)
µ −m
]
ψˆs = η, (60)
ψˆs
[←−
D (−e,−µe)µ β
E
µ +m
]
= η. (61)
In order to find a functional integral representation for these equations note that they can be
rewritten with the help of the density matrix (53) as
[(
βEµ
)
ab
−→
∂µeµ −mδab
] δρˆs(β)
δηb (~x, τ)
= ie
(
βEµ
)
ab
δρˆs(β)
δηb (~x, τ)
AEµ + ηρˆs(β),
δρˆs(β)
δηa (~x, τ)
[(
βEµ
)
ab
←−−
∂−µeµ +mδab
]
= −ie
(
βEµ
)
ab
δρˆs(β)
δηb (~x, τ)
AEµ + ρˆs(β)η. (62)
After taking the trace of the previous expressions with the purpose of finding equations for average
values we establish the functional equations satisfied by the generating functional Z1 [J , η, η][(
βEµ
)
ab
−→
∂µeµ −mδab
] δZ1 [J , η, η]
δηb (~x, τ)
= ie
(
βEµ
)
ab
δZ1 [J , η, η]
δηb (~x, τ)
AEµ + ηZ1 [J , η, η] ,
δZ1 [J , η, η]
δηa (~x, τ)
[(
βEµ
)
ab
←−−
∂−µeµ +mδab
]
= −ie
(
βEµ
)
ab
δZ1 [J , η, η]
δηb (~x, τ)
AEµ + Z1 [J , η, η] (β)η. (63)
Let us introduce the ansatz for the solution of the equations (63) by standard Fourier transformations
techniques as
Z1[η¯, η] =
∫
DψDψ Z˜1
[
A, ψ, ψ
]
exp
(
ηψ + ψη
)
. (64)
Thus, from (63) we obtain
∫
DψDψ
[
βEµD
(e,µe)
µ −m
]
ψZ˜1
[
A, ψ, ψ
]
exp
(
ηψ + ψη
)
= ηZ1 [J , η, η] ,∫
DψDψ Z˜1
[
A, ψ, ψ
]
exp
(
ηψ + ψη
) [←−
D (−e,−µe)µ β
E
µ +m
]
= Z1 [J , η, η] η. (65)
Defining the quantity
S1 = −
∫
d4x ψ (~x, τ)
[
βEµD
(e,µe)
µ −m
]
ψ (~x, τ) , (66)
such that
δS1
δψ (~x, τ)
= −
[
βEµD
(e,µe)
µ −m
]
ψ (~x, τ) ,
δS1
δψ (~x, τ)
= ψ (~x, τ)
[
βEµ
←−
D (−e,−µe)µ +m
]
, (67)
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we realize that the partition function of the scalar sector in the presence of an external field is
Z1 [J , η, η] =
∫
DψDψ exp
(
−S1 + ηψ + ψη
)
. (68)
3.2 The vectorial sector
We begin this section with the Lagrangian density that describes the free vectorial sector with the
covariant no-mixing gauge fixing term
L = −
1
4
FµνF
µν +
1
2m2p
∂µF
µλ∂θFλθ −
1
2ξ
∂µA
µ
(
1 +

m2p
)
∂νA
ν . (69)
Using (24) we determine the canonical Hamiltonian. To do that, we introduce the canonically
conjugate momenta within the Ostrogradski method (cf. (28))
Πν = F ν0 +
1
m2p
(
ηiν∂i∂αF
α0 − ∂0∂αF
αν
)
+
1
ξ
η0ν∂µA
µ +
2
ξm2p
ηiν∂i∂µA
µ +
1
ξm2p
η0ν∂0∂µA
µ, (70)
Φν =
1
m2p
(
∂αF
αν − ην0∂αF
α0
)
+
1
ξm2p
η0ν∂0∂νA
ν , (71)
from which, together with the relations
F µνFµν = F
kjFkj + 2
(
Γj − ∂jA
0
)2
, (72)
∂µFµβ∂αF
αβ = −
1
2ξ
(
Γ0Γ0 + ∂iA
i∂jA
j
)
+
1
2ξm2p
(
∂µΓ
µ∂µΓµ + ∂i∂jA
j∂i∂kA
k
)
, (73)
∂µΓ
µ = ξm2pΦ
0, (74)
∂0Γ
k = ∂kΓ0 − ∂lF
lk +m2pΦ
k, (75)
it follows that the canonical Hamiltonian is written as
Hc =
∫
d3x
[
ΠνΓν − Φ
0∂iΓ
i +
ξm2p
2
Φ0Φ0 + Φk
(
∂kΓ0 − ∂lF
lk +
m2p
2
Φk
)
+
1
4
F kjFkj
+
1
2
(Γj − ∂jA0)
2 +
1
2m2p
(
∂j∂
jA0 − ∂jΓ
j
)2
+
1
2ξ
(
Γ0Γ0 + ∂iA
i∂jA
j
)
−
1
2ξm2p
∂i∂jA
j∂i∂kA
k
]
.
(76)
Having determined Hc, the quantization of this sector is straightforward, namely, the construction
of the quantum dynamics in the Hilbert space is given by the Dirac correspondence principle[
Aˆµ(x), Πˆν(y)
]
= iδµν δ
3(~x− ~y),[
Γˆµ(x), Φˆν(y)
]
= iδµν δ
3(~x− ~y). (77)
The description of this sector in thermodynamic equilibrium is obtained by introducing the density
matrix of states
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ρˆs(β) = exp
(
−βHˆ
)
, (78)
where Hˆ is (76) with the fields turned to operators. Applying the similarity transformation Oˆs =
ρˆs
−1Oˆρˆs in (77) we obtain the commutators in thermodynamic equilibrium
[
Aˆsµ (~x, τ) , Πˆ
s
ν (~y, τ)
]
= iδµνδ
3 (~x− ~y) (79)[
Γˆsµ (~x, τ) , Φˆ
s
ν (~y, τ)
]
= iδµνδ
3 (~x− ~y) . (80)
With that we have constructed the density matrix of states ρˆs and the Hamiltonian that would
describe the covariant thermal quantum equations of the radiation sector in the presence of external
sources. Hence, we can proceed as in the previous subsection and perform the corresponding com-
putations. However, it is more elegant to use the Nakanishi auxiliary field method [43] together with
the Schwinger quantum action principle to find the partition function.
Considering that the structures presented in the quantum description of fields in thermodynamic
equilibrium are structures in the Euclidean space, the Lagrangian density which describes the radi-
ation sector with interaction and sources is given by
LˆN =
1
4
Fˆ sµνFˆ sµν +
1
2mp
∂µFˆ sµλ∂θFˆ sθλ +
1
2
{
Bˆs, G
[
Aˆs
]}
+
ξ
2
Bˆs
2
− ieAˆEµ ψˆ
sβEµ ψˆ
s − JµAˆ
s
µ, (81)
Fˆ sµν = ∂µAˆ
s
ν − ∂νAˆ
s
µ,
where Bˆs is the Nakanishi-Lautrup auxiliary field and G
[
Aˆs
]
is the operator of gauge condition. To
find the equations of motion in thermodynamic equilibrium we will use the Schwinger variational
principle which states that
δ
(
ψˆs(t1), φˆ
s(t2)
)
=
i
~
(
ψˆs(t1), δ
∫ t1
t2
dτ LˆsN (τ)φˆ
s(t2)
)
, (82)
where δ is the gauge variation
Aˆsµ → Aˆ
s
µ + δAˆ
s
µ, Bˆ
s → Bˆs + δBˆs. (83)
After imposing δSˆs = 0ˆ, we should find the equations of motion arising from standard canonical
quantization. The no-mixing gauge choice is written as
G
[
Aˆs
]
=
(
∆
m2p
+ 1
)1/2
∂µAˆ
s
µ. (84)
from which, together with the use of the relations
1
4
Fˆ sµνFˆ
s
µν −→ −
1
2
Aˆsµ (δµν∆+ ∂µ∂ν) Aˆ
s
ν , (85)
1
2m2p
∂µFˆ
s
µλ∂θFˆ
s
θλ −→ −
1
2
Aˆsµ (δµν∆+ ∂µ∂ν)
∆
m2p
Aˆsν , (86)
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it follows that the equations of motion are
−
(
∆
m2p
+ 1
)
(δµν∆+ ∂µ∂ν) Aˆ
s
ν −
(
∆
m2p
+ 1
)1/2
∂µBˆ
s − ieψˆsβEµ ψˆ
s − Jµ = 0, (87)
−
1
ξ
(
∆
m2p
+ 1
)1/2
∂νAˆ
s
ν = B
s, (88)
or, equivalently,
−
(
∆2
m2p
+ 1
)[
δµν∆+
(
1−
1
ξ
)
∂µ∂ν
]
Aˆsν = ieψˆ
sβsµψˆ
s + Jµ. (89)
We immediately notice that in order to solve for Aν we must know how to deal with the the Podolsky
differential operator
P
(m2p,α)
µν := −
(
∆
m2p
+ 1
)[
δµν∆+
(
1−
1
ξ
)
∂µ∂ν
]
. (90)
Something interesting about this analysis is that we have extended two methods to finite temperature:
the Nakanishi method to fix the physical degrees of freedom in a covariant way by Lagrange multiplier
and the Schwinger variational method to find the equations of motion.
As the last step we obtain the partition function that describes the vector sector with interaction
in the no-mixing gauge. The density matrix of states is given again by (78) with
Hˆ =
∫
d3z
[
Πˆν Γˆν − Φˆ
0∂iΓˆ
i +
ξm2p
2
Φˆ0Φˆ0 + Φˆk
(
∂kΓˆ0 − ∂lFˆ
lk +
m2p
2
Φˆk
)
+
1
4
Fˆ kjFˆkj +
1
2
(
Γˆj − ∂jAˆ0
)2
+
1
2m2p
(
∂j∂
jAˆ0 − ∂jΓˆ
j
)2
+
1
2ξ
(
Γˆ0Γˆ0 + ∂iAˆ
i∂jAˆ
j
)
−
1
2ξm2p
∂i∂jAˆ
j∂i∂kAˆ
k + eAˆµψˆβ
µψˆ + JµAˆµ
]
.
(91)
Note that the ensemble in question is the canonical ensemble because we have no charge conservation.
In this case the equation (89) can be written as follows
P
(m2p,α)
µν
δρˆs(β)
δJ ν (~x, τ)
= ieψˆsβEµ ψˆ
s + Jµρˆs(β). (92)
After taking the trace we have a functional equation for the partition function
P
(m2p,α)
µν
δZ2[J ]
δJ ν(~x, τ)
= ieψsβEµ ψ
s + JµZ2 [J , η, η] . (93)
We look for a functional Fourier solution of the previous equation as follows
Z2[J ] =
∫
DA Z˜2
[
A, ψ, ψ
]
exp (JµAµ) , (94)
from which (92) takes the form
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∫
DA
(
P
(m2p,α)
µν Aν − ieψβ
E
µ ψ
)
Z˜2
[
A, ψ, ψ
]
exp (JµAµ) = JµZ2[J ]. (95)
Defining
S2 :=
∫
d4x
[
1
2
AµP
(m2p,α)
µν Aν − ieAµψβ
E
µ ψ
]
, (96)
such that
δS2
δAµ
= P
(m2p,α)
µν Aν − ieψβ
E
µ ψ,
we realize that the partition function that describes the vector sector is
Z2[J ] =
∫
DA exp (−S2 + JµAµ) . (97)
3.3 The ghost sector
The Lagrangian density which describes the ghost sector in the no-mixing gauge is given by [38]
L = ic
(
∆
m2p
+ 1
)
∆c−
1
2
φ
(
∆
m2p
+ 1
)
φ. (98)
From there, we are able to build all the structure of the ghost sector. Classically, the action that
describes the ghost sector, that comes from a study in the no-mixing gauge, can be defined as
S =
∫
d4x
[
i∂µc∂
µc−
i
m2p
cc−
1
2m2p
∂µφ∂
µφ+
1
2
φ2
]
, (99)
wherein c, c are Grassmanian fields and φ a real field. In this case, the classical equations of motion
are given by (
1 +

m2p
)
c = 0,
c
(
1 +
←−

m2p
)
←−
 = 0, (100)(

m2p
+ 1
)
φ = 0.
On the other hand, the canonical Hamiltonian density is given by
H = (∂0c)π + (∂0∂0c)P + π (∂0c) + P (∂0∂0c) + p (∂0φ)− L, (101)
where the canonical momenta have been defined as follows
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π :=
∂L
∂ (∂0c)
− 2∂i
(
∂L
∂ (∂i∂0c)
)
− ∂0
(
∂L
∂ (∂0∂0c)
)
= i
(
1 +

m2p
)
∂0c,
π :=
∂L
∂ (∂0c)
− 2∂i
(
∂L
∂ (∂i∂0c)
)
− ∂0
(
∂L
∂ (∂0∂0c)
)
= −i
(
1 +

m2p
)
∂0c,
P :=
∂L
∂ (∂0∂0c)
= −i

m2p
c, (102)
P :=
∂L
∂ (∂0∂0c)
= i

m2p
c,
p :=
∂L
∂ (∂0φ)
= −
1
m2p
∂0φ.
Moreover, the action (99) is invariant by the transformations
c→ c+ δc, δc = −iδθc, (103)
c→ c+ δc, δc = iδθc. (104)
which implies the existence of a ghost charge via Noether theorem, namely,
iQ0 = ic
(
1 +

m2p
)
∂0c− i
(
1 +

m2p
)
(∂0c) c+
i
m2p
c (∂0c)−
i
m2p
(∂0c)c. (105)
The quantization of the ghost sector is perform by first writing the ghost Hamiltonian density
explicitly
H = Dπ−
(
∂k∂
kc
)
P + πD−P
(
∂k∂
kc
)
+ i
(
DD + ∂kc∂
kc
)
− im2pPP +
1
2
m2pp
2+
1
2m2p
∂kφ∂
kφ−
1
2
φ2,
(106)
with the definition D = ∂0c. As a result, the Hamilton equations are obtained by straightforward
computations, i.e.,
c˙ =
δH
δπ
, π˙ = −
δH
δc
,
.
c =
δH
δπ
,
.
π = −
δH
δc
, D˙ =
δH
δP
,
P˙ = −
δH
δD
,
.
D =
δH
δP
,
.
P = −
δH
δD
, φ˙ =
δH
δp
, p˙ = −
δH
δφ
. (107)
However, since we are dealing with real and grassmann variables we have to introduce an extension
of the Poisson brackets known as Berezin brackets. In view of their definition we can write the
fundamental Berezin brackets as
{c(x), π(y)}B = {π(x), c(y)}B = δ
3 (~x− ~y) ,
{
D(x), P (y)
}
B
=
{
P (x), D(y)
}
B
= δ3 (~x− ~y) ,
{c(x), π(y)}B = {π(x), c(y)}B = δ
3 (~x− ~y) , {φ(x), p(y)}B = −{p(x), φ(y)}B = δ
3 (~x− ~y) ,
{
D(x), P (y)
}
B
=
{
P (x), D(y)
}
B
= δ3 (~x− ~y) . (108)
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which become graded commutators [·, ·]g in the quantum theory.
As we are interested in studying fields in thermodynamic equilibrium, the previous discussion
leads us to define the density matrix of states in the grand-canonical ensemble of the ghost sector
with sources in the following way
ρˆgs(β) = exp
[
−β
(
Hˆ − µgQˆ
)]
(109)
wherein the Hamiltonian and the charge are given by (106) and (105), respectively, after the corre-
sponding transition to operators is made.
Applying a similarity transformation Oˆgs (~x, τ) = ρˆgs
−1(τ)Oˆ (~x) ρˆgs(τ) in the stationary equations
we obtain the fundamental commutation relations in thermodynamic equilibrium
[
cˆgs (~x, τ) , πˆ
gs
(~y, τ)
]
g
=
[
πˆ
gs
(~x, τ) , cˆgs (~y, τ)
]
g
= iδ3 (~x− ~y) ,
[
cˆ
gs
(~x, τ) , πˆ (~y, τ)
]
g
=
[
πˆgs (~x, τ) , cˆ
gs
(~y, τ)
]
g
= iδ3 (~x− ~y) ,
[
Dˆgs (~x, τ) , Pˆ
gs
(~y, τ)
]
g
=
[
Pˆ
gs
(~x, τ) , Dˆgs (~y, τ)
]
g
= iδ3 (~x− ~y) , (110)
[
Dˆ
gs
(~x, τ) , Pˆ gs (~y, τ)
]
g
=
[
Pˆ gs (~x, τ) , Dˆ
gs
(~y, τ)
]
g
= iδ3 (~x− ~y) ,
[
φˆgs (~x, τ) , pˆgs (~y, τ)
]
g
= −
[
pˆgs (~x, τ) , φˆgs (~y, τ)
]
g
= iδ3 (~x− ~y) .
The next step is to determine the equations of motion in thermodynamic equilibrium. Firstly,
for cˆ we get
∂
∂τ
(cˆgs) =
∂
∂τ
(
eτ(Hˆ−µgQˆ)cˆ e−τ(Hˆ−µgQˆ)
)
, (111)
= eτ(Hˆ−µgQˆ)
[
Hˆ − µgQˆ, cˆ
]
e−τ(Hˆ−µgQˆ).
Using the identity
[
AˆBˆ, Cˆ
]
= Aˆ
{
Bˆ, Cˆ
}
−
{
Aˆ, Cˆ
}
Bˆ, we finally obtain
∂
∂τ
(cˆgs) = −iDˆgs (~x, τ) + µg cˆ
gs (~x, τ) . (112)
Taking the second derivative and using (112) again we find
∂2cˆgs
∂τ 2
= −i
∂Dˆgs (~x, τ)
∂τ
+ µg
[
−iDˆgs (~x, τ) + µgcˆ
gs (~x, τ)
]
. (113)
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For the first term we can use an analogous equation to (111), i.e,
∂Dˆgs (~x, τ)
∂τ
= eτ(Hˆ−µgQˆ)
[
Hˆ − µgQˆ, Dˆ
]
e−τ(Hˆ−µgQˆ), (114)[
Hˆ − µgQˆ, Dˆ
]
=
∫
d3y
[
−Pˆ
(
∂k∂
kcˆ
)
− im2pPˆ Pˆ − iµgPˆ Dˆ, Dˆ (~x)
]
g
, (115)
= i∂k∂
k cˆ−m2pPˆ − µgDˆ. (116)
Therefore,
Pˆ gs (~x, τ) =
(
i
∆
m2p
+ i
µ2g
m2p
)
cˆgs (~x, τ) . (117)
Taking another derivative with respect to τ and performing a similar computation for the left hand
side, in which the graded commutator
[
Hˆ − µgQˆ, Pˆ
]
g
appears, we obtain the equation
πˆgs (~x, τ) = −i
(
1−
∆
m2p
−
µ2g
m2p
)
Dˆgs (~x, τ) . (118)
Thus, following the same reasoning, we take an additional derivative and compare with
[
Hˆ − µgQˆ, πˆ
]
g
.
We will end up with the equation of motion for the ghost field in thermodynamic equilibrium (simi-
larly for cˆ
s
)
− i
(
1−
∆
m2p
)
∆cˆgs (~x, τ) = ζ (~x, τ) , µg = 0. (119)
In the same way, we find the equation of motion for φˆ. Again,
∂φˆgs (~x, τ)
∂τ
= exp
[
τ(Hˆ − µgQˆ)
] [
Hˆ − µgQˆ, φˆ
]
g
exp
[
−τ(Hˆ − µgQˆ)
]
, (120)[
Hˆ − µgQˆ, φ (~x)
]
=
[∫
d3y
1
2
m2pp
2, φˆ (~x)
]
= −im2ppˆ, (121)
or
∂φˆgs (~x, τ)
∂τ
= −im2ppˆ
gs. (122)
Taking an additional derivative and computing
[
Hˆ − µgQˆ, pˆ
]
g
we finally end up with(
1−
∆
m2p
)
φˆgs (~x, τ) = −J (~x, τ) . (123)
As we can see, there is a relation between the classical equations (100) arising from the action
(99) and the quantum equations in thermodynamic equilibrium, namely,
 ←→ −∆. (124)
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In order for the quantum equations in thermodynamic equilibrium to be properly defined we should
use the following classical action
S =
∫
d4xL
L := ic¯(1− 
m2p
)c+ 1
2
φ(1− 
m2p
)φ
(125)
Therefore, the quantum equations in thermodynamic equilibrium would be
i(1 + ∆
m2p
)∆ĉgs(~x, τ) = ζ(~x, τ), µg = 0
−i(1 + ∆
m2
p
)∆̂¯cgs(~x, τ) = ζ¯(~x, τ), µg = 0
(1 + ∆
m2p
)φ̂gs(~x, τ) = −J(~x, τ).
(126)
In order to find the partition function, we rewrite the previous equations of motion as follows
i
(
1 +
∆
m2p
)
∆
δρˆgs(β)
δζ (~x, τ)
= ζ (~x, τ) ρˆgs(β) (127)
−i
(
1 +
∆
m2p
)
∆
δρˆgs(β)
δζ (~x, τ)
= ζ (~x, τ) ρˆgs(β) (128)(
1 +
∆
m2p
)
δρˆgs(β)
δJ (~x, τ)
= −J (~x, τ) ρˆgs(β), (129)
after taking the trace we obtain
i
(
1 +
∆
m2p
)
∆
δZ3
[
ζ, ζ, J
]
δζ (~x, τ)
= ζ (~x, τ)Z3
[
ζ, ζ, J
]
(130)
−i
(
1 +
∆
m2p
)
∆
δZ3
[
ζ, ζ, J
]
δζ (~x, τ)
= ζ (~x, τ)Z3
[
ζ, ζ, J
]
(131)(
1 +
∆
m2p
)
δZ3
[
ζ, ζ, J
]
δJ (~x, τ)
= −J (~x, τ)Z3
[
ζ, ζ, J
]
. (132)
We will look for a solution in form of a functional Fourier transform of the previous equation as
follows
Z3
[
ζ, ζ, J
]
=
∫
DcDcDφ Z˜3 [c, c, φ] exp
(
cζ + ζc+ Jφ
)
. (133)
Defining
S3 =
∫
d4x
[
ic
(
∆
m2p
+ 1
)
∆c−
1
2
φ
(
∆
m2p
+ 1
)
φ
]
(134)
we notice that the partition function that describes the ghost sector is given by
Z3
[
ζ, ζ, J
]
=
∫
DcDcDφ exp
(
−S3 + c¯ζ + ζ¯c+ Jφ
)
. (135)
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4 Partition function and physical degrees of freedom
As we know, the second law of thermodynamics is based on the Kelvin-Clausius prescription, using
Carnot’s cycles and Clausius’s theorem to formulate a state function called entropy. The latter was
formulated axiomatically by Carathe´odory. However, when we construct the thermodynamics of
quantum fields we use as an ontological starting point the Gibbs-Helmohtz formalism which is given
in terms of a variational principle of maximum entropy. Accordingly, this variational formulation
was put on a logical basis by Tisza-Callen [44, 45] which equips us with a pleasant reading formalism
that allows us to respond conceptually how entropy translates into thermal quantum fields and also
to study the state equations that describe the interactions.
In view of this, we can say that the density matrix describing the grand-canonical ensemble of
GSDKP in thermodynamic equilibrium in a covariant dynamics is written explicitly by defining the
Gibbs entropy
Sˆentropy = 〈− ln [ρˆgs(β)]〉 , (136)
with
ρˆgs(β) = exp
[
−β
(
Hˆ− µeNˆ − µgQˆ
)]
, Hˆ = HˆT + Hˆg, (137)
wherein
HˆT =
∫
d3x
[
ΠˆνΓˆν − Φˆ
0∂iΓˆ
i +
ξm2p
2
Φˆ0Φˆ0 + Φˆk
(
∂kΓˆ0 − ∂lFˆ
lk +
m2p
2
Φˆk
)
+
1
4
Fˆ kjFˆkj
+
1
2
(
Γˆj − ∂jAˆ0
)2
+
1
2m2p
(
∂j∂
jAˆ0 − ∂jΓˆ
j
)2
+
1
2ξ
(
Γˆ0Γˆ0 + ∂iAˆ
i∂jAˆ
j
)
−
1
2ξm2p
∂i∂jAˆ
j∂i∂kAˆ
k
−
i
2
ψˆβi
(←→
∂i ψˆ
)
+mψˆψˆ − eAˆµψˆβ
µψˆ + JµAˆ
µ + ηψˆ + ψˆη
]
, (138)
Hˆg =
∫
d3x
[
Dˆπˆ −
(
∂k∂
k cˆ
)
Pˆ + πˆDˆ + Pˆ
(
−∂k∂
kcˆ
)
+ i
(
DˆDˆ + ∂kcˆ∂
k cˆ
)
− im2pPˆ Pˆ +
1
2
m2ppˆ
2 +
1
2m2p
∂kφˆ∂
kφˆ−
1
2
φˆ2 + ζcˆ+ cˆζ + jφˆ
]
, (139)
iQˆ =
∫
d3x
[
cˆπˆ + πˆcˆ+ Pˆ Dˆ + DˆPˆ
]
, (140)
Nˆ =
∫
d3x ψˆβ0ψˆ, (141)
and formulate the problem from a variational principle of entropy in such a way that
δ
[
λ
〈
Iˆ
〉
+ λU
〈
Hˆ
〉
+ λN
〈
Nˆ
〉
+ λQ
〈
Qˆ
〉
− 〈− ln [ρˆgs(β)]〉
]
= 0. (142)
In order to obtain the Lagrange multipliers we compare the equation obtained from the extrem-
ization process with the thermodynamic equation that defines the grand-canonical potential Ω,
Ω = U − TS − µeN − µgQ, (143)
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wherein U =
〈
Hˆ
〉
is the internal energy, S =
〈
Sˆ
〉
is the entropy, N =
〈
Nˆ
〉
is the number of charge
particles and Q =
〈
Qˆ
〉
the number of ghost particles. Here it is important to pay attention that
the instability problem was solved in Podosky theory following the Lagrangian achor methodology
[21] and in finite temperature there is no problem at all due to the fact that the internal energy of
Podolsky theory is defined naturally as the sum of Maxwell and Proca (this fact reflex the existence
of the Lagrangian anchor mechanism), seen in the Stephan-Boltzmann Law [46]. So this instability
do not affect the internal energy and others thermodynamic quantities.
From the equations of motion (60) and (61), (89), and (119) and (123) representing the scalar,
vectorial and ghost sectors respectively of GSDKP in the non-mixing gauge we can construct the
thermodynamic generator Z
[
J , η, η, ζ, ζ, J
]
obtained as the solution of the functional equations
[(
βEµ
)
ab
∂µeµ −mδab
] δZ
δηb
= ie
(
βEµ
)
ab
δ2Z
δJµδηb
+ ηZ (144)
δZ
δηa
[(
βEµ
)
ab
←−−
∂−µeµ +mδab
]
= −ie
(
βEµ
)
ab
δ2Z
δJµδηb
+ Zη (145)
P
(m2p,α)
µν
δZ
δJν
= ie
(
βEµ
)
ab
δZGF
δηaδηb
+ JµZ (146)
i
(
1 +
∆
m2p
)
∆
δZ
δζ
= ζZ (147)
−i
(
1 +
∆
m2p
)
∆
δZ
δζ
= Zζ (148)(
1 +
∆
m2p
)
δZ
δJ
= JZ. (149)
In this case Z can be written as a functional Fourier transform
Z
[
J , η, η, ξ, ξ, J
]
=
∫
DADψDψDcDcDφ exp
(
−SeffT
)
, (150)
with
SeffT =
∫
d4x
[
1
2
AµP
(m2p,ξ)
µν Aν − ψ
(
βEµD
(e,µe)
µ −m
)
ψ − ic
(
∆
m2p
+ 1
)
∆c
+
1
2
φ
(
∆
m2p
+ 1
)
φ+ JµAµ + ηψ + ψη + ζc+ cζ + Jφ
]
. (151)
It follows that in the free case, i.e., e = 0, we have
Z = ZPodolskyZDKP, (152)
where
ZPodolsky = det [△]
−1 det
[
△+m2p
]−3/2
, (153)
ZDKP = det
[
βEµ ∂
(µe)
µ −m
]
(154)
23
It is worthwhile to emphasize that the ghosts sector eliminate the degrees of freedom of the vector
sector maintaining the physical degrees of freedom of the theory. Note that in the no-mixing gauge
choice the ghost has two sectors [38], one grassmanian and other scalar, and the scalar field eats
the degrees of freedom of the grassmann field that eat the degrees of freedom of the vectorial field
maintaining the physical degrees of freedom of Podolsky theory.
Therefore, we can write the grand-canonial potencial Ω as
Ω = −kT lnZ = ΩMaxwell + ΩProca + ΩDKP (155)
with
ΩMaxwell =
(
1
2
+
1
2
)
kT
∑
n,~p
ln
[
β2
(
ω2n + ~p
2
)]
(156)
ΩProca =
(
1
2
+
1
2
+
1
2
)
kT
∑
n,~p
ln
[
β2
(
ω2n + ~p
2 +m2p
)]
(157)
ΩDKP =
(
1
2
+
1
2
)
kT
∑
n,~p
ln
[
β2
((
ω2n + iµe
)2
+ ~p2 +m2p
)]
, (158)
from which we clearly see the connection between the physical degrees of freedom and the equiparti-
tion theorem, five degrees of freedom for the Podolsky photons and two degrees of freedom for DKP
scalars.
5 Conclusion and final remarks
In this work we have analyzed the link between the physical degrees of freedom, quantization and
the description of thermodynamic equilibrium when studying the interaction between matter and
radiation in the context of GSDKP.
Firstly, in constructing the transition amplitude, we saw the emergence of the constraints due
to the construction of physical phase space and its importance in writing the measure of integra-
tion. Explicitly, in the analysis of the order of the equations, the physical degrees of freedom are
closely related to the constraints. The phase space has 36 variables (Φν ,Γν ,Π
µ, Aµ; ψ¯, ψ, p¯, p) and
26 constraints
{
χ(1), χ¯(1), χ(2), χ¯(2);ϕ1, ϕ2, ϕ3,Σ1,Σ2,Σ3
}
so the physical phase space has 14 variables
and 7 physical degrees of freedom. As we could see the quantization procedure by the Fadeev-
Senjanovic analysis in the generalized Coulomb gauge and the Faddev-Popov-DeWitt procedure to
get the covariant transition amplitude was not an easy task, due to the no-mixing gauge choice
(pseudo differential structure) and the large amount of non-physical degrees of freedom. As in a
popular saying, things need to get worse before they get better, the no-mixing gauge choice sim-
plifies the form of the photon propagator so that it is more easily to study the UV divergence in
radiative corrections and other physical phenomena. In the same way the fact that the minimum
coupling of DKP scalar particles with Podolsky has just one vertex like QED, instead of 2 vertices
when using KGF equations, decreases the number of Feynman diagrams to calculate radiative cor-
rections. With the functional generator of GSDKP besides studying the Dyson-Schwinger covariant
quantum equations and Ward-Takahashi identities from quantum gauge symmetry, we could estab-
lish the multiplicative renormalization procedure in the mass shell. An explicit calculation of the
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first radiative corrections (1-loop) associated with the photon propagator, meson propagator, vertex,
photon-photon four point function utilizing the dimensional regularization method, where the gauge
symmetry is manifest, will show two ways of evaluating the renormalization conditions for the pole
and residue, due to DKP trilinear algebra, and we will also see that the DKP algebra ensures the
functioning of the Ward-Takahashi (WT) identities in the first radiative corrections of the vertex
and photon-photon four point function prohibiting UV divergences [47].
Secondly, in constructing the partition function, it was necessary to study separately the matter,
radiation and ghost sectors to later unify them. When we construct the scalar sector, we saw that
DKP algebra came naturally in the Euclidean space and due to the global charge conservation the
density matrix has a chemical potential, so the description of the interaction between the scalar
particles and an external field is written in the grand canonical ensemble. On the other hand, in
the vectorial sector due to the fact that there is no charge for the photons, the description of the
interaction between the photons and external currents is written in the canonical ensemble. But
as we are working with a thermal covariant language we do not have a way out, there are ghosts,
they have charge and in the no-mixing gauge condition they are described by grasmanian and scalar
fields due to the peculiar pseudo-diferential structure. So we unify all the structure in a variational
principle of Gibbs entropy. Consequently, in writing the grand canonical potential, we have seen
that physical degrees of freedom are closely related to energy equipartition theorem. There are 2
degrees of freedom for the scalars mesons, 8 degrees of freedom for the covariant Podolsky photons,
3 degrees of freedom for the ghosts and some interesting occurs, the ghost eliminate the degrees of
freedom of the photons maintaining the physical degrees of freedom for Podolsky photons, which
in this case are 5. With the partition function of GSDKP we could analyse the Schwinger-Dyson-
Fradkin equations and Ward-Takahashi-Fradkin guage identities. In the same way, we could study
the complete thermal quantum equations and gauge symetries in the Heisenberg description. We
could then make explicit calculations of the first radiative thermal corrections and established the
multiplicative renormalization procedure [48].
With the previous results we can establish a set of rules that relates the quantum description and
the thermal description of a field theory, in terms of a Wick rotation to imaginary time
(Minkowski space) (t, ~x)→ (iτ, ~x) ( Euclides space)
→ −△∫
d4x→ i
∫ β
0
dτ
∫
d3~x
Dµ = ∂µ − ieAµ → D
(e,µe)
µ = ∂µ − ieA
E
µ − µeδµ0.
as seen in the link between eq. (6) and eq. (9) or eq. (42) and eq. (151) respectively. The concept
that guarantees this link between the theories (T = 0|T 6= 0) are the similarity transformations.
6 Acknowledgement
A. A. Nogueira thanks (PNPD/Capes-UFABC) for support, L. Rabanal thanks CAPES for support
and B. M. Pimentel thanks CNPq for partial support.
25
References
[1] S. Weinberg, Physica (Amsterdam) A, 96, 327 (1979).
[2] R. Utiyama, Phys. Rev. 101, 1597 (1956).
[3] P. A. M. Dirac, Lectures on Quantum Mechanics, Yeshiva University, (1964); K. Sundermeyer,
Constrained Dynamics, Lecture Notes in Physics Vol. 169 (Springer, New York, 1982);H. J.
Rothe and K. D. Rothe, Classical and quantum dynamics of constrained Hamiltonian systems,
1st edn. (World Scientific, New Jersey, 2010).
[4] L. D. Faddeev, Teor. Mat. Fiz. 1, 3 (1969) [Theor. Math. Phys. 1, 1 (1969)]; P. Senjanovic, Ann.
Phys. (N.Y.) 100, 227 (1976); Y. G. Miao, Ann. Phys. (N.Y.) 209, 248(E) (1991).
[5] L. D. Faddeev and V. N. Popov, Phys. Lett. 25B, 29 (1967); B.S. DeWitt, Phys. Rev. 160,
1113 (1967).
[6] Matsubara, Progr. Theor. Phys. 14, 351 (1955); E. S. Fradkin, Selected Papers on Theoretical
Physics, Ed. I.V. Tyutin, Lebedev Institute, Moscow (2007).
[7] A. A. Abrikosov, L. P. Gorkov and I. Dzyaloshinski, Methods of Quantum Field Theory in
Statistical Physics, 2nd edn. (Pergamon Press, Oxford, 1965).
[8] A. N. Vasiliev, Functional Methods in Quantum Field Theory and Statistical Physics, (Gordon
and Breach Science Publishers, Australia, 1976).
[9] N. P. Landsman and Ch. G. van Weert, Real and Imaginary Time Field Theory at Finite
Temperature and Density, (North-Holland, Amsterdam, 1987).
[10] J. I. Kapusta and C. Gale, Finite Temperature Field Theory, Principles and Applications, 2nd
edn. (Cambridge University Press, Cambridge, 2006).
[11] M. Le Bellac, Thermal Field Theory, 1st edn. (Cambridge University Press, Cambridge, 1996).
[12] F. C. Khanna, A. P. C. Malbouisson, J. M. C. Malbouisson and A. E. Santana, Thermal Quan-
tum Field Theory, (World Scientific, New Jersey, 2009).
[13] P. W. Higgs, Phys. Rev 13, 16 (1964); S. Weinberg, Phys. Rev 19, 21 (1967); V. Rubakov,
Classical Theory of Gauge Fields, (Princeton University, New Jersey Press, 2002).
[14] R. R. Cuzinatto, C. A. M. de Melo and P.J. Pompeia, Ann. Phys. (N.Y.) 322, 1211 (2007); Eur.
Phys. J. C 53, 99 (2008).
[15] A. A. Nogueira, The generalized scalar Duffin-Kemmer-Petiau electrodynamics, its functional
analysis in a covariant quantum dynamics and the thermodynamic equilibrium, P.h.D These,
Institute for Theoretical Physics, Unesp (2016); http:repositorio.unesp.br/handle/11449/136196.
[16] J. T. Lunardi, B. M. Pimentel ), R. G. Teixeira and J. S. Valverde, Phys. Lett. A 268, 165
(2000).
26
[17] M. Ostrogradski, Mem. Ac. St. Petersburg VI, 4, 385 (1850); J. S. Chang, Proc. Camb. Philos.
Soc. 44, 76 (1948).
[18] A. Pais and G. E. Uhlenbeck, Phys. Rev. 79, 145 (1950).
[19] W. Heisenberg, Nucl. Phys. 4, 532 (1957).
[20] S. W. Hawking and T. Hertog, Phys. Rev. D 65, 103515 (2002); A. V. Smilga, Nucl. Phys. B
706, 598 (2005); C. M. Bender and P. D. Mannheim, Phys. Rev. Lett. 100, 110402 (2008); A.
V. Smilga, SIGMA 5, 017 (2009).
[21] D. S. Kaparulin, S. L. Lyakhovich, and A. A. Sharapov, Eur. Phys. J. C 74, 3072 (2014); D. S.
Kaparulin and S. L. Lyakhovich, Russian. Phys. J. 59, 12 (2017)
[22] E. Noether, Nachr. d. Ko¨nig. Gesellsch.d. Wiss. zu Go¨ttingen, Math-phys. Klasse, 235 (1918);
M. A. Tavel’s English translation.
[23] L. de Broglie e J. Vigier, Phys. Rev. Lett. 28, 1001 (1972);R. A. Krajcik, M. M. Nieto, Am. J.
Phys. 45, 818 (1977); B. G. Sidharth, Annales de la Fondation Louis de Broglie, 33, 3 (2008);T.
R. Cardoso and B. M. Pimentel, Rev. Bras. Ens. Fis 38, 3 2016.
[24] G. Petiau, Ac. R. Belg. 16, (1936); J. Ge´he´niau, Ac. R. Belg. 18, (1938).
[25] N. Kemmer, Proc. R. Soc. A 166, 924 (1938).
[26] R. J. Duffin, Phy. Rev 54, 1114 (1938).
[27] N. Kemmer, Proc. R. Soc. A 173, 91 (1939).
[28] H. Umezawa, Quantum Field Theory, 1st edn. (North-Holland, Amsterdam, 1956); E. M. Cor-
son, Introduction to Tensors, Spinors and Relativistic Wave Equations, 1st edn. (Hafner, New
York, 1953); Y. Takahashi, An introduction to Field Quantization, 1st edn. (Pergamon Press,
Oxford, 1969); E. Fischbach, M. M. Nieto and C. K. Scott, J. Math. Phys. 14, 1760 (1973);
B. C. Clark, S. Hama, G. R. Ka¨lbermann, R. L. Mercer and L. Ray, Phys. Rev. Lett 55, 592
(1985); V. K. Mishra, S. Hama, B. C. Clark, R. E. Kozak, R. L. Mercer and L. Ray, Phys. Rev
C 43, 801 (1991).
[29] M. Nowakowski, Phys. Lett. A 244, 329 (1998); B. M. Pimentel and V. Ya. Fainberg, Theo.
Math. Phys 124, 1234 (2000); V. Ya. Fainberg and B. M. Pimentel, Phys. Lett. A 271, 16
(2000); V. Ya. Fainberg and B. M. Pimentel, Braz. J. Phys. 30, 275 (2000); A. I. Akhiezer and
V. B. Berestetskii, 1st edn. (Interscience Publishers John Wiley&Sons, New York, 1965).
[30] T. Kinoshita, Progress of Theoretical Physics 5, 473 (1950); Progress of Theoretical Physics 5,
749 (1950).
[31] J. Helmstetter and A. Micali, Advances in Applied Clifford Algebras 20, 617 (2010).
[32] E. Fischbach, M. M. Nieto, H. Primakoff and C. K. Scott, Phys. Rev. D 9, 2183 (1974).
27
[33] L. D. Landau and E. M. Lifshitz, Statistical Phyisics Part 1, (Pergamon Press, Oxford, 1980);
L. D. Landau and E. M. Lifshitz, Statistical Phyisics Part 2, (Pergamon Press, Oxford, 1980);
K. Huang, Statistical Physics, 2nd. edn. (John Wiley and Sons, New York 1987).
[34] C. A. P Galva˜o and B.M. Pimentel, Can. J. Phys. 66, 460 (1988).
[35] R. Bufalo, B. M. Pimentel and D. E. Soto, Phys. Rev. D 90, 085012 (2014).
[36] C. La¨mmerzahl, J. Math. Phys. 34, 9 (1993).
[37] R. S. Chivukula, A. Farzinnia, R. Foadi, and E.H. Simmons, Phys. Rev. D 82, 035015 (2010).
[38] A. A. Nogueira and B. M. Pimentel, Phys. Rev. D 95, 065034 (2017).
[39] R. Bufalo, T. R. Cardoso, A. A. Nogueira and B. M. Pimentel, Journal of Physics: Conference
Series 706, 052002 (2016).
[40] J. T. Lunardi, B. M. Pimentel, R. G. Teixeira and J. S. Valverde, Phys. Lett. A 268, 165 (2000).
[41] R. Bufalo and B.M. Pimentel, Eur. Phys. J. C 74, 2993 (2014).
[42] R. R. Cuzinatto, C. A. M. de Melo, and P.J. Pompeia, Ann.Phys. (N.Y.) 322, 1211 (2007).
R. R. Cuzinatto, C. A. M. de Melo, L. G. Medeiros and P.J. Pompeia, Eur. Phys. J. C 53, 99
(2008).
[43] N. Nakanishi, Progr. Theor. Phys. 35, 1111 (1966); N. Nakanishi and I. Ojima, Covariant Oper-
ator Formalism of Gauge Theories and Quantum Gravity, 1st edn. (World Scientific, Singapore,
1990).
[44] H. B. Callen, Thermodynamics and an Introduction to Thermostatistics, 2nd. edn. (John Wiley
and Sons, New York, 1988).
[45] L. Tisza, Ann. Phys.(N.Y.) 13, 1 (1961). L. Tisza, Generalized Thermodynamics, (MIT Press,
Cambridge, 1966).
[46] C. A. Bonin, R. Bufalo, B. M. Pimentel and G. E. R. Zambrano, Phys. Rev. D 81, 025003
(2010); C. A. Bonin and B. M. Pimentel, Phys. Rev. D 84, 065023 (2011).
[47] R. Bufalo, T. R. Cardoso, A. A. Nogueira and B. M. Pimentel, Phys. Rev. D 97, 105029 (2018).
[48] A. A. Nogueira, B. M. Pimentel and L. Rabanal, Nonperturbative thermal quantum equations
and gauge symmetries, work in progress.
28
