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Video stream simulator
ABSTRACT
A participant in a videoconference may shut off their video feed, replacing it with a static
image, or sometimes with no image at all. This causes an asymmetry, or even awkwardness, in
the videoconference. This can also lead to other participants in the video call wondering if they
should shut down their own video feeds.
This disclosure provides techniques that, with user permission, simulate a video stream
of a participant that has shut down or paused video feed. The simulated stream includes a
generated video of the participant with lip and facial movements synchronized to the
participant’s speech, such that other participants in the video call do not perceive stoppage of the
video feed.
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BACKGROUND
A participant in a videoconference may shut off their video feed, replacing it with a static
image, or sometimes with no image at all, e.g., in an audio only mode. This causes an
asymmetry, or even awkwardness, in the videoconference. This can also lead to other
participants in the video call wondering if they should shut down their own video feeds.
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DESCRIPTION
This disclosure provides techniques that simulate a video stream of a participant that has
shut down or paused video feed or is participating in the conference call in an audio-only mode.
The simulated stream comprises a video of the participant with lip and facial movements
synchronized in real time to the participant’s speech, such that other participants in the video call
do not perceive stoppage of the video feed. The simulated video stream is generated and
presented over the video conference only upon specific permission of the user.

Fig. 1: Generating a simulated video stream

Fig. 1 illustrates generation of simulated video stream, per the techniques of this
disclosure. A video stream simulator (106) accesses, with user permission, a repository of videos
or images (102) of a user to generate a simulated video stream (108). The repository may be
based on prior user video or images, obtained with user permission for use in generation of a
simulated video stream. The simulated video stream includes synthetically generated facial
expressions and/or lip-movements that match the user’s speech (104) in a real-time manner.
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The video stream simulator can be implemented, e.g., using a machine-learning model
that is trained to associate facial expressions and lip-movements with speech. The simulated
video stream is clearly identified as being synthetically generated. For example, the simulated
video stream can be provided at a different frame rate than a regular video stream; displayed with
a border or overlay the indicates that it is simulated; displayed with a different color and/or
resolution; etc. Further, indications that the video stream is simulated are presented in a
prominent manner and may be included in the video stream itself, such that such indications
cannot be turned off or removed from displayed or stored versions of the simulated video stream.

Fig. 2: Training a machine-learning model to associate facial expressions with speech

Fig. 2 illustrates training of a machine-learning model to associate facial expressions and
lip-movements of a user with that user’s speech. Training data is obtained, and training is
performed only when user permission is obtained for such training. Training images or videos
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comprising the videos of facial expressions and lip-movements (202) are provided to the
machine-learning model (206) alongside corresponding training speech (204).
The machine-learning model associates the user’s speech with the user’s facial
expressions and lip-movements, and generalizes its learnings. The machine learning model can
be a multi-layer neural network, e.g., a long short-term memory (LSTM) neural network. Other
types of models, e.g., recurrent neural networks, convolutional neural networks, support vector
machines, random forests, boosted decision trees, etc., can also be used.
In this manner, video feed can continue to be provided for a participant in a
videoconference with facial expressions and lip-movements matching the speech, even as the
participant turns off a camera. Indicators can be provided in the generated video stream to
indicate that it is a generated stream, and not a live video capture.
Further to the descriptions above, a user may be provided with controls allowing the user
to make an election as to both if and when systems, programs or features described herein may
enable collection of user information (e.g., information about a user’s social network, social
actions or activities, profession, a user’s preferences, or a user’s current location), and if the user
is sent content or communications from a server. In addition, certain data may be treated in one
or more ways before it is stored or used, so that personally identifiable information is removed.
For example, a user’s identity may be treated so that no personally identifiable information can
be determined for the user, or a user’s geographic location may be generalized where location
information is obtained (such as to a city, ZIP code, or state level), so that a particular location of
a user cannot be determined. Thus, the user may have control over what information is collected
about the user, how that information is used, and what information is provided to the user.
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CONCLUSION
This disclosure provides techniques that, with user permission, simulate a video stream
of a participant that has shut down or paused video feed. The simulated stream includes a
generated video of the participant with lip and facial movements synchronized to the
participant’s speech, such that other participants in the video call do not perceive stoppage of the
video feed.

Published by Technical Disclosure Commons, 2018

6

