Extension of vector-valued functions and sequence space representation by Kruse, Karsten
ar
X
iv
:1
80
8.
05
18
2v
2 
 [m
ath
.FA
]  
16
 A
ug
 20
18
EXTENSION OF WEIGHTED VECTOR-VALUED FUNCTIONS
KARSTEN KRUSE
Abstract. We give a unified approach to handle the problem of extending
functions with values in a locally convex Hausdorff space E over a field K,
which have weak extensions in a space FV(Ω,K) of weighted scalar-valued
functions on a set Ω, to functions in a vector-valued counterpart FV(Ω,E)
of FV(Ω,K). The results obtained base upon a representation of weighted
vector-valued functions as linear continuous operators and extend results of
Bonet, Frerick, Jordá and Wengenroth.
1. Introduction
We study the problem of extending vector-valued functions via the existence of
weak extensions. The precise description of this problem reads as follows. Let E
be a locally convex Hausdorff space over the field K of real or complex numbers
and FV(Ω) ∶= FV(Ω,K) a locally convex Hausdorff space of K-valued functions on
a set Ω such that the topology is induced by a family of weights V . Suppose that
there is a locally convex Hausdorff space FV(Ω,E) of E-valued functions on Ω such
that the map
S∶FV(Ω)εE → FV(Ω,E), uz→ [x ↦ u(δx)], (1)
is a linear topological isomorphism into, i.e. to its range, where FV(Ω)εE ∶=
Le(FV(Ω)′κ,E) is Schwartz’ ε-product and δx the point-evaluation functional at
x ∈ Ω on FV(Ω). The space FV(Ω)εE can be considered as a linearisation of (a
subspace of) FV(Ω,E). Linearisations basing on the Dixmier-Ng theorem were
used by Bonet, Domański and Lindström in [7, Lemma 10, p. 243] resp. Laitila and
Tylli in [18, Lemma 5.2, p. 14] to describe the space of weakly holomorphic resp.
harmonic functions on the unit disc Ω = D ⊂ C with values in a (complex) Banach
space E.
1.1. Question. Let Λ be a subset of Ω and G a linear subspace of E′. Let f ∶Λ→ E
be such that for every e′ ∈ G, the function e′ ○f ∶Λ→ K has an extension in FV(Ω).
When is there an extension F ∈ FV(Ω,E) of f , i.e. F∣Λ = f ?
An affirmative answer for Λ = Ω and G = E′ is called a weak-strong principle.
For weighted continuous functions on a completely regular Hausdorff space Ω with
values in a semi-Montel or Schwartz space E a weak-strong principle is given by
Bierstedt in [4, 2.10 Lemma, p. 140]. Weak-strong principles for holomorphic func-
tions on open subsets Ω ⊂ C were shown by Dunford in [9, Theorem 76, p. 354]
for Banach spaces E and by Grothendieck in [16, Théorème 1, p. 37-38] for quasi-
complete E. For a wider class of function spaces weak-strong principles are due to
Grothendieck, mainly, in the case that FV(Ω) is nuclear and E complete (see [17,
Chap. II, §3, n○3, Théorème 13, p. 80]) which covers the case that FV(Ω) is the
space C∞(Ω) of smooth functions on an open set Ω ⊂ Rd (with its usual topology).
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Gramsch [13] analized the weak-strong principles of Grothendieck and realized
that they can be used to extend functions if Λ is a set of uniqueness, i.e. from
f ∈ FV(Ω) and f(x) = 0 for all x ∈ Λ follows that f = 0, and FV(Ω) a semi-Montel
space, E complete and G = E′ (see [13, 0.1, p. 217]). An extension result for
holomorphic functions where G = E′ and E is sequentially complete was shown by
Bogdanowicz in [6, Corollary 3, p. 665].
Grosse-Erdmann proved in [14, 5.2 Theorem, p. 35] for holomorphic functions
on Λ = Ω that it is sufficient to test locally bounded functions f with values in a
locally complete space E with functionals from a weak⋆-dense subspace G of E′
Arendt and Nikolski [2], [3] shortened his proof in the case that E is a Fréchet
space (see [2, Theorem 3.1, p. 787] and [2, Remark 3.3, p. 787]). Arendt gave an
affirmative answer in [1, Theorem 5.4, p. 74] for harmonic functions on an open
subset Λ = Ω ⊂ Rd where the range space E is a Banach space and G a weak⋆-dense
subspace of E′.
In [13] Gramsch also derived extension results for a large class of Fréchet-Montel
spaces FV(Ω) in the case that Λ is a special set of uniqueness, E sequentially
complete and G strongly dense in E′ (see [13, 3.3 Satz, p. 228-229]). He applied
it to the space of holomorphic functions and Grosse-Erdmann [15] expanded this
result by the case of E being Br-complete and G only a weak
⋆-dense subspace
of E′. In a series of papers [20], [8], [11], [12], [21] these results were generalised
and improved by Bonet, Frerick, Jordá and Wengenroth who used (1) to obtain
extensions for vector-valued functions via extensions of linear operators. In [20],
[21] by Jordá for holomorphic functions on a domain (i.e. open and connected)
Ω ⊂ C and weighted holomorphic functions on a domain Ω in a Banach space. In [8]
by Bonet, Frerick and Jordá for closed subsheaves FV(Ω) of the sheaf of smooth
functions C∞(Ω) on a domain Ω ⊂ Rd. Their results implied some consequences on
the work of Bierstedt and Holtmanns [5] as well. Further, in [11] by Frerick and
Jordá for closed subsheaves FV(Ω) of smooth functions on a domain Ω ⊂ Rd which
are closed in the sheaf C(Ω) of continuous functions and in [12] by the first two
authors and Wengenroth in the case that FV(Ω) is the space of bounded functions
in the kernel of a hypoelliptic partial differential operator, in particular, the spaces
of bounded holomorphic or harmonic functions.
In this paper we present a unified approach to the extension problem for a large
class of function spaces. It bases on the representation of FV(Ω,E) as sections of
domains and kernels of linear operators TE on EΩ which was introduced in [24].
Spaces of this form cover many examples of functions spaces like the ones we already
mentioned. In [24] a sufficient condition on the interplay of the pairs of operators
(TE, TK) and the map S in (1) was derived such that S becomes a linear topological
isomorphism into (see Theorem 3.4). This condition is used in the present paper
to obtain generalisations of the mentioned results and an application to Fourier
expansions in the Schwartz space of rapidely decreasing smooth functions is shown
(see Corollary 3.17).
2. Notation and Preliminaries
We equip the space Rd, d ∈ N, and C with the usual Euclidean norm ∣ ⋅ ∣. Fur-
thermore, for a subset M of a topological space X we denote by M the closure of
M in X . For a subset M of a topological vector space X , we write acx(M) for the
closure of the absolutely convex hull acx(M) of M in X .
By E we always denote a non-trivial locally convex Hausdorff space over the field
K = R or C equipped with a directed fundamental system of seminorms (pα)α∈A
and, in short, we write E is an lcHs. If E = K, then we set (pα)α∈A ∶= {∣ ⋅ ∣}. For
more details on the theory of locally convex spaces see [10], [19] or [26].
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By XΩ we denote the set of maps from a non-empty set Ω to a non-empty set X
and by L(F,E) the space of continuous linear operators from F to E where F and
E are locally convex Hausdorff spaces. If E = K, we just write F ′ ∶= L(F,K) for
the dual space and G○ for the polar set of G ⊂ F . We denote by Lt(F,E) the space
L(F,E) equipped with the locally convex topology t of uniform convergence on the
finite subsets of F if t = σ, on the absolutely convex, compact subsets of F if t = κ,
on the absolutely convex, σ(F,F ′)-compact subsets of F if t = τ , on the precompact
(totally bounded) subsets of F if t = γ and on the bounded subsets of F if t = b. We
use the symbol t(F ′, F ) for the corresponding topology on F ′. A linear subspace G
of F ′ is called separating if f ′(x) = 0 for every f ′ ∈ G implies x = 0. This equivalent
to G being σ(F ′, F )-dense (and κ(F ′, F )-dense) in F ′ by the bipolar theorem. The
so-called ε-product of Schwartz is defined by FεE ∶= Le(F ′κ,E) where L(F ′κ,E) is
equipped with the topology of uniform convergence on equicontinuous subsets of
F ′. This definition of the ε-product coincides with the original one by Schwartz
[27, Chap. I, §1, Définition, p. 18]. It is symmetric which means that FεE ≅ EεF .
For more information on the theory of ε-products see [19] and [22].
Further, for a disk D ⊂ F , i.e. a bounded, absolutely convex set, the vector space
FD ∶= ⋃n∈N nD becomes a normed space if it is equipped with gauge functional of
D as a norm (see [19, p. 151]). The space F is called locally complete if FD is a
Banach space for every closed disk D ⊂ F (see [19, 10.2.1 Proposition, p. 197]).
3. Extension of vector-valued functions
First, we recall some basic definitions and results from [24, Section 3] and intro-
duce the spaces FV(Ω,E). We begin with the definition of a family of weights.
3.1. Definition (weight function [24, 3.1 Definition, p. 3]). Let Ω, J , L be non-
empty sets and (Ml)l∈L a family of non-empty sets. V ∶= ((νj,l,m)m∈Ml)j∈J,l∈L is
called a family of weight functions on Ω if νj,l,m∶Ω → [0,∞) for every m ∈Ml, j ∈ J
and l ∈ L and
∀ x ∈ Ω, l ∈ L ∃ j ∈ J ∀m ∈Ml ∶ 0 < νj,l,m(x). (2)
The spaces FV(Ω,E) we want to study are defined as follows.
3.2.Definition ([24, 3.2 Definition, p. 4]). Let V ∶= ((νj,l,m)m∈Ml)j∈J,l∈L be a family
of weight functions on Ω andMtop ∶= ⋃l∈LMl. Let M0 andMr be sets, Mtop, M0
andMr be pairwise disjoint andM ∶=Mtop∪M0∪Mr. Let (ωm)m∈M be a family of
non-empty sets such that Ω ⊂ ωm for every m ∈Mtop and T
E
m ∶EΩ ⊃ domTEm → Eωm
is a linear map for every m ∈ M. We define the space of intersections
WM(Ω,E) ∶= ( ⋂
m∈M
domTEm) ∩ ( ⋂
m∈M0
kerTEm)
as well as
FV(Ω,E) ∶= {f ∈WM(Ω,E) ∣ ∀ j ∈ J, l ∈ L, α ∈ A ∶ ∣f ∣j,l,α <∞}
where
∣f ∣j,l,α ∶= sup
x∈Ω
m∈Ml
pα(TEm(f)(x))νj,l,m(x).
Further, we write FV(Ω) ∶= FV(Ω,K). If we want to emphasise dependencies, we
write M(E) instead of M and the same for Mtop, M0 and Mr.
The space FV(Ω,E) is a locally convex Hausdorff space by (2) and we call it a
dom-space if its system of seminorms is directed and, additionally, δx ∈ FV(Ω)′ for
all x ∈ Ω if E = K where δx∶FV(Ω) → K, f ↦ f(x). The point-evaluation of TEm is
4 K. KRUSE
defined by TEm,x∶FV(Ω) → E, TEm,x(f) ∶= TEm(f)(x) (see [24, 3.3 Definition, p. 4]).
For a dom-space FV(Ω) the linear map
S∶FV(Ω)εE → EΩ, uz→ [x↦ u(δx)],
is well-defined. The next definition describes a sufficient condition for the inclusion
FV(Ω)εE ↪ FV(Ω,E) by means of the family (TEm , TKm)m∈M.
3.3. Definition (defining, consistent [24, 3.6 Definition, p. 5]). Let FV(Ω) and
FV(Ω,E) be dom-spaces such that Mtop(K) = Mtop(E), M0(K) = M0(E) and
Mr(K) =Mr(E). Let M ∶=M(K) =M(E).
a) We call (TEm , TKm)m∈M a defining family for (FV(Ω),E), in short, (FV,E).
b) We call (TEm , TKm)m∈M consistent if we have for every u ∈ FV(Ω)εE, m ∈M
and x ∈ ωm:
(i) S(u) ∈ domTEm and TKm,x ∈ FV(Ω)′,
(ii) (TEmS(u))(x) = u(TKm,x).
c) Let N ⊂M. We call (TEm , TKm)m∈N a consistent subfamily, if (i) and (ii) are
fulfilled for every m ∈ N .
To be precise, TKm,x in (i) and (ii) means the restriction of T
K
m,x to FV(Ω). By
[24, 3.5 Lemma a), p. 4] we have TKm,x ∈ FV(Ω)′ for all m ∈ Mtop and x ∈ Ω. The
consistency of a family of operators yields to the following theorem.
3.4. Theorem ([24, 3.7 Theorem, p. 6]). Let (TEm , TKm)m∈M be a consistent family
for (FV,E). Then S∶FV(Ω)εE → FV(Ω,E) is a (linear topological) isomorphism
into, i.e. to its range.
The question of surjectivity of S is treated in [24, 3.14 Theorem, p. 9] and many
examples are given in [24, Section 5] where the following property is involved as
well.
3.5. Definition (strong [24, 3.9 Definition, p. 6]). Let (TEm , TKm)m∈M be a defining
family for (FV,E). We say that (TEm , TKm)m∈M is strong if the following holds for
all e′ ∈ E′, f ∈ FV(Ω,E) and m ∈M:
(i) e′ ○ f ∈ domTKm,
(ii) TKm(e′ ○ f) = e′ ○ TEm(f) on ωm.
Using the functionals TKm,x, we generalise the definition of a set of uniqueness
and a space of restrictions given in [8, Definition 4, p. 230] and [8, Definition 5, p.
230].
3.6. Definition (set of uniqueness). Let FV(Ω) be a dom-space. U ⊂ ⋃m∈M{m}×
ωm is called a set of uniqeness for FV(Ω) if
(i) ∀ (m,x) ∈ U ∶ TKm,x ∈ FV(Ω)′,
(ii) ∀ f ∈ FV(Ω) ∶ TKm(f)(x) = 0 ∀ (m,x) ∈ U ⇒ f = 0.
If U is a set of uniqueness for FV(Ω), then span{TKm,x ∣ (m,x) ∈ U} is dense in
FV(Ω)′σ (and FV(Ω)′κ) by the bipolar theorem.
3.7. Definition (restriction space). Let G ⊂ E′ be a separating subspace, FV(Ω)
be a dom-space and U a set of uniqueness for FV(Ω). Let FVG(U,E) be the
space of functions f ∶U → E such that for every e′ ∈ G there is fe′ ∈ FV(Ω) with
TKm(fe′)(x) = e′ ○ f(m,x) for all (m,x) ∈ U .
3.8. Remark. Since U is a set of uniqueness, the functions fe′ are unique and the
map Rf ∶E′ → FV(Ω), Rf(e′) ∶= fe′ , is well-defined and linear.
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3.9.Remark. Consider a set of uniqueness U for FV(Ω), a separating subspaceG ⊂
E′ and a strong, consistent family (TEm , TKm)m∈M for (FV,E). For u ∈ FV(Ω)εE
set f ∶= S(u) ∈ FV(Ω,E) by Theorem 3.4 and f̃ ∶U → E, f̃(m,x) ∶= TEm(f)(x).
Then
e′ ○ f̃(m,x) = (e′ ○ TEm(f))(x) = TKm(e′ ○ f)(x)
for all (m,x) ∈ U and fe′ ∶= e′ ○ f ∈ FV(Ω) for all e′ ∈ E′ by the strength of the
defining family. We conclude that f̃ ∈ FVG(U,E).
Under the assumptions of the preceding remark the map
RU,G∶S(FV(Ω)εE)→ FVG(U,E), f ↦ (TEm(f)(x))(m,x)∈U ,
is well-defined. The map RU,G is also linear since T
E
m is linear for all m ∈ M.
Further, the strength of the defining family guarantees that RU,G is injective.
3.10. Proposition. Let G ⊂ E′ be a separating subspace and U a set of uniqueness
for FV(Ω). If (TEm , TKm)m∈M is a strong, consistent family for (FV,E), then RU,G
is injective.
Proof. Let f ∈ S(FV(Ω)εE) with RU,G(f) = 0. Then
0 = e′ ○RU,G(f)(m,x) = e′ ○ TEm(f)(x) = TKm(e′ ○ f)(x), (m,x) ∈ U,
and e′ ○ f ∈ FV(Ω) for all e′ ∈ E′ by the strength of the defining family. Since U is
a set of uniqueness, we get that e′ ○ f = 0 for all e′ ∈ E′ which implies f = 0. 
3.11. Question. Let G ⊂ E′ be a separating subspace, (TEm , TKm)m∈M a strong,
consistent family for (FV ,E) and U a set of uniqueness for FV(Ω). When is the
injective restriction map
RU,G∶S(FV(Ω)εE)→ FVG(U,E), f ↦ (TEm(f)(x))(m,x)∈U ,
surjective?
The Question 1.1 is a special case of this question if there is a set of uniqueness
U for FV(Ω) which corresponds to {δx ∣ x ∈ Λ}, Λ ⊂ Ω. To answer Question 3.11
for general sets of uniqueness we have to restrict to a certain class of separating
subspaces of E′.
3.12. Definition (determine boundedness [8, p. 230]). A linear subspace G ⊂ E′
determines boundedness if every σ(E,G)-bounded set B ⊂ E is already bounded in
E.
FV(Ω) a semi-Montel space and E complete
The following proposition is a modification of [22, Satz 10.6, p. 237] and uses the
map Rf from Remark 3.8.
3.13. Proposition. Let FV(Ω) be a semi-Montel dom-space and U a set of unique-
ness for FV(Ω). If
a) FV(Ω) is webbed or if
b) FV(Ω) is Br-complete or if
c) FV(Ω) is an infra-(s)-space,
then Rf(B○α) is relatively compact in FV(Ω) for every f ∈ FVE′(U,E) and α ∈ A
where Bα ∶= {x ∈ E ∣ pα(x) < 1}.
Proof. Let f ∈ FVE′(U,E) and α ∈ A. The polar B○α is compact in E′σ and thus E′B○α
is a Banach space by [26, Corollary 23.14, p. 268]. We claim that the restriction of
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Rf to E
′
B○α
has closed graph. Indeed, let (e′τ) be a net in E′B○α converging to e′ in
E′B○α
and Rf(e′τ) converging to g in FV(Ω). For (m,x) ∈ U we note that
TKm,x(Rf(e′τ)) = TKm(fe′τ )(x) = e′τ ○ f(m,x) → e′ ○ f(m,x) = TKm(fe′)(x)
= TKm(Rf(e′))(x).
The left-hand side converges to TKm,x(g) since TKm,x ∈ FV(Ω)′ for all (m,x) ∈ U .
Hence we have TKm(g)(x) = TKm(Rf(e′))(x) for all (m,x) ∈ U . From U being a
set of uniqueness follows that g = Rf(e′). Due to the [26, Closed graph theorem
24.31, p. 289] of de Wilde in case a) resp. the closed graph theorems [19, 11.1.7
Theorem, p. 231] in case b) resp. [23, §34, 9.(4) a), p. 45] in case c) we obtain
that the restriction of Rf to the Banach space E
′
B○α
is continuous. This yields that
Rf(B○α) is bounded as B○α is bounded in E′B○α , and thus relatively compact in the
semi-Montel space FV(Ω) . 
The conditions a)-b) can be replaced by the more general condition that every
closed linear map from any Banach space to FV(Ω) is already continuous. For the
definition of Br-completeness we refer to [19, 9.5, p. 183-184] and for the definition
of an infra-(s)-space to [23, §34, 9, p. 45]. We note that Br-complete spaces are
also called infra-Pták spaces and they are infra-(s)-spaces by [23, §34, 9.(7), p. 46].
Examples of Br-complete spaces are Fréchet spaces by [19, 9.5.2 Krein-S˘mulian
Theorem, p. 184] and the dual F ′t of a Fréchet space with a locally convex topology
γ(F ′, F ) ≤ t ≤ τ(F ′, F ) by [23, §34, 3.(5), p. 30]. This implies that the dual F ′t
of a Fréchet space with a locally convex topology σ(F ′, F ) ≤ t ≤ γ(F ′, F ) is an
infra-(s)-space by [23, §34, 9.(5), p. 46]. Examples of webbed spaces are Fréchet
spaces and LF-spaces by [19, 5.2.2 Proposition, p. 90] and [19, 5.3.3 Corollary (b),
p. 92] and strong duals of LF-spaces by [22, Satz 7.25, p. 165].
The proof of the following theorem for surjectivity of RU,E′ is just an adaption
of the proof of surjectivity of S given in [24, 3.14 Theorem, p. 9].
3.14. Theorem. Let E be complete, (TEm , TKm)m∈M a strong, consistent family for
(FV,E), FV(Ω) a semi-Montel space and U a set of uniqueness for FV(Ω). If
a) FV(Ω) is webbed or if
b) FV(Ω) is Br-complete or if
c) FV(Ω) is an infra-(s)-space,
then the restriction map RU,E′ ∶S(FV(Ω)εE)→ FVE′(U,E) is surjective.
Proof. Let f ∈ FVE′(U,E). We consider the dual map
R
t
f ∶FV(Ω)′ → (E′)∗, Rtf(y)(e′) ∶= y(fe′)
where (E′)∗ is the algebraic dual of E′. We denote by J ∶E → (E′)∗ the canonical
injection and equip J (E) with the system of seminorms given by
pB○α(J (x)) ∶= sup
e′∈B○α
∣J (x)(e′)∣ = pα(x), x ∈ E, (3)
for all α ∈ A where Bα ∶= {x ∈ E ∣ pα(x) < 1}. We claim Rtf ∈ L(FV(Ω)′κ,J (E)).
Indeed, we have
pB○α(Rtf(y)) = sup
e′∈B○α
∣y(fe′)∣ = sup
x∈Rf(B○α)
∣y(x)∣ ≤ sup
x∈Kα
∣y(x)∣ (4)
where Kα ∶= Rf(B○α). Due to Proposition 3.13 the set Rf(B○α) is absolutely convex
and relatively compact implying that Kα is absolutely convex and compact in
FV(Ω) by [19, 6.2.1 Proposition, p. 103]. Further, we have for all e′ ∈ E′ and
(m,x) ∈ U
R
t
f(TKm,x)(e′) = TKm,x(fe′) = e′ ○ f(m,x) = J (f(m,x))(e′) (5)
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and thus Rtf(TKm,x) ∈ J (E). Let f ′ ∈ FV(Ω)′. The span of {TKm,x ∣ (m,x) ∈ U} is
dense in FV(Ω)′κ since U is a set of uniqueness for FV(Ω). Thus there is a net
(f ′τ)τ of the form f ′τ = ∑nτk=1 ak,τTK(m,x)k,τ converging to f ′ in FV(Ω)′κ. As
R
t
f(f ′τ) = J (
nτ
∑
k=1
ak,τf((m,x)k,τ )) ∈ J (E)
and
pB○α(Rtf(f ′τ) −Rtf(f ′)) ≤
(4)
sup
x∈Kα
∣(f ′τ − f ′)(x)∣→ 0, (6)
for all α ∈ A, we gain that (Rtf(f ′τ))τ is a Cauchy net in the complete space J (E).
Hence it has a limit g ∈ J (E) which coincides with Rtf(f ′) since
pB○α(g −Rtf(f ′)) ≤ pB○α(g −Rtf(f ′τ)) + pB○α(Rtf(f ′τ) −Rtf(f ′))
≤
(6)
pB○α(g −Rtf(f ′τ)) + sup
x∈Kα
∣(f ′τ − f ′)(x)∣→ 0.
We conclude that Rtf(f ′) ∈ J (E) for every f ′ ∈ FV(Ω)′. Therefore we obtain that
R
t
f ∈ L(FV(Ω)′κ,J (E)). So we get for all α ∈ A and y ∈ FV(Ω)′
pα((J −1 ○Rtf)(y)) =
(3)
pB○α(J ((J −1 ○R′f)(y))) = pB○α(Rtf(y)) ≤
(4)
sup
x∈Kα
∣y(x)∣.
This implies J −1 ○ Rtf ∈ L(FV(Ω)′κ,E) = FV(Ω)εE (as vector spaces). We set
F ∶= S(J −1 ○Rtf) and obtain from the consistency that
TEm(F )(x) = TEmS(J −1 ○Rtf)(x) = J −1(Rtf(TKm,x)) =
(5)
J −1(J (f(m,x))) = f(m,x)
for every (m,x) ∈ U which means RU,E′(F ) = f . 
If U is a set of uniqueness of which corresponds to {δx ∣ x ∈ Λ}, Λ ⊂ Ω, then we
get [13, 0.1, p. 217] as a special case.
FV(Ω) a Fréchet-Schwartz space and E locally complete
We recall the following abstract extension result.
3.15. Proposition ([8, Proposition 7, p. 231]). Let E be locally complete, Y a
Fréchet-Schwartz space, X ⊂ Y ′b (= Y ′κ) dense and A∶X → E linear. Then the follow-
ing assertions are equivalent:
a) There is a (unique) extension Â ∈ Y εE of A.
b) (At)−1(Y ) (= {e′ ∈ E′ ∣ e′ ○A ∈ Y }) determines boundedness in E.
Next, we generalise [8, Theorem 9, p. 232] using the preceding proposition. The
proof of the generalisation is simply obtained by replacing the set of uniqueness in
the proof of [8, Theorem 9, p. 232] by our more general set of uniqueness.
3.16. Theorem. Let E be locally complete and G ⊂ E′ determine boundedness.
Let (TEm , TKm)m∈M be a strong, consistent family for (FV ,E), FV(Ω) a Fréchet-
Schwartz space and U a set of uniqueness for FV(Ω). Then the restriction map
RU,G∶S(FV(Ω)εE)→ FVG(U,E) is surjective.
Proof. Let f ∈ FVG(U,E). We choose X ∶= span{TKm,x ∣ (m,x) ∈ U} and Y ∶=
FV(Ω). Let A∶X → E be the linear map generated by A(TKm,x) ∶= f(m,x). The map
A is well-defined since G is σ(E′,E)-dense. Let e′ ∈ G and fe′ be the unique element
in FV(Ω) such that TKm(fe′)(x) = e′ ○ A(TKm,x) for all (m,x) ∈ U . This equation
allows us to consider fe′ as a linear form on X (by setting fe′(TKm,x) ∶= e′ ○A(TKm,x))
which yields e′ ○ A ∈ FV(Ω) for all e′ ∈ G. It follows that G ⊂ (At)−1(Y ) implying
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that (At)−1(Y ) determines boundedness. Applying Proposition 3.15, there is an
extension Â ∈ FV(Ω)εE of A and we set F ∶= S(Â). We note that
TEm(F )(x) = TEmS(Â)(x) = Â(TKm,x) = A(TKm,x) = f(m,x)
for all (m,x) ∈ U by consistency connoting RU,G(F ) = f . 
Let us demonstrate an application of the preceding theorem to Fourier expansion
in the Schwartz space. We recall the definition of continuous partial differentiability
of a vector-valued function. A function f ∶Ω → E on an open set Ω ⊂ Rd to an lcHs
E is called continuously partially differentiable (f is C1) if for the n-th unit vector
en ∈ R
d the limit
(∂en)Ef(x) ∶= lim
h→0
h∈R,h≠0
f(x + hen) − f(x)
h
exists in E for every x ∈ Ω and (∂en)Ef is continuous on Ω ((∂en)Ef is C0) for
every 1 ≤ n ≤ d. For k ∈ N a function f is said to be k-times continuously partially
differentiable (f is Ck) if f is C1 and all its first partial derivatives are Ck−1. A
function f is called infinitely continuously partially differentiable (f is C∞) if f
is Ck for every k ∈ N. For k ∈ N∞ ∶= N ∪ {∞} the linear space of all functions
f ∶Ω → E which are Ck is denoted by Ck(Ω,E). Let f ∈ Ck(Ω,E). For β ∈ Nd0 with
∣β∣ ∶= ∑dn=1 βn ≤ k we set (∂βn)Ef ∶= f if βn = 0, and
(∂βn)Ef ∶= (∂en)E⋯(∂en)E
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
βn-times
f
if βn ≠ 0 as well as
(∂β)Ef ∶= (∂β1)E⋯(∂βd)Ef.
For an lcHs E we define the Schwartz space of E-valued rapidely decreasing func-
tions by
S(Rd,E) ∶= {f ∈ C∞(Rd,E) ∣ ∀ l ∈ N, α ∈ A ∶ ∣f ∣l,α <∞}
where
∣f ∣l,α ∶= sup
x∈Rd
β∈Nd
0
,∣β∣≤l
pα((∂β)Ef(x))(1 + ∣x∣2)l/2.
Due to [24, 5.10 Example a), p. 24] the partial differential operators form a strong,
consistent family for (S,E). We recall the definition of the Hermite functions. For
n ∈ N0 we set
hn∶R → R, hn(x) ∶= (2nn!√π)−1/2(x − d
dx
)ne−x2/2,
and define the n-th Hermite function by
hn∶Rd → R, hn(x) ∶=
d
∏
k=1
hnk(xk).
If E is sequentially complete, then fhn is Pettis-integrable on R
d for every f ∈
S(Rd,E) and n ∈ Nd0 by [25, 4.12 Proposition, p. 21] and we define the n-th Fourier
coefficient of f by the Pettis-integral
f̂(n) ∶= ∫
Rd
f(x)hn(x)dx = ∫
Rd
f(x)hn(x)dx, n ∈ Nd0.
Thus the map FEn ∶S(Rd,E) → E{1} given by FEn (f)(1) ∶= f̂(n) for n ∈ Nd0 is
well-defined. If we add (FEn ,FKn )n∈Nd
0
to the defining family of (S,E) and Nd0 to
Mr, we do not change the spaces S(Rd) and S(Rd,E) and the new, bigger defining
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family is still strong and consistent (consistency follows from [25, equation (16), p.
24] and strength from the definition of a Pettis-integral). Since
f = ∑
n∈Nd
0
f̂(n)hn = ∑
n∈Nd
0
F
K
n,1(f)hn
for every f ∈ S(Rd) (see e.g. [22, Satz 3.7, p. 66]), we conclude that U ∶= Nd0 × {1}
is a set of uniqueness for the Fréchet-Schwartz space S(Rd). Therefore we obtain
by Theorem 3.16:
3.17. Corollary. Let E be sequentially complete, G ⊂ E′ determine boundedness
and U ∶= Nd0 × {1}. Then the restriction map
RU,G∶S(S(Rd)εE)→ SG(U,E), f ↦ (f̂(n))(n,1)∈Nd
0
×{1},
is bijective.
Even more is true. Defining the space of E-valued rapidely decreasing sequences
on Nd0 by
s(Nd0,E) ∶= {f = (fn) ∈ EN
d
0 ∣ ∀ j ∈ N, α ∈ A ∶ ∣f ∣j,α ∶= sup
n∈Nd
0
pα(fn)(1 + ∣n∣2)j/2 <∞},
we note that s(Nd0,E) = SG(U,E) via f ↦ [(n,1) ↦ fn] if G ⊂ E′ determines
boundedness and U = Nd0×{1}. Indeed, if f ∈ s(Nd0,E), then e′○f ∈ s(Nd0) for all e′ ∈
G. It follows from [22, Satz 3.7, p. 66] that for each e′ ∈ G there is fe′ ∈ S(Rd) with
f̂e′(n) = e′○f(n) for all n ∈ Nd0. Hence [(n,1)↦ fn] ∈ SG(U,E). On the other hand,
if f ∈ SG(U,E), then for each e′ ∈ G there is fe′ ∈ S(Rd) with f̂e′(n) = e′ ○ f(n,1)
for all n ∈ Nd0. Again, by [22, Satz 3.7, p. 66] this means (e′ ○ f(n,1))n ∈ s(Nd0) for
all e′ ∈ G. As G ⊂ E′ determine boundedness, we get (f(n,1))n ∈ s(Nd0,E). By [25,
4.13 Theorem, p. 22-23] it holds S(S(Rd)εE) = S(Rd,E) and
RU,G∶S(Rd,E)→ s(Nd0,E), f ↦ (f̂(n))n∈Nd
0
,
is a (linear topological) isomorphism if E is sequentially complete. A similar appli-
cation improves [25, 4.15 Theorem, p. 26] from sequentially complete E to locally
complete E.
FV(Ω) a Banach space and E locally complete
We recall the following extension result for operators.
3.18. Proposition ([12, Proposition 2.1, p. 691]). Let E be locally complete, G ⊂ E′
determine boundedness, Z a Banach space whose closed unit ball BZ is a compact
subset of an lcHs Y and X ⊂ Y ′ be a σ(Y ′, Z)-dense subspace. If A∶X → E is
a σ(X,Z)-σ(E,G) continuous linear map, then there exists a (unique) extension
Â ∈ Y εE of A such that Â(B○Y ′Z ) is bounded in E where B○Y
′
Z ∶= {y′ ∈ Y ′ ∣ ∀ z ∈ BZ ∶
∣y′(z)∣ ≤ 1}.
Let (TEm , TKm)m∈M be a strong, consistent family for (FW,E) and a defining
family for (FV,E). Let the inculsion FV(Ω) ↪ FW(Ω) be continuous. Consider
a set of uniqueness U for FV(Ω) with V = (ν1,1,m)m∈M1 and a separating subspace
G ⊂ E′. For u ∈ FW(Ω)εE such that u(B○FW(Ω)′
FV(Ω)
) we have RU,G(f) ∈ FWG(U,E)
with f ∶= S(u) by Remark 3.9. Further, TKm,x(⋅)ν1,1,m(x) ∈ B○FW(Ω)
′
FV(Ω)
for every
x ∈ Ω and m ∈ M1 which implies that for every e
′ ∈ E′ there are α ∈ A and C > 0
such that
∣fe′ ∣1,1 = sup
x∈Ω
m∈M1
∣e′(u(TKm,x(⋅)ν1,1,m(x))∣ ≤ C sup
y′∈B
○FW(Ω)′
FV(Ω)
pα(u(y′)) <∞.
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Hence fe′ ∈ FV(Ω) for every e′ ∈ E′ and RU,G(f) ∈ FVG(U,E). Therefore the
injective linear map
RU,G∶S({u ∈ FW(Ω)εE ∣ u(B○FW(Ω)
′
FV(Ω)
) is bounded in E})→ FVG(U,E) (7)
is well-defined. Now, we are able to generalise [12, Theorem 2.2, p. 691] and [21,
Theorem 10, p. 5].
3.19. Theorem. Let E be locally complete and G ⊂ E′ determine boundedness.
Let (TEm , TKm)m∈M be a defining family for (FV,E) and a strong, consistent family
for (FW ,E), FV(Ω) a Banach space with V = (ν1,1,m)m∈M1 whose closed unit ball
BFV(Ω) is a compact subset of FW(Ω) and U a set of uniqueness for FV(Ω). Then
the restriction map
RU,G∶S({u ∈ FW(Ω)εE ∣ u(B○FW(Ω)
′
FV(Ω)
) is bounded in E})→ FVG(U,E)
is surjective.
Proof. Let f ∈ FVG(U,E). We set X ∶= span{TKm,x ∣ (m,x) ∈ U}, Y ∶= FW(Ω) and
Z ∶= FV(Ω). The consistency of (TEm , TKm)m∈M for (FW ,E) yields that X ⊂ Y ′.
From U being a set of uniqueness of Z follows that X is σ(Z ′, Z)-dense. Since
BZ is a compact subset of Y , it follows that Z is a linear subspace of Y and the
inclusion Z ↪ Y is continuous which yields y′∣Z ∈ Z
′ for every y′ ∈ Y ′. Thus X is
σ(Y ′, Z)-dense. Let A∶X → E be the linear map determined by A(TKm,x) ∶= f(m,x).
The map A is well-defined since G is σ(E′,E)-dense. Due to
e′(A(TKm,x)) = e′ ○ f(m,x) = TKm,x(fe′)
for every e′ ∈ G and (m,x) ∈ U we have that A is σ(X,Z)-σ(E,G)-continuous. We
apply Proposition 3.18 and gain an extension Â ∈ Y εE of A such that Â(B○Y ′Z ) is
bounded in E. We set F ∶= S(Â) and get for all (m,x) ∈ U that
TEm(F )(x) = TEmS(Â)(x) = Â(TKm,x) = f(m,x)
by consistency for (FW ,E) implying RU,G(F ) = f . 
3.20. Remark. Let (TEm , TKm)m∈M be a strong, consistent family for (FW ,E) and
a defining family for (FV ,E). Let the inculsion FV(Ω) ↪ FW(Ω) be contin-
uous and FV(Ω,E) be a linear subspace of FW(Ω,E). From the continuity of
FV(Ω) ↪ FW(Ω) follows that δx ∈ FV(Ω)′ for every x ∈ Ω and the continuity of
the inclusion FV(Ω)εE ↪ FW(Ω)εE. Hence we have u∣FW(Ω)′ ∈ FW(Ω)εE for
every u ∈ FV(Ω)εE and
SFV(Ω)(u)(x) = u(δx) = u∣FW(Ω)′(δx) = SFW(Ω)(u∣FW(Ω)′)(x), x ∈ Ω.
This implies that (TEm , TKm)m∈M is a consistent family for (FV ,E). From the in-
clusion FV(Ω,E) ⊂ FW(Ω,E) follows that (TEm , TKm)m∈M is a strong subfamily for
(FV,E) (c.f. [24, 3.18 Remark, p. 10]). Furthermore, set
GVW(Ω,E) ∶= S({u ∈ FW(Ω)εE ∣ u(B○FW(Ω)′
FV(Ω)
) is bounded in E}).
If u ∈ FV(Ω)εE and α ∈ A, then there are C0,C1 > 0 and an absolutely convex,
compact set K ⊂ FV(Ω) such that K ⊂ C1BFV(Ω) and
sup
y′∈B
○FW(Ω)′
FV(Ω)
pα(u(y′)) ≤ C0 sup
y′∈B
○FW(Ω)′
FV(Ω)
sup
f∈K
∣y′(f)∣ ≤ C0C1
which implies S(FV(Ω)εE) ↪ GVW(Ω,E). If f = S(u) ∈ GVW(Ω,E) and α ∈ A,
then
∣f ∣1,1,α = sup
x∈Ω
m∈M1
pα(u(TKm,x)ν1,1,m(x)) <∞
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by consistency yielding GVW(Ω,E) ↪ FV(Ω,E). Thus GVW(Ω,E) is a space
between FV(Ω)εE and FV(Ω,E).
4. Extension of locally bounded functions
In order to obtain an affirmative answer to Question 3.11 for general separating
subspaces of E′ we have to restrict to a certain class of sets of uniqueness.
4.1.Definition (fix the topology). Let FV(Ω) be a dom-space. U ⊂ ⋃m∈M{m}×ωm
fixes the topology in FV(Ω) if for every j ∈ J and l ∈ L there are i ∈ J , k ∈ L and
C > 0 such that
∣f ∣j,l ≤ C sup
x∈Ω,m∈Mk
(m,x)∈U
∣TKm(f)(x)∣νi,k,m(x), f ∈ FV(Ω).
In particular, U is a set of uniqueness if it fixes the topology. The present
definition of fixing the topology is a generalisation of [8, Definition 13, p. 234].
4.2. Definition (lb-restriction space). Let FV(Ω) be a dom-space, U fix the topol-
ogy in FV(Ω) and G ⊂ E′ a separating subspace. We set
NU,i,k(f) ∶= {f(m,x)νi,k,m(x) ∣ x ∈ Ω, m ∈Mk, (x,m) ∈ U}
for i ∈ J , k ∈ L and f ∈ FVG(U,E) and
FVG(U,E)lb ∶= {f ∈ FVG(U,E) ∣ ∀ i ∈ J, k ∈ L ∶ NU,i,k(f) bounded in E}.
Consider a set U which fixes the topology in FV(Ω), a separating subspace G ⊂
E′ and a strong, consistent family (TEm , TKm)m∈M for (FV,E). For u ∈ FV(Ω)εE
set f ∶= S(u) ∈ FV(Ω,E) by Theorem 3.4 we have RU,G(f) ∈ FVG(U,E) with
f ∶= S(u) by Remark 3.9 and for i ∈ J and k ∈ L
sup
y∈NU,i,k(RU,G(f))
pα(y) = sup
x∈Ω,m∈Mk
(m,x)∈U
pα(TEm(f)(x))νi,k,m(x) ≤ ∣f ∣i,k,α <∞
for all α ∈ A implying the boundedness of NU,i,k(RU,G(f)) in E. Thus RU,G(f) ∈
FVG(U,E)lb and the injective linear map
RU,G∶S(FV(Ω)εE)→ FVG(U,E)lb, f ↦ (TEm(f)(x))(m,x)∈U ,
is well-defined.
4.3. Question. Let G ⊂ E′ be a separating subspace, (TEm , TKm)m∈M a strong,
consistent family for (FV,E) and U fix the topology in FV(Ω). When is the
injective restriction map
RU,G∶S(FV(Ω)εE)→ FVG(U,E)lb, f ↦ (TEm(f)(x))(m,x)∈U ,
surjective?
FV(Ω) arbitrary and E a semi-Montel space
4.4. Proposition. Let E be a semi-Montel or Schwartz space, FV(Ω) a dom-
space and U fix the topology in FV(Ω). Then Rf ∈ L(E′γ ,FV(Ω)) and Rf(B○α)
is relatively compact in FV(Ω) for every f ∈ FVE′(U,E)lb and α ∈ A where Bα ∶=
{x ∈ E ∣ pα(x) < 1} and Rf the map from Remark 3.8.
Proof. Let f ∈ FVE′(U,E)lb, j ∈ J and l ∈ L. Then there are i ∈ J , k ∈ L and C > 0
such that for every e′ ∈ E′
∣Rf(e′)∣j,l = ∣fe′ ∣j,l ≤ C sup
x∈Ω,m∈Mk
(m,x)∈U
∣TKm(fe′)(x)∣νi,k,m(x)
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= C sup
x∈Ω,m∈Mk
(m,x)∈U
∣e′ ○ f(m,x)∣νi,k,m(x) = C sup
y∈NU,i,k(f)
∣e′(y)∣.
The bounded set NU,i,k(f) is already precompact in E because it is relatively
compact if E is semi-Montel resp. by [19, 10.4.3 Corollary, p. 202] if E is Schwartz.
Therefore we have Rf ∈ L(E′γ ,FV(Ω)). The polar B○α is relatively compact in E′γ
for every α ∈ A by the Alaoğlu-Bourbaki theorem and thus Rf(B○α) in FV(Ω) as
well. 
4.5. Theorem. Let E be a semi-Montel space, (TEm , TKm)m∈M a strong, consistent
family for (FV ,E), and U fix the topology in FV(Ω). Then the restriction map
RU,E′ ∶S(FV(Ω)εE)→ FVE′(U,E)lb is surjective.
Proof. Let f ∈ FVE′(Ω,E)lb and e′ ∈ E′. For every f ′ ∈ FV(Ω)′ there are j ∈ J ,
l ∈ L and C0 > 0 with
∣Rtf(f ′)(e′)∣ = ∣f ′(fe′)∣ ≤ C0∣fe′ ∣j,l.
By Proposition 4.4 there are i ∈ J , k ∈ L and C > 0 such that
∣Rtf(f ′)(e′)∣ ≤ C0C sup
y∈NU,i,k(f)
∣e′(y)∣ ≤ C0C sup
y∈acx(NU,i,k(f))
∣e′(y)∣.
The set acx(NU,i,k(f)) is absolutely convex and compact by [19, 6.2.1 Proposition,
p. 103] and [19, 6.7.1 Proposition, p. 112]. Therefore Rtf(f ′) ∈ (E′κ)′ = J (E) by
the Mackey-Arens theorem. Like in Theorem 3.14 we obtain J −1 ○Rtf ∈ FV(Ω)εE
by (3) and (4). Setting F ∶= S(J −1 ○Rtf) we conclude TEm(F )(x) = f(m,x) for all
(m,x) ∈ U by (5) and so RU,E′(F ) = f . 
FV(Ω) a Fréchet-Schwartz space and E locally complete
4.6. Definition ([8, Definition 12, p. 8]). Let Y be a Fréchet space. An increasing
sequence (Bn)n∈N of bounded subsets of Y ′b fixes the topology in Y if (B○n)n∈N is a
fundamental system of zero neighbourhoods of Y .
4.7. Definition (diagonally dominated, increasing). We say that a family V ∶=
((νj,l,m)m∈Ml)j∈N,l∈N of weights on Ω is diagonally dominated and increasing ifMl ⊂
Ml+1 for all l ∈ N and νj,l,m ≤ νmax(j,l),max(j,l),m for all m ∈Ml and j, l ∈ N as well
as νj,j,m ≤ νj+1,j+1,m for all m ∈Mj and j ∈ N.
4.8.Remark. Let FV(Ω) be a dom-space, U ⊂ ⋃m∈M{m}×ωm, G ⊂ E′ a separating
subspace and V diagonally dominated and increasing.
a) If U fixes the topology in FV(Ω), then
FVG(U,E)lb = {f ∈ FVG(U,E) ∣ ∀ i ∈ N ∶ NU,i(f) bounded in E}
with NU,i(f) ∶= NU,i,i(f).
b) Let FV(Ω) be a Fréchet space. Denote by Uj ∶= {(m,x) ∈ U ∣ m ∈Mj, x ∈
Ω} and Bj ∶= {TKm,x(⋅)νj,j,m(x) ∣ (m,x) ∈ Uj} ⊂ FV(Ω)′ for j ∈ N. Then
U fixes the topology in FV(Ω) in the sense of Definition 4.1 if and only if
the sequence (Bj)j∈N fixes the topology in FV(Ω) in the sense of Definition
4.6.
4.9. Theorem ([8, Theorem 16, p. 236]). Let Y be a Fréchet-Schwartz space,
(Bj)j∈N fix the topology in Y and A∶X ∶= span(⋃j∈NBj) → E be a linear map
which is bounded on each Bj. If
a) (At)−1(Y ) is dense in E′b and E locally complete, or if
b) (At)−1(Y ) is dense in E′σ and E is Br-complete,
then A has a (unique) extension Â ∈ Y εE.
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Now, we generalise [8, Theorem 17, p. 237].
4.10. Theorem. Let E be an lcHs, G ⊂ E′ a separating subspace, (TEm , TKm)m∈M
be a strong, consistent family for (FV,E), FV(Ω) a Fréchet-Schwartz space, V
diagonally dominated and increasing and U fix the topology in FV(Ω). If
a) G is dense in E′b and E locally complete, or if
b) E is Br-complete,
then the restriction map RU,G∶S(FV(Ω)εE)→ FVG(U,E)lb is surjective.
Proof. Let f ∈ FVG(U,E)lb. We set X ∶= span(⋃j∈NBj) with Bj from Remark 4.8
b) and Y ∶= FV(Ω). Let A∶X → E be the linear map determined by
A(TKm,x(⋅)νj,j,m(x)) ∶= f(m,x)νj,j,m(x).
The map A is well-defined since G is σ(E′,E)-dense, and bounded on each Bj
because A(Bj) =NU,j(f). Let e′ ∈ G and fe′ be the unique element in FV(Ω) such
that TKm(fe′)(x) = e′○f(m,x) for all (m,x) ∈ U which implies TKm(fe′)(x)νj,j,m(x) =
e′ ○ A(TKm,x(⋅)νj,j,m(x)) for all (m,x) ∈ Uj with Uj from Remark 4.8 b). This
equation allows us to consider fe′ as a linear form on X (by fe′(TKm,x(⋅)νj,j,m(x)) ∶=
e′ ○ A(TKm,x(⋅)νj,j,m(x))) which yields e′ ○ A ∈ FV(Ω) for all e′ ∈ G. It follows
that G ⊂ (At)−1(Y ). Noting that G is σ(E′,E)-dense, we apply Theorem 4.9 and
obtain an extension Â ∈ FV(Ω)εE of A. We set F ∶= S(Â) and observe that for all
(m,x) ∈ U there is j ∈ J such that (m,x) ∈ Uj and νj,j,m(x) > 0 by (2) and because
V is diagonally dominated and increasing. Therefore
TEm(F )(x) = TEmS(Â)(x) = Â(TKm,x) = 1
νj,j,m(x) Â(T
K
m,x(⋅)νj,j,m(x))
=
1
νj,j,m(x)A(T
K
m,x(⋅)νj,j,m(x)) = f(m,x)
by consistency connoting RU,G(F ) = f . 
FV(Ω) a Banach space and E locally complete
4.11. Proposition ([12, Proposition 3.1, p. 692]). Let E be locally complete, G ⊂
E′ determine boundedness and Z a Banach space whose closed unit ball BZ is a
compact subset of an lcHs Y . Let B1 ⊂ B
○Y ′
Z such that B
○Z
1 ∶= {z ∈ Z ∣ ∀ y′ ∈ B1 ∶
∣y′(z)∣ ≤ 1} is bounded in Z. If A∶X ∶= spanB1 → E is a linear map which is bounded
on B1 such that there is a σ(E′,E)-dense subspace G ⊂ E′ with e′ ○ A ∈ Z for all
e′ ∈ G, then there exists a (unique) extension Â ∈ Y εE of A such that Â(B○Y ′Z ) is
bounded in E.
Let (TEm , TKm)m∈M be a strong, consistent family for (FW,E) and a defining
family for (FV,E). Let the inculsion FV(Ω) ↪ FW(Ω) be continuous. Consider
a set U which fixes the topology of FV(Ω) with V = (ν1,1,m)m∈M1 and a separating
subspace G ⊂ E′. For u ∈ FW(Ω)εE such that u(B○FW(Ω)′
FV(Ω)
) we have RU,G(f) ∈
FVG(U,E) with f ∶= S(u) by (7). Further, TKm,x(⋅)ν1,1,m(x) ∈ B○FW(Ω)
′
FV(Ω)
for every
x ∈ Ω and m ∈M1 which implies that
sup
x∈Ω,m∈M1
(m,x)∈U
pα(RU,G(f)(m,x))ν1,1,m(x) = sup
x∈Ω,m∈M1
(m,x)∈U
pα(u(TKm,x(⋅)ν1,1,m(x)))
≤ sup
y′∈B
○FW(Ω)′
FV(Ω)
pα(u(y′)) <∞.
Hence RU,G(f) ∈ FVG(U,E)lb. Therefore the injective linear map
RU,G∶S({u ∈ FW(Ω)εE ∣ u(B○FW(Ω)
′
FV(Ω)
) is bounded in E})→ FVG(U,E)lb
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is well-defined. The following theorem is a generalisation of [12, Theorem 3.2, p.
693] and [21, Theorem 12, p. 5].
4.12. Theorem. Let E be locally complete and G ⊂ E′ a separating subspace. Let
(TEm , TKm)m∈M be a defining family for (FV,E) and a strong, consistent family for
(FW ,E), FV(Ω) a Banach space with V = (ν1,1,m)m∈M1 whose closed unit ball
BFV(Ω) is a compact subset of FW(Ω) and U fix the topology in FV(Ω). Then the
restriction map
RU,G∶S({u ∈ FW(Ω)εE ∣ u(B○FW(Ω)
′
FV(Ω)
) is bounded in E})→ FVG(U,E)lb
is surjective.
Proof. Let f ∈ FVG(U,E). We set B1 ∶= {TKm,x(⋅)ν1,1,m(x) ∣ x ∈ Ω, m ∈M1, (m,x) ∈
U}, X ∶= spanB1, Y ∶= FW(Ω) and Z ∶= FV(Ω). We have B1 ⊂ Y ′ since
(TEm , TKm)m∈M is a a consistent family for (FW ,E). If f ∈ BZ , then
∣TKm,x(f)ν1,1,m(x)∣ ≤ ∣f ∣1,1 ≤ 1
for all x ∈ Ω, m ∈M1 with (m,x) ∈ U and thus B1 ⊂ B○Y ′Z . Furtheron, there is C > 0
such that for all f ∈ B○Z1
∣f ∣1,1 ≤ C sup
x∈Ω,m∈M1
(m,x)∈U
∣TKm,x(f)∣ν1,1,m(x) ≤ C
as U fixes the topology in Z connoting the boundedness of B○Z1 in Z. Let A∶X → E
be the linear map determined by
A(TKm,x(⋅)ν1,1,m(x)) ∶= f(m,x)ν1,1,m(x).
The map A is well-defined since G is σ(E′,E)-dense, and bounded on B1 because
A(B1) = NU,1,1(f). Let e′ ∈ G and fe′ be the unique element in FV(Ω) such that
TKm(fe′)(x) = e′ ○ f(m,x) for all (m,x) ∈ U which implies TKm(fe′)(x)ν1,1,m(x) =
e′ ○ A(TKm,x(⋅)ν1,1,m(x)). Again, this equation allows us to consider fe′ as a linear
form on X (by setting fe′(TKm,x(⋅)ν1,1,m(x)) ∶= e′○A(TKm,x(⋅)ν1,1,m(x))) which yields
e′○A ∈ FV(Ω) = Z for all e′ ∈ G. Hence we can apply Proposition 4.11 and obtain an
extension Â ∈ Y εE of A such that Â(B○Y ′Z ) is bounded in E. We set F ∶= S(Â) and
get for all (m,x) ∈ U like in Theorem 4.10 that TEm(F )(x) = f(m,x) by consistency
for (FW ,E) implying RU,G(F ) = f . 
5. Extension of sequentially bounded functions
5.1. Definition (sb-restriction space). Let E be a Fréchet space, (Bn) fix the
topology in E and G ∶= span(⋃n∈NBn). Let FV(Ω) be a dom-space, U a set of
uniqueness for FV(Ω) and set
FVG(U,E)sb ∶= {f ∈ FVG(U,E) ∣ ∀ n ∈ N ∶ {fe′ ∣ e′ ∈ Bn} is bounded in FV(Ω)}.
Let E be a Fréchet space, (Bn) fix the topology in E, G ∶= span(⋃n∈NBn),
(TEm , TKm)m∈M be a strong, consistent family for (FV ,E) and U a set of uniqueness
for FV(Ω). For u ∈ FV(Ω)εE we have RU,G(f) ∈ FVG(U,E) with f ∶= S(u) by
Remark 3.9 and for j ∈ J and l ∈ L
sup
e′∈Bn
∣fe′ ∣j,l = sup
e′∈Bn
sup
x∈Ω
m∈Ml
∣e′(TEm(f)(x)νj,l,m(x))∣ = sup
e′∈Bn
sup
y∈Nj,l(f)
∣e′(y)∣
with Nj,l(f) ∶= {TEm(f)(x)νj,l,m(x) ∣ x ∈ Ω, m ∈Ml}. This set is bounded in E since
sup
y∈Nj,l(f)
pα(f) = ∣f ∣j,l,α <∞
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for all α ∈ A implying supe′∈Bn ∣fe′ ∣j,l <∞ and RU,G(f) ∈ FVG(U,E)sb. Hence the
injective linear map
RU,G∶S(FV(Ω)εE)→ FVG(U,E)sb, f ↦ (TEm(f)(x))(m,x)∈U ,
is well-defined.
5.2. Question. Let E be a Fréchet space, (Bn) fix the topology in E and G ∶=
span(⋃n∈NBn). Let (TEm , TKm)m∈M a strong, consistent family for (FV,E) and U
a set of uniqueness for FV(Ω). When is the injective restriction map
RU,G∶S(FV(Ω)εE)→ FVG(U,E)sb, f ↦ (TEm(f)(x))(m,x)∈U ,
surjective?
FV(Ω) a semi-Montel and E a Fréchet space
5.3. Corollary. Let E be a Fréchet space with increasing system of seminorms
(pαn)n∈N, Bn ∶= B○αn where Bαn ∶= {x ∈ E ∣ pαn(x) < 1} for all n ∈ N, (TEm , TKm)m∈M
a strong, consistent family for (FV ,E), FV(Ω) a semi-Montel space and U a
set of uniqueness for FV(Ω). Then the restriction map RU,E′ ∶S(FV(Ω)εE) →
FVE′(U,E)sb is surjective.
Proof. Follows directly from the proof of Theorem 3.14 since Rf(B○αn) is relatively
compact in the semi-Montel space FV(Ω) for every f ∈ FVE′(U,E)sb and n ∈ N. 
The conditions a)-c) in Proposition 3.13 resp. the condition that E is a semi-
Montel or Schwartz space in Proposition 4.4 imply FVE′(U,E)sb = FVE′(U,E).
FV(Ω) a Fréchet-Schwartz and E a Fréchet space
5.4. Proposition ([11, Lemma 9, p. 504]). Let E be a Fréchet space, (Bn) fix the
topology in E, Y a Fréchet-Schwartz space and X ⊂ Y ′b (= Y ′κ) a dense subspace. Set
G ∶= span(⋃n∈NBn) and let A∶X → E be a linear map which is σ(X,Y )-σ(E,G)-
continuous and satisfies that At(Bn) is bounded in Y for each n ∈ N. Then A has
a (unique) extension Â ∈ Y εE.
Next, we improve [11, Theorem 1 ii), p. 501].
5.5. Theorem. Let E be a Fréchet space, (Bn) fix the topology in E and G ∶=
span(⋃n∈NBn), (TEm , TKm)m∈M be a strong, consistent family for (FV ,E), FV(Ω)
a Fréchet-Schwartz space and U a set of uniqueness for FV(Ω). Then the restriction
map RU,G∶S(FV(Ω)εE)→ FVG(U,E)sb is surjective.
Proof. Let f ∈ FVG(U,E)sb. We set X ∶= span{TKm,x ∣ (m,x) ∈ U} and Y ∶= FV(Ω).
Let A∶X → E be the linear map determined by A(TKm,x) ∶= f(m,x) which is well-
defined since G is σ(E′,E)-dense. From
e′(A(TKm,x)) = e′ ○ f(m,x) = TKm,x(fe′)
for every e′ ∈ G and (m,x) ∈ U follows that A is σ(X,Y )-σ(E,G)-continuous and
sup
e′∈Bn
∣At(e′)∣j,l = sup
e′∈Bn
∣fe′ ∣j,l <∞
for all j ∈ J , l ∈ L and n ∈ N. Due to Proposition 5.4 there is an extension
Â ∈ FV(Ω)εE of A. We set F ∶= S(Â) and get for all (m,x) ∈ U that
TEm(F )(x) = TEmS(Â)(x) = Â(TKm,x) = f(m,x)
by consistency which means RU,G(F ) = f . 
16 K. KRUSE
FV(Ω) a Banach and E a Fréchet space
Let (TEm , TKm)m∈M be a strong, consistent family for (FW,E) and a defining
family for (FV,E). Let the inculsion FV(Ω) ↪ FW(Ω) be continuous. Consider
a set of uniqueness U for FV(Ω) with V = (ν1,1,m)m∈M1 and a separating subspace
G ⊂ E′. For u ∈ FW(Ω)εE such that u(B○FW(Ω)′
FV(Ω)
) we have RU,G(f) ∈ FVG(U,E)
with f ∶= S(u) by (7). Again, we note
sup
e′∈Bn
∣fe′ ∣1,1 = sup
e′∈Bn
sup
x∈Ω
m∈M1
∣e′(TEm(f)(x)ν1,1,m(x))∣ = sup
e′∈Bn
sup
y∈N1,1(f)
∣e′(y)∣
with the bounded set N1,1(f) ∶= {TEm(f)(x)ν1,1,m(x) ∣ x ∈ Ω, m ∈M1} ⊂ E implying
RU,G(f) ∈ FVG(U,E)sb. Thus the injective linear map
RU,G∶S({u ∈ FW(Ω)εE ∣ u(B○FW(Ω)
′
FV(Ω)
) is bounded in E})→ FVG(U,E)sb
is well-defined. Now, we can generalise [12, Corollary 2.4, p. 692] and [21, Theorem
11, p. 5].
5.6. Corollary. Let E be a Fréchet space, (Bn) fix the topology in E and G ∶=
span(⋃n∈NBn), (TEm , TKm)m∈M be a defining family for (FV,E) and a strong, con-
sistent family for (FW,E), FV(Ω) a Banach space with V = (ν1,1,m)m∈M1 whose
closed unit ball BFV(Ω) is a compact subset of FW(Ω) and U a set of uniqueness
of FV(Ω). Then the restriction map
RU,G∶S({u ∈ FW(Ω)εE ∣ u(B○FW(Ω)
′
FV(Ω)
) is bounded in E})→ FVG(U,E)sb
is surjective.
Proof. Let f ∈ FVG(U,E)sb. Then {fe′ ∣ e′ ∈ Bn} is bounded in FV(Ω) for each
n ∈ N. We deduce for each n ∈ N, (ak)k∈N ∈ ℓ1 and (e′k)k∈N ⊂ Bn that (∑k∈N ake′k)○f
admits the extension ∑k∈N akfe′k in FV(Ω). Due to [11, Proposition 7, p. 503] the
LB-space E′((Bn)n∈N) ∶= indn∈NE′(Bn), where
E′(Bn) ∶= {∑
k∈N
ake
′
k ∣ (ak)k∈N ∈ ℓ1, (e′k)k∈N ⊂ Bn}
is endowed with its Banach space topology, determines boundedness in E. Hence
we conclude that f ∈ FVE′((Bn)n∈N)(U,E) which yields that there is u ∈ FW(Ω)εE
with bounded u(B○FW(Ω)′
FV(Ω)
) ⊂ E such that RU,G(S(u)) = f by Theorem 3.19. 
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