Classes de cycles motiviques \'etales by Kahn, Bruno
ar
X
iv
:1
10
2.
03
75
v3
  [
ma
th.
AG
]  
25
 Ju
l 2
01
1
CLASSES DE CYCLES MOTIVIQUES E´TALES
par
Bruno Kahn
Abstract. — Let X be a smooth variety over a field k, and l be a prime
number. We construct an exact sequence
0→ H0(X,H3
cont
(Zl(2)))⊗Q/Z→ H
0(X,H3
e´t
(Ql/Zl(2)))→ Ctors → 0
where Hi
e´t
(Ql/Zl(2)) and Hicont(Zl(2)) are the Zariski sheaves associa-
ted to e´tale and continuous e´tale cohomology and C is the cokernel of
Jannsen’s l-adic cycle class on CH2(X) ⊗ Zl if l 6= char k or a variant
of it if l = char k. If k = C, this gives another proof of a theorem of
Colliot-The´le`ne–Voisin, avoiding a recourse to the Bloch-Kato conjec-
ture in degree 3. If k is separably closed and l 6= char k, still in the spirit
of Colliot-The´le`ne and Voisin we get an exact sequence
0→ Griff2(X,Zl)tors → H
3
tr(X,Zl(2))⊗Q/Z
→ H0(X,H3cont(Zl(2)))⊗Q/Z→ Griff
2(X,Zl)⊗Q/Z→ 0
where H3tr(X,Zl(2)) is the quotient of l-adic cohomology by the first step
of the coniveau filtration and Griff2(X,Zl) is an l-adic Griffiths group.
If k is the algebraic closure of a finite field k0 and X is “of abe-
lian type” and verifies the Tate conjecture, Griff2(X,Zl) is torsion
and H0(X,H3
e´t
(Ql/Zl(2))) is finite provided H
3
tr
(X,Ql(2)) = 0.
On the other hand, a theorem of Schoen gives an example where
H0(X,H3
e´t
(Ql/Zl(2))) is finite but H
3
tr
(X,Ql(2)) 6= 0.
Classification mathe´matique par sujets (2000). — 14C25, 14E22, 14F20,
14F42, 14Gxx.
Mots clefs. — Cycle class map, unramified cohomology, continuous e´tale coho-
mology, motivic cohomology.
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1. Introduction
Soient k un corps,X une k-varie´te´ lisse et l un nombre premier diffe´rent
de car k. Uwe Jannsen a de´fini une classe de cycle l-adique
(1.1) CH2(X)⊗ Zl
cl2
−→ H4cont(X,Zl(2))
a` valeurs dans sa cohomologie e´tale continue [24, Lemma 6.14]. En imi-
tant sa construction a` partir d’un the´ore`me de Geisser et Levine [17],
on obtient une variante p-adique de (1.1) si k est de caracte´ristique p >
0, ou` le second membre est une version continue de la cohomologie de
Hodge-Witt logarithmique. Notons H3e´t(Ql/Zl(2))) (resp. H
3
cont(Zl(2))))
le faisceau Zariski associe´ au pre´faisceau U 7→ H3e´t(U,Ql/Zl(2)) (resp.
U 7→ H3cont(U,Zl(2))). Le but de cet article est de de´montrer l’analogue
l-adique d’un the´ore`me de Jean-Louis Colliot-The´le`ne et Claire Voisin
[12, th. 3.6] :
The´ore`me 1.1. — Soit l un nombre premier quelconque et soit C le
conoyau de (1.1). On a une suite exacte
0→ H0(X,H3cont(Zl(2)))⊗Q/Z
f
−→ H0(X,H3e´t(Ql/Zl(2)))
g
−→ Ctors → 0.
Noter que Ctors est fini si H
4
e´t(X,Zl(2)) est un Zl-module de type fini :
ceci se produit pour l 6= p si k est fini, ou plus ge´ne´ralement si les groupes
de cohomologie galoisienne de k a` coefficients finis sont finis, par exemple
(comme me l’a fait remarquer J.-L. Colliot-The´le`ne) si k est un corps local
[supe´rieur] ou un corps se´parablement clos. Dans ces cas, le the´ore`me 1.1
implique donc que H0(X,H3e´t(Ql/Zl(2))) est extension d’un groupe fini
par un groupe divisible. (Pour l = p, Ctors est fini si k est fini et X
projective d’apre`s [21, p. 589, prop. 4.18].)
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Lorsque k = C, ceci donne une autre de´monstration du the´ore`me de
Colliot-The´le`ne–Voisin en utilisant l’isomorphisme de comparaison entre
cohomologies de Betti et l-adique et sa compatibilite´ aux classes de cycles
respectives.
La de´monstration de [12, th. 3.6] donne´e par Colliot-The´le`ne et Voisin
utilise l’exactitude du complexe de faisceaux Zariski de cohomologie de
Betti
0→ H3cont(Z(2))→H
3
cont(Q(2))→ H
3
e´t(Q/Z(2))→ 0.
Son exactitude a` gauche de´coule du the´ore`me de Merkurjev-Suslin,
c’est-a`-dire la conjecture de Bloch-Kato en degre´ 2 ; celle a` droite de´coule
de la conjecture de Bloch-Kato en degre´ 3, dont la de´monstration a e´te´
conclue re´cemment par Voevodsky et un certain nombre d’auteurs.
La de´monstration donne´e ici e´vite le recours a` cette dernie`re conjec-
ture : elle ne repose que sur le the´ore`me de Merkurjev-Suslin plus un
formalisme triangule´ un peu sophistique´, mais dont, je pense, la sophis-
tication est bien infe´rieure aux ingre´dients de la preuve du the´ore`me de
Voevodsky et al.
Son principe est le suivant. La classe de cycle (1.1) se prolonge en une
classe “e´tale”
(1.2) H4e´t(X,Z(2))⊗ Zl → H
4
e´t(X,Zl(2))
ou` le terme de gauche est un groupe de cohomologie motivique e´tale
de X . Le the´ore`me de comparaison de la cohomologie motivique e´tale a`
coefficients finis avec la cohomologie e´tale des racines de l’unite´ tordues
ou de Hodge-Witt logarithmique (the´ore`me 2.6 a) et b)) implique que
(1.2) est de noyau divisible et de conoyau sans torsion. On en de´duit une
surjection g de noyau divisible dans le the´ore`me 1.1 a` l’aide de la suite
exacte
0→ CH2(X)→ H4e´t(X,Z(2))→ H
0(X,H3e´t(Q/Z(2)))→ 0.
qui est rappele´e/e´tablie dans la proposition 2.9. Ceci est fait au §3.2. La
de´termination du noyau est plus technique et je renvoie au §3.6 pour les
de´tails.
Pour justifier la structure du noyau et du conoyau de (1.2), il faut
conside´rer le “coˆne” de l’application classe de cycle : ceci est explique´ au
§3.1.
On obtient de plus des renseignements supple´mentaires sur le groupe
H0(X,H3cont(Zl(2)))⊗Q/Z :
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1. Si k est fini et X projective lisse, dans la classe BTate(k) de [30, De´f.
1 b)] ce groupe est nul (§5.1).
2. Si k est se´parablement clos et l 6= car k, toujours dans l’esprit de
[12] on a une suite exacte (cf. corollaire 4.7) :
0→ H3tr(X,Zl(2))→ H
0(X,H3cont(Zl(2)))→ Griff
2(X,Zl)→ 0
ou` Griff2(X,Zl) est le groupe des cycles de codimension 2 a` coeffi-
cients l-adiques, modulo l’e´quivalence alge´brique, dont la classe de
cohomologie l-adique est nulle, et H3tr(X,Zl(2)) est le quotient de
H3cont(X,Zl(2)) par le premier cran de la filtration par le coniveau.
Comme le groupe H0(X,H3cont(Zl(2))) est sans torsion (lemme
3.12), on en de´duit une suite exacte (proposition 4.12) :
0→ Griff2(X,Zl)tors → H
3
tr(X,Zl(2))⊗Q/Z
→ H0(X,H3cont(Zl(2)))⊗Q/Z→ Griff
2(X,Zl)⊗Q/Z→ 0.
3. Si k est la cloˆture alge´brique d’un corps fini k0 et que X provient
de la classe BTate(k0) de [30], le groupe Griff
2(X,Zl) est de torsion
et la suite exacte ci-dessus se simplifie en :
0→ Griff2(X,Zl)→ H
3
tr(X,Zl(2))⊗Q/Z
→ H0(X,H3cont(Zl(2)))⊗Q/Z→ 0
(the´ore`me 5.2). En particulier, H0(X,H3e´t(Ql/Zl(2)) est fini de`s que
H3tr(X,Ql(2)) = 0 (ceci est conjecturalement vrai sur tout corps
se´parablement clos, cf. remarque 4.13), mais un exemple de Schoen
montre que cette condition n’est pas ne´cessaire (Proposition 5.5 et
the´ore`me 5.6).
Remerciements. — Cet article est l’e´laboration d’un texte re´dige´ en
janvier 2010, lui-meˆme directement inspire´ de plusieurs discussions avec
Jean-Louis Colliot-The´le`ne autour de son travail avec Claire Voisin [12],
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mun en projet [10] : je le remercie de sa lecture critique de versions
pre´liminaires de ce texte, et notamment de m’avoir fait remarquer qu’il
n’est pas ne´cessaire de supposer k de type fini sur son sous-corps pre-
mier dans le the´ore`me 1.1. Je remercie l’IMPA de Rio de Janeiro pour
son hospitalite´ pendant la fin de sa re´daction, ainsi que la coope´ration
franco-bre´silienne pour son soutien. Pour finir, je remercie Luc Illusie de
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m’avoir indique´ une de´monstration (triviale !) du lemme A.1, lemme qui
a` ma connaissance ne figure nulle part dans la litte´rature.
2. Groupes de Chow supe´rieurs
Cette section comporte presque exclusivement des rappels sur les grou-
pes de Chow supe´rieurs : le lecteur au courant peut la parcourir rapide-
ment. Elle a pour but principal de fournir une preuve comple`te de la
proposition 2.9, e´vitant le complexe Γ(2) de Lichtenbaum.
2.1. Groupes de Chow supe´rieurs. — Soit k un corps. Dans [2],
Bloch associe a` tout k-sche´ma alge´brique X des complexes de groupes
abe´liens zn(X, •) (n ≥ 0), concentre´s en degre´s (homologiques) ≥ 0 :
rappelons qu’on pose ∆p = Spec k[t0, . . . , tp]/(
∑
ti − 1), que z
n(X, p)
est le groupe abe´lien libre sur les ferme´s inte`gres de codimension n de
X ×k ∆
p qui rencontrent les faces proprement, et que la diffe´rentielle dp
est obtenue comme somme alterne´e des intersections avec les faces de
dimension p − 1. Les groupes d’homologie CHn(X, p) de zn(X, •) sont
les groupes de Chow supe´rieurs de X : on a CHn(X, 0) = CHn(X) par
construction.
Les zn(X, •) sont contravariants pour les morphismes plats, en parti-
culier e´tales ; ils de´finissent en fait des complexes de faisceaux sur le petit
site e´tale d’un sche´ma lisse X donne´. Ils sont aussi covariants pour les
morphismes propres, en particulier pour les immersions ferme´es.
Si Y est un ferme´ de X , on notera ici
znY (X, •) = Fib
(
zn(X, •)
j∗
−→ zn(X − Y, •)
)
CHnY (X, p) = Hp(z
n
Y (X, •))
ou` j : X−Y → X est l’immersion ouverte comple´mentaire et Fib de´signe
la fibre homotopique (de´cale´ du mapping cone). Si on tensorise par un
groupe abe´lien A, on e´crit CHnY (X, p, A).
On a le the´ore`me fondamental suivant, qui est une vaste ge´ne´ralisation
du lemme de de´placement de Chow (Bloch, [2, Th. 3.1 et 4.1], preuves
corrige´es dans [3]) :
The´ore`me 2.1. — a) Les groupes de Chow supe´rieurs sont contrava-
riants pour les morphismes quelconques de but lisse entre varie´te´s quasi-
projectives. Ils commutent aux limites projectives filtrantes a` morphismes
de transition affines.
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b) Soient X un k-sche´ma quasi-projectif e´quidimensionnel, i : Y → X
un ferme´ e´quidimensionnel et j : U → X l’ouvert comple´mentaire. Soit
d la codimension de Z dans X. Alors le morphisme naturel
zn−d(Y, •)
i∗−→ znY (X, •)
est un quasi-isomorphisme.
c) On dispose de produits d’intersection
(2.1) CHm(X, p)× CHn(X, q)→ CHm+n(X, p+ q)
pour X quasi-projectif lisse.
De la partie b) de ce the´ore`me, on de´duit que pour tout groupe abe´lien
A, la the´orie cohomologique a` supports (X,Z) 7→ CHnZ(X, •, A) de´finie
sur la cate´gorie des k-sche´mas quasi-projectifs lisses [9, def. 5.1.1 a)]
ve´rifie l’axiome COH1 de loc. cit., p. 53. D’apre`s loc. cit., th. 7.5.2, on
a donc des isomorphismes pour tout (n, p)
CHn(X, p, A)
∼
−→ H−pZar(X, z
n(−, •)⊗ A)
∼
−→ H−pNis(X, z
n(−, •)⊗A)
pour X quasi-projectif lisse.
Si X est seulement lisse, le second isomorphisme persiste.
De´finition 2.2. — Soit X un k-sche´ma lisse (essentiellement de type
fini), et soit τ une topologie de Grothendieck moins fine que la topologie
e´tale sur la cate´gorie des k-sche´mas lisses de type fini : en pratique τ ∈
{Zar,Nis, e´t}. On noteAX(n)τ le complexe de faisceaux z
n(−, •)⊗A[−2n]
sur Xτ et H
∗
τ (X,A(n)) l’hypercohomologie de X a` coefficients dans le
complexe AX(n) (pour la topologie τ). C’est la cohomologie motivique de
poids n a` coefficients dans A pour la topologie concerne´e.
Pour simplifier, on supprime τ de la notation si τ = Zar ou Nis (voir
ci-dessus).
On a donc un isomorphisme, pour X quasi-projectif lisse :
(2.2) CHn(X, 2n− i)
∼
−→ H i(X,A(n)).
On a
ZX(0) = Z(2.3)
ZX(1) ≃ O
∗
X [−1].(2.4)
([2, Cor. 6.4] pour le second quasi-isomorphisme).
L’isomorphisme (2.4) se ge´ne´ralise ainsi :
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The´ore`me 2.3 (Nesterenko-Suslin, Totaro). — Supposons que
X = SpecK, ou` K est un corps. L’isomorphisme (2.4) et les produits
(2.1) induisent des isomorphismes
KMn (K)
∼
−→ Hn(K,Z(n))
KMn (K)/m
∼
−→ Hn(K,Z/m(n))
pour m > 0, ou` KMn de´signe la K-the´orie de Milnor..
De´monstration. — Voir [39] ou [48] pour le premier e´nonce´ ; le second
s’en de´duit puisque Hn+1(K,Z(n)) = 0.
Remarque 2.4. — L’isomorphisme (2.2) vaut pour i ≥ 2n, meˆme si X
n’est pas quasi-projectif. En effet, le terme de droite est l’aboutissement
d’une suite spectrale de coniveau [9, Rk. 5.1.3 (3)] qui, graˆce au the´ore`me
2.1, prend la forme suivante :
Ep,q1 =
⊕
x∈X(p)
Hq−p(k(x), A(n− p))⇒ Hp+q(X,A(n)).
On a H i(F,A(r)) = 0 pour i > r et tout corps F , car AF (r) est un
complexe concentre´ en degre´s ≤ r. On en de´duit de´ja` que H i(X,A(n)) =
0 pour i > 2n, et on a e´videmment CHn(X, p, A) = 0 pour p < 0. Quant
a` H2n(X,A(n)), il s’inse`re dans une suite exacte
En−1,n1
d1−→ En,n1 → H
2n(X,A(n))→ 0
qui s’identifie a` la suite exacte⊕
x∈X(1)
k(x)∗ ⊗A
Div
−→
⊕
x∈X(0)
A→ CHn(X)⊗ A→ 0
via (2.3) et (2.4) (l’identification de la diffe´rentielle d1 a` l’application
diviseurs est facile a` partir du the´ore`me 2.1 applique´ pour n = 1). D’autre
part, on calcule aise´ment que CHn(X, 0, A) = CHn(X)⊗A sans supposer
X quasi-projectif.
Le lemme suivant raffine une partie de la remarque 2.4 : sa de´mons-
tration est moins e´le´mentaire.
Lemme 2.5. — Le complexe ZX(n) est concentre´ en degre´s ≤ n : au-
trement dit, Hi(ZX(n)) = 0 pour i > n.
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De´monstration. — La the´orie cohomologique a` supports
(X, Y ) 7→ H∗Y (X,Z(n))
ve´rifie les axiomes COH1 et COH3 de [9] : le premier, “excision e´tale”,
re´sulte facilement du the´ore`me 2.1 b) et le second, invariance par homo-
topie, est de´montre´ dans [2, th. 2.1]. Il re´sulte alors de [9, cor. 5.1.11]
qu’elle ve´rifie la conjecture de Gersten (c’est de´ja` de´montre´ dans [2, th.
10.1]). En particulier, les faisceaux Hi(Z(n)) s’injectent dans leur fibre
ge´ne´rique, et on est re´duit au cas e´vident d’un corps de base.
2.2. Comparaisons. — A` partir de maintenant, X de´signe un k-
sche´ma lisse.
The´ore`me 2.6. — a) Si m est inversible dans k, il existe un quasi-
isomorphisme canonique
(Z/m)X(n)e´t
∼
−→ µ⊗nm .
b) Si k est de caracte´ristique p > 0 et r ≥ 1, il existe un quasi-isomor-
phisme canonique
(Z/pr)X(n)e´t
∼
−→ νr(n)[−n]
ou` νr(n) est le n-e`me faisceau de Hodge-Witt logarithmique.
c) Soit α la projection de Xe´t sur XZar. Alors la fle`che d’adjonction
QX(n)→ Rα∗QX(n)e´t
est un isomorphisme.
De´monstration. — a) et b) sont dus a` Geisser-Levine : a) est [18, th.
1.5] et b) est [17, th. 8.5] (si k est parfait : voir le corollaire A.7 en
ge´ne´ral) (1). c) est un fait ge´ne´ral pour un complexe de faisceaux Zariski
C de Q-espaces vectoriels sur un sche´ma normal S : on se rame`ne au cas
ou` S est local et ou` C = A[0] est un faisceau concentre´ en degre´ 0. Alors
A est un faisceau constant de Q-espaces vectoriels et cela re´sulte de [14,
th. 2.1].
De´finition 2.7. — Soit n ≥ 0. Pour l premier diffe´rent de car k, on
note
Ql/Zl(n) = lim−→
r
µ⊗nlr .
1. Cette dernie`re re´fe´rence indique que l’hypothe`se “X lisse sur k” devrait eˆtre
remplace´e par “X re´gulier de type fini sur k” dans une grande partie de ce texte.
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Pour l = car k, on note
Ql/Zl(n) = lim−→
r
νr(n)[−n].
Enfin, on note
Q/Z(n) =
⊕
l
Ql/Zl(n).
C’est un objet de la cate´gorie de´rive´e des groupes abe´liens sur le gros site
e´tale de Spec k.
Le the´ore`me 2.6 montre qu’on a un isomorphisme, pour tout X lisse
sur k :
(2.5) (Q/Z)X(n)e´t
∼
−→ (Q/Z)(n)|X .
Nous utiliserons cette identification dans la suite sans mention ulte´-
rieure.
On a alors :
Corollaire 2.8. — Pour tout i > n+1, l’homomorphisme de faisceaux
Zariski
Hi−1(Rα∗Q/Z(n))→H
i(Rα∗ZX(n)e´t)
e´manant du the´ore`me 2.6 a) et b) est un isomorphisme.
De´monstration. — Dans la suite exacte de faisceaux Zariski
Hi−1(Rα∗QX(n)e´t)→H
i−1(Rα∗Q/Z(n))
→Hi(Rα∗ZX(n)e´t)→H
i(Rα∗QX(n)e´t)
les deux termes extreˆmes sont nuls d’apre`s le the´ore`me 2.6 c) et le lemme
2.5.
2.3. Cohomologie e´tale de complexes non borne´s. — Si X est
un sche´ma de dimension cohomologique e´tale a priori non finie et si C
est un complexe de faisceaux e´tales sur X , non borne´ infe´rieurement,
la conside´ration de l’hypercohomologie H∗e´t(X,C) soule`ve au moins trois
difficulte´s :
1. une de´finition en forme ;
2. la commutation aux limites ;
3. la convergence de la suite spectrale d’hypercohomologie.
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Le premier proble`me est maintenant bien compris : il faut prendre une
re´solution K-injective, ou fibrante, de C, cf. par exemple Spaltenstein
[45, Th. 4.5 et Rem. 4.6].
Le second et le troisie`me proble`mes sont plus de´licats. Dans le cas de
Z(n), le second et implicitement le troisie`me est re´solu dans [32, §B.3 p.
1114] (pour la cohomologie motivique de Suslin-Voevodsky). Rappelons
l’argument : en utilisant le the´ore`me 2.6, on peut inse´rer Rα∗ZX(n)e´t
dans un triangle exact
Rα∗ZX(n)e´t → QX(n)→ Rα∗(Q/Z)X(n)e´t
+1
−→ .
Si X est de dimension de Krull finie, l’hypercohomologie Zariski du
second terme se comporte bien, et celle du troisie`me terme aussi puisque
c’est l’hypercohomologie e´tale d’un complexe borne´.
2.4. Conjecture de Beilinson-Lichtenbaum. — Cette conjecture
concerne la comparaison entre H∗(X,A(n)) et H∗e´t(X,A(n)), pour A =
Z/m, cf. [18, th. 1.6]. Si m est une puissance d’un nombre premier l 6=
car k, elle est e´quivalente d’apre`s Geisser-Levine [18] a` la conjecture de
Bloch-Kato en poids n (pour le nombre premier l) ; donc en poids 2, au
the´ore`me de Merkurjev-Suslin. Sur un corps de caracte´ristique ze´ro, ceci
avait e´te´ ante´rieurement de´montre´ par Suslin-Voevodsky [47].
De plus, pour l = car k, une version de cette conjecture est de´montre´e
par Geisser et Levine dans [17], cf. the´ore`me A.5. En ajoutant a` tout
ceci le the´ore`me 2.6 c), la conjecture de Beilinson-Lichtenbaum en poids
n se retraduit en un triangle exact [49, Th. 6.6]
(2.6) ZX(n)→ Rα∗ZX(n)e´t → τ≥n+2Rα∗ZX(n)e´t → ZX(n)[1].
Ce triangle exact contient l’e´nonce´ (“Hilbert 90 en poids n”) :
Hn+1(Rα∗ZX(n)e´t) = 0.
2.5. Une suite exacte. —
Proposition 2.9. — Notons H3e´t(Q/Z(2)) le faisceau Zariski associe´ au
pre´faisceau U 7→ H3e´t(U,Q/Z(2). Pour toute k-varie´te´ lisse X, on a une
suite exacte courte :
(2.7) 0→ CH2(X)→ H4e´t(X,Z(2))→ H
0(X,H3e´t(Q/Z(2)))→ 0.
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De´monstration. — En prenant l’hypercohomologie de Zariski de X a` va-
leurs dans le triangle (2.6) pour n = 2, on trouve une suite exacte
0→ H4(X,Z(2))→ H4e´t(X,Z(2))
→ H0(X,R4α∗Z(2)e´t)→ H
5(X,Z(2)).
D’apre`s la remarque 2.4, on a H4(X,Z(2)) = CH2(X) et H5(X,Z(2))
= 0. D’autre part, le triangle exact
ZX(2)e´t → QX(2)e´t → (Q/Z)X(2)e´t
provenant du the´ore`me 2.6 donne une longue suite exacte de faisceaux
R3α∗QX(2)e´t → R
3α∗(Q/Z)X(2)e´t → R
4α∗ZX(2)e´t → R
4α∗QX(2)e´t.
On a R3α∗QX(2)e´t = R
4α∗QX(2)e´t = 0 puisque ZX(2) est concentre´
en degre´s ≤ 2, cf. the´ore`me 2.6 c). Ce qui conclut, via l’isomorphisme
(2.5).
Remarques 2.10. — 1) La suite exacte (2.7) apparaˆıt dans [28, Th.
1.1, e´q. (9)], avec Z(2) remplace´ par le complexe de Lichtenbaum Γ(2) ;
a` la 2-torsion pre`s, elle est de´ja` chez Lichtenbaum [38, Th. 2.13 et rem.
2.14]. Il est probable qu’on a un isomorphisme
(2.8) Γ(2, X) ≃ τ≥1
(
z2(X, •)[−4]
)
dans D(XZar) pour tout k-sche´ma lisse X .
(2) Une fonctorialite´ suffisante
de cet isomorphisme impliquerait qu’il peut s’e´talifier. Dans [5, Th. 7.2],
un isomorphisme (2.8) est construit pour X = Spec k. Mais (2.8) ne
semble pas apparaˆıtre dans la litte´rature en ge´ne´ral.
2) En se reposant sur la conjecture de Bloch-Kato en poids 3, on obtient
de la meˆme manie`re une suite exacte
0→ H2(X,K3)→ H
5
e´t(X,Z(3))→ H
0(X,H4e´t(Q/Z(3))
→ CH3(X)→ H6e´t(X,Z(3)).
Cette suite apparaˆıt dans [30, Rem. 4.10], sauf que le premier terme
est H5(X,Z(3)) ; son identification avec H2(X,K3) se fait a` l’aide de la
suite spectrale de coniveau de la remarque 2.4.
2. Par ailleurs, la conjecture de Beilinson-Soule´ pre´dit que Z(2)→ τ≥1Z(2) est un
quasi-isomorphisme, mais elle n’a pas d’importance pour ce travail.
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2.6. D’autres suites exactes. —
Proposition 2.11. — On a des suites exactes
0→ H3(X,Z/m(2))→ H3e´t(X,Z/m(2))→ H
0(X,H3e´t(Z/m(2)))
→ CH2(X)⊗ Z/m→ H4e´t(X,Z/m(2))
(m > 0),
0→ H3(X,Q/Z(2))→ H3e´t(X,Q/Z(2))→ H
0(X,H3e´t(Q/Z(2)))
→ CH2(X)⊗Q/Z→ H4e´t(X,Q/Z(2)).
De´monstration. — Elle s’obtiennent comme dans la preuve de la propo-
sition 2.9 en prenant la cohomologie des triangles exacts
Z/m(2)→ Rα∗(Z/m)e´t(2)→ τ≥3Rα∗(Z/m)e´t(2)
+1
−→
Q/Z(2)→ Rα∗(Q/Z)e´t(2)→ τ≥3Rα∗(Q/Z)e´t(2)
+1
−→
obtenus en tensorisant (2.6) par Z/m ou Q/Z au sens de´rive´.
On reconnaˆıt donc dans H3(X,Z/m(2)) le groupe NH3e´t(X,Z/m(2))
de Suslin [46, §4]. On peut sans doute montrer que la seconde suite exacte
co¨ıncide avec celle de [11, p. 790, rem. 2].
3. Cohomologie l-adique et p-adique
Dans cette section, k est un corps quelconque, de caracte´ristique p ≥ 0.
3.1. Classe de cycle l-adique et p-adique. — Soit l un nombre
premier quelconque. Pour toute k-varie´te´ lisse X , on a des applications
“classe de cycle l-adique”
(3.1) H ie´t(X,Z(n))⊗ Zl → H
i
cont(X,Zl(n)).
Ces homomorphismes proviennent d’un morphisme de complexes (dans
la cate´gorie de´rive´e de la cate´gorie des complexes de faisceaux sur Xe´t)
(3.2) ZX(n)e´t
L
⊗Zl → Zl(n)
c
X
ou`
Zl(n)
c
X =
{
R lim
←−
µ⊗nlr si l 6= p
R lim←− νr(n)[−n] si l = p.
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Cette construction est de´crite dans [29, §1.4, en part. (1.8)] pour l 6= p
et dans [30, §3.5] pour l = p. Elle repose sur celles de Geisser-Levine aux
crans finis dans [18] pour l 6= p et dans [17, de´m. du th. 8.3] pour l = p.
Remarque 3.1. — Pour l 6= p et i = 2n, la compose´e de (3.1) avec
l’homomorphisme CHn(X)⊗ Zl → H
2n
e´t (X,Z(n)) ⊗ Zl (2.7) n’est autre
que la classe de cycle de Jannsen [24, Lemma 6.14] : cela re´sulte de
la construction meˆme dans [18] de l’isomorphisme du the´ore`me 2.6 a).
Pour l = p, il est moins clair que (3.1) soit compatible avec la classe
de cycle de Gros [19, p. 50, de´f. 4.1.7 et p. 55, prop. 4.2.33]. Cela doit
pouvoir se ve´rifier directement ; comme je n’en aurai pas besoin, je laisse
cet “exercice” aux lecteurs inte´resse´s.
Notons les isomorphismes e´vidents :
(3.3) Zl(n)
c
X
L
⊗Z/lr
∼
−→
{
µ⊗nlr si l 6= p
νr(n)[−n] si l = p.
De´finition 3.2. — On note respectivement KX(n)e´t et KX(n) le choix
d’un coˆne du morphisme (3.2) et du morphisme compose´
ZX(n)
L
⊗Zl → Rα∗ZX(n)e´t
L
⊗Zl → Rα∗Zl(n)
c
X
de sorte qu’on a un morphisme
KX(n)→ Rα∗KX(n)e´t
compatible avec le morphisme ZX(n)
L
⊗Zl → Rα∗ZX(n)e´t
L
⊗Zl.
Remarque 3.3. — Rappelons que KX(n) et KX(n)e´t ne sont uniques
qu’a` isomorphisme non unique pre`s ; le morphismeKX(n)→ Rα∗KX(n)e´t
n’a pas non plus d’unicite´ particulie`re. En particulier, ces choix ne sont
fonctoriels en X que pour les immersions ouvertes : cela suffira pour nos
besoins ici. Toutefois, on pourrait faire des choix plus rigides (fonctoriels
pour les morphismes quelconques entre sche´mas lisses), quitte a` travailler
dans des cate´gories de mode`les convenables.
En vertu du the´ore`me 2.6, (3.3) implique imme´diatement :
Proposition 3.4. — Le morphisme (3.2)⊗Z/lr est un isomorphisme
pour tout entier r ≥ 1. Autrement dit, les faisceaux de cohomologie de
KX(n)e´t sont uniquement l-divisibles.
14 BRUNO KAHN
Corollaire 3.5. — Pour tout (X, i, n), le noyau de (3.1) est l-divisible
et son conoyau est sans l-torsion.
De´monstration. — On a une suite exacte
H i−1e´t (X,K(n))→ H
i
e´t(X,Z(n))⊗Zl → H
i
cont(X,Zl(n))→ H
i
e´t(X,K(n))
(ou` H∗e´t(X,K(n)) := H
∗
e´t(X,KX(n)e´t)), dont les termes extreˆmes sont
uniquement divisibles.
3.2. De´monstration du the´ore`me 1.1 : premie`re partie. — On
va de´montrer :
Proposition 3.6. — Soit C le conoyau de (1.1). On a une surjection
(3.4) H0(X,H3e´t(Ql/Zl(2))) −→ Ctors
de noyau divisible.
De´monstration. — Utilisons la suite exacte (2.7) : en chassant dans le
diagramme commutatif de suites exactes
0→ K −−−→ CH2(X)⊗ Zl −−−→ H
4
cont(X,Zl(2)) −−−→ C →0y y =y y
0→Ke´t −−−→ H
4
e´t(X,Z(2))⊗ Zl −−−→ H
4
cont(X,Zl(2)) −−−→ Ce´t→0
(de´finissant K,Ke´t, C et Ce´t), on en de´duit une suite exacte
(3.5) 0→ K → Ke´t → H
0(X,H3e´t(Ql/Zl(2)))→ C → Ce´t → 0.
On conclut en utilisant le corollaire 3.5.
3.3. Suites spectrales de coniveau. — Soit C un complexe de fais-
ceaux Zariski sur X . Par une technique bien connue remontant a` Gro-
thendieck et Hartshorne (cf. [9, 1.1]) on obtient une suite spectrale
Ep,q1 =
⊕
x∈X(p)
Hp+qx (X,C)⇒ H
p+q(X,C).
Cette suite spectrale est clairement naturelle en C ∈ D(XZar). On
notera de manie`re suggestive :
Ep,q2 = A
p(X,Hq(C))
de sorte qu’on a des morphismes “edge”
(3.6) Hn(X,C)→ A0(X,Hn(C)).
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Lorsque C ve´rifie la conjecture de Gersten, on a des isomorphismes
canoniques
Ap(X,Hq(C)) ≃ Hp(X,Hq(C)).
D’apre`s [9, cor. 5.1.11] c’est le cas pour C = Rα∗Zl(n)
c
X . En effet, pour
l 6= p, la the´orie cohomologique a` supports correspondante ve´rifie les
axiomes COH1 (excision e´tale, on dit maintenant Nisnevich) et COH3
(invariance par homotopie) de [9] ; pour l = p, elle ve´rifie COH1 et
COH5. Ce dernier axiome est la “formule du fibre´ projectif” : il re´sulte
de [19]. Si k est un corps fini, il faut adjoindre a` ces axiomes l’axiome
COH6 de [9, p. 64] (existence de transferts pour les extensions finies) :
il est standard.
C’est e´galement le cas pour C = ZX(n), cf. preuve du lemme 2.5. Par
contre ce n’est pas clair pour C = KX(n) : en effet, la re`gle (X, Y ) 7→
H∗Y (X,K(n)) ne de´finit pas une the´orie cohomologique a` supports sans
un choix cohe´rent des coˆnes KX(n). Plus pre´cise´ment, cette re`gle n’est
pas a priori fonctorielle en (X, Y ) pour les morphismes quelconques de
paires. On ne peut donc pas lui appliquer la the´orie de Bloch-Ogus–
Gabber de´veloppe´e dans [9]. La conside´ration des suites spectrales de
coniveau va nous permettre de contourner ce proble`me.
3.4. Un encadrement de la cohomologie non ramifie´e. — L’iden-
tification du noyau de (3.4) est plus de´licate. A` titre pre´paratoire, on va
pousser l’analyse du nume´ro 3.1 un peu plus loin en faisant intervenir la
conjecture de Bloch-Kato en degre´ n.
Par l’axiome de l’octae`dre (et la conjecture de Bloch-Kato, cf. (2.6)),
on a un diagramme commutatif de triangles distingue´s dans D(XZar), ou`
KX(n) et KX(n)e´t ont e´te´ introduits dans la de´finition 3.2
ZX(n)
L
⊗Zl −−−→ Rα∗Zl(n)
c
X −−−→ KX(n)y ||y fy
Rα∗ZX(n)e´t
L
⊗Zl −−−→ Rα∗Zl(n)
c
X −−−→ Rα∗KX(n)e´ty y y
τ≥n+2Rα∗ZX(n)e´t
L
⊗Zl −−−→ 0 −−−→ C
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et ou` C est par de´finition “le” coˆne de f . On a donc un zig-zag d’isomor-
phismes
C
∼
−→ τ≥n+2Rα∗ZX(n)e´t
L
⊗Zl[1]
∼
←− τ≥n+1Rα∗(Ql/Zl)(n)e´t
ou` l’isomorphisme de gauche provient du diagramme ci-dessus, et celui
de droite provient du corollaire 2.8. D’ou` un triangle exact
KX(n)→ Rα∗KX(n)e´t → τ≥n+1Rα∗(Ql/Zl)(n)e´t
+1
−→ .
Comme le deuxie`me terme est uniquement divisible (proposition 3.4)
et que le troisie`me est de torsion, cela montre que
KX(n)⊗Q
∼
−→ Rα∗KX(n)e´t.
On en de´duit :
Lemme 3.7. — Soit l 6= p. Sous la conjecture de Bloch-Kato en degre´
n, le groupe H i(X,K(n)) est uniquement divisible pour i ≤ n et on a une
suite exacte courte
(3.7) 0→ Hn+1(X,K(n))⊗Q/Z→ H0(X,Hn+1(Ql/Zl(n)))
→ Hn+2(X,K(n))tors → 0.
Le meˆme e´nonce´ vaut pour l = p, en utilisant le the´ore`me A.5.
Le point est maintenant d’identifier les termes extreˆmes de (3.7) a` des
groupes plus concrets : nous n’y parvenons que pour n = 2 au §3.6. Mais
pour n quelconque, notons la suite exacte
(3.8) 0→ Coker
(
Hn+2(X,Z(n))⊗ Zl → H
n+2
cont (X,Zl(n))
)
→ Hn+2(X,K(n))→ Hn+3(X,Z(n))⊗ Zl
et les homomorphismes e´vidents :
(3.9) Hn+1(X,K(n))
α
→ A0(X,Hn+1(K(n)))
β
← A0(X,Hn+1cont (Zl(n)))
ou` α est l’homomorphisme (3.6). La suite exacte (3.8) en induit une sur
les sous-groupes de torsion. Pour n = 2, le dernier terme est nul : on
retrouve ainsi la proposition 3.6. Pour n > 2, la premie`re fle`che de (3.8)
n’a plus de raison d’eˆtre surjective sur la torsion. Notons tout de meˆme
que pour n = 3, le dernier terme de (3.8) n’est autre que CH3(X)⊗ Zl
(comparer a` la remarque 2.10).
D’autre part :
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Lemme 3.8. — L’homomorphisme β de (3.9) est un isomorphisme
pour tout n ≥ 0.
De´monstration. — Dans le diagramme commutatif⊕
x∈X(0)
Hn+1x (X,Zl(n)) −−−→
⊕
x∈X(1)
Hn+2x (X,Zl(n))y y⊕
x∈X(0)
Hn+1x (X,K(n)) −−−→
⊕
x∈X(1)
Hn+2x (X,K(n))
les deux fle`ches verticales sont des isomorphismes. En effet, elle s’inse`rent
dans des suites exactes du type
Hn+1x (X,Z(n))⊗ Zl→H
n+1
x (X,Zl(n))→H
n+1
x (X,K(n))→H
n+2
x (X,Z(n))⊗ Zl
Hn+2x (X,Z(n))⊗ Zl→H
n+2
x (X,Zl(n))→H
n+2
x (X,K(n))→H
n+3
x (X,Z(n))⊗ Zl
ou` dans la premie`re suite, x est de codimension 0 et dans la seconde
suite, x est de codimension 1. Sans perte de ge´ne´ralite´, on peut supposer
X connexe et alors, pour son point ge´ne´rique η (cf. the´ore`me 2.1 a)) :
H iη(X,Z(n)) := lim−→
U
H i(U,Z(n))
∼
−→ H i(k(X),Z(n)) = 0 pour i > n.
Pour x de codimension 1, on a
H ix(X,Z(n)) := lim−→
U∋x
H iZU (U,Z(n))
ou` ZU = {x} ∩ U . Graˆce au the´ore`me 2.1 b) et a), cette limite devient
lim
−→
U∋x
H i−2(ZU ,Z(n− 1)) = H
i−2(k(x),Z(n− 1)) = 0 pour i− 2 > n− 1.
Le lemme en de´coule.
3.5. Cohomologie a` supports de K(n). — On aura aussi besoin des
deux lemmes suivants au prochain nume´ro :
Lemme 3.9. — Soit l 6= car k.
Soit Y ⊂ X un couple lisse de codimension d. Alors il existe des isomor-
phismes
H i−2dZar (Y,K(n− d))
∼
−→ H iY (X,K(n)) (n ≥ 0, i ∈ Z)
contravariants pour les immersions ouvertes U →֒ X.
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Attention : ce lemme affirme l’existence d’isomorphismes de purete´,
mais ne dit rien sur leur caracte`re canonique ou fonctoriel au-dela` de la
contravariance e´nonce´e. (On peut faire en sorte qu’ils soient contrava-
riants pour les morphismes quelconques entre varie´te´s lisses, mais c’est
plus technique et inutile ici.)
De´monstration. — Notons i l’immersion ferme´e Y → X . On remarque
que le diagramme de D(YZar)
Z(n− d)Y ⊗ Zl[−2d]
cln−d
Y−−−→ Rα∗Zl(n− d)
c
Y [−2d]
f
y gy
Ri!ZarZ(n)X ⊗ Zl
clnX−−−→ Rα∗Ri
!
e´tZl(n)
c
X
ou` f est induit par le the´ore`me 2.1 b) et g est donne´ par le the´ore`me
de purete´ en cohomologie e´tale, est commutatif : cela re´sulte tautologi-
quement de la construction des classes de cycles motiviques dans [18].
Par conse´quent, ce diagramme s’e´tend en un diagramme commutatif de
triangles exacts
Z(n− d)Y ⊗ Zl[−2d]
cln−d
Y−−−→ Rα∗Zl(n− d)
c
Y [−2d]→K(n− d)Y [−2d]
+1
−→
f
y gy hy
Ri!ZarZ(n)X ⊗ Zl
clnX−−−→ Rα∗Ri
!
e´tZl(n)
c
X → Ri
!
ZarK(n)X
+1
−→
(Rien n’est dit sur un choix privile´gie´ de h.) Comme f et g sont des
quasi-isomorphismes, h en est un aussi, d’ou` l’e´nonce´.
Comme h est un morphisme dans la cate´gorie de´rive´e des faisceaux
Zariski sur Y , la contravariance annonce´e est tautologique pour U →֒ X
tel que U ∩ Y 6= ∅, et elle est sans contenu lorsque U ∩ Y = ∅.
Lemme 3.10. — Soit l = p = car k.
Soit Y ⊂ X un couple lisse de codimension d. Alors il existe des homo-
morphismes
H i−2d(Y,K(n− d))
hi
−→ H iY (X,K(n)) (n ≥ 0, i ∈ Z)
contravariants pour les immersions ouvertes U →֒ X. Ce sont des iso-
morphismes pour i ≤ n + d.
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De´monstration. — On raisonne comme dans la de´monstration du lemme
3.9, en utilisant cette fois le the´ore`me 2.6 b) et les re´sultats de Gros [19].
D’apre`s [19, (3.5.3) et th. 3.5.8], on a
(3.10) Rqi!νr(n) =
{
0 si q 6= d, d+ 1
νr(n− d) si q = d.
La formule (3.10) et sa compatibilite´ aux classes de cycles motiviques
(elle est a` la base de leur construction) fournit un diagramme commutatif
dans D(YZar)
(3.11)
Z(n− d)Y ⊗ Zp −−−→ Rα∗Zp(n− d)
c[−2d]
f
y gy
Ri!ZarZ(n)X ⊗ Zp −−−→ Rα∗Ri
!
e´tZp(n)
c.
Il en re´sulte un morphisme
K(n− d)Y
h
−→ Ri!ZarK(n)X
comple´tant le carre´ ci-dessus en un diagramme commutatif de triangles
exacts. Ceci fournit les homomorphismes hi du lemme.
Dans le diagramme (3.11), f est un isomorphisme (the´ore`me 2.1 b)).
Par (3.10), le coˆne de g est acyclique en degre´s ≤ n+ d. Par conse´quent,
le coˆne de h est acyclique en degre´s ≤ n + d, ce qui donne la bijectivite´
de hi pour i ≤ n + d.
3.6. Fin de la de´monstration du the´ore`me 1.1. — On prend main-
tenant n = 2. Le re´sultat principal est :
Proposition 3.11. — Pour n = 2, l’homomorphisme α de (3.9) est
surjectif de noyau A1(X,H2(K(2))), uniquement divisible.
De´monstration. — Notons Ea,b2 = A
a(X,Hb(K(n)) : c’est la cohomologie
d’un certain complexe de Cousin.
En utilisant les lemmes 3.9 et 3.10, on trouve que Ea,b1 = 0 pour
l 6= p : a > 2 et a + b < 2a ; a = 2 et a+ b ≤ 4.
l = p : a > 2 et a + b < 2 + a ; a = 2 et a+ b ≤ 4.
(En particulier, E2,22 = 0 puisque K(0) = 0 !) On en de´duit une suite
exacte
(3.12)
0→ A1(X,H2(K(2)))→ H3(X,K(2))→ A0(X,H3(K(2)))→ 0.
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Mais A1(X,H2(K(2))) est l’homologie du complexe
E0,21 → E
1,2
1 → E
2,2
1
dont tous les termes sont encore dans le domaine d’application des
lemmes 3.9 et 3.10 (isomorphismes de purete´). D’apre`s le lemme 3.7, ils
sont uniquement divisibles, ainsi donc que E1,22 .
Le the´ore`me 1.1 re´sulte maintenant de la proposition 3.6, du lemme
3.7, du lemme 3.8 et de la proposition 3.11.
3.7. Un comple´ment. — Notons pour conclure :
Lemme 3.12. — Le Zl-module H
0(X,H3cont(Zl(2))) est sans torsion.
De´monstration. — On fait comme dans [12, th. 3.1] (cet argument re-
monte a` Bloch-Srinivas [7] pour la cohomologie de Betti) : le the´ore`me de
Merkurjev-Suslin implique que le faisceau H3cont(Zl(2)) est sans torsion.
(Pour l = p, utiliser [17].)
4. Cas d’un corps de base se´parablement clos
Soient k un corps se´parablement clos et X une k-varie´te´ lisse. On veut
pre´ciser le the´ore`me 1.1 dans ce cas, toujours dans l’esprit de Colliot-
The´le`ne–Voisin [12].
4.1. Lien avec les cycles de Tate. — Le lemme suivant est de´montre´
dans [10]. Il montre que les cycles de Tate entiers fournissent un bon
analogue des cycles de Hodge entiers conside´re´s dans [12] :
Lemme 4.1. — Soient G un groupe profini et M un Zl-module de type
fini muni d’une action continue de G. Soit
M (1) =
⋃
U
MU
ou` U de´crit les sous-groupes ouverts de G. AlorsM/M (1) est sans torsion.
On en de´duit :
Lemme 4.2. — Supposons que k soit la cloˆture se´parable d’un corps de
type fini et que l 6= car k. Alors le groupe fini Ctors du the´ore`me 1.1 est
aussi le sous-groupe de torsion de
Coker
(
CH2(X)⊗ Zl → H
4
cont(X,Zl(2))
(1)
)
.
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Sous la conjecture de Tate, ce conoyau est entie`rement de torsion (pour
X non ne´cessairement propre, cf. Jannsen [25, p. 114, th. 7.10 a)]).
On peut d’ailleurs supprimer l’hypothe`se que k soit la cloˆture se´parable
d’un corps de type fini. En ge´ne´ral, e´crivons k =
⋃
α kα, ou` kα de´crit
l’ensemble (ordonne´ filtrant) des cloˆtures se´parables des sous-corps de
type fini de k sur lesquels X est de´finie. Pour tout α, notons Xα le kα-
mode`le de X correspondant. Si kα ⊂ kβ, on a des isomorphismes
H4cont(Xα,Zl(2))
∼
−→ H4cont(Xβ,Zl(2))
∼
−→ H4cont(X,Zl(2))
et on peut de´finir
H4cont(X,Zl(2))
(1) := lim−→
α
H4cont(Xα,Zl(2))
(1).
Il s’agit en fait d’une limite inductive d’isomorphismes puisque, si X
est de´finie sur k0α ⊂ kα de type fini et de cloˆture se´parable kα et que
kβ ⊃ kα, l’homomorphisme Gal(kβ/kβk
0
α)→ Gal(kα/k
0
α) est surjectif.
4.2. Lien avec le groupe de Griffiths. — Si k = C et X
est projective, Colliot-The´le`ne et Voisin ont e´tabli un lien entre
H0(X,H3(Q/Z(2))) et le groupe de Griffiths dans [12, §4.2]. Reprenons
cette ide´e en l’amplifiant un peu.
Voici d’abord une de´finition de groupes de Griffiths et de groupes
d’e´quivalence homologique dans le contexte l-adique. Supposons k se´-
parablement clos si l 6= car k, et k alge´briquement clos si l = car k. Par
un argument bien connu de Bloch ([6, lemma 7.10], [1, Lect. 1, lemma
1.3]), pour toute k-varie´te´ lisse X , le sous-groupe de CHn(X) forme´ des
cycles alge´briquement e´quivalents a` ze´ro est l-divisible ; les diagrammes
commutatifs
CHn(X)⊗ Zl
cln
−−−→ H2ncont(X,Zl(n))y y
CHn(X)⊗ Z/ls
clns−−−→ H2ne´t (X,Z/l
s(n))
et l’isomorphisme
(4.1) H2ncont(X,Zl(n))
∼
−→ lim
←−
s
H2ne´t (X,Z/l
s(n))
montrent donc que clns et cl
n se factorisent a` travers l’e´quivalence alge´-
brique.
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(Pre´cisons. L’isomorphisme (4.1) est valable pourvu que le syste`me
projectif (H2n−1e´t (X,Z/l
s(n)))s≥1 soit de Mittag-Leffler. Pour l 6= car k
c’est vrai parce que les termes sont finis ; pour l = car k et X projective
c’est explique´ dans [11, p. 783], donc il faut a priori supposerX projective
dans ce cas.)
Ceci donne un sens a` :
De´finition 4.3. — Soit X une k-varie´te´ lisse ou` k est se´parablement
clos si l 6= car k et alge´briquement clos si l = car k ; dans ce dernier cas,
on suppose aussi X projective. Soit A ∈ {Zl,Ql,Z/l
n,Ql/Zl}. On note
Griffn(X,A) = Ker
(
Analg(X)⊗A
cln
−→ H2ncont(X,A(n))
)
Anhom(X,A) = Im
(
Analg(X)⊗ A
cln
−→ H2ncont(X,A(n))
)
.
Remarque 4.4. — Si k = C, on a Griffn(X,Zl) = Griff
n(X)⊗ Zl par
l’isomorphisme de comparaison entre cohomologies de Betti et l-adique,
ou` Griffn(X) est de´fini a` l’aide de la cohomologie de Betti.
On a la version l-adique de [6, th. 7.3] :
Proposition 4.5. — Supposons l 6= car k. Notons Analg(X) le groupe des
cycles de codimension n sur X modulo l’e´quivalence alge´brique. Dans la
suite spectrale de coniveau
Ep,qr ⇒ H
p+q(X,Zl(n))
pour la cohomologie l-adique de X, on a un isomorphisme
Analg(X)⊗ Zl
∼
−→ En,n2
induit par l’isomorphisme
Zn(X)⊗ Zl
∼
−→ En,n1
donne´ par les isomorphismes de purete´.
De´monstration. — C’est la meˆme que celle de [6, preuve du th. 7.3], mu-
tatis mutandis. Plus pre´cise´ment, la premie`re e´tape est identique. Dans
la deuxie`me e´tape, on remplace la de´singularisation a` la Hironaka des
cycles de codimension n de X par une de´singularisation a` la de Jong
[15, th. 4.1] ; pour obtenir des re´sultats entiers, on utilise le the´ore`me
de Gabber [16] disant qu’on peut trouver une telle de´singularisation de
degre´ premier a` l. Enfin, l’argument transcendant de [6] pour prouver
que e´quivalences alge´brique et homologique co¨ıncident pour les diviseurs
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sur une varie´te´ lisse Y est remplace´ par le suivant : par [6, lemme 7.10],
le noyau de CHn(Y )→ Analg(Y ) est l-divisible, donc les suites exactes de
Kummer
Pic(X)
ln
−→ Pic(X)→ H2(X,Z/ln(1))
de´finissent des injections
0→ A1alg(X)/l
n → H2(X,Z/ln(1))
d’ou` a` la limite
0→ A1alg(X)⊗ Zl → H
2
cont(X,Zl(1))
puisque A1alg(X) est un Z-module de type fini.
Notons que ces arguments ne ne´cessitent pas que X soit projective
(pour le dernier, cf. [33, th. 3]). Si le the´ore`me de Gabber n’e´vitait pas
l = p, la de´monstration s’e´tendrait a` ce nombre premier.
Convention 4.6. — A` partir de maintenant, l est suppose´ diffe´rent de
car k sauf mention expresse du contraire. La raison essentielle pour cela
est que cette restriction apparaˆıt dans la proposition 4.5 (cf. le commen-
taire ci-dessus).
Corollaire 4.7 (cf. [12, th. 2.7]). — On a une suite exacte
H3cont(X,Zl(2))
α
−→ H0(X,H3cont(Zl(2)))→ Griff
2(X,Zl)→ 0.
De´monstration. — Cela re´sulte de la suite exacte
H3cont(X,Zl(2))→ E
0,3
2 → E
2,2
2
c
−→ H4cont(X,Zl(2))
provenant de la suite spectrale de Bloch-Ogus en poids 2, de l’identi-
fication de E0,32 a` H
0(X,H3cont(Zl(2))), de celle de E
2,2
2 a` A
2
alg(X) ⊗ Zl
(proposition 4.5) et de celle de c a` l’application classe de cycle.
L’analogue complexe du corollaire suivant devrait figurer dans [12] :
Corollaire 4.8. — a) On a une suite exacte, modulo des groupes finis :
H3cont(X,Zl(2))⊗Q/Z→ H
0(X,H3(Ql/Zl(2))
→ Griff2(X,Zl)⊗Q/Z→ 0
(cf. de´finition 4.3).
b) Le groupe H0(X,H3(Ql/Zl(2)) est de´nombrable.
c) Si car k = 0, il existe X/k projective lisse telle que son corang soit
infini pour l convenable.
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(Pre´cisons : “modulo des groupes finis” signifie “dans la localisation
de la cate´gorie des groupes abe´liens relative a` la sous-cate´gorie e´paisse
des groupes abe´liens finis”.)
De´monstration. — a) re´sulte du the´ore`me 1.1 et du corollaire 4.7. Pour
b), le terme de gauche dans la suite de a) est de cotype fini, donc
de´nombrable, et le terme de droite l’est aussi (proprie´te´ classique des
cycles modulo l’e´quivalence alge´brique). Enfin, d’apre`s Schoen [42], on a
des exemples deX et de nombres premiers l (meˆme sur Q¯) ou` Griff2(X)/l
est infini ; en utilisant [12, prop. 4.1] (voir aussi corollaire 4.15 du pre´sent
article), on en de´duit que Griff2(X)⊗Ql/Zl est de corang infini.
4.3. Quelques calculs de groupes de torsion. — On veut mainte-
nant pre´ciser le corollaire 4.8 a) en de´crivant explicitement le noyau de
l’application H3cont(X,Zl(2))⊗Q/Z→ H
0(X,H3cont(Zl(2)))⊗Q/Z.
De´finition 4.9. — Soit A un Zl-module de la forme Zl,Ql,Z/l
n,Ql/Zl.
On note NH3cont(X,A) le premier cran de la filtration par le coniveau
sur H3cont(X,A) et
H3tr(X,A) =
H3cont(X,A)
NH3cont(X,A)
.
Si on a un twist a` la Tate, on note NH3cont(X,A(n)) := NH
3
cont(X,A)(n).
Notons que NH3cont(X,A(2)) = H
3(X,A(2)) (cohomologie motivique
de Nisnevich) pour A = Z/ln ou Ql/Zl, d’apre`s la proposition 2.11.
Remarque 4.10. — Si X est propre, les Zl-modules H
3
tr(X,A) sont des
invariants birationnels de X , avec l’action de Gal(k/k0) si X est de´fini
sur un sous-corps k0 de cloˆture se´parable k. C’est duˆ a` Grothendieck [22,
9.4].
Le lemme 3.12 implique :
Lemme 4.11. — Le Zl-module de type fini H
3
tr(X,Zl(2)) est sans tor-
sion.
Par de´finition de NH3cont(X,Zl(2)), la suite exacte du corollaire 4.7 se
raffine en une suite exacte :
0→ H3tr(X,Zl(2))→ H
0(X,H3cont(Zl(2)))→ Griff
2(X,Zl)→ 0
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qui montre incidemment que Griff2(X,Zl) est un invariant birationnel
pour X propre et lisse (cf. remarque 4.10). En re´utilisant le lemme 3.12,
on en de´duit :
Proposition 4.12. — On a une suite exacte
0→ Griff2(X,Zl)tors → H
3
tr(X,Zl(2))⊗Q/Z
→ H0(X,H3cont(Zl(2)))⊗Q/Z→ Griff
2(X,Zl)⊗Q/Z→ 0.
Remarque 4.13. — Dans cette remarque, nous adoptons la convention
contravariante pour les motifs purs sur un corps. Supposons que X , de
dimension d, ve´rifie la conjecture standard C et la conjecture de nilpo-
tence suivante : l’ide´al Ker(CHd(X × X) ⊗ Q → Adnum(X × X) ⊗ Q)
de l’anneau des correspondances de Chow est nilpotent. Ces proprie´te´s
sont ve´rifie´es par exemple si X est une varie´te´ abe´lienne : Lieberman-
Kleiman [37] pour la premie`re et Kimura [36] pour la seconde. Alors
le motif nume´rique de X admet une de´composition de Ku¨nneth, qui se
rele`ve en une de´composition de Chow-Ku¨nneth de son motif de Chow :
h(X) =
2d⊕
i=0
hi(X).
Mais le the´ore`me de semi-simplicite´ de Jannsen [26] implique que
chaque facteur nume´rique hinum(X) admet une de´composition plus fine,
provenant de sa de´composition isotypique :
hinum(X) =
i/2⊕
j=0
hi,jnum(X)(−j)
ou` hi,jnum(X) est effectif mais aucun facteur simple de h
i,j
num(X)(1) n’est
effectif. Cette de´composition se rele`ve de nouveau pour donner une de´-
composition de Chow-Ku¨nneth raffine´e (cf. [34, th. 7.7.3]) :
h(X) =
2d⊕
i=0
i/2⊕
j=0
hi,j(X)(−j).
Notons Ab la cate´gorie des groupes abe´liens, A le quotient de Ab par
la sous-cate´gorie e´paisse des groupes abe´liens d’exposant fini et, pour
tout anneau commutatif R, Chow(k, R) la cate´gorie des motifs de Chow
a` coefficients dans R. On observe que le foncteur
Hom(−,−) : Chow(k,Z)op × Chow(k,Z)→ Ab
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s’e´tend en un foncteur
Hom(−,−) : Chow(k,Q)op × Chow(k,Q)→ A.
Par construction, H3tr(X,Ql) = H
∗
cont(h
3,0(X),Ql). Au moins si d = 3,
on peut montrer que, d’autre part,
Griff2(X,Zl) ≃ Hom(h
3,0(X),  L)⊗ Zl
ou`  L est le motif de Lefschetz et l’isomorphisme est dans A. Ainsi, la
proposition 4.12 et le the´ore`me 1.1 montrent que (si d = 3) la nullite´ de
h3,0(X) entraˆıne la finitude de H0(X,H3(Ql/Zl(2))).
D’autre part, la conjecture de Bloch-Beilinson–Murre [27] implique
que la nullite´ de h3,0(X) de´coule de celle de H3tr(X,Ql) : conjecturale-
ment, celle-ci est donc suffisante pour impliquer la finitude du groupe
H0(X,H3(Ql/Zl(2))) (au moins si dimX = 3).
Ceci est une variante de la conjecture 4.5 de Colliot-The´le`ne–Voisin
[12]. On verra au the´ore`me 5.2 c) qu’elle est vraie si k est la cloˆture
alge´brique d’un corps fini k0 et que X provient de la classe BTate(k0) de
[30].
On peut se demander si la re´ciproque est vraie. Elle est fausse, cf.
the´ore`me 5.6.
Le lemme 4.11 et la proposition 2.11 donnent un diagramme commu-
tatif de suites exactes
(4.2)
0→NH3cont(X,Zl(2))⊗Q/Z→H3cont(X,Zl(2))⊗Q/Z→H3tr(X,Zl(2))⊗Q/Z→0
a
y y by
0→ H3Nis(X,Ql/Zl(2)) → H3e´t(X,Ql/Zl(2)) → H3tr(X,Ql/Zl(2)) →0
dans lequel la fle`che verticale centrale est injective de conoyau fini, iso-
morphe a` H4cont(X,Zl(2))tors. Par le lemme du serpent, on en de´duit :
Proposition 4.14. — Avec les notations de (4.2), a est injective et on
a une suite exacte
0→ Ker b→ Coker a→ H4cont(X,Zl(2))tors → Coker b→ 0.
Voici une application de la proposition 4.14.
Corollaire 4.15. — Soit H3(X,Ql/Zl(2))
0 le noyau de la composition
H3(X,Ql/Zl(2))→ H
3
e´t(X,Ql/Zl(2))→ H
4
cont(X,Zl(2))tors.
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Alors Im a ⊂ H3(X,Ql/Zl(2))
0 (notations de (4.2)) et on a un isomor-
phisme
Griff2(X,Zl)tors
∼
−→ Ker b
∼
−→ Coker a0
ou` a0 : NH3cont(X,Zl(2)) ⊗ Q/Z
a
−→ H3(X,Ql/Zl(2))
0 est l’application
induite par a.
De´monstration. — La premie`re assertion est e´vidente. Notons a0 l’ap-
plication induite : la suite exacte de la proposition 4.14 induit donc un
isomorphisme
Ker b
∼
−→ Coker a0.
D’autre part, la suite exacte de la proposition 4.12 s’inse`re dans un
diagramme commutatif de suites exactes
0→ Griff2(X,Zl)tors→H
3
tr(X,Zl(2))⊗Q/Z→H
0(X,H3cont(Zl(2)))⊗Q/Z
b
y cy
H3tr(X,Ql/Zl(2)) → H
0(X,H3cont(Ql/Zl(2)))
Comme le faisceau H3cont(Zl(2)) est sans torsion, la suite
0→ H0(X,H3cont(Zl(2)))→ H
0(X,H3cont(Ql(2)))
→ H0(X,H3cont(Ql/Zl(2)))
est exacte, ce qui signifie que c est injective dans le diagramme ci-dessus.
On en de´duit un isomorphisme
Griff2(X,Zl)tors
∼
−→ Ker b
d’ou` le corollaire.
4.4. Les homomorphismes A2hom(X,Zl) ⊗ Ql/Zl → A
2
hom(X,Ql/Zl)
et Griff2(X,Zl)⊗Ql/Zl → Griff
2(X,Ql/Zl). — On garde les notations
de la de´finition 4.3.
Proposition 4.16. — On a des suites exactes
A2hom(X,Zl)tors → Griff
2(X,Zl)⊗Ql/Zl → Griff
2(X,Ql/Zl)
→ A2hom(X,Zl)⊗Ql/Zl → A
2
hom(X,Ql/Zl)→ 0
Ctors → A
2
hom(X,Zl)⊗Ql/Zl → A
2
hom(X,Ql/Zl)
ou` C est comme dans (1.1) (cf. the´ore`me 1.1). En particulier, l’applica-
tion Griff2(X,Zl)⊗Ql/Zl → Griff
2(X,Ql/Zl) est de noyau et de conoyau
finis.
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De´monstration. — On a un diagramme commutatif de suites exactes
A2hom(X,Zl)tors→Griff2(X,Zl)⊗Q/Z→A2alg(X,Zl)⊗Q/Z→A2hom(X,Zl)⊗Q/Z→0y ≀y y
0 → Griff2(X,Ql/Zl) → A2alg(X,Ql/Zl) → A2hom(X,Ql/Zl) →0
qui donne la premie`re suite de la proposition, par application du lemme
du serpent. Pour la seconde, on utilise le diagramme commitatif de suites
exactes(
H4cont(X,Zl(2))
N2H4cont(X,Zl(2))
)
tors
→A2hom(X,Zl)⊗Q/Z→H
4
cont(X,Zl)⊗Q/Zy y
0 → A2hom(X,Ql/Zl) → H
4
e´t(X,Ql/Zl(2))
en remarquant que la fle`che verticale de droite est injective.
4.5. Le sous-groupe de torsion de CH2(X,Zl)alg. — Terminons
cette analyse de la torsion en de´terminant celle de CH2(X,Zl)alg, sous-
groupe de CH2(X) ⊗ Zl forme´ des classes de cycles alge´briquement
e´quivalentes a` ze´ro, lorsque X est propre : voir corollaire 4.21. Pour cela
nous avons besoin de la proposition suivante :
Proposition 4.17. — Supposons k se´parablement clos, X/k propre et
lisse et i < 2n. Soit l un nombre premier ; si l = car k, on suppose k
alge´briquement clos. Alors l’image de l’application cycle (3.1) est e´gale
a` H icont(X,Zl(n))tors. En particulier, H
i
e´t(X,Z(n)) est extension d’un
groupe de torsion (fini pour l 6= p) par un groupe divisible, et
H ie´t(X,Z(n))⊗Ql/Zl = 0.
De´monstration. — E´tant donne´ le corollaire 3.5, il suffit de montrer que
(3.1) a une image de torsion. On reprend les arguments de Colliot-The´le`ne
et Raskind [8] : d’apre`s le the´ore`me 2.1 a) et le §2.3, on a
H ie´t(X,Z(n)) = lim−→
α
H ie´t(Xα,Z(n))
ou` Xα parcourt un ensemble ordonne´ filtrant de mode`les de X sur des
sous-corps Fα de type fini sur le corps premier. Il suffit donc de savoir
que H i(X,Zl(n))
G est de torsion, ou` G est le groupe de Galois absolu
de F p
−∞
α . On le voit en se ramenant au cas d’un corps de base fini par
changement de base propre et lisse (SGA4 pour l 6= p, Gros-Suwa pour
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l = p, [21, p. 590, th. 2.1]), ou` cela re´sulte de la de´monstration par
Deligne de la conjecture de Weil [13] pour l 6= p et du comple´ment de
Katz et Messing [35] pour l = p.
Remarque 4.18. — Supposons n = 2. En utilisant la suite spectrale de
coniveau de la remarque 2.4, on obtient un isomorphisme H i(X,Z(2)) ≃
H i−2(X,K2) : alors l’e´nonce´ n’est autre que celui de Colliot-The´le`ne–
Raskind [8, th. 1.8 et 2.2] pour l 6= p, et de Gros-Suwa [21, p. 604, cor.
2.2 et p. 605, th. 3.1] pour l = p.
Corollaire 4.19. — Sous ces hypothe`ses, les homomorphismes
H3(X,Ql/Zl(2))→ CH
2(X){l}
H3e´t(X,Ql/Zl(2))→ H
4
e´t(X,Z(2)){l}
sont bijectifs.
De´monstration. — Pour le second, cela re´sulte de la suite exacte des coef-
ficients universels et de la proposition 4.17 applique´e pour (i, n) = (3, 2).
Pour le premier, meˆme raisonnement en utilisant le fait que l’homomor-
phisme
H i(X,Z(2))→ H ie´t(X,Z(2))
est bijectif pour i ≤ 3 par (2.6) (qui re´sulte en poids 2 du the´ore`me de
Merkurjev-Suslin).
En particulier, on obtient une injection
(4.3) H3cont(X,Zl(2))⊗Ql/Zl −֒→ H
4
e´t(X,Z(2)).
Corollaire 4.20. — Sous les meˆmes hypothe`ses, soit N le noyau de
l’homomorphismeH4e´t(X,Z(2))⊗Zl → H
4
cont(X,Zl(2)). Alors (4.3) induit
un isomorphisme
H3cont(X,Zl(2))⊗Ql/Zl
∼
−→ Ntors.
Corollaire 4.21. — Sous les meˆmes hypothe`ses, on a un isomorphisme
canonique :
CH2(X,Zl)alg{l}
∼
−→ NH3cont(X,Zl(2))⊗Q/Z.
De´monstration. — On va re´utiliser le complexe K(2) de la de´finition 3.2.
Conside´rons le diagramme commutatif de suites exactes :
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0y
H3cont(X,Zl(2))torsy
0→NH3cont(X,Zl(2))→ H3cont(X,Zl(2)) →H0(X,H3cont(Zl(2)))→Griff2(X,Zl)→0
θ
y y ≀y
0→H1(X,H2(K(2)))→ H3(X,K(2)) → H0(X,H3cont(K(2))→ 0y
CH2(X,Zl)homy
0
ou` CH2(X,Zl)hom est le noyau de la classe de cycle sur CH
2(X) ⊗ Zl.
L’exactitude a` gauche de la suite verticale de´coule de la proposition 4.17,
celle de la premie`re suite horizontale du corollaire 4.7, la seconde suite
horizontale est (3.12), enfin l’isomorphisme vertical est le lemme 3.8. La
fle`che θ est induite par le diagramme.
Tout d’abord, le lemme 3.12 implique via ce diagamme que
NH3cont(X,Zl(2))tors
∼
−→ H3cont(X,Zl(2))tors.
Appliquons maintenant le lemme du serpent aux deux suites exactes
horizontales : on obtient un isomorphisme
Ker θ
∼
−→ H3cont(X,Zl(2))tors
et une suite exacte
0→ Coker θ → CH2(X,Zl)hom
φ
−→ Griff2(X,Zl)→ 0
et on calcule que φ est la projection naturelle. Finalement on obtient une
suite exacte
0→ NH3cont(X,Zl(2))/tors→ H
1(X,H2(K(2)))→ CH2(X,Zl)alg → 0.
et l’isomorphisme du corollaire de´coule maintenant de la proposition 3.11
et de la suite exacte des Tor a` coefficients Q/Z.
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Remarque 4.22. — Si k est la cloˆture alge´brique d’un corps fini, le
groupe CHn(X,Zl)alg est de torsion pour toute k-varie´te´ projective lisse
X et tout n ≥ 0 (re´duction au cas d’une courbe par l’argument de cor-
respondances de Bloch, cf. [41, preuve de la prop. 2.7]). En particulier,
le corollaire 4.21 de´crit le groupe CH2(X,Zl)alg tout entier. (Voir aussi
§5.3.)
5. Cas d’un corps de base fini et de sa cloˆture alge´brique
5.1. Cas d’un corps fini. — Soit k un corps fini. Rappelons d’abord
la classe BTate(k) de [30, de´f. 1 b)]
De´finition 5.1. — Une k-varie´te´ projective lisse X est dans BTate(k)
si
(i) Il existe une k-varie´te´ abe´lienne A et une extension finie k′/k telles
que le motif de Chow de Xk′ a` coefficients rationnels soit facteur
direct de celui de Ak′.
(ii) X ve´rifie la conjecture de Tate (sur l’ordre des poˆles de ζ(X, s) aux
entiers ≥ 0).
On sait montrer qu’e´tant donne´ (i), (ii) est conse´quence de (donc
e´quivalent a`) la conjecture de Tate cohomologique pour la cohomolo-
gie l-adique, pour un nombre premier l donne´ pouvant eˆtre e´gal a` la
caracte´ristique de k (cela re´sulte de [30, lemme 1.9], cf. [10, rem. 3.10]).
Conside´rons les notations de la preuve de la proposition 3.6. Si k est
fini et si X ∈ BTate(k), Ke´t et Ce´t sont finis (ibid., th. 3.6 et lemme 3.7),
donc K = Ke´t = Ce´t = 0 et (3.5) devient un isomorphisme
(5.1) H0(X,H3e´t(Ql/Zl(2)))
∼
−→ C.
En particulier, H0(X,H3e´t(Ql/Zl(2))) est fini et H
0(X,H3cont(Zl(2)))⊗
Q/Z = 0 (the´ore`me 1.1). En re´alite´, meˆme le groupeH0(X,H3e´t(Q/Z(2)))
est fini : cela re´sulte de la proposition 2.9 et de la ge´ne´ration finie de
H4e´t(X,Z(2)) [30, cor. 3.8 c) et e)].
Conjecturalement, toute varie´te´ projective lisse est dans BTate(k).
5.2. Cas de la cloˆture alge´brique d’un corps fini. — Le but de
ce nume´ro est de de´montrer :
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The´ore`me 5.2. — Soient k la cloˆture alge´brique d’un corps fini k0,
X0 ∈ BTate(k0), X = X0 ⊗k0 k et l 6= car k. Alors
a) Griff2(X,Zl) est de torsion.
b) On a une suite exacte
0→ Griff2(X,Zl)→ H
3
tr(X,Zl(2))⊗Q/Z
→ H0(X,H3cont(Zl(2)))⊗Q/Z→ 0.
c) Si H3tr(X,Ql(2)) = 0, le groupe H
0(X,H3(Ql/Zl(2))) est fini ; dans ce
cas, il est isomorphe a` Ctors.
Remarque 5.3. — Le corollaire 4.15 donne une autre description de
Griff2(X,Zl).
De´monstration. — a) ⇒ b) par la proposition 4.12 et b) ⇒ c) par le
the´ore`me 1.1. Montrons a). Soit k1 une extension finie de k0, et X1 =
X0 ⊗k0 k1. D’apre`s [30, th. 3.6 et cor. 3.8 e)], l’homomorphisme
H4e´t(X1,Z(2))⊗ Zl → H
4
cont(X1,Zl(2))
est bijectif. D’apre`s (2.7), l’homomorphisme
CH2(X1)⊗ Zl → H
4
cont(X1,Zl(2))
est donc injectif. Or dans la suite exacte
(5.2) 0→ H1(G1, H
3
cont(X,Zl(2)))→ H
4
cont(X1,Zl(2))
→ H4cont(X,Zl(2))
G1 → 0
(ou` G1 = Gal(k/k1)), le groupe de gauche est fini d’apre`s Weil I [13]. Il
en re´sulte que le noyau de
CH2(X1)⊗ Zl → H
4
cont(X,Zl(2))
est fini pour tout k1, d’ou` la conclusion en passant a` la limite.
5.3. Un exemple de Schoen. — J’avais initialement pense´ que la
re´ciproque du the´ore`me 5.2 c) est vraie. En re´alite´ elle est fausse : cela
re´sulte d’un calcul de C. Schoen [41]. Dans cet article, Schoen conside`re
X = E3 sur k = F¯p, ou` E est la courbe elliptique d’e´quation x
3+y3+z3 =
0, et montre que, si p ≡ 1 (mod 3) :
Griff2(X){l} ≃ (Ql/Zl)
2
CLASSES DE CYCLES MOTIVIQUES E´TALES 33
pour l ≡ −1 (mod 3) [41, th. 0.1]. Le groupe Griff2(X) est de´fini comme
le quotient du groupe des cycles a` coefficients entiers qui sont homolo-
giquement e´quivalents a` ze´ro par le sous-groupe de ceux qui sont alge´-
briquement e´quivalents a` ze´ro. Commenc¸ons par clarifier le lien entre ce
groupe et Griff2(X,Zl) :
Proposition 5.4. — Soient k0 un corps fini de cloˆture alge´brique k,
X0 ∈ BTate(k0) et X = X0 ⊗k0 k. Alors, pour tout n ≥ 0, l’homomor-
phisme e´vident
Griffn(X)⊗ Zl → Griff
n(X,Zl)
est bijectif.
De´monstration. — Soit A un groupe abe´lien quelconque. Pour une
varie´te´ lisse X sur un corps quelconque, on peut de´finir les cycles a` coef-
ficients dans A modulo l’e´quivalence rationnelle, ou alge´brique. Notons
ces groupes CH∗(X,A) et A∗alg(X,A). Je dis que les homomorphismes
CH∗(X)⊗A→ CH∗(X,A)
A∗alg(X)⊗A→ A
∗
alg(X,A)
sont bijectifs : par exemple on peut de´crire Analg(X,A) comme le conoyau
d’un homomorphisme⊕
(V,v0,v1)
⊕
x∈((X×V )(n))′
A
s∗0−s
∗
1−→
⊕
x∈X(n)
A
ou` (V, v0, v1) de´crit l’ensemble des classes d’isomorphismes de k-varie´te´s
lisses V munies de deux points rationnels v0 et v1.
Plac¸ons-nous maintenant dans la situation de la proposition. Notons
CHn(X)hom le noyau de cl
n : CHn(X) → H2ncont(X,Zl(n)). Je dis que
l’isomorphisme
CHn(X)⊗ Zl
∼
−→ CHn(X,Zl)
envoie CHn(X)hom ⊗ Zl sur CH
n(X,Zl)hom. En effet, soit x ∈
CHn(X,Zl)hom. E´crivant x =
∑
αixi avec αi ∈ Zl, xi ∈ CH
n(X),
on peut (quitte a` augmenter k0) supposer que x provient de x0 ∈
CHn(X0,Zl). On a e´videmment x0 ∈ CH
n(X0,Zl)hom ; le meˆme rai-
sonnement que dans la preuve du the´ore`me 5.2 (utilisant le fait que
X0 ∈ BTate(k0)) montre alors que x0 est de torsion. Mais, pour tout
groupe abe´lien M , on a des isomorphismes
M{l}
∼
−→M{l} ⊗ Zl
∼
−→ (M ⊗ Zl){l}
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puisque (M/M{l}) ⊗ Zl est sans l-torsion. Donc x0 ∈ CH
n(X0)hom et
x ∈ CHn(X)hom.
Il re´sulte de ceci que l’homomorphisme induit
Griffn(X)⊗ Zl = A
n
alg(X)hom ⊗ Zl → A
n
alg(X,Zl)hom = Griff
n(X,Zl)
est surjectif, donc bijectif, d’ou` l’e´nonce´.
Proposition 5.5. — Sous les hypothe`ses de la proposition 5.4, les
conditions suivantes sont e´quivalentes :
(i) H0(X,H3(Ql/Zl(2))) est fini.
(ii) Le monomorphisme Griff2(X,Zl) → H
3
tr(X,Zl(2))⊗Ql/Zl du the´-
ore`me 5.2 b) est surjectif.
(iii) corangGriff2(X,Zl) ≥ dimH
3
tr(X,Ql(2)).
(iv) L’application b de (4.2) est nulle.
(v) H3tr(X,Ql/Zl(2)) est fini, quotient de H
4
cont(X,Zl)tors.
Si X est une varie´te´ abe´lienne (il suffit que H3(X,Zl) et H
4(X,Zl) soient
sans torsion), ces conditions sont encore e´quivalentes a` :
(vi) Pour tout n ≥ 1, l’homomorphismeH3e´t(X,Z/l
n)→ H3e´t(k(X),Z/l
n)
est nul.
De´monstration. — Les e´quivalences (i) ⇐⇒ (ii) ⇐⇒ (iii) re´sultent du
the´ore`me 5.2 b) et du the´ore`me 1.1. Les e´quivalences (ii) ⇐⇒ (iv) ⇐⇒
(v) re´sultent du the´ore`me 5.2 a), du corollaire 4.15 et de la proposition
4.14 (ou plus directement du diagramme (4.2)).
Si (vi) est vrai, il est vrai stablement (c’est-a`-dire a` coefficients Ql/Zl),
ce qui est e´quivalent a` la nullite´ de H3tr(X,Ql/Zl), d’ou` (iv). Re´ciproque-
ment, montrons que (v) =⇒ (vi) si H3cont(X,Zl) et H
4
cont(X,Zl) sont sans
torsion. De (v) on de´duit que H3tr(X,Ql/Zl(2)) = 0, ce qui donne (vi)
stablement. Pour l’obtenir a` coefficients finis, conside´rons le diagramme
commutatif aux lignes exactes :
0→H2Nis(X,Ql/Zl(2))/l
n→H3Nis(X,Z/l
n(2))→lnH
3
Nis(X,Ql/Zl(2))→0y y ≀y
0→H2e´t(X,Ql/Zl(2))/l
n→H3e´t(X,Z/l
n(2))→ lnH
3
e´t(X,Ql/Zl(2))→0.
Comme H3cont(X,Zl) est sans torsion, H
2
e´t(X,Ql/Zl(2)) est divisible et
le terme en bas a` gauche est nul. La fle`che verticale centrale est donc
surjective, ce qui donne l’e´nonce´ pour H3e´t(X,Z/l
n(2)).
CLASSES DE CYCLES MOTIVIQUES E´TALES 35
The´ore`me 5.6. — Soient p un nombre premier ≡ 1 (mod 3), k = F¯p,
et E la courbe elliptique sur k d’e´quation x3+y3+z3 = 0. PosonsX = E3.
Si l ≡ −1 (mod 3), les conditions de la proposition 5.5 sont ve´rifie´es.
De´monstration. — Pour commencer, observons que X ∈ BTate(Fp). Cela
re´sulte du the´ore`me de Spiess [44], ou simplement de Soule´ [43, th. 3]
puisque dimX = 3.
Montrons (iii). D’apre`s Schoen [41, th. 0.1] et la proposition 5.4, on
a Griff2(X,Zl) ≃ (Ql/Zl)
2 ; il faut donc montrer que H3tr(X,Zl) est de
rang ≤ 2. Comme X est une varie´te´ abe´lienne, on a un isomorphisme
Λ3H1cont(X,Ql)
∼
−→ H3cont(X,Ql).
L’hypothe`se sur p assure que E est ordinaire (cf. [41, p. 46]). Soient α, β
les nombres de Weil de E sur Fp : on a αβ = p, et K := Q(α) = Q(µ3)
(ibid.).
L’espace vectoriel H1cont(X,Ql) est somme de trois exemplaires de
H1cont(E,Ql) : il est donc de rang 6. Soit (v1, v2, v3, w1, w2, w3) une base
duQl⊗K-module libre H
1
cont(X,Ql)⊗K forme´e de vecteurs propres pour
l’action du Frobenius φ, avec φvi = αvi, φwi = βwi. Le Ql ⊗K-module
H3cont(X,Ql)⊗K est libre de rang 20, de base les tenseurs purs de degre´
3 construits sur les vi, wj. Par construction, cette base B est forme´e de
vecteurs propres pour l’action de Frobenius.
Soit b ∈ B. Si b /∈ {v1 ∧ v2 ∧ v3, w1 ∧ w2 ∧ w3}, b est divisible par
c = vi∧wj pour un couple (i, j). La valeur propre de c ∈ H
2
cont(X,Ql)⊗K
est e´gale a` p ; en particulier, c ∈ H2cont(X,Ql). Par le the´ore`me de Tate
(duˆ dans ce cas particulier a` Deuring), c ⊗ Ql(1) ∈ H
2
cont(X,Ql(1)) est
de la forme cl(γ) pour un diviseur γ ∈ Pic(X) ⊗ Zl : il en re´sulte que
b ∈ NH3cont(X,Ql).
Ceci montre que H3tr(X,Ql) ⊗K est engendre´ par b = v1 ∧ v2 ∧ v3 et
b′ = w1 ∧ w2 ∧ w3, et donc que dimH
3
tr(X,Ql) ≤ 2.
Remarque 5.7. — Comme H∗cont(X,Zl) → H
∗
e´t(X,Z/l
n) est surjectif,
le calcul fait dans la preuve du the´ore`me 5.6 montre a priori que l’image
de H3e´t(X,Z/l
n) dans H3(F,Z/ln) est de rang ≤ 2, ou` F = k(X). On
aimerait bien de´montrer sa nullite´ (l’e´nonce´ (vi) de la proposition 5.5)
directement : il s’agit de voir que, si x1, x2, x2 ∈ H
1
e´t(X,Z/l
n), le cup-
produit x1 · x2 · x3 est nul dans H
3
e´t(F,Z/l
n).
On peut se limiter aux triplets (x1, x2, x3) tels que
xi ∈ Im
(
H1e´t(E,Z/l
n)
pi∗i−→ H1e´t(X,Z/l
n)
)
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pour une valeur de i, ou` πi est la i-e`me projection, et sans perte de
ge´ne´ralite´, supposer i = 1. Alors x1 de´finit une isoge´nie f : E
′ → E de
degre´ ln. Soit F ′ = k(X ′), ou` X ′ = E ′ × E × E : d’apre`s Merkurjev-
Suslin, la nullite´ de x1 · x2 · x3 dans H
3
e´t(F,Z/l
n) e´quivaut au fait que
x2 · x3 ∈ H
2(F,Z/ln) ≃ lnBr(F ) est une norme dans l’extension F
′/F .
Peut-on montrer ceci directement ?
5.4. Autres corps. — Si cd(k) ≤ 1, la suite exacte (5.2) persiste [24,
th. 3.3]. Malheureusement, elle ne semble pas apporter d’informations
supple´mentaires tre`s utiles, sauf peut-eˆtre dans le cas d’un corps quasi-
fini que je n’ai pas explore´.
Conside´rons les notations de la preuve de la proposition 3.6. Si k est de
type fini mais n’est pas fini, je ne sais pas s’il faut espe´rer que K est de
torsion, meˆme sous toutes les conjectures habituelles (Jannsen le sugge`re
dans [27, lemma 2.7]). On peut remplacer H4cont(X,Zl(2)) par le groupe
plus fin
H˜4cont(X,Zl(2)) = lim−→H
4
cont(X ,Zl(2))
ou` X de´crit les mode`les re´guliers de X , de type fini sur SpecZ (cf. [25,
(11.6.1)]). En caracte´ristique p, par passage a` la limite, la conjecture de
Tate-Beilinson implique alors que Ke´t est de torsion [31, th. 60, (iii)].
De plus, cette conjecture implique que CH2(X) est de type fini (comme
quotient de CH2(X ) pour un mode`le X lisse de type fini), donc que K
est fini. Par contre, elle n’implique pas a priori que H4e´t(X,Z(2)) est de
type fini (dans les suites exactes de Gysin pour un diviseur, le terme
suivant est de la forme H3e´t(Z,Z(1)) = Br(Z). . .) donc il se pourrait fort
bien que Ke´t ait une partie divisible non triviale.
Le bon objet avec lequel travailler pour des varie´te´s ouvertes sur un
corps fini est H4W (X ,Z(2)) (cohomologie Weil-e´tale) : c’est celui qui per-
met d’attraper tout H˜4cont(X,Zl(2)) pour l 6= p [31, th. 64]. Mais cela a
l’air complique´, cf. [30, (3.2)] ou [31, th. 62 (ii)].
Appendice A
Cohomologie de Hodge-Witt logarithmique sur des corps
imparfaits
Dans [17], Geisser et Levine comparent la cohomologie motivique mo-
dulo p d’un corps de caracte´ristique p quelconque avec sa cohomologie de
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Hodge(-Witt) logarithmique, mais n’en de´duisent une comparaison glo-
bale que pour des varie´te´s lisses sur un corps parfait. Le but de ce nume´ro
est de rappeler les bases de cette comparaison et de se de´barrasser de
manie`re “triviale” de l’hypothe`se de perfection, a` l’aide d’une observa-
tion classique de Quillen [40, p. 133, de´m. du th. 5.11].
A.1. Cohomologie de Hodge-Witt logarithmique. — Soit X un
sche´ma de caracte´ristique p. On lui associe son pro-complexe de de Rham-
Witt [23, p. 548, 1.12]
(WrΩ
·
X)r≥1
qui est un syste`me projectif de faisceaux d’alge`bres diffe´rentielles
gradue´es sur Xe´t, prolongeant (pour · = 0) le profaisceau des vecteurs
de Witt et (pour r = 1) le complexe des diffe´rentielles de Ka¨hler. Il est
muni d’un ope´rateur F : WrΩ
n
X → Wr−1Ω
n
X [23, p. 562, th. 2.17].
Si X est de´fini sur un corps parfait k, on a e´videmment
WrΩ
·
X =WrΩ
·
X/k.
On a des applications “de Teichmu¨ller” (multiplicatives)
OX → WrOX
x 7→ x = (x, 0, . . . , 0, . . . )
[23, p. 505, (1.1.7)], qu’on utilise pour de´finir les homomorphismes
d log : O∗X/ (O
∗
X)
pr →WrΩ
1
X(A.1)
x 7→ dx/x
[23, p. 580, (3.23.1)]. On de´finit alors WrΩ
n
X,log comme le sous-faisceau
de WrΩ
n
X engendre´ localement pour la topologie e´tale par les sections de
la forme d log x1 ∧ · · · ∧ d log xn [23, p. 596, (5.7.1)] ; comme dans [17],
nous noterons simplement ce faisceau νr(n)X .
Lemme A.1. — Pour tout x ∈ Γ(X,OX) et pour tout r ≥ 1, on a
x ∧ 1− x = 0 ∈ Γ(X,WrΩ
2
X).
De´monstration. — (Illusie) Le morphisme X → A1
Fp
de´fini par x nous
rame`ne au cas universel X = SpecFp[t], x = t. Mais alors WrΩ
2
X = 0
puisque dimX = 1.
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A.2. Le symbole logarithmique. — Supposons X = Spec k, ou` k
est un corps. Le lemme A.1 implique que l’homomorphisme d log de (A.1)
induit un symbole logarithmique
d log : KMn (k)/p
r → νr(n)k(A.2)
{x1, . . . , xn} 7→ d log(x1) ∧ · · · ∧ d log(xn).
Soit K le corps des fonctions d’un k-sche´ma lisse X , ou` k est parfait de
caracte´ristique p. Un point x de codimension 1 de X de´finit une valuation
discre`te v sur K, de corps re´siduel E = k(x). Le the´ore`me de purete´ de
Gros [19, p. 46, th. 3.5.8] et la longue suite exacte de cohomologie a`
supports de´finissent des homomorphismes re´sidus
(A.3) νr(n)K
∂v−→ νr(n− 1)E.
Lemme A.2. — Le diagramme
KMn (K)/p
r ∂v−−−→ KMn−1(E)/p
r
d log
y d logy
νr(n)K
∂v−−−→ νr(n− 1)E
ou` la fle`che horizontale du haut est le re´sidu en K-the´orie de Milnor, est
commutatif au signe pre`s.
De´monstration. — Pour n = 1, 2 c’est fait dans Gros-Suwa [20, p. 625,
lemme 4.11]. La de´monstration ne se propage pas tout a` fait a` n > 2 car
elle utilise la formule explicite donnant ∂({x, y}) pour x, y ∈ K∗. Pour la
propager, il suffit toutefois de remarquer que KMn (K) est engendre´ par
les symboles de la forme {u1, . . . , un−1, x} avec ui ∈ O
∗
v et x ∈ K
∗.
A.3. Le morphisme de comparaison. — Supposons X lisse sur un
corps parfait k. D’apre`s [23, p. 597, th. 5.7.2], on a une suite exacte de
pro-faisceaux e´tales
0→ ν·(n)X →W·Ω
n
X
1−F
−→W·Ω
n
X → 0
qui en fait n’interviendra pas ici. De plus, on a le the´ore`me suivant, duˆ
a` Gros et Suwa :
The´ore`me A.3. — On a une suite exacte de faisceaux zariskiens
0→ α∗νr(n)X →
⊕
x∈X(0)
(
νr(n)k(x)
)
{x}
∂
−→
⊕
x∈X(1)
(
νr(n− 1)k(x)
)
{x}
∂
−→ . . .
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ou` α de´signe la projection Xe´t → XZar et les diffe´rentielles ∂ sont cons-
truites a` partir des re´sidus (A.3).
De´monstration. — Voir [20, cor. 1.6] ou [9, p. 70, Ex. 7.4 (3)].
Supposons maintenant X re´gulier de type fini sur un corps k (de ca-
racte´ristique p). Supposons d’abord k de type fini sur Fp : alors X admet
un mode`le X re´gulier, donc lisse, de type fini sur Fp. Soit j : X → X la
pro-immersion ouverte correspondante : on a e´videmment
νr(n)X = j
∗νr(n)X
puisque les anneaux semi-locaux de X sont certains anneaux semi-locaux
de X .
Interpre´tons maintenant KMn (K)/p
n comme Hn(K,Z/p(n)), cf. the´o-
re`me 2.3. Vu la remarque 2.4 et le the´ore`me A.3, les homomorphismes
(A.2) et le lemme A.2 induisent des homomorphismes de faisceaux
Hn(Z/pr(n)X )→ α∗νr(n)X
et donc des morphismes dans D−(XZar)
Z/pr(n)X → α∗νr(n)X [−n]
puisque Hi(Z/pr(n)X ) = 0 pour i > n (lemme 2.5).
D’ou`, en appliquant j∗, des morphismes dans D−(XZar)
(A.4) Z/pr(n)X → α∗νr(n)X [−n].
Si k est quelconque, e´crivons
k = lim
−→
α
kα
X = lim←−
α
Xα
ou` les kα sont de type fini sur Fp et Xα est un kα-sche´ma re´gulier de type
fini, de sorte que kα ⊂ kβ induise un isomorphisme Xβ
∼
−→ Xα ⊗kα kβ.
On a e´videmment :
νr(n)X = lim−→
α
π∗ανr(n)Xα
Hn(Z/pr(n)X) = lim−→
α
π∗αH
n(Z/pr(n)Xα)
ou` πα : X → Xα est le morphisme canonique. Ceci e´tend la de´finition de
(A.4) au cas ou` le corps de base est quelconque. On voit de meˆme :
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Proposition A.4 (cf. Quillen [40, p. 133, de´m. du th. 5.11])
La suite exacte du the´ore`me A.3 s’e´tend a` tout X re´gulier de type fini
sur un corps.
A.4. Le the´ore`me de Geisser-Levine. —
The´ore`me A.5. — Soit X un sche´ma re´gulier de type fini sur un corps
k de caracte´ristique p. Alors le morphisme (A.4) est un isomorphisme.
De´monstration. — Il s’agit de voir que
Hi(Z/pr(n)X) ≃
{
0 si i 6= n
α∗νr(n)X si i = n
le dernier isomorphisme e´tant induit par (A.4). L’e´nonce´ est clair pour
i > n, cf. lemme 2.5.
1) X = Spec k : c’est le the´ore`me de Bloch-Gabber-Kato pour i = n
[4, p. 117, cor. 2.8] et celui de Geisser-Levine [17, th. 1.1] pour i < n.
2) X lisse sur k parfait : on se re´duit a` 1) en utilisant le the´ore`me A.3,
le lemme A.2 et la conjecture de Gersten pour la cohomologie motivique,
cf. preuve du lemme 2.5.
3) k de type fini sur Fp : on se rame`ne a` 2) par la technique du nume´ro
pre´ce´dent.
4) k quelconque : on se rame`ne a` 3) par passage a` la limite.
Remarque A.6. — On pourrait court-circuiter les e´tapes 2) et 3), dans
l’esprit de la proposition A.4.
Corollaire A.7. — Soit X un sche´ma re´gulier de type fini sur un corps
k de caracte´ristique p. Alors le morphisme α∗(A.4) est un isomorphisme,
ou` α est la projection Xe´t → XZar.
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