This Special Issue marks the second of two issues on the perception of materials and their properties, which together capture a snapshot of the diverse array of topics and approaches that make up the emerging field of material perception research. To aid the reader, we use this editorial to provide a brief, thematically organized overview of the articles published in the two issues. Many of the articles span multiple domains, either methodologically or in terms of the research questions the studies address, so to some extent the organization is arbitrary, but we believe that grouping the articles in this way provides some insight into current and emerging trends in material perception research.
Specularities and gloss
One of the most active areas in material perception research deals with specular materials and the perception of gloss. Gloss is important because it is a characteristic of many natural surfaces and because under typical conditions specular reflections lead to complex image structures that can vary dramatically depending on the surface shape and illumination. Somehow the visual system is able to make sense of these highly variable patterns to abstract an impression of a surface with uniform reflectance properties. At the same time, even highly localized image cues, such as a small highlight can lead to radical changes in surface interpretation that propagate large distances across surfaces, making an otherwise identical surface change from appearing matte to glossy (Beck & Prazdny, 1981; Berzhanskaya, Swaminathan, Beck, & Mingolla 2005) . This suggests that gloss perception invokes some highly sophisticated photometric and geometric visual computations.
This double Special Issue featured several articles focussing on gloss from different perspectives. A good starting place for readers new to the area would be the review of gloss perception by Chadwick and Kentridge (Part 1). They provide a sweeping historical overview of the development of gloss perception research covering empirical measurements of surface properties; classification of different types of gloss; experimental research on the factors (e. g., illumination, surface shape) and cues (e.g., binocular disparities) that contribute or alter gloss perception; as well as theories and controversies in gloss perception.
Three-dimensional surface shape is one of the most important factors that the visual system must take into account when interpreting local image gradients for gloss perception. Marlow and Anderson (Part 2) provide some striking examples of how a given intensity gradient can be interpreted as very different surface materials, depending on the apparent shape of the surface. Using binocular disparities, they make otherwise identical images appear to curve in different reliefs towards and away from the observer. This leads to concomitant changes in the apparent surface reflectance, shifting the surface from appearing glossy to matte (as well as a change in apparent illumination direction). This suggests that the computation of surface material, shape and illumination are tightly coupled, relating to the rate of change of intensity as a function of surface orientation. Blake and Bülthoff (1990) had previously demonstrated that the depth placement of highlights relative to a surface alters whether it is interpreted as a reflection, surface marking or transparent patch floating in front of the surface. This, however, is different, as here the depth structure of the entire surface determines whether the intensity gradients are interpreted as matte or metallic (glossy) shading patterns.
Another very important cue to gloss comes from motion (Doerschner et al., 2011; Hartung & Kersten, 2002; Hurlbert, Cumming, & Parker, 1991; Sakano & Ando, 2008; Wendt, Faul, Ekroll, & Mausfeld, 2010) . In the second volume of this special issue, Dövencioglu, Wijntjes, Ben-Shahar & Doerschner, investigate how differences in surface reflectance affect the perception of local shape, focussing on second-order shape properties (i.e. curvatures). The optical flow patterns created by matte and specular surfaces differ substantially. Matte texture markings are rigidly attached to the surface irrespective of its geometrical features. In contrast, reflections slide across the shape at different speeds depending on the second-order properties of the surface, changing in size and shape as they do so. Specular reflections tend to bunch up and cling to regions of high curvature, and spread out and rush across flatter surface regions, leading to complex optical flow patterns that confound standard structure-from-motion algorithms. Dövencioglu et al. show that these differences in the optical flow also lead to differences in perceived shape. They asked subjects to report the local shape index of the surface at different locations on static and moving versions of simple and complex shapes. They find that subjects achieve a high degree of consistency across trials, and that for the simple shapes there were significant differences between matte and specular versions of the objects.
Another study investigating interactions between surface reflectance and shape perception was presented by Sakai, Meiji, and Abe (Part 2). They used a visual search paradigm to test whether glossy reflections facilitate shape from shading with simple bump/dimple stimuli. Subjects had to search for the target that differed from the distractors in terms of convexity/concavity. By varying the consistency between the highlight and shading on the items in the display, they investigated the conditions in which glossy reflections aid the perception of shape. They find significant differences in search time as a function of the illumination angle and the consistency between the highlights and the shading pattern: subjects were fastest at finding the target when the objects were illuminated from above and when the highlights were consistent with the shading pattern. This suggests that search is not simply on the presence 
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When shrunk to a smaller spatial scale, variations in surface geometry become a form of texture, making a surface appear rough. A number of previous studies have investigated how surface relief interacts with perceived gloss (Ho, Landy, & Maloney 2008; Marlow, Kim, & Anderson, 2012; Wijntjes & Pont, 2010 ; see also Fleming, 2012 Fleming, , 2014 , finding that there can be significant, and sometimes complex effects of surface relief on perceived gloss. These studies mainly focussed on the magnitude of the relief, but in this special issue, Qi, Chantler, Siebert, and Dong (Part 2), make detailed measurements of how the spatial structure of meso-and micro-scale surface relief affects perceived gloss. The authors created computer simulated surfaces varying in two parameters at different spatial scales, which affect perceived roughness, and measured how ratings of gloss varied. They also asked other observers to make a number of judgments of the properties of the highlights in the images. They found complex non-linear interactions in the effects of the two roughness parameters on perceived gloss. However-consistent with Marlow et al. (2012) -they found that the gloss ratings could be well predicted by a linear combination of the ratings of the properties of the highlights, adding further support to the idea that gloss perception is more closely related with the perception of proximal image features associated with gloss than with estimates of the physical reflectance parameters of surfaces.
All the articles mentioned so far deal with the perception of glossiness in carefully controlled computer-generated images. To cover a larger variety of natural and man-made materials, Wiebel, Toscani, and Gegenfurtner (Part 2) investigated the lowlevel image correlates of glossiness using a combination of rendered images and photographs of real physical objects. Motoyoshi, Nishida, Sharan, and Adelson (2007) suggested that the visual system could use some simple low-level image properties, such as the skewness of the luminance histogram (and skewness of sub-band coefficients in a multi-scale image representation) to distinguish matte and glossy surfaces. Wiebel et al. measured the skewness, standard deviation and other intensity histogram statistics in images of matte and glossy surfaces and find that the standard deviation is a better predictor of surface gloss than skewness. Moreover, they find that modifying the contrast of images significantly modulates perceived gloss, whereas manipulating the skewness had a much smaller effect.
How are such gloss computations enacted in the brain? Sun, Ban, Di Luca, and Welchman (Part 1) present some intriguing fMRI evidence for human brain regions that distinguish between glossy and matte surfaces, and thereby contribute to surface material perception. Using whole and scrambled computer renderings of matte and glossy surfaces, they identified regions in V3B/KO and posterior fusiform sulcus that responded more strongly to glossy surfaces than to matte surfaces or scrambled images. Unlike previous fMRI and neurophysiological research with macaques (Nishio, Goda, & Komatsu, 2012; Okazawa, Goda, & Komatsu, 2012) , they found no evidence for gloss-specific responses in superior temporal sulcus, although Granger causality mapping did indicate a nearby region that may be involved. Over the coming years, the combination of psychophysical experiments, image analysis and brain measurements will enable us to understand not only where in the brain gloss computations are performed, but also how these brain regions infer surface reflectance from the image.
Texture and material perception
Another classic topic in material perception relates to the spatial variations in surface properties that characterize so many distinctive materials, from the spots on Dalmatian fur to the grain and knots in wood. Of course, the interest in texture perception and statistical representations of images predates the recent rise in interest in material perception, not least because textures provide some unique insights into visual representations. Unless a texture is strictly periodic, different patches or exemplars of that texture cannot be spatially aligned with one another, implying that the visual system cannot use a template matching strategy to recognize textures. Instead, it must describe the image patch using some form of summary statistics, which capture its characteristic texture elements, but in a way that is agnostic about their precise spatial location in the image. Such statistical representations are thought to be a feature of pre-attentive visual processing (Beck, Prazdny, & Rosenfeld, 1983) , and are possibly also responsible for crowding effects in peripheral vision (Balas, Nakano, & Rosenholtz, 2009; Rosenholtz, Huang, Raj, Balas, & Ilie, 2012) . In this special issue, we see several articles that investigate texture, both as a basic feature of visual processing, as well as a special source of information in the perception of materials.
In the first issue, Ferwerda presented a novel display system for interactively viewing virtual materials in a way that makes their surface relief and gloss characteristics vivid to the user. The interactive nature of the display system, ''ImpastoR", is particularly important to its effectiveness for conveying texture and gloss. Standard visual displays do not react to the position of the observer or illumination sources in the room surrounding the display device. This leads to static, lifeless depictions of surfaces, because highlights, shadows and shading patterns on real materials shift around depending on the viewing conditions. The ImpastoR system uses light and position sensors to modify the depiction of the displayed surface in response to viewer position and illumination conditions. This yields substantially more realistic impressions of surface qualities, including the shallow created by lowered paints on canvas. As a result, the system has considerable potential for enabling new lines of research on the perception of gloss, texture and other material characteristics.
Sawayama and Kimura (Part 1) document an interesting subjective phenomenon related to texture patterns. When a patch of texture is multiplicatively darkened, the darker region tends to look like it is in shadow. Similarly, the border of a dark region on a uniform background is blurred, the boundary appears like a penumbra, and the dark patch appears to be a shadow. However, the authors note that when the two conditions are combined-that is, when a patch of texture is darkened, and its border blurredthen the patch no longer appears to be in shadow, but rather appears like a stain in the texture itself. Distinguishing the causes of different 'atmospheres' (Adelson, 1999 ) is a classic problem in visual perception, but typically the only causal interpretations that are considered are reflectance, transmittance or illumination. Here the authors explore another potential atmospheric transition, with its own distinctive subjective appearance: the darkening appears to be a change in the material itself, but caused by the application of water, grease or some other staining material.
Like object recognition, successful texture recognition requires the ability to discount or generalize across variations in the image that are caused by extrinsic factors, such as viewpoint or illumination, which alter the appearance of the texture in the image. Balas and Conlin (Part 2) ask what classes of image information are required to achieve illumination invariance in texture identification. In a 2AFC task, they asked subjects to identify which of two texture patches matched a sample, where the target stimulus was illuminated from a different direction-thus requiring the observers to achieve illumination invariance to perform well. Importantly, they compared performance using photographs of real textures, with synthetic images generated using the Portilla and Simoncelli (2000) texture synthesis algorithm. The texture synthesis algorithm takes random noise as input, and iteratively modifies its color and wavelet statistics so that they match a target texture. This creates novel texture images that closely match the real texture pattern in many low-level image measurements, which in some cases is sufficient to create textures that are practically indistinguishable from the original. However, the authors find that performance was significantly worse for the synthesized images, suggesting that whatever observers use to achieve illumination invariance with the real photographs, is not fully captured by the statistics in the Portilla-Simoncelli algorithm.
Liquids, gels and deformable materials
An exciting, newly emerging area of research on material perception investigates the perception of fluids and other deformable materials. Most previous material perception research has focussed on the optical properties of surfaces, such as glossiness, translucency or texture patterns. However, deformable materials, like liquids and gels have distinctive mechanical properties that cause them to move in characteristic ways and to adopt particular kinds of shapes in response to external forces and perturbations. Moreover, unlike parameters of surface reflectance or translucency, these mechanical properties have clear connections to those properties that can be sensed haptically, and determine the way materials respond to being touched. This special issue features several studies on the visual and tactile perception of liquids and deformable materials.
Masuda, Matsubara, Utsumi, and Wada (Part 1) investigated oscillating illusory surfaces that elicit the impression of jelly-like materials with different physical properties. When the angles in the inducers of a Kanizsa figure are increased and decreased periodically, the resulting illusory surface wobbles, and depending on the phase, frequency and changes in amplitude of the motion over time, the stimulus conveys different apparent values of hardness, elasticity and viscosity. The authors mapped out how parameters of the inducer motion yield differences in the apparent physical properties of the illusory surface.
A complementary pair of studies entitled ''Seeing liquids from visual motion" (Kawabe, Maruya, Fleming, and Nishida; Part 1) and ''Seeing liquids from static snapshots" (Paulun, Kawabe, Nishida, and Fleming; Part 2), investigated the perception of liquids, and their viscosity using computer simulations of fluid flow with free boundary conditions, and stimuli derived from these stimulations. Kawabe et al. sought to identify the motion cues that yield an impression of flowing liquids with particular viscosities. To do this, they first acquired viscosity and liquidness ratings from the computer graphics renderings and measured the optical flow patterns in the simulations. From these optical flow patterns they generated new stimuli using arrays of noise patches that moved with the same optical flow as in the original simulations. This, allowed the authors to isolate visual information carried by motion, in the absence of form information. By modifying specific parameters of the optical flow patterns, and asking subjects to ratings the liquidness and viscosity of the displays, Kawabe et al. found that flow speed is a crucial parameter for viscosity perception and flow smoothness was important for the impression that the stimulus contained a liquid (rather than some other source of complex motion).
Paulun et al. performed a reciprocal study in which motion was removed and only form information remained. Using single frames from computer fluid simulations, they estimated a perceptual scale for viscosity using maximum likelihood difference scaling. For the main stimuli they tested, they found a pronounced sigmoidal nonlinearity in the psychophysical function, with intermediate values of viscosity appearing considerably more different from one another than either low-(water like) or high-viscosity (gel-like) liquids. They then compared the perceptual scale with predictions derived from a highly simplified image-based model, which derived a number of shape statistics from the outline of the shape. They found that the parameter-free model predicted the perceptual non-linearity surprisingly well, suggesting that when observers are asked to judge viscosity from static snapshots of fluids, they draw on a number of simple proximal shape characteristics to perform the task.
As mentioned above, one of the reasons why liquids are particularly interesting materials to study is that their visually evoked properties have close connections to their tactual characteristics, such as temperature, wetness and viscosity. In this special issue, Bergmann Tiest (Part 1) reviews the literature on tactual judgments of liquids, spanning real and simulated materials. Some of this research has been conducted in industrial application domains, and the feel of foods and cosmetic products is known to be highly important for consumer satisfaction. Other studies have been performed in a basic research context, aiming to understand how and why different tactual percepts emerge. The review provides an invaluable overview of research spanning fields with which many vision researchers may have only scant familiarity.
Multisensory perception of materials
The review by Bergmann Tiest is not the only article that deals with material perception in senses other than vision. Indeed, material perception is intimately connected to cross-sensory perception, and much of the subjective visual phenomenology of materials such as velvet, soil or bark is related to inferring their expected sound, feel, smell or taste. In this special issue, several articles investigated material perception in modalities other than vision.
Fujisaki, Tokita, and Kariya (Part 1) investigated the perception of samples of real and synthetic wood in vision, audition and touch, to determine whether the perceived qualities of materials vary depending on the sensory modality. Subjects were presented with images, recorded sounds of the samples being struck, or patches of the materials that could be touched, and were asked to complete a questionnaire containing items describing both the physical and affective qualities of the different materials. They found that there was a high degree of consistency in the ratings attained from the different sensory modalities, suggesting that there may be a supra-modal semantic representation of the qualities of different materials.
Two other articles investigated material perception in the blind. Baumgartner, Wiebel, and Gegenfurtner (Part 2) studied haptic judgments of material properties and classes in congenitally blind participants, and compared the results with responses from blindfolded sighted participants, to test whether visual experience influences the representation of materials. They presented the participants with a set of stimuli consisting of ten samples from each of seven different categories (plastic, paper, fabric, leather/fur, stone, metal and wood) and asked the participants to rate the samples in terms of six physical properties (hardness, elasticity, temperature, friction, orderliness, three-dimensionality) as well as assigning each sample to one of the seven categories. They found that the responses in the blind participants were extremely similar to those of the blindfolded sighted participants, suggesting that visual experience is not necessary for learning to distinguish categories of materials by touch.
Milne, Arnott, Kish, Goodale, and Thaler (Part 1) studied material perception in blind echolocation experts using fMRI. The authors made binaural sound recordings from echolocation experts as they emitted mouth-clicks in front of three materials with different physical properties (fleece, artificial foliage and whiteboard). They then played back the clicks to echolocating experts as well as three blind non-echolocating volunteers and three sighted non-echolocating volunteers, and tested recognition performance during fMRI scans. They found that all participants were surprisingly good at inferring the material class from listening to the clicks. They also found higher activity in the left parahippocampal cortex in the echolocation experts than in the control participants, suggesting the involvement of multi-modal representations of materials in the interpretation of sounds associated with different materials.
Materials and objects
As mentioned in the editorial for Part 1 of the Special Issue (Fleming, Gegenfurtner, & Nishida, 2015) , one of the fascinating aspects of material perception, is that many materials exist simply as 'stuff'-non-count nouns like 'tea', 'sand' or 'snow'-that lack the cohesion that we associate with objects. However, materials are also an integral part of what defines objects, their properties and how we interact with them: a hammer made from potato and cream cheese probably wouldn't work very well (although it would be fun to try). In this special issue, several studies also investigated the relationship between materials and objects from completely different perspectives.
Buckingham, Bienkiewicz, Rohrbach, and Hermsdörfer (Part 2) studied how apraxia (a deficit of tool use and motor planning) affects visual judgments of material properties, and the consequences for actions involving lifting objects, for which accurate judgments of weight are important. They created a set of cubeshaped objects of different sizes and materials, all of which had the same physical mass. Such stimuli are known to elicit profound illusions of mass when participants lift them, with larger objects, and objects made of materials of higher expected density, appearing to be lighter than smaller objects or those made of materials associated with lower mass (Ellis & Lederman, 1999; Murray, Ellis, Bandomir, & Ross, 1999) . The authors asked 21 participants with either left (apraxic) or right (non-apraxic) parietal lobe damage to judge the size and weight of the objects, before and after lifting them with finger and thumb. They found no systematic difference between participants in terms of the visually judgments of mass, but the patients with left parietal damage did affect the way the size cues determined their grip forces. This suggests that the representations of materials that are necessary for lifting objects probably do not reside in the left parietal cortex.
Material properties not only affect the overall mass of objects, but also the mass distribution within objects, which in turn can influence their physical stability-i.e., their tendency to remain upright, or topple over. Judging object stability is potentially crucial for handling and interacting with objects, so it is interesting to ask whether the visual system takes material properties into account when estimating how stable an object is. It is known that shape alters perceived stability (Cholewiak, Fleming, & Singh, 2013; Samuel & Kerzel, 2010) . In this special issue, Lupo and Barnett-Cowan (Part 1) investigated whether perceived object stability is also influenced by materials properties, using objects made out of single materials, as well as bipartite objects, for which the visual system must integrate information about expected density to infer stability. They rendered computer simulations of objects made of different materials and asked subjects to judge at what angle they would be equally likely to topple over or right themselves. They found that for the objects made out of uniform materials, participants correctly ignored the material properties of the objects when judging stability. However, for the bipartite objects, the material composition of the different parts of the object did significantly alter the apparent stability of the objects, showing that observers integrate both shape and material information in when estimating object stability.
On a completely different note, Pinna and Deiana (Part 2), present a beautiful series of simple 2D figures that demonstrate how contour shape can alter the apparent material properties and causal history of objects. The study follows the phenomenological tradition of the Gestalt psychologists. By selectively manipulating different features of the boundary of squares and other figures, the authors are able to show how profoundly even simple shape modifications can alter the perceived qualities of objects: making them appear hard or soft, flexible or elastic, wrinkly or smooth, natural or manufactured. They authors consider how parts and wholes interact, and how the orientation of objects relative to different spatial reference frames alters the interpretation of geometrically identical objects so that they appear to have different shapes, and material properties.
Material qualities and categories
Throughout this editorial, we have gradually progressed from low-level aspects of material perception, related to the perception of individual surface features-like glossiness, texture or viscositythrough mid-level and cross-model representations, to high-level representations of materials and objects. Material classification lies at a yet higher level of processing, at the transition between sensory and semantic representations of materials. Relative to what we know about object categorization, much less in known about how the visual system categorizes different materials into distinct perceptual classes (Fleming, Wiebel, & Gegenfurtner, 2013; Liu, Sharan, Adelson, & Rosenholtz 2010) . One feature of materials that makes categorization especially challenging is the enormous variety of different shapes that they can adopt, leading to an extremely large range of different proximal stimuli associated with any given conceptual category (consider the massive range of appearances of different 'plastics', for example). Presumably, members of a given category are judged to be similar to one another in a number of key perceptual and semantic qualities. This special issue includes a pair of articles that investigate the processes involved in categorizing materials, with a focus on the relationship between perceptual qualities and categories.
Tanaka and Horiuchi (Part 2) compared how subjects judge material qualities and categories with real samples and photographs. They presented participants with real materials, or photographs of 34 materials from ten different categories and asked them to rate nine different qualities of those materials, spanning both specific sensory modalities (e.g. glossiness, temperature) and supra-modal semantic qualities (e.g., fragility, prettiness). Following Fleming et al. (2013) , they find that the ratings were sufficient to infer quite reliable categories based on the proximity of the samples in the feature space defined by the rated qualities of each sample. They also found that the real physical samples afforded superior judgments of certain qualities, particularly those related to the dynamic range of the images (e.g., glossiness). As a result, the samples were more clearly separated for the real samples than for the images. Moreover, degrading the image information, for example, by removing color, also led to a reduction in performance.
Nagai et al. (Part 2) investigated the time course of material categorization and the rating of specific perceptual qualities. They created a large stimulus set consisting of photographs of real objects manufactured to the authors' specifications by a company, such that they all had identical physical shape, but differing materials drawn from seven categories of material (glass, metal, stone, wood, plastic, leather and fabric). Subjects viewed each sample on a screen and rated nine different perceptual qualities for each material. As with the Tanaka and Horiuchi study, this allowed the authors to identify clusters in the feature space spanned by the ratings. In the second and third experiments, the authors then measured response times and the effects of stimulus duration in a material discrimination task. By comparing the feature ratings with performance in the discrimination task, they were able to infer the relative contributions of visual and non-visual features to the discrimination performance. They found that for easy trials (those with short reaction times), performance was better predicted by visual qualities (e.g., glossiness) than by supra-modal qualities (e.g. hardness). In contrast, the harder trials were dominated by the more semantic, supra-modal features of the stimuli. They also find that short presentation times enable discrimination based on visual features, but not on the supra-modal features.
Summary
Together the articles presented in this special issue represent a snapshot of some of the current and emerging themes in material perception research. Future studies will undoubtedly yield new insights into the basic computations underlying surface perception and the relationship between the estimation of individual physical parameters of materials and the recognition of complex materials. As computer simulations advance, increasingly sophisticated properties of materials can be investigated systematically, allowing direct comparisons between visual information and detailed knowledge of the 'ground truth' physical state of the simulated material. Advances in experimental techniques, from the use of crowd sourcing, to very high-resolution fMRI also hold much promise. And there surely remain many unanswered questions about how we perceive, recognize and predict the behavior of materials as we interact with them in our daily lives.
