Abstract--We solve the isoperimetric problem for subsets in the set PC* of binary sequences of finite length for two cases:
THE PROBLEMS
The present note continues our paper [1] . We keep our earlier notation. Familiarity with [1] is not necessary but certainly helpful for an understanding of this paper. We recall some definitions. For X = {0, 1} and n • N, X n denotes the space of binary sequences of length n. The fundamental object in our investigation is oo 2¢* = U X~, n=0 the space of binary sequences of finite length. Here the sequence of length 0 is understood as the empty sequence ¢.
Basic operations are deletions V and insertions A. Here V (respectively, A) means the deletion (respectively, insertion) of any letter. We abbreviate F~ = Ft.
In [1] , we showed that the initial segments of size u in Harper's order (introduced in [2] 
THE H*-ORDER n
Recalling that x n precedes yn in the squashed order on {x n E X n : Ei_-I xi = k} exactly if xt < Yt, ff t is the largest number s with x, ~ y,, and that x n precedes yn in the H-order .,.
and proved that for 0 < ux _< u0 and u _< u04-ul,
It immediately follows from the uniqueness of the representation (2.1) that every positive integer N can be uniquely represented as
= 14-24-'" 4-2 n-14-u (0 <_ u < 2 n and u as in (2.1)).
We introduced in [1] (for u as in (2.1)) a l~(n+~)+(ak:l) .
(at:l) and proved (in Lemma 6) that AS is the G(n, IS]) th initial segment in the H-order on X n+x, if S is an initial segment in the H-order on ~,n. Consequently, by the definition of our H*-order,
is the G*(N) th initial segment in the H*-order on X*, for the N th initial segment S ~ in the H*-order on X*, if we introduce
By (2.1), (2.4), and (2.5) (see, also,
and therefore, (2.7) imply that 
THE RESULTS

For all A C X* with
[A[ = N, Ir0(A)l < ]r6(A)l, THEOREM
TWO AUXILIARY RESULTS
To prove Theorem 1, we need the following inequalities. 
Thus, it follows from (5.3), (5.4), (2.9), (2.3), and (5.1) that the RHS in Lemma 1 equals max(uo,G(n -1,Ul)) + (N1 + 2 n-l) + No + 2 n-1 + G(n -1,uo) + 1 (by (5.3), (5.4), and (2.9)) >_ G(n, uo + ul) + (No + N1 + 1) + 2 n (by (2.3)) = LHS in Lemma 1 (by (2.9) and (5.1)). CASE 2.
No _> 2 n -1. Similarly, as in the same case in the proof of Lemma 1, we have now by (5.3), (5.4), (2.9), and (6.1), that the RHS in Lemma 2 = max (Uo -1,G(n -1, ul)) 4-NI + 2 n-1 4-No + 2 n-1 4-G(n -1,Uo) (6.3) = max (Uo -1,Gin -1, Ul)) + N' 4-2" 4-Gin -1, uo), which together with (6.2), (2.3), (2.9), and (6.1) implies Lemma 2 for ul < uo -1, since G(n -1,  uo -1) < O(n -1, uo) .
Otherwise, Ul = Uo, and therefore, by (4.3)
Thus, by (6.2), (2.3), and (6.1), again RHS of (6. 
PROOF OF THEOREM 1
By (1.1) and (2.6), it is sufficient to show that for all A CAf* with IAI = N,
We show it by induction on N. For N = 1, (7.1) obviously holds. REMARK. Inspection of the proof of the theorem shows that initial segments in H*-order may not be the only minimal sets (of course in the isomorphic sense) for which we have equality in Lemma 2 in our "extremal problems of F~". Indeed, when [A[ --N --4, G*(4) = 11, the 4 th initial segment in the H*-order is S = {¢,0, 1, 00} and Fa(S) contains 11 sequences, namely, ¢, 0,1, 00, 01,10,11, 000, 001, 010, and 100. If No = 3 and N1 = 1, then both sides in Lemma 2 equal 11. If A = {0,00,01, 10}, then Fa(A) contains 0,00,01, 10,000,001,010, 100,011,101, and 110, that is also 11 sequences. This example shows that Lemma 2 is really necessary.
