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Georg Propst 
I n s t i t u t e  € o r  Computer Applications i n  Science and Engineer ing  
ABSTRACT 
This  paper p r e s e n t s  f i n i t e  dimensional approximations f o r  l inear  r e t a r d e d  
f u n c t i o n a l  d i f f e r e n t i a l  equa t ions  by use of d i scon t inuous  piecewise l i n e a r  
€unct ions .  The approximation scheme i s  a p p l i e d  t o  opt imal  c o n t r o l  problems, 
when a q u a d r a t i c  c o s t  i n t e g r a l  has t o  be minimized s u b j e c t  t o  t h e  c o n t r o l l e d  
r e t a r d e d  sys tem.  It i s  shown t h a t  t h e  approximate opt imal  feedback o p e r a t o r s  
converge to t h e  t r u e  ones both i n  case  t h e  c o s t  i n t e g r a l  ranges  over a f i n i t e  
t i m e  i n t e r v a l  as w e l l  a s  i n  t h e  case i t  ranges  over  an  i n f i n t t e  t i m e  i n t e r -  
v a l .  The arguments i n  t h e  l a t t e r  case  r e l y  on t h e  f a c t  t h a t  t h e  p iecewise  
l i n e a r  approximations t o  s t a b l e  systems a r e  s t a b l e  i n  a uniform sense.  Th i s  
f e a t u r e  i s  e s t a b l i s h e d  us ing  a vector-component s t a b i l i t y  c r i t e r i o n  i n  t h e  
s ta te  space  and t h e  f avorab le  e igenvalue  behavior  of t h e  p iecewise  
l i n e a r  approximations.  
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1. INTRODUCTION 
1 Given $'E IF? and 4 :[-h,O]+ IF? consider the retarded functional 
differential equation with constant coefficients 
P 0 
k(t) = %x(t-hk) + I Ao1(S)x(t+s)ds, t - > 0 
k=O -h 
0 2 x(0) = $ , x = 9' in L (-h,O;P). 
0 1  An equivalent abstract Cauchy problem 
in the space M2 = IF!" x L (-h,O; If) generates a strongly continuous 
semigroup. Approximations are constructed by restricting the problem to 
finite dimensional subspaces ZN = IF!" x YN C - M2, defining appropriate 
generators on zN. 
;(t) = Az(t), t L 0 ;  z ( 0 )  = ( 4  , 4 ) 
2 
Ranks and Burns [ l ]  used subspaces YN which consist of functions that 
are piecewise constant on the delay interval [-h,O]. This is the well-known 
averaging approximation scheme. As an extension, Burns and Cliff (51  enlarged 
the subspaces to piecewise linear functions. In both papers, the approximat- 
ing generators were constructed by forward difference methods. In [31 the 
approximations were obtained by projections onto subspaces of continuous 
splines being contained in the domain of A. Then Kappel and Salamon [141  
introduced 6-type operators in order t o  define generators for a spline scheme 
whose adjoint semigroups converge strongly. These 6-type operators are 
specially constructed to approximate the differential operator A at the 
discrete delays, where the splines may be discontinuous, as are the functions 
in the domain of A*. 
-2- 
I n  t h i s  paper,  a new scheme is  p resen ted  employing aga in  subspaces  of 
o r thogona l  p iecewise  l i n e a r  f u n c t i o n s  as i n  [51, but u s i n g  &-type  o p e r a t o r s  
f o r  t h e  cons t ruc t ion  of t h e  approximating gene ra to r s .  These o p e r a t o r s  a r e  
needed a t  each meshpoint, where t h e  subspace f u n c t i o n s  may be d i scon t inuous .  
In fac t ,  the number of d i s c o n t i n u i t i e s  i n c r e a s e s  wi th  t h e  o r d e r  of t h e  approx- 
imat ion ,  i n  c o n t r a s t  t o  t h e  s p l i n e  case. The r e s u l t i n g  g e n e r a t o r s  are 
completely d i f f e r e n t  from those  g iven  i n  [SI. 
An a p p l i c a t i o n  of t h e  approximation schemes is  t h e  opt imal  c o n t r o l  prob- 
l e m ,  when an i n t e g r a l  ranging over  [O,T),  q u a d r a t i c  i n  t h e  t r a j e c t o r y  and i n  
t h e  c o n t r o l ,  i s  L O  be minimized s u b j e c t  t o  t h e  c o n t r o l l e d  d e l a y  equat ion .  It 
was shown by J. S .  Gibson [91  t h a t ,  i f  T < a, t h e  s t r o n g  convergence of 
t h e  semigroups and t h e i r  a d j o i n t s  y i e l d s  convergence i n  norm of t h e  op t ima l  
feedback opera tors .  I n  t h i s  p r e s e n t  work, s t r o n g  convergence of t h e  
semigroups and t h e i r  a d j o i n t s  i s  proved us tng  t h e  Trotter-Kat0 Theorem as i n  
[l], [9]. Thereby, i t  i s  not  necessary  t o  assume a b s o l u t e  c o n t i n u i t y  O E  AOl, 
as d i d  t h e  proofs  i n  [121, [131, [141. 
I n  the case of t h e  so-ca l led  i n f i n i t e  t i m e  hor izon  T = , Gibson’s 
approach r e l i e s  on t h e  assumption t h a t  a s t a b l e  system is  approximated by 
s y s t e m s  tha t  a r e  s t a b l e  i n  a uniform sense.  For t h e  averaging  scheme, t h i s  
s t a b i l i t y  p r e s e r v a t i o n  p rope r ty  was e s t a b l i s h e d  i n  [191, and i n  [12] f o r  t h e  
Legendre-tau methods. Tn c o n t r a s t ,  t h e  s p l i n e  schemes do not have t h i s  qual-  
i t y  ( s e e  1141). This i s  due t o  ex t raneous  e igenvalues  c l o s e  t o  t h e  imaginary 
a x i s .  It is shown below t h a t  t h e  e igenva lues  of t h e  p re sen t  scheme converge 
t o  those  of t h e  d e l a y  equa t ion  and t h a t  exponen t i a l  s t a b i l t y  of our approxima- 
t i o n s  is  dominated by t h e i r  nP-components. Thus, uniform p r e s e r v a t i o n  of 
exponent ia l  s t a b i l i t y  i s  proved with decay rates a r b i t r a r i l y  c l o s e  t o  t h e  
decay r a t e  of t h e  h e r e d i t a r y  sys tem.  
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The matrices cor responding  t o  t h e  piecewise l i n e a r  f u n c t i o n s  are banded 
and s p a r s e ,  i n  c o n t r a s t  t o  t he  Legendre and s p l i n e  methods. While t h e  
Legendre schemes i l l ] ,  [13 ]  e x h i b i t  high accuracy even f o r  low o r d e r  of 
approximation, t h e  numerical  e f f i c i e n c y  of t h e  p r e s e n t  scheme i s  about t h e  
same as t h a t  of t he  f i r s t  o r d e r  s p l i n e s  i n  [ 1 4 1 ,  and s u p e r i o r  t o  t h e  ave rag ing  
methods [ l ]  as w e l l  as those  i n  [ 5 ] .  
P r e l i m i n a r i l y ,  S e c t i o n  2 c o l l e c t s  some f a c t s  on t h e  semigroup genera ted  
by t h e  uncon t ro l l ed  s y s t e m  and on the l i n e a r  q u a d r a t i c  h e r e d i t a r y  c o n t r o l  
problem (see [61, [8J, [9J). S e c t i o n  3 p r e s e n t s  an  approximation framework 
s u i t e d  t o  Chapter 4 ,  where t h e  piecewise l i n e a r  scheme is developed. In Sec- 
t i o n  4 . 1 ,  t h e  &-type o p e r a t o r s  are def ined  and t h e  p r o j e c t i o n s  onto  t h e  sub- 
spaces of piecewise l i n e a r  f u n c t i o n s  are i n v e s t i g a t e d .  I n  S e c t i o n  4 . 2 ,  t h e  
approximating g e n e r a t o r s  and t h e i r  a d j o i n t s  are cons t ruc t ed  and convergence 
resu l t s  f o r  t h e  f i n i t e  t i m e  hor izon  problem are proved. I n  4 . 3 ,  t h e  ma t r ix  
r e p r e s e n t a t i o n s  are g iven  and an  @-component s t a b € l i t y  c r i t e r i o n  i s  
e s t a b l i s h e d .  S e c t i o n  4 . 4  i n v e s t i g a t e s  the e igenva lue  behavior  of t h e  approxi- 
mate sys t ems  when t h e  o r d e r  of approximation i n c r e a s e s .  I n  Sec t ion  4 . 5 ,  t h e  
uniform s t a b i l i t y  p r e s e r v a t i o n  is  proved. F i n a l l y ,  €n 4 .6  t h e r e  i s  a b r i e f  
d i s c u s s i o n  of t h e  numerical  t o o l s  needed f o r  t h e  implementation of t h e  scheme 
on a computer and t h e  r e s u l t s  of t h r e e  examples are t abu la t ed .  
2. THE LINEAR QUADRATIC OPTIMAL CONTROL PROBLEM FOR HEREDITARY SYSTEMS 
I W e  are concerned wi th  t h e  l i n e a r  r e t a r d e d  f u n c t i o n a l  d i f f e r e n t i a l  
I e q u a t i o n  
-4- 
in @, where for some fixed finite delay is defined 
by xt(s) = x(t+s), Bo is a real nxm-matrix and u(t) E @. The bounded 
linear functional L: C(-h,O; s) + I&' is given by 
h > 0, xt: [-h,O]+ IF!' 
with 0 = ho < * e .  < h = h ,  % E flxn, k = O,.**,p and AOl E L 2 (-h,O; 
Given $ = ($ 0 1  ,$ ) E !I2 = Iff' x L2(-h,0; @) and u E L 
P 
ex"). 
(0,w; lm, loc 
there exists a unique solution x(t;$,u), which is absolutely continuous 
with L2-derivative on every interval [O,T], and satisfies (2.1;l) for almost 
all t - > 0, and the init€al condition 
x(O;$,u) = (I 0 , x(*;$,u) = $l in L 2 (-h,O; IF!'). (2.1 ;2) 
Def€n€ng the state at time t by 
system (2.1) is converted t o  an abstract Cauchy problem in M2, which is a 
Hilbert space with the inner product <(I$', $'I, ( J ,  0 1  ,J, >> = $ OT J, 0 + <$ 1 1  ,J, >2. 
Let S(t), t 2 0 be the Co-sem€group corresponding to the €ree motion of 
(2.11, i.e., 
2 
S(t)$ = (x(t;$,O), xt($,O)), t - > 0 ,  $ E M 
~ 
- 5- 
and define the input operator B:$ -f M2 by 
BU = (Bou,O), u E I€!". 
Then the evolution of z(t;+,u) in time is governed by the variation of 
constants formula 
t 
(2.3) z(t;+,u) = S(t)$ + I S(t-s)Bu(s)ds, t - > 0. 
0 
The infinitesimal generator A o €  S(*) is given by 
dom A = { $  E: M2 $l 8 W 1 ' 2 ( - h , 0 ; p ) ,  +'(O) = $'}, 
1 - 1  
A$ = 04 94)  1, 
where Wj ,p(a,b; IF?) denotes the space of *-valued absolutely continuous 
functions on [ a,b] possessing j-1 continuous derivatives and j-th deriva- 
tives that are in LP(a,b; IF?). The function z(t; $,u) in ( 2 . 3 )  is a 
mild solution of the abstract system 
(1) i(t) = Az(t) + Bu(t), t - > 0 ,  z ( 0 )  = $. 
Weighting the past history by the step function 
-6- 
we have an equ iva len t  norm cor responding  t o  t h e  i n n e r  product 
If 
( 2 . 4 )  
t h e  opera tor  A-wI i s  d i s s i p a t i v e  in M2 t h a t  i s  
g '  
<A$,$>g - < w11$1I2 g' $ E dom A.  
There fo re ,  by t he  Lumer-Phillips Theorem, t h e r e  e x i s t s  a cons tan t  M > 1 such 
t h a t  
The M2-adjoint of A g e n e r a t e s  t h e  M2-adjoint semigroup S( t )* ,  t - > 0 and is 
given  by 
denotes  t h e  c h a r a c t e r i s t i c  f u n c t i o n  of t h e  i n t e r v a l  I. The opt imal  con- XI 
n 
t r o l  problem on a f i n i t e  i n t e r v a l  is: given 0 < T < 00 and $ E ML f i n d  
t h e  c o n t r o l  u E L'(0,T; t h a t  minimizes t h e  c o s t  f u n c t i o n a l  
where Go = Go and Wo = W i  are nonnegative matrices and R = RT i s  
p o s i t i v e  d e f i n i t e .  Def in ing  t h e  opera tors  G: M + M2 by GI$ = (Go$  ,0) 
and W: 
2 0 
2 0 M + M2 by W$ = (WO$ ,0) we have 
The s o l u t i o n  t o  t h e  l i n e a r  q u a d r a t i c  c o n t r o l  problem (2.3),  (2.6) i n  t h e  
H i l b e r t  space  M2 i s  based on t h e  Riccati d i f f e r e n t i a l  e q u a t i o n  
d - <J,,II(t)$> + <AJ,,n(t)$> + <n(t)+,A$> - d t  
-1 * (2.7) - <II(t)J, ,  BR B I I ( t )$> + <Jl,W$> = 0, f o r  0, J, E dom A, 0 - -  < t < T,
II(T) = G. 
There exis ts  a unique, s t r o n g l y  continuous fami ly  of nonnegat ive s e l f a d j o i n t  
o p e r a t o r s  l I ( t ) ,  t - > 0, s a t i s f y i n g  (2.7). The opt imal  c o n t r o l  u i s  
g iven  i n  feedback form 
- 
-8- 
-1 * z ( t )  = -R B I I ( t ) z ( t ) ,  0 < t < T, - -  (2.8) 
where y ( t )  i s  t h e  mild s o l u t i o n  of 
i.e., 
The optimal c o s t  i s  J ( u , $ , T )  = <$,n(O)$>. With r e s p e c t  t o  t h e  product 
s t r u c t u r e  of M ~ ,  we can write 
IIOo(t):  + l? and I I l l ( t ) :  L2(-h,0;@) + L2(-h,0;lF?) a r e  s e l f a d j o i n t  
and nonnegative. S ince  I I lo( t ) :  + L2(-h,0;@), i t  has  a r e p r e s e n t a t i o n  
by a matrix valued f u n c t i o n  
(lTlO(t)S)(s) = I I l O ( t , s ) S ,  0 < t < T, 6 E IF?. 
f o r  @ '  E L2(-h,O; IF?) 
2 n l o ( t , * )  E L (-h,O; 'Iffxn), l ee . ,  
Using t h i s  n o t a t i o n ,  we write - -  
* T O  2 
B $ = Bo@ , $ E M , Since  t h e  feedback l a w  can be w r f t t e n  i n  terms of t h e  
de l ay  system: 
-9- 
- 
x ( t )  be ing  t h e  s o l u t i o n  of t h e  c losed  loop s y s t e m  
-1 T T 0 + I ( A o l ( ” )  - BOR BoI l lO( t , s ) )x( t+s)ds ,  0 - -  < t < T. 
-h 
We a l s o  cons ide r  t h e  i n f i n i t e  time horizon problem, t h a t  i s  t h e  minimiza t ion  
of J ( u , $ )  g iven  by (2.6) w i th  G z 0 and T = m ,  and assume t h a t  t h e  
sys t em ( 2 . 1 ; l )  is s t a b i l i z a b l e ,  i.e.,  A - BK g e n e r a t e s  an e x p o n e n t i a l l y  
. 
s t a b l e  semigroup f o r  some l i n e a r  bounded o p e r a t o r  Then t h e r e  
e x i s t s  a nonnegative,  s e l f a d j o i n t  ope ra to r  Il E: L(M ) t h a t  maps dom A 
i n t o  dom A and s a t i s f i e s  t h e  a l g e b r a i c  R i c c a t i  equa t ion  
K: ML + e. 
2 
* 
* -1 * ( 2 . 9 )  A - Il& - IIBR B lI$ + W@ = 0, @ E dom A. 
If, i n  a d d i t i o n ,  system ( 2 . 1 ; l )  and Wo have t h e  p rope r ty ,  t h a t  any 
admiss ib l e  c o n t r o l  d r i v e s  t h e  s t a t e  t o  zero, t h a t  is J ( u , $ )  < m i m p l i e s  
z ( t ; $ , u )  + 0, as t + -, then  II i s  un ique ly  determined. This c e r t a i n l y  
i s  t r u e  if (2 .1 ; l )  w i th  ou tpu t  W0 i s  observable  or i f  Wo is simply non- 
s i n g u l a r .  Using t h e  t i m e  independent s o l u t i o n  of ( 2 . 9 )  i n  t h e  feedback l a w  




3. FINITE DIlIENSIONAL APPROXIMATIONS 
Our g o a l  is t o  c o n s t r u c t  sys t ems  of o r d i n a r y  d i f € e r e n t i a l  e q u a t i o n s ,  such 
t h a t  t h e i r  s o l u t i o n s  approximate t h e  s o l u t i o n  t o  t h e  h e r e d i t a r y  c o n t r o l  prob- 
lem i n  Section 2. To t h i s  end, l e t  Y , N = 1 , 2 , * * *  be a sequence of fi- 
n i t e  dimensional subspaces of L (-h,O; W?) wi th  cor responding  o r thogona l  
p r o j e c t i o n s  p l .  Then ZN = li? x YN, N = 1,2,... are f i n i t e  d imens iona l  
subspaces of M2 with  cor responding  or thogonal  p r o j e c t i o n s  p + = ( 6  ,p1+  ), 
+ E M . Suppose t h e r e  is a sequence of l i n e a r  o p e r a t o r s  AN: ZN + ZN and 
l e t  S N ( t ) ,  t 2 0 be t h e  uniformly cont inuous  semigroups on M2 gene ra t ed  




N 0 N 1  
2 
2 N N  N s ( t > +  = e* P t+,  + E M 
Remark. We extend AN t o  a l l  of M2, because we want t he  semigroup SN(.) 
a c t i n g  on the  whole space. In s t ead  o f  l e t t i n g  the  gene ra to r  ANPN = 0 on 
(zN)', 
i s  s a i d  about t h e  c o n t r o l  problems i n  ZN and t h e  cor responding  semigroups 
S N ( * )  i n  M2 i n  this s e c t i o n ,  remains v a l i d ,  i f  we  t ake  the  g e n e r a t o r  of 
S N ( * )  t o  be ANpN - a ( 1  - pN) wi th  some a E R For s i m p l i c i t y  of 
e x p o s i t i o n ,  w e  s h a l l  make use of t h i s  p o s s i b i l i t y  only a t  t h e  end of t he  proof 
OE Theorem 3.5 below. 
we e q u a l l y  w e l l  could choose ano the r  a p p r o p r i a t e  ex tens ion .  A l l  t h a t  
We w i l l  u se  t h e  fo l lowing  hypotheses  i n  o r d e r  t o  g e t  t h e  d e s i r e d  conver- 
gence of SN( t )  t o  S ( t ) ,  t he  s o l u t i o n  of semigroup genera ted  by A as 
d e f i n e d  i n  Sec t ion  2. 
-1  1- 
( H l )  There e x i s t s  a c o n s t a n t  w E IR such t h a t  
N N 
<A +,+> < ~ I I + I I ~  f o r  a l l  + E z , N = i , 2 , . . .  . R -  g 
(H2) There exis ts  a s u b s e t  D Cdom A and a real number X > w, such t h a t  
(i) ( X I  - A)D is  dense i n  M2, 
( i i )  f o r  a l l  + E D, A p + + A+ as N + a. N N  
By t h e  Lumer-Phillips theorem, (Hl )  i m p l i e s  
f o r  a l l  + E M and some M > 1. Since (XI - A)-': M2 + dom A i s  con- 
t i nuous  i f  X > w, (H2) ( i )  imp l i e s  t h a t  a l s o  D i s  dense i n  M2, so that  
w e  have t h e  fo l lowing  v e r s i o n  of t h e  Trotter-Kato theorem [ 1 7 ,  111. Th. 4 .51 .  
Theorem 3.1: I f  t h e  sequences ZN, AN, N = 1 , 2 , * * .  s a t i s f y  (Hl) and 
2 N  (H2),  then  f o r  a l l  E M , S ( t ) +  + S( t )+ ,N -+ 0 0 ,  uniformly i n  t - on 
bounded i n t e r v a l s .  
N Observing E = ( B o E , O )  E Z , 5 E f o r  a l l  N,  we  t a k e  t h e  i n p u t  
t o  d e f i n e  f i n i t e  d imens iona l  o p e r a t o r s  gN: IEP + zN as B E - B S  
c o n t r o l  systems on zN: 
N 
-1 2- 
where u(-) E Lloc(O,m; 2 e) and I$ E M 2 . The s o l u t i o n  t o  (IN) i s  
given by 
N N  t N  N 
z ( t ; p  4,111 = SN(t)pNQ + 1 
0 
S ( t - s ) B  u ( s )ds .  
A s  a consequence of Theorem 3.1, one d e r i v e s  ( s e e  €or i n s t a n c e  [ 1 4 ] ,  Th. 4.2) 
convergence of z ( t ; p  Q,u) t o  z ( t ; Q , u ) ,  t he  s o l u t i o n  of ( I )  g iven  i n  N N 
(2.3): 
Corollary 3.2, Assume ( H l ) ,  (H2) and 
2 Then f o r  a l l  Q E: M 
The l i m i t  i s  uniform i n  t on bounded i n t e r v a l s  and u i n  bounded s u b s e t s  
2 
_I of Lloc(O,m; e). 
N N  N N N z ( t ; p  Q,u) = ( x  ( t ) , y  ( t ) )  E Z , 
N 
Writing wi th  some x N ( t )  E ‘JRP, 
y N ( t )  E YN (3.2) i m p l i e s  x ( t )  .+ x ( t ; Q , u )  uniformly i n  t on bounded 
€ n t e r v a l s ,  where x ( t ; Q , u )  i s  the  s o l u t i o n  of t h e  h e r e d i t a r y  sys t em (2.1). 
Seeking approximatCons f o r  t he  opt imal  c o n t r o l  problem (2.31, (2.6), we 
d e f i n e  the c o s t s  J N ( u , Q  ,T)  by 
-13- 
( 3 . 3 )  
From t h e  c o n t r o l  theory  of f i n i t e  dimensional s y s t e m s ,  i t  is w e l l  known t h a t  
t h e  opt imal  c o n t r o l  minimizing (3.3) is given by 
-1 N * N  ( 3 . 4 )  ? ( t )  = -R (B TI ( t ) ? ( t ) ,  0 - -  < t < T 
where $(t) i s  t h e  s o l u t i o n  of 
z O N  ( t )  = ( A N  - B N - 1  R ( B  N * N  ) II ( t ) ) z N ( t ) ,  zN(0)  = p N 4, 
N and 
R i c c a t i  d i f € e r e n t i a l  equa t ion  on ZN 
TI (t) :  ZN + ZN is t h e  unique nonnegative s e l f a d j o i n t  s o l u t i o n  of t h e  
I 
(3.5) N - 1  N * N  -IIN(t)B R (B ) II ( t )  + W N  = 0, 0 < t < T,  
c -  
N N 
II (T) = G . 
I N N N 
N - N  N N  N I 
Here G I$ = GO and W 4 = W+ for 4 E Z . The opt imal  c o s t s  are glven 
by J (u ,$,TI = <p 4,II ( 0 ) ~  $>. 
I n  a p p l i c a t i o n s ,  t h e  o r i g i n a l  system ( I )  is  c o n t r o l l e d  by use of t h e  
I approximate feedback l a w  (3.4) i n s t e a d  of (2.8), i.e., < ( t )  i s  r ep laced  by 
-14- 
t h e  so-called suboptimal c o n t r o l  
where i N ( t )  is t h e  mild s o l u t i o n  of 
I n  o r d e r  to  e s t a b l i s h  convergence of t h e  opt imal  and suboptimal c o n t r o l s ,  we 
have t o  deal with t h e  M2-adjoint semigroups SN(-)* genera ted  by t h e  M2- 
a d j o i n t s  (ANpN)* of ANpN. The a d j o i n t  of AN: ZN -+ ZN i s  
(AN)*: ZN i ZN. 
S i n c e  (Hl) i m p l i e s  (3.11, t h e  estimate (3.1) i s  v a l i d  a l s o  f o r  (AN)* i f  
AN, N = 1 , 2 , * * *  s a t i s f y  ( H l ) .  Thus, us ing  Theorem 3.1 and C o r o l l a r y  3.2, 
b e s i d e  ( H l ) ,  (H3) we need (H2) wi th  A, AN rep laced  by A*, (AN)* respec-  
Therefore ,  ( A  N N *  p = (pNANpN)* = pN(AN)*pN = ( A  N * N  p . 
t i v e l y  ( t h i s  w i l l  be denoted by (H2*)), t o  o b t a i n  S”(t)*$ + S * ( t )+,  4 E M 2 , 
uniformly i n  t on bounded i n t e r v a l s .  
The fol lowing a s s e r t i o n s  were proved i n  [91  ( a l s o  [141, Th. 4.3). 
Theorem 3.3: L e t  ( H l )  - (H3) and (H2*) hold. Then, as N -b 
( b )  For the c o n t r o l s  and t r a j e c t o r € e s  g iven  i n  (3.4),  (3.6), and (2.8) 
-15- 
the limits being uniform in t, 0 < t < T. - -  
In the case of the infinite time horizon, we deal with the algebraic 
Riccati equations 
N * N  "-1 N * N  (3.7) (A)n + n N A N - n B R  ( B ) n  + T J N = O  
on Z N ,  N = 1,2,*** . If ( A  N N  ,B ) is stabilizable, then there exists a 
nonnegative, selfadjoint solution llN of (3.7), governing the optimal feed- 
back. 
We will establish convergence of the Riccati operators IIN again using 
Gibson's arguments [ 9 ] .  However, this approach is based on the assumption 
that the stabilizability of the hereditary system implies that the systems 
( A  ,B ) are stabilizable in a uniform sense with respect to N (see hypoth- 
esis (H5) below). As to the investigation of stabilizability or exponential 
stability of Co-semigroups there is a L2-stability criterion due to R. Datko 
[71. 
N N  
We state here a special version (a proof may also be found in [ 1 9 ] ) .  
Lemma 3.4: Let S(t), t 2 0 be a Co-semigroup of bounded linear -
operators in a Banach space X satisfying 
(3.9) 





IS(t)xNxdt - < ~ ~ 1 x 1 1 ~  X' x E X 
-1 6- 
f o r  some cons t an t s  MI, a l ,  c1 > 0. Then t h e r e  e x i s t s  an exponent 
a = a (c l ,Ml , a l )  > 0 and a cons t an t  M = M(cl,Ml,al) > 0 such t h a t  
(3.10) 
Note t h a t  i f  w e  can prove ( 3 . 9 )  € o r  t h e  semigroups S N ( * )  w i t h  c1 
independent on N, then ,  by ( H l ) ,  (3.10) y i e l d s  t h e  exponen t i a l  s t a b i l i t y  of 
SN(*) uniformly wi th  r e s p e c t  t o  N. Moreover, observe t h a t  t h e  e s t i m a t e  
(3.9) i s  eq iva len t  t o  
(3.11) 
f o r  some cons t an t  c2 > 0, i f  S ( - )  is t h e  s o l u t l o n  semigroup on M2 as 
d e f i n e d  i n  S e c t i o n  2. By Fubini’s theorem, t h i s  equiva lence  fo l lows  d i r e c t l y  
from t h e  s t a t e  concept (2.2) and is  a s p e c i a l  Eeature of t h e  semigroup 
a s soc ia t ed  wi th  t h e  r e t a r d e d  f u n c t i o n a l  d i f f e r e n t i a l  equa t ion  (2 .1 ; l ) .  
As fa r  as we want t h e  semigroups SN(*) t o  be s u i t a b l e  approximat ions  
€or S ( * ) ,  i t  seems t o  he n a t u r a l  t o  demand t h e  equiva lence  of (3.9) and 
(3.11) also wi th  regard  t o  We c a l l  t h i s  t h e  VDP-property of the  
approximations (meaning t h e  vector-component dominance is  preserved) .  I t  
p l a y s  an important r o l e  f o r  our approach t o  s t a b i l i t y  q u e s t i o n s  i n  c o n t e x t  
w i th  t h e  i n f i n i t e  time hor i zon  c o n t r o l  problem. 
SN(*) .  
Suppose f o r  N s u f f i c i e n t l y  l a r g e  t h e r e  e x i s t s  a s o l u t i o n  IIN t o  t h e  
Nth a l g e b r a i c  Riccati. equa t ion  (3.7). Then wi th  
N - 1  N * N  P = A ~ - B R  ( B ) I I  
-17- 
-N A P  g e n e r a t e s  an e x p o n e n t i a l l y  s t a b l e  semigroup ? ( e )  on M2. We 
i n t r o d u c e  t h e  p r o j e c t i o n  V: N2 + ll? 
and want t h e  fo l lowing  hypothes is  t o  be v a l i d :  
(H4) Provided N i s  s u f f i c i e n t l y  l a r g e ,  t h e r e  e x i s t s  a c1 - > 0, independ- 
N e n t  on N,  such t h a t  f o r  a l l  4 E Z 
i f  and only i f  t h e r e  e x i s t s  a c2  1. 0, independent on N, such t h a t  
f o r  a l l  4J E: Z N 
If  II is  a nonnegat ive s e l f a d j o i n t  s o l u t i o n  t o  t h e  a l g e b r a i c  Riccati  
e q u a t i o n  (2.9) f o r  t h e  h e r e d i t a r y  c o n t r o l  problem, d e f i n e  t h e  o p e r a t o r s  
“AN: Z + Z , N = 1,2 , .**  by N N  
-1 * xN = AN - BR B II 
-N and l e t  S ( 0 )  be t h e  uniformly continuous semigroup on M2 genera ted  by 
-N N -N N -N 
A p , i.e., s ( t )  = e* P t ,  t > 0. - 
I n t e n d i n g  t o  provide t h e  e x i s t e n c e  and uniform boundedness of t h e  oper- 
N a t o r s  ll , we demand: 
-18- 
( H 5 )  I f  the h e r e d i t a r y  s y s t e m  (C) is s t a b i l i z a b l e ,  then  t h e r e  e x i s t  con- 
s t a n t s  M,  f3 > 0 such t h a t  f o r  N s u f f i c i e n t l y  l a r g e  
Theorem 3.5: L e t  (H1) - (HS), (H2*) hold and assume Wg i s  -
nonsingular .  I€ t h e  h e r e d i t a r y  system is s t a b i l i z a b l e ,  then  
( a )  for N s u f f i c i e n t l y  l a r g e  t h e r e  e x i s t s  a s o l u t i o n  II t o  t h e  Nth 
a l g e b r a i c  R i c c a t i  equa t ion  (3.7) and 
IInNpN - IIII + 0 ,  N -f OD. 
L(M~) 
(b )  The optimal and suboptimal c o n t r o l s  and t r a j e c t o r i e s  and t h e  correspond- 
ing c o s t s  converge as i n  Theorem 3 .3  ( b ) ,  (c). 
Proof:  A s  i n  [ 9 ,  Th. 7.41, we f i r s t  c o n s i d e r  t h e  Nth problem (1”) 
2 with  i n i t i a l  va lue  $I E M , when i t  is c o n t r o l l e d  by t h e  feedback 
“ u ( t )  = -R -1 B * IIp N z ( t ) .  
by ;N(t) = ?!‘(t)pN$ 
(H5) : 
The e v o l u t i o n  of t h e  s t a t e  i n  t i m e  i s  then  d e s c r i b e d  
and t h e  corresponding c o s t s  can be e s t i m a t e d  u s i n g  
. .  
0 
-19- 
Thus, t h e r e  e x i s t s  a nonnegative s e l f a d j o i n t  s o l u t i o n  
b r a i c  Riccati equa t ion  f o r  N s u f f i c i e n t l y  l a r g e  and 
llN of t h e  Nth a lge -  
with some cons t an t  c1, which does not  depend on N. Therefore ,  t h e r e  is an  
index  No such t h a t  
N N  tin p II < cl ,  N > N ~ .  - - (3.12) 
The convergence statement i n  ( a )  now fol lows from [9,  Tho 6.91, once t h a t  w e  
have shown 
- 
f o r  some c o n s t a n t s  M ,  a 
Since  Wg > 0 we have 
> 0. 
-1 T 6 l 2  5 p 6 W&., 6 E e, where p i s  t h e  minimum 
e igenvalue  of Woo Following the  arguments given i n  [ 9 ]  (proof of Th. 7.5) 
l e t  + E ZN and d e f i n e  z ( t )  = S ( t ) 4  = (x ( t ) , y  ( t ) )  w i th  x N ( t )  E 
I@, y N ( t )  E yN, t - > 0. 
y N ( t )  so t h a t  
-N --N N N 
-1 * " * "  




app ly ing  [91, Cor. 4.2 t o  t h e  semigroups S N ( * ) .  It fo l lows  / IV?(t)@12 
0 
d t  < p -1 c111411 2 , N > No and, by hypo thes i s  (H4), I ll??(t)@l12 d t  < c211@l12 - - - 
0 
- 1 * N  N wi th  some c2  > b. Also, because 2 i s  genera ted  by (AN - BR B TI )p , 
(3.1) and (3.12) imply (e.g. [17 ] ,  111. Th. 1.1) t h e  e x i s t e n c e  of c o n s t a n t s  
Now Lemma 3.4 a s s u r e s  M1, a 1  - - - such t h a t  I I $ ( t ) l l  < Mle , t > 0,  N > No. 
t h a t  t h e r e  a re  c o n s t a n t s  M,  a > 0 such t h a t  
t 
Me-at, t > 0 ,  N > No. - - 
But t h i s  proves ( 3 . 1 3 ) ,  s i n c e ,  as we mentioned i n  t h e  remark above, we may re- 
p l a c e  ANpN by ANpN - a ( I -pN) ,  s o  t h a t  l I $ ( t )  II < e-at, whi le  t h e  
f i n i t e  dimensional c o n t r o l  problems on ZN remain completely unchanged. 
Statement ( b )  fo l lows  from ( a )  i n  a manner similar t o  t h a t  i n  t h e  f i n i t e  t i m e  
hor izon  case ( s e e  [ 9 ]  o r  [141). 
4. TRE PIECEWISE LINEAR APPROXIMATION SCHEME 
While the fo rego ing  s t a t emen t s  are of r a t h e r  g e n e r a l  n a t u r e ,  t h i s  s e c t i o n  
p r e s e n t s  a special  approximation scheme us ing  so-ca l led  piecewise l i n e a r  func- 
t i o n s .  We prove v i a  s e v e r a l  lemmas t h a t  t h i s  scheme sa t i s f i e s  t h e  hypotheses  
(H1) - (H3) and (H2"). Then we show t h a t  i t  has  t h e  VDP-property, s o  t h a t  
(H4) i s  va l id .  Furthermore,  we i n v e s t i g a t e  t h e  c h a r a c t e r i s t i c  ma t r ix  of t h e  
approximate sys t ems  i n  o r d e r  t o  e s t a b l i s h  r e s u l t s  on t h e  e igenvalue  behavior  
-2 1- 
1) f u n c t i o n s  [-h,O] + ni? t h a t  are polynomials of degree one on every  i n t e r v a l  
I IN i s  commonly c a l l e d  a space of piecewise l i n e a r  f u n c t i o n s  on (-h,O]. A 
b a s i s  of KN is given,  w r i t t e n  i n  a sfmplifried n o t a t i o n ,  by t h e  2pN m a t r i x  
k.i 
when t h e  approximation index increases, This  enables  us  t o  conclude (H5). 
F i n a l l y ,  w e  p r e s e n t  some of  our  numerical f i n d i n g s .  
4.1 P r o j e c t i o n  o n t o  spaces  of piecewise l i n e a r  f u n c t i o n s  
Corresponding t o  t h e  d i s c r e t e  delays hk i n  (2.1;1), f o r  N = 1,2,..* 
we subdivFde t h e  i n t e r v a l s  I k  = [-hk,-hk-l), k = 2 , 0 0 0 , ~  and 11 = [-h1,01 
), k = l , * * * , p ,  1 = l , * - * , N  ( w i t h  i n t o  t h e  s u b i n t e r v a l s  IN = 
t h e  e x c e p t i o n  I l l  = [ t , , ,O])  by def in ing  t h e  meshpoints 
N N  
k j  [ t k j  ' t k , j - l  
N N 
tN -h - j r k / N ,  j = O,*..,N, k j  k- 1 
f u n c t i o n s  I 
where 1 denotes  t h e  nxn i d e n t i t y  matrix.  The fo l lowing  diagram i l l u s -  
trates t h e  d e f i n i t i o n  of t h e  b a s i s  elements. 
-22- 
N N 





= ( O , e i j )  are a or thogonal  b a s i s  of t h e  The pairs eo = ( 1 , O )  and 
n(2pN+1) dimensional product space ZN = @ x YN, N = 1 , 2 , - * *  The 
or thogonal  p r o j e c t i o n s  
(I$ O N 1  ,P1 I$ 1, where P1 i s  t h e  L2-orthogonal p r o j e c t i o n s  from L2 on to  
YN. With 
ek j  
pN: M2 + ZN a r e  of t h e  form D N O 1  (I$ ,I$ ) = 
w e  have 
( 4 . 3 )  
where t h e  components of t h e  c o e € f i c i e n t  v e c t o r  a N N  ( p  I$) are given by 
-23- 
a. = 4' and 
We f r e q u e n t l y  w i l l  u se  t h e  abbrev ia t ions  4kj  N = akj (pN$)  N and $N = pl$ N 1  . 
Note t h a t  
Obviously, t h e  spaces  ZN are no t  conta ined  i n  t h e  domain of t h e  gene- 
r a t o r  A of t h e  h e r e d i t a r y  semigroup, since t h e  e lements  of YN are not d i f -  
€ e r e n t i a b l e  on [-h,O]. Neve r the l e s s ,  t h e  a c t i o n  of A and A* can be 
approximated by o p e r a t o r s  on ZN imi t a t ing ,  h e u r i s t i c a l l y  speaking, t h e  d e l t a  
d i s t r i b u t i o n s  i n  t h e  d e r i v a t i v e s  of d i scont inuous  f u n c t i o n s  by o p e r a t o r s  
i n  YN. Following t h e  i d e a s  developed i n  [14 ] ,  we need t h e  o p e r a t o r s  g N  
f o r  each p o i n t ,  where t h e  p iecewise  l i n e a r  f u n c t i o n s  i n  
gN 
YN may have jumps. 
We d e f i n e  gN- 6g: IR' + YN, N = 1 , 2 , * * *  by 
kj ' 
N- N N  + -  3N eN )[, k = 1, j = O,***,N-l 'kj'') (f- ek ,2 j+l  r k,2j+2 
k k k = 2,...,p, j = l , *** ,N- l  
+-e  3N N )e ,  k = l , ** . , p - l  N N  k+l, l  rk+l k+l ,2  
-24- 
and 
Proposition 4.1, ( a )  For any 5 E and 4' E L2(-h,0; -
I n  (4.7) and throughout t h e  paper,  we u se  t h e  n o t a t i o n  
l e f t  s i d e  l i m i t  of 
I$ N ( t k j )  N- f o r  t h e  
+ N  a t  tkj. N 
( b )  The norms of t h e  &-ope ra to r s  are 
Proof :  ( a )  Le t  1 < k < p and 1 < j < N-1. TJsing (4.5) and ohserv- - -  I -  
i n g  t h a t  
N N- N N- 
e k ,2 j - l ( t k , j - l  E ek,2j( tk , j -1)  = ' 9  
we get 
0 
<'kj(C),+ N- 1 > 2  = cT(N eN + -  3N eN > ( s ) + ' ( s ) d s  
-h r k k ,2 j+ l  rk k,2j+2 
The proof € o r  k = 1,.* ,p-1, j = N and f o r  6;; is  analogous. The 
s ta tement  on gN+ fo l lows  s i m i l a r l y  from the  f a c t  t h a t  ek,2j-1 kJ 
and 
N ( t  .) = I N 
k j  
eN ( f j )  = -I, k = l , * * * , p ,  j = l , * . . , N .  
k , 2 j  
( b )  Since t h e  b a s i s  of YN i s  an orthogonal s e t ,  we have 
The proof f o r  gN- i s  analogous. 
k j  
by (4 .2 ) .  
B 
Next w e  e s t a b l i s h  convergence results f o r  t h e  piecewise l i n e a r  pro jec-  
t i o n s  of s u f f i c i e n t l y  smooth func t ions .  
I I + N  - $ill < ll;lll, 
-26- 
The constants c1, c2 do not depend on N - or 
Proof: The proof is based on an application of the Peano Kernel Theorem 
and define the linear func- 
k j 
(see for instance [20], Th. 1.3). Let s e I 
tional Fs : W2,-(IEli; e) + by 




a l l  polynomials p of degree one, so the said theorem assures 
S - T ,  T c < S  
. 




F =  max(rk, k = l , - * * , p ) .  To estimate the second term in (4.9), we 
so that 
-2 7- 
But from (4.11) 
Hence, by (4.6), s t a t emen t  ( a )  follows. S i m i l a r  methods f o r  t h e  f u n c t i o n a l  
Gs:  $'a(I:j; @) + @, Gs(Q1) = D$'(s) - D+$N(s), and t h e  f a c t  t h a t  
gN y i e l d  (b). D+$N = - 2N eN r k,2j-1 k , 2 j  k 
As an  immediate consequence from Lemma 4.2 ( a ) ,  we see t h a t  t h e  sub- 
spaces ZN def ined  i n  t h i s  s e c t i o n  s a t i s f y  hypo thes i s  (H3), s i n c e  t h e  set 
0 1  {(Q ,$ ) E M2 1 Qo E: @, Q 1  E W2'"0 ( Ik ;  @ I ,  k = l , . . ~ , p )  is  dense i n  
N M2 and IIp II = 1 f o r  all N. 
4.2 The approximating semigroups and t h e i r  g e n e r a t o r s  
D e f i n i t i o n  4.3. For Q = (Q 0 1  ,Q E ZN we d e f i n e  
S ince  D+Q1 E: YN f o r  Q 1  E: YN i t  is  clear t h a t  AN is a l i n e a r  
o p e r a t o r  zN + zN. 
I -28- 
Lemma 4.4: The a d j o i n t  of AN i s  g iven  by 
0 1  N O 1  Proof :  Evalua t ing  <($ ,$ ),A (41 ,$I )> for $,(I E ZN we g e t  by 
P r o p o s i t i o n  4.1. 
and, s i n c e  411 E Y N ,  
I n t e g r a t i n g  by p a r t s  t h e  term involv ing  D + + l  y i e l d s  
Furthermore, 
s o  t h a t  
-29- 
where A is given by 
The last  two sums a r e  transformed using (4.7). Observing 
and 
+'(o-) = + l ( o )  
k = l , * * - , p ,  then a r ranging  A a p p r o p r i a t e l y  we g e t  N -   N tkN tk+l , O S  
and t h e  r e s u l t  fo l lows  by a p p l i c a t i o n s  of (4.8). 
H 
The next  lemma shows t h a t  t h e  opera tors  AN s a t i s f y  t h e  uniform d i s s i p a -  
t i v i t y  c o n d i t i o n  (Hl) i n  t h e  space M2 
E! 
d e f i n e d  i n  S e c t i o n  2. 
w i t h  N Lemma 4.5: For a l l  N and a l l  + E Z , <AN+,+> < wl l+ l l  g -  8' -
w given i n  ( 2 . 4 ) .  
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Proof:  As i n  P r o p o s i t i o n  4.1, i t  is  easy  t o  v e r i f y  t h a t ,  with respect t o  
t h e  weighting f u n c t i o n  g(s)  = p - k + 1, s E Ik, k = l , * * * , p ,  w e  have 
2 f o r  a l l  + l  E. L (-h,O; If') and 6 E: JI?. From t h e s e  eqiiations and t h e  
d e f t n i t i o n  of AN, i t  fo l lows  
N f o r  + E Z . Using 
and t h e  i n e q u a l i t y  5 T 0 < 1 (15 I 2 + 101 2 ), 6 ,  0 E. I?, we ge t  - 
because,  due t o  the weights ,  a l l  terms except t h e  f i r s t  t h r e e  n e u t r a l i z e  each  
o the r .  
m I 
Looking f o r  a p p r o p r i a t e  sets to be used i n  (H2) and (H2*), w e  d e f l n e  
-32- 
The following Lemma occupies  ( H 2 )  ( i i )  and ( H 2 * >  (ii). 
Lemma 4.6: (a) There i s  a c o n s t a n t  c > 0 ,  such t h a t  f o r  a l l  N and -
a l l  Q E D -
* 
( b )  For a l l  $ E D 
N * N  * 
I I (A ) p $ - A $11 + 0,  as N + m .  
Proof: ( a )  From the  d e f i n i t i o n  of A and AN w e  have the  e s t i m a t e  
where 
Ry p ropos i t i on  4.1 and Lemma 4.2 f o r  Q E D t h i s  y i e l d s  
N 1 / 2  '3 "1 N 1  ) IIQ l, + I lA (Q Ill2 2 
C C N N  
IIA p Q - &I1 ( + + 2(T) 
Z T s -  1 7 
-33- 
wi th  some c o n s t a n t s  c1 ,  c2, c3e Since $1 i s  continuous on [-h,O] one 
h a s  
so t h a t  
w i t h  
e l l  ' * * *  'ep,2N 
- r = min (rk,  k = l,... ,PI .  Taking advantage OF t h e  o r t h o g o n a l € t y  of 
2 i n  L , w e  have For 5 E -iff N N 
Hence, 
j = 1 ,  - 0  , N  
This  proves (a) .  
( h )  From Lemma 4.4 and t h e  d e f i n i t i o n  of A* w e  have 
-34-  
N+ N N N- N N  
N- 1 
j=l  
+ 6; ($ ( t p j )  - $ ( t p j > )  - S,($ ( -h)) .  
S ince  043) i s  v a l i d  "(Aol$ T O N -  ) AOl$ T 0 ti2 + 0. 
* 
i f  $ E dom A . Hence 
1 - 1  1 - 1  N 1 - 1  cons t  "1 ID+$N - D($ +$ )I2 < ( h ) 1 / 2  IID+($ +$ ) - D($ +Jl ) l l ,  < 7ll$ Itoo. - -
by Lemma 4.2. We a r range  
1 R e c a l l ,  t h a t  f o r  $ E dom A " 1  , $ (-h) = A)' and $ (-hk) - $l(-h;) = 
k = l , * * * , p - l ,  so t h a t  
-35- 
F i n a l l y ,  A 3  N* ( J I )  can be e s t ima ted  l i k e  A: i n  p a r t  (a) ,  namely 
I n  o r d e r  t o  apply  Theorem 3.1 t o  AN and (AN)* of t h i s  s e c t i o n ,  i t  
remains t o  show ( H 2 )  (i) and (H2*) (i). 
2 * *  Lemma 4.7: The sets (A-A)D - and (A-A ) D  are dense i n  M , if 
A > w as g iven  i n  (2.4).  
Proof :  Due t o  b a s i c  f a c t s  i n  semigroup theo ry ,  w e  know from (2.5)  t h a t  -
( A  E 41 R e  A > w) is  conta ined  i n  the r e s o l v e n t  sets p ( A )  and p ( A * ) .  
Hence, i f  A > w, t h e  o p e r a t o r s  (A-A)-' and ( A -A*) - e x i s t .  
Therefore ,  g iven  JI E @' x C1(-h,O;@') t h e  equa t ion  (A-A)Cp = JI has  a 
unique s o l u t i o n  Cp = (Cp (O),Cp ) E dom A ,  which by t h e  d e f i n i t i o n  of A sat- 
i s f i e s  A C p l  - 6' = JI . But t h i s  i m p l i e s  6' = A $ '  - JI1 i s  continuous and 
d i f f e r e n t i a b l e .  
C2(-h,0;@). Hence t h e  dense set  II? x C1 i s  conta ined  i n  
(A-A) (II? x C2 dom A), which i s  a subset of  (A-A)D. ~ 
1 1 
1 
In  f a c t ,  i1 = A $ '  - $' i s  cont inuous ,  so t h a t  Cp E I? X 
1 
E c ( I~ ; IEF) ,  k = l,...,p, r e v e a l  JI llk The same arguments app l i ed  t o  
E L (@;C1(-h,O;X?)). L e t  
A. 1 t h a t  (A-A*)D* is dense ,  i f  
A > w ,  Cp E M2,  0 < E < I I C p I I  and Aol E ~ ( x ~ ; L ~ ( - h , o ; z ~ ) ) .  There i s  a I 
I 
A t 1  E L (X?;C'(-h,O;@)) wi th  corresponding g e n e r a t o r  A: s a t i s f y i n g  
* -1 -1 * < ~(411$11 I(A-A 1)  , A E P (Ac) ,  * * I I A  - A n = IIA,,~ - Gln 
1 ( M 2 )  L ( IRn;L2)  
-36- 
* -1 * -1 * 
and I ( A - A  ) I1 < 2 II(A-A ) II ( c f .  [151, IV. Tho 1.16). L e t  $c E D - C * 
such t h a t  II(X-Ac)Jlc - 411 < E .  Then II(A-A~)$cII 5 211@11 and 
* -1 II(A-A )$c - ~II<II(h-Ac)$c - $11 + SAc - A II ll+cII - < E + E(4llcbll II(A-A * * * * l l ) - l l l $ c l l  - 
This  because I\$ I1 < iI(A-Ac) * -1 II Il(A-Ac)JlclI * < 41I(X-A * ) -1 I1 Il4ll. - < 2E, c -  * *  
proves t h e  dens i ty  of (A-A )D . w 
The proofs OF t h e  Lemmas 4 . 6 ,  4.7 do not  u s e  a d d i t i o n a l  smoothness assumptions 
on AoZ as it is  t h e  case  i n  1121, [131, [ 1 4 ] .  
Summarizing, we can now say t h a t  t h e  semigroups S N ( * )  and SN(*)* 
genera ted  by ANpN and (AN)*pN converge t o  t h e  h e r e d i t a r y  semigroups 
S ( * )  and S ( * ) *  €n t h e  sense  of Theorem 3.1. Also, Theorem 3.3 holds  s o  
t h a t  f o r  t h e  € € n i t e  t i m e  horizon c o n t r o l  problem we can approximate t h e  
R i c c a t i  opera tors  and t h e  opt imal  c o n t r o l s  by s o l v i n g  t h e  f i n i t e  dimensional  
systems ( 3 . 4 ) ,  (3.5). 
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4.3. Vector dominance p r e s e r v a t i o n  
of ZN and t h e  canon ica l  ^ N  ^N 'ep,2N With respect t o  t h e  b a s i s  e O , e l l , * * *  
b a s i s  of II? t h e  m a t r i c e s  [AN] and [AN*] r e p r e s e n t i n g  AN and AN* are 
g iven  by 
(4.12) [AN] = (QN)-lHN and [AN*] = (Q N ) -1 H NT 
wi th  
. , N = 1 , 2 , * - -  . 
For t h e  computat€on of t h e  e n t r l e s  of 
b a s i s  elements a r e  g iven  by 
HN,  observe t h a t  t h e  d e r i v a t i v e s  of t h e  
k = I , . * *  , p ,  j = l , * * * , N .  d+ N - 2 N  N - 
= 0 and 7 F  e k , 2 j  ek,2j-1'  
d+ N 
d t  ek,2j-1 
-
Wri t t en  i n  t h e  s i m p l i f y i n g  nxn matrix n o t a t i o n  we g e t  f o r  example 
I -38- 
The i n n e r  products i n  
e lements  and P r o p o s i t i o n  4.1. The r e s u l t  is the n(2pN+1) squa re  ma t r ix  
HN are eva lua ted  us ing  t h e  o r t h o g o n a l i t y  of t he  b a s i s  
whe re  
N 
= (Akl k2 Ak, 2N-2 AN k, 2N- 1 + Ak *k,2N - Ak) 
N AN . . e .  
I i s  a nx2nN mat r ix ,  k = 1 , * * *  , p ,  ko = f,) a 2nxn ma t r ix  and 
are 2nx 2n matrices. Xumerical a l g o r i t h m s  
s o l v i n g  high o rde r  systems wi th  coef E i c i e n t s  [AN] might t ake  c o n s i d e r a b l e  
advantage from the fac t  t h a t  HN has  band s t r u c t u r e  (not  the  case  f o r  t he  
L e g e n d r e  methods  [ I l l ,  [ 1 2 ] ,  1131) and t h a t  QN is  diagonal (no t  t he  case f o r  
s p l i n e  methods [ 141 ). 
h = (-I I), k = ( I 'I) 
-I -1 I -1, 
In  t h e  fo l lowing ,  w e  e x p l o i t  t he  s t r u c t u r e  of t he  matrix [ A N ]  i n  o r j e r  
t o  deduce the VDP p rope r ty  and (H4) f o r  our  piecewise l i n e a r  approximations.  
Lemma 4.8: I f  t h e r e  i s  a c > 0 independent  on N such t h a t  f o r  2 -  
m 
2 N f 
0 
llSN(t)$Il2 d t  - < c1 IIc$II , 0 & z , 
f o r  some c > 0 not  depending on N 01: +. 1 -  
ANt Proof: Let + E zN and set sN(t)+ = e* p t+ = e 6 = N N  --- 
the 
(wO(t), N wl(t)> N E z N 9 t > 0. With wl(t) N = f 2N 1 ekj N Wkj(t) N - 
k=l j=l coe€ficient vector col(wo(t>,wl,(t),***,wp72N(t)) N N N is the solution of 
A view of the rows of [AN] reveals that (4. 3)  implies 
Vkl(t) = - - N N  avkl(t) + - N N  bv *N (t), k = 2,***, r k-l,N k k r 
(4.14) 
(t), k = 1,***  ,PY j = 2,***,N 
*N N N  N N  v (t) = - -- av (t) + - bv r k,j-1 k kj ‘k kj 
N 2 4N < - 1+Il2, k = l,***,p, j = l,***,N. 
- ‘k 
(4.15) Ivkj(0)I 
To estimate the solutions of (4.14), we make use of the fact that, if 
f E L 2 ( 0 , ~ ;  N, a > 0 then 
t 
and g(t) = 1 e -a(t-s)f(s)ds, t - > 0 ,  
0 
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a, - 2  1 g E L2(0,m; IR) and I g (t)dt - < I f2(t)dt (cf. for instance [lo], 
0 a 0  
VI. 2.33). 
The f€rst equation in (4.14) yields 
N 
t r - -  a(t-s) 1 vo(s)ds, N t > 0. 
at N r 
- -  
N 
vll(0) + I e - 1 N Vll(t> = e 
0 
- -  at 
1 N 
vll(0), t > 0, we get 
r 
- N  N 
With vll(t) = vll(t) - e - 
m 
2 2 
= const I 
0 
IVSN(t)$l dt - < const ll$ll , 
by assumption, where the constants do not depend on N. Using (4.15) it 
follows 
( 4 . 1 6 )  
2 2 03 N 
J (vll(t)l dt - < const IIOS . 
0 
Estimating the solutions of the other equatlons i n  (4.14) by the same method 
yields 




2 (t)l d t  < c o n s t  ll$ll , k = 2 , * * * , p .  2 2 N 
03 
I IvN ( t ) l  d t  < c o n s t  ll$ll i f  I I v ~ - ~ , ~  - 
0 
-k l  0 
So, from (4.161, w e  g e t  by induct ion  
2 2 OD N I Iv (t)l d t  - < cons t  ll$ll , k = l , * . * , p ,  j = l , * * * , N .  0 k j  
But t h i s  proves t h e  a s s e r t i o n  of  t h e  lemma, because by (4.3) 
where d = ( 
s o  t h a t  
2 < c o n s t  11$11 - 
Corollary 4.9: The semigroups $ ( * )  genera ted  by 
*pN = (AN - BNR-l(BN)*IIN)pN s a t i s f y  hypothes is  (H4). 
Proof:  Since R N : p  .+ ZN is represented  by t h e  n(2pN+l)xm m a t r i x  
N (4.17) [B ] = col(Bo,O,.**,O), 
t h e  ma t r ix  [?I d i f f e r s  from [AN]  only i n  t h e  f i r s t  11 rows. 
The re fo re ,  (4.13) w i t h  [AN] r ep laced  by [$I aga in  y i e l d s  (4.14). The 
rest o f  t he  proof remains unchanged. 
I 
Besides f o r  (H4), t h e  VDP-property of t h e  p iecewise  l i n e a r  approximations 
t o g e t h e r  w i t h  t h e  r e s u l t s  of t he  next s e c t i o n  w i l l  be used t o  deduce (H5). 
4.4 The e igenvalues  of t h e  approximate systems 
It is  known t h a t  t h e  spectrum of t h e  gene ra to r  A c o i n c i d e s  wi th  i t s  
po in t  spectrum namely a(A) = ( A  E $ I d e t  A ( A )  = 0) where 
AS 
P -1 hk 0 
h ( X )  = AI - 1 Ak e - 1 AO1(s)e d s ,  X E 4.  
k=O -h 
The eigenvalues of t h e  f i n i t e  dimensional o p e r a t o r s  
de t (AIN - [ A N ] )  i n  $. IN denotes t h e  n(ZpN+l)-identity mat r ix .  I n  o r d e r  
t o  c a l c u l a t e  t h e  de te rminant  of t he  c h a r a c t e r i s t i c  ma t r ix  
A N ( X >  = A I N  - [ANI i n  terms of r a t i o n a l  f u n c t i o n s  of A ,  w e  t r ans fo rm 
A N ( X )  
AN are t h e  ze ros  of 
by elementary row and col.umn o p e r a t i o n s .  
F i r s t ,  f o r  all k = 1 , s . .  , p  and j = 1 , * * *  , N  m u l t i p l y  A ~ ( A >  from 
t h e  r i g h t  by the  ma t r i ces  
t h e  only nondiagonal i d e n t i t y  matrix being a t  t h e  p o s i t i o n  ( ( k , Z j - l ) ,  
( k , 2 j ) ) .  The r e s u l t i n g  ma t r ix  i s  m u l t i p l i e d  from t h e  l e f t  by 
-43- 
N BNPN 0) N N  (Bo B l l  0 s o  t h a t  the f i rs t  row of blocks now is  g iven  by 
wi th  
B12 0 - 
3N C N  
T3; = X I  - A o - q -  12 
k = l , * * * , p ,  j = l , * * * , N - l  3N CN 3 N  N - -- ‘k, j+l ’ BN k j  = -%,2j-1 rk k j  rk 
+ -  N 
k l , * * * , p - 1  3N N 
‘k+l, 1 ’ -- 
- N -  N 3N N 
BkN - -Ak - %,2N-1 + 5 ‘kN rk+l 
3N CN + -  
P 
N BN = -A - A 
p p,2N-1 r pN’ PN 
Then mul t ip ly ing  from t h e  l e f t  w i th  
where t h e  only nondiagonal block i s  a t  









- -  














( ( k , 2 j - l ) , ( k , 2 j ) ) ,  y i e l d s  a matrix 





r P k ( A )  = - - - X(X + - k k k  
(4.18) , k =  1 P. 
W e  d e f i n e  
s u b i r w l s  p1(A)Dl1 '
t h e  f i r s t  row of blocks t o  zero.  Thus 
from t h e  upper l e f t  block and sets  a l l  o t h e r  e n t r i e s  i n  
N N 6N N N N P d e t  A (A) = [ II (4.20) ( d e t  qk(h)I) (det(A+ -->I) ] d e t  A o ( X ) ,  
k= 1 k 
where 
N (4.21) A o ( X )  = XI - 
-45- 
6N X + - # 0 
k r 
Note that these transformations are possible, as far as 
6N and X # f iNL fi, k = 1,... ,p ,  in particular qk(X) # 0, i-e., X # - 7 r 
Ff X E (X E 4IRe X -p) and N - > 2p for some p > 0. Further note, 
and 
N 
k k k 
- 
N N if Re X 1 -p, then det A (A) = 0 iff det A o ( X )  = 0, provided 
N > -  2P . - r  From (4.19) we get by recursion - 
where 
UsFng this in (4.21) yields 
N N 
A o ( X )  = AI - L ( A )  = XI 
with 
( 4 . 2 3 )  
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Proposition 4.10. ( a )  - With t h e  p r o j e c t i o n  - V: M2 + @ i n t r o d u c e d  i n  ( H 4 )  
w e  have -- 
N -1 * 
[ V ( X I  - A ) V 1 = (A;(X))-', X 8 p ( A N ) .  
- as N + =, uniformly i n  X on bounded s u b s e t s  of $. 
( c )  If Re X - > 0 ,  t h e n  Irk(X>I - < 1, k = l , * * * , p .  For any p > 0 
t h e r e  e x i s t s  N ( p )  such t h a t  f o r  a l l  N N ( p )  and a l l  X E $ w i t h  
R e  X E [ -p ,O] 
N 
N N 
Irk(X)I - < I rk ( -P>I ,  k = I , * * *  , P *  
Proof:  Expanding t h e  determinant  of  A N ( X )  by elementary o p e r a t i o n s ,  
ve have-seen t h a t  TNAN(X)SN = U N ( X ) .  where UN(X) i s  a lower t r i a n g u l a r  
block-matrix wi th  A!(h) i n  t h e  p o s i t i o n  ( 1 , l )  and SN,TN are r e g u l a r  
P N  N N The m a t r i c e s  given by SN = ll I[ SN and TN = DN IT ll T .C . 
f i r s t  column of blocks i n  TN and t h e  f i r s t  row of blocks i n  (SN)-' are of 
k j  k=l  j= l  kJ k=l j=l  
t h e  Eorm ( I  0- 0) .  Thus, t h e  a p p l i c a t i o n  of t h e s e  t r a n s f o r m a t i o n s  t o  the  
e q u a t i o n  A ~ ( x )  (+O*- *> = (400- O)T y i e l d s  
0 l T  0 l T  = ($ 0- 0 N O  = T ($ 0- 
o r  
0 0  olT f o r  a l l  4 ,J, E IP. (($ 0- -1 0 ($O *- *IT = ( U N ( X ) >  
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N -1 0 This  i m p l i e s  JIo = ( A o ( X ) )  41 . But 
COT N -1 0 -1 0 (+ ,0) = [V](AN(X)) v ( A I  - AN)-lV*@O = V ( X 1  - A ) ($ 0 
f o r  a l l  $O E e, and t h i s  proves ( a ) .  
From (4.18), (4.22) we have 
2 2  
1-l 
6N 2 - 2NrkX rkh -1 3 rkX 
2 2 2  ' N = (1 + +  ( 1  + 2 2  + 4NrkX + X rk 6N + 4NrkX - 2rkX 
rk(X) = -- 
6N 2 
This  proves ( b ) ,  because,  as N + 00 
2 2  rX -rkX 3 rkX 
-N + 1 
2 T )  and (1+ - 2 (1+  k)-N + e  N 6N + 4NrkX - 2rkX 
uniformly i n  X on bounded s u b s e t s  of 4. 
F i n a l l y ,  a n  e x p l i c i t  computation of Irfl(X) l 2  and i t s  d e r i v a t i v e  w i t h  
r e s p e c t  t o  ReX shows (c) .  
The p r o p e r t i e s  (b) and ( c )  a r e  e s s e n t i a l  €o r  t h e  convergence of t he  
N matrices A O ( h ) .  
-48- 
N 
( b )  If d e t  A O ( A )  = 0 and Re A > 0 ,  t h e n  l A l  - f -
k=O 
For any p > 0 t h e r e  i s  an N(p) such t h a t  f o r  a l l  A wt th  -
R e  A E [-p,O] and a l l  N > N(p), d e t  A O ( A )  N = 0 i m p l i e s  - 
Ph P 
k=O 
1x1 - < 1 2 k e P h k l ~ l  + 20e I I A ~ ~ I I ~ ~ .  
N N N Proof:  S e t  A O ( A )  = AI - L1(A) - Ly(A) - L3(A) as i n  ( 4 . 2 3 ) .  
k -r A p -hkA 
= C e  Ak i 
P N 
L 1 ( A )  -+ A. + 1 % TI e 
k= 1 i= 1 k=O 
and 
uniformly i n  A on bounded sets .  
To each N t h e r e  is  a unique j N  such t h a t  s E 1 N .  , 
k' k , j N  
L e t  s E I: 
t h u s  
j N  P A I i m  L ~ ( A )  N = 1 e -hk-l l i m  Aol(s)(rz(A)) ds. 
N+= k= 1 N+= I k 
From O < jN + N(hk-l+s)/rk < 1 and P r o p o s i t i o n  4.10 ( b ) ,  it  fo l lows  - - 
hence 
The convergence is uniEorm i n  A on bounded sets and i n  s E Ik 
dominated wi th  respect t o  S. Therefore 
For Ly(A) i n  (4.23) we g e t  
and 
- 11 
3N ((=:(A))-’ is de f ined  i f  - # A, k = l,...,?), so t h a t  Ly(A) + 0 
uniformly on bounded sets. If d e t  A o ( A )  = 0 then  A is an e igenva lue  
of LN(A). Therefore  d e t  A o ( A )  = 0 i m p l i e s  1x1 - < (Ly(A) + 
IL!(A)I + (L!(A)1. 




So (b )  is proved by similar arguments as ( a )  u s ing  
N 
N jN 
( rk ( -p ) )  
For t h e  i n v e s t i g a t i o n  of t h e  asymptotic behavior  of t h e  e igenva lues  of 
we now use  t h e  fo l lowing  consequence of Rouche‘s Theorem: AN, N + m ,  
Proposition 4.12. - Let  f, fN, N = 1,2, .** be holornorphic i n s i d e  and on a 
c losed  bounded contour  If - f has  no zeros  on r and i f  fN -b f 
uni formly  on I‘, then  t h e r e  e x i s t s  an No E IN such t h a t  for 
N 2 No, fN and - f have t h e  same number of zeros  (counted accord ing  t o  t h e i r  
m u l t i p l i c i t i e s )  i n s i d e  r.  
-so- 
For p > 0 define G = {A E $IRe A > -p). Since det A ( X )  is - P 
analytic on tl and its zeros lie in {A e $ 1 -  p - < Re X - < 0 and 
1x1 
P P 1 ihklA,l + ephllA 01 I1 L1 )C, (A E $/Re h - > 0 and 
k=O 
n 
1x1  5 f + llAOIHL~~, the number of eigenvalues of the generator A 
in G is finite. Similarly, from Lemma 4.11 (b)  and the notes following 
(4.21) we see that, if N is sufficiently large, the eigenvalues of AN in 






K = {A E tl- p - < Re X - < 0 and lXl 5 1 2k:hklA,l + 20ephUA 01 U Ll  ) 
P 
Although these estimates are not accurate, they lead to rigorous results given 
in 
Lemma 4.13: (a) If h O  is an eigenvalue of A with multiplicity k, 
then for any E > 0 (small enough) there is an No such that each 
AN, N - > No, possesses k eigenvalues in B(XO,c) = {A E I l h  -XOl < E) .  
Xi, i = 1 ,  ,11 be the eigenvalues of A in -(b )  Let p > 0 and - - 
G . For any E > 0 (small enough) there exists No such that the 
P 0 
k 
operators AN, N - > No, have no eigenvalues in GP\ (j B(Ai,E). 
i- 1 
-51- 
Proof:  Assume t h a t  X o  i s  t h e  only ze ro  of d e t  A ( X )  i n  B(XO,Er. -
a B ( X O , E )  i s  bounded and d e t  A;(X) + d e t  A ( X )  uniformly on bounded 
sets. Thus, (a) fo l lows  a t  once from Propos i t i on  4.12. 
Choose, wi thout  l o s s  of g e n e r a l i t y ,  E > 0 such  t h a t  d e t  A ( X )  has  no ze ro  
R 
i=l  
i n  a G  U u 3 B ( X i , E ) .  We know from (4.20) t h a t ,  i f  N ?-;- 2 p , X ~ G  i s  
an e igenvalue  of AN i f f  d e t  A O ( X )  = 0. 
P - R 
i= 1 
Write Gp\ U B(Xi,c) = G1 u G 2 ,  N 
where 
R R 
= ( G p n K p )  \ B(Ai,c), G 2  = ( G  nKC) \ U R(hi,E). 
i-1 P i= 1G1 
c o n t a i n s  no ze ro  of d e t  A ( A ) .  Thus, t h e r e  i s  G1 i s  bounded and 
an N1 2 ,  2p such t h a t  f o r  a l l  N - > N1 d e t  A $ 3 ( X )  has as many z e r o s  i n  
a G1 
- 
, G1 as d e t  A ( h ) ,  t h a t  i s  d e t  A!(X) has  no ze ro  i n  G I .  S ince  
G 2  K;, t h e r e  i s  no e igenva lue  of AN i n  G2, if N is s u f f i c i e n t l y  
l a r g e .  
This  shows t h a t  t h e  e igenvalues  of A are approximated by t h e  eigen- 
v a l u e s  of t h e  o p e r a t o r s  AN. Moreover, g iven  E > 0, l e t  p E R and 
X i ,  i = l , * * * , R ,  
R e  X i  - > p .  
i n  t h e  r i g h t  h a l f  p l ane  
provided N is s u f f i c i e n t l y  l a r g e .  
be t h e  e igenvalues  of t h e  h e r e d i t a r y  sys t em wi th  
Then t h e  piecewise l i n e a r  approximat ions  do not have e igenva lues  
ou t s ide  t h e  b a l l s  R e  X - > p B(Xi,E), i = l , * * * , R ,  
-52- 
4.5. Uniform stability 
From the results of the previous section, we conclude that, if S(.) 
with some M, w0 > 0, then for all -u Ot is stable, i.e., IIS(t)ll - < Me 
w < w 0  there are an N and constants MN such that for all N - > Nu w 
( 4 . 2 4 )  
IIS N (t)ll < MNeWt. 
- 
In order to get uniformity with respect to N on the right hand side of these 
estimates, we follow an idea given by R. Ito [ 1 2 ]  in connection with his 
Legendre-tau approximations. The idea is to establish uniformity in ( 4 . 2 4 )  
for one special no-delay case and to interpret this special case as a 
perturbation of the general situation. 
Let us consider the equation ;(t> = -x(t), t 0, in l? as if it 
were a functional differential equation with p delays, demanding the initial 
We approximate by our piecewise linear condition 
scheme, denoting the approximating generators by They are given in 
Definition 4 . 3  where A0 = -I, \ = 0, k = l,***,p and A() l (* )  = 0. The 
2 
(x(0) ,xO) = $ E: M . 
A:. 
representation [A:] is a lower triangular block matrix with -I in the 
[A!] t 
t J  left upper position. Therefore the first row of blocks in e is given 
by (e'tI 0 - 0 ) .  Hence, for all $ E ZN 
Thus, by Lemma 4.8,  there is a c > 0 such that 
( 4 . 2 5 )  
-53- 
and by Lemma 3.4 t h e r e  e x i s t  c o n s t a n t s  
N = 1,2,***  
Mo, uo > 0 such t h a t  f o r  a l l  
- a t  
II < Moe , t - > 0. N -  z 
Remark: Guided by t h e s e  arguments, one e a s i l y  s e e s  t h a t  the  s p l i n e  
approximation scheme presented  i n  [ 1 4 ]  does not  have t h e  VDP-property. 
Because the  f i r s t  row of blocks of t h e  mat r ix  r ep resen t ing  t h e  s p l i n e  genera- 
t o r s  'A: i s  a l s o  of type (-I 0-0) one g e t s  f o r  a l l  $ i n  t h e  
U s N  
Aot 0 -t s p l i n e  subspace 'ZN, I(e $ )  I L e I I $ l l ,  as above. Thus, i f  a s p l i n e  
ana log  of Lemma 4.8 holds ,  then by Lemma 3 .4  lsZNll - < Ke-Et,  f o r  
some K, E > 0, independent of N. But t h i s  c o n t r a d i c t s  t h e  peculiar 
e igenvalue  behavior  of t h e  s p l i n e  scheme ( s e e  [ 1 4 ] ,  Prop. 5.13) .  
-wet 
Lemma 4.14: - I f  llS(t)ll - < Me , t - > 0 f o r  some M ,  wo > 0 then  f o r  
and such t h a t  f o r  a l l  N > Nu - t h e r e  e x i s t  - all w < w o  -
IISN(t) II < KUt, t - > 0. 
( Z N  - 
Proof:  L e t  0 < w < wo. We have seen  i n  Lemma 4.11 t h a t  t h e r e  i s  a 
N c o n s t a n t  c such t h a t  IL (-w+iT)l - < c,  T E R, i f  N - > N(w). It fo l lows  
N ( d e t  A o ( - w + i T )  # 0 if N i s  l a r g e  enough). Thus, from the  uniform conver- 
Wnce  of A!(A) t o  A ( A )  on t h e  set {A = 'W + i r I  1x1 < c) ,  w e  have - 
-54- 
( 4 . 2 6 )  
with some N E IN and y > 0. 
AN, 
w 
Define AN = wI + AN and le t  (P E ZN- The t r a j e c t o r y  e 0 Q i s  
w 
t h e  s o l u t i o n  of 
& t )  




2 F: M -f IF?. 
f N (*,$I: R +  IF? i s  g iven  by f N (s,Q) = Fe AoS Q, s 2 0 with 
because the  L 2 -component of (A: - A:)$ vanishes  f o r  a l l  JI E ZN. From 
( 4 . 2 7 )  and ( 4 . 2 5 )  i t  is c l e a r  t h a t  
( 4 . 2 8 )  
f o r  some K > 0 not  depending on N. We w r i t e  
-55- 
( 4 . 2 9 )  
with 
n L 2 ( % L ( Z N ) ) ,  if N is su€ficiently l a rge .  The calculation ? f  the F O : I ~ < ~ L - -  
transform y ( * )  of the convolution y(*) y i e l d s  [ I n ,  (21 .61 )1  
A 
By Plancherel's T'neorem (cf. f o r  i n s t a n c e  110, (21.5311) and ( 4 . 2 8 1 ,  we get 
Thus 
-56- 
by P ropos i t i on  4.10 (a ) .  Therefore ,  from (4.26) 
and, by (4.29), ( 4 . 2 5 )  and Lemma 4.8 
N 
Lemma 3.4 thus y i e l d s  c o n s t a n t s  M, E. > 0 not  depending on N,  such t h a t  
So, i f  t h e  h e r e d i t a r y  semigroup S(*) i s  exponen t i a l ly  s t a b l e  w i t h  
i t  i s  approximated by piecewise l i n e a r  systems w i t h  0' some decay rate w 
decay rate a r b i t r a r i l y  close t o  wO.  
Another immedtate consequence of Lemma 4.14 i s  
Corollary 4.15: The semigroups 3N(-)  genera ted  by 
-N N - A P - <AN - BR-'B*II)D~ s a t i s f y  hypo thes i s  (H5). 
Proof:  If t h e  h e r e d i t a r y  system is  s t a b i l i z a b l e ,  t h e r e  ex is t s  a 
s o l u t i o n  ll of t h e  a l g e b r a i c  Riccati equa t ion ,  and t h e  c losed  loop  semi- 
group s(*) genera ted  by A = A - BR B JI i s  exponen t i a l ly  s t a b l e .  The 
approximations t o  are a c t u a l l y  g iven  by S ( e  1. Thus t h e  prev ious  




lemma yields constants M, u > 0 such that 
,for all N sufficiently large. 
Summarizing, we have proved that the convergence statements of Theorem 
3.5 are valid when the piecewise linear approximation scheme is applied to 
infinite time horizon hereditary control problems. 
4 . 6 .  Examples 
Testing the numerical performance of the approximat ion scheme developed 
in this paper, we have employed it in several examples and compared the out- 
comes with the results produced by other schemes. As far as these examples 
are representative, it turned out that the piecewise linear and the first 
order spline approximations [14] are of the same numerical accuracy (for the 
same approximation index N), but both are inferior to the Legendre methods 
[11,131. 
In the case of the finite time horizon the Riccati differential equation 
-58- 
N N  is transformed, by taking 
differential equation 
rN(t) = Q [Il ( T - t ) ] ,  to a standard Riccati matrix 
N T N  N N d rN(t) + [ A  I r + r [ A  1 - at 
( 4 . 3 0 )  
N N -1 N T N  N - r [ B ] R  [ B ] I ' + [ W ] = O ,  O < t < T  - -
N rN(o) = [G I .  
N N  Observe that the selfadjointness of 
and hence 
component of ZN, we have 
IIN(t) implies [JIN(t)ITQN = Q [Il (t)] 
Since BN, WN, GN refer exclusively to the lE& N I"(tlT = r (t). 













Thus (if p = 1, 5 0) we can reduce the dimension of (4.30) introducing 





0 0 GOAl - GOAl 
FO 
A T G ~  o 0 
Fo is given by 
m 
O l  
I O  
0 0 1 - I J  
-1 T F~ = A'G + G ~ A ~  - G B R B ~ G ~  + wo, 0 0  0 0  
in orbar to get the €actorization 
( 4 . 3 1 )  
N T N  
rN(t) = [GN] + L1(s) L2(s)ds, 
0 
Ly(t) being the solution of 
N N -1 N T N  
LN(t) = L,(t)([AN] - [B I R  [B 1 r (t)) x i  
( 4 . 3 2 )  
Multiplying ( 4 . 3 1 )  from the left with [BNIT yields 
-60- 
Solving the n(4n+m)(2N+l) differential equations (4.32), (4.33) we get 
[B ] r (t). But this is all we need €or the computation of the suboptimal 
control iN(t) (see (3.6)). Denoting the mxn blocks in [B N T  ] [ n  N (t)] 
N T N  
N N by i30(t),**.,82N(t), we have 
where iN(t) is the solution of 
(4.35) k(t) = AOx(t) + Alx(t-h) + BOu -N (t) 
in 
one of the intervals 
Iff'. In each term of the sum in (4.341, the integration ranges only over 
, N .  IN , j = I , .*.  1j 
Numerically the systems (4.34), (4.35) were solved simultaneously by an 
appropriately adjusted 4th order Runge-Kutta procedure combined with Simpson's 
rule €or the evaluation of the integrals. 
Example 4.1. Minimize 
subject to 
x(0) = XJt) = ( i )  , -1 - -  < t < 0.
~~ ~ 
The t r u e  s o l u  ion 
~~ 
-6 1- 
he ptecewi e l inear  approxi -  
mations wi th  index  N = 4,8,16 are presented i n  t h e  Tables  4.1 and 4.2. The 
r e l a t i v e l y  g r e a t e s t  e r r o r s  occur around t = 1 and t = 2 ,  where t h e  de r iva -  
t i v e s  of x ( t )  and u ( t )  have jumps, whi le  i N ( t )  and i N ( t )  are of 
course  con t inuous ly  d € f € e r e n t i a b l e .  
- - 
For t h e  i n f i n i t e  t i m e  hor izon  c o n t r o l  problem (p  = 1, AO1 : 0 )  t h e  
suboptimal c o n t r o l  and t r a j e c t o r y  a r e  a g a i n  c a l c u l a t e d  v i a  (4.341, (4.35) 
when l lN( t )  is rep laced  by t h e  s t a t i o n a r y  o p e r a t o r  iI , t h a t  i s  t h e  
s o l u t i o n  of t h e  a l g e b r a i c  Riccati equat ion  (3.7). The t r ans fo rma t ion  
rN = Q [iI ] y i e l d s  a s t anda rd  R i c c a t i  ma t r ix  equa t ion  
N 
N N  
i n  $(2N+1)Xn (2N+1),  which was solved by t h e  Newton-Kleinman-algorithm as 
presented  i n  [18].  I n  each  s t e p  of t h i s  a lgo r i thm,  a Ljapunov ma t r ix  equa t ion  
w a s  so lved  us ing  t h e  q u a d r a t i c  procedure g iven  by R. A. Smith (see a l s o  [ 1 8 ] ,  
p. 297). The t i m e  independent mxn b locks  B . ,  j = 0,.**,2N were then  
employed i n  (4.35). Furthermore, w i th  
N 
S 
N nN * * a  I11,2N 11 1 * N t n l =  * 
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determines  t h e  feedback l a w  of t h e  Nth approxima- r[oo which toge ther  with 
t i o n .  A t  the mesh-points, we simply have 
Example 4.2.  This  i s  t h e  problem of minimizing 
s u b j e c t  t o  
;r(t) = x ( t )  + x( t -1)  + u ( t ) ,  t > 0, - 
x(0 )  = 0, x o ( t )  = s i n n t ,  -1 < t < 0. - -  
of t h e  
when t h e  o r i g i n a l  s y s t e m  i s  
Table 4 .3  g i v e s  t h e  opt imal  c o s t s  JN = <(x(O),x0),n N (x (0 ) ,xo )>  
M 
approximating s y s t e m s  and t h e  c o s t s  
c o n t r o l l e d  by u . 
J(iN) 
^N 
N JN J (2) 
4 0.321 17 0.32143 
8 I l6  0.32 1 38 0.32142 0.32143 0.32143 






2.7 507  
N Table 4.4 presents  the feedback ga ins  I:o and f l l ( s )  a t  the meshpoints 







2.8083 2.8092 2.8094 
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Example 4.3. A s i m p l i f i e d  model f o r  a wind tunne l  a t  NASA's Langley Research 




-w - :I 2sw 0 ka 0 0 0 0 0 0 0 x ( t  - 0.33) 
x ( 0 )  = col(-0.1,8.547,0) 3 x o ( t ) ,  -0.33 < t < 0 ,  where k = -0.0117, - -
5 = 0.8, o = 6.0, - =  ' 1.964. One wants t o  minimize a 
m 4  2 2 
J ( u )  = I [ l o  x , ( t )  + u ( t )  ] d t  
0 
s u b j e c t  t o  (4.36). 
The t r u e  s o l u t i o n  of t h e  problem w a s  g iven  i n  [ 1 6 ] .  Note t h a t  t h e  
matrix Wo weighting t h e  c o n t r i b u t i o n  of t h e  s t a t e  t r a j e c t o r y  t o  the  c o s t s  i s  
s i n g u l a r  i n  t h i s  example, i n  c o n t r a s t  t o  t h e  assumptions i n  Theorem 3.5. How- 
e v e r ,  t he  p iecewise  l i n e a r  approximation scheme produced t h e  fo l lowing  v a l u e s  
f o r  J(iN> and JN. 
-68- 
N J N  I 
_ _  
4 136.4490 136.1785 
8 136.4490 136.2921 
1 6  136.4493 136.3486 
J ( u )  136.4049 






8677.02161 -9.81498 -0.94768 
-9.8 1498 0.0 1850 0.00186 
-0.94768 0.00186 0.00019 
8677.02502 -9.8 1503 -0.94768 
-9.81 503 0.01851 0.00186 
-0.94768 0.00186 0.00019 
8677.02551 -9.8 1504 -0,94768 
-9.8 1504 0.01851 0.00186 
-0.94768 0.00186 0.0001 9 
~~ 
8677.02405 -9.81505 -0.94768 
-9.8 1505 0.01851 0.00186 
-0.94768 0.00186 0.00019 
T a b l e  4.7 
I n  T a b l e  4.7,  we compare the  f i r s t  block of the  Riccat i  matrix TIN with the  
ll?-component of JT. The ma t r i ces  ! ~ , ( t )  and n l ( t ) ,  N 
~ ~ _ _ _ _ _  ~ _ _ _ _ ~  - 



























are shown i n  Table 4.8 f o r  t = - 2;- j h , j = 0 , - - - , 4 .  







i l l ( -  p) 
141.39647 
0.06917 
n l ( -  1;- jh) I 0.06915 
t41.39721 
- E) 0.06917 
4 1 
0.00668 t- -41.39721 
I o*oo668 
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