This paper estimates the Variance Risk Premium (VRP) directly from synthetic variance swap payoffs. Since variance swap payoffs are highly volatile, we extract the VRP by using signal extraction techniques based on a state-space representation of our model in combination with a simple economic constraint. Our approach, only requiring option implied volatilities and daily returns for the underlying, provides measurement error free estimates of the part of the VRP related to normal market conditions, and allows constructing variables indicating agents' expectations under extreme market conditions. The latter variables and the VRP generate different return predictability on the major US indices. A factor model is proposed to extract a market VRP which turns out to be priced when considering Fama and French portfolios.
Introduction
Financial markets trade several products with pure exposure to the volatility of a given underlying asset. In particular, variance swaps, i.e. contracts in which one party pays a fixed amount at a given maturity in exchange for a payment equal to the sum of squared daily returns of the underlying asset occurring until that maturity, have become increasingly popular to trade variance.
1 The prices and payoffs of variance swaps contain useful information on the variance risk premium (VRP), which is defined as the difference between the risk neutral and physical expectations of an asset's total return variation. The empirical features of the VRP are used for validation and development of new asset pricing models, and seem to generate market return predictability.
2 Though clear conceptually, the estimation of the VRP requires multiple sources of data as well as assumptions on the latent volatility processes, rendering its dynamic properties difficult to pinpoint.
This paper estimates the VRP directly from synthetic variance swap payoffs. Variance swap payoffs are highly volatile series, with time varying variance levels and extreme payoffs during volatile market conditions. To extract the VRP from the ex-post variance swap payoff realizations, we use signal extraction techniques based on a state-space representation of the model and the Kalman-Hamilton filter. Moreover, since we know from basic financial theory that the VRP is positive, i.e. risk adverse agents dislike the fact that variance is stochastic, we impose this economic constraint when estimating the model. This approach allows us to obtain measurement error free estimates of the VRP.
The literature has proposed two alternative ways to approximate the VRP directly.
First, the variance swap payoff itself has been used as a proxy for the VRP, as e.g. in Carr and Wu (2009) , Fournier and Jacobs (2015) and Fan, Imerman, and Dai (2016) . Although this is a model free VRP estimate it does not constitute an ex-ante expectation as a risk premium should be. Second, the VRP has been estimated as the difference from one period to the next between a squared option implied volatility index and an expected realized variance computed with high frequency historical returns and filtered with a particular choice of dynamic model, e.g. see Bollerslev, Tauchen, and Zhou (2009) and Drechsler and Yaron (2011) . However, different variance model assumptions can profoundly impact the VRP times series as shown by Bekaert and Hoerova (2014) . While both ways to compute VRP estimates are simple to implement, their drawback stands in a resulting VRP time series extremely noisy and violating the positivity constraint too often to be genuine risk premia.
Using a regime switching model, we decompose the variance payoff into the VRP, which is the ex-ante conditional expectation embedded in it, and the ex-post realized shock. We allow state dependent dynamics which account for normal and extreme market conditions.
Combined with an economic constraint on the premium, see Campbell and Thompson (2008) and Pettenuzzo, Timmermann, and Valkanov (2014) for analogous positivity constraints on the equity premium forecasts, our approach allows to precisely estimate the VRP associated with normal market activity and generates positive and smooth VRPs.
The difference between the variance swap payoff and the estimated VRP gives, together with the identification of unusual and extreme episodes of market conditions, rise to two variables related to fear and surprise. Fear is defined as a conservative reaction of variance expectations to the size of the observed variance swap payoff shock. Conversely, a surprise reflects a reaction of variance expectations that is less than proportional with respect to the size of the variance shock.
Separating the smooth part of the VRP from the part related to extreme market conditions is first done by Bollerslev and Todorov (2011) . They decompose the VRP in a component that reflects compensation for continuous price moves and another component that is related to compensation for disaster risk. Extending the work of Bollerslev, Tauchen, and Zhou (2009) and Bollerslev, Marrone, Xu, and Zhou (2014) on aggregate return predictability, Bollerslev, Todorov, and Xu (2015) provide evidence that essentially the second extreme component contributes to explain future return variation. Their results for the S&P500 index require a large panel of options to estimate nonparametrically jump tails and high frequency future prices to obtain realized variation measures and the VRP.
In our empirical application we consider four major US indices, the S&P500, DJIA, NASDAQ and RUSSELL, for which the necessary data is readily available. For all indices, our proposed model provides a good fit to the data, clearly identifies regimes with low and high volatility accounting for heteroskedasticity and correctly identifies the rare and short-lived extreme market events. The filtered smooth part of the VRP from our model is slowly moving, above its mean in volatile periods and below its mean in periods of calm financial markets, and has a high degree of persistence for all indices. Moreover, for all indices the estimated VRPs move closely together and the episodes of fear and surprise largely overlap in terms of occurrences and duration, and they correspond to and clearly align with major events such as the global financial crisis and the US debt downgrade.
In addition to providing reasonable VRPs and to identifying periods of market turmoil the outcome of our proposed methodology has important implications for market return predictability and for asset pricing in general. In particular, though the VRP significantly predicts future market returns at shorter horizons, across all four indices sizeable increases in predictability are found when the agent's reactions to extreme events, the fear and surprise indicators, are included in the predictive regressions. Though predictability is improved for all horizons, the largest improvements are found at longer horizons of up to one year, horizons for which return predictability is always a challenge. Finally, we use all four series to filter out a common factor which we interpret as a market variance risk premium (MVRP). The MVRP shares the desirable properties that the individual VRPs have and allows identifying common extreme events. When compared to other well-known asset pricing factors, the MVRP is significantly correlated only with the market factor and is priced when considering the returns on most of the five Fama and French (2015) portfolio sorts.
The rest of the paper is organized as follows. Section 2 states basic definitions and describes the data. Section 3 details the model. Section 4 provides estimation results for the four indices. Section 5 documents predictive return regressions. Section 6 estimates a joint model for retrieving the market VRP. Section 7 concludes.
2 Definitions and data
Realized variance and VRP
The realized variance between t and t + τ of a financial asset is computed as
with S t the price level at time t, and I the number of observations between t and t + τ .
This quantity represents the sum of the spot variance and the sum of squared price discontinuities, see Andersen, Bollerslev, Diebold, and Ebens (2001) and Andersen, Bollerslev, Diebold, and Labys (2001) .
The VRP at time t for a given maturity τ is defined as
where the conditional expectations are under the risk neutral (Q) and physical (P) measures respectively, see Drechsler and Yaron (2011) . Although the VRP is often defined as the 5 negative of Π t,t+τ , see for example Carr and Wu (2009) , for ease of exposition, we follow the notation used in Bollerslev, Tauchen, and Zhou (2009) so that Π t,t+τ as defined in (2) is positive for all t.
The VRP defined in (2) is proportional to the price that risk averse agents are willing to pay to hedge against future variance fluctuations. As such, it represents the expected loss to the short side of an artificial variance swap with fixed leg E Q t [RV t,t+τ ] and floating leg RV t,t+τ , entered into at time t and held until maturity at time t + τ , see Ait-Sahalia, Karaman, and Mancini (2015) for a brief description of variance swaps. The contract generates a payoff proportional to the difference
where E P t [RV t,t+τ ] − RV t,t+τ is the prediction error under the physical measure. The term E Q t [RV t,t+τ ] is the fair strike of the artificial variance swap, see Bakshi and Madan (2000) , Britten-Jones and Neuberger (2000) and Jiang and Tian (2005) . As the variance swap can be replicated using a portfolio of European call and put options with weights inversely proportional to the square of the options' strike prices, the fair variance swap strike can be written as
where B t,τ the price of a time t zero-coupon bond maturing at time t + τ , F t the forward price, and P t,τ (K) and C t,τ (K), respectively, the prices of put and call options with strike price K. The first term in (4) represents the risk neutral variance expectations in absence of price discontinuities. The second term is the compensator of the discontinuous component, 4 The proportionality is with respect to a variance notional which without loss of generality we normalise to one. 6 see Carr and Wu (2009) for details. A well known discretization of (4), which computes
where r τ is the risk free rate and K 0 is the strike price immediately below the forward price, see CBOE (2015) . This formula encompasses the family of volatility indices trademarked by CBOE in 1993, which includes the VIX (S&P500), VXD (Dow Jones Industrial Average), VXN (NASDAQ) and RVX (RUSSELL 2000) , among many others.
Thus, the payoff generated by a variance swap contract entered at t and held to maturity t + τ is computed, for instance for the S&P500 index, as
where the fixed leg V IX 2 t,t+τ represents the option based estimate of the risk neutral expectation of the variance over the swap horizon calculated at inception according to (5) and the floating leg RV t,t+τ is realized variance calculated at maturity as defined in (1).
Data
We consider four US stock market indices: S&P500, Dow Jones Industrial Average (DJIA), NASDAQ and RUSSELL 2000 (RUSSELL) . For each market, we compute variance swap payoffs for monthly maturities using realized variance computed from daily squared returns, and we obtain the risk neutral variance expectations in (5) which we denote respectively
t,t+τ and RV X 2 t,t+τ from CBOE. In this paper, we consider τ to be equal to the one month horizon. Following Gruber, Tebaldi, and Trojani (2015) and Andersen, Fusari, and Todorov (2016) The risk neutral variance expectation series also have large positive jumps around the same periods of the realized variance but at different dates as can be seen from the payoff series in Figure 1 . Interestingly, the payoff series have peaks up and down with similar amplitude noting that the left tail events of an absolute size larger than the observed maximum occur with frequency lower than one percent. These tail episodes coincide mainly with events related to the peak of the global financial crisis. To stress the weight of these extreme negative points on the overall sample, we re-compute the mean and standard deviation of the variance swap-payoffs excluding the months of October and November 2008. We A natural question to ask is how the volatility and the variance swap payoff variables are related to future market performance. It is well known that while volatility does not deliver return predictability, the impact of the VRP on future returns is found to be significant at medium term horizons (about four months). See for example Bollerslev, Tauchen, and Zhou (2009) and Drechsler and Yaron (2011) who demonstrate empirically and theoretically that, in addition to consumption risk, volatility risk plays an important role in generating returns at medium term horizons. To illustrate this return predictability, we implement regressions using as explanatory variable X t,t+τ equal to either RV t,t+τ or P t,t+τ (as a proxy for the VRP), for respectively the four indices. Predictability is measured by the adjusted R 2 from regressions of the following type
where h denotes the horizon, r t denotes the excess return for week t. Using Datastream, we construct the weekly aggregated market returns in excess of the three-month T-bill rate over horizons from one week (h=1) up to one year (h=52). Table 2 provides coefficient estimates as well as adjusted R 2 for the considered horizons. In terms of return predictability generated by volatility, as measured by the realized variance RV t,t+τ , the S&P500 shows no significant a 1 (h) coefficients at any horizons, with corresponding R 2 s below one percent. Also DJIA, NASDAQ and RUSSELL have no significant slope coefficients up to the nine month horizon. However, as the respective data span shortens for these indices, we find positive significant slope coefficients associated with R 2 s increasing with the horizon, e.g. up to five percent for RUSSELL at the one year horizon.
In terms of return predictability generated by the variance swap payoffs, the S&P500 shows significant positive a 1 (h) coefficients between the one month and six month horizons, with an inverse U-shape R 2 s as a function of the horizon, up to 3.19 percent at four months (h=16). The DJIA has a similar pattern with R 2 s up to 4.40 percent at the five month horizon. The shorter series NASDAQ and RUSSELL reveal the same relationship of positive significant coefficients at medium term horizons, and with insignificant coefficients at the very short end and at the longer horizons. 
Model
We present next the model that we use to extract, from variance swap payoffs, the VRP as well as variables related to extreme market conditions. For ease of exposition, the notation refers to the S&P500 market but obviously extends to any index.
Swap payoff and VRP
As explained in Section 2, the payoff generated at t+τ by a variance swap contract entered at t is
Bollerslev, Tauchen, and Zhou (2009) and Bekaert and Hoerova (2014) , among others, show that in periods of calm and up-trending markets the risk neutral variance expectations lie above the realized variance.
The variance swap payoff, P t,t+τ , contains relevant information about the latent exante variance risk premium Π t,t+τ with differences identifiable as the prediction error in computing variance expectations under the physical measure. In fact, we can write
where e t+τ = E P t [RV t,t+τ ] − RV t,t+τ is a zero mean innovation term. The unbiasedness of the variance expectations imply that the unconditional expectation of P t,t+τ is equal to the unconditional expectation of Π t,t+τ , which we denote Π, the latter quantity being extensively documented by Carr and Wu (2009) .
Our interest lies in the dynamics of the variance risk premium which we assume to be an autoregressive stochastic process
with t+τ a zero mean innovation term. Despite the fact that the ex-post payoff, P t,t+τ , is negative for some t, as given by financial theory we require Π t,t+τ to be positive for all t.
This type of constraint is analogous to Campbell and Thompson (2008) and Pettenuzzo, Timmermann, and Valkanov (2014) who impose positivity on their equity premium forecasts. In fact, the main idea is that in periods where data are very noisy it becomes too hard to extract the underlying quantity of interest. Imposing economic constraints alleviates this identification problem.
An advantage of working directly with variance swap payoffs, as e.g. in Fournier and
Jacobs (2015) and Fan, Imerman, and Dai (2016) , is that we can leave the model for
In fact, a rough way to compute the VRP, according to its definition, is subtracting risk netural variance expectation from model implied physical variance expectations on a period by period basis. Modelling the dynamics of RV t,t+τ and its impact on the VRP has been studied extensively in Bekaert and Hoerova (2014) . They show that different model assumptions can profoundly impact the VRP times series.
Our model construction relates to the expectation hypothesis regressions in Carr and Wu (2009) . While in their case the dynamics of the variance risk premium reduces to an affine transformation of the risk neutral variance expectations, we allow for idiosyncratic dynamics and stochastic behaviour for the VRP.
The measurement equation (9) and the state-propagation equation (10) 
Fear and surprise
The variance swap is a financial instrument designed to hedge against sudden variance fluctuations. As shown in Figure 1 , its payoff, while stable and slow moving in periods of calm markets, exhibits large and short lasting positive/negative peaks when extreme variance events occur over the life span of the contract. Hence, the variance swap payoff reflects the extent of fear or surprise generated by an extreme shock. When a sudden and abnormal price and/or variance shock occurs over the period from t to t + τ , the ex-post realized variance can be decomposed as
where CV t,t+τ represents the smooth, or continuous, component of the variance while JV t,t+τ represents the realized jump, or extreme component, of it. We argue that short lasting expected or unexpected sudden extreme variance events can heavily distort the estimation of the VRP if not adequately identified and measured, giving raise to some contradicting results found in the literature, see e.g. Bekaert and Hoerova (2014) for a discussion. Also, the detection of extreme variance events and their measurement can help understanding heterogeneity of pricing of risk in different states of the market. For example, Bollerslev, Todorov, and Xu (2015) show that much of the return predictability previously ascribed in the literature to the variance risk premium is effectively coming from the part of the VRP related to how agents gauge extreme variance events.
Using similar arguments to obtain (11), depending on agents' reaction to observed shocks and perception of future states of the market, the risk neutral variance expectations, inferred from option prices, can be decomposed into the sum of a smooth part and a jump
as the premium associated with the risk of variance fluctuations under normal market activity, the variance swap payoff can be expressed as
where the term FS t,t+τ = E Q t [JV t,t+τ ]−JV t,t+τ represents the extent of fear (> 0) or surprise (< 0) that a realized extreme variance event generates.
The first case, i.e. fear, refers to the situation where agents expect an extreme variance event to occur. This can be caused by sudden rumors, sharply increasing market instability or as a reaction to a large unanticipated shock. This scenario, which reflects overly conservative expectations with respect to the size of the realized shock, relates to the fear effect elaborated in Bollerslev and Todorov (2011) . The second case, which we call surprise, refers to an unexpected or underestimated price or variance extreme shock which hits the market in the period between t and t + τ . In this sense, FS t,t+τ represents the compensation (< 0) or the extra cost (> 0) with respect to the 'normal' price of hedging against variance fluctuations for the long side of the variance swap contract. In other words, the term FS t,t+τ provides an overall measure of the degree of conservativeness of the expectations and fear of incoming large shocks, or otherwise of the unanticipated portion of a realized shock and thus the extent of the surprise it generates.
Note that during extreme events, the realisation of the variance swap payoff contains the least amount of information for the estimation of the smooth component of the VRP.
In fact, the magnitude of the expectation/surprise effect of extreme variance events is likely to be of a much larger order than the 'normal' level of the VRP.
To disentangle the total VRP into a smooth (premium associated to normal market conditions) and jump part (premium associated to extreme market events), the term FS t,t+τ can be further decomposed as level of decomposition in practice, we face limitations due to the heterogeneity, rarity and sparsity of the extreme variance events making it difficult to identify the dynamic properties of the jump risk premium. Furthermore, the relatively short data span in our empirical applications renders also difficult to preserve the zero lower bound and to assess whether the jump component is effectively predictable without systematic bias under the physical measure, i.e. E[ε t+τ ] = 0. For these reasons, we opt for a simple approach which assumes FS t,t+τ to be a constant (µ) plus a zero mean noise process (η t+τ ) with occurrence driven by the realization of a two-state Markov chain s t+τ with Pr(s t+τ = n|s t+τ −1 = j) = p nj , n and j denoting normal market state and jump state respectively.
The model including discontinuities in the payoff due to expectations/surprises can be written as
where I st=j is an indicator function which takes value one if s t = j and zero otherwise and e t+τ = e t+τ + I st=j η t+τ is a noise with state dependent variance σ
Finally, it is well known that variance swap payoffs are themselves subject to different volatility states. To account for this heteroskedasticity, we separate the 'normal' market state in a low and a high volatility state. This is achieved by extending the Markov chain to three-states s t+τ ∈ [l (low), h (high), j (jump)] with conformable transition probability matrix, by introducing dependence of the variance of t+τ and e t+τ from s t+τ .
The measurement equation (13) The variance of FS t,t+τ is identified as a marginal increase from the high volatility regime.
Estimation results
The 3-regime Markov switching model described by (13) - (14) is formulated as a linear state-space form. It is estimated by quasi-maximum likelihood using the Kalman-Hamilton filter, see Kim (1994) and Kim and Nelson (1999) for more details.
5 The economic constraint on Π t,t+τ is implemented by bounding the signal to noise ratio such that the filtered state satisfies the positivity constraint point-wise. Table 3 provides parameter estimates for the four indices. The heterogeneity in the prediction error deriving from heteroskedasticity is clear for all the indices. In the high volatility regime, the estimated standard errors are homogenous among indices and about four times higher than the base regime for the S&P500, DJIA and NASDAQ, and two times higher for the RUSSELL. The large marginal increase in the measurement error variance between the second and third regime, measured by σ η , together with transition probabilities which imply relatively short expected durations for the third regime, proves that the latter identifies rare and short-lived extreme market events.
6
More precisely, the implied expected durations for extreme payoff events range between 1.36 (RUSSELL) and 2.86 (DJIA) weeks. The transition probability matrix, however, reveals a persistent low volatility regime, with expected durations of 5. 68, 6.74, 3.95 and 6.43 5 See also Egloff, Leippold, and Wu (2010) for a similar estimation technique to fit a VRP term structure model. 6 The parameter µ is not reported in Table 3 as it turns out to be insignificant for all indices. This indicates that fears and surprises tend to compensate on average. Notes: LLF denotes the average loglikelihood and N the number of observations. Steady state probabilities are computed according to (4.49) in Kim and Nelson (1999) . Expected duration is computed as 1 weeks, for the four indices respectively. The high volatility regime is more heterogenous, with expected durations ranging between 2.39 weeks for the S&P500 and 6.06 weeks for the RUSSELL, and acts in most cases as the layer of transition between the low and extreme volatility regimes. In fact, except for the RUSSELL, the probability p lj is virtually zero.
This evidence is less striking in the opposite direction with p jl smaller than one percent only for DJIA and RUSSELL.
The latent state Π t,t+τ has an unconditional level in line with Section 2.2 and a high degree of persistence for all indices. The estimated autoregressive coefficient φ is substantially higher than the one estimated on the raw payoff data, stressing the downward bias due to the presence of extreme payoff realisations.
Figure 2 displays variance swap payoffs (grey), the smooth part of the VRP (red), and the detected extreme variance events (vertical grey lines) for the four indices. We estimate the occurrence of the latter as the observations for which the jump state posterior probability is the highest. Using the notation in Kim and Nelson (1999) , the latter probability is computed as max P (s t+τ |ψ t+τ ) = P (j|ψ t+τ ), where P (s t+τ |ψ t+τ ) is the posterior probability of the state s t+τ ∈ [l, h, j] and ψ t+τ is the information set up to t + τ .
As indicated by the parameter estimates in Table 3 , Π t,t+τ is slowly moving and above its mean in volatile periods and below its mean in periods of calm financial markets. Over the period for which we have data for all indices, we see from Figure 3 that the respective Π t,t+τ estimates are moving closely together. In fact, the pairwise correlations between the variance premia is the highest between S&P500 and DJIA (90 percent) and the lowest between the NASDAQ and the RUSSELL (76 percent). Figure 3 also shows that episodes of fears and surprises, indicated by the shaded grey areas, largely overlap both in terms of occurrences and duration. Once endowed with the filtered VRP and the posterior probabilities associated to the states s t , we infer the occurrence of abnormal variance swap payoffs and determine whether 22 and to what extent they are caused by fears or surprises. Figure 4 displays the difference between the payoff and the estimated premium, i.e. P t,t+τ − Π t,t+τ , for all indices. This quantity represents the measurement error for regimes l and h, while it represents the sum of measurement error and the extent of the fear/surprise for regime j. The difference in magnitude between normal and extreme regimes (indicated by the shaded areas) is striking as the magnitude of FS t,t+τ dominates the measurement error. We see that positive deviations, associated to fears (red), mirror negative deviations, associated to surprises (green) both in absolute size and magnitude, with the exception of the unique events coinciding with the peak of the financial crisis in September and October of 2008.
To isolate the extent of fears and surprises, we offset the normal regime by intersecting P t,t+τ − Π t,t+τ with the indicator I st=j . The resulting variable represents the extent of the fear (> 0) or surprise (< 0) generated by a realized extreme shock on the market occurred in the period between t − τ and t. More precisely, we define fear as F t,t+τ = (P t,t+τ − Π t,t+τ )I {st=j ∩ (P t,t+τ −Π t,t+τ )>0} and surprise as S t,t+τ = |P t,t+τ −Π t,t+τ |I {st=j ∩ (P t,t+τ −Π t,t+τ )<0} .
We switch the sign of the surprise effect in the following so that its coefficient in the predictive regression analysis below represents the direction of the pricing of the risk factor. Table 5 gives descriptive statistics for the F t,t+τ and S t,t+τ variables. Fears and surprises show a similar number of occurrences, as seen in Figure 4 , with the exception of RUSSELL where surprises are twice as frequent as fears. The fear variable is on average between four and five times larger than the estimated unconditional level of the VRP reported in Table   3 , and at the minimum at least twice as large. The surprise variable exhibits in general a more extreme behaviour. As discussed in Section 2.2, these statistics are largely affected by a handful of extremely negative variance swap payoffs observed during the peak of the global financial crisis.
Zooming further in on the global financial crisis and the S&P500, we can decompose the average payoff, equalling -158.54, in all its components. The average surprise is 226.66, Figure 4: Fear (red), F t,t+τ , surprise (green), S t,t+τ , and detected extreme variance events (vertical grey lines for the four indices. From the top we plot S&P500, DJIA, NASDAQ and RUSSELL, respectively. 
Predictive return regressions
In this section, we use the smooth component of the VRP, i.e. Π t,t+1 , and the occurrence and size of fears and surprises to empirically assess their ability to predict the equity premium. We disentangle the portion of return predictability of the variance swap payoff shown in Section 2.2 stemming from Π t,t+1 from that of rare and extreme events and the reaction of agents to those events.
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Smooth component of the VRP
The importance of the VRP as a predictor for future aggregate market returns has been pointed out by many authors, see Bollerslev, Tauchen, and Zhou (2009) , Drechsler and Yaron (2011), Bollerslev, Marrone, Xu, and Zhou (2014) , and Bekaert and Hoerova (2014) among others. Table 6 provides insights on the contribution of Π t,t+τ to future market returns by estimating the predictive regression model
In general, we find that signs of return predictability emerges at rather short horizons and peaks at the two-three months mark. For the S&P500, we find positive significant slope coefficients a 1 (h) up to three months with the highest adjusted R 2 of 2.12 percent at the two month horizon. For the DJIA, R 2 s reach 3.50 percent at the three month horizon, and remain significant up to the six month horizon. The NASDAQ has significant slope coefficients only from the 3 month horizon, with the largest R 2 of 3.06 percent at the five month horizon. The RUSSELL has only significant R 2 s at the two and three month horizons.
Comparing Table 6 with the return predictability from the direct use of the variance swap payoffs as reported in Table 2 , a different pattern emerges. For the S&P500 and DJIA, when using Π t,t+τ as a predictor rather than the variance swap payoff, the slope coefficients are significant from shorter horizons and remain so up to six months. The significant coefficients are associated with slightly lower R 2 s, though when considering these as a function of the horizon the inverse U-shape is preserved. Similarly, the NASDAQ and RUSSELL also show significant slope coefficients from shorter horizons onwards when compared to the results in Table 2 . However, their corresponding R 2 s are in some instances higher. 
Expectations and surprises
Besides the smooth VRP (Π t,t+1 ), our model infers the agents' reaction to realized extreme variance events, namely fears (F t,t+1 ) and surprises (S t,t+1 ). The contribution of these variables is expected to generate significantly larger return predictability in periods when such events occur. To test this hypothesis, we augment the predictive regression model in Table 6 for all indices, confirming the orthogonal nature of the regressors. The parameter estimates for a 2 (h) associated with the fear measure is positive and significant only at long horizons. For instance, the S&P500 has a significant coefficient of 0.202 at the one year horizon but insignificant coefficients at shorter horizons.
This suggests that fear for large volatility shifts constitutes a risk factor that the agents are exposed to, to which they do not react immediately, but that they distinctly price for long periods. The parameter estimates for the surprise variable, a 3 (h), are typically significant and negative at the intermediate horizons but they switch sign at the one year horizon.
This occurs for all indices, except the S&P500. By adding fear and surprise predictors, the return predictability sensibly increases, mildly at the short horizons but substantially from the medium to long horizons. In sum, our results show evidence of systematic longer lasting response of the expected average returns triggered by unexpected (at least in their magnitude) realized large shocks and fear of future extreme shocks.
We have shown that fears and surprises, i.e., direction and size of agents' reaction to extreme shocks to the market, have a relevant effect on future market performances. We argue that such an effect is likely to be asymmetric and systematically related to the current market conditions at the moment the shock occurs or to the type and size of the shock that triggers them. To test this hypothesis, we further extend the predictive regression model by discriminating fears and surprises according to the signed jump variation defined as the difference between positive and negative realized semivariances, i.e., the differential between partial sums of squared negative and positive jumps, see Barndorff-Neilsen, Kinnebrouk, and Shephard (2010). This hypothesis, which relates to the concept of good versus bad volatility developed in Patton and Sheppard (2015) , allows us to capture the asymmetry with respect to the type of the fear/surprise triggering shock. The extended predictive regression model becomes Table 8 reports the results for the model defined in (17). It turns out that when conditioning on the sign of the jump variation more fear and surprise variables coefficients become significant. In case of the S&P500, the fear variable associated with negative jump variation, i.e. F − t,t+τ , is significant and positive from the four month horizon onwards while in contrast for none of the horizons F + t,t+τ is significant. This result is in line with the notion of leverage effect and its implication in terms intertemporal risk-return tradeoff. The surprise variable related to the positive jump variation, S + t,t+τ , is significant and negative between the two and six month horizon, while S − t,t+τ is significant and negative between the three and five month horizon. The inverse U-shape pattern for the R 2 s over the horizon becomes milder because the long horizon R 2 s stay as high as, or sometimes even higher than, the medium horizon R 2 s. The latter can also be seen from Figure 5 which summarises the relationship horizon -adjusted R 2 for the three predictive regression models.
Market VRP and CAPM regressions
Our choice of the four US stock market indices is not coincidental. Although heterogenous in terms of size, composition and degree of diversification, they all ultimately convey information about the aggregate US stock market. From the previous analysis, we find a high degree of similarity among the variance swap payoffs of the four indices. Besides the The previous evidence suggests existence of a common and dominant source of variance risk driving the four indices, i.e. a market variance risk premium (MVRP). We estimate this common variance risk factor by building a joint model that exploits the intra-market cross-sectional dimension. The state space form and the Kalman filter provide advantage because they allow to exploit information coming from multiple measurements to improve the estimation accuracy of a common latent factor. In a CAPM exercise, we test how agents price the market variance risk premium.
7 To avoid the impact of the extreme payoff realisations, we perform the principal component analysis on the filtered VRP's and we find that the relative weight of the first component amounts to 88 percent. 
The variance premium Π individually. Also, identification restrictions on the variance of the common factor require β S&P 500 = 1. The common factor G t,t+τ , denoting the MVRP, is assumed to evolve as a first order autoregressive process, i.e. G t,t+τ = φG t−1,t+τ −1 + t+τ with variance of t+τ equal to σ 2 . 8 Heteroskedasticity is accounted for in the same fashion as in Section 3.2. Table 9 reports quasi-maximum likelihood parameter estimates for the common factor model. Compared to the S&P500, the estimated common factor β i loads less than proportionally on the other indices. The estimated persistence, measured by φ, amounts to 0.98 confirming slowly evolving VRP's for all indices, see also Figure 6 which shows the VRP's implied by the common factor model. The expected durations for the three regimes are respectively 17.11 , 2.68 and 2.07 weeks. Figure 6 shows that the regime representing episodes of fear and surprises, with a steady state probability equal to 0.14, exhibits three 8 The MVRP is not a proper VRP since it is centered and normalized. However, up to the affine transformation Π i + β i G t,t+τ it becomes the linear predictor for the VRP of index i.
long clusters associated with respectively the global financial crisis, the flash crash and the US debt downgrade. The remaining events are in general sparse and less pronounced. In an intertemporal CAPM framework of Merton (1973) , we next test whether the estimated MVRP contains relevant information about the perceived level of variance risk that is actually priced in financial assets, see e.g. Bali and Zhou (2016) . The three factor model of Fama and French (1993) and the five factor model of Fama and French (2015) extend the CAPM of Sharpe (1964) and Lintner (1965) to describe patterns in the return variation left unexplained by the market risk factor. The model is designed to capture the relation between the average return and factors like size (market capitalisation), price ratios like book-to-market, profitability (the difference between the returns on diversified portfolios of stocks with robust and weak profitability) and investment (the difference between the returns on diversified portfolios of the stocks of low and high investment firms).
Although not being a risk factor immediately comparable in essence to the five FamaFrench factors, as it is not the return on a tradable portfolio, the MVRP represents the level of agents' volatility risk aversion and it is directly proportional to the cost of hedging against volatility risk. Correlations between the five Fama-French factors and the MVRP, show that while the Fama-French factors are substantially correlated among themselves, the MVRP is significantly correlated, i.e. 28%, only with the market factor. Hence, the MVRP contains novel information to capture the variation in the expected return of financial securities and portfolios which should be accounted for. Thus, despite being a powerful asset pricing model, the Fama-French model is incomplete in the sense that none of the factors contains relevant information about exposure to market variance risk.
Following Fama and French (2015) , we consider returns on five portfolio sorts based on the following four characteristics: beta, variance, residual variance and net share issues.
Details on the construction of the portfolios and data are available from Kennet R. French's data library.
9 Being standardised by construction, adding the MVRP in the Fama-French regression preserves on the one hand comparability with Fama and French (2015) and does not introduce distortion in the estimations of the intercepts, on the other hand it allows to capture the correlation, and thus the exposure of the expected portfolio return to the market variance risk. Following practice in the CAPM literature, we resample the data at a monthly frequency. Table 10 shows that inclusion of the MVRP in the pricing model is beneficial. As expected, for the five portfolios sorted according to the assets' variance, the exposure to variance risk increases as we move from low to high. Positive exposure to volatility risk reflects the compensation required to face the higher cost of hedging against such risk. Table 11 Panel A shows that similar patterns hold for portfolios sorts based on residual variance. The results in Table 11 Panel B show a weaker link between the expected return of portfolios based on growth, measured by net share issues, and the MVRP. Although, we would expect high growth portfolios to be more sensitive to volatility risk, we find that the MVRP loads significantly only on the fourth quintile portfolio.
Conclusion
This paper estimates the Variance Risk Premium (VRP) directly from synthetic variance swap payoffs. Our approach provides measurement error free estimates of the part of the VRP related to normal market conditions, and allows constructing variables indicating agents' expectations under extreme market conditions. Our proposed methodology has implications for market return predictability and for asset pricing in general. In particular, though the VRP significantly predicts future market returns at shorter horizons, across the S&P500, DJIA, NASDAQ and RUSSELL indices, sizeable increases in predictability are found when the agents' reactions to extreme events are included in the predictive regressions. Finally, we filter out a common factor interpretable as a market variance risk premium (MVRP). The MVRP shares the properties that the individual VRPs have and allows identifying common extreme events. When compared to other well-known asset pricing factors, the MVRP is significantly correlated only with the market factor and it is priced when considering the returns on most of the five Fama and French (2015) portfolio sorts. Notes: LLF denotes the average loglikelihood and T the number of observations. Steady state probabilities are computed according to (4.49) in Kim and Nelson (1999) . Expected duration is computed as 1/(1 − p ii ), i ∈ [l (low), h (high), j (jump)]. Identification restrictions on the variance of the common factor require β S&P 500 = 1. The [ ] brackets indicate insignificant parameters. The parameter FS is set to zero as it turns out to be insignificant. The sample frequency is weekly between February 3, 2004 and July 29, 2016. Notes: Estimation results CAPM regressions. MKT is the market return in excess of the risk-free interest rate, SMB is small minus big, HML is high minus low, RMW is robust minus weak and CMA is conservative minus aggressive. The β sorts are based on univariate market beta. The variance sorts are based on individuals assets' variance. The sample frequency is monthly between February, 2004 and July, 2016. The t-statistics are based on Newey-West standard errors. Notes: Estimation results CAPM regressions. MKT is the market return in excess of the risk-free interest rate, SMB is small minus big, HML is high minus low, RMW is robust minus weak and CMA is conservative minus aggressive. The residual variance sorts are based on variance of the residuals from the Fama-French three-factor model. The Net Share Issues sorts are shares' growth rate. The sample frequency is monthly between February, 2004 and July, 2016. The t-statistics are based on Newey-West standard errors.
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