Abstract-We consider the problem of determining the paths of multiple, unpredictable moving bodies in a cluttered environment using weak detection sensors that provide simple crossing information. Each sensor is a beam that, when broken, provides the direction of the crossing (one bit) and nothing else. Using a simple network of beams, the individual paths are separated and reconstructed as well as possible, up to combinatorial information about the route taken. In this setup, simple filtering algorithms are introduced, and a low-cost hardware implementation that demonstrates the practicality of the approach is shown. The results may apply in settings such as verification of multirobot system execution, surveillance and security, and unobtrusive behavioral monitoring for wildlife and the elderly.
which use classification [16] or constrain the tracking to the real line [20] . The binary proximity sensors are usually modeled as circular disk regions that must cover the tracking region of interest. The assumption of a disk region may not be realistic in practice for commonly used sensor modalities such as acoustic sensors and passive infrared sensors.
Recently, [22] considered the problem in which one agent travels among obstacles and binary detection beams. Algorithms were proposed to determine possible paths followed by an agent based only on binary sensor data from a set of sensor beams. An extension was presented in [26] , which proposes and solves a verification problem in which a claimed behavior of a single agent is validated against an observation history from a network of detection and beam sensors. In [27] , errors in the agent story were considered. We build on these results to track multiple agents.
Our ideas for tracking multiple agents differ in several important aspects as compared with previous approaches. First, we use a simple sensor, the directional beam, that only provides the direction of crossing of the agent. This sensor is implemented in an inexpensive and reliable fashion that preserves privacy. Second, our ideas do not require precise metric information. This allows us to develop algorithms that are simple to implement and computationally efficient. Third, we do not assume a precise dynamical modeling of agents (which can be hard to obtain in practice). Instead, we provide a base algorithm that can be modified to suit different tracking scenarios.
The paper is organized as follows. Section II presents the problem formulation. Section III introduces a base algorithm for tracking multiple agents assuming perfect sensing, and includes a discussion of its limitations. Various modifications and extensions to the base algorithm are provided in Section IV. Section V removes the perfect sensing assumption, and presents algorithms for detecting and correcting errors. Section VI presents a hardware architecture that uses inexpensive components implementing the algorithms proposed along with illustrative experiments. Conclusions and directions of further research are discussed in Section VII. The collection of obstacles (holes in the polygon and outer boundary) and beams induces a decomposition of E into connected regions. The environment is decomposed into a set R of regions r 1 , r 2 , ...r p . These regions are places of interest that can correspond, for instance, to rooms in buildings or sections in a retail store. For example, the beams in Figure  2 divide E into six two-dimensional regions, in this case R = {r 1 , r 2 , ..., r 6 }.
There will be a number n (unknown but finite) of indistinguishable agents moving inside the environment. The trajectory of a single agent is represented byx i : [0, t f ] → E, in which [0, t f ] represents a time interval and t f is the final time. We assume that the set of possible paths for each agent is restricted so that every beam crossing is transversal (the agent cannot "touch" a beam without crossing).
Let D = {−1, 1} be the set of beam directions. The sensor model depicted in Figure 1 is obtained by a sensor mapping
We defineŷ : [0, t] → Y to be the observation history, or observations collected during a period of time [0, t] from all the sensors. Letỹ be the observation string (or sensor word) that is obtained fromŷ by taking the crossing events and preserving only the order, the labels and the directions (no time information).
For example, in Figure 1 we have B = {a, b, c, d, e, f, g}. For each β ∈ B, β denotes the forward direction and β −1 denotes the backward direction. In the example in Figure 1 , if left to right and bottom to top represent the forward direction, a possible observation string is
Using this information, we would like to give possible explanations about the paths of the agents.
We define the region graph G as follows. Every vertex in G corresponds to a region in E. A directed edge is made from r 1 ∈ R to r 2 ∈ R if and only if an agent can cross a single beam to go from r 1 to r 2 . The corresponding beam label β is placed on the edge. We also create an edge from r 2 ∈ R to r 1 ∈ R with the beam label β −1 for the opposite direction. The corresponding region graph for Figure 1 is presented in Figure 2 .
Letỹ i be the sequence of crossings for the ith agent. For the example in Figure 1, In the previous problem, we assume that no two agents simultaneously cross a sensor beam (if they do, there will be missing observations in the observation stringỹ). We solve this problem by first detecting and correcting possible errors inỹ, and then using the algorithms for Problem 1. We formulate this problem as follows:
Problem 2: Error detection and correction Given an observation string that may contain errorsỹ error , find algorithms to detect and correct the errors to yield the true observation stringỹ.
III. BASE ALGORITHM FOR MULTIPLE AGENT TRACKING
In this section, we present algorithms to reconstruct possible paths of agents in an environment with directional beams assuming no sensing errors. We first present an initial base algorithm, give its space and time complexity, and show its limitations.
We first provide the following definition: Definition 1: Region Finite Automaton Let M G = (Σ, S, s init , δ, R) be a finite state automaton based on the region graph G in which:
1) The input alphabet Σ = Y ∪ ǫ.
2) The set of states S = R ∪ {s init }.
3) s init is the initial state. 4) δ is the state transition function δ : S × Σ → S. 5) R is the set of accept (final) states. The state transition function δ is defined as follows: r j = δ(r i , β) if it is possible to go from region r i to region r j while crossing beam β. The initial state s init is connected by ǫ-transitions to all the states in the region graph as follows:
Based on the definition above, we have the following observation:
Observation The path of a single agentỹ i belongs to the
* is the set of strings that are accepted by the finite automaton M G .
The previous observation allows us to propose a base algorithm to assign observations to agents. The basic idea of the algorithm is to iterate through all of the characters in the sensor wordỹ, looking for stringsỹ i that belong to L(M G ). An outline of the algorithm is presented in Algorithm 1.
A prerequisite for the algorithm is to find the region graph G. If we are given a geometric representation of the 
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Q target .Insert(numberOf Agents) 13: end if 14: end for workspace, rooms, and sensors as an edge list, a cell decomposition procedure (see [13] , Chapter 6) such as vertical cell decomposition [7] is applied to the free space. After applying the cell decomposition, the cells that share borders must be combined [26] .
The algorithm receives as its input the region graph G and the observation stringỹ, and outputs a vector of assignments A which assigns an agent to each observation inỹ. Based on A andỹ, we can constructỹ i . The algorithm will update a queue Q r for each r ∈ R that will contain the agents present in each region. All of the queues are initially empty.
In Line 1 of Algorithm 1, numberOf Agents represents the agent currently being assigned, initialized to 0. We iterate over the rest of the string. Since each element of the string y[j] represents a directed edge in the region graph G, we can obtain its source and target vertices. In Line 6, we check if there is an agent in the respective region queue. If an agent is available, we assign the observation to the agent (Line 7) and move the agent to its target region (Line 8). If an agent is not available, a new agent is created and inserted in the destination region (Lines 10, 11, and 12).
Implementing Q r as a LIFO will give priority to agents that are already moving; in a sense, agents with momentum keep moving. On the other hand, a FIFO implementation assigns the agent that has been waiting the longest.
Algorithm 1 takes O(|ỹ| + |R|) time and O(|ỹ||R|) space, in which |ỹ| is the length of the string and |R| is the number of regions.
A. Properties of the algorithm
In this subsection, we will discuss the properties of the base algorithm. Suppose that we are interested in the minimum number of agents that explain the observation stringỹ. We can prove that if we implement Q as a FIFO (First In First Out) or LIFO (Last In First Out) queue, we can explaiñ y using the minimum number of agents. This effectively gives a lower bound on the number of agents. This result is analogous to the one found by [20] in the case of tracking in the real line. Thus, we present the following proposition:
Proposition 3.1: The algorithm gives the hypothesis with the minimum number of agents that is consistent withỹ. PROOF: The proof follows from the fact that an agent is added only when the crossing cannot be explained with the set of agents already considered. Since the count of agents in each region is precisely determined by the sequence directional crossings, it is impossible to have a hypothesis with fewer agents.
B. Fundamental limitations
Since the beam sensors cannot distinguish between different agents, there is a limit up to which the paths in the region graph are reconstructed precisely. As a simple observation, we have that if the agents never cross paths, then Algorithm 1 perfectly reconstructs each agent pathỹ i .
A result inherent in minimalist sensor networks is ambiguity, as presented in Figure 3 . In Figure 3 a sensor word y = ce −1 db −1 may be partitioned in two agents asỹ 1 = cd andỹ 2 = e −1 b −1 , or alternatively we can assignỹ 1 = cb
andỹ 2 = e −1 d. This problem was described in the context of proximity sensors in [20] . The next section will introduce some suitable heuristics to eliminate ambiguity in practice.
IV. VARIATIONS ON THE BASE ALGORITHM
In this section, we present variations on the base algorithm that will help reduce the ambiguity of path reconstruction. These variations will favor certain hypotheses and will help the algorithm find a suitable answer to the tracking problem by incorporating prior knowledge about the environment. We also present ideas that extend the range of applicability of the base algorithm. The modifications are simple additions to the base algorithm that do not significantly alter its time and space complexity.
A. Restrictions on the number of agents in each region
Suppose that we know the physical limitations of the regions in the environment (e.g., fire code restrictions). For example, consider a living room that can be occupied by no more than 10 agents. We can easily incorporate this knowledge by restricting the size of each Q r to |Q r | ≤ u r , in which |Q r | is the size of the queue, and u r is an upper bound on the number of agents in each region. This modification can be easily made by checking that the queue is not already at maximum capacity before attempting to insert an agent (Lines 8 and 12) .
B. Restrictions on the length of the tracks
Another possible modification is that we can associate to each agent a a counter variable c that will take into account the number of regions that an agent has visited. We can use this region counter to enforce an upper bound on the number of regions that each agent visits. This implemented by assigning a counter to each agent that is incremented each time an agent visits a region (Lines 8 and 12 ). When the algorithm assigns an agent (Line 5), it checks that the counter has not exceeded the maximum track length.
Also, we may want to sort each queue Q k (Line 5) by the number of regions visited, giving priorities to agents with shorter tracks.
C. Known initial condition
If we know the number of agents n and their initial regions, we can use this information to initialize the queues appropriately. We can then proceed with the rest of the algorithm.
D. Different types of agents
If, in addition to the number of agents n and their initial regions, we have information about the type of agents in each region, we can assign different levels of distinguishability [25] . Let T denote a set of m teams, with m ≤ n. Let l : A → T be a mapping which assigns a team to each agent. We might have m = 1, in which case all the agents would belong to the same team, and we would return to the previous subsection. At the other extreme, we might have l as a bijection with m = n with all the agents belonging to different teams. More useful examples may be proposed, for example, assigning colors to the agents, with T = {red, green, blue} or different types of agents T = {human, animal, robot}.
This team information could be used in several ways. For example, suppose that certain areas are restricted to humans or some others allow at most a number of robots. We can implement this modification in the base algorithm by associating to each queue Q r a m-tuple of upper bounds U = [u 1 , u 2 , ..., u m ] for each type of agent in the regions. We can enforce these constraints whenever we insert a new agent into the queues (Lines 8 and 12 of Algorithm 1)
We can also use this information to give priorities when assigning which agent is going to exit the region. For instance, we can give priorities to robots given that they move faster than humans. This modification is easily implemented in the policy of the queue (Line 5).
E. Using time and geometric information
If we have a time stamp t associated with each observation inỹ, then we know the time in which an agent enters a region. Suppose that for each region, we have the minimum time necessary to traverse it (for example, by taking into account a bounded speed for agents). We will be able to discard in the assignment of available agents (Line 5) those whose time spent in the region is less than the required time to traverse it.
F. Additional applications
In this subsection, we explore applications beyond path reconstruction using the framework presented in the previous sections. Even though we might not be able to precisely reconstruct the paths of all agents, there is a set of interesting problems that can be solved in our framework. These ideas have important applications in areas such as smart energy allocation in buildings, retail store statistics, and surveillance: 1) Queries: Suppose that we have the observation string y. We are interested in answering questions such as the following: 1) Which region was the most visited? 2) Which areas had the most traffic in a certain period of the day? 3) What was the count of bodies in a given period of time? 4) Were there more than 10 agents in any region at any given time? These ideas are closely related to queries in sensor network databases (see [28] , Chapter 6). The questions above can be easily solved by standard string manipulation algorithms. For example, to solve the first question, we can simply count the number of characters inỹ representing incoming edges for each region. For instance, to count the number of visitors to region r 4 (Figures 1 and 2) , we just need to count the number of occurrences of characters {d, f, g −1 }. Similar simple procedures can be used to solve the remaining questions listed above or other questions of interest regarding counts of agents in regions.
2) Path verification: Also, using the same problem formulation, we can deal with problems that involve verification of paths. Suppose that we want to know whether a given path in the regionsỹ story was followed by an agent. This path may represent, for example, a certain order of visiting aisles in a grocery store, certain places in a museum, or a story given by an agent that must be validated [27] , [26] . This problem can be framed as an instance of the well known Local Alignment Problem (see [11] , Chapter 11). The problem is defined as follows: Given two stringsỹ story andỹ, find two substrings s 1 inỹ story and s 2 inỹ whose similarity is maximum over all pairs of substrings. If the string s 1 is preciselyỹ story , then the query path is plausible. This problem is solved in O(|ỹ story ||ỹ|) time [21] .
V. IMPERFECT SENSING CASE
Detection errors are common in sensor networks; there are numerous efforts described in the literature to attack this problem. Most approaches assume a distribution on the sensing errors or a motion model for the agents [6] .
In our directional beam sensor model implementation, we have observed that the only type of error that we get is a false negative (an observation that is not reported). This error arises in practice when two bodies cross the directional beam at the same time. This error may also originate due to an agent crossing that is not detected, or a packet that was dropped in the network and did not reach the central node.
We see the correction of errors as a preceding step to the procedure described in Section III. Therefore, we will have a stringỹ error that may contain missing observations. From this string, we want to recover the actual stringỹ.
For this section, will assume that we know the number of agents in the system. This assumption may be justified by an upper bound on the number of agents due to physical space restrictions in buildings.
Since the agents are indistinguishable, we define the following reduced information space [13] .
Definition 2: Counting Information Space
Let n i ∈ N be the number of agents in region r i , and n be the total number of bodies; hence i n i = n. The counting information space is defined as I C = {(n 1 , . . . , n p ) ∈ N p | p 1 n i = n} in which p is the number of regions. Therefore, |I C | = p+n−1 n−1 ; this is the number of ways to put n balls (bodies) in p boxes (regions). Even though this information space is large, we do not have to explicitly deal with it.
Definition 3: Counting Finite Automaton Using the information space, we can define the following finite automaton
in which Σ is the observation space Y , I C is the counting information space, η 0 ∈ I C is an information state that corresponds to the initial configuration of bodies in the regions. Finally, δ C : I C × Σ → I C is defined as follows: δ C (η, β) = η ′ if and only if it is possible to go from η to η ′ by a single agent crossing of the beam β. Figure 4 shows an example of a counting finite automaton that has three regions R = {r 1 , r 2 , r 3 } and three directional beams B = {a, b, c} for two bodies. Based on the previous definitions we have the following observation:
Based on the above result, we first propose a verification algorithm that decides if a string is correct or not. Then, we propose a procedure to reconstruct the true observation string.
Using the base algorithm of Section III, it is clear that there exists a polynomial-time algorithm that can determine whether an observation string is in L(M C ). It is enough to initialize the queues according to the information in η 0 . If during the execution of the algorithm (using LIFO or FIFO) no additional agents are required, then the string is in L(M C ). Notice that we do not need an explicit representation of the automaton. As noted before, the algorithm requires O(|ỹ||R|) space (only the size of the queues are necessary), and O(|ỹ| + |R|)
The condition thatỹ ∈ L(M C ) is sufficient for detecting an error; that is, if this condition is true then there is an a error. However, if the observation string is valid with respect to M C , it does not imply there is no error.
Observation The errors in stringỹ e can be corrected by finding its closest string in L(M C ).
In order to correct the sensor word, we can find a string in the language defined by M C that is close to the observation string (ỹ e ). Since it is assumed that only false negative errors occur, only insertions are considered as valid transformations of the observation string. This approximation is obtained as a special case of the edit distance, and therefore can be computed using a dynamic programming based procedure [4] , [23] .
VI. IMPLEMENTATION
In this section, we present the results of our physical implementation of the ideas presented in previous sections. We will first describe an inexpensive architecture that we developed to implement the algorithms. We will then present the results of experiments using our hardware implementation.
A. Hardware architecture
Agent crossing feedback is achieved through the use of optical emitter-detector pairs. Laser pointers were chosen because they are inexpensive (about $2 US each) and easily aimed. The laser pointers were modified to run on external battery packs (3 AA alkaline batteries in series). Simple photodiodes (about $2 US each) were mounted on the opposite side to detect the laser beams. When an agent crosses a beam, a change in voltage is observed at the output of the photodetector. We built a simple ADC circuit based on the LM339 comparator to detect this change.
We use a Complex Programmable Logic Device (CPLD) to process the digital outputs from our ADC board. Although it is possible to detect crossings with the use of a single emitter-detector pair, false positive errors will be detected if an agent begins to cross a beam, but changes direction and returns to the original region. To solve this problem, we placed two emitter-detector pairs next to each other (the separating distance must be less than the width of the agent to be detected). We call each set of 2 emitter-detector pairs a bidirectional beam. We implemented a state machine on our CPLD to distinguish true crossings from false positive crossings. An added benefit of this method is that it allows us to detect the direction of crossing. By visualizing an agent completing a crossing of this bidirectional sensor, we can determine whether an agent has truly completed a crossing, or whether it has simply started to cross, only to return to the original region before crossing. A completed crossing is seen in Figure 6 . The resulting finite state machine implementation is shown in Figure 7 . The total cost of our 4 bidirectional beam (8 physical beam) system is under $50 US. Experimental testing showed our system to be highly reliable. Once the emitter detector pairs are mounted and properly aimed, we do not find any errors for single agent crossings. Additionally, our system is energy efficient: Using Altera's PowerPlay Estimator, the current draw after powerup of our 4 directional beam design is calculated to be only 0.072 mA after powerup. Thus, the CPLD itself could run for over 37,000 hours from the energy contained in three alkaline batteries. As for the laser beams, the current draw from a laser was measured to be 21.7 mA when running off of a set of 3 AA alkaline batteries. Assuming a standard AA alkaline capacity of 2700 mAh, a laser could run off of a group of AA batteries for over 120 hours.
B. Experimental results
We will illustrate the hardware implementation of our tracking system with an experiment. For this example, we will show the tracking algorithms described in Section III applied to two agents. For the purpose of this experiment, we created a 5.5' by 4.25' environment bounded by cinder blocks. Small bricks on the inside of the environment represent obstacles.
We used two randomly moving agents (see Figure 9 ) and placed them inside the environment. We then observed them with our tracking system for several minutes. A ground truth trajectory of the agent paths was recorded using an overhead camera and OpenCV. Figure 10 shows the ground truth. For the reconstruction algorithm, we used the base algorithm, implementing each Q as a FIFO (giving priority to the agents who have been in a region the longest). For clarity, only the first several seconds of tracking are shown. The observation string was recorded as
in which clockwise crossings are represented as forward, and counter-clockwise backward are represented as reverse. The reconstruction based on this string is shown in Figure 11 . The paths found are given byỹ Fig. 9 . Some snapshots of the experiment: a) The two agents begin in the same region; b) after 3 seconds, one agent has moved to the upper-right region; c) after 6 seconds, both agents have moved to the lower-right region; d) after 9 seconds, one agent exits the region.
VII. CONCLUSIONS AND FUTURE WORK In this work, we have presented simple and efficient algorithms for the reconstruction of paths followed by multiple agents using inexpensive, weak detection sensors. We designed and implemented a low-cost, low energy consumption hardware architecture to demonstrate the practicality of our proposed approach. Even though we have presented experiments in a small test-bed for illustration purposes, our ideas scale well. On the hardware side, a directional beam can be built for about $10 US. Also, the time and space complexity of our agent assigning algorithm is linear in the number of regions and the size of the observation string, which allows to handle large environments and long observation strings.
From the hardware architecture point of view, we are currently working on a wireless deployment of our system. We have considered using Xbee modules that are relatively inexpensive, small, and easy to configure for small sensor networks. They could be used to allow our tracking system to be more flexible and mobile. Since the information that we are collecting from the environment is minimal, we could propose simple network protocols. Also, we would like to make our beams invisible. To this end, we are planning to use inexpensive infrared-pass filters along with frequency modulation to decrease the chance of interference from ambient light.
We can also incorporate knowledge of motion of humans in buildings into our algorithms to increase the accuracy of our tracking approach by building appropiate probabilistic models. We are currently using data from people moving inside buildings [3] and ideas presented in the literature concerning motion of humans [9] . For example, one common pattern observed is that people tend to move in small groups in retail stores. These probabilistic ideas can be incorporated into our framework without major modifications.
One interesting problem in our framework is that of sensor placement. Given an environment E, we would like to find a proper placement of beams to obtain a good tracking performance, so as to reconstruct agents paths as accurately as possible. Related work is found in the sensor network literature [8] , [10] .
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