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We develop methods to probe the excitation spectrum of topological phases of matter in two
spatial dimensions. Applying these to the Fibonacci string nets perturbed away from exact solv-
ability, we analyze a topological phase transition driven by the condensation of non-Abelian anyons.
Our numerical results illustrate how such phase transitions involve the spontaneous breaking of a
topological symmetry, generalizing the traditional Landau paradigm. The main technical tool is
the characterization of the ground states using tensor networks and the topological properties using
matrix-product-operator symmetries. The topological phase transition manifests itself by symmetry
breaking in the entanglement degrees of freedom of the quantum transfer matrix.
Introduction—The understanding and precise modelling
of the entanglement structure is a central tool in analyz-
ing strongly correlated quantum many-body systems [1–
3]. The specific entanglement pattern in ground states of
local, gapped Hamiltonians for such systems led to the
introduction of tensor networks, such as matrix prod-
uct states (MPS) [4, 5], projected entangled pair states
(PEPS) [6] and the multiscale entanglement renormal-
ization ansatz (MERA) [7]. Substantial progress in both
theoretical and numerical directions has ensued.
In this Letter, we develop such methods to give in-
sight into an area of intense current study, non-Abelian
topological phases. Many or perhaps all two-dimensional
bosonic non-chiral topological phases are characterized
by the string-net models [8], whose Hamiltonians are
constructed to be exactly diagonalizable. It has been
proved that that the topological order survives perturb-
ing string nets into models with non-trivial dispersion
relations [9, 10]. However, since the interesting physics
requires strong correlations, its analysis away from ex-
actly solvable points is difficult for obvious reasons.
We develop new methods to study such models, focus-
ing on the doubled Fibonacci phase, the simplest anyon
theory that is universal for quantum computation [11].
We provide strong evidence that the simpler Hamilto-
nian proposed in [12] does indeed belong to this phase,
going beyond the exact diagonalization results of [13]
to find the anyonic excitations and their dispersion re-
lations. Our analysis also confirms the existence of a
novel quantum critical point separating this non-Abelian
topological phase from a trivial one [12, 14]. Combining
these results therefore corroborates the general theory of
anyon-condensation-driven phase transitions via sponta-
neous breaking of a quantum-group symmetry [15–17].
Our method extends that of Ref. 18 for deformations
of the toric code to the much trickier non-Abelian case.
From the parametrization of the ground state as a PEPS
one can construct a one-dimensional “quantum transfer
matrix” [19–21], whose fixed-point subspace contains the
relevant features of the entanglement structure of the
ground state [18, 22, 23]. This transfer matrix is a man-
ifestation of the holographic bulk-boundary correspon-
dence [19, 24], and its utility does not stop at the ground
state: from the other eigenvectors of the transfer matrix
one can extract information about the elementary excita-
tions as well [20]. As there are few techniques available to
deal variationally with excitations in more than one di-
mension (but see [25] for recent progress), this insight is
valuable for the understanding of the dispersion relation
of two-dimensional systems.
PEPS methodology— The PEPS description of general
string-net wave functions has been established in [26, 27].
We use the more recent representation introduced in the
framework of matrix product operator (MPO) injectivity
[28, 29], as it is especially suited to study and classify
the excitations in the different possible anyon sectors. In
particular, it was shown in Ref. [30] that idempotents can
be constructed on the virtual level of the PEPS network
that determine the different anyon sectors. We give an
overview of the methodology here, and present a more
detailed account in the Supplementary Material.
The Fibonacci phase has only one non-trivial anyon
labelled τ in addition to the trivial identity particle, so
the chirally symmetric doubled phase has four types,
labelled 1, τ, τ , ττ . In the framework of MPO-injective
PEPS, the doubled phase is characterized by two MPOs
labeled by O1, Oτ satisfying the Fibonacci fusion rules
OτOτ = O1 + Oτ [29]. The projector P onto the vac-
uum sector defines the local PEPS tensor of the ground
state at the renormalization group (RG) fixed point, the
string-net model. It is
P =
1
1 + φ2
O1 +
φ
1 + φ2
Oτ ,
with φ the golden ratio. Acting on this tensor with a non-
unitary gate on the physical level gives a perturbed PEPS
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2no longer at the RG fixed point. Varying the gate then
can drive the state through a phase transition. Below, we
provide a detailed investigation of various perturbations.
From the local PEPS tensor of the ground state, we
can construct the associated quantum transfer matrix.
It is a completely positive map that acts as
ρ→
∑
i
Aiρ(Ai)†
with Ai one row or column from the PEPS network and i
the collection of physical indices on that row or column.
For fixed i, Ai is a MPO for which the local tensors have
both physical and virtual dimension equal to D, the bond
dimension of the PEPS. Likewise, the transfer matrix
itself can be encoded as a MPO with dimensions D2,
because of the double layer (ket and bra) structure. Most
important to notice is that the the individual operators
Ai commute with the MPOs O1 and Oτ , so that the
transfer matrix commutes with the application of these
MPOs on the ket or bra layer separately as shown in
Figure 1. These MPOs therefore can be thought of as
creating topological defects, in the same fashion as those
in two-dimensional classical lattice models [31]. We refer
to this property as the symmetry of the transfer matrix,
although the MPOs O1 and Oτ are not unitary operators.
In other languages, this is called topological symmetry
[32], or quantum-group symmetry [17].
=
FIG. 1. The fundamental symmetries of the transfer matrix
(red) are given by MPOs (blue) that commute both on the
ket and bra layer.
The manner in which the fixed-point subspace of the
PEPS transfer matrix respects or breaks the symmetry
encodes information about the condensation or confine-
ment of the physical anyon excitations, as explained in
Ref. [18] for abelian anyons. When passing through a
phase transition, the fixed-point structure will change.
At the RG fixed point, we can analytically construct two
fixed points and write down explicit tensor network rep-
resentation for them. One is obtained from the MPO
O1, and the other from Oτ . It turns out that these
are the only two fixed points, as is expected. Indeed,
this is the generic signature of the fact that none of the
anyons has condensed or is confined. After perturbing
the state, the two-fold degenerate fixed point subspace
persists as long as we are in the topological doubled Fi-
bonacci phase. There is a natural choice for two specific
fixed points ρ1 and ρτ in the subspace, which correspond
exactly to ‘symmetry broken’ states under the symmetry
of the transfer matrix. The difference with the Abelian
case is that under the action of an MPO, a fixed point
can be mapped to a sum of several other fixed points,
consistent with the Fibonacci fusion rules τ × τ = 1 + τ .
The full rules for the result of applying MPOs to the fixed
point are as expected from the notation,
Oτρ1 = ρ1O
†
τ = ρτ , Oτρ1O
†
τ = ρ1 + ρτ
Oτρτ = ρτO
†
τ = ρ1 + ρτ , OτρτO
†
τ = ρ1 + 2ρτ .
The two fixed points ρ1 and ρτ furthermore have the
property that they are injective as MPS, and are there-
fore exactly the ones that are approximated by numerical
MPS algorithms.
Having obtained both fixed points, we can construct an
approximation to the ‘excitations’ of the transfer matrix,
i.e. the eigenvectors corresponding to the next eigenval-
ues µ = e−λ of largest magnitude (smallest real part of
λ), using the ansatz discussed in [18, 33, 34]. One option
is to construct excitations by locally changing a tensor of
ρ1 or ρτ . The second option is to construct domain-wall
excitations by using both fixed points, one on each side
of the locally changed tensor. We can easily make mo-
mentum eigenstates by taking the superposition of trans-
lations of such excitations with appropriate phases and
hence obtain a ‘dispersion relation’ of the transfer ma-
trix. In order to classify these excitations in terms of the
physical anyon sectors, we need to reinterpret them in
the context of the “mixed” transfer matrix. In partic-
ular, we rewrite the domain-wall excitations to replace
the kink with a half-infinite extra MPO attached to the
site with the perturbed tensor. Due to the non-Abelian
character of the theory, there are several possibilities to
obtain this MPO string from a kink excitation. To create
real anyon excitations we also need to form very specific
combinations of the variational states in every given en-
ergy and momentum sector. These combinations corre-
spond exactly to excitations that are constructed on top
of the minimally entangled ground states [35]. We then
use the virtual idempotents from Ref. [30] to obtain a
complete classification.
We expect all phase transitions to be towards the topo-
logically trivial phase because of the general arguments
of Ref. [15–17]. With our approach, we find four differ-
ent fixed points of the transfer matrix, which we can in-
deed interpret as the confinement of the τ and τ anyons,
driven by the condensation of the ττ anyon. More specif-
ically, as the fixed point Oτρ1O
†
τ is now orthogonal to the
fixed point ρ1, the presence of MPO strings is suppressed
and the ‘energy’ associated with a pair of τ or τ anyons
increases strongly with their separation distance. More
details are provided in the explicit results below.
3Results—We focus now on several perturbations of the
Fibonacci string-net ground state and study the disper-
sion relation of the resulting states. As a full variational
method to find ground states of perturbed string-net
Hamiltonians is currently out of reach, we instead per-
turb at the level of the state by extending the filtering
procedure introduced in [36, 37] using the framework of
PEPS. We stress that each of the perturbed states is
still the ground state of a local Hamiltonian. Indeed,
we always start from the Fibonacci string net PEPS
|Ω〉 with the corresponding positive Hamiltonian H =∑
v Av+
∑
pBp :=
∑
j hj that consists of commuting pla-
quette and vertex terms [8]. All perturbed states we con-
sider are of the form
∏
iQi |Ω〉 with Qi a local and posi-
tive operator on site i and clearly these states are ground
states of the local Hamiltonian
∑
j Q
−1(j)hjQ−1(j) with
Q(j) the product of all Qi with the site i in the support
of hj .
The Fibonacci string-net model is defined by putting
a two-state quantum system (a qubit) on each edge j of
some lattice. Each segment of string net corresponds to
σzj = 1 acting on the corresponding qubit. The origi-
nal string-net ground state is a sum over configurations
with no “ends” (i.e. no vertices with only one segment of
string-net touching). A key fact is that the weight of each
configuration in the ground state depends only on topo-
logical data [38]. Equal-time correlators in the ground
state are thus the same as those in a corresponding 2D
classical system in the Rokhsar-Kivelson fashion [39]. As
described in detail in Ref. 12, the string-net model on
the honeycomb lattice is related to the classical 2D ferro-
magnetic q-state Potts model with q = 2 +φ on the dual
triangular lattice at infinite temperature.
The first perturbation we consider is a string tension.
We act with a local Qj = exp(−βσzj ) operation on every
qubit. Increasing β from 0 still gives the ground state
as a sum over local nets without ends, but with a local
weighting that favors shorter nets. This simply corre-
sponds to lowering the temperature in the Potts model,
so the phase transition in the quantum theory therefore
can be located from the classical theory. The Potts mod-
els with q ≤ 4 have a second-order phase transition at a
finite temperature, which for q = 2 + φ on the triangu-
lar lattice is 14 log(x
√
φ+ 2 + 1) with x the positive root
of
√
φ+ 2x3 + 3x2 + 1 = 0 [40, 41]. The corresponding
2D conformal field theory (CFT) describing the scaling
limit is the minimal rational one labelled (9, 10) [42]. It is
worth noting that the identical CFT describes the scaling
limit of the quantum critical Fibonacci ladder [43].
The perturbed string net exhibits a quantum phase
transition at the corresponding string tension, and the
quantum transfer matrix arising from PEPS shows the
structure beautifully. Indeed, this transfer matrix can be
mapped to that of the 2+φ-state Potts model. From it we
can easily extract the correlation length of the state nu-
merically. We confirm that as predicted, a critical phase
transition to a trivial state occurs for β ≈ 0.16776, as
illustrated in Figure 2(a). As a check on the methods,
we obtained the same location of the phase transition
using fidelity methods (not shown) [44]. Beyond the
critical point, by further increasing β, the state is not
topologically ordered anymore, as is indeed reflected in
the fixed point structure. Beyond the phase transition,
we find four different fixed points, which excludes the
possibility of having anyon excitations with a non-trivial
MPO string Oτ . Such strings are then suppressed and
the anyons confined.
Furthermore, no traces of bound states appear in the
spectrum, which are expected in a generic quantum 2D
phase transition out of the Fibonacci phase from pertur-
bation theory [45].
An analogous fine-tuned transition and correspond-
ing dimensional reduction also appears in the toric code
model [36, 37, 46], but here the phase transition is much
more intricate. Phase transition out of non-Abelian
phases using fine tuned Hamiltonian interpolations where
studied previously in [47, 48]. It would be interesting to
recover the full CFT signature from finite-size simula-
tions and scalings and compare these to the results for
the Fibonacci ladder [43]. However, we wish to stress
that the resemblance to a 1D quantum/2D classical phase
transition is a mark of the specific model considered, not
of the method itself. A way to consider more generic
interpolations with general PEPS that can for instance
change the bond dimension of the PEPS will be consid-
ered elsewhere [49]. We expect that to capture a genuine
2D quantum phase transition the bond dimension of the
PEPS has to grow and eventually diverge. The topolog-
ical information, however, is still contained in the MPO
symmetries of the quantum transfer matrix and the tools
used here can still be used.
The phase transition can be probed in more depth by
plotting the dispersion relations of the excitations of the
quantum transfer matrix. We consider only chirally sym-
metric perturbations, so the τ and τ anyons are always
exactly degenerate. Moreover, the condensation of τ or τ
individually is prohibited by general arguments [15–17],
leaving ττ as the only non-trivial possibility. As the fu-
sion product of two ττ anyons contains all other anyons,
the two-particle continuum of these elementary excita-
tions has support in all topological sectors. We color this
continuum grey, but also continue to plot the lowest exci-
tations found by the algorithm in every sector. The four
different anyon sectors are identified using the methods
of Ref. 30, and are color coded as 1 (blue circle), τ, τ (red
crosses and plusses) and ττ (black diamond). In Figure
2(b) we plot the spectrum <(λ) = log|µ| at βz = 0.14.
We clearly see a condensing ττ anyon and no traces of a
bound state. These observations are still valid and ob-
servable closer to the critical point. For instance, the
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FIG. 2. The correlation length of the exp(−βzZ) interpolation (a), an interpolation to the Fendley model (c) and exp(−βxX)
filtering (e). The points where the dispersion relations are given are shown in red. The dispersion relation of the string net
model with exp(−βzZ) filtering at βz = 0.14 (b), the Fendley model (d) and exp(−βxX) filtering at βx = 0.7 (f).
same calculations where performed for βz = 0.161 (not
shown) and gave similar results.
We now consider including a weighting for trivalent
vertices in the string net, i.e. a penalty for configurations
where three strings meet at a vertex. We can then check
the argument that the net model with a simpler Hamil-
tonian described in [12, 13] is in the same topological
phase as the Fibonacci string net. We tune this weight
to follow a path from the string-net ground state to the
“quantum self-dual” ground state [12]. Both the corre-
lation length in Figure 2(c), and the fidelity approach
(not shown) indicate a phase transition only beyond the
quantum self-dual state, confirming the suggestion of [13]
that the loop model is in the same phase as the Fibonacci
string net. We illustrate the dispersion relation in Figure
2(d). Again, we see that a ττ anyon condenses. Qualita-
tively this phase transition is similar to the first one, be-
cause the weight for trivalent vertices in the correspond-
ing classical model is an irrelevant perturbation.
Finally we consider a filtering with Qi = exp(−βσx).
This interpolation violates the closed-net condition and
creates open strings in the states, which are the hallmark
of anyons. We show the correlation length of the filtered
state along this path in Figure 2(e). The dispersion re-
lation is shown in Figure 2(f), as expected it is again the
ττ anyon that condenses.
Conclusion and Outlook— We have shown how the dis-
persion relation of a perturbed 2D string-net Hamiltonian
is reflected in the eigenvalues of the 1D quantum transfer
matrix arising from the PEPS description of the ground
state. Our results clarify how the topological properties
of the ground states and the excitations are related to the
symmetry properties of the PEPS transfer matrix and
its fixed point spectrum, extending the findings of Ref.
18 to non-Abelian theories. This enabled us to classify
the excitations into different anyonic sectors and to find
their dispersion relations. We identified the anyon type
of the condensing particles at a non-trivial quantum crit-
ical point, thereby confirming abstract theoretical results
[17] in a concrete quantum-many-body system.
Our work opens up several directions for future work.
First, it is an interesting question how the results of our
method can quantitatively match results from perturba-
tion theory [45] by using more elaborate interpolations.
Second, a similar procedure can be carried out for mod-
els such as the Ising string net which has a non trivial
condensation driven phase transition to the Toric Code
phase. It would be interesting to see how this transi-
tion is reflected in the transfer matrix. Finally, we want
to stress that the characterization of anyons using the
5idempotents can be applied, even more straightforward,
to the full 2D setting. Hence, given a good PEPS repre-
sentation of the ground state, the variational excitations
can be calculated [25] and classified accordingly.
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6APPENDIX
Topological Order and Anyon Excitations in PEPS
Tensor network states known as PEPS are believed to provide a good and efficient representation for the ground
states of gapped, local 2D Hamiltonians. The framework of MPO-injective PEPS is more specifically designed for
the study of topologically ordered models. In this Appendix, we first give a concise review of the formalism of MPO-
injective PEPS. The reason PEPS can deal with topologically ordered phases is that the tensors can encode the
topological information locally in their virtual degrees of freedom.
A generic PEPS satisfies the so called injectivity condition, after sufficient blocking the tensor is invertible as a map
from its virtual to physical degrees of freedom. In contrast, the virtual space on which an MPO-injective PEPS can be
inverted is not the full virtual space but only a specific subspace. This subspace is characterized by a (non-injective)
MPO projector P . We can write P as a finite linear combination of several injective MPOs Oa with size independent
coefficients, P =
∑
a waOa. These MPOs now form a fusion algebra OaOb =
∑
cN
c
abOc with integer coefficients and
fully characterize the topological information in the PEPS [30].
If we start from the MPO projector P or its algebra generated by the injective MPOs Oa, we can characterize
an associated MPO-injective PEPS using the following conditions. First, the PEPS tensor is invariant under the
application of the MPO projector P on the virtual space. This requirement is graphically illustrated in Figure 3.
=
FIG. 3. The PEPS tensor A is invariant under the MPO-projector (blue).
Second, the PEPS tensor is injective as a map from the virtual to the physical space when we restrict the domain
to the subspace characterized by an MPO projector, see Figure 4.
=
FIG. 4. MPO-injectivity requires the existence of a tensor (black) that acts as the pseudoinverse on the space determined by
the MPO projector.
The third crucial requirement is the following. The MPO formalism is heavily based on the intuition that topological
properties in 2D arise from the existence of long strings that cannot be detected locally but that can have observable
nonzero winding numbers. We encode this information in local tensors by requiring that we can pull the MPOs Oa
through the virtual network as illustrated in Figure 5.
Given a representation of the ground state of a local Hamiltonian as a PEPS, one can argue that elementary
excitations can be obtained by modifying a single tensor in the network and making a momentum superposition.
For topological models, these excitations additionally have an MPO string attached, one or more of the Oa, which
implements their topological character, such as braiding and spin. Due to the pulling through condition (see Figure 5),
these strings are locally undetectable, hence in the topological phase no energy penalty is associated with them. For
MPO-injective PEPS, it was shown in [30] that for an excitation to be of a single well-defined anyon type, the locally
7= (1)
FIG. 5. The pulling through property.
modified tensor has to live exactly in the support of an idempotent, one for every anyon type. These idempotents are
uniquely defined by and can be obtained from the MPOs Oa that characterize the PEPS, see Figure 6. In the case of
abelian quantum doubles such as the Toric Code, these idempotents would exactly correspond to the more familiar
projectors on the different charge and flux sectors.
=
FIG. 6. An excitation, implemented in the PEPS language by the modified green tensor, is of one definite anyon type if it lives
exactly in the support of one of the elementary idempotents of the theory. These idempotents are constructed by closing an
MPO loop with a fixed, specific tensor (blue oval), one for each anyon type.
Let us now denote the PEPS state determined by the tensor in Figure 3 as |ψ〉 and the state with an extra excitation
as in Figure 6 as |ψ[O]〉. For the excitation to be well defined we need it to be orthogonal to the ground state and have
a well-defined, non-vanishing norm. These conditions are given by 〈ψ|ψ[O]〉 = 0 and 〈ψ[O]|ψ[O]〉 6= 0 and illustrated
in Figure 7. As we explain below, we can interpret a violation of these conditions in terms of particle confinement or
condensation: if 〈ψ|ψ[O]〉 6= 0, the particle is condensed, whereas if 〈ψ[O]|ψ[O]〉 = 0, the particle is confined.
= 0, 6= 0
FIG. 7. The conditions to have a well defined, particle like, anyon excitation. The left condition expresses that the excitation
is not condensed, the right one that it is not confined.
The previous two conditions can be interpreted in terms of the symmetries of the so called transfer matrix. To
introduce this operator, we look at the norm of the PEPS |ψ〉. The norm of a PEPS is given by the value of the
double layer contracted network, one column of this network can be seen as an operator and is called the transfer
matrix, see Figure 8. We can treat such a column as an operator, the transfer matrix, acting on the open indices on
the right. The normalization of the PEPS implies that the largest eigenvalue of this operator is 1.
We denote the, possibly degenerate, fixed points of the transfer matrix as in Figure 9. Because of the pulling though
property of the MPOs, given a fixed point we can construct more fixed points by applying a specific MPO in the
bra or ket layer. The application of such an MPO results in a new, possibly non injective, fixed point which can be
expanded as a sum of injective fixed points. We use different colors to stress that there are different fixed points, or
use an extra label. In the RG fixed point, the fixed points are essentially given by the injective MPOs Oa. For string
8〈ψ|ψ〉 =
FIG. 8. The norm of a PEPS is given by the full contraction of the double layer network (left). We can take one column of the
double layer and treat it as an operator from left to right, the transfer matrix (right).
nets, they follow a commutative fusion algebra This implies that there is only one possible positive operator among
them, which is O1, the MPO that acts as the identity in the PEPS network. We denote the topologically trivial fixed
point obtained from this MPO as ρ1.
, = n1 + n2 + ...
FIG. 9. A fixed point of the transfer matrix, represented as MPS (left). Applying an MPO to a fixed point (centre) gives us
another fixed point, as a possibly non-injective MPS. It can be expanded as a combination of the injective fixed points with
integer coefficients ni (right).
We now return to the conditions in Figure 7. To compute the norm of |ψ[O]〉 we proceed as follows. The contraction
of the entire network to the left or right of the position of the excitation tensor gives us the unique positive, left and
right fixed point of the transfer matrix as illustrated in Figure 10. Similarly, the overlap between the ground state
|ψ〉 and the excited state |ψ[O]〉 is given in Figure 11.
〈ψ[O]|ψ[O]〉 = = =
FIG. 10. Contraction scheme to calculate the norm of an excitation, see the main text for details.
We see that in order to have well defined excitation with an MPO string, i.e. 〈ψ|ψ[O]〉 = 0 and 〈ψ[O]|ψ[O]〉 6= 0
as depicted in 7, it is sufficient if the conditions in Figure 12 are fulfilled. The second condition (on the right of
Figure 12) is also necessary for having 〈ψ[O]|ψ[O]〉 6= 0, whereas 〈ψ|ψ[O]〉 = 0 could still be satisfied thanks to the
local tensor at the endpoint of the string excitation even if the left condition of Figure 12 is not satisfied. One can
think of the strings as the flux degrees of freedom and the endpoint as the charge degrees of freedom, although the
9〈ψ|ψ[O]〉 = = =
FIG. 11. Contraction scheme to calculate the overlap of the ground state and an excited state, see the main text for details.
two can not always be separated in such an easy manner. Where the MPOs implement the symmetry action on the
transfer matrix, the endpoints can be thought of as order parameters for these symmetries. This correspondence was
further investigated in [18] for phases corresponding to doubled group algebras (and in particular the Toric Code
phase). In our more general setting, the idempotents living at the end point of the string are more complex, and this
interpretation as virtual order parameter is beyond the current scope. Nevertheless, it is clear that the conditions
in Figure 12 provide important information about the structure of the fixed point subspace. The transfer matrix
commutes with the application of all MPOs, both on the bra and the ket level, as follows from the pulling through
condition in Figure 5. Given this symmetry, the question remains what the corresponding structure of the fixed point
subspace of the transfer matrix is with respect to this symmetry. The left condition in Figure 12 expresses the fact
that the fixed point subspace is not symmetric under the application of an MPO in only the ket (or only the bra)
layer. The right condition on the other hand tells us that the fixed point subspace has to be symmetric under the
application of the same MPO in both bra and ket layer.
λmax
( )
< 1, λmax
( )
= 1
FIG. 12. Conditions necessary to have a well-defined excitation with blue MPO string. The figures on left and right are to be
interpreted as matrices form the upper to the lower indices.
For the Fibonacci model, we need exactly two fixed points to have well defined anyons. From the fact that the
transfer matrix commutes with the application of O1, Oτ in its bra and ket layer, we expect four different fixed points.
Suppose all the candidates are indeed different and consider an excitation with a Oτ MPO string. To calculate its
norm we look at the situation described in Figures 10 and the right hand side of 12 from which we conclude that
anyons with such a string have a zero norm. This means they cannot appear on their own and are thus confined. On
the other hand, if all fixed point candidates are equal, the overlap between a state with such an excitation and the
ground state is described in Figures 11 an the left hand side of 12. We see that this overlap is nonzero and conclude
that if all fixed points are equal, the excitations are condensed. To have well defined anyons with a Oτ string we thus
demand exactly two fixed points. This corresponds to the fact that the fixed point subspace is not invariant under
the application of a Oτ MPO in only the ket or bra layer but is invariant under a simultaneous application in both.
The Transfer Matrix as a Probe for Excitations
Unfortunately, a full variational approach to perturbed string net Hamiltonians is numerically out of reach despite
recent progress [50–52]. Luckily, we can gain lots of insight by using holographic dimensional reduction, which is very
natural in the language of tensor networks. One can argue that most of the information about the dispersion of a
Hamiltonian is already encoded in the ground state. By looking at the transfer matrix of the ground state, we can
extract this information. As the transfer matrix of a 2D ground state is itself a 1D system, we have reduced the spatial
dimension of the problem and can now apply well established numerical methods. As discussed, the symmetries of the
fixed point subspace of the transfer matrix already contain a lot of information about the condensation or confinement
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of anyon excitations.
In a translation invariant system, excitations are naturally described as momentum eigenstates. We now explain
why the transfer matrix also contains information about the dispersion relation of such excitations [20]. The reason
the transfer matrix is so relevant is that the variational dispersion relation of excitations in the PEPS picture is
mainly determined by the normalization of the excited states. Indeed, let us write the ground state of an Hamiltonian
H as |ψ0〉. As shown in [53] we can construct elementary excitations by acting with local operators on the ground
state and giving them a specified momentum k = (kx, ky). Take a local Hermitian operator O with zero ground state
expectation value and denote its translates by Oxy, i.e. Oxy acts on the sites centered around (x, y). Denote the
excitation with momentum k created by O with |ψ[O, k]〉 =∑x,y exp(−i(kxx+ kyy))Oxy |ψ0〉 . We can then write the
variational expression for the energy of a state with momentum k as
E = min
O
〈ψ[O, k]|H|ψ[O, k]〉
〈ψ[O, k]|ψ[O, k]〉 .
We can rewrite the numerator of this last expression as
〈ψ0|
∑
x,y
ei(kxx+kyy)[Oxy, [H,Ox′y′ ]]
∑
x′,y′
e−i(kxx
′+kyy′)|ψ0〉 .
Because of the double commutator, this expression diverges at most as ‖O‖|supp(O)|V in the system size V . In
contrast the scaling of he denominator can, for a good choice of O and k, be significantly faster, hence the expression
for E is mainly determined by the denominator. In particular, excitations with a low variational energy can be
obtained by making the denominator as large as possible. For a detailed version of this reasoning, as well as other
arguments that support the conclusion, we refer to [20].
While the previous argument was applicable to point like excitations, it is clear that it can be extended to stringlike
excitations of the type above, as the string is unobservable and does not bring along an energy cost. The denominator
for such excitations is depicted in Figure 13. It represents the norm of an excited state containing one anyon, localized
at the green tensor.
〈ψ[O, k]|ψ[O, k]〉 =
∑
x,y
e−ikx∆x−iky∆
x0 + ∆x
x0
y0 + ∆yy0
x
y
FIG. 13. The norm of a excitation, created by acting with a local operator thereby turning a red ground state tensor in a green
excited tensor. We make a momentum superposition of this state with momentum k = (kx, ky).
We already discussed the fixed points of the transfer matrix. We now look at the other, excited, eigenstates of
the transfer matrix. For this, we use the excitation ansatz for 1D systems [53]. Given a fixed point, the ansatz for
excitations of the transfer matrix is given by locally changing a single tensor and making a momentum superposition.
This ansatz can only capture the topologically trivial excitations. There are two alternative but equivalent ways to
think about the non-trivial excitation. These excitations correspond to local tensors with an MPO string attached.
The relation in Figure 9 implies that this is equivalent to the usage of different fixed points to make kink excitations,
one on each side of a perturbed tensor. Clearly there is an if and only if relation in this formalism between the existence
of excitations with a locally invisible string and the existence of several fixed points related via the application of an
MPO. The excitations are graphically denoted as in Figure 14.
We now return to the original question of calculating the norm of an excitation, see Figure 13. The contracting
steps are illustrated in Figure 15. We start contracting this network from the left and right. This gives us the trivial
fixed points on the left and right, as they are the unique injective positive fixed points and the transfer matrix is
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FIG. 14. The ansatz for the topologically trivial excitations of the transfer matrix is obtained by changing one single tensor
(green) and making a momentum superposition (left). Topologically non-trivial excitation, corresponding to anyons, are
obtained by attaching an MPO string to the perturbed tensor (center). This is equivalent to a kink excitation, where we have
a perturbed tensor (green) but different fixed point tensors (red and cyan) on either side of it (right).
a completely positive map. Physically this corresponds to the fact that at infinity the state is in the topologically
trivial ground state. Once we reach the excitation in the ket from the right, we get a kink excitation, with the trivial
fixed point on top (red), an excited tensor (green) and another, possibly non-injective fixed point, on the bottom.
Contracting the layers between the excitation amounts to applying the transfer matrix, this does not change the fixed
points tensors, although it might affect the excited tensor. Next, we reach the position of the excitation in the bra.
The application of the MPO gives us a new fixed point (purple).
〈ψ[O, k]|ψ[O, k]〉 = = =
FIG. 15. Contraction scheme to calculate the norm of an excitation, see the main text for details. The Figure does not show
the momentum superpositions for the sake of clarity.
Remember that we want to make this quantity as large as possible. The final outcome contains the local overlap of
the red and purple fixed points. If the norm of the state is non zero, the fixed points ρ1 resulting from the application
of an MPO in the bra or ket on the trivial fixed point have to contain at least once the same injective fixed point.
Written differently, we see that this implies that Oiρ1O
†
i = ρ1 + . . ., or N
1
ii > 0. This is indeed true at the RG fixed
point and should remain so throughout the phase. We see here again that the topological properties of the bulk, the
existence of anyons, is through the bulk-boundary correspondence reflected in a symmetry property of the fixed point
subspace. The anyons then correspond to symmetry breaking, domain wall, excitations.
We can thus assume that both fixed points on the bottom of the diagram are the same as this is the only term
that contributes to the norm. The computation then depends on what happens to the excited tensor between the
location of both fixed points. Because of the momentum superposition this is the application of (1− eipyT )−1 to the
excited 1D state. Clearly, to maximize this, we want to choose the variational parameters in the green tensor such
that the 1D state is an eigenstate of the transfer matrix with eigenvalue as close as possible to e−ipy . As the momenta
are variational parameters, we see from the previous discussion that we need to find the eigenvectors of the transfer
matrix whose eigenvalues have the largest magnitude.
This calculation again reveals the importance of the symmetries of the fixed point subspace for the topological
properties of a system. Because of the pulling through condition, we know that the transfer matrix commutes with
the application of an MPO in its ket or bra layer. Hence, the fixed point subspace inherits this symmetry. Generically,
a system with this property will have maximal symmetry breaking and (at least) N2 different fixed points, with N
the number of MPOs. However, in the PEPS picture we have just argued that N1ii > 0, hence we expect less fixed
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point, N to be precise, if the system is topologically ordered, in the sense that it has anyonic excitations.
Classification of Excitations
We now discuss how we can classify the excitations of the transfer matrix with the appropriate anyon labels of the
original two dimensional topological theory. As discussed an excitation of the transfer matrix such as in Figure 15
actually encodes the existence of an excitation with a string in the right half of the full 2D model. We can measure
the anyon type of a part of the lattice using the central idempotents. To apply these to the 1D excitations we need
some extra manipulations we now explain. Because of the pulling through condition we can rewrite the eigenvalue
equation as in Figure 16. It is then clear that we can equivalently look for eigenvectors of the so called mixed transfer
matrix that contains an extra MPO in the ket, see Figure 17.
= µ , = µ
FIG. 16. The eigenvector equation for the regular transfer matrix (left). An equivalent equation, using the pulling through
property (right).
= µ ,
FIG. 17. The eigenvalue equation for the mixed transfer matrix (left). This is the regular transfer matrix with a extra MPO
through its ket (or bra) layer. The excitation ansatz consists now of local perturbations on the trivial fixed points, but the
perturbed tensors (green) have en extra MPO index. We can naturally use the idempotents to define operators in the mixed
formalism (right).
The reason we did this is to have access to the blue MPO label, which we need to apply the central idempotents.
The mixed transfer matrix also reveals the extra topological structure more clearly. Indeed, as was shown in [30]
all idempotents commute with the mixed transfer matrix, giving rise to a block decomposition into the different
topological sectors. It is this decomposition that makes the classification of excitations possible. This property is
illustrated in Figure 18. A similar property holds when we apply the idempotents in the bra instead of the ket layer.
For the classification it suffices to consider only one of the cases. We only apply non trivial idempotents in the ket,
in the bra we will not place an extra idempotent, or equivalently, always place the idempotent corresponding to the
topologically trivial excitations in the bra. We can now proceed as follows. We gather all excitations, both trivial
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FIG. 18. The mixed transfer matrix has a block decomposition induced by all the idempotents.
and kink, of the transfer matrix that correspond to the same eigenvalue and momentum. We list all the possible
ways we can explicitly obtain an MPO string from such an excitation as in Figure 14. If the theory is non-Abelian,
there can be several possibilities. We can now calculate the matrix elements of all the central idempotents projected
onto this eigenspace using standard MPS methods and diagonalize the result as in Figure 19. All the idempotents
are still projectors in this subspace, due to the block structure of the transfer matrix. The central idempotents whose
restrictions have non zero rank give the anyon types of the excitations in the considered energy and momentum spaces.
〈ψ[O, k]|Pi|ψ[O′, k]〉 = . (3)
FIG. 19. The network that gives the matrix element of a central idempotent with respect to some excitations at a given energy
and momentum. As this is a 1D network it can be contracted efficiently.
