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The strong interaction between individual Rydberg atoms provides a powerful tool exploited in an
ever-growing range of applications in quantum information science, quantum simulation, and ultracold
chemistry. One hallmark of the Rydberg interaction is that both its strength and angular dependence
can be fine-tuned with great flexibility by choosing appropriate Rydberg states and applying external
electric and magnetic fields. More and more experiments are probing this interaction at short
atomic distances or with such high precision that perturbative calculations as well as restrictions
to the leading dipole-dipole interaction term are no longer sufficient. In this tutorial, we review all
relevant aspects of the full calculation of Rydberg interaction potentials. We discuss the derivation of
the interaction Hamiltonian from the electrostatic multipole expansion, numerical and analytical
methods for calculating the required electric multipole moments, and the inclusion of electromagnetic
fields with arbitrary direction. We focus specifically on symmetry arguments and selection rules,
which greatly reduce the size of the Hamiltonian matrix, enabling the direct diagonalization of the
Hamiltonian up to higher multipole orders on a desktop computer. Finally, we present example
calculations showing the relevance of the full interaction calculation to current experiments. Our
software for calculating Rydberg potentials including all features discussed in this tutorial is available
as open source.
I. INTRODUCTION
Among the many fascinating properties of highly ex-
cited Rydberg atoms [1], the strong interaction between
pairs of Rydberg atoms has proven to be the key feature
for diverse applications in quantum information process-
ing and quantum simulation [2]. A particularly important
concept is the Rydberg blockade [3], where the excitation
of two or more atoms to a Rydberg state is prevented
due to the interaction. The Rydberg blockade of atomic
ensembles [4] has been observed in ultracold atomic sys-
tems in the frozen Rydberg-gas regime [5, 6], both in bulk
ensembles [7–18] and in small systems supporting only
a single excitation [19–22]. More recently, experiments
have also begun to probe Rydberg interaction effects
in room-temperature thermal vapor [23–25]. Based on
the Rydberg blockade, atomic two-qubit gates have been
demonstrated [2, 26–28] as basic building blocks for large-
scale neutral atom quantum registers [29–33]. In turn,
the power-law decay of the Rydberg interaction provides
∗ weber@itp3.uni-stuttgart.de
† hofferberth@sdu.dk
interaction over long range and facilitates the extension
to multi-qubit Rydberg-mediated gates in such registers
[34–36]. Such tailored atomic ensembles are also ideal for
investigating processes such as excitation transfer [5, 37–
40] or simulation of spin systems [41, 42].
The mapping of Rydberg interactions onto photons
by means of electromagnetically induced transparency
(EIT) [43] has emerged as a powerful approach to realiz-
ing few-photon optical nonlinearities [44–50], enabling a
variety of optical quantum information applications such
as highly efficient single-photon generation [51], entan-
glement generation between light and atomic excitations
[52], single-photon all-optical switches [53] and transistors
[54–56], single-photon subtraction [57], and interaction-
induced pi-phase shifts [58]. Additionally, Rydberg EIT
provides access to novel phenomena such as attractive
interaction between single photons [59], crystallization
of photons [60], or photonic scattering resonances [61],
as well as spatially resolved detection of single Rydberg
atoms in a bulk medium [37, 62, 63]. Recent Rydberg
EIT experiments, which simultaneously use Rydberg S-
and P -states [64] or two different S-states [37, 54, 55]
further increase the flexibility of manipulating weak light
fields [65, 66].
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2Detailed understanding of the Rydberg interaction is
also required for the concept of Rydberg dressing, where
a small Rydberg admixture modifies the interaction be-
tween ground-state atoms in ultracold gases [67–72]. In
particular, by the choice of the Rydberg state, one can
map the anisotropy of the Rydberg interaction onto the
ground-state atoms [73–75]. Experimental demonstra-
tions of Rydberg dressing have recently been performed
using individual atoms [76] or atomic ensembles in an
optical lattice [77]. Finally, the rich structure of the Ry-
dberg interaction potentials supports bound molecular
states formed by two Rydberg atoms [78], which have
been observed in experiments [79–81]. Prediction of the
equilibrium distance and vibrational spectra for these
macro-dimers requires precise knowledge of the interac-
tion potential [81–84].
The physics of Rydberg interaction has been well-
established for decades [85]. As long as the two atoms are
well separated and their wave functions do not overlap,
one needs to consider only the electrostatic interaction
between two localized charge distributions, most conve-
niently utilizing the well-known electric multipole expan-
sion in spherical coordinates [86–88]. The leading relevant
term in this expansion is the dipole-dipole interaction [89],
which for unperturbed Rydberg atoms at large separation
results in the extensively studied van-der-Waals interac-
tion [90–93]. More generally, as long as the interaction
energies are small compared to the level spacing of the
unperturbed Rydberg pair states, perturbative calcula-
tions offer a very convenient method for determining the
radial [90] and angular [91, 92] behavior of the Rydberg
potentials.
Nevertheless, the rapid experimental progress in re-
cent years has led to a growing number of experiments
for which the perturbative calculation is no longer suf-
ficient. For example, this approach fails when shorter
atomic distances are probed and state-mixing due to the
interaction becomes significant. The dipole-quadrupole
contribution to the interaction has recently been observed
both in ultracold [94] and room-temperature [25] systems
in experiments with large excitation bandwidth, while the
correct prediction of macro-dimer photo-association spec-
tra required the inclusion of terms up to octupolar order
in the potential calculation [81, 84]. In experiments utiliz-
ing very high principal quantum numbers n > 100 [95–97],
state-mixing and additional molecular resonances [98] be-
come relevant already at large interatomic distances and
make non-perturbative potential calculations necessary.
The nature of the interaction also changes when cou-
pled pair states are (nearly) resonant [99, 100]. Such
degeneracies, or Fo¨rster-resonances, can occur naturally
or by shifting the pair state energies via external elec-
tric [10, 13, 17, 37, 101–105] or microwave [106–108] fields.
Such resonances can greatly enhance the Rydberg interac-
tion strength [109]. When spin-orbit coupling as well as
Stark and Zeeman splitting of all involved levels are taken
into account, the resonances can exhibit new features
and a rich angular dependence [56, 110]. Full potential
calculations including the external fields reveal the num-
ber of states which must be included in specific cases for
accurate results.
As consequence of the rapid evolution of the field, it
becomes more and more common to rely on numerical
diagonalization of the Rydberg interaction Hamiltonian
including higher orders of the multipole expansion [81,
82, 94, 97]. One example is the recently released ARC
library [111], which provides powerful tools for calculating
alkali Rydberg properties. In this tutorial, we discuss all
relevant steps required for the numerical calculation of
pairwise Rydberg interaction potentials:
1. Construction of the single-atom Hamiltonian from
the orbital wave functions (A) and their transition
matrix elements (B and C) in the absence of external
fields.
2. Derivation of the interaction Hamiltonian for a
pair of Rydberg atoms by multipole expansion (Sec.
II A).
3. Inclusion of external electric and magnetic fields in
arbitrary directions relative to the inter-atomic axis
(Sec. II B).
4. Application of selection rules and symmetry argu-
ments to reduce the size of the Hilbert space to the
relevant states (Sec. II C).
5. Rotation of the interaction Hamiltonian to a par-
ticular coordinate system, given for example by the
direction of an incident excitation laser (Sec. II D).
6. Diagonalization and extraction of the interaction
potentials (Sec. II E). In the context of two practi-
cal applications (Sec. III), we discuss best practices
and specific considerations in the relevant scenar-
ios. These examples illustrate the capabilities of
the presented approach and the agreement with
experiments.
Our software for numerical Rydberg potential
calculations, which includes all features we dis-
cuss in this review, is available open source from
https://pairinteraction.github.io/.
II. RYDBERG INTERACTION
A. Hamiltonian
We study two neutral atoms, each having one electron
excited into a Rydberg state, as depicted in Figure 1 (a).
Because we are only interested in interatomic distances
R for which the Rydberg atoms are well-separated, the
interaction between the atoms is dominated by the strong
interactions of the Rydberg electrons. Using the Born-
Oppenheimer approximation [114], the corresponding two-
atom Hamiltonian is of the form
Hˆ(R) = Hˆ0 + Hˆint(R) , (1)
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FIG. 1. (a) Considered system. We study two Rydberg atoms whose interatomic axis is parallel to the z-axis. The positions
of the Rydberg electrons are rˆ1 and rˆ2. The interatomic distance R is larger than the Le Roy radius RLR [112] so that the
electronic wave functions do not overlap. (b) Le Roy radius for pairs of alkali atoms. For calculating the Le Roy radius, we
assumed both atoms to be in the same state. The Le Roy radius increases approximately with the square of the principal
quantum number. The inset shows its dependence on the momentum quantum numbers. The Le Roy radius for alkali atoms is
bounded from above by the Le Roy radius for hydrogen atoms RLR = a0
√
8n2(5n2 + 1− 3l(l + 1)) [113] where a0 is the Bohr
radius.
where Hˆ0 contains the energies of the unperturbed Ryd-
berg states. The operator Hˆint captures the interaction
between the two Rydberg electrons, the two ionic cores,
and the Rydberg electron of one atom and the ionic core
of the other atom. This is the standard treatment of two
interacting Rydberg atoms which is discussed in similar
detail in [80, 84, 89, 90].
Because the hyperfine splitting of Rydberg levels is
much smaller than typical interaction energies [115–117],
we use the fine-structure basis. As we will see later,
we can assume the two Rydberg electrons to be dis-
tinguishable particles. Hence, we use the product ba-
sis |n1l1j1mj1;n2l2j2mj2〉 = |n1l1j1mj1〉 ⊗ |n2l2j2mj2〉1.
Note that the two Rydberg atoms are allowed to be of
different chemical species [118, 119]. The operator Hˆ0
can be written as
Hˆ0 =
∑
n1,l1,j1,mj1
En1l1j1 |n1l1j1mj1〉 〈n1l1j1mj1| ⊗ 1
+1⊗
∑
n2,l2,j2,mj2
En2l2j2 |n2l2j2mj2〉 〈n2l2j2mj2| .
(2)
We use the common convention that the quantization axis
points along the z-direction. The potential energy Enlj
of an electron excited to a Rydberg state is given by a
formula2 similar to the one known for the hydrogen atom
Enlj = − hcR
∗
(n− δnlj)2 , (3)
where R∗ is the modified Rydberg constant and δnlj is
the quantum defect [120]. These species-dependent pa-
rameters are used to capture subtle differences between
1 We omit the spin quantum number s1 = s2 = 1/2 in our notation.
2 Note that we use SI units throughout the manuscript.
the bare Coulomb potential of a hydrogen core and the
actual potential felt by the Rydberg electron. For details
on these parameters, see A.
For calculating the interaction energy Hˆint, we neglect
retardation effects [121] as the wavelengths of the in-
volved Rydberg-Rydberg transitions are much larger than
the considered interatomic distances. Furthermore, we
assume the interatomic distance to be larger than the
Le Roy radius [112]
RLR = 2
(√
〈n1l1j1|rˆ2|n1l1j1〉+
√
〈n2l2j2|rˆ2|n2l2j2〉
)
,
(4)
which increases approximately with the square of the prin-
cipal quantum number like the radius of a Rydberg atom
does, see Figure 1 (b). This assumption tremendously sim-
plifies the calculations. It ensures that the electronic wave
functions do not overlap, so that exchange interaction
and charge overlap interaction can be neglected. Thus,
we can treat the electrons as distinguishable particles.
Furthermore, it allows us to use a multipole expansion for
the interaction energy. In order to do so, we first think of
the two Rydberg atoms as classical charge distributions
[122]. Their electrostatic interaction energy is given by
Hint(R) =
e2
4pi0
(
1
|R+ r2 − r1| +
1
|R|
− 1|R− r1| −
1
|R+ r2|
)
, (5)
where R denotes the distance vector between the atoms.
The positions r1 and r2 of the electrons of the first and
second atom are given as relative coordinates in the body
frame of the respective atom, see Figure 1 (a). The
multipole expansion leads to [86–88]
Hint(R) =
∞∑
κ1,κ2=1
Vκ1κ2
4pi0|R|κ1+κ2+1 . (6)
4The exact form of Vκ1κ2 depends on the choice of the
coordinate systems used to label the positions of the
electrons. If we choose the coordinate systems such that
the z-axis points along R, i.e. along the interatomic axis,
we get the comparatively simple result
Vκ1κ2 = (−1)κ2
κ<∑
q=−κ<
√(
κ1 + κ2
κ1 + q
)(
κ1 + κ2
κ2 + q
)
p(1)κ1qp
(2)
κ2−q,
(7)
where we use κ< = min(κ1, κ2) and binomial coefficients
to shorten our notation. This result transfers into quan-
tum mechanics by canonical quantization. Thus, the
spherical multipole moments p(1)κq and p(2)κq become the
spherical multipole operators pˆ(1)κq and pˆ(2)κq , that operate
on the Rydberg electron of the first and second atom,
respectively. The operators are of the form
pˆ(i)κq = e rˆκi ·
√
4pi
2κ+ 1Yκq(ϑˆi, ϕˆi) , (8)
where Yκq(ϑˆ, ϕˆ) are spherical harmonics3. Note that, in
our notation, the spherical basis is {e± = ∓ 1√2 (ex ∓
iey), e0 = ez}4. The spherical multipole operator pˆκq
corresponds to the 2κ-pole momentum. The multipole
expansion (6) is a series expansion of the interaction
potential in powers
% = κ1 + κ2 + 1 (9)
of the inverse interatomic distance. The series expansion
starts at % = 3. Thus, the contribution of lowest order
is the dipole-dipole interaction which reflects the neutral
charge of the Rydberg atoms. Section III A discusses the
relevance of higher-order contributions. In general, the
order at which we can reasonably truncate the expansion
increases with decreasing interatomic distance.
The spherical multipole operators are composed of the
product of a radial and an angular operator whose ma-
trix elements can be calculated independently from one
another with the formalism shown in B and C. The inde-
pendent calculation works because the potential for the
Rydberg electron is spherically symmetric, so that the
Rydberg wave function can be separated into the product
of a radial function Ψradnlj (r) and a spin spherical harmonic
Ylsjmj (ϑ, ϕ) [123],
Ψ(r, ϑ, ϕ) = Ψradnlj (r) · Ylsjmj (ϑ, ϕ) . (10)
3 In the literature, different normalizations for spherical har-
monics are found. We choose the convention Yκq(ϑ, ϕ) =
(−1)q
√
(2κ+1)(κ−q)!
4pi(κ+q)! sin
q ϑ d
q
(d cosϑ)q Pκ(cosϑ) e
iqϕ that is com-
monly used in quantum mechanics. Here, Pκ are Legendre poly-
nomials and (−1)q the Condon-Shortley phase.
4 We use the common definition of the spherical multipole opera-
tors (8). This implies that our spherical basis is non-standard
(with the standard convention, the dipole operator in the spherical
basis would not be of the usual form pˆ11e+ + pˆ1−1e− + pˆ10e0).
B. External fields
In general, the interaction between an atom and the
electromagnetic field can be taken care of by employing
the minimal-coupling replacement [124, 125]. Assuming
that the fields are static and homogeneous, this general
approach gets reduced to adding the electric interaction
Vˆe = −dˆ ·E with dˆ = erˆ (11)
and the magnetic interaction
Vˆm = −µˆ ·B+ 18me |dˆ×B|
2 with µˆ = −µB
~
(gl lˆ+gssˆ)
(12)
to the Hamiltonian (1), where dˆ is the electric dipole
operator, and µˆ is the magnetic dipole operator. The
g-factors gl and gs characterize the magnetic moment
through orbital motion and spin. The constant µB is the
Bohr magneton. The term 18me |dˆ ×B|2 is the diamag-netic interaction. Most importantly, these formulas allow
for electromagnetic fields in arbitrary directions and in
particular facilitate arbitrary angles between magnetic
and electric fields. The final Hamiltonian is
Hˆ(R) =Hˆ0 + Hˆint(R) + Vˆe ⊗ 1 + 1⊗ Vˆe
+ Vˆm ⊗ 1 + 1⊗ Vˆm . (13)
In order to calculate matrix elements of Vˆe and Vˆm,
we have to do some preparatory work. In C, we review
a powerful formalism to calculate matrix elements of
spherical tensor operators. To make use of it, the notation
of equations (11) and (12) has to be changed from the
cartesian basis to the spherical basis {e± = ∓ 1√2 (ex ∓
iey), e0 = ez}. In the spherical basis the components of,
for example, the electric field are given by
E± = ∓ 1√2(Ex ± iEy) , E0 = Ez . (14)
Using this expression, the interaction with an electric field
reads
− dˆ ·E = −e rˆ ·
√
4pi
3
(
Yˆ1,0E0 − Yˆ1,1E− − Yˆ1,−1E+
)
(15)
with spherical harmonics Yκq(ϑˆ, ϕˆ). Likewise we can ex-
press the dot product of Jˆ ∈ {lˆ, sˆ} and the magnetic field
in the spherical basis
Jˆ ·B = Jˆ1,0B0 − Jˆ1,1B− − Jˆ1,−1B+ , (16)
where Jˆ1q are the spherical momentum operators. The
operators Jˆ1,±1 are related to the ladder operators Jˆ± =
∓√2Jˆ1,±1 and Jˆz = Jˆ1,0. The diamagnetic interaction in
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FIG. 2. (a) Stark map for the Na atom in the energy range of the n = 42 manifold. The magnetic quantum numbers do not
mix under the assumption that the quantization axis is chosen parallel to the field. For clarity, only states with m = 1/2 are
shown. (b) Zeeman map for the Na n = 42 manifold. Here, all the states within the plot range are depicted. The diamagnetic
interaction increases the energies of the states. However, as diamagnetism does not contribute to the linear Zeeman effect it can
be neglected for a weak magnetic field.
the spherical basis reads
1
8me
|dˆ×B|2 = e
2
12me
rˆ2 ·
√
4pi
5
(√
5Yˆ0,0B2
− Yˆ2,0(B0B0 +B+B−)
+
√
3Yˆ2,1B0B− +
√
3Yˆ2,−1B0B+
−
√
3
2 Yˆ2,2B−B− −
√
3
2 Yˆ2,−2B+B+
)
. (17)
The entire atom-field interaction is now expressed in
terms of spherical tensor operators, and we can proceed to
calculate the matrix elements via the formalism of B and
C. This enables not only the calculation of pair potentials
in the presence of external fields but also the computation
of Stark/Zeeman maps, see Figure 2.
C. Selection rules and symmetries
Knowing how to calculate matrix elements facilitates
a rigorous derivation of the selection rules. The results
for spherical harmonics and momentum operators are
shown in Table I. Note that the selection rules for spheri-
cal harmonics directly apply to the multipole operators.
The selection rules greatly reduce the number of matrix
elements which must be calculated explicitly for the con-
struction of the pair Hamiltonian, enabling a significant
reduction of computation time.
The considered system of two interacting Rydberg
atoms has the same symmetries as any diatomic molecule.
The point group of the system is C∞v/D∞h if the system
is heteronuclear/homonuclear [126]. The symmetries of
the point group are conserved by the Hamiltonian (1) of
the two Rydberg atoms in the absence of external fields.
From the symmetry under rotation about the inter-
atomic axis, it follows that the projection of the total
angular momentum on the interatomic axis is conserved.
TABLE I. Selection rules for matrix elements of spheri-
cal harmonics 〈nlsjmj |Yˆκq|n′l′s′j′m′j〉 and momentum op-
erators 〈lsjmj |Jˆ1q|l′s′j′m′j〉 where Jˆ1q ∈ {lˆ1q, sˆ1q}. The
selection rules for spherical harmonics equal the selection
rules for matrix elements of spherical multipole operators
〈nlsjmj |pˆκq|n′l′s′j′m′j〉. The stated selection rules are explic-
itly tailored towards our use-case of atoms with one single
Rydberg electron. They do not hold true for multi-electron
atoms or molecules.
Spherical harmonics Yˆκq and Momentum operators
multipole operators pˆκq Jˆ1q
n not restricted n not restricted
l =
{
l′ ± 0, 2, ..., κ for even κ
l′ ± 1, 3, ..., κ for odd κ l = l
′
s = s′ s = s′
j = j′ ± 0, 1, ..., κ and j + j′ ≥ κ j = j′ ± 0, 1
mj = m′j + q mj = m′j + q
with q ∈ {−κ,−κ+ 1, ..., κ} with q ∈ {−1, 0, 1}
Since we have chosen the quantization axis to be paral-
lel to the interatomic axis, the total magnetic quantum
number
M = mj1 +mj2 (18)
is conserved.
If the system is homonuclear, a further symmetry is the
inversion symmetry (ri → −ri, R → −R). A properly
symmetrized basis state is of the form [84, 127, 128]
|Ψ〉g/u ∝ |n1l1j1mj1;n2l2j2mj2〉
− p(−1)l1+l2 |n2l2j2mj2;n1l1j1mj1〉 , (19)
where p = +1 for states with gerade symmetry |Ψ〉g and
p = −1 for states with ungerade symmetry |Ψ〉u. The
Hamiltonian does not couple states of gerade symmetry
to states of ungerade symmetry.
6TABLE II. Overview of which symmetry operation commutes with which part of the Hamiltonian (13). A X-sign indicates that
the symmetry is conserved whereas a upslope-sign signals that the symmetry is broken. In case of the atom-field interactions Vˆm
and Vˆe, we distinguish between fields in the x, y, and z-direction. Inversion and permutation symmetry are only present in
homonuclear systems. The reflection symmetry is only of importance if mj1 +mj2 = 0. Note, if both inversion and permutation
symmetry are present, (−1)l1+l2 is conserved as well.
Symmetry Conserved Hˆint Vˆm Vˆe
operation quantity Dipole-dipole Up to higher orders x y z x y z
Symmetries originating from the point group D∞h
Rotation about z-axis mj1 +mj2 X X upslope upslope X upslope upslope X
Reflection through xz-plane +/− X X upslope X upslope X upslope X
Inversion g/u X X X X X upslope upslope upslope
Symmetry in case of symmetric interaction potentials
Permutation s/a X upslope X X X X X X
Independent of whether the system is homonuclear or
heteronuclear, it is symmetric under reflection through
a plane containing the interatomic axis [127, 128]. We
choose the xz-plane as mirror plane. The reflection sym-
metry (yi → −yi) can be exploited by changing into the
symmetrized basis
|Ψ〉+/− ∝ |n1l1j1mj1;n2l2j2mj2〉
+ d(−1)l1+l2+mj1+mj2−j1−j2
× |n1l1j1 −mj1;n2l2j2 −mj2〉 (20)
with d = +1 for even states |Ψ〉+ and d = −1 for odd
states |Ψ〉− under reflection. If the total magnetic quan-
tum number is zero, we can symmetrize with respect to
rotation, reflection, and inversion simultaneously. If it is
non-zero, this is not possible since then the reflection and
the rotation do not commute. In this case, we neglect the
reflection symmetry.
In case of pure dipole-dipole interaction, a system of two
homonuclear Rydberg atoms is subject to permutation
symmetry (R→ −R) in addition to the symmetries of the
point group. The interaction potential is symmetric under
exchange of the two ionic cores. A properly symmetrized
basis state is
|Ψ〉s/a ∝ |n1l1j1mj1;n2l2j2mj2〉
− f |n2l2j2mj2;n1l1j1mj1〉 , (21)
where f = +1 for symmetric states |Ψ〉s and f = −1 for
antisymmetric states |Ψ〉a. Comparing equation (19) and
(21) shows that
P = (−1)l1+l2 (22)
is conserved when both permutation and inversion sym-
metry are present.
External fields might break the symmetries discussed
above. If the operator of the atom-field interaction Vˆe (11)
or Vˆm (12) does not commute with a symmetry operation,
the symmetry is not conserved. For example, external
fields that do not point along the interatomic axis can mix
states of different total magnetic quantum numbers. Table
II contains an overview of which symmetry operation
commutes with which part of the Hamiltonian (13) of two
interacting Rydberg atoms in the presence of external
fields.
D. Angular dependency
As discussed in section II A, the formula for the atom-
atom interaction (7) is only valid if we are in a coordinate
system Ccalc where the z-axis, which we chose as the
quantization axis, points in the same direction as the
interatomic axis. However, sometimes one would like to
use a different coordinate system. For example, when the
Rydberg state is excited by a laser pulse, it is convenient
to use a coordinate system Clab where the z-axis points
along the laser beam.
To ease the calculation, let us assume that the inter-
atomic axis lies in the xz-plane of Clab. Then we can
change into Ccalc by rotating Clab around the y-axis, see
Figure 3. The rotation angle θ is defined as the angle
between the interatomic axis and the z-axis, and is called
interaction angle.
Given that our coordinate systems are right-handed and
the rotation of the coordinate system is counter-clockwise
if the y-axis points towards the observer, the magnetic
and electric fields transform according to
Ecalc =
cos θ 0 − sin θ0 1 0
sin θ 0 cos θ
Elab . (23)
Any state |nljmj〉lab in the lab frame, i.e. with the
quantization axis parallel to the laser beam, should be
expressed as a linear superposition of states |nljmj〉calc
whose quantization axis points along the z-axis of Ccalc,
|nljmj〉lab =
∑
m′
j
djmjm′j
(θ) |nljm′j〉calc , (24)
where the coefficients djmjm′j (θ) are elements of the Wigner
(lowercase) d-matrix [129]. If we had not fixed the inter-
atomic axes in the xz-plane, we would have to use the
7atom 1
atom 2
atoms in xz-plane
fields in 
arbitrary directions
θ
θ
R
E B
Clab
Ccalc
z
y
x
FIG. 3. Rotation of the coordinate system. We consider a pair of atoms whose interatomic axis is not parallel to the z-axis.
In order to apply equation (7) for the atom-atom interaction, we have to rotate the coordinate system. Assuming that the
interatomic axis lies in the xz-plane, a rotation around the y-axis is needed. The rotation changes the representation of the
quantum mechanical states as well as the representation of the electric and magnetic fields. The figure illustrates our definition
of the rotation angle θ.
Wigner (uppercase) D-matrix instead. Our notation is
consistent with the definitions in [130].
Using the transformations (23) and (24), we can switch
to the coordinate system Ccalc and perform all calculations
there.
In the absence of external electromagnetic fields, the
eigenvalues of the Hamiltonian and thus the pair poten-
tials do not depend on the interaction angle. However, the
overlap of each unperturbed state |n1l1j1mj1;n2l2j2mj2〉
with a particular eigenstate does depend on the interac-
tion angle. The quantum numbers of the unperturbed
state become good quantum numbers if the interatomic
distance approaches infinity and the atoms are not per-
turbed by external fields.
E. Matrix diagonalization
In the previous sections, we established the Hamilto-
nian of two interacting Rydberg atoms and explained how
matrix elements of the Hamiltonian can be calculated
using B and C. This allows us to compute the matrix
representation of the Hamiltonian. We calculate pair po-
tentials of the unperturbed state |n1l1j1mj1;n2l2j2mj2〉
by numerical diagonalization of the Hamiltonian matrix
for a range of interatomic distances. Then, the eigenen-
ergies are plotted versus the distances to make up the
pair potentials. By drawing lines between the eigenenergy
points for which the overlap between the eigenvectors
is maximal, we extract the pair potential curves. The
overlap between an eigenvector and the unperturbed state
tells the probability to find the unperturbed state on the
corresponding pair potential curve.
In order to make the diagonalization of the Hamilto-
nian computationally feasible, we have to keep the matrix
size small. Therefore, it is important to exploit conserva-
tion laws. As discussed in section II C, the Hamiltonian
might conserve several quantum numbers and symmetries,
leading to a block diagonal structure of the Hamiltonian
matrix, see Figure 4 (a).
Each block can be diagonalized independently, which
leads to a massive speed-up as the computation of all
eigenpairs of a n × n-matrix costs O(n3) floating-point
operations [131, 132]. Furthermore, we diagonalize only
those blocks that belong to the unperturbed state we are
interested in. In addition, we have to restrict the basis to
states having a significant influence on the pair potentials
of the unperturbed state.
Hereto, we have several possibilities. First, we can
restrict the basis to elements with similar energies as the
unperturbed state. Second, it is often useful to constrain
the momentum quantum numbers because interaction of
high order is required to change the momentum quantum
numbers by large values. However, this constraint does
not work if states involved in the high order interaction
are degenerate as it is the case for Stark map calculations.
Third, we can constrain the principal quantum number. If
two states do not have similar principal quantum numbers,
their radial matrix elements and hence their interaction
is negligible, see Figure 4 (b). Higher order interactions,
which would only require matrix elements with similar
principal quantum numbers, would also be weak as the
required order increases with the principal quantum num-
ber. How the constraints should be chosen depends on
many factors like the considered distances, the required
accuracy, the quantum numbers of the unperturbed states,
the order of the multipole expansion, external fields, and
the atomic species. Thus, giving the right constraints
is difficult a priori. In fact, the constraints have to be
tested for each calculation. For obtaining a small basis
size, we start with strong constraints and loosen them
systematically until the pair potentials of the unperturbed
state have converged within the distance threshold we are
interested in. The convergence is extensively discussed in
[84].
For calculating pair potentials in the presence of ex-
ternal electromagnetic fields, the following approach has
turned out to be useful: We construct a single-atom ba-
sis and calculate the atom-field Hamiltonian for each of
the two atoms independently. We enlarge the basis sets
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FIG. 4. (a) Block diagonality of the Hamiltonian matrix for a pair of dipole-dipole interacting Rydberg atoms in the absence
of external fields. As discussed in section II C, the Hamiltonian matrix for a homonuclear pair of atoms decomposes into a
gerade/ungerade block (g/u) . Pure dipole-dipole interaction additionally conserves P = (−1)l1+l2 . Moreover, M = mj1 +mj2
is conserved if the interatomic axis points along the z-axis. Blocks belonging to M = 0 can be further decomposed into an
even/odd block under reflection (+/-). (b) Radial dipole matrix elements for rubidium as a function of the difference in principal
quantum numbers n2 − n1 (for reasons of simplicity, only matrix elements with j1 = j2 are shown). The value of the matrix
elements decreases rapidly with n2 − n1. This facilitates restriction of the basis set by means of the principal quantum number.
until the Stark/Zeeman maps have converged. We com-
bine the eigenstates of the single-atom Hamiltonians into
pair states and obtain a pair basis that is suitable for
establishing the total Hamiltonian including atom-atom
interactions. The combined eigenenergies, that are the
Stark/Zeeman energies of the pair states, are located on
the diagonal of the Hamiltonian. This procedure has the
advantage, that we can now restrict the pair basis to the
states relevant for the atom-atom interaction without los-
ing accuracy in the treatment of the electromagnetic fields.
Constraining the pair basis stronger than the single-atom
basis is appropriate, in particular because the atom-field
interaction typically couples over larger energy ranges
than the atom-atom interaction. Furthermore, whereas
atom-field interactions might change energies drastically,
the small amount of admixed states is irrelevant for the
atom-atom interaction in many cases of practical rele-
vance. Despite these actions, the inclusion of electromag-
netic fields can drastically increase the computational
cost. Depending on the type of field, the block structure
of the Hamiltonian matrix is destroyed.
III. APPLICATIONS OF THE RYDBERG
POTENTIAL CALCULATION
In this section, we discuss two examples of the Rydberg
potential calculation with relevance to recent experiments.
Comparison with experimental results enables us to val-
idate our numerical results and demonstrate the appli-
cability of full potential calculations to state-of-the-art
experiments. It also allows us to benchmark the influ-
ence of the basis size and of the truncation order on the
interaction potentials.
A. Relevance of higher-order multipole terms and
basis size
The relevance of multipole terms in the interaction po-
tential of order higher than dipole-dipole, i.e. % > 3 in
equation (9), has been highlighted in several recent exper-
iments [25, 82, 84, 94]. As an example, we focus here on
the observation of Rydberg aggregation dynamics in a va-
por cell at room temperature by Urvoy et al. [25]. In this
experiment, the high atomic densities and the spectral
width of the laser pulses allow to probe Rydberg interac-
tion at short interatomic distances, with one key finding
being that the correlated excitation of Rydberg atoms is
driven by the dipole-quadrupole (% = 4) contribution to
the interaction.
Specifically, in the experiment, Rydberg excitation in a
Cesium vapor cell is driven by two-photon excitation with
red detuning ∆ = ωLaser−ωAtom = −2 GHz relative to the
32s Rydberg state. The pure van-der-Waals interaction
potential resulting from dipole-dipole coupling of two
atoms in this state is repulsive, see Figure 5 (a), suggesting
that the presence of one Rydberg atom does not increase
the excitation probability of further Rydberg atoms by
the red-detuned driving lasers.
However, including the dipole-quadrupole interaction
(% = 4) results in admixture of the |32s1/2; 32s1/2〉 pair
state into several close-lying, attractively interacting
pair states (such as |31p1/2; 31dj〉 and |32p1/2; 30dj〉),
as shown in Figure 5 (b). As done in [25], we quan-
tify the admixture of, for example, |ss〉 = |32s1/2,mj =
1/2; 32s1/2,mj = −1/2〉 to any Rydberg pair state |Ψ〉 by
ε|ss〉(∆) = |〈Ψ|ss〉|. Any such admixture at detuning ∆
results in efficient optical excitation of additional Rydberg
atoms at specific distances to a first seed excitation. In
particular, Urvoy et al. identified the resulting resonance
at R/RLR ≈ 2.1 (where RLR is the Le Roy radius), which
is reproduced by our calculations, as the dominant under-
lying mechanism for the correlated Rydberg aggregation
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FIG. 5. (a-c) Potential landscape around the unperturbed Cs |32s1/2; 32s1/2〉 state calculated up to order 1/R% of the multipole
expansion of the interaction potential: (a) % = 3, (b) % = 4, (c) % = 5. (d) Admixture ε|ss〉 to the perturbed pair states for a cut
through the potential at a red detuning of −2 GHz. Cuts for % = 4 and % = 5 are shifted by an offset of 0.2 and 0.4, respectively.
The inclusion of the dipole-quadrupole term (% = 4) results in the resonance feature at R/RLR ≈ 2.1, which is identified in [25]
as the dominant underlying reason for the experimentally observed formation of Rydberg aggregates. While inclusion of one
additional order significantly changes the potential landscape, this resonance feature is not affected.
observed in the experiment [25].
Based on this finding, an obvious question is how
additional multipole orders further modify the interac-
tion potential. In Figure 5 (c), we show the resulting
potential map when the % = 5 terms, corresponding
to quadrupole-quadrupole and dipople-octupole inter-
actions, are included. Significant effects of these con-
tributions can be seen at small interatomic distances
1 < R/RLR < 1.7, for example in the detuning region
between 2 GHz and 4 GHz. For the experiment, the rele-
vant figure is ε|ss〉(∆ = −2 GHz), we show the extracted
values for all three potential calculations (% = 3, 4, 5) in
Figure 5 (d). While the inclusion of the % = 5 terms
also modifies ε|ss〉 at short distances, the main relevant
resonance feature at R/RLR ≈ 2.1 is not modified by the
higher-order terms. Thus, the quantitative differences
in the potential landscape due to the next higher-order
terms do not affect the conclusions in [25].
In contrast, the features at small distances are relevant
for example for formation of bound pair states of Rydberg
atoms [79–83], requiring inclusion of even further orders
in the calculation [81, 84]. In general, when increasing %,
care has to be taken that the pair state basis truncation
is appropriately adapted to include enough coupled states.
In this example, we have used the constraints ∆n = 5
and ∆l = 6 on the differences in quantum numbers of
the individual Rydberg states with respect to the state
|32s1/2; 32s1/2〉. These cutoff criteria are motivated by the
selection rules for the different interaction orders discussed
in section II C and the scaling of the electric multipole
matrix elements, see section II E. Of particular importance
for precise calculations at distances 1 < R/RLR < 1.7 are
the symmetry considerations of section II C, which help
to greatly reduce the size of the relevant pair state basis
[84].
B. Angular dependence of the interaction near a
Fo¨rster resonance
In the second example, we demonstrate the calculation
of anisotropic Rydberg interactions in the presence of
electric and magnetic fields, as discussed in sections II B
and II D. In this context, we calculate the interaction
potentials measured in the experiments of Ravets et al.
10
0 100 200 300 400time (ns)
0
0.5
1
 = 0°
 = 14°
(c)
-10
-5
0
5
10
0 30
60
90
120
150180210
240
270
300
330 (d)
8 10 12 14 16 18 20
Interatomic distance R (µm)
-5
0
5
10
15
20
25
Ene
rgy
 (M
Hz)
-310
-210
-110
1(b) = 14°
-310
-210
-110
1(a) = 0°
-5
0
5
10
15
20
25
Ene
rgy
 (M
Hz)
Fre
que
ncy
    
(M
Hz)
FIG. 6. (a) Pair potential of the |dd〉 = |59d3/2,mj = 3/2; 59d3/2,mj = 3/2〉 state tuned into Fo¨rster resonance with the
|pf〉 = |61p1/2,mj = 1/2; 57f5/2,mj = 5/2〉 state by applying an electric field of 34.3 mV/cm for both atoms aligned along
the quantization axis, i.e. θ = 0◦. (b) Same pair potential as in (a) but for an angle of θ = 14◦ between the interatomic and
the quantization axis. (c) Time evolution of the probability to find the system in the |dd〉 state in the presence of an electric
field. For θ = 0◦ the system undergoes undamped oscillations between the |dd〉 and |pf〉+/− state with a frequency of 9.2 MHz.
The multi level structure relevant for θ = 14◦ in (b) results in damping out of the oscillations due to dephasing (red line). (d)
Angular dependence of the multiple oscillation frequencies out of the |dd〉 state. To illustrate how strong different frequencies do
show up in the time evolution the size of the points encodes the relative weight of each frequency.
in [109]. Here, two single 87Rb atoms were prepared in
their ground state in two tightly focussed optical tweezers.
Both the distance R between the two atoms and the angle
θ between the interatomic axis and the external fields
could be precisely tuned. Using a two-photon excitation
scheme, both atoms were excited to the |59d3/2,mj =
3/2〉 state by applying a pi-pulse. In the pair state basis
and at zero electric field, the state |dd〉 = |59d3/2,mj =
3/2; 59d3/2,mj = 3/2〉 is detuned by 8.69 MHz from the
state |pf〉 = |61p1/2,mj = 1/2; 57f5/2,mj = 5/2〉. Due
to the different polarizabilities of the states, both pair
states could be tuned into degeneracy by applying a weak
electric field of 34.3 mV/cm. With this approach, Ravets
et al. could map out the angular shape of the electric
dipole-dipole interaction between the two atoms [109].
More specifically, the strength of the interaction was
measured by letting the two-atom system evolve after the
Rydberg excitation and in the presence of the electric
field. After a variable hold time, a second optical pi-
pulse coupling to the |dd〉 state was employed to bring
the atoms back to their ground state. By measuring the
ground-state population after the full sequence, the time-
evolution of the |dd〉 Rydberg pair state population could
be reconstructed. Performing this experiment for various
angles θ and fixed distance R = 9.1µm resulted in the
beautiful dipole-dipole pattern of the interaction shown
by the blue crosses in Figure 6 (d).
For comparison with the experimental results, we calcu-
late the full potentials for different angles θ including the
finite electric and magnetic fields. Here, the optimized
matrix construction discussed in section II E is particu-
larly relevant to make precise calculations feasible. As an
example, we show in Figure 6 (a) and (b) the potentials
obtained for θ = 0◦ (atoms aligned with respect to the
external fields) and θ = 14◦, respectively. Besides the
energy shifts caused by the interaction, we encode here
the probability ak = |〈dd|ϕk〉|2 to find an admixture of
the initially prepared unperturbed |dd〉 state in the new
eigenstate |ϕk〉 as a density plot. For θ = 0◦, Figure 6 (a)
show that a two-level approximation is valid for most of
the distances between 7 µm and 20µm. Most importantly,
at the experimentally relevant distance R = 9.1 µm, the
system can be treated as a two-level system.
However, the situation changes for an angle of θ = 14◦,
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where the two-level approximation breaks down. This is
caused by mixing of the different fine structure states of
the |57f〉 state and of different magnetic levels coupled
for non-zero interaction angles.
From the calculated potentials and more specifically the
overlap probabilities ak, it is straight-forward to calculate
the coherent evolution of the interacting Rydberg atom
pair. Specifically the time-dependent probability of being
in the |dd〉 state in the presence of interaction is given
by p|dd〉(t) = |
∑
k ak exp
(
iEk~ t
)
]|2. Examples for two
different angles and R = 9.1µm are shown in Figure 6 (c).
For θ = 0◦, we obtain an undamped sinusoidal oscillation
with a frequency of ν = 9.2 MHz, which corresponds to the
splitting of the most strongly populated pair potentials.
In the case of θ = 14◦ the significant coupling to multiple
other pair states leads to dephasing that effectively damps
out the Rabi oscillations. These results agree very well
with the experimental time-evolution reported in [109].
In Figure 6 (d), we show all frequencies contributing to
the time evolution for R = 9.1 µm and varying θ, obtained
from the energy differences Em −En of the pair states to
which the initial state couples (red points). The size of
each point encodes the relative weight of each frequency,
which is proportional to am · an. For comparison, the
single frequencies at each θ extracted from the experiment
are shown by the blue crosses. One can see that for
0◦ ≤ θ ≤ 5◦ and for 55◦ ≤ θ ≤ 90◦ our calculations
find a single dominant contribution, which is in excellent
agreement with the experimental data. In contrast, for
angles outside these regions, the increased number of pair
states contributing to the time evolution explains the
damped oscillations measured in the experiment.
IV. CONCLUSIONS AND OUTLOOK
In this tutorial, we have reviewed the calculation of
interaction potentials between pairs of atoms excited to
Rydberg states. Precise knowledge of the full potential
landscape has become relevant to a wide range of experi-
ments utilizing Rydberg atoms in recent years. Our goal
has been to give a comprehensive summary of all the
relevant calculation steps of the Rydberg potential for
describing current and future experiments. We reviewed
the symmetry properties of the interaction Hamiltonian
and the selection rules of the different multipole orders.
These considerations are crucial for efficient calculation
of the interaction potentials. Two further aspects impor-
tant for experiments are the angular dependence of the
interaction and the inclusion of external magnetic and
electric fields of arbitrary direction. Particularly, electric
fields offer the powerful ability to strongly modify the
Rydberg interaction by tuning to Fo¨rster resonances of
Rydberg pair states. To complete our tutorial, we sum-
marize the calculation of Rydberg wave functions and
multipole matrix elements in the appendix.
In parallel to this tutorial, we have released
our calculation software which implements all
the discussed features as an open source project,
https://pairinteraction.github.io/. It is our hope
that this code is useful to members of the Rydberg
community, either for comparison to their own calcula-
tions or as a general tool to explore the rich physics of
Rydberg interaction. Our software is built such that
further extensions are straight-forward, with one obvious
next step being the inclusion of more species available for
calculation, such as the alkaline earth metals [133, 134]
or Holmium [135, 136]. The goal of our open source
approach is to stimulate active participation of other
developers. With the rapid progress of both experiments
and theory investigating interacting Rydberg systems, it
seems likely that more features of the Rydberg potentials
will be explored and exploited in the future.
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APPENDIX
In the appendix, we briefly review the required steps to
assemble the Hamiltonian (1) for the interaction potential
calculation. As discussed in section II A, this requires the
Rydberg level energies (3), and the matrix elements of
the single-atom electric multipole operators (8). Exact
calculations of both the energy spectrum and electron
wave functions are possible only for the hydrogen atom.
We consider Rydberg atoms with a single electron in a
highly excited state (principal quantum number n 1),
which behave very similar to hydrogen, since the Rydberg
electron is effectively bound to a core with charge number
Z − (Z − 1) = 1, consisting of the actual nucleus (with
charge Z) and Z − 1 inner electrons screening the core
charge. This results in expressions for the Rydberg level
series which are only slightly modified from the well-
known hydrogen result and there exist relatively simple
12
TABLE III. References (with year) used for the quantum defects in this manuscript and in our software.
Li Na K Rb Cs
nS1/2 [137] (1986) [138] (1992) [139] (1981) [140] (2011) [141] (2016)
nP1/2 [137] (1986) [142] (1995) [143] (1983) [116] (2003) [141] (2016)
nP3/2 [137] (1986) [142] (1995) [143] (1983) [116] (2003) [141] (2016)
nD3/2 [144] (1958) [142] (1995) [139] (1981) [140] (2011) [145] (1982)
nD5/2 [144] (1958) [142] (1995) [139] (1981) [140] (2011) [141] (2016)
nF5/2,7/2 [144] (1958) [146] (1997) [147] (1956) [148] (2006) [149] (1987)
nG7/2,9/2 - [146] (1997) - [150] (2006) [149] (1987)
nH9/2,11/2 - [146] (1997) - - -
approaches to calculating single-electron wave functions
that capture the physics of Rydberg atoms very well.
The reduction to a single-electron problem is particularly
justified for the alkali atoms, because of the closed-shell
structure of the inner electrons. But for sufficiently large
n this treatment also works well for other atomic species,
such as the noble gases [151], the alkaline earth metals
[134], and even the lanthanides [136].
Appendix A: Rydberg energy levels and wave
functions
We consider Rydberg states including spin-orbit cou-
pling, because the fine-structure of Rydberg states with
low angular momentum l is well resolved in current ex-
periments on interacting Rydberg atoms. The Rydberg
levels are specified by the quantum numbers of the single
Rydberg electron, namely n (principal quantum number),
l (orbital angular momentum), j = l ± 1/2 (total angular
momentum), and mj (magnetic quantum number). We
neglect the hyperfine splitting caused by the coupling of
the electron angular momentum j to the nuclear spin
I. Although experiments are now resolving hyperfine
levels of low-l Rydberg states up to very high principal
quantum numbers n ≈ 90 [115] and the hyperfine struc-
ture of Rydberg states can be a matter of importance in
some quantum information experiments [152], the typical
splitting ∆hfs < 11 MHz for n ≥ 40 [116, 117] makes the
hyperfine level structure (so far) irrelevant for interactions
between Rydberg atoms.
1. Quantum defects
The energy of Rydberg levels of other species can be
concisely written in analogy to the Rydberg expression
for hydrogen as
Enlj = −hcR
∗
n∗2
, (A1)
Here, n∗ is an effective, non-integer principal quantum
number, which contains the species-dependent deviation
from hydrogen, while
R∗ = 11 +me/Matom
R∞ (A2)
is the modified Rydberg constant taking into account
the species dependent mass Matom of the atomic core.
The effective quantum number is found to depend only
weakly on n, but is mainly determined by the orbital
angular momentum l. More specifically, the energies of
the Rydberg series can be parameterized by introducing
the quantum defects n∗ = n − δnlj , which in turn are
written as a series expansion of the form
δnlj = δ0+
δ2
(n− δ0)2 +
δ4
(n− δ0)4 +
δ6
(n− δ0)6 +· · · . (A3)
The coefficients in this polynomial expression are obtained
from fits to experimentally measured transition energies
for specific species. The fine-structure splitting is usually
included in the quantum defects, which results in them
depending on the quantum number j. The quantum
defects decrease rapidly with increasing orbital angular
momentum l, since for high-l states the influence of the
non-hydrogenic core on the single Rydberg electron orbit
becomes less relevant. Thus, quantum defects have been
experimentally determined for Rydberg states with low
orbital angular momentum l, with the most precise data
being available for the Alkali atoms. Table III lists the
references for the coefficients of the quantum defects for
the Alkalis used for the calculations in this tutorial. These
quantum defects are also implemented by default in our
software, but can be replaced or extended by new values.
The accuracy of the quantum defects used to compute the
potential energies of Rydberg states is a key element to the
precise determination of Rydberg interaction potentials.
Note that the closed-form expression A3 is motivated by,
but differs from the analytic result obtained in quantum-
defect-theory [120, 153] by the fact that δ0 appears in
the higher-order terms instead of δnlj . This truncation
“spoils the theoretical significance” of the quantum defects
[151], but is of course necessary when fitting experimental
data and provides a simple and elegant expression for the
energy of Rydberg levels.
Since Rydberg levels become more hydrogen-like with
increasing l, we can use the analytic expression for hy-
drogen fine-structure energies for levels without an exper-
imentally determined quantum defect. In addition, we
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include a correction term proportional to the core dipole
polarizability αd of the considered species:
Enlj =− hcR
∗
n2
(
1 + α
2
n(j + 1/2) +
α2
n2
)
− e
2
(4piε0)2a40
3αd
4n3l5 . (A4)
The derivation of this formula and a detailed discussion
of the core polarizability can be found in [1].
2. Rydberg electron wave function
Reducing the Rydberg atom to a single electron orbiting
an extended core consisting of the atomic nucleus and the
inner electrons, enables us to calculate effective single-
electron Rydberg wave functions. Most importantly, the
more complex structure of the effective core does not lift
the spherical symmetry of the problem, thus the usual
separation of variables for the Rydberg electron wave
function into radial and angular part holds. The angular
part is solved analytically and, when fine-structure is
included, given by the spin spherical harmonics
Yj± 12 , 12 ,j,mj =
1√
2
(
j ± 12
)
+ 1
×
 ∓√j ± 12 ∓mj + 12Yj± 12 ,mj− 12√
j ± 12 ±mj + 12Yj± 12 ,mj+ 12
 . (A5)
Based on this expression, the angular part of the elec-
tric multipole moments can be calculated analytically,
including the usual multipole selection rules. This is dis-
cussed in detail in C. Non-relativistic quantum defect
theory provides analytical solutions for the radial part,
known as Coulomb functions [120, 154]. The basic idea
is to consider large distances r from the nucleus, where
the screening of the inner electrons results in an effec-
tive core charge Z = 1. There, the radial Schro¨dinger
equation reduces to the well-known hydrogen case, ex-
cept that the energy eigenvalues of the bound states are
fixed via the experimentally determined quantum defects.
As a consequence, the resulting solutions depend on the
(non-integer) effective principal quantum number n∗:
Ψradn∗l(r) =
(
1
a0
)3/2 1√
(n∗)2Γ(n∗ + l + 1)Γ(n∗ − l)
×Wn∗,l+1/2
(
2r
n∗a0
)
. (A6)
Here, Γ(z) is the Gamma function, and Wk,m(z) is
the Whittaker function. The Coulomb functions are ob-
tained by solving the hydrogen Coulomb radial equation
where the energies corresponding to non-integer principal
quantum numbers have already been inserted. These are
approximate wave functions with the correct behavior for
large r and the right binding energy. For the calculation of
transition matrix elements between Rydberg states, these
are the important criteria. A relativistic generalization of
the quantum-defect theory exists [155], but for the high-n
Rydberg states of interest here, the modification of the
radial wave function due to the fine-structure correction
turns out to be negligible.
An alternative approach to obtaining single-electron
wave functions is numerically solving the radial
Schro¨dinger equation including a species-dependent model
potential [156]. Compared to quantum-defect theory this
approach enables calculation of wave functions in the
inner region if the model potentials were correctly de-
termined. Typically, the model potential contains three
contributions:
Vmod(r) = VC(r) + VP(r) + Vs.o.(r). (A7)
Here, VC(r) is a modified Coulomb potential describing
the distance dependent screening of the core charge by
the inner electrons, VP(r) describes the core polarization
due to the Rydberg electron, and Vs.o.(r) is the spin-
orbit coupling. The different terms are chosen such that
the eigenvalues from the numerical solution of the ra-
dial Schro¨dinger equation reproduce the experimentally
measured Rydberg energies. If in turn the energies are
fixed, the radial Schro¨dinger equation reduces to a one-
dimensional differential equation, and the electron wave
functions can be obtained simply by numerical integration
(usually from outside to inside). This approach, as well
as the analytic Coulomb functions, are implemented in
our software. In particular, for the alkali atoms we use
expressions for VC(r) and VP(r) introduced by Marinescu
et al. [157], which yield very good agreement with ex-
perimentally observed Rydberg level energies [158]. In
the model potential by Marinescu et al., the Coulomb
interaction with the smeared out charge distribution of
the inner shells is written as:
VC(r) = − e
2
4piε0
1 + (Z − 1)e−α1r − r(α3 + α4r)e−α2r
r
,
(A8)
with coefficients α1,2,3,4 depending on the atomic species
and the orbital angular momentum l [157]. For the core
polarization, only the leading dipole term is considered,
which results in:
VP(r) = − e
2
(4piε0)2
αd
2r4
[
1− e−(r/rc)6
]
. (A9)
Here, αd is again the core dipole polarizability and rc is
the effective core size, obtained by comparing the numer-
ical solutions with the experimentally observed energy
levels. In addition to these two terms, we add an effective
expression for the spin-orbit interaction [159]
Vs.o.(r > rc) =
1
2
(
e2
4piε0
)(
gs
2m2ec2
)
l · s
r3
. (A10)
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FIG. 7. Comparison of radial Rydberg wave functions obtained via numerical integration of the Schro¨dinger equation including
the model potential (A7) (dashed black line) and the corresponding Coulomb wave functions (A6) (red line). For the Rydberg
states relevant for this tutorial, the Coulomb functions are highly accurate. For large n though, the numerical wave functions
can be calculated significantly faster.
This expression is only valid for large r and for smaller
distances from the core the full expression derived from
the Dirac equation has to be taken into account [156].
The spin-orbit interaction Vso depends on the radial
coordinate r, thus the numerical radial wave function
depends on the total angular momentum j. In practice,
one usually does not solve the radial Schro¨dinger equa-
tion as eigenvalue problem, but instead inserts the level
energies determined from experimental quantum defects
(A4). Here, care must be taken when combining model
potentials (e.g. from [157]) with independently measured
quantum defects, since the inserted energies most likely
are not eigenenergies of the model potential. Improve-
ments to the model potentials including the fine structure
term have recently been discussed by Sanayei et al. [160].
We compare example wave functions obtained via nu-
merical integration with the corresponding Coulomb wave
functions in figure 7. The analytic Coulomb wave func-
tions only indirectly include spin-orbit coupling and the
modifications of the Coulomb potential from the simple
hydrogen case via the quantum defects, while the model
potential explicitly includes these effects in the Hamil-
tonian. For large n, and even more so for large l, the
overlap of the Rydberg electron with the core region is
vanishingly small, making the Coulomb functions very
accurate solutions.
Appendix B: Radial matrix elements
Calculating the radial parts of the electric multipole
matrix elements appearing in the interaction Hamiltonian
((7) in section II A) amounts to solving integrals of the
form
〈nlj|pˆradκ |n′l′j′〉 = e
∫
Ψradnlj (r)Ψradn′l′j′(r)r2+κ dr, (B1)
where Ψradnlj (r) are the radial wave functions discussed in A,
obtained either numerically or in the form of Coulomb
functions (A6), and κ is the order of the multipole opera-
tor from (8) in section II A. Note, that the radial wave
functions obtained by either approach are real, so that the
complex conjugation in the matrix element can be omitted.
The matrix elements can be straightforwardly calculated
by numerical integration [154, 162]. To optimize the nu-
merics it is useful to rescale the radial coordinate and the
wave functions according to
x =
√
r , Xradnlj (x) = x3/2Ψradnlj (r). (B2)
This scaling keeps the number of grid points between
nodes of the wave function constant [163]. As an
alternative to numerical integration, various analyti-
cal expressions for electric dipole matrix elements ex-
ist [161, 163, 164]. In Figure 8, we compare electric
dipole matrix elements obtained from numerical integra-
tion either using Coulomb functions or model potential
wave functions and evaluation of the analytical expression
in [161]. For transitions between low-l states the three
methods produce remarkable agreement for n > 40. For
high-l transitions there are systematic deviations between
the model potential results and the other two approaches,
but the relative difference remains smaller than 1%.
It is important to note that the rather simple methods
of calculating single-electron wave functions only yield
accurate results for n > 30. Significantly more advanced
methods for calculating energy levels and matrix elements
than what we present here have been developed for low-n
states, see e.g. [165, 166].
Appendix C: Angular matrix elements
In addition to the radial part discussed in B, we also
need the angular part of the electric multipole matrix ele-
ments. In this appendix, we review the general formalism
for calculating matrix elements of spherical tensor opera-
tors, which can be applied to determine the angular parts
appearing when the multipole operators are expressed in
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FIG. 8. Comparison of radial dipole matrix elements drad = 〈nlj|pˆrad1 |n′l′j′〉 calculated by numeric integration using either
Coulomb functions or model potential wave functions with the analytic expression from [161]. (a+c) show dipole matrix elements
for the n, l = 0, j = 1/2↔ n′ = n, l′ = 1, j′ = 3/2 transition and the relative difference between the three different approaches.
All three methods are in very good agreement for the Rydberg states of interest here. (b+d) Dipole matrix elements for
transitions from n, l = n− 1, j = l + 1/2↔ n′ = n, l′ = n− 2, j′ = l′ + 1/2 calculated for different principle quantum numbers
and their relative difference. For transitions between high-l states we observe a more significant systematic deviation between
the result based on model potential wave functions and the other two approaches.
the spherical basis. A more comprehensive discussion of
this topic can be found for example in [167]. The for-
malism relies on the Wigner-Eckart theorem [129], which
states that matrix elements of spherical tensor operators
Tˆκq can be expressed as products of a Wigner 3-j symbol
(alternatively a Clebsch-Gordan coefficient) and a reduced
matrix element, which is independent of the angular mo-
mentum orientation. As we perform calculations in the
fine-structure basis, we show the Wigner-Eckart theorem
for the total angular momentum j = l + s. It reads
〈lsjmj |Tˆκq|l′s′j′m′j〉 = (−1)j−mj (lsj||Tˆκ0||l′s′j′)
×
(
j κ j′
−mj q m′j
)
, (C1)
where (lsj||Tˆκ0||l′s′j′) is the reduced matrix element for
the total angular momentum. In case of the Wigner-
Eckart theorem for the orbital angular momentum l
or spin s, the reduced matrix element (l||Tˆκ0||l′) or
(s||Tˆκ0||s′) would occur instead.
If Tˆκq commutes with the spin s, we can relate the
different reduced matrix elements via the equation
(lsj||Tˆκ0||l′sj′) = (−1)l+s+j′+κ(l||Tˆκ0||l′)
×
√
(2j + 1)(2j′ + 1)
{
l j s
j′ l′ κ
}
, (C2)
where the last term is the Wigner 6-j symbol. If Tˆκq
commutes with the orbital angular momentum l, we have
the relation
(lsj||Tˆκ0||ls′j′) = (−1)l+s′+j+κ(s||Tˆκ0||s′)
×
√
(2j + 1)(2j′ + 1)
{
s j l
j′ s′ κ
}
. (C3)
These equations facilitate the calculation of arbitrary
matrix elements, provided that we know the value of the
reduced matrix element (l||Tˆκ0||l′) or (s||Tˆκ0||s′), respec-
tively. If the considered spherical tensor operator is a
spherical harmonic Yκq(ϑˆ, ϕˆ), it commutes with the spin
and the value of the relevant reduced matrix element is
(l||Yˆκ0||l′) = (−1)l
√
(2l + 1)(2κ+ 1)(2l′ + 1)
4pi
(
l κ l′
0 0 0
)
.
(C4)
Given that spherical harmonics are proportional to
the angular part of the multipole operator pˆangκq =√
4pi
2κ+1Yκq(ϑˆ, ϕˆ), we can evaluate multipole matrix el-
ements as well. In order to calculate matrix elements of
the momentum operators Jˆ1q ∈ {lˆ1q, sˆ1q}, we need the
reduced matrix element
(J ||Jˆ10||J ′) = ~
√
J(J + 1)(2J + 1) δJJ ′ . (C5)
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