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ABSTRACT 
A steady-state scheme for data assimilation in the context of a single, short period (relative to a day), sun-
synchronous, polar-orbiting satellite is examined. If the satellite takes observations continuously, the gains, 
which are the weights for blending observations and predictions together, are steady in time. For a linear 
system forced by random noise, the optimal steady-state gains (Wiener gains) are equivalent to those of a 
Kalman filter. Computing the Kalman gains increases the computational cost of the model by a large factor, 
but computing the Wiener gains does not. The latter are computed by iteration using prior estimates of the 
gains to assimilate simulated observations of one run of the model, termed "truth," into another run termed 
''prediction.'' At each stage, the prediction errors form the basis for the next estimate of the gains. Steady 
state is achieved after three or four iterations. Further simplification is achieved by making the gains depend 
on longitudinal distance from the observation point, not on absolute longitude. For a single-layer primitive 
equation model, the scheme works well even if only the. mass field is observed but not the velocity field. 
Although the scheme was developed for Mars Observer, it should be applicable to data retrieved from Earth 
atmosphere satellites, for example, UARS. 
1. Introduction 
Kalman filtering is a recipe for blending predictions 
of a model with observations of a physical system to 
obtain an optimal estimate of the current system state 
(e.g., Gelb 1974). Unfortunately, Kalman filtering in-
creases the computational burden of the model by a 
factor of order M, the number of state variables in the 
model system. This burden is prohibitive for atmo-
spheric general circulation models ( GCMs), where M 
is 105 or greater. In addition Kalman assimilation is 
often numerically unstable for large systems (Bierman 
1977), so Kalman filtering has been an unreachable 
goal for atmospheric GCMs ( Ghil et al. 1981 ; Miller 
1986; Ghil 1989; Cohn and Parrish 1991; Daley 
1992b). 
The problem arises because the prediction error co-
variance matrix, whose dimension is M X M, must be 
advanced forward in time as the system evolves. This 
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time-dependence arises because the observing pattern, 
the observation error, and the model error can all be 
time dependent. But when these quantities (and thus 
the prediction error covariance matrix) are constant in 
time, the Kalman filter approaches a steady state. In 
such a case, the computational burden can be reduced 
to a factor of order 1; that is, the model runs almost as 
fast with data assimilation as without it because the 
prediction error covariance matrix need not be ad-
vanced in time. Moreover, the performance of such a 
steady-state Kalman filter is optimal, at least for linear 
constant coefficient systems forced by white noise. 
Steady-state Kalman filters (Wiener filters) have much 
in common with optimal interpolation ( 01; see Bengts-
son and Gustavsson 1971; Rutherford 1972; Bergman 
1979), which is much used in operational forecasting. 
But currently operational observing systems have little 
in common with a system comprising only a single po-
lar orbiting satellite. The present paper is an attempt to 
describe and evaluate an application to a single-satellite 
observing system. 
Knowledge of the prediction error covariance matrix 
is necessary for computing the optimal weights (gains) 
that are used for blending the predictions and the ob-
servations together. Our scheme uses an estimate of the 
gains to assimilate data during a simulated flight of the 
spacecraft, from which an estimate of the prediction 
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error covariance matrix is obtained. The simulation 
uses one run of a model as ''truth'' and another run for 
prediction. Simulated observations, with realistic er-
rors, are made from· the truth run. The resulting data 
are then assimilated into the prediction run using the 
current best estimate of the gains. The errors are mea-
sured by subtracting the truth field from the prediction 
field, and tht: error products are collected as sums. After 
integration for a suitable length of time, the sums are 
turned into averages and a new estimate of the predic-
tion error covariance matrix is obtained. This leads to 
a new estimate of the gains, and the iteration is re-
peated. Convergence is complete in three or four iter-
ations. The steady-state gains are then used with real 
data for as long as the observing pattern and the statis-
tical properties of the system remaip constant in time. 
There are advantages and disadvantages to using a 
model as truth. An advantage is that the model's truth 
is known, whereas that of the real atmosphere is not. 
Knowing the truth allows us to bypass costly forward 
integration of the prediction error covariance matrix: 
instead of trying to compute the errors, we can measure 
them, which requires much less computer time. The 
disadvantage is that the model truth is not the real truth, 
which is the atmosphere itself. Since we are using a 
model both for prediction and for truth, our estimates 
of the error would tend to be low. To counter this iden-
tical twin problem, we add system noise to the truth 
run but not to the prediction run. The result provides 
an approximation to the true model error. 
Our scheme was developed for use with Mars Ob-
server. Although the spacecraft failed before going into 
orbit, the goal was to produce a continuous record of 
global weather over the planned two-year lifetime of 
the mission. The Mars GCM (MGCM) developed at 
Ames Research Center (Pollack et al. 1990; Haberle et 
al. 1992) was chosen as the model. Like all GCMs, it 
computes the state vector (temperature, pressure, wind, 
dust, and water vapor on a finite-difference global grid) 
at time t + !:l.t from that at time t. Our plan was to 
assimilate data continuously, that is, to use observa-
tions taken during each integration step of the model 
to modify the state vector at that time step. The amount 
of modification takes into account the expected error 
of the observation and the expected error of the pre-
diction. The output of the model after the assimilation 
step becomes the current best estimate of the global 
weather. The model then integrates this estimate for-
ward to the next time step,, during which new obser-
vations are collected and the process is repeated. 
Mars Observer was designed for a sun-synchronous 
polar orbit with a period of 0.08 sols (Martian days). 
While Mars spins, the orbit stays fixed at the same local 
time of day, so successive dayside equator crossings 
move west by slightly less than 30 degrees. In one sol 
the spacecraft covers the globe with 12-13 equally 
spaced (in longitude) polar passes on both dayside and 
nightside. For our purposes, a steady-state observing 
system is one where the same instruments are taking 
data from the same point in the orbit on each polar pass. 
Our first objective was to assimilate data from one in-
strument, the Pressure Modulator Infrared Radiometer 
(PMIRR), which obtains profiles of temperature, water 
vapor, and dust to 80-km altitude every 115 km down-
track, that is, along the track of the spacecraft (Mc-
Cleese et al. 1992). Since the spacecraft moves at 3.3 
km s _, , more than 10 profiles are obtained during each 
7-minute time step of the MGCM. 
The foundations of our assimilation technique are 
expanded upon in the next section, showing its roots 
in standard OI theory and its relation to Kalman and 
Wiener filters. We discuss the assumptions that we 
have made in the details of our assimilation technique. 
We also introduce a method of determining our gain 
functions, which we call Wiener gains. We have ex-
perimented with a number of simple (and not so sim-
ple) models to verify our assumptions. The remainder 
of the paper is devoted to detailing those models and 
the conclusions drawn from them. We first use a linear 
Ross by wave model that has one dimension ( longi-
tude) and one dynamical variable (horizontal stream-
function). We demonstrate the effectiveness of our 
technique of deriving the Wiener gains on this model. 
We then use a 2D one-variable model to show that the 
gain functions can be made functions of latitude as well 
as latitudinal and longituqinal distance between the 
spacecraft and the analysis point. With this model, we 
also investigate the severity of ignoring the serial cor-
relations of observation errors. The next model is a 
three-variable Ross by wave/ gravity wave model in one 
dimension. Only one variable, geopotential, is ob-
served. The wind vector is analyzed from its correlation 
with geopotential. Furthermore, with this model we test 
whether topography is a serious perturbation to the 
Wiener gains, and, thus, whether we can ignore it. Fi-
nally, we implement our scheme on a nonlinear spher-
ical shallow-water model, tuned to simulate Mars. The 
full implementation on the MGCM will be described 
in a later paper. 
2. Assimilation gains 
a. Background theory 
The key to data assimilation lies in determining the 
weighting of the observations in computing an analysis. 
These weights, or gain functions, specify the changes 
to be applied to the prediction at an analysis point as a 
function of the difference between the prediction and 
observation at the observation point. This is mathe-
matically written as 
N 
I]!~= wf + '2, akj(IJ!j- wj), (1) 
j=l 
where I]! k is an element of the state vector (at a point 
k) and the akj are the gain function coefficients speci-
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fying how the discrepancy between the observation and 
prediction at point j should affect the state variables at 
point k. There are N observations in this update. The 
superscripts a, p, and o represent the analysis, predic-
tion, and observation state vectors, respectively. 
Optimal interpolation ( 01) is based on minimizing 
the analysis errors that result from blending model pre-
dictions with observational data (Bengtsson and Gus-
tavsson 1971; Rutherford 1972; Bergman 1979). Op-
timal interpolation tries to determine the values of akj 
that give the best estimate of the true state of the phys-
ical system. For a proper derivation of 01, the reader 
is referred to Rutherford ( 1972). The assumptions that 
one makes in the definition of 01 are that the physical 
system and the observing system are statistically steady 
and that the observational errors are uncorrelated with 
the prediction errors. Minimizing the errors made in the 
analysis state vector yields a matrix equation for the 
gain functions as a function of the observation error 
covariance and the prediction error covariance, 
(2) 
j=I 
where the t:f are prediction errors at point i and the 
t:'( are observation errors at point i. The overbars in-
dicate averaging over many realizations. This equation 
is solved for the gain functions by inverting the matrix 
on the left side. 
The above equations are expressed in a form that 
implicitly handles a large number of observations at 
once, assimilating them in parallel. For Earth, obser-
vations from the global synoptic network are typically 
assimilated at 0, 6, 12, and 18 h UTC (e.g., Baker et 
al. 1987; DiMego 1988). Satellite observations are 
usually simply moved to the synoptic times where they 
are assimilated along with data from the synoptic net-
work. For Mars, however, and to some extent for the 
Earth's upper atmosphere, the data are all asynoptic. 
Different longitudes are observed at different times. 
Our approach is to assimilate data serially, at the time 
step nearest to when they were taken. 
If the observation errors are uncorrelated, that is, the 
observation error covariance matrix t: '( t: J is diagonal, 
then each observation can be handled separately. Equa-
tion (2), expressing the gain function for each obser-
vation, then becomes a simple division: 
ak; = P P z' 
t:; t:; +a; 
(3) 
where at is the error variance for observation i. While 
in general it is not true that observation errors are un-
correlated (Daley 1992a) , we will show later that mak-
ing this assumption presents little loss in performance 
for an application like Mars Observer. Jazwinski 
(1970, 198) discusses processing the components of 
the observation vector one by one when the observation 
error covariance is diagonal and there is no change in 
the state vector due to the dynamics. He states, ''That 
this is equivalent to processing the whole observation 
vector at once is conceptually clear and can be proved 
algebraically (very tedious!).'' Jazwinski does not give 
a proof, but we outline one in the Appendix. 
Equation ( 1 ) relates an observation at point j to the 
kth element of the state vector, \li k. Efficient but subop-
timal forms of 01 are obtained by assuming that the 
prediction error correlations are compact in space, sym-
metric about the observation point, and have Gaussian 
or other simple dependence on distance (e.g., Baker et 
al. 1987). In this paper k includes all elements, so that 
the assimilation step is global in extent. We make no 
assumptions about the spatial form of the prediction 
error covariance matrix. Further, we make no assump-
tions (e.g., geostrophic balance) about how different 
variables (e.g., wind and pressure) are related. Instead, 
we rely on the prediction error covariances to establish 
the relation. 
The equivalence of these gains to the gains of a 
steady-state Kalman filter is easily seen by examining 
the equation for the discrete Kalman gain function (ex-
pressed in matrix form): 
K = PW(HPW + R)- 1 , (4) 
where K is the Kalman gain function matrix, PHT is 
the prediction error covariance matrix times the trans-
pose of the observation matrix, and R is the observa-
tional error covariance matrix ( Gelb 1974). This equa-
tion is simply a more general form of ( 2), where the 
matrix H contains the transform between the observa-
tions and the state vector elements. Thus, our technique 
differs from Kalman only in the way in which the pre-
diction error covariance matrix is determined. Kalman 
filtering advances it mathematically in time with the 
state vector, while in our technique, it is measured via 
models and stored for later use with real data. 
b. Gain simplifications 
In order that the gains be constant in time, the at-
mosphere and the observation system must be statisti-
cally steady. This means that we must have different 
gains for different seasons, and perhaps also for periods 
when the atmosphere is clear and periods when it is 
dusty. In addition, the characteristics of the instrument 
must not change; that is, the observation error must be 
constant in time. And finally, the observing pattern 
must be steady. 
The last condition needs some explanation. We need 
separate gains for each latitude of observation, because 
the coverage of the poles is different from that of the 
equator. For example, points near the poles are ob-
served every orbit, whereas points near the equator are 
observed once per day. But if the instrument is taking 
data all the time, then each time the spacecraft passes 
a certain latitude the positions of past observations rei-
740 JOURNAL OF THE ATMOSPHERIC SCIENCES VoL. 52, No. 6 
ative to the spacecraft is the same. In other words, the 
observing pattern is constant. This satisfies the criterion 
for a steady-state Kalman filter. Even if the instrument 
is off during part of the orbit, the gains will be steady 
provided the on-off cycle is a function of latitude only. 
In principle, the gains should also be functions of the 
longitude of observation. Relative to a scale height, the 
topography of Mars is significantly greater than the 
, Earth's (Esposito et al. 1992), so the weather at one 
longitude is systematically different from that at an-
other. Thus, the prediction error covariance matrix 
should depend not only on the longitudinal distance 
from the observation point j to the analysis point k, but 
also on the absolute longitude of both. We have chosen 
to ignore this latter dependence. Below, we show that 
even for Mars, with its great topographic relief, the 
assumption presents an insignificant loss of perfor-
mance. 
c. Gain function recipe 
As shown in ( 2) and ( 3), the gains akj depend on 
the error covariances. The observation error depends 
on instrument noise and on retrieval uncertainty-that 
associated with converting calibrated radiances into 
vertical profiles of physical quantities. The retrieval 
process introduces correlations within each profile, so 
the observational error should be a matrix whose di-
mension is the number of points in the profile. Such 
considerations are beyond the scope of this paper, how-
ever, since we are not discussing the implementation 
into the 3D MGCM. In most of our simpler models 
presented herein, we assume that the observational er-
rors are uncorrelated from one horizontal location to 
the next. The observational error variance is an input 
parameter to the assimilation scheme. 
The other quantity that appears in ( 2) and ( 3) is the 
prediction error covariance, which we obtain by itera-
tion. The first estimate comes from the weather covar-
iances, the spatial correlations of the weather fluctua-
tions, which are the differences between the instanta-
neous state vector and its time mean. These co variances 
are much larger than the prediction error covariances 
obtained with the optimal gains, but they have a similar 
spatial structure. 
The iteration process has been described earlier. 
With an estimate of the error covariances, one deter-
mines the gains using ( 2) or ( 3 ) . One then assimilates 
some synthetic observations of the truth run into a pre-
diction run, keeping track of the prediction errors. From 
these a new prediction error covariance is computed, 
and the process repeats. We do not mathematically 
show the convergence of this method, but have tested 
it on a number of different models, and all have con-
verged in a few iterations. Furthermore, we have com-
pared it to Kalman filters implemented on linear mod-
els, and the gain functions converge to the same func-
tions as the Kalman gains in steady state. 
3. lD one-variable model 
In this section, we introduce the iterative procedure 
yielding the Wiener gains with an application to a ID 
Rossby wave model. We used a lD Rossby wave 
model on a latitude circle written in a geopotential-like 
variable, with damping and random forcing. The equa-
tion of motion is 
(.Q+.!.)(~-_!_)w+f3aw =F (5) at T ax2 L'b ax , 
where F is the random forcing, taken to be white noise 
in space and time, and {3, L0 , and T were chosen to 
represent possible Mars-like conditions at the equator. 
Here x is longitude with period 2n, and t is time with 
one sol being 2n; L0 is the radius of deformation. We 
choose L0 = IIJ, about one-third of Mars' radius in the 
model's dimensionless units. It emphasizes wavenum-
ber three Rossby waves, like those reported in Barnes 
( 1980, 1981) from the Viking Lander data; T was taken 
to be 8n, corresponding to a decay time of 4 sols 
(Barnes 1980, 1981; Banfield et al. 1994), and {3 is 2 
in these dimensionless units. The equation yields a 
spectrum of Rossby waves. Wavenumbers 1, 2, and 3 
have the largest amplitudes and a coherence time of 
order 4 sols. We decomposed the system into 12 spec-
tral modes of Fourier sine and cosine functions plus a 
constant term, with 25 terms in the representation. Ob-
servations of the state were degraded with Gaussian 
noise, which had an amplitude of 5% of the average 
amplitude of the system. We modeled our observing 
system after Mars Observer, which would have crossed 
the equator on a descending node about 12 times per 
sol. Thus, the observing pattern was simply an obser-
vation about every I/12 of a sol. This was also the model 
time step as we analytically advanced the models in 
time from one observation to the next. The simplicity 
of the system allowed us to analytically integrate the 
equation of motion from time t to time t + ~t, at which 
point the forcing changes discontinuously and a new 
observation is made. There is no leapfrog time step; the 
system remains first order in time and is computation-
ally stable. We are thus able to derive explicit formu-
lations for the transition and noise-forcing matrices of 
the Kalman formalism. 
We implemented a Kalman filter for this system, 
which is depicted as it begins to assimilate data in Fig. 
1. The vertical bars in the truth model column are the 
actual observations made under the spacecraft, which 
is drifting westward, making one cycle in a sol. They 
simply represent the value of the observed geopotential 
under the. spacecraft, as measured from the dotted line 
which is the x axis, with some artificial observational 
noise. The Kalman filter very quickly adjusts the esti-
mate to the truth run in roughly a sol. Similarly, the 
shape of the Kalman gains can be seen to change over 
that time, as the prediction error covariances adjust to 
the new influx of information. The gain functions 
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FIG. I. One-dimensional one-variable model's evolution over about 3 sols, with time advancing downward 
and each column representing one quantity over the full domain of the model. The leftmost column shows 
the state of the truth run, or what is taken to be the real atmospheric state. Observations, represented by the 
vertical bars from the dotted zero line to the curve, are being taken by a satellite that progresses westward 
with time. The second column corresponds to an estimate of the true state made by a Kalman filter. The third 
column shows the difference between the truth and the estimate. Finally, the fourth column shows the Kalman 
gains used to weight the observation taken at that time step. Note the speed with which the Kalman filter 
improves the estimate, and how the shape of the gain function changes over the first sol. 
quickly settle to a steady state that is a function of the 
longitudinal difference between the spacecraft and the 
analysis point only. In other words, the gain functions 
have a constant shape in the reference frame of the 
spacecraft. 
Initially the Kalman gains are symmetric about the 
observation point and fairly broad. However, over the 
course of the next sol, they exhibit a shorter correlation 
length and more asymmetry from east to west. The 
asymmetry arises because the location just to the east 
of the spacecraft was visited one orbit (0.08 sols) ear-
lier, while the location to the west of the spacecraft was 
visited 12 orbits (one sol) earlier. Additionally, f3 
causes information to be advected westward, adding to 
the asymmetry. The steady-state Kalman gain follows 
the spacecraft as it travels westward. It is depicted again 
as the solid line in Fig. 2. Asymmetry in the shape of 
the gain is particularly evident in this figure, where the 
spacecraft is taken to be at x = 0. 
The analyses are all done in the spectral coordinates 
of the model, and thus the gain functions relate an ob-
servation in space to a correction of a spectral mode. 
The gains in Fig. 2 are obtained from the spectral co-
efficient gains by a linear transformation. This method 
is used throughout the paper, including the more com-
plex models that follow. It is a natural choice for these 
models as they are formulated in spectral space, and it 
is currently in use in operational schemes (Parrish and 
Derber 1992) . 
The other two curves in Fig. 2 are the zeroth and 
second iteration of the Wiener gains for this system. 
The zeroth iteration is computed from ( 3) using the 
total weather covariance as the prediction error covar-
iance. This is necessarily a suboptimal gain function, 
as it is the equivalent of the prediction errors made 
using no predictive model at all. It does, however, 
roughly correspond to the western half of the Kalman 
gain function, perhaps indicating that that side of the 
Kalman gain is controlled by the correlation length 
scale of this model's weather. After some 1000 sols of 
model time, the statistics were clean enough on the pre-
diction error covariances in this iteration to yield the 
new (first iterate) gain functions. This procedure was 
then repeated to generate the second iteration gain 
functions, the dotted line in Fig. 2. The latter are strik-
ingly similar to the Kalman gains, and perform just as 
well as they do. Further iterations change the gain func-
tions insignificantly from either the second iterate, or 
the Kalman gain. Therefore, we find that this iterative 
technique does in fact converge to the steady-state Kal-
man gains, or the true Wiener gains, for this simple 
model. 
Figure 3 shows the predictive performance during 
the first 10 sols of assimilation using the Kalman gains, 
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FIG. 2. Three gain functions for the lD one-variable model, the 
zeroth iterate Wiener gain, the second iterate Wiener gain, and the 
steady state Kalman gain. The spacecraft is at x = 0. A gain of 1.0 
means that the observation is solely used to make the analysis, while 
a gain of 0.0 means that only the prediction is used in the analysis. 
The similarity between the second iteration Wiener gains and the 
Kalman gains shows the near optimal nature of the iterated Wiener 
gains. 
the zeroth iterate Wiener gains, and the second iterate 
Wiener gains. Random weather variations make these 
curves much less smooth for any particular 10 sols, but 
this plot is the result of averaging 1000 independent 10 
sol start-up periods for the different filters. The predic-
tion models were initialized to a zero state for all of 
these runs, so the initial errors were of the same order 
of magnitude as the model weather variance. The errors 
are normalized to the field's average variance, a nor-
malized error of 1.0 corresponding to essentially no 
accuracy in the analysis, and a normalized error of 0.0 
meaning that the predictive model exactly tracks the 
truth model's trajectory. Again, the solid curve corre-
sponds to using the Kalman gains, which were able to 
bring the enror variance down to about 25% of the mo-
del's weath•~r variance in just over one sol. The dashed 
line corresponds to using the zeroth iterate Wiener 
gains, which took two or three sols to reach a steady 
state with an error variance of about 46%. The dotted 
line corresponds to using the second iterate Wiener 
gains, the ]performance of which is almost indistin-
guishable from the Kalman gains. 
This is a good model for comparing the computa-
tional burdens of the Kalman filter versus the constant 
Wiener filtt:r. Every sol of assimilation using the Kal-
man filter on this model took three times as long as the 
Wiener filte:r to execute. The Kalman filter has the extra 
overhead of propagating the prediction error covari-
ance matrix through every time step. For more complex 
models, this step becomes prohibitively slow because 
it scales as M 2 , the square of the number of elements 
in the state vector. In our models, the Wiener filter's 
computational requirements scale as M, the same as in 
01. Therefore, we expect our technique to present about 
the same computational burden as 01, and significantly 
less than Kalman filtering. 
4. 2D one-variable model 
To test the validity of this technique in a model with 
varying weather statistics from north to south, we used 
a 2D one-variable Rossby wave model. This system is 
described by 
(i + .!) (~ + ~- _1 )w + {J (N! = F 8t T 8x 2 8y 2 L'b ax , (6) 
where the only differences from the lD model are that 
the state vector now consists of the components of a 
2D Fourier transform. We used somewhat lower reso-
lution for this model to reduce the computational bur-
den; zonal wavenumbers of zero to seven, and merid-
ional wavenumbers of one to five satisfying a no-nor-
mal-flow boundary condition. We implemented a 
Kalman filter for this model and also derived the iter-
ated Wiener filters. The spacecraft orbit was modeled 
as traveling once per sol around the planet to the west, 
and making about 12 north-south passes in that time. 
The gain functions were kept in the reference frame of 
the spacecraft as separate functions for each latitude 
that the spacecraft observed, because the weather and 
prediction error covariances are assumed to depend on 
latitude only. Also, the gain functions were kept as 
global functions, relating the observation point to anal-
ysis points everywhere in the domain. This is the same 
~ 
Q) 
0 
c: 
0 
'i:: co 
§! ci 
Ii 
.E 
0 ci 
c: 
0 
:;:; 
0 
~ ~ 
~a 
Q) 
0 
c: 
0 
'i: N 
:f;c::i 
~ g 
w 
0 2 4 6 8 10 
Time (sols) 
FIG. 3. Performance of the three gain functions of Fig. 2. The 
ordinate is the variance of the analysis errors from the model's true 
state. The error variances are normalized by the model's weather 
variance, so that an error variance of 1.0 is correctly analyzing es-
sentially none of the model's weather variance. The curves run for 
10 sols, and were all started from a zero state at the initial time. The 
dashed curve is for the zeroth iterate Wiener gains, which performs 
relatively poorly. The other two curves correspond to the iterated 
Wiener gains and the Kalman gains, which are nearly identical in 
performance and clearly superior to the zeroth iterate Wiener gains. 
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Presented in Fig. 4 is the performance of the zeroth, 
first, second, and third iteration gain functions with an 
observation error of 5% relative to the weather fluctu-
ations. The solid lines represent the performance with-
out serially correlated observation errors TJ = 0, and the 
dotted lines represent those with serially correlated ob-
servation errors TJ = 0.75. The performance loss in ig-
noring these serial correlations is apparently negligible 
for this application, which in structure resembles the 
scenario of Mars Observer. The observation errors 
comprise such a small fraction of the prediction errors 
for this problem that whether they are serially corre-
lated or not is insignificant. However, if the observation 
errors were of greater amplitude, this is less true. 
0 L---~--L---~--L---~--L---~--L---~~ 
o 2 4 6 a 1 o The PMIRR instrument of Mars Observer would 
Time (Sols) 
FIG. 4. Performance of the zeroth, first, second, and third gain 
functions for the 2D one-variable model both with and without se-
rially correlated observation errors. This is for observation errors of 
5% of the total weather variance of the model. The solid lines rep-
resent the runs without serially correlated observation errors, and the 
dotted lines represent the corresponding runs with serially correlated 
observation errors. The error variance is normalized in the same way 
as in Fig. 3. The zeroth iterate yielded the solid and dotted lines 
asymptoting to about 0.5, while the subsequent iterates yielded the 
lower error variances. Note the similarity between each solid line and 
its corresponding dotted line. 
as in the 1D model, but with a 2D domain and separate 
gain functions for different spacecraft latitudes. This 
implementation of the iterated Wiener filter worked just 
as well as the lD implementation, with similar im-
provements in performance between the zeroth iterate 
gain function and the later iterates. Furthermore, the 
performance difference between the Kalman gains and 
the later iterations on the Wiener gains were indistin-
guishable. Finally, the shape of the Wiener gains was 
almost indistinguishable from the Kalman gains after 
only two iterations. 
This model is also a good one with which to examine 
the impact of serially correlated observation errors. 
In this series of experiments, the observations were 
degraded with noise of the form n; = TJn;-t + ( 1 
- TJ 2 ) 112r; , where n; is the noise of the i th observation; 
TJ is a number less than I, and r; is a random number. 
The correlation coefficient between the noise at posi-
tion i and that at position i - m is TJm. Then; have the 
same mean and variance as the r;. We process these 
observations as before, ignoring the fact that the errors 
are correlated, and see what effect an increase in TJ has 
on the performance of the assimilation scheme. The 
serial correlations were modeled to have roughly the 
same meridional structure as the weather fluctuations 
themselves. For 10 observations in each north-south 
pass, this means a serial correlation of about 0.75 from 
one observation to the next. We modeled the northern-
most observation as uncorrelated with observations 
preceding it. 
have yielded atmospheric radiances that could have 
been inverted for temperatures with an accuracy of 
about 1-2 K (McCleese et al. 1992). The atmospheric 
waves on Mars represent variations on the order of 5 
K (e.g., Barnes 1980). Therefore, a more reasonable 
estimate of the observation errors for the Mars Ob-
server scenario is about 40%. Figure 5 shows the de-
crease in performance when serially correlated obser-
vation errors are present for the case of 40% errors. It 
shows a more notable decrease in performance than the 
5% case, indicating that observation errors contribute 
more strongly to the prediction errors in this case. Nev-
ertheless, the performance loss is small compared to 
the performance difference between the zeroth iterate 
gain function and subsequent iterates of the gains func-
tions. Because of this, we believe that it is an adequate 
assumption to ignore the possibility of serial correla-
tions in the observation errors for the Mars Observer 
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FIG. 5. Same as Fig. 4 but for observation errors of 40% of the 
total weather variance. This value is similar to that which had been 
expected for Mars Observer. Note that the later iterates still perform 
better than the zeroth iterate, even when there are serially correlated 
observation errors. This suggests that ignoring serial correlations of 
the observation errors does not represent a serious loss in perfor-
mance. 
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scenario. However, if the observation errors are still 
greater, the assumption clearly will break down. Figure 
6 shows the performance difference for a case with 
200% observation errors. In this case, ignoring the se-
rial correlations causes performance losses that are 
much greater than the performance increases found be-
tween the zeroth and subsequent iterations. 
5. lD three-variable model 
To test the performance of the Wiener gains on the 
primitive equation system, we applied them to the fol-
lowing linearized lD shallow-water model. The objec-
tive was to observe only the mass field and see how 
well the mass and velocity fields follow the truth run: 
( :t + ~) r + fx = F 
(i + .!.)x- f\J! +<I>= G at T 
(7) 
In ( 7) \I! is the streamfunction, x is the velocity poten-
tial, and <I> is the geopotential; T is again a damping 
time ( ~4 sols), f is the Corio lis parameter (taken to 
be at 30°N), and beta is neglected in order to simplify 
the algebra for Kalman filter implementation. Here c 2 
is the critical wave speed, with a value of ll9. With 
these settings, the radius of deformation, L0 = c If, is 
again lfJ. The forcing functions, F, G, and H are red 
in their time and space spectra (Lorentzians centered 
at zero frequency and zero wavenumber, with half-
power points at a period of 4 sols and a longitudinal 
wavenumb~~r of 3), so as not to force the gravity waves 
too strongly. The relative amplitudes of the forcings are 
chosen to mimic the nonlinear terms, which have been 
dropped from the system. Thus, F ~ H and G ~ F I 4, 
because the amplitude of x is one-quarter that of \I! and 
<I> when the forcing period is 4 sols. This model is like 
the simple lD one-variable model with the addition that 
it also admits fast modes. The time evolution of the 
model's three variables during an 8-sol run of this 
model is shown in Fig. 7. The geopotential and stream-
function fields are nearly in geostrophic balance. They 
also closely resemble the geopotential field of the sim-
ple one-variable model discussed above. However, the 
velocity potential field is dominated by rapidly propa-
gating east- and westbound gravity waves. It is smaller 
in amplitude than the other two fields by a factor of 5, 
reflecting the fact that gravity waves are not strongly 
forced in this model and that geostrophic balance dom-
inates. The dynamical result of neglecting (3 is that the 
slow modes do not propagate, although they drift ran-
domly under the influence of the forcing. However, 
Rossby waves propagate rather slowly even when f3 is 
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FIG. 6. Same as Fig. 4 but for observation errors of 200% of the 
total weather variance. In this extreme case, the runs with serially 
correlated observation errors perform significantly worse than those 
without. The zeroth iterate's performance is actually worse than no 
assimilation at all. In such a case, serial correlations of observation 
errors cannot be ignored. 
included, so we feel that this is not a crucial difference. 
Geopotential only is observed, and a 5% error has been 
added to the observations as before. 
Again, we tested the iterative Wiener filter technique 
on this model and compared the results to a real Kal-
man filter. The results were similar to those obtained 
with the two Rossby wave models. After a few itera-
tions, the Wiener gains were almost indistinguishable 
from the Kalman gains, and performed equally well. 
Figure 8 shows the Kalman gains, and the zeroth and 
fifth iteration Wiener gains. In this case there are three 
gain functions, because they relate an observation in 
geopotential to changes in all three dynamical vari-
ables. One can still notice the asymmetry between the 
east and west sides of the subspacecraft point first no-
ticed with the lD one variable model. In this case, the 
asymmetry is not as dramatic, probably because this 
model has no (3, which likely serves to enhance east-
west asymmetries. 
The performance increase from the symmetric zeroth 
iterate gain function to the fifth iterate is not as drastic 
as with the simpler models, but still worth noting. Fig-
ures 9a, 9b, and 9c depict the magnitude of the predic-
tion error variance for the first 10 sols of assimilation 
for the streamfunction, velocity potential, and geopo-
tential fields, respectively. The predictive runs were ini-
tialized to a zero state in all cases. The zeroth iterate 
(dashed line) reaches a steady state in about 3 sols, 
predicting all but 18% of the variance of the model in 
streamfunction, 16% in geopotential, and essentially 
nothing of the velocity potential field ( >98% unex-
plained variance). The fifth iterate Wiener gains (dot-
ted line) reach a steady state in only about 2 sols, pre-
15 MARCH 1995 BANFIELD ET AL. 
Streamfunction Velocity Potential (x5) Geopotential 
FIG. 7. Evolution of the I D three-variable model over an 8-sol interval. Again, time advances downward, 
and each column shows a dynamical quantity over the whole domain of the model. The streamfunction and 
geopotential evolve slowly and exhibit a great degree of geostrophy, while the velocity potential is dominated 
by quickly propagating gravity waves. 
Streamfunction 
--
Velocity Potential 
Geopotential 
-11" 
--
Wiener #O 
Wiener #5 
Kalman 
----
FIG. 8. Gain functions for the ID three-variable model, each relating an observation of geopo-
tential to an analysis weight in one of the dynamical variables. As in the one-variable model, the 
iterated Wiener gains are nearly indistinguishable from the Kalman gains and longitudinally asym-
metric. The gain functions for streamfunction and geopotential are similar due to the high degree 
of geostrophy present in the model. The low values of the velocity potential gain functions are 
indicative of the independent nature of geopotential and velocity potential in this model. 
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dieting all but about 15% of streamfunction, 12% of 
geopotential, and again essentially none of velocity po-
tential ( >98% unexplained variance). The Kalman fil-
ter (solid line) produces some strong oscillations at 
first, especially in the velocity potential field, probably 
as a result of improperly specified initial prediction er-
ror covarian.ces. However, at least in the geopotential 
field, it settlles down in about 2 sols. When the filter 
reaches its steady state, it predicts all but about 9% of 
geopotential variance, about 11% of streamfunction 
variance, and appears to predict a small percent of the 
velocity potential variance ( ~70% unexplained vari-
ance). 
That none of the sets of gain functions is able to 
effectively predict the velocity potential is not surpris-
ing because: the only observed field is geopotential, 
which is dominated by Rossby waves, while the veloc-
ity potential is dominated by gravity waves. The lack 
of communication between these fields is also reflected 
in the much smaller amplitudes for the velocity poten-
tial gain function. The fact ihat streamfunction and geo-
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FIG. 9. Performance of the three sets of gain functions pre-
sented in Fig. 8 for a period of 10 sols. The predictive runs 
were started from a zero state at the initial time. The three 
graphs show the analysis errors in streamfunction, velocity 
potential, and geopotential, respectively. Note the speed with 
which the Kalman gains (solid line) reduce the errors, and the 
favorable comparison of the fifth iterate Wiener gains (dotted 
line) with the Kalman gains. Furthermore, note the increase 
in performance between the zeroth iterate and the fifth iterate 
Wiener gains in steady state. Note the different vertical scale 
on (b). 
potential. gain functions are similar in shape and pre-
dictive ability simply reflects a high degree of geo-
strophy in the model. 
This model is interesting in that it demonstrates how 
one can effectively use observations of one dynamical 
variable to predict the others. Cross-correlations be-
tween an observed variable and other dynamical vari-
ables are commonly used in operational assimilation 
schemes. It is these cross-correlations that allow one to 
use information about one observed dynamical variable 
to guide the trajectory of the entire dynamical system 
through phase space. Mars Observer would have re-
turned temperature soundings of the Martian atmo-
sphere, and would have no access to direct wind mea-
surements. It is then important to be able to predict the 
full dynamical state of the system from measurements 
of only one variable. This scheme, like currently op-
erational 01 schemes (e.g., Parrish and Derber 1992), 
makes no assumptions about dynamical balance in the 
cross correlations relating different variables. Rather, 
we use the prediction error covariances relating the sys-
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tern variables with each other. This should give the 
right relation between the dynamical variables of the 
model system, without the difficulties geostrophy pre-
sents near the equator. 
We neglected {3 in this model in order to be able to 
easily solve the equations of motion analytically, and 
thus easily cast the system into a Kalman filter for-
mulation. However, in anticipation of real applications 
of this technique with finite-difference models 
( GCMs), we implemented this model in a finite-dif-
ference formulation as well. We used a leapfrog time-
stepping scheme to advance the dynamics, thereby 
changing the system from first order to second order in 
time. The new state vector (at time t + ll.t) is computed 
from the current and past state vectors (times t and t 
- ll.t). We applied the same corrections to the past 
state vector as to the current one. Applying the correc-
tion to only the current state vector excited the com-
putational mode in the integration. 
Transforming this model into a finite-difference 
model also allowed us to add {3 and topography to the 
model. We have been ignoring topography in assuming 
that the gain functions are not functions of the absolute 
longitude of the spacecraft. Adding topography to the 
model is a way of checking this assumption. With these 
changes, the equations of the system become 
(~+.!.)w+tx=F Of T 
(~ + .!.) X - fW + <I> = G Of T 
- +- <I>+- c 2(x)- - {3L 2 - = H, (8) ( 8 1 ) 8 ( ox ) &<I> &t T &x &x &x 
where c 2 (x) represents the topography through c 2 (x) 
= gh(x), gravity times the local depth of the layer. 
These expressions are not directly derivable from the 
shallow water equations, but they have the same be-
havior at both low and high frequencies. They have the 
further property of energy conservation in the absence 
of forcing and damping. We used a Galerkin scheme 
with a finite number of Fourier modes as the set of basis 
functions. This scheme conserves energy when the 
leapfrog time step is sufficiently small. We chose the 
function graphed in Fig. 10 as the layer depth. It is 
roughly 13 km minus the meridionally averaged topog-
raphy of Mars, scaled to yield a high degree of mod-
ulation on c 2 ( x). Since the topographic relief of Mars 
is quite dramatic (on the order of an atmospheric scale 
height), this should be a good test of the relevance of 
specifying the gain functions in the spacecraft's frame 
of reference. 
We include the effect of topography on the dynamics 
both for the truth runs, which have random forcing, and 
for the prediction runs, which are forced only by assim-
ilated observations. However, we ignore the effect of 
0 Tharsis 
-100 0 100 
East Longitude 
FIG. 10. Layer depth of the lD three-variable model as a function 
of longitude. It corresponds to the actual Martian topography, sub-
tracted from a reference of 13 km, meridionally averaged and scaled 
to yield a high degree of modulation on the quantity c2• The Tharsis 
plateau of Mars shows up quite clearly at around -110°. It appears 
as a low value because this is layer depth, as opposed to surface 
height. 
topography on the gain functions when we assume that 
they are the same for all spacecraft longitudes. With 
this assumption, we derived the longitudinally aver-
aged iterated Wiener gains in the spacecraft's frame of 
reference and evaluated the predictive performance of 
these gain functions. Then, we included the effect of 
topography by having separate gain functions for the 
different spacecraft longitudes, and again derived a set 
of Wiener gains. These latter gain functions explicitly 
included information about the local topography, and 
thus should have performed better than the former gain 
functions. 
The solid line in Fig. 11 represents the gain functions 
derived ignoring the presence of topography, assuming 
that the same function can be used for all spacecraft 
longitudes. The dashed line shows a gain function de-
rived with topography explicitly included, one of a set 
which is different for each spacecraft longitude. This 
particular gain function is for the longitude with the 
greatest topographic relief, the Mars Tharsis region. As 
one might expect, this is the location where the two 
sets of gain functions differ the most. However, even 
in this region, the differences are not dramatic. 
Throughout most of the rest of the domain, the differ-
ences are considerably smaller. The impact of these 
differences in the gain functions is most evident in Fig. 
12, which shows the errors made in the geopotential 
field during the first 10 sols of assimilation using dif-
ferent gain functions. The dotted line corresponds to 
using the zeroth iterate Wiener gains. It takes 4 sols to 
reach a steady-state in which about 30% of the geo-
potential variance is unexplained. The solid line cor-
responds to the third iterate Wiener gains derived ig-
noring topography. The dashed line is the result of us-
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FIG. II. Effect of topography on the gain functions. The dashed line is for the Tharsis region, 
where the topographic relief is greatest. The gain function for this region differs the most from the 
gain function derived by ignoring topography (solid line). The differences are not astounding in 
this example, and are much smaller at other longitudes. 
ing the gain functions including topography. Their 
performance is essentially indistinguishable from the 
gain functions derived without including topography. 
...... 
" 0 c 
.g a) 
~ ci 
2 
.s 
.,_<0 
0 ci 
c 
0 
t 
~ v 
.:=.a 
" 0 c 
0 
·;::: C'\1 
~ci 
... 
~ 
U.J 
0 2 4 6 8 10 
Time (sols) 
FIG. 12. Performance difference in analyzing the geopotential field 
using gain fum;tions derived ignoring the presence of topography and 
gain functions derived explicitly including topographic effects, for a 
10 sol run. The predictive model was started from a zero state. The 
solid line corn:sponds to the gain functions derived ignoring topog-
raphy, while the dashed line corresponds to the gain functions with 
topography included. The performance difference is insignificant, 
particularly when compared to the performance of the zeroth iterate 
Wiener gains (dotted line). 
Both reach steady state in one to two sols, and can 
explain all but about 22% of the geopotential variance. 
Similar results were found for the other two state vari-
ables, with streamfunction being equivalently well pre-
dicted as geopotential ( ~22% unexplained variance) 
and velocity potential remaining essentially unpre-
dicted ( ~88% unexplained variance) . 
Thus, while local differences can be found between 
the gain functions that· accounted for topography and 
those that did not, the performance difference is insig-
nificant. The gain functions, which included topogra-
phy, outperformed those without topography by less 
than 1% of explained variance, while the standard sym-
metric zeroth iterate gain functions performed roughly 
8% worse than either of the Wiener gains. Therefore, 
we believe that it is acceptable to ignore topography 
and any other satellite longitudinal dependence of the 
gain functions . 
6. Spherical shallow-water model 
Since our first operational application of the Wiener 
filter will be on a full-scale multilayer Martian GCM 
(Pollack et al. 1981, 1990; Haberle et al. 1992), a high-
resolution, single-layer primitive equation model ap-
peared appropriate to serve as the last milestone in our 
testing hierarchy. We have, thus, derived the Wiener 
gains for the single-layer spherical shallow-water 
model discussed in Keppenne ( 1992). For this more 
complex model, we used slightly different values for 
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two parameters than those used in the simpler models. 
At a latitude of 30° the radius of deformation, LD, is 
roughly the same as the planetary radius, ~3 times 
greater than in our earlier examples. The relaxation 
time is 10 sols, which is a factor of 2.5 times greater 
than in our earlier examples. A realistic mountain field 
is taken from the topography of the Pollack et al. 
( 1990) Martian GCM, whose horizontal resolution is 
equivalent to the one used here. This model's global 
behavior is fairly representative of the Martian atmo-
sphere, and locally, the statistics of its geopotential time 
series match well those of the surface pressure data at 
the sites of Viking Landers I and//. 
The modeled spacecraft trajectory was chosen to 
obey a polar sun-synchronous orbit, with a sampling 
rate of 1000 geopotential observations per sol-about 
one observation every 250 km of spacecraft downtrack 
motion. Since Mars Observer would have observed the 
vertical structure of the temperature field over the entire 
depth of the Martian atmosphere, one single geopoten-
tial observation here amounts to a snapshot of the ver-
tical temperature profile in the case of a multilayer 
GCM. As in the other experiments, the observations 
were degraded with 5% Gaussian noise, and the model 
was randomly forced with red noise so that the truth 
and predictive runs were not identical twins. The var-
iance of the random forcing term that affects the time 
evolution of each spectral coefficient was set equal to 
that of the corresponding nonlinear term. 
Since this is a nonlinear model, there is no analytic 
solution to the optimal filtering problem. Although an 
implementation of the Kalman filter by linearizing the 
model about its continuously evolving state is conceiv-
able, such an implementation would overwhelm even 
the fastest present-generation supercomputers. We thus 
restricted our data assimilation applications on this 
model to the derivation of the corresponding steady-
state Wiener gains. Three iterations were sufficient for 
the Wiener gains to reach a quasi-steady-state, that is, 
a fourth iteration with the predictive model assimilating 
data using the third iterate gain functions resulted in 
virtually no change from the third to fourth iterate. 
Each set of gain functions was computed from the sta-
tistics of the second half of a 2000-sol prediction run, 
continuously forced with geopotential observations of 
a comparatively long history tape of a truth run. 
To successfully initialize the iterative procedure, it 
was necessary to scale down the zeroth iterate gain 
functions. When unsealed, these gain functions induced 
the predictive run's trajectory to oscillate wildly about 
the truth and in some cases ''blow up.'' This undesir-
able behavior arose probably because the weather sta-
tistics, which were used in the zeroth iterate Wiener 
gains, differ more substantially from the steady-state 
error statistics than in the experiments with the linear 
models. The result could be an overestimation of the 
error covariances by the zeroth iterate Wiener gains. It 
is also possible that the zeroth iterate Wiener gains did 
not have the proper balance between variables ( geo-
potential and wind, for example), and that the improper 
balance excited some of the model's unstable modes. 
Whatever the case, multiplying the zeroth iterate 
Wiener gains by a number from 0.1 to 0.5 was suffi-
cient to alleviate this problem. The problem did not 
occur on subsequent iterations, and no further reduc-
tions of the gain functions were necessary. Once prop-
erly initialized, the iteration converged as before. 
Contour maps of the longitudinally independent 
third iterate Wiener gain functions are shown in Fig. 
13 in the spacecraft's frame of reference, with the sub-
spacecraft grid point located along the center meridian 
at the appropriate latitude. These maps correspond to 
the Gaussian latitudes closest to 67.5°N, 22.5°N, 
22SS, and 67SS. Presumably (since we could not 
check this assumption with an analytically derived Kal-
man filter), they show how geopotential observations 
should be weighted to optimally update the stream-
function (Figs. 13a-d), velocity potential (Figs. 13e-
h), and geopotential field (Figs. 13i-l) to steer the 
predictive model toward the truth model. 
Several points are worth noting about the shapes of 
these gain functions. First, the longitudinal asymmetry 
reported in our discussions of the linear models' gain 
functions is less noticeable, although it is still present 
(Figs. 13d and 131). We are not sure of the cause of 
this reduction but suspect that it is due to the greater 
relaxation time used in this model ( 10 sols versus 4 
sols previously). A longer relaxation time would result 
in less errors being built up over 1 sol. Thus, differ-
ences between the east and west sides of the observa-
tion point would also be reduced, and the gains would 
be more symmetric than in the previous models. Sec-
ond, there is a substantial departure from geostrophic 
adjustment, especially in the Tropics (see Fig. 
13b,c,j ,k) where the Coriolis approximation cannot be 
made. The streamfunction weights are characterized by 
a dipole pattern at low latitudes (Figs. 13b and 13c). 
The geopotential weights (Figs. 13i-l) resemble more 
the Gaussian bell patterns of operational 01 schemes. 
The velocity potential gain functions (Figs. 13e-h), 
are of much lesser magnitude than their streamfunction 
and geopotential counterparts because the velocity po-
tential and geopotential fields are essentially uncorre-
lated. They display a more complicated organized 
structure that reflects long-distance correlations in the 
velocity potential error field. 
The analysis performance of the third iterate Wiener 
gains are compared in Fig. 14, which shows the nor-
malized streamfunction, velocity potential, and geo-
potential error variances for a 20-sol run of the predic-
tive model against a history tape of the truth model. 
The predictive model was initialized with a zero initial 
state. After 20 sols, the third iterate Wiener gains give 
unexplained variances of 4%, 16%, and 3% in the 
streamfunction, velocity potential, and geopotential 
fields, respectively. Considerably larger residual errors 
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FIG. 13. Contour maps showing the longitudinally independent third iterate Wiener gains for the global nonlinear shallow water model in 
the spacecraft's frame of reference, with the subspacecraft grid point located along the center meridian at the appropriate latitude. These 
maps correspond to the Gaussian latitudes closest to 67.5°N, 22.5°N, 22.5°S, and 67.5°S. Figures 13a-d, e-h, and i-1 correspond to the gain 
functions used to update the streamfunction, velocity potential, and geopotential fields, respectively, when observations are taken at these 
latitudes. These maps show how one should expect the theoretical Kalman gains to be spatially distributed, for this model of Mats' atmosphere 
when the obs•~rvational pattern matches that of a single, sun-synchronous polat orbiting satellite. 
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FIG. 13. (Continued) 
remain when the zeroth iterate weights are used. Note 
that the streamfunction and geopotential errors de-
crease exponentially during the first day of the exper-
iment and linearly thereafter, while the velocity poten-
tial errors decrease linearly from the start. The mag-
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FIG. 14. Plot showing the performance of the third iterate Wiener 
gains derived with the global nonlinear shallow water model. The 
solid line shows the evolution of the normalized streamfunction error 
variances during a 20-sol prediction run against a history tape of a 
truth run, perturbed by random forcing terms. The dashed and dotted 
lines show the corresponding evolutions of the velocity potential and 
geopotential error variances, respectively. 
nitude of the errors in assimilating with this model are 
~maHer than those found with the other models tested. 
This is due to a difference in the strengths of the ran-
dom forcings as compared to the simpler models. The 
random forcing completely dominated the behavior of 
the previous models, while in this model, the zonal flow 
and topography have a more significant effect on the 
climatology. Thus, the prediction runs and truth runs 
for this experiment were more similar than for the pre-
vious models, and analysis performance increased. The 
main result of the experiments with this model is sim-
ply that the assimilation scheme works on this ad-
vanced model. 
7. Conclusions 
The main result of this work is the development of 
a new approach to data assimilation to be used with a 
single polar-orbiting satellite like Mars Observer. It 
shares some of the advantages of 01 and some of the 
advantages of Kalman filtering. As in 01 the gains are 
constant in time, but they are equivalent to steady-state 
optimal Kalman gains. Because the gain functions are 
computed off-line, this technique has similar compu-
tational requirements as 01, and, thus, considerably less 
than Kalman filtering. We showed that the effects of 
longitudinal differences on the shape of the gain func-
tions were not significant. This allows the optimal gain 
functions to be simplified to be a function of only the 
observational point's latitude. Furthermore, we showed 
that for an application like Mars Observer, serial cor-
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relations in the observation errors could be safely ig-
nored without a significant loss in predictive perfor-
mance. 
We also demonstrated the feasibility of using these 
gain functions on a suite of models of increasing com-
plexity, approaching that of a full GCM. These models 
were observed in only one dynamical variable, as Mars 
Observer would have done for the Martian atmosphere, 
yet we wer1;: able to make predictions about all three 
dynamical variables. Furthermore, we verified the suc-
cess of an i1terative technique in determining these op-
timal Wiener gains with each model. The next step will 
be to employ these techniques on a full GCM-scale 
model, for the assimilation of data from the next Mars 
atmospheric mission, or perhaps of data from a single 
polar-orbiting stratospheric-sounding earth satellite. 
APPENDIX 
Equivalence of Serial and Simultaneous Assimilation 
The proof is by induction: one shows that the equiv-
alence holds for n observations provided it holds for n 
1 b . W d fi (n-l) h . · - o servatwns. e e ne a kj as t e gam matnx, 
linking the observation at point j to the state vector at 
point k, in processing n - 1 observations. Thus, for 
simultaneous assimilation of n - 1 observations, 
n-l 
w~n-l) = '11~0) + L a~;-l)('l!j- w;o>), (Al) 
j=l 
where '11~0 > is the state vector before the processing be-
gins, and \]i kn-l > is the state vector after n - 1 obser-
vations have been processed. The a i}- 1 > are assumed 
to satisfy 
(A2) 
j=l 
Here r;j = Ef Ej, where Ef and Ej are the prediction 
errors associated with '11~ 0 > and wj 0 >, respectively. 
Also, vj = orJ is the error variance ofthejth observation, 
and D;j is th1;: Kronecker delta. Equations ( Al) and ( A2) 
follow from the assumption that serial and simultane-
ous processing are equivalent for the first n - 1 obser-
vations. 
Serial processing can be written 
w~n> = 'l!~n-tl + a~:>(w~- w~n-t>). (A3) 
Note that n denotes both the location of the observation 
and its order in the processing sequence. The a~:> are 
computed as in ( 3), but the errors Ef and Ef are the 
errors in 'l];r~n-t> and wj»-ll, respectively. From (Al), 
these errors satisfy 
n-1 (n-l) _ (0) + "" (n-l)( 0 _ (0)) E k - E k L.J a kj E j E j • (A4) 
j=l 
We substitute ( A4) into ( 3), recognizing that the ob-
servation errors are uncorrelated with the prediction er-
rors and that r;j = rji· This yields 
(AS) 
The single sums are over j from 1 to n - 1. The double 
sums are over i and j, both of which vary from 1 to n 
1. With (A2) this becomes 
.._. (n-l) 
(n) rkn - £., akj rnj 
akn = (n-l) • 
rnn + Vn - ~ anj rnj 
(A6) 
Substituting (Al) into (A3), one can relate a~;> to 
(n-l)" • 
akj tOr J < n: 
(n) (n-l) (n) (n-l) 
akj = akj - akn an1 (A7) 
Equations ( A6) and (A 7) follow from ( A3), the nth 
step of the serial assimilation. The remainder of the 
proof is showing that (A6) and (A7) are consistent 
with the expression for simultaneous assimilation, 
the n -dimensional version of ( A2), that is, with ( n 
- 1)--+ n. First separate out the nth row and nth col-
umn: 
(AS) 
(A9) 
where i varies from 1 to n - 1. Then substitute for 
a~;> in (A8) and (A9), using (A7). Equation (A9) 
becomes an identity and (AS) becomes (A6), which 
shows that the equations are consistent. In other words, 
serial and simultaneous assimilation are equivalent for 
n observations provided they are consistent for n - 1 
observations. Since they are equivalent for n = 1, they 
are equivalent for all n. A corollary is that the result of 
serial assimilation is independent of the order with 
which the observations are processed. 
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