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With (2a) we may write equivalently, 
ad > c2. (94 
A second restriction can be derived from the inequality condition (3). 
If we substitute (5) to (8) into (3) we obtain, after some simplifica- 
tions, 
bc > b2 or ICI > (b(. 
With (2a) we may write equivalently 
(10) 
d > a. 
We now prove that inequalities (9a) and (lOa) hold for LC 
functions, and hence, that zlt(s) is p.r. Inequality (10a) is always 
satisfied, which can be seen from the partial-fraction expansion of 




d = -Wlwu. = H + z (w9 _ w3z 
Since 
w”, + 4 
(wf - wy ’ w: : w: ’ 
it follows that 
d > a. 
In order to prove that inequality (9a) holds, we consider the 
Richards function 
kZ(s) - &z(k) . 
R(s) = kZ(k) - sZ(s) ’ 
dR(s) _ (k2 - s”)z(k)z’(s) + k[Z’(s) - z’(k)] 
ds [kZ(k) - sZ(s)]” 
and R(s) is p.r. for any finite positive real value k. Setting k = w,, 
and evaluating dR(s)/ds for s = j,, we obtain 
dRo_ = 2ad - (a” + c*) . 
ds s=iw. wda + 4” 
(10 
In this case, 12(s) is a reactance function; hence, 
but 
R(s) I s Is-i00 
= &z.L!. 
c+a 
Therefore, inequality (12) becomes 
2ad - (c” + a’) > 
W& + a)” 
(12) 
or 
2ad - (c” + a”) > Ic2 - a2 I, 
from which follows 
ad > c2 and ad>a’. 
It is thus proven that zll(s) is a reactance function when the con- 
dition (2) is valid. At the same time we have discovered two new 
properties of LC functions, expressed by (9) or (9a) and (10) or (10a). 
If an RLC function Z,(s) is given and it is desired to subtract 
from Z,(s) a reactance function of the form (l), then not only 
condition (2) has to be applied but also conditions (9) and (lo), 
since the latter two conditions hold only for reactance functions. 
This requires the finding of a real frequency wg such that’ the follow- 
ing three conditions are satisfied. 
Condition 1: 
p--(jwo).~;(wo) = z*.w. WO 
Condition 2 : 





< Zi(jwo) zlo. 
00 
Condition 3 : 
I I 
Z(j4 
jw, > Iwdl 
Conditions 2 and 3 may be replaced by the equivalent condition 
that the real part of Z,(s) must have at least one set of quadruplet 
zeros of the form fwo, &j, with multiplicities of at least 2. At 
these frequencies, Z,(s) behaves like a reactance function, as has 
been shown.* Hence, Conditions 2 or 3 hold for these special fre- 
quencies. 
The realizability conditions 1 to 3 are more general than those 
given by Yarlagadda and Tokad,2 since they can be transformed 
readily to include the RC and RL cases. Under certain circum- 
stances it is possible to realize a p.r. fur&ion by a combination 
of RL, RC, and LC lattice sections in cascade. 
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Continmnts and the Synthesis of Low-Pass Resistively 
Terminated LC Ladder Networks 
I. SYNTHESIS PROCEDURE 
In this correspondence it is shown that the application of the 
theory of continuants to low- and high-pass, resistively terminated, 
LC ladder networks, leads to a new synthesis procedure. It is 
known [l]-[4] that the transfer function for a ladder network can 
be expressed in terms of simple continuants. For the case of the 
doubly terminated low-pass filters of Fig. 1, the voltage-to-voltage 
transfer function can be shown [3] to reduce to the form, 
vn 1 
Ko(s) = K = RIG2m2. -I- R;n,, -I- G2n2b -j- m2b = &(s> 
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where msn, nza, m2b, and n2b are continuanm which expand into 
even or odd polynomials in the variable s, as summarized in (2) 
and (4) of Fig. 1 for the networks drawn. The expansion into 
polynomials follows from the application of Euler’s rule’ for the 
expansion of continuants, and the fact that each of the continuants 
contains an even’or odd number of terms and each term involves 
s as a factor. Also, as indicated by (3) and (5), these polynomials 
expand into continued fractions [5] which yield the circuit element 
values. It follows from the information contained in Fig. 1 that 
if K,(s) is specified as the reciprocal of a polynomial, realization as 
a doubly terminated low-pass filter would be achieved if the poly- 
nomials mz,, nZar rn2b, and nZb could be identified. This identification 
may be accomplished by introducing two auxiliary polynomials 
defined by the following equations. 
F,(s) = R1G2m2a - ?nzb 63) 
F,(s) = Rlnna - G2nzb. (7) 
F,(s) is seen to be an even polynomial and R(s) an odd polynomial 
in s. Consider that Q(s) is given by 
Q(s) = m, + nz = u,sn + umwlsmwl + . . . + a,s + a,. if9 
m2 is defined by the sum of the even powered terms of Q(s), and n2 
is defined by the sum of the odd powered terms of Q(s). It therefore 
follows from (1) that 
m, = RlG2ma -I- mzt, (9) 
n 2 = Rln2, + Gznzb. (10) 
From (6), (7), (S), (9), and (10) it can be shown that 
Q(s)Q(-s) = ?ni - ni = 4R1G2(m2ana2b - %&b> 
+ F:(s) - ms). (11) 
The following identity can be proven for continuants in general 
Bl, El. 
K(1, n)K(2, n - 1) - K(1, n - l)K(2, n) = (-1)“. 
Applying the identity to (2) or (4) yields the result 
m%m2b - nZi%b = 1. 
Thus, (11) can be rewritten as 
Q(s)Q(-s) = 4R,Gz + F:(s) - F;(s) 
= 4&G + Q&)Q,(-4 
where 




= F,(s) - F,(s). (1% b> 
From (14) it is possible to write 
&&)&1(-s) 7 &(4&(-s) - 4&G,. 
Equations (15a, b) and (16) contain the essence of a synthesis 
procedure. The right side of (16) is completely determined if Q(s) 
is specified since, from (1) and (8) with s = 0 (since there is no 
transformer), 
R,Gz + 1 = a,. (17) 
In order to determine &i(s) the right side of (16) may be factored. 
Because of its even nature, the roots will have quadrant symmetry. 
I E&r’s rule et&es that the simple oontinuant, K(al, a%, aa, . . ’ , an), may be 
-pan&d by writing down the first term, oonsistmg of the product (11 a*,% ‘. ’ an 
Succeeding terms are then obtained by omitting from this product, m ev81’y 
po&ble way, one or more pairs Of COnseCutiVe a’8. 
(b) 
Fig. 1. (a) Low-pass filter, resistively terminated at input and output terminals, 
with R elements (n is even). 
m2n = K(C28, L3s, *. . , C”25, LdS) 
= even polynomial, highest power = n - 2. @a) 
n*, = K(Cz.9, L&Q. . , CL28) 
= odd polynomial, highest power = R - 3. WI 
ma = K(Ls.s, . . . , Cm-zs, Ln-IS) 
= odd polynomial, highest power = n - 3. CJC) n&P6 = K(L3s, ..’ , C”dS) 
= even polynomial, highest power = n - 4. (2d) 
n*. 1 1 
- = L.-l8 + - + - (3a) 
nzo C”3.3 . czs 
mzo 
-=cC2S+l+ -5 (3b) 
?u* L38 . . . L&s 
(b) Low-pass filter. resistively terminated at input and output terminals. 
with IL - 1 elements (n is even). 
ma = K(Cz.?, Las, . , Ln-as, cn-2.9) 
= odd polynomial. highest power = n - 3. (4s) 
Tn2a = K(Czs, Ls, ” , L”dS) 
= even polynomial, highest power = R - 4. (4b) 
nub = K(Lss. .‘. ) Ln--z. C”28) 
= even polynomial, highest power = n - 4. (4c) 
n** = K(L2.s. “. , Lnd.s) 










nub . ..zs Equations (3a), @b), (5a), and (5b) represent partial fraction expansions. 
Those factors with roots in the left half of the s-plane may be 
associated with &i(s), and those factors with roots in the right 
half of the s-plane associated with &I( -s). This choice of &l(s) is not 
unique and alternate realizations are possible if other choices are 
made. From (15a, b) it follows that 
Fe(s) = HQh) + Q,(4) (184 
F,(s) = 3(&h) - &d-s>>. OW 
F.(s) is essentially given by the even terms of &i(s), and Fe(s) by 
the odd terms of &i(s). Once F,(s) and F,(s) are identified, mz.,, 
nto, mz), and n2b can be determined by noting from (6), (7), (9), 
and (10) that 
RlG2m2, = t(m, + F,(s)) (194 
Rln2. = Hn2 + F,(s)) OW 
m2b = +(m, - F,(s)) (W 
G i&b = Y 122 “( - F,(s)). (194 
Circuit values may now be determined by appropriate continued 
fraction expansions according to (3) and (5). 
II. PROOF 
The sufficiency of the synthesis procedure may be established 
by noting that if Q(s) is Hurwitz, the function z(s) = &~(S)/&(S) 
is analytic in the right half of the s-plane and on the jw-axis. Also, 
since RIG2 2 0, (14) evaluated with s = jw, yields the fact that 
IQ(jw)j” 2 IQ,(jw)~“. Thus, lz(j~~)l 2 1 for all W. By the principle 
of the maximum modulus it follows that jz(s)l 5 1 for all s = 
c + jw with (T > 0. Now consider the function 
1 - z(s) Z(s) = ~ = Q(s) - &IN 
1 + 4s) Q(s) + &l(S) (20) 
which maps the interior of unit circle in the z-plane upon the right 
half of the z-plane. From the mapping property and the foregoing 
discussion, it follows that Z(s) is a positive real function. The 
numerator and denominator polynomials of Z(s) are therefore 
Hurwitz. However, from (l), (15a), (6), and (7) 
Q(s) - &l(s) = %a + G&J. @lb) 
Thus, a Hurwitz test expansion of the polynomials of (21) must 
yield a continued fraction with positive coefficients. However, as 
indicated by the right side of (21a), these coefficients are the same 
(within a constant multiplier of Gq) as the circuit element values 
as determined by (3) and (5) in the synthesis procedure. Thus, 
physical realizability is assured. 
III. SINUSOIDAL STEAUY-STATE CONDITIONS 
In practice the magnitude of K, is often specified in the sinusoidal 
steady-state as 
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Equation (26b) is equivalent to the condition that the power 
delivered to the load resistor must be less than or equal to the 
available power, for all values of W. From (8) and (26a), evaluated 
at o = 0, this condition requires that 
ai 2 4R,G,. (27) 
IV. GENERAL REMARKS 
From (2) and (4) it can be seen that when the highest power in 
Q(s) is even, the network of Fig. l(a) results. When the highest 
power of Q(s) is odd, the network of Fig. l(b) results. Also note 
that the low-pass filters drawn in Fig. 1 are capacitor input types. 
These networks may be transformed into equivalent inductor input 
filters. Also, by means of duality, equivalent transfer impedance 
forms may be derived. The synthesis of doubly terminated high-pass 
filters from a given specification follows in an analogous manner if the 
change of variable, X = l/s, is made. Also it should be noted that 
when R, = 0, (1) reduces to a form where G~n2~ and rnzb can be 
recognized by simply separating Q(s) into its even and odd parts. 
If F0 = 0, then l&n*, = Gznza, and expanding (2b) and (2~) into 
polynomials by means of Euler’s rule and equating the coefficients of 
the highest powers of s on both sides reveals that &Cz = G&M. 
Using this fact and expanding the continuant further leads to the 
general result that R,C, = G&-,+,. The resulting network may be 
described as being antimetrical. Similarly, the circuit of Fig. l(b) 
can be shown to be symmetrical if P,(s) = 0. 
IKu(id12 = /B(s)(j(-s)~s=iu’ 
From (14) it follows that 
If any one of the reactive elements in the foregoing networks is 
made dissipative, the effects upon the transfer function may be 
taken into account by replacing the series element impedance, 
Z, = sLP, by Z, = R, + sLr, or the shunt element admittance 
Yk = SCL by Yk = GI, + SCB. When the continuants are now ex- 
panded according to Euler’s rule, each L or C never appears to 
any power higher than the first, and a typical term in the expansion 
involving L, (or Ck), such as a,~ = KL, .sq = K(L,s).s+, is replaced 
by 
‘Km(‘w)i2 = 4R,Gz + &s)Ql(-s) aziw’ (23) 
Thus, a specification in the form of (22) enables RIG2 and 
Qi(s)Ql( -a) to be identified immediately. For the case of Butter- 
worth and Chebyshev low-pass filters either F,(s) or PO(s) is zero 
so that (23) becomes either 
K(R, + sL,)s’-’ = KR,i-1 + KL,s” 
= KR,sq-’ + a,s’ (28) 
where K is a factor which involves the other L’s and C’s in the 
network. Thus, the term aasq still exists as before but there is added 
a new term of degree Q - 1 with coefficient 
‘Ku(id’” = 1,4R,G, : 7:(J)11,si, or IUW) 1’ 
= [4R,Gz ‘_ F:(s)] snjw @4a, b) 
where use has been made of the fact that a4 = KL,, so that 
(aa,/aL,) = K. 
and F,(s) or P,(s) are available directly. 
It is also interesting to note that, 
The foregoing discussion holds for each term in the expanded 
polynomial expression for the transfer function. Thus, if the transfer 
function 
[F:(s) - F:(s)],=i, 2 0 for all w 2 0. (25) 
From (25) and (14) it follows that 
T(s) = 
1 
a,,sm + am-lsm-’ + . . . + a22 + a,s + a0 (30) 
[Q(s)Q(-s)]r+, 2 4R,G, for all (J 2 0, 
so that 
(2Ga) is realized in form of Fig. 1, the effects of adding a resistance R, 
in series with any series element L, changes T(s) to Td(s), where 
Td(s) is given by 
T&) = 
1 
a,,$ + a,,-, + 2 R, 
> 
sm-’ + . . . 
r 
+ (a, + !$ R,>s + (a0 + 2 I&)’ 7 I 
(31) 
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Obviously, some of the partial derivatives can be expected to be It can be shown further that for z-parameters, zero at the origin 
zero. A similar result can also be derived for the expression for the is shifted to s = -dL, the pole at the origin is shifted to s = -dc, 
input impedance or admittance of the network. and for y-parameters, zero at the origin is shifted to s = -do, the 
S. R. PARKER 
pole to s = -dL. This is the exact version for the semi-uniform 
Dept. of Elec. Engrg. 
dissipative case of the theorem due to Temes [4]. 
U. S. Naval Potgraduate School The Insertion-Loss Characteristic Function of A Lossy Filter 
Monterey, Calif, 
P. M. CHIRLIAN 
From the above discussion, it is clear that a characteristic function 
E. PESKIN 
must have the form (symmetrical case) 
Dept. of Elec. Engrg. 
Stevens Institute of Technology w2 fi (w2 - x:)2 
Hoboken, N. J. I+(w) I2 = K -n i=l t (3) 
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Note on Lossy Filter Synthesis 
The incidental losses in a reactive two-port filter tend to distort 
optimal behavior in such a way that maximum pass band attenuation 
increases and minimum stop band attenuation decreases: such a 
distortion is so extensive in the vicinity of band edges that the 
sharp cutoff requirement is no longer satisfied. 
Methods of compensation have been extensively treated by 
various authors [l]-[6]. The basic concept is the so-called predistor- 
tion, and in general, requires quite laborious computation. The 
purpose of this correspondence is to discuss the insertion-loss 
characteristic function of a lossy filter, and thus, possible reduction 
in calculation for some special cases. 
Restriction on Critical Frequencies Due to Dissipation 
For the semi-uniform dissipative case, let dL and d. be the in- 
ductive and capacitive dissipation factor, respectively, and de- 
fine [l] 
d, = +(dL + d,) and 6 = +(d, - dc). (1) 
If s2 + w: is a factor of reactive immitances, then the corresponding 
critical frequency of the dissipative reactive immitances is obtained 
by the transformation 
s2 -+ (s + dJ (s + d c) . 
Therefore, the factor becomes 
s2 + (d, + dc)s + dLdc + wt, 
which shows that every internal critical frequency lies on the line 
s = -do, (2) 
with imaginary parts (w: - @)l’z for all i. 
Manuscript received December 2, 1965. This work w&s supported by the Air 
Force 05ce of Scientific Resertrch under Grant 177-63, and wa8 a research proposal 
while the author was with the University of Illinois, Urbana, Ill. 
Fig. 1. Optimal frequency response. 
Theorem: A characteristic function is optimal [7] if it has the 
properties equiripple in pass band and equilocal-minimum in 
stop band. 
A word of caution: ripples in stop band may be less than that 
in pass band for moderate do (ripples diminish from those closer 
to wO) and even become a monotonically increasing function for 
larger do; in the latter case, the optimal criterion fails. However 
for the most practical cases, it has been observed that at least two 
local minima exist (one at wa). 
It is well known that equiripple in pass band is a necessary 
condition to be optimal [7], and the condition equilocal-minimum 
can be shown by an argument similar to that of Fujisawa [8]; 
therefore, detail has been omitted. 
The question immediately arises whether the optimal curve 
(Fig. 1) can be analytically formulated and solved as is the case 
of the lossless insertion-loss characteristic function [5], [9]. Un- 
fortunately, this is not the case, as is subsequently shown. Refer 
to Fig. 1; w0 and n are given, & is then determined. Using the 
well-known transformation [S], [lo] 
let 
(4) 
