To numerically study blood flow in an aneurysm, the development of an approach that tracks the moving tissue and accounts for its interaction with the fluid is required. This study presents a mathematical approach that expands fluid mechanics principles, taking into consideration the domain's motion. The initial fluid equations, derived in Euler form, are expanded to a mixed Euler-Lagrange formulation to study blood flow in the aneurysm during the cardiac cycle. Transport equations are transformed into a moving body-fitted reference frame using generalized curvilinear coordinates. The equations of motion consist of a coupled and nonlinear system of partial differential equations (PDEs). The PDEs are discretized using the finite volume method. Owing to strong coupling and nonlinear terms, a simultaneous solution approach is applied. The results show that velocity is substantially influenced by the pulsating wall. Intensification of polymorphic flow patterns is observed. Increments of Reynolds and Womersley numbers are evident as pulsatility increases. The pressure field reveals areas of a lateral pressure gradient at the aneurysm. As pulsatility increases, the diastolic flow vortex shifts towards the aortic wall, distal to the aneurysmal neck. Wall shear stress is amplified at the shoulders of the moving wall compared with that of the rigid one.
Introduction
The emergence of advanced biomedical technologies and the need for better treatment of pathologies have contributed to the development of a new research area in fluid mechanics, biofluid dynamics. A major achievement of biofluid dynamics is the prediction of haemodynamics, i.e. flow patterns and wall stresses of the human vascular system in the brain [1, 2] and in the body [3] . In addition, three-dimensional computational fluid dynamics (CFD) and fluid-structure interaction (FSI) simulations, in which the dynamic interaction between the vessel haemodynamics and wall deformation is modelled, were conducted by several research groups to simulate the biomechanical behaviour of arterial vessels [4] [5] [6] . We recently performed FSI numerical studies where patient-specific three-dimensional geometries were reconstructed from computed tomography (CT) scans of abdominal aortic aneurysms (AAAs) [7, 8] . Complex flow trajectories within the aortic lumen indicated a potential mechanism for thrombus growth and lipid deposition [3] . This advancement would not have been possible without the use of advanced imaging modalities and computer programs for surface rendering of the patient-specific structures [9] [10] [11] [12] .
A class of methods that describes the interaction of fluid and tissue in complex geometries has been developed. The immersed boundary method (IBM) was introduced by Peskin [13] to simulate cardiac mechanics and associated blood flow. In the computational scheme, the twophase FSI equations are solved on a fixed Eulerian grid. This methodology has been implemented for biomechanical applications by Sotiropoulos and co-workers [14] . Since the introduction of the IBM, numerous modifications have been proposed [15, 16] . Another advanced FSI approach is the coupled momentum method introduced by Figueroa et al. [17] . In this FSI methodology, blood flow in three-dimensional deformable models of arteries can be described. The method couples the equations for the deformation of the vessel wall with the fluid domain, considering a strong coupling of the degrees of freedom of the fluid and solid domains and a linear membrane model for the vessel wall. Quarteroni and co-workers [18] have introduced three-and one-dimensional mathematical models for flow problems in compliant vessels.
Shyy and co-workers [19] [20] [21] have developed a mathematical and numerical Euler-Lagrange framework using the finite volume method for flows in body-fitted geometries. In their studies, a consistent treatment of the continuity equation and the effects of the grid skewness on the calculated flow field have been investigated. They developed a consistent method that formally satisfies the conservation laws closely, allowing the mass residual to be driven to lower levels on highly irregular grids. They further extended their approach to interfacial transport phenomena or to moving structures using a pressure-based algorithm, originally proposed by Patankar and Spalding, to obtain the numerical solutions of many physical problems involving interface motion [22, 23] . In their latest article, Shyy et al. [24] highlight recent advances in insect-scale flapping wing aerodynamics, flexible wing structures, unsteady flight environment, sensing, stability and control.
It is important to develop a methodology applicable in computational domains with complex and deformable biological structures. In this study, the application of generalized curvilinear coordinates (GCCs) allows the mathematical modelling of such complex structures. The fluid transport equations of mass and momentum are transformed into a moving body-fitted reference frame. The developed Euler-Lagrange mathematical method distinguishes the interface between fluid flow and the arterial wall. This approach is applicable in many biomedical problems, because the exact position of the fluid-solid interface is of great importance.
Mathematical analysis (a) Dimensionless equations
We present the fundamental fluid conservation laws, continuity and momentum equations, describing the pulsatile blood flow in a moving reference frame. The governing equations are transformed to a moving body-fitted coordinate system using the concept of GCCs [25] . The continuity and momentum equations in Cartesian coordinates for two-dimensional, Newtonian fluid flow can be written in dimensional form as in (2. 
Continuity equation
x-momentum equation
y-momentum equation
whereũ andṽ are the components of the velocity vector,q = (ũ,ṽ),p is the pressure, ρ is the density and μ is the dynamic viscosity of the fluid. Introducing the dimensionless parameters, equation (2.4) , the system of equations (2.1)-(2.3) is transformed to a dimensionless form,
where u 0 is the characteristic inlet velocity and R is the inlet length of the aneurysmal geometry. In this dimensionless form, the continuity equation does not change, whereas in the momentum equations the Reynolds number is introduced. where u, v are the dimensionless components of the fluid velocity; p is the dimensionless fluid pressure; and Re is the Reynolds number, defined as Re = u 0 R/ν, where ν is the kinematic viscosity of the fluid, R is the inlet length of the geometry under consideration and u 0 is a characteristic flow velocity, the maximum inlet velocity of the parabolic flow. Applying the GCC transformation, the system of equations under consideration is written in a body-fitted approach. This is possible due to the fact that a local transformation from one domain, e.g. the physical domain, to a normalized one, e.g. the transformed domain, can be obtained, as depicted in figure 1 . The function of the transformation has to be a one-to-one, thus ensuring the existence of the inverse. In this approach, the metrics of the transformation, x ξ , x η , y ξ , y η , can be computed locally, on each finite volume. The determinant of the inverse Jacobian of the transformation for each volume is given by the expression J = x ξ y η − x η y ξ . First-order derivatives with respect to x and y for a transport quantity φ, e. Using equation (2.8) , and because the fluid is incompressible, ρ = constant, the equations (2.5)-(2.7) can be written in curvilinear coordinates, ξ = ξ (x, y), η = η(x, y), and in dimensionless form as in the following equations (2.9)-(2.11) [26] :
Continuity equation, dimensionless
Based on the Euler-Lagrange approach, the dimensionless forms of the continuity and momentum equations in Cartesian coordinates, equations (2.5)-(2.7), are transformed in a bodyfitted approach [19, 21] . In equations (2.9)-(2.11), U and V are the transformed, contravariant, velocity components defined in equation (2.12), which take into consideration the arbitrary motion of the domain; J is the determinant of the inverse Jacobian of the transformation from the physical moving domain to the normalized domain, 12) where u, v are the fluid velocities and the arbitrary grid motion velocities,ẋ,ẏ, are given by a firstorder backward difference scheme described in the next section [23] . Using the Euler-Lagrange approach, we introduce an interface-tracking method for moving objects or phase boundaries by expressing the motion of the interfaces and the computational domain. The quantities q 1 , q 2 , q 3 , entering in equations (2.9)-(2.11), are defined as in equation (2.13),
where x ξ , x η , y ξ and y η are the metrics of the transformation that can be computed locally on each cell volume using finite differences ( figure 1 x,ẏ [23] . The Womersley number (Wo), a dimensionless expression of the pulsatile flow frequency in relation to the viscous effect, is given by Wo = R √ ω/ν, where ω is the angular frequency of the pulsations.
(b) Boundary and initial conditions
The introduction of the system of equations that describes blood flow in an aneurysmal geometry in combination with a moving wall requires a number of specialized boundary conditions. We impose a time-dependent condition for the inlet velocity that describes the pulsatile blood flow in the aneurysmal vessel during the cardiac cycle, composed of the systolic and diastolic phases. At the outflow, we assume that fully developed flow is achieved, meaning that the velocity of the fluid has obtained a parabolic profile and that the pressure is known at the outlet. At the centre of the fluid domain, we assume the symmetry boundary condition, and at the wall we impose a kinematic boundary condition (figure 2). The dimensionless boundary conditions of the problem under consideration, equations (2.9)-(2.11), are as follows:
-at the moving wall: u =ẋ, υ =ẏ, kinematic boundary condition; -at the symmetry: ∂u/∂y = 0, υ = 0, for t ≥ 0; -at the outlet: p = pressure waveform(t), ∂u/∂x = 0, ∂υ/∂x = 0, fully developed flow assumption.
Velocity and pressure waveforms are extracted from the literature [27] and are fitted with Fourier series [2] . Figure 3b shows the dynamic velocity inlet and pressure outlet waveforms used as boundary conditions in the numerical solutions. Recent studies have quantified the pulsatile motion of the aortic wall with the use of advanced imaging modalities, such as intravascular ultrasonography, magnetic resonance angiography and computed tomographic angiography [28, 29] . The prescribed aortic motion applied in this study corresponds to low pulsatility of the aortic wall.
(c) Geometric conservation law
An inconsistent numerical implementation of the continuity and momentum equations will lead to the generation of artificial mass or momentum sources in the flow calculation. To avoid these effects, Thompson and co-workers [25] suggested the following equation relating the time rate of change of the Jacobian to the Cartesian components of the grid velocity to update the Jacobian at the implicit time level
Integrating equation (2.14) using a first-order fully implicit scheme over the same control volume used for mass conservation leads to equation (2.15), which is the finite-volume, discrete form of the previous equation. We adopt this discrete form of the geometric conservation law (GCL) for the updating formula of the Jacobian, guaranteeing the basic requirement of geometric conservation [23] ,
where the subscripts e, w, n and s refer to the four faces of each finite volume. In this study, the computational mesh of the fluid domain deforms during the solution process, and this deformation becomes substantial as the wall pulsatility increases. We used a low-order scheme for the GCL, as introduced in equation (2.15), leading, though, to conservative results in respect to grid deformations [23] . Implementation of high-order GCL schemes was introduced by Mavriplis and co-workers [30, 31] .
Numerical solution
For the numerical solution of the system of equations (2.9)-(2.11) subject to the boundary conditions, a numerical Euler-Lagrange technique is developed. In this technique, the finite volume method on a staggered grid was used for discretizing the nonlinear set of equations.
For the numerical solution of the problem, we use a direct numerical approach, and a numerical program is developed in Matlab (MathWorks, Natick, MA). The system of equations is written in dimensionless form to simplify the numerical calculations needed for the solution.
(a) Finite volume discretization method When using the finite volume method, it would be natural to apply the collocated approach; that is, to place all state variables on the grid points. However, the staggered arrangement seems to work more effectively than the collocated arrangement, especially in convective-dominated flows [32, 33] . Instead of placing all variables in one grid, different variables are placed on different grids, which are shifted half a grid point. The proposed finite volume method has second-order accuracy for the spatial derivatives in the fluid domain and first-order accuracy for the time derivative, leading to an implicit scheme, unconditionally stable [34] . The upwind scheme is further introduced to the discretized equations to overcome problems concerning high convection terms in the momentum. With this formulation, the convective terms obtain first-order accuracy and their influence is minimized, whereas the diffusion terms remain unchanged (second-order accuracy) as the velocity increases in the flow field. Additionally, higher-order upwind schemes or the power law scheme can be used [32, 34] . The discretized form of equations (3.1)-(3.3) with the finite volume approach is shown below for the continuity and momentum equations:
where the subscript 0 refers to the previous time level, and the subscripts e, w, n, s refer to the four faces of each finite volume. The Cartesian components of the mesh velocity vector, (ẋ,ẏ), are approximated by a first-order backward difference scheme, e.g.ẋ = (x − x 0 )/ t,ẏ = (y − y 0 )/ t, where x 0 and y 0 are the previous time-step grid positions, x and y are the current time-step grid positions and t is the time step [23] .
(b) Grid independence and Courant-Friedrichs-Lewy criterion
Mesh convergence is optimized so that the results are not dependent on grid size. Specifically, we calculate the root mean square (RMS) error of the velocity magnitude in the dilation region at peak systole for four different grid realizations. The RMS error is defined as in the following equation (3.4):
whereq i and q i are the velocity magnitudes at the same location in the dilation region of different grid realizations, and n is the total number of grid elements in the same region. We show that, as grid size increases, the RMS error decreases (table 1). All further simulations are performed with a grid size of 40 × 40 finite volume elements. Figure 3a shows a grid configuration in the aneurysmal geometry. In the enlarged area, the initial (solid line) and the deformed (dashed line) grids are also shown. The simulations are performed for four cardiac cycles on a Dell TM Precision TM T7500 workstation with two Intel Xeon processors (E5645, 2.40 GHz, 12 MB Cache, 5.86 GT s −1 ; Intel QPI). We present the results of the fourth cardiac cycle, thus avoiding any dynamic disturbances of the numerical solution during the initial cycles. Implicit schemes are not unconditionally stable for the Euler-Lagrange Navier-Stokes equations, because the nonlinearities in the equations often limit stability. However, they allow a much larger Courant-Friedrichs-Lewy (CFL) condition than explicit schemes [34] given in equation (3.5) of this study. The CFL condition applies, generally, to explicit schemes for hyperbolic PDEs; it is also a good stability criterion for parabolic PDEs, such as the problem under consideration. The specific value of the maximum CFL number is problem specific. Table 2 shows the CFL number for three grid realizations, different time steps and two pulsatile motions of the wall (low and high wall pulsatility) at peak systole. The developed implicit numerical scheme provides stable and converged numerical solutions for almost all studied cases.
where n = 2, u i are the maximum values of the velocity components at peak systole, t is the time step and x i are the spatial step sizes. The spatial step sizes are defined as 
(c) Direct solution approach
Many problems in fluid dynamics require the solution of a coupled system in which the dominant variable of each equation also appears in the other equations, e.g. momentum and continuity. In the simultaneous approach, all equations are considered part of a single system, and the discretized equations have a block-banded structure [32] . Solving a multi-dimensional problem on a fine grid with governing equations that are nonlinear, using a direct solution of these equations, could be time-consuming. In addition, the computational effort for the calculation of Jacobians is expensive. However, when the governing equations are nonlinear and tightly coupled, the direct solution approach would be the best solution strategy.
In this study, a direct solution approach is implemented to solve the nonlinear algebraic system of equations. This approach is different from other developed iterative methodologies. For solving the Euler-Lagrange fluid flow equations, nonlinear solvers, such as Newton-like methods, can be used. Newton-like methods are faster with a good initial guess but may suffer from local minima. To solve the nonlinear discretized algebraic system of equations, the Levenberg-Marquardt algorithm (LMA) is used [26, 35] . The LMA interpolates between the Gauss-Newton algorithm and the method of gradient descent. The LMA tends to be slightly slower than the Gauss-Newton method, but it is a more robust algorithm than the classical Gauss-Newton method.
Other approaches have been developed to numerically solve the system of equations under consideration. Shyy and co-workers [23] have implemented an iterative methodology based on the SIMPLE algorithm [36] . In this approach, the unknown variables, such as velocity and pressure, are evaluated at the control volume faces using an iterative scheme, the pressure correction algorithm, to update the unknowns [21, 23] . The iterative solution approach seems to have an advantage compared with the straightforward adoption of the direct sparse matrix methodology used in this study. However, the coupling between the equations should be taken into consideration for achieving faster convergence of the solution [37] .
Results and discussion
In this study, we present the results on a two-dimensional Euler-Lagrange mathematical approach of a viscous fluid flow, such as blood flow, coupled with the prescribed motion of the pulsating arterial wall tissue. The main quantities that we present are the velocity and the pressure of the fluid. Additionally, we study the recirculation zones during early and late diastole. We also present the wall shear stress (WSS) of the fluid on the moving wall during the cardiac cycle.
(a) Blood flow in an aneurysmal geometry: the Euler-Lagrange approach Figure 4a displays the velocity field and figure 4b shows the pressure field of the viscous fluid at four different time points during the cardiac cycle. The inflow velocity is considered parabolic and pulsatile, as depicted in figures 2 and 3. Owing to viscous forces, pulsatile boundary conditions and a large Womersley number (Wo ≥ 7.9, table 2), the velocity changes drastically downstream from the aneurysmal structure, obtaining a plug-like profile, as described in [38] . The velocity field is substantially influenced by the pulsating aortic wall tissue. Intensification of polymorphic flow patterns is observed in comparison with the static wall simulations. As the cardiac cycle progresses, the flow field develops during diastole into a large recirculation zone. At early diastole, a vortex is observed near the neck of the aneurysmal geometry, influencing the inlet jet of blood entering the aneurysm. This vortex above the line of symmetry is retained throughout the diastolic period but loses energy towards early systole, with the forward flow restored. This behaviour is consistent with three-dimensional FSI simulations performed in our previous studies [7] . Increments of Reynolds and Womersley numbers are evident as the arterial wall pulsatility becomes more intense, as also shown in table 2 for different wall pulsatilities. These phenomena, along with the formation of the aneurysm, might influence cardiovascular risk in patients with AAAs [3, 8] . The pressure distribution generated by the dynamic blood flow patterns during the cardiac cycle within the AAA lumen is yet another significant mechanism for increasing the wall stresses and exacerbating rupture risk. The results indicate the highest dimensionless pressure, p, and the highest pressure drop, p, during systole. The pressure drop, p, is defined as the pressure difference between the inlet and the outlet pressure. At systole it remains high, at approx. 4.5, and drops to less than 1.5 for the diastolic phase. The pressure field reveals areas of lateral pressure gradient at the aneurysmal area, especially during the diastolic phase, indicating substantial disturbance in the flow field.
Recirculation zones during the diastolic phase are evident in the low and high aortic wall pulsatilities of this study. These recirculation zones during the diastolic phase are developed, occupying the greater portion of the dilated body of the aneurysm, and show haemodynamic alterations in the bulge area of the aneurysm. As pulsatility increases, the centre of the vortex formation shifts towards the aortic wall, distal to the neck of the aneurysm (figure 5). Recent studies report that the pulsatile motion of the aortic wall could be 12.7% of the mean area change of the aorta [29] or higher [28] , highlighting the importance of wall pulsatility in the pathological aorta.
Next, we present the WSS along the dilated portion of the aneurysmal geometry. The WSS is defined, using the dimensionless quantities, by the equation τ wall = (μR/u 0 )(∂u/∂y + ∂v/∂x), where μ is the blood dynamic viscosity. This approach offers a higher degree of accuracy than other approaches that take into consideration only the u-velocity gradient. For discretizing the velocity gradients, we use first-order finite differences. Figure 6 displays the WSS of the fluid on the moving wall with low and high pulsatility and on a rigid wall at systole, t = 36%T, and diastole, t = 72%T, where T is the period of the cardiac cycle. The results show that, at systole, the peak WSS on the pulsating wall is higher at the shoulders of the aneurysm than the peak WSS at the rigid wall. In addition, the maximum WSS value is located at the distal end of the aneurysm for all cases studied, in agreement with previous results [39] .
WSS values vary along the aortic wall and, overall, pulsatility increases WSS compared with the rigid case at systole, with the greatest effect (50.4%) observed at the distal shoulder ( figure 6 ). At systole, the difference in WSS values between the high-and the low-pulsatility conditions is Figure 6 . WSS of the fluid on the aortic wall at systole, t = 36%T, and diastole, t = 72%T, for a rigid wall and low and high pulsatility of the aortic wall, where T is the period of the cardiac cycle.
not constant along the wall but presents an alternating pattern. On the other hand, at diastole, pulsatility decreases the absolute values of the WSS, compared with the rigid case, particularly in the high-pulsatility condition. The dynamic WSS profiles of this study are in agreement with experimental and rigid wall computational results of previous studies [39, 40] . Flow reversal, owing to recirculation zones during diastole, and motion of the aortic wall substantially changes the WSS at the wall vicinity. Abnormally high or low WSS, especially patterns of high followed by low WSS, is a known causative factor of vasoconstriction, coagulation, platelet aggregation and deposition, and is likely to promote thrombus formation [7] .
In the presented Euler-Lagrange methodology, structured grids are used for the computational part. The development of such FSI approaches is an important step for the mathematical description of pathophysiological conditions of the human cardiovascular system. The AAA and other biomedical problems [1, 41] clearly show the need for the development of such FSI approaches. These approaches could provide vital information on the condition of a patient and guide doctors for crucial medical decisions [3] .
In previous studies, we have performed advanced FSI simulations of patient-based geometries, modelling the dynamic interaction between the aneurysmal vessel haemodynamics and wall deformation with the help of a commercial software program (ADINA; ADINA R&D Inc., Watertown, MA) [3, 7, 8, 42] . These FSI numerical studies used patient-specific and three-dimensional geometries reconstructed from CT scans in aortic aneurysms of differing configurations, both with and without thrombus, and predicted possible rupture locations on the aneurysmal wall surface [3] . The Euler-Lagrange approach is used for the description of the fluid equations [8] . The haemodynamic results of the current study are in agreement with our previous FSI studies, consistently predicting velocity and pressure distributions, as well as blood recirculation zones, during the diastolic phase [7, 42] . The WSS distributions obtained in this study are in qualitative agreement with previous experimental and rigid wall computational studies [39, 40] .
(b) Limitations and future work
The developed approach includes specific limitations that need to be considered in future work. In this study, we assume that blood behaves as a Newtonian fluid. Indeed, blood has an almost Newtonian behaviour when it flows in large arteries, although it is non-Newtonian in small arteries [43] . The motion of the arterial wall was prescribed based on literature data. In future steps, a coupled scheme will be developed that will address the hyperelastic and incompressible nature of the aortic wall material. Additionally, a higher-order numerical scheme for time discretization will be used, e.g. a Runge-Kutta method or the Crank-Nicolson scheme.
Another problem could arise from the outflow boundary condition. This condition could lead to the creation of reflecting pressure waves, not observed in this study possibly due to a low Reynolds number, Re < 1000. A future approach would be to couple the solution at the outflow with lumped parameters or one-dimensional models of the downstream domain, leading to a more realistic outcome [8, 18, 44] . Coupling of one-dimensional upstream and downstream models with more advanced two-or three-dimensional models is a very important step for predicting the actual pathophysiological flow coming from the heart and flowing to the periphery. The size of such models could be extremely large owing to the abundance of small arterioles and capillaries in the human body. Such a task is demanding, requiring large computational resources. A reduced dimensionality FSI model could overcome such issues as a first step towards more advanced three-dimensional FSI models.
The development of a three-dimensional dynamic finite volume solver that could address the FSI applications in the biomedical field is a next step. Currently, very few available programs can address these important FSI problems. It is imperative to develop methodologies that could address biomedical problems such as the haemodynamic interaction with the aortic wall.
Conclusion
In this study, a two-dimensional Euler-Lagrange mathematical model was presented. The fluid equations are expanded to a mixed Euler-Lagrange formulation to study blood flow in an aneurysmal geometry during the cardiac cycle. The fluid transport equations of mass and momentum are transformed into a moving body-fitted reference frame using GCC transformations. The system of PDEs is discretized using the finite volume method with structured grids. Owing to strong coupling and inclusion of nonlinear terms in the PDEs, a simultaneous solution approach is applied.
The developed model can predict the dynamic velocity and pressure field of the fluid in a pulsating aneurysmal structure. The velocity field is substantially influenced by the pulsating wall, and intensification of polymorphic flow patterns is observed. The pressure field reveals areas of lateral pressure gradient at the aneurysmal area. The WSS on the moving wall provides information for the shearing forces acting on the pulsating arterial wall in comparison with rigid wall simulations. In different pulsatilities of the aortic wall, recirculation zones during early and late diastole show haemodynamic alterations in the bulge area of the aneurysm. The centre of the vortex formation shifts towards the aortic wall, distal to the neck of the aneurysm, as pulsatility increases. Moreover, the increments of Reynolds and Womersley numbers are evident as pulsatility is increased. These phenomena, along with the formation of the aneurysm, might influence cardiovascular risk in patients with AAAs. The findings highlight the importance of such FSI biomedical modelling approaches.
Data accessibility. The velocity field data for three studied cases: (i) rigid wall, (ii) low pulsatility, and (iii) high pulsatility are available as the electronic supplementary material.
