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Abstract. We provide a general result for finding Stein operators for
the product of two independent random variables whose Stein opera-
tors satisfy a certain assumption, extending a recent result of Gaunt,
Mijoule and Swan [13]. This framework applies to non-centered nor-
mal and non-centered gamma random variables, as well as a general
sub-family of the variance-gamma distributions. Curiously, there is an
increase in complexity in the Stein operators for products of indepen-
dent normals as one moves, for example, from centered to non-centered
normals. As applications, we give a simple derivation of the characteris-
tic function of the product of independent normals, and provide insight
into why the probability density function of this distribution is much
more complicated in the non-centered case than the centered case.
1 Introduction
In 1972, Charles Stein [25] introduced a powerful technique for deriving ex-
plicit bounds in normal approximations. Shortly after, in 1975, Louis Chen
[5] adapted the method to the Poisson distribution, and since then Stein’s
method has been extended to a wide variety of distributional approxima-
tions. For a given target distribution p, the first step in the general procedure
is to find a suitable operator A acting on a class of functions F such that
IE[Af(X)] = 0 for all f ∈ F , where the random variable X has distribution
p. The operator A is called the Stein operator, and for continuous distribu-
tions is typically a differential operator; for the N(µ, σ2) distribution, the
classical operator is Af(x) = σ2f ′(x)− (x− µ)f(x). This leads to the Stein
equation
Afh(x) = h(x)− IEh(X), (1.1)
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where h is a real-valued function. If A is well chosen then, for a given h,
the Stein equation (1.1) can be solved for fh, and the problem of estimating
the proximity of the distribution of a random variable W of interest to the
distribution of the target random variable X, as measured by |IEh(W ) −
IEh(X)|, reduces to one of bounding |IE[Afh(W )]|. For a detailed account of
the method we refer the reader to the monograph Stein [26].
In addition to the normal and Poisson distributions, Stein’s method has
been adapted to many classical distributions, such as the exponential (Chat-
terjee, Fulman and Ro¨llin [4]), gamma (Luk [18]) and Laplace (Pike and Ren
[22]), as well as quite general families of distributions, such as the Pearson
family (Schoutens [24]), variance-gamma distributions (Gaunt [8]) and a
wide class of distributions satisfying a certain diffusive assumption (Do¨bler
[7], Kusuoka and Tudor [15]); for an overview see Ley, Reinert and Swan
[16]. As such, over the years, a number of techniques have been developed
for finding Stein operators for a variety of distributions. These include the
density method (Stein [26], Ley, Reinert and Swan [16], Ley and Swan [17],
Mijoule, Reinert and Swan [19]), the generator method (Barbour [3], Go¨tze
[14]), the differential equation duality approach (Gaunt [10], Ley, Reinert
and Swan [16]), and probability generating function and characteristic func-
tion based approaches of Upadhye, Cˇekanavicˇius and Vellaisamy [27] and
Arras et al. [2]. The corpus of literature concerning Stein operators and
their applications is now vast, and it continues growing at a steady pace.
Stein operators provide handles on target distributions which are in some
sense just as important and natural characteristics of a probability distri-
bution as its moments, its moment generating function, its p.d.f., c.d.f. or
even its characteristic function. Finding tractable Stein operators is thus,
naturally, an important question.
In this paper we pursue the work begun in Gaunt [9] and Gaunt [11] con-
cerning the following question : “given two independent random variables
X and Y with Stein operators AX and AY , can one find a Stein opera-
tor for Z = XY ?” More specifically, the present paper is a complement
(sequel) to our paper Gaunt, Mijoule and Swan [13] where we developed
an algebraic technique for finding Stein operators for products of indepen-
dent random variables with polynomial Stein operators satisfying a technical
condition. Let M(f) = (x 7→ xf(x)), D(f) = (x 7→ f ′(x)) and I be the
identity operator. We say that the absolutely continuous variates X and Y
have polynomial Stein operators if they allow Stein operators of the form
A =
∑
i,j aijM
iDj for aij some real numbers. The highest value of j such
that aij 6= 0 is called the order of the operator. In Gaunt, Mijoule and Swan
[13] we provided a method for deriving operators under the technical as-
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sumption that # {j − i | aij 6= 0} ≤ 2 (see Assumption 3 and Lemma 2.6 of
Gaunt, Mijoule and Swan [13] for more details on this condition). For such
random variables, Proposition 2.12 of Gaunt, Mijoule and Swan [13] gives a
polynomial Stein operator for the product XY . A number of classical ran-
dom variables have Stein operators which satisfy this assumption, such as
the N(0, σ2) distribution with Stein operator σ2D−M , with others includ-
ing the gamma, beta, and even some more exotic distributions such as the
zero-mean symmetric variance-gamma distribution and PRR distribution of
Pe¨koz, Ro¨llin and Ross [21]. However, some very natural densities do not
satisfy the assumption. In fact, even the non-centered normal distribution
does not satisfy this assumption, as its Stein operator σ2D + µI −M in-
stead satisfies # {j − i | aij 6= 0} = 3. In Proposition 2.1, we shall address
the natural problem of extending the result of Gaunt, Mijoule and Swan
[13] to treat the product of two independent random variables satisfying
this new assumption. Here we have only added one level of complexity in
the operator; nevertheless, as we will see later on, it is sufficient to include
the classical cases of non-centered normal and non-centered gamma, and a
more general sub-family of the variance-gamma distributions. Also, as noted
in Remark 2.3, the proof technique is novel and seems to be a useful addition
to the toolkit for finding Stein operators.
The Stein operators for the products of independent normal random vari-
ables are particularly theoretically interesting, and we devote Section 3 to
exploring some of their properties. For the case of two independent centered
normals a second order Stein operator was obtained by Gaunt [9], whereas,
rather curiously, we find a third order operator for the product of two i.i.d.
normals, and a fourth order operator for the product of two independent
general normals; see Table 1. It is an important and natural question to ask
whether our operators have minimal order amongst all Stein operators with
polynomial coefficients. We believe this is the case but are unable to prove
it. However, in Section 3.1, we are able to provide a brute force approach for
verifying this assertion for polynomial coefficients up to a particular order.
This brute force approach is very general and in principle can be applied
to any polynomial Stein operators. In Section 3.2, we prove that our Stein
operators for products of independent normals characterise the distribution.
We do this by appealing to a more general result, Proposition 3.2, which
treats distributions that are determined by their moments.
For the Stein operator of Gaunt [9] for the product of two independent
standard normal random variables, it was possible to solve the corresponding
Stein equation and bound the derivatives of the solution. As a result, Gaunt
[9] was able to derive explicit bounds for product normal approximations.
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Table 1 Stein operators for products of normal random variables.
Product P Stein operator AP f(x) (here we set σ := σXσY )
N(0, σ2X)×N(0, σ
2
Y ) σ
2(xf ′′(x) + xf(x))− xf(x)
N(µ, σ2X)×N(µ, σ
2
Y ) σ
3xf (3)(x) + σ2(σ − x)f ′′(x)− σ(x+ (σ + µ2))f ′(x)
+(x− µ2)f(x)
N(µX , σ
2
X)×N(µY , σ
2
Y ) σ
4
Xσ
4
Y xf
(4)(x) + σ4Xσ
4
Y f
(3)(x)− σ2Xσ
2
Y (2x+ µXµY )f
′′(x)
−(σ2Xσ
2
Y + µ
2
Xσ
2
Y + µ
2
Y σ
2
X)f
′(x) + (x− µXµY )f(x)
However, it seems to be beyond the scope of existing techniques in the Stein’s
method literature to solve and then bound the derivatives of the solution to
our more complicated third and fourth order Stein equations for products
of non-centered normals. It should be noted, though, that there is still great
utility to Stein equations even when it is not possible to obtain bounds for
the solution. For example, as has been demonstrated in several papers such
as Nourdin, Peccati and Swan [20], Arras et al. [1] and Arras et al. [2], Stein
operators can be used for comparison of probability distributions directly
without solving Stein equations. We also stress that Stein operators are also
of use in applications beyond proving approximation theorems; for example,
in obtaining distributional properties (Gaunt [9], Gaunt [11], Gaunt, Mijoule
and Swan [13]). Indeed, in Section 3.3, we use our Stein operators to obtain a
simple derivation of the characteristic function of two independent normals,
and also provide valuable insight into why there is a dramatic increase in
complexity in the probability density function from the centered to non-
centered case.
2 New Stein operators for product distributions
2.1 A general result
Throughout this paper, we shall make the following assumptions, which were
also made in Gaunt, Mijoule and Swan [13]; we refer the reader to that paper
for some remarks on these assumptions.
Assumption 1). X admits a smooth density p with respect to the Lebesgue
measure on IR; this density is defined and non-vanishing on some (possibly
unbounded) interval J ⊆ IR. 2). X admits an operator A acting on F which
contains the set of smooth functions with compact support C∞0 (IR).
Let P be a real polynomial. Then it is easily proved (by checking it when
P is a monomial, then by linearity) that
P (MD)M =MP (MD + I), and DP (MD) = P (MD + I)D (2.1)
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(recall the notations M(f) = (x 7→ xf(x)), D(f) = (x 7→ f ′(x)) and I
the identity operator from the introduction). Now, for a ∈ IR \ {0}, let
τa(f) = (x 7→ f(ax)). Simple computations show that (see Gaunt, Mijoule
and Swan [13, Lemma 2.5]) τaM = aMτa and Dτa = aτaD. This implies
that for any real polynomial P ,
τaP (MD) = P (MD)τa.
Proposition 2.1. Let X and Y be i.i.d. with common Stein operator of the
form
A =M −Q(MD)− P (MD)D
for P,Q two real polynomials. Then, a Stein operator for Z = XY is
AZ = R1(MD)D
2 +R2(MD)D +R3(MD) +MR4(MD), (2.2)
where, for U =MD,
R1(U) = (P (U))
2P (U + I)(U + I)Q(U + 2I),
R2(U) = −(P (U))2Q(U)(U + I)−Q(U + I)P (U)Q2(U),
R3(U) = −UQ(U)P (U − I)−Q(U − I)(Q(U))2,
R4(U) = Q(U − I).
Proof. Let Z = XY and f ∈ F . Denote U =MD. We have
IE[Xf(Z)] = IE[MτY f(X)]
= IE[Q(U)τY f(X) + P (U)DτY f(X)]
= IE[τYQ(U)f(X) + Y τY P (U)Df(X)]
IE[Xf(Z)] = IE[Q(U)f(Z) + Y P (U)Df(Z)]. (2.3)
Similarly,
IE[Y f(Z)] = IE[Q(U)f(Z) +XP (U)Df(Z)]. (2.4)
Replace f with P (U)Df in (2.4) and add up to (2.3) to get
IE[X(I − P (U)DP (U)D)f(Z)] = IE[(Q(U) +Q(U)P (U)D)f(Z)],
which is also, using (2.1),
IE[X(I − P (U + I)P (U)D2)f(Z)] = IE[(Q(U) +Q(U)P (U)D)f(Z)]. (2.5)
Now using (2.4) and conditioning, we can compute
IE[Zf(Z)] = IE[XIE[Y f(Z) |X]] = IE [XQ(U)f(Z) +X2P (U)Df(Z)] .
(2.6)
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We also have
IE[X2f(Z)] = IE[M2τY f(X)]
= IE[Q(U)MτY f(X) + P (U)DMτY f(X)]
= IE[MτYQ(U + I)f(X) + τY P (U)(U + I)f(X)]
IE[X2f(Z)] = IE[XQ(U + I)f(Z) + P (U)(U + I)f(Z)].
Thus we obtain by (2.6)
IE[(M−P (U)P (U)(U+I)D)f(Z)] = IE[X (Q(U) +Q(U + I)P (U)D) f(Z)].
(2.7)
Apply (2.7) to P (U)Df and add up to (2.5) applied to Q(U − I)f to obtain
IE[X(Q(U)P (U)D +Q(U − I))f(Z)]
= IE[(UP (U − I)− (P (U))2P (U + I)(U + I)D2
+ (Q(U) +Q(U)P (U)D)Q(U − I))f(Z)].
Apply the preceding equation to Q(U)f and subtract to (2.7) applied to
Q(U − I)f to get the result.
The case that P and Q are polynomials of degree one is important, as it
is applicable to non-centered normal and non-centered gamma random vari-
ables, as well as a general sub-family of the variance-gamma distributions.
To this end, let us define the operator Tr := MD + rI. We note that the
limit of Tr as r → ∞ is ill-defined, but we do have limr→∞ r−1Tr = I (see
Gaunt, Mijoule and Swan [13, Remark 2.3]).
Corollary 2.2. Let α, β ∈ IR and a, b ∈ IR ∪ {∞} (if either a or b are set
to +∞, then we proceed as described above). Let X,Y be i.i.d. with common
Stein operator
A =M − αTa − βTbD.
Then, a Stein operator for Z = XY is
AZ = (M −α2T 2a −β2T 2b T1D)(Ta−1−βTbTa+1D)−2α2βT 2aTbTa+1D. (2.8)
Proof. Set Q(U) = α(U + a) and P (U) = β(U + b) in (2.2). A calculation
then verifies that (2.8) and (2.2) are equivalent operators in this case (up to
a factor α).
Remark 2.3. The proof of Proposition 2.1 involves applying certain equa-
tions to test functions of the form Lf , where L is a linear differential op-
erator. This allowed us to cancel terms to obtain (2.2). We consider this
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technique to be a useful addition to the toolkit for finding Stein operators.
Indeed, this approach was recently used by Gaunt [12] to find Stein opera-
tors for the H3(Z) and H4(Z), where Hn is the n-th Hermite polynomial and
Z ∼ N(0, 1). In Section 2.2.4, we also use the technique to derive a Stein
operator for the product of independent non-centered normals with different
means.
Remark 2.4. We attempted to generalise Proposition 2.1 so that X and Y
are no longer identically distributed, for which X and Y have Stein operators
of the form AX =M −QX(MD)−PX(MD)D and AY =M −QY (MD)−
PY (MD)D. We were only able to find a Stein operator for the product
XY under the very restrictive condition that PY (U)QX(U)QX(U + I) =
PX(U)QY (U)QY (U + I). This Stein operator had the unusual feature of not
being symmetric in X and Y . In certain simple cases, we can, however,
apply the proof technique of Proposition 2.1 to derive a Stein operator for
the product of two non-identically distributed random variables; see Section
2.2.4.
Remark 2.5. Note that, whilst the Stein operator for X and Y in Propo-
sition 2.1 satisfies the condition # {j − i | aij 6= 0} = 3, the Stein operator
(2.2) for their product satisfies # {j − i | aij 6= 0} = 4. Thus, it is not possi-
ble to iterate Proposition 2.1 to find a Stein operator for product of three i.i.d.
random variables. This is in contrast to the work of Gaunt, Mijoule and Swan
[13] which was carried out under the assumption # {j − i | aij 6= 0} = 2.
2.2 Examples
2.2.1 Product of non-centered normals Assume X and Y are independent
standard normal random variables. A Stein operator for X+µ (or Y +µ) is
A = D−M +µI. Applying Corollary 2.2 with α = µ, β = 1 and a = b =∞
gives the following Stein operator for Z = (X + µ)(Y + µ):
AZ = (M − µ2I − T1D)(I −D)− 2µ2D
=MD3 + (I −M)D2 − (M + (1 + µ2)I)D +M − µ2I. (2.9)
(Here, and for the rest of this paper, we consider the unit variance case; the
extension to general case follows from a straightforward rescaling and the
resulting Stein operator for the product is given in Table 1.) Note that when
µ = 0 the operator becomes
AZf(x) =M(D
3 −D2 −D + I)f(x) + (D2 −D)f(x)
= x(f (3)(x)− f ′′(x)) + (f ′′(x)− f ′(x)) + x(f ′(x)− f(x)).
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Taking g(x) = f ′(x)−f(x) then yields AZf(x) = A˜Zg(x) = xg′′(x)+g′(x)−
xg(x), which we recognise as the product normal Stein operator that was
obtained by Gaunt [9].
2.2.2 Product of non-centered gammas Assume X and Y are distributed
as a Γ(r, 1), with p.d.f. p(x) = 1Γ(r)x
r−1e−x, x > 0, and let µ ∈ IR. A Stein
operator for X +µ (or Y +µ) is A = Tr+µ−µD−M. Corollary 2.2 applied
with α = 1, β = −µ, a = r + µ, b = ∞ yields the following fourth-order
Stein operator for Z = (X + µ)(Y + µ):
AZ = (M − T 2r+µ − µ2T1D)(Tr+µ−1 + µTr+µ+1D) + 2µT 2r+µTr+µ+1D.
Note also that when µ = 0, this operator reduces to (M −T 2r )Tr−1, which is
the product gamma Stein operator of Gaunt [11] applied to Tr−1f instead
of f .
2.2.3 Product of variance-gamma random variables The variance-gamma
distribution with parameters r > 0, θ ∈ IR, σ > 0, µ ∈ IR has p.d.f.
f(x) =
1
σ
√
piΓ( r2 )
e
θ
σ2
(x−µ)
( |x− µ|
2
√
θ2 + σ2
) r−1
2
K r−1
2
(√
θ2 + σ2
σ2
|x− µ|
)
,
(2.10)
x ∈ IR, where Kν(x) =
∫∞
0 e
−x cosh(t) cosh(νt) dt, x > 0, is the modified
Bessel function of the second kind. If a random variable W has density
(2.10) then we write W ∼ VG(r, θ, σ, µ). A VG(r, θ, σ, 0) Stein operator is
given by σ2TrD + 2θTr/2 −M (see Gaunt [8]). Applying Corollary 2.2 with
α = 2θ, β = σ2, a = r/2, b = r, we get the following Stein operator for the
product of two independent VG(r, θ, σ, 0) random variables:
A = (M−4θ2T 2r/2−σ4T 2r T1D)(Tr/2−1−σ4TrTr/2+1D)−8θ2σ2T 2r/2TrTr/2+1D.
Note that when θ = 0 we have
Af(x) = (M − σ4T 2r T1D)(Tr/2−1 − σ4TrTr/2+1D)f(x).
Defining g : IR→ IR by xg(x) = −(Tr/2−1 − σ4TrTr/2+1D)f(x) gives
Ag(x) = (σ4T 2r T1D −M)Mg(x) = σ4T 2r T 21 g(x)−M2g(x),
which is in agreement with the product variance-gamma Stein operator given
in Section 3.2 of Gaunt, Mijoule and Swan [13]. Lastly, we note that the
VG(r, θ, σ, µ) Stein operator of Gaunt [8], as given by
σ2(M − µ)D2 + (rσ2 + 2θ(M − µ))D + (rθ − (M − µ))I,
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satisfies # {j − i | aij 6= 0} = 4 when µ 6= 0, and therefore one cannot apply
Proposition 2.1 or Corollary 2.2 to find a Stein operator for the product of
two such variates.
2.2.4 Product of non-identically distributed non-central normals By work-
ing on a case-by-case basis it is possible to use the proof technique of Propo-
sition 2.1 to find Stein operators for the product of two non-identically dis-
tributed random variables, whose Stein operators satisfy the assumptions of
the proposition. We find that a Stein operator for the product of independent
normals N(µX , 1) and N(µY , 1) is
MD4 +D3 − (2M + µXµY I)D2 − (1 + µ2X + µ2Y )D +M − µXµY I. (2.11)
Let us now provide a derivation of this Stein operator. Let X and Y
be independent standard normal random variables and define Z = (X +
µX)(Y + µY ). We will use repeatedly the fact that IE[Wg(W )] = IE[g
′(W )]
for W ∼ N(0, 1), as well as conditioning arguments, and we let IEW [] stand
for the expectation conditioned onW . Let f : IR→ IR be four times differen-
tiable and such that IE|Zf (i)(Z)| <∞ for i = 0, 1, . . . 4 and IE|f (i)(Z)| <∞
for i = 0, 1, 2, 3, where f (0) ≡ f . Then
IE[Zf(Z)] = IE[(X + µX)(Y + µY )f((X + µX)(Y + µY ))]
= IE[(Y + µY )IEY [Xf((X + µX)(Y + µY )]] + µXIE[(Y + µY )f(Z)]
= IE[(Y + µY )
2f ′(Z)] + µXIE[(Y + µY )f(Z)]
= IE[Y (Y + µY )f
′(Z)] + µXIE[(Y + µY )f(Z)] + µY IE(Y + µY )f
′(Z)]
= IE[f ′(Z)] + IE[(X + µX)(Y + µY )f
′′(Z)] + µXIE[(Y + µY )f(Z)]
+ µY IE[(Y + µY )f
′(Z)]
= (1 + µ2Y )IE[f
′(Z)] + IE[Zf ′′(Z)] + µXµY IE[f(Z)] + µXIE[Y f(Z)]
+ µY IE[Y f
′(Z)]. (2.12)
By again applying a conditioning argument we obtain
IE[Y f(Z)] = IE[(X + µX)f
′(Z)] = µXIE[f
′(Z)] + IE[Xf ′(Z)]
= µXIE[f
′(Z)] + IE[(Y + µY )f
′′(Z)]
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(and the same applies to IE[Y f ′(Z)]). Hence
IE[Zf(Z)]
= (1 + µ2Y )IE[f
′(Z)] + IE[Zf ′′(Z)] + µXµY IE[f(Z)] + µ
2
XIE[f
′(Z)]
+ µXµY IE[f
′′(Z)] + µXIE[Y f
′′(Z)] + µY µXIE[f
′′(Z)] + µ2Y IE[f
(3)(Z)]
+ µY IE[Y f
(3)(Z)] + µY IE[Y f
(3)(Z)]
= (1 + µ2X + µ
2
Y )IE[f
′(Z)] + IE[Zf ′′(Z)] + µXµY IE[f(Z)]
+ 2µXµY IE[f
′′(Z)] + µ2Y IE[f
(3)(Z)] + µXIE[Y f
′′(Z)] + µY IE[Y f
(3)(Z)].
(2.13)
Isolating the expressions depending on Y from (2.12) and (2.13), we obtain
two different equations:
µXIE[Y f
′′(Z)] + µY IE[Y f
(3)(Z)] = IE[(Z − µXµY )f(Z)
− (1 + µ2X + µ2Y )f ′(Z)
− (Z + 2µXµY )f ′′(Z)− µ2Y f (3)(Z)]
(2.14)
and
µXIE[Y f
′′(Z)] + µY IE[Y f
(3)(Z)] = IE[(Z − µXµY )f ′′(Z)− (1 + µ2Y )f (3)(Z)
− Zf (4)(Z)]. (2.15)
Substract (2.15) to (2.14) to get
IE[Zf (4)(Z) + f (3)(Z)− (2Z + µXµY )f ′′(Z)− (1 + µ2X + µ2Y )f ′(Z)
+ (Z − µXµY )f(Z)] = 0,
from which we deduce that (2.11) is a Stein operator for Z. ✷
Lastly, we note that applying the operator (2.9) to f(x) = g′(x) + g(x)
yields
xg(4)(x) + g(3)(x)− (2x+ µ2)g′′(x)− (1 + 2µ2)g′(x) + (x− µ2)g(x),
which we recognise as the Stein operator (2.11) in the special case µX =
µY = µ.
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2.2.5 Sums of products of normals Let us begin by noting a simple result,
that has perhaps surprisingly not previously been stated explicitly in the
literature. Suppose X,X1, . . . ,Xn are i.i.d., with Stein operator AXf(x) =∑m
k=0(akx + bk)f
(k)(x), where m ≥ 1 and the ak and bk are real-valued
constants. Let W =
∑n
j=1Xj . Then, by conditioning,
IE[(a0W + nb0)f(W )]
=
n∑
j=1
IE
[
IE
[
(a0Xj + b0)f(W )
∣∣∣∣X1, . . . ,Xj−1,Xj+1, . . . ,Xn
]]
= −
n∑
j=1
IE
[
IE
[ m∑
k=1
(akXj + bk)f
(k)(W )
∣∣∣∣X1, . . . ,Xj−1,Xj+1, . . . ,Xn
]]
= −IE
[ m∑
k=1
(akW + nbk)f
(k)(W )
]
.
Thus, a Stein operator for W is given by
AW f(x) =
m∑
k=0
(akx+ nbk)f
(k)(x). (2.16)
Remark 2.6. Identity (2.16) actually generalises similar observations for
score functions and Stein kernels, for which such an additive stability is
well-known, see Nourdin, Peccati and Swan [20].
Since the coefficients in the Stein operators (2.9) and (2.11) are linear, we
can use (2.16) to write down a Stein operator for the sum W =
∑r
i=1XiYi,
where (Xi)1≤i≤r ∼ N(µX , 1) and (Yi)1≤i≤r ∼ N(µY , 1) are independent.
When µX = µY = µ, we have
AW =MD
3 + (rI −M)D2 − (M + r(1 + µ2)I)D +M − rµ2I, (2.17)
and when µX and µY are not necessarily equal, we have
AW =MD
4+D3− (2M + rµXµY I)D2− r(1+µ2X +µ2Y )D+M − rµXµY I.
(2.18)
When µX = µY = 0, the random variable W follows the VG(r, 0, 1, 0) dis-
tribution (see Gaunt [8], Proposition 1.3). Taking g = f ′ − f in (2.17) gives
AW g(x) = xg
′′(x) + rg′(x)− xg(x), which we recognise as the VG(r, 0, 1, 0)
Stein operator that was obtained in Gaunt [8].
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3 Some results concerning the Stein operators for products
of independent normal random variables
3.1 On the minimality of the operators
The operator (2.8) is at most a seventh order differential operator. However,
for particular cases, such as the product of two i.i.d. non-centered normals,
the operator reduces to one of lower order, see Section 2.2.1. Whilst we
believe that the third order operator (2.9) is a minimal order polynomial
operator, we have no proof of this claim (nor do we have much intuition as
to whether the seventh order operator (2.8) is of minimal order). We believe
this question of minimality to be important:
Conjecture 3.1. There exists no second order Stein operator (acting on
smooth functions with compact support) with polynomial coefficients for the
product of two independent non-centered normal random variables.
One can use a brute force approach to verify the conjecture for polynomi-
als of fixed order (if the conjecture holds). Such results would be worthwhile
in practice, because a third order Stein operator with linear coefficients may
be easier to use in applications than one of second order with polynomial
coefficients of degree greater than one.
Let us now us the brute force approach to prove that there is no sec-
ond order Stein operator with linear coefficients for the product of two in-
dependent non-centered normals (generalisations are obvious). Let X and
Y be independent N(1, 1) random variables and let Z = XY . Suppose
that there was such a Stein operator for Z, then it would be of the form
AZf(x) =
∑2
j=0(a0,j+a1,jx)f
(j)(x), where f (0) ≡ f . Now, if AZ was a Stein
operator for Z, we would have IE[AZf(Z)] = 0 for all f in some class F that
contains the monomials {xk : k ≥ 1}. Taking f(x) = xk, k = 0, 1, . . . , 5,
we obtain six equations for six unknowns. Letting µk denote IEZ
k, we have
µ1 = 1, µ2 = 4, µ3 = 16, µ4 = 100, µ5 = 676 and µ6 = 5776. This leads to
the system of equations
a1,0 + a0,0 = 0
a1,1 + a0,1 + 4a1,0 + a0,0 = 0
2a1,2 + 2a0,2 + 8a1,1 + 2a0,1 + 16a1,0 + 4a0,0 = 0
24a1,2 + 6a0,2 + 48a1,1 + 12a0,1 + 100a1,0 + 16a0,0 = 0
192a1,2 + 48a0,2 + 400a1,1 + 48a0,1 + 676a1,0 + 100a0,0 = 0
2000a1,2 + 320a0,2 + 3380a1,1 + 500a0,1 + 5776a1,0 + 676a0,0 = 0.
We used Mathematica to compute that the determinant of the matrix cor-
responding to this system of equations is 783 360 6= 0. Therefore, there is a
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unique solution, which is clearly a1,2 = · · · = a0,0 = 0. Thus, there does not
exist a second order Stein operator with linear coefficients for Z.
Similarly, one can show that there is no third order Stein operator with
linear coefficients for the product of two independent normals with different
means. Here we took X ∼ N(1, 1) and Y ∼ N(2, 1), and sought a Stein
operator of the form AZf(x) =
∑3
j=0(a0,j + a1,jx)f
(j)(x). We then used the
monomials f(x) = xk, k = 0, 1, . . . , 7, to generate eight linear equations in
eight unknowns, and found the determinate of the matrix corresponding to
this system of equations to be 10 157 222 707 200 6= 0.
3.2 Characterisation by the operators
We begin with a simple general result, which perhaps surprisingly has not
previously been given in the literature. The proof technique has, however,
appeared in the literature; see the proof of Lemma 5.2 of Ross [23] for case
of the exponential distribution.
Proposition 3.2. Suppose that the law of the random variable X, sup-
ported on I ⊂ IR, is determined by its moments. Let the operator AX =∑n
i=1
∑p
j=1 ai,jM
jDi, where ai,j ∈ IR, act on a class of functions F which
contains all polynomial functions. Suppose AX is a Stein operator for X:
that is, for all f ∈ F ,
IE[AXf(X)] = 0. (3.1)
Now, let m = maxi,j(j−i)−mini,j(j−i)−1, where the maxima and minima
are taken over all i, j such that ai,j 6= 0. Suppose that the first m moments
of Y are equal to those of X and that
IE[AXf(Y )] = 0 (3.2)
for all f ∈ F . Then Y has the same law as X.
Proof. We prove that all moments of Y are equal to those of X. As the
moments of X determine its law, verifying this proves the Proposition. The
monomials {xk : k ≥ 1} are contained in the class F , so applying f(x) = xk,
k ≥ m, to (3.2) yields the recurrence
∑
i,j
ai,jCkIEY
k+j−i = 0, k ≥ m, (3.3)
where Ck = k(k− 1) · · · (k− i+1) if k− i+1 > 0 and Ck = 0 otherwise. We
have that IEY 0 = 1 and we are given that IEY k = IEXk for k = 1, . . . ,m. We
can then use forward substitution in (3.3) to (uniquely) obtain all moments
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of Y . Due to (3.1), IE[AXf(X)] = 0 for all f ∈ F , and so it follows by the
above reasoning that∑
i,j
ai,jCkIEX
k+j−i = 0, k ≥ m.
But this is same recurrence relation as (3.3) and, since IEY k = IEXk for
k = 1, . . . ,m, it follows that IEY k = IEXk for all k ≥ m as well.
If we have obtained a Stein operator AX for a random variable X, then
Proposition 3.2 tells us that the operator characterises the law of X if X is
determined by its moments. This characterisation is weaker than those typi-
cally found in Stein’s method literature, as it involves moment conditions on
the random variable Y . This is perhaps not surprising, because the charac-
terisations given in the literature have mostly been found on a case-by-case
basis, whereas ours applies to a wide class of distributions.
The distribution of the product of two independent normal distributions
is determined by its moments, which can be seen from the existence of its
moment generating function M(s) for all |s| < 1; see Section 3.3.1. The
following full characterisation of the distribution is thus immediate from
Proposition 3.2.
Proposition 3.3. (i) Let W be a real-valued random variable whose first
three moments are equal to that of the random variable Z = XY , where
X ∼ N(µX , 1) and Y ∼ N(µY , 1) are independent. Then W is equal in law
to Z if and only if
IE
[
Wf (4)(W ) + f (3)(W )− (2W + µXµY )f ′′(W )
− (1 + µ2X + µ2Y )f ′(W ) + (W − µXµY )f(W )
]
= 0 (3.4)
for all functions f ∈ C4(IR) such that IE|Zf (j)(Z)| <∞ for 0 ≤ j ≤ 4, and
IE|f (k)(Z)| <∞ for 0 ≤ k ≤ 3, where f (0) ≡ f .
(ii) Now suppose that µX = µY = µ, and that the first two moments of
W are equal to those of Z. Then W is equal in law to Z if and only if
IE
[
Wf (3)(W ) + (1−W )f ′′(W )− (W +1+ µ2)f ′(W ) + (W − µ2)f(W )] = 0
for all f ∈ C3(IR) such that IE|Zf (j)(Z)| <∞, 0 ≤ j ≤ 3, and IE|f (k)(Z)| <
∞, 0 ≤ k ≤ 2.
Proposition 3.2 can be used to prove that some other Stein operators
given in the literature fully characterise the distribution. For example, the
Stein operator for the product of n independent Beta random variables of
Gaunt [11] is characterising, since this product is supported on (0, 1) and
thus the distribution is determined by its moments.
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3.3 Applications of the operators
3.3.1 Characteristic function As the Stein operator (2.11) has linear coef-
ficients, it turns out to be straightforward to use the characterising equation
(3.4) to find a formula for the characteristic function of the random variable
Z = XY , where X ∼ N(µX , 1) and Y ∼ N(µY , 1) are independent.
On taking f(x) = eitx in the characterising equation (3.4) and setting
φ(t) = IE[eitZ ], we deduce that φ(t) satisfies the differential equation
(t4+2t2+1)φ′(t)+(−it3+µXµY t2−(1+µ2X+µ2Y )it−µXµY )φ(t) = 0. (3.5)
It should be noted that f(x) = eitx is a complex-valued function; here we
have applied the characterising equation to the real and imaginary parts of
f , which are themselves real-valued functions. Solving (3.5) subject to the
condition that φ(0) = 1 then gives that
φ(t) =
1√
1 + t2
exp
(−t(µ2Xt+ µ2Y t− 2iµXµY )
2(1 + t2)
)
. (3.6)
Setting s = it yields a formula for the moment generating function M(s) =
IE[esZ ], which is well-defined for |s| < 1. We doubt these formulas are new,
but it is interesting to note that we were able to obtain such a simple proof
via the Stein characterisation.
3.3.2 Probability density function Let X ∼ N(µX , 1) and Y ∼ N(µY , 1) be
independent, and let Z = XY . For µX = µY = 0, it is a well-known and
easy to prove result that the p.d.f. is given by pZ(x) =
1
piK0(|x|), x ∈ IR.
However, in general, the p.d.f. takes a much more complicated form (see Cui
et al. [6])): for x ∈ IR,
pZ(x) =
1
pi
e−(µ
2
X
+µ2
Y
)/2
∞∑
n=0
2n∑
m=0
x2n−m|x|m−n
(2n)!
(
2n
m
)
µmXµ
2n−m
Y Km−n(|x|),
(3.7)
It is possible to use the Stein operators for the product Z to gain insight
into why there is such a dramatic increase in complexity from the zero
mean case to non-zero mean case. To see this, we recall a duality result
given in Remark 2.7 of Gaunt, Mijoule and Swan [13] (see also Section 4
of that paper for further details). If V admits a smooth density p, which
solves the differential equation Bp = 0 with B =
∑
i,j bijM
jDi, then a Stein
operator for V is given by A =
∑
i,j(−1)ibijDiM j , and similarly given a
Stein operator for V one can write down a differential equation satisfied by
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p. In this manner, we can write down differential equations satisfied by the
density pW of the random variable W =
∑r
i=1XiYi, where the Xi and Yi
are independent copies of X and Y respectively, using the Stein operators
(2.17) and (2.18) for this distribution. When µX = µY = µ, we have
xp
(3)
W (x) + (x+ 3− r)p′′W (x)− (x+ r(1 + µ2)− 2)p′W (x)
− (x+ 1− rµ2)pW (x) = 0, (3.8)
and in general
xp
(4)
W (x) + 3p
(3)
W (x)− (2x+ rµXµY )p′′W (x)
+ (r(1 + µ2X + µ
2
Y )− 4)p′W (x) + (x− rµXµY )pW (x) = 0. (3.9)
In the special case µX = µY = 0, the density of Z satisfies the modified
Bessel differential equation xp′′Z(x) + p
′
Z(x)− xpZ(x) = 0.
From Section 3.1 and the duality result of Gaunt, Mijoule and Swan [13],
we know there do not exist differential equations for pZ with linear coeffi-
cients with a lower degree than (3.8) and (3.9). Moreover, we were unable
to transform (3.8) or (3.9) into a well-understood class, such as the Mei-
jer G-function differential equation. Therefore, the increase in complexity in
the p.d.f. pZ of Z from the zero mean to non-zero mean case can be under-
stood from the increase in complexity of the differential equation satisfied
by pZ . Also, due to the above reasoning, it seems plausible that formula
(3.7) cannot be simplified further.
Finally, we note that there is not a severe increase in complexity in the
differential equations satisfied by W from the r = 1 case to the general case.
To the best of our knowledge, a formula for general r ≥ 1 has not been
obtained in the literature, and even if the differential equations (3.8) and
(3.9) are not ultimately used to derive such a formula, they do indicate that
the formula should be at a similar level of complexity to that of (3.7), and
thus provide motivation for obtaining such a formula. We note that such a
result would be of interest due to the occurrence of such random variables
in, for example, electrical engineering applications, see Ware and Lad [28].
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