Summary: Longitudinal analyses are crucial for understanding long-term processes such as development and behavioral rhythms. For a complete understanding of such processes, both organism-level observations as well as single-cell observations are necessary. Sleep is an example for a long-term process that is under developmental control. This behavioral state is induced by conserved sleep-active neurons, but little is known about how sleep neurons control the physiology of an animal systemically. In the nematode C. elegans, sleep induction crucially requires the single RIS interneuron to actively induce a developmentally regulated sleep behavior. Here, we used RIS-induced sleep as an example of how longitudinal analyses can be automated. We developed methods to analyze both behavior and neural activity in larva across the sleep-wake cycle. To image behavior, we used an improved DIC contrast to extract the head and detect the nose. To image neural activity, we used GCaMP3 expression in a small number of neurons including RIS combined with a neuron discrimination algorithm. Thus, we present a comprehensive platform for automatically analyzing behavior and neural activity in C. elegans exemplified by using RISinduced sleep during C. elegans development. genesis 54:212-219,
INTRODUCTION
Sleep is an essential behavior that is found in animals that have a nervous system (Cirelli and Tononi, 2008) . It is intimately linked to development: sleep is controlled by development and sleep is required for developmental processes. In most species, developing individuals sleep more than adults (Roffwarg et al., 1966) . Sleep is defined by behavioral criteria such as the absence of voluntary movement, an increased arousal threshold, a specific posture and homeostatic regulation (Campbell and Tobler, 1984) . In mammals, sleep is induced by sleep-active sleep-promoting neurons that express GABA and neuropeptides (Saper et al., 2005) . However, little is known about the control of sleep neurons and the induction of sleep.
C. elegans has emerged as a model for studying developmentally regulated sleep behavior, as it displays various types of quiescence behavior both in the adult as well as in the larva. Adult worms show a behavior called "satiety quiescence" that is dependent on the nutritional state of the animal and the quality of the food . In addition, adults can engage in a quiescent state following stress (Hill et al., 2014) . Whereas adult quiescence in C. elegans is highly dependent on environmental conditions , larvae show a highly determined quiescence behavior that is coupled to the molting cycle. At the end of each of the four molts, larvae display a quiescent phase called lethargus that lasts about 2 h (Cassada and Russell, 1975) . This behavior fulfills the behavioral criteria that define sleep in higher organisms and has thus been called sleep-like (Iwanir et al., 2013; Raizen et al., 2008; Schwarz et al., 2011) . Although initially, the relationship of C. elegans sleep-like behavior and mammalian sleep had been unclear, subsequent molecular dissection reveals related control mechanisms, suggesting that these seemingly disparate behaviors evolved from a common ancestral sleep state (Jeon et al., 1999; Singh et al., 2014; Turek et al., 2013; Van Buskirk and Sternberg, 2007) . C. elegans is a powerful system for molecular dissection of biological processes as it is amenable to molecular genetics, is transparent, and has a defined and invariant nervous system. Through analysis of a sleep mutant in C. elegans a crucial neuron for sleep induction, called RIS, was identified. RIS is active at the onset of sleep, actively induces sleep, and expresses GABA and neuropeptides (Turek et al., 2013) . Thus, RIS likely is the counterpart to sleep neurons in mammals. Because it is just one neuron in a well-characterized model system, the mechanisms of sleep induction by this neuron can be easily analyzed.
Because sleep is defined by behavioral criteria, analysis of behavior is essential for characterizing sleep mutants and for dissecting the sleep mechanism. The behavior of larvae can be imaged and sleep behavior, as defined by locomotion absence, can be assessed (Bringmann, 2011; Nagy et al., 2014; Raizen et al., 2008; Schwarz and Bringmann, 2013; Turek et al., 2015; Van Buskirk and Sternberg, 2007) . As the sleep-wake cycle is a process that takes several hours, large datasets need to get analyzed. Ideally, the behavioral analysis gives an absolute readout of both immobility phases as well as mobility phases including wake. This is important because the absolute quiescence time is greatly dependent on general activity levels and many mutants have been shown to have unspecific changes in quiescence and changes in baseline activity. While framesubtraction algorithms are useful for extracting absolute quiescence they do not provide a quantifiable measure for mobile behavior (Nagy et al., 2014; Raizen et al., 2008; Singh et al., 2014) . Tracking animal centroids or nose movement has proven useful for quantifying quiescence in older larvae or adults (Bringmann, 2011; Turek et al., 2015; Van Buskirk and Sternberg, 2007) . The ultimate goal of behavioral analysis should be elaborated tracking of the entire worm outline, which has lead to a quantitative understanding of behavior in wild type and many mutants (Yemini et al., 2013) . Small C. elegans larvae, however, provide little imaging contrast and thus automated tracking programs are not available for analyzing their behavior yet. Developing automated image analysis algorithms for small larvae is desirable because the small larvae have a unique biology and allow an excellent functional neural imaging (Cho and Sternberg, 2014; Nagy et al., 2014; Schwarz et al., 2011 Schwarz et al., , 2012 Turek et al., 2015) .
Sleep behavior is controlled by neurons and thus analyzing neural activity is required for understanding sleep behavior. Functional neural imaging using genetically encoded calcium indicators has been straightforward in C. elegans, as these sensors can be expressed specifically in neurons of interest and fluorescence can be imaged noninvasively in the transparent worm (Kerr et al., 2000) . Because of their large dynamic range, GCaMP sensors have been extremely useful in this system (Kerr, 2006) . Given that calcium transients typically last only several seconds, near-continuous calcium imaging needs to be performed over several hours, resulting in thousands of image frames that need to get analyzed.
Here we provide a system consisting of two algorithms, one for analyzing worm movement and one for analysis of neural activity. Improving DIC contrast generates a dark appearance of the head, which allows head and nose tracking. Expression of GCaMP3 in only few cells, including RIS, allows automated analysis of near-continuous imaging of unrestrained worms. Together, these tools will facilitate a systematic dissection of C. elegans larval behavior.
RESULTS AND DISCUSSION
Automated tracking of small larvae would be desirable but has been difficult due to the weak contrast of these animals. Differential interference contrast (DIC) imaging is a classic method to image samples that have a weak contrast in bright field. The contrast is caused by changes in diffraction within the sample. DIC imaging has long been used for observing C. elegans and is typically employed to generate a relief-like appearance by adjusting the offset phase (Sulston and Horvitz, 1977) . Our experimental strategy was to increase the contrast of our samples by optimizing DIC so that the head and the nose of the animal can be tracked automatically. For long-term imaging we cultured worms in microfluidic devices made from agarose hydrogel that were filled with bacterial food (Bringmann, 2011; Turek et al., 2015) . We used DIC without an offset phase to generate a darkfield-like contrast. The bacteria as well as the gut of the worms have a high optical density and thus appeared bright with this contrast. The head of the worm was less optically dense and therefore appeared dark. Thus, the head was clearly visible as a dark elongated triangle over a lighter background (Fig. 1a) .
As a first step to automatically tracking the behavior of the worm, we aimed to extract the head. For this, the area containing the microchamber was first cut out from the picture to mask the surrounding agar. Then, a threshold was applied and noise was reduced. Subsequently, the frame was reduced to a black background with few remaining white objects. To identify the area that corresponded to the head, the largest objects were examined for their entropy, which is lowest for the head area. Because this area defined by the threshold did not cover the entire worm head it was then treated with a closing operation that fills up small gaps in the shape and smoothens the edges. The resulting shape clearly represented the shape of the worm head (Fig.  1b) . f) The centerline of the worm is extrapolated in both directions to find the nose tip. The previous frame determines the side on which the nose is located.
As a second step we aimed to identify the nose of the worm. To do this, we skeletonized the head shape to identify its centerline. The amount and position of branching from the resulting skeleton varied between frames. These branches needed to be reduced or removed in order to get a good approximation of the centerline of the worm head. All the different branches were disconnected from each other and were either removed or kept based on a set of filter rules. The result was a remaining skeleton that represented the centerline of the worm head (Fig. 1c) . To improve the quality of the centerline, only the first half of the data points of the skeleton was kept. The other half was discarded due to the high likelihood of introducing inaccuracies from branching. With the remaining dataset a spline was calculated and a polynomial of second order was fitted onto it. The resulting function was projected onto the closed shape of the worm head and the last point of overlap between head shape and function was considered to be the best approximation to either the nose tip or back of the head. To discriminate between nose tip or back of the head we assumed that, at high frame rates (two frames per second), the new nose position is closer to the old nose position rather than the position of the back of the head. Thus, after manually assigning the nose position in few key frames, the algorithm could detect the side of the head that contained the nose accurately in subsequent frames (Fig. 1e/f) .
To test the algorithm we analyzed a sample dataset with four methods: manual nose tracking, frame subtraction, automated nose tracking, head centroid tracking. We used an experiment in which sleep behavior was induced optogenetically using Channelrhodopsin activation of the RIS neuron. We used an improved version of Channelrhodopsin called ReaChR, which is activated by green to red light and which is extremely light sensitive (Lin et al., 2013) . All analysis methods clearly detected the reduction of movement induced by RIS activation. Manual nose tracking was very precise. Automated nose tracking detected the nose in 95% of frames. It faithfully measured nose speed in the active animal and also clearly detected the reduction of nose speed after RIS activation. However, due to noise automated nose tracking was not as accurate for very low movements compared with manual tracking. Head centroid tracking correctly identified the head in 98% of frames. It systematically gave smaller movement values compared with the nose tracking because the nose is the most mobile part of the head. It appeared less noisy than automated nose tracking and clearly documented the immobilization (Fig. 2) . Both nose and head centroid tracking provided an absolute quantitative readout that can be used to compare data from different settings and laboratories. Thus, we present a reliable tracking algorithm for detecting both the position of the head and nose tip, which both present reliable absolute measures for mobility. Head centroid tracking appears to be the best compromise between accuracy and analysis effort.
Understanding sleep control by RIS requires functional imaging of this neuron. Automated analysis of RIS is necessary to process the thousands of image frames that are necessary to capture its activation dynamics with high time resolution over long time periods. We used a strain that expressed the calcium sensor GCaMP3, along with the red-fluorescent protein mKate2 as an expression control, in RIS using the aptf-1 promoter. paptf-1::GCaMP3 expressed in RIS as well as AIB and RIB neurons. To enable automatic RIS identification, we developed an algorithm that can discriminate between RIS and other neurons. The general principle of this discrimination algorithm is that AIB and RIB are closer to the nerve ring than RIS.
First, the source image was converted into a binary image setting using a threshold. The algorithm then computed connected components. The threshold was gradually increased until the program found at least two connected components. The component with the largest area contained the nerve ring including AIB and RIB and was discarded. From the remaining components the component with the highest average brightness was chosen, which typically represents RIS.
To test the algorithm we filmed RIS activity over the sleep-wake cycle in microchambers near continuously with 0.25 frames per second and extracted RIS intensity. Because RIS activation transients typically last around 30 s, all activity transients of RIS could be captured with this protocol. In 10% of frames no RIS was detected and these frames were excluded from the analysis. Because of the high sampling rate the 90% of identified frames were sufficient to reliably track RIS activity. If needed, manual tracking of RIS would be possible for the missing frames.
Automated analysis of RIS activity showed that RIS was relatively inactive during wake behavior but acutely activated at the onset of sleep behavior. In the course of the sleep phase RIS activity decreased. Interestingly, also some activity was seen in RIS after the sleep behavior, but this RIS activity did not coincide with quiescence. Thus, a near-continuous measurement with automatic extraction of RIS activity is possible, which provides an unprecedented longitudinal view of sleep neuron activity.
Together, our methods provide a comprehensive platform for automated longitudinal analysis of single cell activity by studying RIS function in sleep control. Improved DIC contrast can be used to automatically detect head and nose movements. GCaMP-expressing neurons can be identified automatically to achieve acquisition and analysis of a near-continuous imaging of a single neuron.
METHODS
Strains Used and C. elegans Maintenance C. elegans was kept under standard conditions on NGM plates (Brenner, 1974) . The ReaChR gene sequence (Lin et al., 2013) was optimized for expression in C. elegans (Redemann et al., 2011) and synthesized by a commercial supplier. Expression of the ReaChR transgene did not cause any detectable defect in the absence of retinal. Strains are available on request. The following strains were used:
HBR1139: unc-119(ed3) III, goeIs261[aptf-1-5'utr:: ReaChR::mKate2-aptf-1-3'utr,unc-119(1)].
HBR543: unc-119(ed3) III, goeIs118[aptf-1-5'utr:: SL1-GCaMP3.35-SL2::mKate2-aptf-1-3'utr,unc-119(1)].
HBR666: goeIs22[pmec-4::SL1-GCaMP3.35-SL2::mKate2-unc-54-3'utr, unc-119(1)], goeIs118[aptf-1-5'utr::SL1-GCaMP3.35-SL2::mKate2-aptf-1-3'utr,unc-119(1)].
IMAGING
Agarose microchamber imaging was performed as described (Bringmann, 2011; Turek et al., 2015) . Briefly, agarose chambers were cast using 3% agarose in S-basal and filled with bacteria and one pretzel-stage egg. All imaging was carried out on a Nikon TiE microscope equipped with a focus-keeping system (PFS). For DIC analysis, worms were imaged using a 403 oil objective and a Neo sCMOS camera (Andor). Adult hermaphrodites were grown on NGM plates supplemented with 0.2 mM all trans retinal (Sigma). Eggs from these mothers were placed into microchambers for analysis. Stimulation of Channelrhodopsin was done using an LED of 585 nm with 10 24 mW/mm 2 . For fluorescence analysis, worms were filmed with a 203 objective and an EMCCD camera (Andor). For fluorescence, LED light was TTL-triggered to match the exposure of the camera. Stimulation of GCaMP was done using an LED of 490 nm with 2.8 mW/mm 2 . A frame was taken every 4 s for 12 h.
ANALYSIS OF DIC IMAGES
For automated tracking a program was written in python (Python Software Foundation. Python Language Reference, version 3.4.3. Available at http://www. python.org). Important modules used for the algorithm that were not part of the Python standard library were: scikit-image for image processing (van der Walt et al., 2014) , matplotlib for creating graphs (Hunter, 2007) Because the corners of the chamber were slightly rounded, these round edges were removed using edge detection with the scikit-image module. Gauss filtering was done using the scipy module. Optimal threshold settings depended on the brightness of the image and thus were variable. A Monte Carlo-based algorithm was used to quickly approximate the optimal threshold for the empirically defined head size for each frame (Metropolis and Ulam, 1949) . Entropy determination, skeletonization operation, and the medial axis transform algorithm were done with the scikit-image module. The second order polynomial was fitted with the scipy module. The analysis package is available online at http:// pubman.mpdl.mpg.de/pubman/faces/viewItemFullPage. jsp?itemId 5 escidoc:2230994:2 (http://hdl.handle.net/ 11858/00-001M-0000-0029-1E24-9 direct link).
ANALYSIS OF RIS ACTIVITY
We wrote a Matlab script for automatically tracking the RIS using standard Matlab functions. The script is executed using a user set initial threshold. The threshold should be set low but significantly higher than zero. Setting everything above the threshold to 1 creates a binary representation of the image. From the binary image the connected components are extracted and the area and average intensity are determined. If at least two components are found and the sum of the areas occupied by the components is sufficiently big the function uses the found components as possible candidates for RIS. If the requirements are not met, the threshold is gradually increased and the process is repeated until the requirements are met or the process is repeated for a maximum of nine times. In case the Red shows RIS activity in wake and blue during sleep. As a measure of mobility, the movement data of the RIS neuron was plotted for wake (black) and for sleep (gray). For this, the center position of the RIS neuron, as determined by automated RIS tracking, was used to calculate movement speed. Error bars represent SEM.
script is not able to find the RIS in the current picture the procedure is terminated. If possible candidates exist, the component occupying the largest area represents the nerve ring including the other neurons and is discarded. From the remaining components the area with the highest intensity is chosen. This area is discarded if it is located closely to the edge of the image. This selection criterion is necessary due to possible unexpected behavior of the function for candidates close to the image edge. If the area is not close to the edge it is assumed to be RIS. The algorithms also detected RIS when additional neurons were present (mec-4-expressing neurons, HBR666, used for Fig. 3c/  d) . The matlab script is available on request.
