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Zusammenfassung. Dieser Beitrag stellt ein System zur Verfolgung
von verformbaren Strukturen in zweidimensionalen Bildsequenzen vor.
Es wird angewendet auf Rontgenbildsequenzen des menschlichen Vokal-
traktes. Ziel dieser Anwendung ist das Vermessen artikulatorischer Or-
gane. Die Messungen werden vorgenommen, um die komplexen dynamis-
chen Vorgange bei der menschlichen Spracherzeugung zu untersuchen.
Von besonderem Interesse sind dabei verformbare Organe, insbesondere
die Zunge.
Um dieses nicht eindeutige Erkennungsproblem auch unter dem Einu
transparenter

Uberlagerungen sowie variierender Objekttexturen losen
zu konnen, wird ein zweistuges System vorgestellt. Auf der unteren
Ebene kombiniert der Ansatz kanten-, regionen- sowie bewegungsbasierte
Bildverarbeitungsoperatoren, um deren jeweilige Vorteile nutzen und
gleichzeitig Mangel kompensieren zu konnen. Auf einer hoheren Ebene
ermoglicht eine nicht-iterative Komponente auf der Basis aktiver Kon-
turen die Nutzung von geometrischem Vorwissen.
Schlusselworter: Vokaltrakt, aktive Konturen, dynamische Program-
mierung
1 Merkmalsextraktion
Um die Vorteile der vielen existierenden Bildverarbeitungsoperatoren auszu-
nutzen und gleichzeitig ihre jeweiligen Schwachen zu kompensieren, wird eine
Struktur eingefuhrt, die es erlaubt einige kanten-, regionen- sowie bewegungs-
basierten low-level Operatoren auf eziente Weise zu kombinieren.
Um eine hohere Genauigkeit bei der Segmentierung zu erzielen, werden die
Ergebnisse der Operatoren nicht als groere Elemente wie z.B. Liniensegmente
reprasentiert, sondern bleiben pixelorientierte Bildbereichshinweise oder Eviden-
zen.
Experimente zeigen, da jeder Operator fur sich genommen falschlicherweise
niedrige Evidenzen fur Konturpixel liefern und/oder hohe Werte fur Pixel aus-
geben kann, die nicht zu der gesuchten Kontur gehoren. Die gewichtete, nor-
malisierte Summe (Gl. (1)) aller Evidenzen fur einen Pixel kann diesen Eekt
kompensieren und zu einer Verstarkung der Gesamtevidenz e
image
der meisten
Konturpixel fuhren.
e
image
(c) = w
edge
jje
edge
(c)jj + w
region
jje
region
(c)jj + w
motion
jje
motion
(c)jj (1)
Die tatsachlichen Evidenzfunktionen sind stark von der Anwendung abhangig.
Die folgenden Denitionen in den Gleichungen (2) bis (4) wurden erfolgreich in
der hier vorgestellten Anwendung eingesetzt. Abb. 1 sowie Abb. 2 demonstrieren
die jeweiligen Teilkomponenten von e
image
, welche im folgenden beschrieben wer-
den.
Kantenbasierte Hinweise ergeben sich aus
e
edge
(c) = r
?
(c) (2)
wobei r
?
den Gradienten senkrecht zu einer initialen Konturhypothese dar-
stellt. Der Faktor  bezeichnet dabei entweder eine steigende ( = 1) oder fall-
ende ( =  1) Kante.
Die regionenbasierten Evidenzen aus Gl. (3) schwachen den Einu verdeck-
ender Objekte, wie z.B. Fullungen, deren Grauwert einen Schwellwert  unter-
schreitet. Pixel innerhalb dieser Objekte werden dabei nicht beeinut.
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R(x
i
; y
j
) bezeichnet hier einen Pixel innerhalb einer Region R um die Kon-
turhypothese (vgl. Abb. 1).  hangt von Vorwissen ab.
Abb. 1. Sagittale Rontgenaufnahme des Vokaltraktes (Ausschnitt). Der Suchraum R
wird aus einer Konturhypothese (Mittellinie) abgeleitet.
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Um Bewegungsinformationen nutzen zu konnen wird die dritte Evidenzfuktion
in Gl. 4 angewendet.
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Dieser Operator liefert hohe Evidenzwerte fur bewegte Kanten (moving edge
detector, med), durch Multiplikation der Gradienten zweier Dierenzbilder. Die
Berechnung wird auf den Regionen R
i
durchgefuhrt, die aus der Bildsequenz zu
den Zeitpunkten i = t, i = t d
1
und i = t+d
2
extrahiert werden. d
1
und d
2
sind
dabei benutzerdenierte Konstanten, die von der Bewegungsgeschwindigkeit des
zu segmentierenden Objektes abhangen.
2 Kontursegmentation und -verfolgung
Ein Ansatz zur Segmentierung von Konturen, der nicht nur eine Zwischensym-
bolische Objektreprasentation verwendet, sondern diese Reprasentation auch mit
Bildmerkmalen und Vorwissen verbindet, sind die aktiven Konturen oder Snakes.
Aktive Konturen wurden von Kass et al. [1] eingefuhrt und konnen als energie-
minimierende Splines oder Polygone bezeichnet werden. Fur jedes Bild benotigt
der Algorithmus ein initiales Polygon P = (p
0
;p
1
; : : : ;p
N 1
), welches aus N
Stutzstellen p
i
= (x
i
; y
i
) besteht, wobei x
i
und y
i
die Raumlichen Koordinaten
von p
i
sind. Die erkannte Kontur wird durch das PolygonQ = (q
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;q
1
; : : : ;q
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)
mit q
i
= (x
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; y
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) reprasentiert. Jede q
i
wird aus einem Satz von Kandidaten
C
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) ausgewahlt, wobei die Kandidaten c
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in unserer Anwendung entlang einer Suchlinie abgetastet werden, die senkrecht
zum initialen Polygon steht und p
i
schneidet. Das Verfolgen der Kontur uber
eine Sequenz erfolgt Bild fur Bild, wobei das jeweils resultierendeQ(t) als initiale
Konturhypothese P(t+ 1) fur das nachste Bild verwendet wird.
Tabelle 1. Energiminimierung der aktiven Kontur durch dynamische Program-
mierung.
1. for all m
2. S(0; m) = w
image
E
image
(c
0;m
)
3. for all m
4. S(1; m) = min
k
h
w
image
E
image
(c
1;m
) + w
int
E
int
+ S(0; k)
i
5. T (1;m) = k
min
6. for n = 2 : : : N   1
7. for m = 0 : : :M   1
8. S(n;m) = min
k
h
w
image
E
image
(c
n;m
) + w
int
E
int
+w
con
E
con
+ S(n  1; k)
i
9. T (n;m) = k
min
Die Energiefunktion der aktiven Kontur wird minimiert mittels dynamischer
Programmierung. Tab.1 zeigt den Algorithmus, wobei S(n;m) den minimalen
Energiewert reprasentiert, der fur die Stutzstellen 0; : : : ; n erreicht werden kann,
falls die nte Stutzstelle der Kandidat c
n;m
ware. T (n;m) speichert den Index k
(k = 0 : : :M 1), durch den der Ausdruck in Zeile 8 minimiert wird und zeigt so
auf den optimalen Vorganger des Kandidaten c
n;m
. Nachdem alle Stutzstellen
durchlaufen wurden, ergibt sich die neue Kontur durch Zuruckverfolgen der
Zeiger, wobei mit dem Kandidaten begonnen wird, der die minimale Gesamten-
ergie S(N   1;m) aufweist. Die Gewichtungsfaktoren w
image
, w
int
und w
con
in Tab. 1 steuern den relativen Einu der einzelnen Komponenten der Ener-
giefunktion.
In der vorgestellten Anwendung wird die Energie der Bildmerkmale aus den
oben beschriebenen Evidenzen abgeleitet:
E
image
= 1  e
image
(5)
Die interne Energie der aktiven Kontur ergibt sich aus[2]
E
int
= jje
jk mj
jj; (6)
wobei Kandidaten bevorzugt werden, die eine ahnliche lokale Krummung wie
die Anfangshypothese aufweisen. Dadurch existiert zwischen den Stutzstellen
eine Kraft, die der externen Kraft entgegenwirkt und so die Kontur glattet. Die
Funktion jj jj normalisiert E
int
auf den Bereich [0; 1], wobei ein niedriger Wert
eine groe

Ubereinstimmung bedeutet.
Eine geometrische Bedingung, die in [3] vorgeschlagen wurde, integriert Vor-
wissen uber die erwartete Form des Objektes in die dynamische Programmierung.
Gl. (7) bevorzugt konvexe oder konkave Konturen, durch Gewichtung eines Win-
kels  der in dem Polygon gemessen wird, das aus den Stutzstellen c
n;m
(ak-
tueller Kandidat), c
n 1;k
(sein moglicher Vorganger) sowie c
n 2;T (n 1;k)
(der
optimale Vorganger von c
n 1;k
) besteht. Die resultierende Kontur kann in eine
bestimmte Richtung gezwungen werden, indem  immer in derselben Richtung
gemessen, der erlaubte Bereich [
min
; 
max
] sowie der erwartete Winkel  und
die Standardabweichung  eingestellt wird.
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3 Ergebnisse
Abb. 3 zeigt einige Resultate des vorgestellten Systems bei der Segmentierung
und Verfolgung der Zunge. Jedes zehnte Bild einer Sequenz ist dargestellt (von
oben nach unten). Die uberlagerte Kontur ist in diesem Beispiel nicht geglattet.
Abb. 3. Resultate des vorgestellten Systems.
Literatur
1. Kass M, Witkin A, Terzopoulos D: Snakes: Active contour models. Int. Conf. on
Computer Vision, London, 259{268, June 1987
2. Olstad B: Automatic wall motion detection in the left ventricle using ultrasonic
images. Electronic Imaging, San Jose, 1991
3. Howing F, Wermser D, Dooley L: Recognition and tracking of articulatory organs
in X-ray image sequences. IEE Electronics Letters, (32):444{445, 1996
