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Abstract
In this paper, we study Whittaker modules for a Lie algebras of Block type. We define
Whittaker modules and under some conditions, obtain a one to one correspondence between
the set of isomorphic classes of Whittaker modules over this algebra and the set of ideals of
a polynomial ring, parallel to a result from the classical setting and the case of the Virasoro
algebra.
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§1. Introduction
Let g be a Lie algebra that admits a decomposition
g = b− ⊕ n
where b−, n are two Lie subalgebras. Let
ϕ : n→ C
be a homomorphism of Lie algebras. For a g module V and v ∈ V , one says that v is a
Whittaker vector of type ϕ if n acts on v through ϕ. A Whittaker module is then defined
to be a module generated by a Whittaker vector.
The category of Whittaker modules for a given algebra (say, g) admits an initial object
and we call it a universal Whittaker module (say, M). Then M is isomorphic to U(b−) as
b− modules. Let Z stand for the center of g, and Z
′′ = Z ∩ b−. Suppose g possesses the
following properties:
1) for each ideal I of S(Z ′′), then every Whittaker vector of the Whittaker module
M/IM is of form pw¯, with p ∈ S(Z ′′), where w is a Whittaker generator of M;
2) for each I ⊂ S(Z ′′), then any nontrivial submodule of M/IM admits a nonzero
Whittaker vector.
Then it is not hard to set up a correspondence between the set of isomorphic classes of
Whittaker modules and the one of all the ideals of S(Z ′′).
In this paper, we consider a Lie algebras of Block type, B, which is an infinite-dimensional
Lie algebra with a basis {xa,i | a ∈ Z, i ∈ N} and brackets
[x(a,i), x(b,j)] =
(
(b− 1)i− (a− 1)j
)
x(a+b,i+j−1). (1.1)
and it has the following decomposition
B = n− ⊕ h⊕ n, (1.2)
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where
h = SpanC{x(a,i), | a+ i = 1},
n = SpanC{x(a,i) | a+ i > 1},
n− = SpanC{x(a,i) | a+ i < 1}.
Suppose ϕ is a given good character ( for its definition, see 2.3.2). Our main result is to
show that B satisfies the above properties 1) and 2) for such ϕ (see §3), and hence obtain a
correspondence between Whittaker modules and ideals of a polynomial ring (of x1,0). This
is treated in §4. Note that for general characters, property 1) may not hold.
Whittaker modules were first discovered for sl2(C) by Arnal and Pinzcon in [1]. Block
showed, in [3] that the simple modules for sl2(C) consist of highest (lowest) weight mod-
ules, Whittaker modules and a third family obtained by localization. This illustrates the
prominent role played by Whittaker modules.
Kostant defined Whittaker modules for an arbitrary finite-dimensional complex semi-
simple Lie algebra g in [5], and showed that these modules, up to isomorphism, are in
bijective correspondence with ideals of the center Z(g). In particular, irreducible Whittaker
modules correspond to maximal ideals of Z(g). In the quantum setting, Whittaker mod-
ules have been studied by Sevoystanov for Uh(g) [9] and by M. Ondrus for Uq(sl2) in [7].
Recently Whittaker modules have also been studied by M. Ondrus and E. Wiesner for the
Virasoro algebra in [8], X. Zhang and S. Tan for Schro¨dinger-Virasoro algebra in [12], K.
Christodoulopoulou for Heisenberg algebras in [4], and by G. Benkart and M. Ondrus for
generalized Weyl algebras in [2].
We note that our proofs differ from the ones in the classical setting in the use of the
center of the universal enveloping algebra. The reasoning for this is similar to the one
explained in [8]. Also, our approach to obtaining property 2) is same as in [10], different
from [8].
The paper is organized in the following way. In section 2, we define Whittaker vectors
and Whittaker modules for a class of Lie algebras, and also construct a universal Whittaker
module for them. Then the Whittaker vectors in a universal Whittaker module are examined
in section 3 and the irreducible Whittaker modules are classified in section 4. In the last
section we discuss some examples.
§2. Preliminaries
2.1. Q-graded Lie algebras
2.1.1. Let V be a vector space over C and Q a free abelian additive semigroup. By a
Q-grading of V we will understand a family {Vα|α ∈ Q} of subspaces of V such that
V = ⊕α∈QVα. For a nonzero vector v ∈ Vα, we say v is a homogeneous vector of degree α.
Let g be a Lie algebra over C and let {gα |α ∈ Q} be a grading of g (as a vector space).
Call g a Q-graded Lie algebra if [gα, gβ] ⊂ gα+β, for all α, β ∈ Q.
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Now suppose Q is totally ordered abelian group by the ordering ≤ that is compatible
with its additive group structure. Given a Q-graded Lie algebra, g = ⊕α∈Qgα, and a
homomorphism of abelian groups π : Q → Z that preserves the ordering, write gm =∑
π(α)=m
gα. Then the Lie algebra g = ⊕i∈Zgi can be viewed as a Z-graded Lie algebra too.
2.1.2. We now consider the algebra B defined by (1.1). Let Q = Z× Z, and π : Q→ Z by
π((a, i)) = a+ i− 1. Equip Q with a group structure by
(a, i) ∗ (b, j) = (a+ b, i+ j − 1)
and a ordering by
(a, i) < (b, j) if either a+ i < b+ j or a + i = b+ j, i < j.
Then Q becomes a totally ordered abelian group, and π preserves the ordering and group
structure. Let Q′ = {α ∈ Q | π(α) > 0}, Q′′ = {α ∈ Q | π(α) ≤ 0} and Kn = {(a, i) ∈ Q | i ≥
n}, n ≥ 0. SetK ′n = Kn∩Q
′, K ′′n = Kn∩Q
′′ andR = {(1, 0)}. So B (resp. n, resp. b−) is aQ-
graded (resp. Q′-graded, resp. Q′′-graded) Lie algebra. Write K = K0, K
′ = K ′0, K
′′ = K ′′0 .
2.2. Partitions.
2.2.1. Let Λ be a totally ordered set. We define a partition of Λ to be a non-decreasing
sequence of elements of Λ,
µ = (µ1, µ2, · · · , µr), µ1 6 µ2 6 · · · 6 µr.
Denote by P(Λ) the set of all partitions. For λ = (λ1, · · · , λr) ∈ P(Λ), we define the length
of λ to be r, denoted by ℓ(λ), and for α ∈ Λ, let λ(α) denote the number of times α appears
in the partition. Clearly any partition λ is completely determined by the values λ(α), α ∈ Λ.
If all λ(α) = 0, call λ the null partition, denoted by 0¯. Note that 0¯ is the only partition of
length = 0. We consider 0¯ an element of P(Λ).
Back to the situation of a Lie algebra g. Define the symbols xλ, for all partitions. For
0¯ 6= λ, define xλ to be an element of U(g), the universal enveloping algebra of g, by
xλ = xλ1xλ2 · · ·xλr =
∏
α∈K
xλ(α)α ∈ U(g)
whenever each xλi is well understood as an element of g. And let x0¯ = 1 ∈ U(g).
By PBW theorem, we know that {xλ | λ ∈ P(K \ R)} form a basis of U(B) over S(Z)
where Z = Cx(1,0) and S(Z) is the polynomial ring of x(1,0).
2.2.2. U(g) (denoted by U) naturally inherits a grading from the one of g. Namely, for any
α ∈ Q, set Uα = SpanC{x1x2 · · ·xk | xi ∈ gαi , 1 ≤ i ≤ k,
k∑
i=1
αi = α}, and then U =
⊕
α∈Q
Uα is
a Q-graded algebra, i.e. UαUβ ⊆ Uα+β . Similarly, U(n) (resp. U(b−)) inherit a grading from
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n, (resp. b− ). If x ∈ Uα, then we say x is a homogeneous element of degree α. Set |0¯| = 0
and |λ| = λ1 + λ2 + · · · + λℓ(λ), ∀λ 6= 0¯. Then xλ is a homogeneous element of degree |λ|.
If u( 6= 0) is not homogeneous but a sum of finitely many nonzero homogeneous elements,
then denote by mindeg(u) the minimum degree of its nonzero homogeneous components.
Now let us, for convenience, call any product of elements xsα ( α ∈ K \ R, s ≥ 0) in U
and elements of S(Z) a monomial, of height equal to the sum of the various s’s occurring.
Then we have, by PBW theorem,
Lemma. For α, β ∈ K \ R, t, k ≥ 0 , xtβx
k
α is a S(Z)-linear combination of x
k
αx
t
β along
with other monomials of height < t + k. 
This allows us to make the following definition. If x ∈ U is a sum of monomials of height
≤ l, we say ht(x) ≤ l.
2.2.3. We need some more notation. For λ = (λ1, λ2, · · ·λr) ∈ P(K), 0 < i ≤ r, 0 ≤ j <
r,write
λ{i} = (λ1, · · · , λi), λ{0} = 0¯
λ[j] = (λj+1, · · · , λr), λ[r] = 0¯
λ < i >= (λ1, · · · , λi−1, λˆi, λi+1, · · ·λr).
Lemma Write U ′′ for U(b−). Let 0 6= x ∈ nβ , 0 6= y ∈ U
′′
γ with π(β) > 0, π(γ) ≤ 0.
1) if s = π(β + γ) > 0, then [x, y] =
∑
s≤π(α)≤π(β)
uα with uα =
∑
i
v(α,i)w(α,i) where
w(α,i) ∈ nα, v
(α,i) ∈ U ′′β+γ−α and ht(v
(α,i)) < ht(y) if v(α,i) 6= 0;
2)if π(β + γ) ≤ 0, then [x, y] =
∑
0<π(α)≤π(β)
uα + u with u ∈ U
′′
β+γ and uα =
∑
i
v(α,i)w(α,i)
where w(α,i) ∈ nα, v
(α,i) ∈ U ′′β+γ−α and ht(v
(α,i)) < ht(y) if v(α,i) 6= 0.
Proof Write y =
∑
λ fλxλ where fλ ∈ S(Z), λ ∈ P(K
′′ \R).
But for any x ∈ nβ, one has,
[x, xλ] =
ℓ(λ)∑
i=1
xλ{i−1}[x, xλi ]xλ[i]
=
ℓ(λ)∑
i=1
xλ<i−1>[x, xλi ] +
ℓ(λ)∑
i=1
xλ{i−1}[[x, xλi ], xλ[i]]
Then one can easily deduce that the lemma follows. 
2.3 Whittaker Module
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2.3.1. Definition Given a Lie algebra homomorphism ϕ : n → C, for a B-module V ,
a vector v ∈ V is said to be a Whittaker vector of type ϕ if xv = ϕ(x)v for all x ∈ n.
Furthermore, if v generates V , then we call V a Whittaker module of type ϕ and v a cyclic
Whittaker vector of V .
2.3.2. One says a Lie algebra homomorphism ϕ : n→ C is nonsingular, if ϕ(x(a,i)) 6= 0, for
all (a, i) ∈ Q with a+i = 2. For n ≥ 1, s ≥ 1, let ϕ
(n,s)
m,j = ϕ(x(2−a,a)), where a = m+j+s−1,
for m ≥ 1, 0 ≤ j ≤ n. Denote by H(n,s) the ∞× (n+1) matrix whose (m, j) entry is ϕ
(n,s)
m,j .
Definition A Lie algebra homomorphism ϕ : n → C is said to be a good character if
ϕ is nonsingular and for all n ≥ 1, s ≥ 1, rank(H(n,s)) = n+ 1.
For a given ϕ : n→ C, define Cϕ to be the one-dimensional n-module given by the action
xa = ϕ(x)a for all x ∈ n and a ∈ C. Then the induced B-module,
Mϕ = U(B)⊗U(n) Cϕ,
is a Whittaker module of type ϕ with the cyclic Whittaker vector w = 1 ⊗ 1. By PBW
theorem, it’s easy to see that {xλw | λ ∈ P(K
′′
0 \ R)} is a basis of Mϕ over S(Z) where
Z = Cx(1,0).
Besides, for any ideal I of S(Z), define Lϕ,I = Mϕ/IMϕ and denote by pI the canonical
homomorphism. Then Lϕ,I is a Whittaker module for B. The following lemma makes Mϕ
become a universal Whittaker module.
Lemma Fix ϕ and Mϕ as above. Let V be a Whittaker module of type ϕ generated by a
Whittaker vector w′. Then there is a unique map φ : Mϕ → V taking w = 1⊗ 1 to w
′.
Proof. Uniqueness is obvious. Consider u ∈ U(B). One can write, by PBW,
u =
∑
α
bαnα, bα ∈ U(b−), nα ∈ U(n)
If uw = 0, then uw =
∑
α
bαϕ(nα)w = 0, and therefore
∑
α
bαϕ(nα) = 0. Now it’s easy to see
that the map φ :Mϕ → V , defined by φ(uw) = uw
′, is well defined. 
2.3.3. Let A = S(Z), Z = Cx(1,0) and I be an ideal of A. Write M =Mϕ,P≤0 = P(K
′′ \R)
and w′ = pIw ∈M/IM.
Lemma M/IM admits a basis, {xλw
′ | λ ∈ P≤0}, over A/I.
Proof Note that M =
⊕
λ∈P≤0
Axλw. Hence,
M/IM = A/I ⊗A M = A/I ⊗A (
⊕
λ∈P≤0
Axλw) =
⊕
λ∈P≤0
(A/I)xλw
′.
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Then the lemma follows immediately. 
2.3.4. Assume now that I is an ideal of A = S(Z). Write U ′ for U(n), and U ′′ for U(b−).
Then V =M/IM has a natural grading as a vector space. Namely, based on Lemma 2.3.2,
let, for any α ∈ Q′′, Vα = {x =
∑
λ∈P≤0
aλxλw | aλ ∈ (A/I), aλ = 0 if |λ| 6= α} and then clearly
V =
⊕
α∈Q′′
Vα. We say that a nonzero homogeneous vector v in M is of degree α if v ∈ Vα.
If v ( 6= 0) is not homogeneous but a sum of finitely many nonzero homogeneous vectors,
then define mindeg(v) to be the minimum degree of its nonzero homogeneous components.
Meanwhile, for any nonzero vector v ∈ V , let d(v) = mindeg(v) and then there uniquely
exist vi ∈ U
′′
α, α ≥ d(v) such that v =
∑
d(v)≤α
vαw with vd(v) 6= 0. Then define ℓ(v) = ht(vd(v)).
Note V can also be equipped with a Z-grading through π : Q→ Z. With this grading, we
can introduce notation mindeg1(v) and ℓ1(v), for each 0 6= v ∈ V , parallel to mindeg(v)
and ℓ(v) respectively.
§3. Whittaker Vectors in Mϕ and Lϕ,I
In this section, we characterize the Whittaker vectors in Whittaker modules for B, where
ϕ is a fixed nonsingular Lie algebra homomorphism from n→ C. Let M = Mϕ, w = 1⊗ 1,
and Z = Z(B) = Cx(1,0), the center of B. Notation as in 2.1.2.
3.1. Assume that I is an ideal of A = S(Z). Set V = M/IM and w′ = pI(w). Write
P1 = P(K
′′
1 ),P2 = P(K¯ \R) where K¯ = K
′′ \K ′′1 . Then we have the following lemma.
Lemma Assume ϕ is a good character, then every Whittaker vector of V is of form pw′
with p ∈ A = S(Z).
Proof Suppose w′′ is a Whittaker vector of V . We can write, by Lemma 2.3.3,
w′′ =
∑
λ∈P1,µ∈P2
pλ,µxλxµw
′ (3.1)
where pλ,µ ∈ A/I. Obviously it is enough to show that pλ,µ = 0 if either λ 6= 0¯ or µ 6= 0¯.
Case a), suppose there exists a µ 6= 0¯ such that pλ,µ 6= 0 for some λ ∈ P1.
Let Λ1 = {(a, i) | a+ i ≤ 0, i ≥ 1},Λ2 = {(a, i) | a+ i ≤ 1, i ≥ 2} and Λ = Λ1 ∪Λ2. Then
K ′′1 = Λ ∪ {(0, 1)}. Set P
′
1 = P(Λ). Then obviously one can rewrite equation (3.1) as
w′′ =
∑
λ∈P ′1,µ∈P2
∑
s≥0
qλ,µ,sxλy
sxµw
′ (3.2)
where y = x(0,1), qλ,µ,s ∈ A/I. Then there exists a µ 6= 0 such that qλ,µ,s 6= 0 for some λ, s
by our assumption.
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Now take a N > 2 so that for any λ ∈ P ′1, if ∃λi = (a, j) with j > N − 2, then
qλ,µ,s = 0. Obviously this can be achieved since there are only finitely many nonzero qλ,µ,s.
Put u = x(2−N,N). Consider
(u− ϕ(u))w′′ =
∑
qλ,µ,s[u, xλy
sxµ]w
′
=
∑
qλ,µ,s[u, xλ]y
sxµw
′
+
∑
qλ,µ,sxλ[u, y
s]xµw
′
+
∑
qλ,µ,sxλy
s[u, xµ]w
′.
But note that it can be easily showed by induction that [u, ys] = fs(y)u, where fs(y) is a
polynomial of y with deg(fs(y)) ≤ s− 1. Therefore,
(u− ϕ(u))w′′ =
∑
qλ,µ,s[u, xλ]y
sxµw
′ (3.3)
+
∑
qλ,µ,sxλfs(y)xµϕ(u)w
′ +
∑
qλ,µ,sxλfs(y)[u, xµ]w
′ (3.4)
+
∑
qλ,µ,sxλy
s[u, xµ]w
′. (3.5)
Let π1 : Q→ Z by π1(a, i) = a. Set
t = min{π1(µ1) |µ ∈ P2, and qλ,µ,s 6= 0, for some λ, s.}
Then t ≤ 0. Take a τ ∈ P2 such that τ1 = (t, 0) and qλ,µ,s 6= 0 for some λ, s. Let r be the
maximum integer such that there exists a λ, s.t. qλ,τ,r 6= 0. Set τ
′ = τ < 1 >= (τ2, · · ·τℓ(τ))
and α = (t−N + 2, N − 1).
Note that {xλy
kxµ | λ ∈ P
′
1, µ ∈ P2, s ≥ 0} form a basis of V = M/IM over A/I.
Clearly, under this basis, the representation of the formula (3.5) contains nonzero terms
involving xαy
rxτ ′ which are linearly independent from each other. However, it is easy to
see that for (3.3) and (3.4), there are no terms involving xαy
rxτ ′ . Hence, (u−ϕ(u))w
′′ 6= 0.
This contradicts with the assumption that w′′ is a Whittaker vector.
Case b), suppose pλ,µ = 0 whenever µ 6= 0¯, and there exists at least a λ 6= 0¯ such that
pλ,0¯ 6= 0.
Let L = {(a, i) | a+ i = 1, i ≥ 1} and L′ = {(a, i) | a+ i < 1, i ≥ 1}. Set Q = P(L) and
Q′ = P(L′). Then one can rewrite equation (3.1) as
w′′ =
∑
λ∈Q′,µ∈Q
fλ,µxλxµw
′
where fλ,µ ∈ A/I.
i). Assume that there exists a λ( 6= 0¯) ∈ Q′ such that fλ,µ 6= 0 for some µ ∈ Q.
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Define π2 : Q → Z by π2(a, i) = i. Take a n0 > 0 such that fλ,µ = 0 if either
there is a i such that n0 ≤ π2(λi) or there is a j such that n0 ≤ π2(µj). Let α0 =
max{λℓ(λ) | ∃µs.t.fλ,µ 6= 0}, τ0 = (2− n0, n0), and y = xτ0 . Consider
(y − ϕ(y))w′′ =
∑
λ,µ
fλ,µ[y, xλxµ]w
′
=
∑
fλ,µ[y, xλ]xµw
′ (3.6)
+
∑
fλ,µxλ[y, xµ]w
′. (3.7)
Note that △ = {xλxµxγ | λ ∈ Q
′, µ ∈ Q, γ ∈ pp2} form a basis of V = M/IM over
A/I. Clearly, under this basis, the representation of the formula (3.6) contains nonzero
terms involving xτ0∗α0 which are linearly independent from each other. However, it is easy
to see that for (3.7), there are no terms involving xτ0∗α0 . Hence, (u − ϕ(u))w
′′ 6= 0. This
contradicts with the assumption that w′′ is a Whittaker vector.
ii). Assume fλ,µ = 0 if λ 6= 0¯, and there exists at least a µ 6= 0¯ such that f0¯,µ 6= 0.
In this case, we write
w′′ =
∑
µ∈Q
bµxµw
′
where bµ = f0¯,µ.
Let σ0 = (1 − s, s) for some s ≥ 1, and σ
′
0 = (1 − s− n, s + n) for some n ≥ 1 be such
that for all µ ∈ Q, if either µ1 < σ0 or µℓ(µ) > σ
′
0, then bµ = 0. Set ym = x(2−m,m), m ≥ 1.
Consider
(ym − ϕ(ym))w
′′ =
∑
µ
bµ[ym, xµ]w
′
=
∑
µ
ℓ(µ)∑
i
bµxµ{i−1}[ym, xµi ]xµ[i]w
′
=
∑
µ
ℓ(µ)∑
i
bµxµ<i>ϕ([ym, xµi ])w
′ (3.8)
+
∑
µ
ℓ(µ)∑
i=1
bµxµ{i−1}[[ym, xµi ], xµ[i]]w
′. (3.9)
Let l = max{ℓ(µ) | bµ 6= 0} and take a λ ∈ Q such that ℓ(λ) = l − 1, and ∃µ s.t.
bµ 6= 0, λ = µ < i > for some i. Now set σi = (1 − s − i, s + i), 0 ≤ i ≤ n and let
0 ≤ i1 ≤ i2 ≤ · · · ≤ ik be such that {σij | 1 ≤ j ≤ k} = {α | λ(α) 6= 0, α ∈ L} and
tj = λ(σij ). So,
λ = (σi1 , · · · , σi1 , σi2 , · · · , σi2 , · · · , σik , · · · , σik)
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where σij appears tj times. Note also that t1 + t2 + · · · tk = l− 1. Moreover, for 0 ≤ a ≤ n,
if a 6= ij, ∀j, then define λ
(a) to be the partition such that λ(a)(σa) = 1, λ
(a)(σij ) = tj ; if
a = iv for some v, then define λ
(a) to be the partition such that λ(a)(σiv) = tv + 1, and
λ(a)(σij ) = tj, j 6= v. Clearly ℓ(λ
(a)) = l. Observe that for each µ ∈ Q with bµ 6= 0 and
µ < i >= λ for some i, we have µ = λ(a) for some a.
Now it is easy to see that the coefficient cλ of xλw
′ in the representation of the formula
(3.8), under the basis △, is
cλ =
n∑
j=0
bλ(j)(−s− j)djϕm,j
where div = tv + 1, 1 ≤ v ≤ k, dj = 1 if j 6= i1, i2, ..., ik and ϕm,j = ϕ
(n,s)
m,j that is defined in
2.3.2. Meanwhile, one immediately deduces that xλw
′ does not appear in the representation
of the formula (3.9). Hence cλ = 0, since w
′′ is a Whittaker vector, that is, for all m ≥ 1,
n∑
j=0
bλ(j)(−s− j)djϕm,j = 0. (3.10)
Then the assumption that ϕ is a good character implies that bλ(j) = 0, 0 ≤ j ≤ n. But this
contradicts with the choice of λ. 
3.2. Lemma Any nontrivial submodule of V = M/IM contains a nonzero Whittaker
vector.
Proof Let V1 be a submodule of V . Suppose V1 contains no nonzero Whittaker vector. Use
the notation in 2.3.4. Let t = max{mindeg1(v) | v 6= 0, v ∈ V1}, l = min{ℓ1(v) |mindeg1(v) =
t, v ∈ V1, v 6= 0}. Take a u ∈ V1 such that mindeg1(u) = t, ℓ1(u) = l (clearly, l > 0 ). Write
u =
∑
0≥a≥t
uaw
′, where ua =
∑
π(|λ|)=a
pλ,axλ, with pλ,a ∈ A/I. Since u is not a Whittaker vec-
tor, there exists a x ∈ nσ, for some π(σ) > 0 such that u
′ := xu−ϕ(x)u =
∑
0≥a≥t
[x, ua]w
′ 6= 0,
where [x, uα] stands for
∑
π(|λ|)=a
pλ,a[x, xλ]. Note that u
′ is contained in V1. Then, it’s
easy to see mindeg1([x, uα]w
′) ≥ a ≥ t, by Lemma 2.2.3, if [x, uα] 6= 0. So we have
mindeg1(u
′) ≥ t and hence mindeg1(u
′) = t for the definition of t. In this case, [x, ut]w
′ 6= 0
and mindeg1([x, ut]w
′) = t. But this forces ℓ1([x, uτ0 ]w
′) < ht(ut) = ℓ1(u) (c.f. Lemma
2.2.3). Thus, ℓ1(u
′) < l, which contradicts with the definition of l. 
3.3. Remark 1). Lemma 3.1 and 3.2 suggest that B satisfies the properties 1) and 2),
therefore with the technique developed in [10], one can set a correspondence of the set of
Whittaker modules and the set of ideals of S(Z). This is treated in the next section.
2). If ϕ is nonsingular but not a good character, then Lemma 3,1 may not hold. For
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example, if ϕ(x(2−i,i)) = 1, i ≥ 0, then (4x
2
α + x
2
β − 4xαxβ)w
′ is a Whittaker vector, where
α = (0, 1), β = (−1, 2). However, (4x2α + x
2
β − 4xαxβ)w
′ is not contained in A/Iw′.
3). Almost all nonsingular characters are good characters. To see this, denote by G(n,s)
the matrix formed by the first n+1 rows and columns ofH(n.s), n ≥ 1, s ≥ 1. Then obviously,
the set {det(G(n,s)) |n ≥ 1, s ≥ 1} consists of countable polynomials of ϕ(x2−a,a), a ≥ 0.
Hence the statement follows from the fact that a nonsingular character ϕ is good if all
det(G(n,s)) 6= 0, n ≥ 1, s ≥ 1.
§4. Whittaker Modules for B
The results and their proofs are exactly parallel to [10]. Notation as in 2.1.2. Fix a
nonsingular homomorphism ϕ : n→ C, and let M = Mϕ, w = 1⊗ 1. Let A = S(Z).
4.1.1 Proposition Let N be a submodule of M = Mϕ. Then N = IM for some ideal
I of A = S(Z).
Proof Set I = {x ∈ A | xw ∈ N}. One immediately sees that I is an ideal of A and
IM ⊆ N . So we can view N/IM as a submodule of M/IM . If N 6= IM , then there exists
pw′ ∈ N/IM , with pw′ 6= 0, p ∈ A, (w′ = pI(w)) by Lemma 3.1 and 3.2. So pw ∈ N and
hence p ∈ I. Therefore pw ∈ IM , which contradicts with the fact that pw′ 6= 0 in N/IM .
Thus, N = IM . 
4.1.2 proposition Then any nontrivial submodule of a Whittaker module of type ϕ contains
a nontrivial Whittaker submodule of type ϕ.
Proof It follows immediately from Proposition 4.1.1 and Lemma 3.2. 
4.2. The character ϕ : n → C naturally extends to a character of U(n). Let Uϕ(n) be the
kernel of this extension so that U(n) = C⊕ Uϕ(n). Hence,
U(B) = U(b−)⊗ U(n) = U(b−)⊕ Iϕ
where Iϕ = U(B)Uϕ(n). For any u ∈ U(B), let u
ϕ ∈ U(b−) be its component in U(b−)
relative to the above decomposition of U(B).
If V is a Whittaker module generated by a Whittaker vector v, let Uv(B) (resp. UV (B))
be the annihilator of v (resp. V ).Then we have, immediately, V ≃ U(B)/Uv(B). Set
AV = A ∩ UV (B).
4.2.1. Proposition Let V be any B module that admits a cyclic Whittaker vector v. Then
Uv(B) = U(B)AV + Iϕ.
Proof Obviously the right hand side of the equation is contained in the left hand side.
So it is enough to show the other way around. Using the universal property of M , we can
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choose a surjective homomorphism ψ : M → V that sends w = 1⊗ 1 to v. Let Y = ker(ψ).
Then Y = IM for some I ⊆ A, by 4.1.1.
But for any x ∈ Uv(B), i.e. xv = 0, one has x
ϕv = 0 and hence xϕw ∈ Y . Then
xϕw =
∑
i pixiw, xi ∈ U
′′, pi ∈ I. Thus, x
ϕ =
∑
i
pixi ⊂ UI. But clearly I ⊆ AV , therefore
xϕ ∈ UAV . So, x ∈ UAV + Iϕ. 
4.2.2. Theorem The correspondence
V → AV
sets up a bijection between the set of all the isomorphic classes of Whittaker modules for B
and the set of all the ideals of A = S(Z).
Proof Note that for any I ⊆ A, if let V =M/IM , then AV = I. Now the theorem follows
immediately.
4.2.3. Corollary For any maximal ideal m ∈ S(Z), Lϕ,m = M/mM is simple and any
simple Whittaker module of type ϕ is of this form.
Proof Observe that if I ⊆ J ⊆ S(Z), then M/JM is a quotient of M/IM . The corollary
now follows from Theorem 4.2.2 immediately. 
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