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práce jako školńıho d́ıla podle §60 odst. 1 autorského zákona.
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kružnici.
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Directional statistics is a subdiscipline of statistics that deals with directional
data. The following historical overview draws from Mardia [1972], which provides
a detailed description of the development of directional statistics.
1.1 Historical background
Although directional statistics gained on importance not before the second half of
the 19th century, it is as old as statistical theory itself. Gauss himself had already
analyzed certain directional measurements in astronomy, however, as a historical
coincidence, the observational errors were sufficiently small for him to use linear
approximations. As a result, he developed his linear, rather than directional,
theory of errors. Throughout the 20th century, directional statistics started to
gain importance because of new problems discovered in various scientific fields.
In 1905, the problem of the isotropic random walk on a circle was introduced in
Pearson [1905] while analyzing bird-migration, whereupon Rayleigh presented an
asymptotic solution, [Rayleigh, 1905]. In 1918, von Mises established an impor-
tant circular distribution, appropriately named the von Mises distribution (see
Section 4.1.4 below), to investigate the deviation of atomic weights from integral
values, [von Mises, 1918]. The breakthrough of directional statistics came in 1953
with an epoch making paper by R. A. Fisher, [Fisher, 1953], who was attracted
to this field by a paleomagnetic problem of the geophysicist J. Hospers, [Hospers,
1955]. A rapid development over the last sixty years followed, notably thanks
to the contribution of scientists G. S. Watson, M. A. Stephens, C. Bingham and
many others.
1.2 Directional statistics
Directional statistics is the analysis of data that are directions and axes. Its
applications are in various fields: geology, meteorology, astronomy, geography,
medicine and others. The next two paragraphs describe how directions and axes
can be represented.
Directions may be regarded as unit vectors in a space of any number of di-
mensions and they can be visualized as points on the surface of a hypersphere. In





Figure 1.1: Sample of size 2 with angles 15◦ and 345◦; arithmetic mean 180◦
against expected mean 0◦
where they may be presented by points on the circumference of a circle or on
the surface of a sphere. Because of this possibility of visualization, two- and
three-dimensional directional data are called circular and spherical data.
Observations of axes, or axial data, are directions determined only up to sign.
Each direction is considered as equivalent to the opposite direction. Axial data
can be represented either on a semi-hypersphere or as antipodal pairs of points
on a hypersphere. Another method on the circle is to ‘double the angles’ and
transform them to circular data.
Directional statistics differs from ‘usual linear’ statistics because of the specific
structure of its sample spaces. As hyperspheres have different characteristics than
general Euclidean spaces, standard linear methods for analyzing data cannot be
used and special directional methods are required. The following simple examples
from Rao Jammalamadaka and Sengupta [2001] point out new problems arising
in directional statistics. The first example, Example 1.2.1, addresses the fact that
a circle, unlike a line, is a closed curve. Therefore, no discrete beginning can be
determined naturally, but it has to be defined, which can lead to inconsistency
in description of data. As Example 1.2.1 illustrates, different labelling can for
instances occur between two different scientific domains. Example 1.2.2 illustrates
on the mean direction that using linear methods on directional data can lead to
wrong results.
Example 1.2.1. Directions are often described by angles, however this repre-
sentation is not unique. Geologists use north as their ‘starting point’ and count
clockwise. Mathematicians, on the other hand, usually choose east as their ‘zero
direction’ with anti-clockwise as their positive direction. To illustrate, an angle of
60◦ for a geologist would be 30◦ for a mathematician.
Example 1.2.2. Random variables within directional statistics have their own
characteristics and most of them cannot be calculated analogously to their linear
equivalences. For instance, the mean direction of a data set, also referred to as the
‘preferred direction’, cannot be calculated as the arithmetical mean of the angles
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corresponding to the observed directions as one might be used to from the line.
The periodical nature of directional data would give unexpected results: As shown
in Figure 1.1, suppose a sample of size 2 with angles 15◦ and 345◦ (measured anti-
clockwise with east as the zero direction). Although intuitively we would refer to
0◦ as the mean direction, 180◦ is the arithmetic mean, which points due west,
although both observations point towards east. Using the directional definition
of the sample mean direction Θ (see Definition 2.3.1 below), we would have the
following calculation:
Θ = arctan(
sin 15◦ + sin 345◦
cos 15◦ + cos 345◦
) = 0◦.





Typical circular data are time measurements of a periodical character or compass
directions, for example the arrival time of patients at a surgery room every day
or geostrophic wind directions. More examples and methods of diagrammatical
representations can be found in Fisher [1993].
As mentioned above in Section 1.2, a direction in the plane can be illustrated
as a unit vector in the plane or equivalently as a point on the unit circle. For
calculations, it is useful to express a direction as an angle. To do so, it is necessary
to choose an initial direction and an orientation, in other words a zero direction or
starting point and a sense of rotation (clockwise or anti-clockwise). An important
part of the theory of directional statistics is to construct it invariantly to these
initial choices, i.e., all results must be equivalent independent of the choice (also
see Example 1.2.1). In this text, the traditional convention of the x-axis as zero
direction with the anti-clockwise direction as positive direction is used (if not
stated differently). Each direction represented by a unit vector v thus corresponds
to a unique angle θ, 0 < θ ≤ 2π and can be expressed in the following three
manners:
(i) As a point in the plane with Cartesian coordinates:
Let S1 := {x ∈ R2 : ∥x∥ = 1} be a unit circle in the plane with centre at
the origin. Each direction can be represented by a point x = (x1, x2)
′ ∈ S1,
where
x1 = cos θ and x2 = sin θ, θ ∈ (0, 2π].
x1 and x2 are called Cartesian coordinates of x. (See Figure 2.1)
(ii) As a point in the plane with polar coordinates:
Each point in the plane can be expressed with its polar coordinates (r, α)′p,
where r represents its distance to the origin and α ∈ (0, 2π] its angle to
the zero direction. Therefore, every point x ∈ S1 on the unit circle repre-
senting an direction has in addition to its Cartesian coordinates also polar
coordinates. Because ∥x∥ = 1 for all x ∈ S1 and because the angle to the
x-axis is in our notation θ, we have r = 1 and α = θ. Hence, the polar
coordinates of x ∈ S1 are (1, θ)′p. Polar coordinates can easily be converted
into Cartesian coordinates:







Figure 2.1: Representation of a direction as a point x in the plane with Cartesian
coordinates and with polar coordinates
(iii) As a point in the complex plane:
Let C := {z ∈ C : ||z|| = 1} be a unit circle in the complex plane. The
third representation of directions are complex numbers z ∈ C. Because of
the condition ||z|| = 1 all z ∈ C can be expressed in the following way:
z = eiθ = cos θ + i sin θ, θ ∈ (0, 2π].
(See Figure 2.2)
Differences between the probability theory on the circle and the theory on the
line already occur in the most basic terms. Even the definition of the random
variable has to be adjusted to the specific structure of the circle, as seen in the
following definitions.
Definition 2.1.1.
(i) We shall say that a 2-dimensional random vector X has a circular distri-
bution in R2 and call it a unit random vector if it takes values only on the
circumference of a unit circle in the plane with centre in the origin.
(ii) We shall say that a complex random variable Z has a circular distribution in
C if it takes values only on the circumference of a unit circle in the complex
plane with centre in the origin.
Definition 2.1.2. Let Z be a complex random variable with a circular distribution
in C. Then a unique random variable Θ, 0 < Θ ≤ 2π, exists such that
Z = eiΘ.
We shall call random variable Θ a random angle.
Remark 2.1.3. In some literature, the random angle is also referred to as a
circular random variable. Out of convenience, we will work with random angles
in the following text. Also, we will describe the transformation between the 2-








Figure 2.2: Representation of a direction as a complex number z in the complex
plane
2.2 Main characteristics of random angles
In this section, main characteristics of random angles are defined analogously
to characteristics of random variables on the line. The following definitions and
lemmata are drawing mainly from Mardia and Jupp [2000].
Definition 2.2.1. Let Θ be a random angle. Its distribution function F is given
by
F (θ) = P(0 < Θ ≤ θ), 0 < θ ≤ 2π
and
F (θ + 2π)− F (θ) = 1, −∞ < θ ≤ ∞. (2.1)
Equation (2.1) expands the domain of definition from (0, 2π] to the whole real
line, as it is common for the distribution function. This expansion uses the fact
that the circle is a closed curve as 0 and 2π represent the same point on the circle.
Therefore, we have:
P(0 < Θ ≤ 2π) = 1.
Also for α ≤ β ≤ α+ 2π,




where the integral is a Lebesgue-Stieltjes integral.
The following lemma describes the main properties of the distribution func-
tion.
Lemma 2.2.2. For the distribution function F of a random angle Θ, the following
holds:
(i) F (0) = 0, F (2π) = 1;
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(ii) F is right-continuous;
(iii) F is non-decreasing;
(iv) limx→∞ F (x) = ∞, limx→−∞ F (x) = −∞.
Property (iv) stands in contrast to distributions on the line, where distribution
functions converge to 0 and 1. It is caused by Equation (2.1) in the definition of
the distribution function of random angle Θ.
Definition 2.2.3. The distribution function F of a random angle is called ab-
solutely continuous, if there is a non-negative Borel-measurable function f such
that ∫ β
α
f(θ)dθ = F (β)− F (α), −∞ < α ≤ β <∞. (2.3)
Function f is called probability density function of random angle Θ and f = F ′
almost everywhere.
Remark 2.2.4. If random angle Θ has an absolutely continuous distribution
function F, then its distribution is called absolutely continuous. If probability
masses are assigned only to a countable number of points on the unit circle, we
shall say that random angle Θ has a discrete distribution.
Lemma 2.2.5. Let the distribution function F of random angle Θ be absolutely
continuous. Then for the probability density function f of random angle Θ, the
following holds:
(i) f(θ) ≥ 0 almost everywhere on (−∞,∞);








Proof. The results emerge from the properties of F :
(i) f = F ′ ≥ 0 almost everywhere, as F is non-decreasing.
(ii) Using the definition of derivation, we have
f(θ + 2π) = F ′(θ + 2π)
= lim
h→0




F (θ + h) + 1− F (θ)− 1
h
= F ′(θ) = f(θ) almost everywhere.
(iii) From (2.3), we have∫ x+2π
x
f(θ)dθ = F (x+ 2π)− F (x) = 1.
In particular, for x = 0 we have∫ 2π
0
f(θ)dθ = F (2π)− F (0) = 1.
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The characteristic function ψΘ of random angle Θ can be defined similarly to
characteristic functions of one-dimensional random variables on the line, namely
as the function t 7→ E eitΘ. Since θ and θ + 2π represent the same direction, the
characteristic function ψΘ has the following property:
ψΘ(t) = E e
itΘ = E eit(Θ+2π) = eit2π · ψΘ(t).
In order to satisfy this property, we restrict t to integer values so that eit2π = 1.
Definition 2.2.6. The characteristic function ψΘ of random angle Θ is the double
infinite sequence of complex numbers {ψp}∞p=−∞ such that
ψΘ(p) = ψp,
where




eipθdF (θ), p = 0,±1,±2, . . .
Complex numbers ψp are called p
th trigonometric moments and can be expressed
as
ψp = αp + iβp,
where









In the following, we will refer to α1, β1 as α, β. It can be shown that
ψ0 = 1, |ψp| ≤ 1 and ψp = ψ−p,
where ψp is the complex conjugate of ψp. Similarly
α−p = αp, β−p = −βp, |αp| ≤ 1 and |βp| ≤ 1.
Also note that the trigonometric moments are always finite and well defined.
In the following we concern ourself with measures of location by defining the
mean direction as well as the median of random angles and with measures of
concentration by defining the mean resultant length.
Definition 2.2.7. Let ψ1 be the first trigonometric moment of random angle Θ,
then it can be expressed as
ψ1 = ρe
iµ, 0 ≤ ρ ≤ 1.
The direction µ is called the mean direction of random angle Θ and ρ is called
the mean resultant length of random angle Θ.
The following lemma shows the effects on µ and ρ by changing the initial
direction. Such a change can be described for example by a rotation by ϵ.
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Lemma 2.2.8. The mean direction µ is equivariant under rotation and the mean
resultant length ρ is invariant under rotation.
Proof. Let Θr be a random variable obtained from Θ by a rotation by ε such that
θr = θ − ε. From the definition of ψ1 follows that
ρre
iµr = ψ1r = E e
ip(Θ−ε) = e−iε E eipΘ = e−iϵψ1 = ρe
i(µ−ε).
Therefore
µr = µ− ε and ρr = ρ.
Definition 2.2.9. A median direction µ̃ is any direction such that
P(θ ∈ [µ̃, µ̃+ π)) ≥ 1
2
, P(θ ∈ [µ̃− π, µ̃)) ≥ 1
2
.
Remark 2.2.10. Expression E[π − |π − |θ − d||] attains its minimum value in
d = µ̃.
Definition 2.2.11. The pth central trigonometric moment is defined as
ψ∗p = E e
ip(Θ−µ), p = 0,±1,±2, . . .







α∗p = E cos p(Θ− µ) and β∗p = E sin p(Θ− µ).
We continue with two important properties of the first central trigonometric
moment:
Lemma 2.2.12. Let Θ be random angle and ψ∗1 its first central trigonometric
moment then
α∗1 = E cos(Θ− µ) = ρ and β∗1 = E sin(Θ− µ) = 0.
Therefore ψ∗1 = ρ.
Proof. The results follow directly from the definition of ψ∗1:
ψ∗1 = ρe




1 = E cos(Θ− µ) + iE sin(Θ− µ).
The following definitions introduce further characteristics that are used for
the description of dispersion of distributions on the circle: the circular variance,
the skewness and the kurtosis of a circular distribution.
Definition 2.2.13. The circular variance υ of a random angle θ is defined as
υ = 1− ρ, 0 ≤ υ ≤ 1.
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Analogously to the variance of a random variable on the line, υ = 0 if the dis-
tribution concentrates at the single point µ. υ is near 1 if there is no concentration
around any particular direction.
Definition 2.2.14. Let ρ ̸= 1. The skewness s and the kurtosis k of a circular








Skewness measures the asymmetry of a circular distribution and kurtosis its
peakedness.
Definition 2.2.15. The distribution of Θ is called symmetrical about the mean
direction µ if the distribution is invariant under reflection in µ, that means in-
variant under the transformation
Θ 7→ µ−Θ.
Lemma 2.2.16. Let the distribution of Θ be symmetrical, then the following
holds:
(i) If function f is its probability density function, then f(θ − µ) = f(µ− θ).
(ii) Distribution Θ is symmetrical about µ+ π as well.
(iii) If distribution Θ is additionally unimodal, then the mean direction µ and
the median direction µ̃ are equal.
(iv) Skewness s = 0.
Proof. See Mardia [1972, Section 3.5.5.].
2.3 Descriptive statistics
This section introduces useful parameters for summarizing and describing a cir-
cular data set.
Let’s have a set of independently observed directions in the plane that are
represented by unit vectors V 1, . . . ,V n, n ∈ N. As explained in Section 2.1, unit
vectors V 1, . . . ,V n correspond to unique angles Θ1, . . . ,Θn and to unique points
on the unit circle X1, . . . ,Xn.
By summing these unit vectors and taking their mean, we obtain the mean







The endpoint X of mean resultant vector V represents the centre of mass if
points X1, . . . ,Xn have equal masses. The term ‘centre of mass’ is taken from
the terminology commonly used in Physics. Because points Xj have Cartesian
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coordinates (cosΘj, sinΘj) for j = 1, . . . , n, centre of mass X has Cartesian












Let’s denote (R, θ) the polar coordinates of centre of mass X, meaning R is
its distance to the origin and Θ its angle. Consequently, we obtain the following
definition:
Definition 2.3.1. The sample mean resultant length R ≥ 0 is given by







If mean resultant vector R > 0, the sample mean direction Θ is defined as follows:
Θ = arctan∗(S/C) =

arctan(S/C), if C > 0, S ≥ 0,
π/2, if C = 0, S > 0,
arctan(S/C) + π, if C < 0,
arctan(S/C) + 2π, if C ≥ 0, S < 0,
undefined, if C = 0, S = 0.
(2.5)
If the mean resultant vector is of length 0, i.e. C = S = 0, we say that no mean
direction exists, [Rao Jammalamadaka and Sengupta, 2001].
Naturally, the centre of mass of points on the circumference of the unit circle
must be in the interior of the circle, therefore 0 ≤ R ≤ 1.
Consider the situation where data set V 1, . . . ,V n is described using a different
coordinate system so that we have a different initial zero direction 0∗. This
can be expressed by a rotation by ϵ such that 0∗ = 0 − ϵ. Analogously to the
population case, the sample mean direction Θ is equivariant under rotation and
the sample mean resultant length R is invariant under rotation. In addition,
an analogue result is obtained considering the change of the sense of rotation
from anticlockwise to clockwise. Hence, two statisticians using different labelling
will get corresponding results. Proof can be found in Rao Jammalamadaka and
Sengupta [2001, Proposition 1.1].
Definition 2.3.2. A sample median direction Θ̃ of angles Θ1, . . . ,Θn is any angle
such that half of the data points lie in the arc [Θ̃, Θ̃ + π) and the majority of the
data points are nearer to Θ̃ than to Θ̃ + π, [Mardia and Jupp, 2000].
Remark 2.3.3. If we have an odd number of observed direction in the sample
set, the sample median is the angle of one of the directions. If we have an even
number, the angle of the midpoint of the two appropriate directions is taken.
Definition 2.3.4. The pth sample trigonometric moment is defined as
































Note the following observations for the first sample trigonometric moment:















sin(Θj −Θ) = 0.
Therefore m∗1 = R.
Proof. See Rao Jammalamadaka and Sengupta [2001, Theorem 1.1].
Definition 2.3.6. The sample circular variance V is defined as
V = 1−R, 0 ≤ V ≤ 1.
If the observed directions are concentrated close together, V will be almost
0. On the other hand, increasing scatter results in bigger values of V. However,
values close to 1 do not imply that directions are evenly spread around the circle.
For example, the data set Θ1, . . . ,Θn,Θ1+π, . . . ,Θn+π has V = 1, [Mardia and
Jupp, 2000].
2.4 Properties of estimators
The sample parameters introduced in Section 2.3 are used as estimators for their
population analogues defined in Section 2.2 because of their favourable charac-
teristics.
2.4.1 Estimators for α and β
We will show that C, S are unbiased and consistent estimators of α, β.
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Lemma 2.4.1. Let Θ1, . . . ,Θn be independent and identically distributed random









(i) EC = nα, ES = nβ;
(ii) varC = n
2
(1 + α2 − 2α2), varS = n2 (1− α2 − 2β
2);




α = E cos θ, α2 = E cos 2θ
and
β = E sin θ, β2 = E sin 2θ
are defined in Definition 2.2.6.










sinΘj) = nE sinΘ1 = nβ.




cosΘj) = n var(cosΘ1) = n(E cos
2Θ1 − (E cosΘ1)2).
Since
cos(2ω) = cos2 ω − sin2 ω = 2 cos2 ω − 1,
we have
E(cos2 Θ1) = E(
1
2
(1 + cos(2Θ1))) =
1
2








(1 + α2 − 2α2).




sinΘj) = n var(sinΘ1) = n(E sin
2Θ1 − (E sinΘ1)2).
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Since
sin2 ω = 1− cos2 ω = 1− 1
2



















(1− α2 − 2β2).
(iii) For the covariance we have:















cov(cosΘj, sinΘj) = n(E(cosΘ1 sinΘ1)− E cosΘ1 E sinΘ1)




where we used the independence of random angles Θ1, . . . ,Θn in the fourth
equation and the formula
sin(2ω) = 2 sinω cosω
in the fifth one.
Since C = 1
n
C and S = 1
n
S, Lemma 2.4.1 implies:
(i) EC = α, ES = β;
(ii) varC = 1
2n
(1 + α2 − 2α2), varS = 12n(1− α2 − 2β
2);
(iii) cov(C, S) = 1
2n
(β2 − 2αβ).
It follows from (i) that C, S are unbiased estimators of α, β.















(1 + α2 − 2α2) 12(β2 − 2αβ)
1
2



















Proof. We prove this lemma using the multivariate Lindeberg central limit the-









, [Anděl, 2007, Theorem B.7]. Since random angles have



































d−→ N2(0,Σ), for n→ ∞.
In particular, C has asymptotically normal distribution N (α, 1
2n
(1+α2−2α2))
and S has asymptotically normal distributionN(β, 12n(1−α2−2β
2)), [Anděl, 2007,
Theorem 4.5].
Since C, S have finite second moments and
EC −→ α ∧ varC −→ 0,
as well as
ES −→ β ∧ varS −→ 0,
C, S are consistent estimator of α, β, [Anděl, 2007, Theorem 7.6].
2.4.2 Estimators for ρ and µ






is asymptotically normal and R,Θ are consistent estimators of ρ, µ.
Note that in general these estimators are not unbiased. The case ρ = 0 is analysed





is not normal and the two different behaviours of the estimators lead to separate
treatments of the two cases in statistical analyses.


















ρ2(1− 2ρ2) + α2(α2 − β2) + 2αββ2 1ρ(β2(α




2 − β2)− 2αβα2) 1ρ2 (ρ
2 + α2(β
2 − α2)− 2αββ2)
)
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. We can sub-








Firstly, let’s define function f :
Since ρ ̸= 0, it follows from Definition 2.2.7 of ρ that 0 < ρ ≤ 1. If we choose
the zero direction suitable, i.e., close to the mean direction, we can assume that
α > 0 using Lemma 2.2.12. Further, because Θ1, . . . ,Θn are independent and
identically distributed, C converges almost surely to α according to the law of
large numbers, [Anděl, 2007, Theorem B.4]. For sufficiently large values of n,
C > 0 almost surely. Therefore let’s take,
Θ = arctan(S/C),
where we modified the original definition of Θ, Definition (2.5), for the purpose
of this proof. For C > 0, the function takes values in (−π/2, π/2) rather than
























Because function f is differentiable at (α, β), we can use Lemma 4.11 in Härdle
































α2 + β2 = ρ (2.6)
and




























































































α2σ11 + αβσ21 + αβσ12 + β





































































(−αβ − αβα2 + 2α3β − β2β2 + 2αβ3 + α2β2 − 2α3β





2 − β2)− 2αβα2).
(2.10)
As in Section 2.4.1, it follows from this lemma that R has asymptotically
normal distribution N (ρ, 1
2nρ2
(ρ2(1 − 2ρ2) + α2(α2 − β2) + 2αββ2)) and Θ has




Since R,Θ have finite second moments and
ER −→ ρ ∧ varR −→ 0,
as well as
EΘ −→ µ ∧ varΘ −→ 0,






A part of the theory of circular statistics can be generalized to three dimensional
spherical statistics. Furthermore, some results and terms can be unified to a gen-
eral theory of hyperspherical statistics with directions in p dimensions. However,
most applications are in two or three dimensions.
Spherical data are observations of directions in three dimensions. Similar to
circular data, there are directions and axes that are obtained in numerous differ-
ent scientific fields. Various example are given in Fisher et al. [1987, Section1].
For instance, in Astrophysics ‘arrival directions of showers of cosmic rays’ are
measured. In Crystallography we can find an example of axial data: ‘directions
of the optic axes of quartz crystals’. Also, as mentioned in Section 1.1, the need
of spherical statistics in Paleomagnetism, a fast growing field, to analyse ‘mea-
surements of magnetic remanence in rocks’ was a reason for great progress in
directional statistics.
There are various ways of representing three dimensional spherical data. We
will use Cartesian coordinates and polar coordinates. However, due to the impor-
tance of spherical observations in fields like Astronomy or Geology and its diverse
use within these disciplines, various systems of representation developed through
the centuries and are still in use. An overview of the most important spherical
coordinate systems and methods of transferring data from these systems to polar
coordinates can be found in Fisher et al. [1987, Section 2.2].
3.2 Spherical random vectors
A p-dimensional direction can be embodied as a unit vectors v = (v1, ..., vp)
′ in p-
dimensional Euclidean space Rp. Also, it can be useful to express these directions
as corresponding point on a unit hypersphere:
Let Sp−1 := {x ∈ Rp : x′x = 1} be a unit hypersphere in Rp with centre
at the origin 0. Each p-dimensional direction can be represented by a point
x = (x1, . . . , xp)
′ ∈ Sp−1. x1, . . . , xp are called Cartesian coordinates of x.
As mentioned in Section 3.1, another useful system of representation are hy-
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perspherical polar coordinates. We will introduce these for the three dimensional
case: Let’s have a three dimensional direction represented by unit vector v and
its corresponding point x ∈ S2. Point x can be expressed using its polar coor-
dinates (1, θ, ϕ)p. The first coordinate indicates the distance to the origin, thus
it is 1 in our case. Angle θ, 0 ≤ θ ≤ π, is the angle between the z-axis and unit
vector v. Angle ϕ, 0 ≤ ϕ ≤ 2π, is the angle between the x-axis and v̇, the pro-
jection of v onto the xy-plane. Using geographical terminology, angle θ indicates
colatitude, so that π/2 − θ indicates latitude, and angle ϕ indicates longitude.
Polar coordinates (1, θ, ϕ)p can be easily transformed into Cartesian coordinates
(x1, x2, x3)
′:
(1, θ, ϕ)p ⇒ (x1 = sin θ cosϕ ∧ x2 = sin θ sinϕ ∧ x3 = cos θ).
Because of these two different manners of representing directional data, Carte-
sian coordinates and spherical polar coordinates, we will introduce two corre-
sponding random vectors, a vector of Cartesian coordinates and a vector of an-
gles.
Definition 3.2.1. We shall say that a random vector X = (X1, . . . , Xp)
′ has a
hyperspherical distribution in Rp and call it a unit random vector if it takes values
only on the surface of a unit hypersphere Sp−1 in Rp with centre in the origin.
Definition 3.2.2. Let X be a unit random vector in Rp. Then a unique random
vector Θ = (Θ1, . . . ,Θp−1)
′ exist such that





sinΘj, sinΘ0 = cosΘp = 1,
[Mardia, 1975a].
We shall call this random vector Θ a hyperspherical random vector.
In the case p = 3, we shall write Θ = (Θ,Φ)′ and call Θ a spherical random
vector.
For p = 2, random angle Θ is obtained through this transformation from a
2-dimensional random vector X with circular distribution. However, in contrary
to circular statistics, where we used mainly random angle Θ, in the general p-
dimensional case, it is common to work with unit random vector X. Therefore,
we also mainly work with unit random vector X in the rest of this chapter and
in Chapter 4, where we define probability distributions of unit random vectors
X through their probability density function. Probability density functions of
unit random vectors X can be transformed to probability density functions of its
corresponding hyperspherical random vectorΘ. We will show this transformation
on the von Mises distribution in Section 4.2.
Definition 3.2.3. Let X be a unit random vector. The population mean resultant











If ρ > 0, the population mean direction µ is defined by
µ = ρ−1 EX.
If ρ = 0, we say that the mean direction µ is not defined, [Mardia and Jupp,
2000, Section 9.2.]. The population variance v of a unit random vector is defined
as
v = 1− ρ, 0 ≤ v ≤ 1.
3.3 Descriptive statistics
In the following, we concern ourself with descriptive measures in p dimensions
by generalizing results from Section 2.3. Let’s have a set of p-dimensional unit
vectors V1, . . . ,Vn, n ∈ N representing n p-dimensional directions that have been
observed independently. In addition, let X1, . . . ,Xn be the corresponding points
on the unit hypersphere Sp−1.
Let’s denote the mean of the sum of unit vectors V 1, . . . ,V n as sample mean







Further, the endpoint X of sample mean resultant vector V is the centre of mass
of points X1, . . . ,Xn, if these points are of equal masses. Expressing the sample
mean resultant vector V in polar form, we obtain
V = RV 0,
where R is its length and unit vector V 0 indicates its direction.
Definition 3.3.1. The sample mean resultant length R ≥ 0 is given by
R = ∥V ∥.
If the mean resultant vector is of positive length, that means R > 0, the sample
mean direction V 0 is given by
V 0 = ∥V ∥−1V .
If the mean resultant vector is of length 0, we say that no mean direction exists.
Remark 3.3.2. Note that mean direction V 0 is in the general p-dimensional case
a unit vector. However, because in two dimensions it is common to express a
direction with an angle, the mean direction of circular data is defined as the angle
Θ. Analogously, in three dimensions, the mean direction V 0 can be expressed by
the pair of angles (Θ,Φ) by a transformation from Cartesian coordinates to the
polar coordinates, see Fisher et al. [1987, Section 3.2.1.].
Because X1, . . . ,Xn are points on the surface of a unit hypersphere S
p−1, the
centre of mass X lies in the interior or on the surface of that hypersphere. Hence,
0 ≤ R ≤ 1.
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Definition 3.3.3. The sample hyperspherical variance V is given by
V = 1−R, 0 ≤ V ≤ 1.
This general sample hyperspherical variance V has the same properties as the
circular one which are described in Section 2.3. Therefore, sample variance V is
an indicator of dispersion and a measure of cluster around the mean direction for
p-dimensional directions as well.
Similarly to the circular case, the sample mean resultant length and the sample
mean direction are used as estimators for their population analogues. Some of





4.1 Overview of distributions
In this section, we will present an overview of the Fisher-Bingham family of
distributions. We start with the most general distribution, the Fisher-Bingham
distribution, and obtain related distributions by conditioning its parameters.
4.1.1 Fisher-Bingham distribution
A p-dimensional unit random vector X has a Fisher-Bingham distribution if its




exp{κµ′x+ x′Ax}, x ∈ Sp−1, (4.1)
where ∥µ∥ = 1, κ ∈ R and A is a symmetric p × p matrix with trA = 0, [Mar-
dia and Jupp, 2000]. Parameter µ is called the mean direction and parameter
κ the concentration parameter. C(κ,A) is the normalising constant, but ‘One
of the main practical problems, which has hindered the application of FB8 is
the difficulty in calculating the normalising constant,[...]’, [Wood, 1988]. In the
case p = 3, the probability density function has eight parameters and is therefore
labeled FB8. A method of calculating the nomalising constant for FB8 is given
in Wood [1988, Section 3]. The Fisher-Bingham distribution FB8 was first intro-
duced in Mardia [1975b]. It is named after the Fisher distribution (Section 4.1.3)
and the Bingham distribution (Section 4.1.8), because the first factor, exp{κµ′x},
is proportional to a Fisher density and the second, exp{x′Ax}, to a Bingham
density. ‘Unfortunately, statistical work with the full FB8 distribution has been
hampered by difficulties in estimating and interpreting the parameters’, [Kent,
1982]. However, conditioning parameters and dimensions, the probability density
function gets simplified and various subfamilies of distributions are discussed in
the following.
4.1.2 von Mises-Fisher distribution
The von Mises-Fisher distribution is obtained from the Fisher-Bingham distribu-
tion if A = 0. It was introduced in Watson and Williams [1956]:
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We say that a p-dimensional unit random vector X has a p-variate von Mises-
Fisher distribution Mp(µ, κ) if its probability density function is given by






κ ≥ 0 and Ip/2−1(κ) denotes the modified Bessel function of the first kind and
order p/2− 1, [Abramowitz and Stegun, 1965, 9.6.19].
4.1.3 Fisher distribution
For p = 3, the von Mises-Fisher distribution is called the Fisher distribution
F (µ, κ). This distribution was introduced in Langevin [1905] in the context of
Physics, however it is named after Sir Ronald Fisher, who studied this distribu-
tion in detail including methods of inference for the mean direction µ and the
concentration parameter κ, [Fisher, 1953]. His work also includes an analysis of a
paleomagnetic data set: ‘measurements of the direction of remanent magnetiza-
tion in the directly and inversely magnetized lava flows obtained in Iceland by Mr
J. Hospers’, [Fisher, 1953]. If κ > 0, the normalization constant cp(κ) simplifies




exp{κµ′x}, x ∈ S2. (4.4)
However, for the Fisher distribution, it is more common to define the proba-
bility density function for spherical random angles rather than for unit random
vectors:
A spherical random vector (Θ,Φ)′ has a Fisher distribution if its probability
density function is
g(θ, ϕ;κ, α, β) =
κ
4π sinhκ
exp{κ[cos θ cosα + sin θ sinα cos(ϕ− β)]} sin θ,
0 ≤ θ ≤ π, 0 ≤ ϕ ≤ 2π. (4.5)
4.1.4 von Mises distribution
In the case p = 2, the von Mises-Fisher distribution simplifies to the von Mises
distribution M2(µ, κ). It was introduced by von Mises [1918] and it is sometimes
called the circular normal distribution as in Gumbel et al. [1953]. For p = 2,




exp{κµ′x}, x ∈ S1.
As for the Fisher distribution, the von Mises distribution is defined most of the
time for random angles:
Let Θ be a random angle, then we say that it has a von Mises distribution if
its probability density function is given by
g(θ, µ, κ) =
1
2πI0(κ)
exp{κ cos(θ − µ)}, 0 < θ ≤ 2π, (4.6)
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[Rao Jammalamadaka and Sengupta, 2001, Section 2.2.4].
Note that parameter µ denotes an angle in contrary to unit vector µ. This is
analogous to the Definition 2.2.7 of the mean direction on the circle and the Def-
inition 3.2.3 on the p-dimensional spheres. For p = 2, we have µ = (cosµ, sinµ)′.
Further properties of the von Mises distribution will be discussed in Section 4.2.
4.1.5 Uniform distribution
If κ = 0, the von Mises-Fisher distribution reduces to the Uniform distribution.
It assigns the probability of a set proportinally to its area, all directions are
equally likely. The Uniform distribution is invariant under rotation and reflection.
Because EX = 0, the mean resultant length ρ = [EX ′ EX]
1
2 = 0. Thus mean
direction µ is not defined and variance v = 1, so that there is no concentration





, x ∈ Sp−1













, x ∈ S1.




, x ∈ S2.
These results and further statistical properties of the Uniform distribution can
be found in Mardia and Jupp [2000].
4.1.6 Kent distribution
Conditioning Aµ = 0, we obtain the Kent distribution from the Fisher-Bingham
distribution. A p-dimensional unit random vector X with a Kent distribution




exp{κµ′x+ x′Ax}, x ∈ Sp−1, (4.7)
where A is a symmetric p × p matrix with trA = 0 and Aµ = 0, [Mardia and
Jupp, 2000]. The Kent distribution was introduced by John T. Kent in Kent
[1982] as an distribution on the sphere, meaning for p = 3. He called it the FB5
distribution since it has 5 parameters. Kent’s paper also include estimations,
hypothesis testing and confidence intervals for its parameters. The probability





exp{κγ1′x+ β[(γ2′x)2 − (γ3′x)2]}, x ∈ S2, (4.8)
where β ≥ 0 and Γ = (γ1,γ2,γ3) is a 3× 3 orthogonal matrix, [Kent, 1982].
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4.1.7 Bingham-Mardia distribution
Another submodel of the Fisher-Bingham distribution is the Bingham-Mardia
distribution with probability density function




where ν ∈ [0,∞). Since
κ(µ′x− ν)2 = κ[(µ′x)2 − 2νµ′x+ ν2] = κµ′xx′µ− 2κνµ′x+ κν2,
the Bingham-Mardia distribution is obtained from the Fisher-Bingham distribu-
tion if A = κµµ′. This distribution is especially interesting for ν ∈ (0, 1), κ < 0,
when it does not have a mode at a single point, but a ‘modal ridge´ along a
small circle. That is why this distribution was originally called the Small Circle
distribution, when it was first introduced and studied in Bingham and Mardia
[1978].
4.1.8 Bingham distribution














, ·) denotes the hypergeometric function, [Mardia and Jupp, 2000,
Section 9.4.3], [Muirhead, 1982]. Function (4.10) is the probability density func-
tion of a Bingham distribution. It is a distribution for axial data, because it is
symmetrical that means its probability density function is even such that
f(−x) = f(x).
Because A is symmetric it can be decomposed to A = MKM ′, where M =
[µ1, . . . ,µp] is orthogonal andK = Diag{κ1, . . . , κp} κi ∈ R, i = 1, . . . , p, [Anděl,
2007, Theorem A.6]. Since
























,K), x ∈ S2,
[Mardia and Jupp, 2000, Section 9.4.3.], the probability density function of the
Bingham distribution can be expressed as











The Bingham distribution was introduced for p = 3 by Christopher Bingham in
Bingham [1964]. He investigated its statistical properties including estimators of
M and K in Bingham [1974].
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4.1.9 Watson distribution
The Watson distribution W (µ, κ) is obtained from the Fisher-Bingham distribu-
tion if A = κ1µµ
′. Further, it is a special case of the Bingham-Mardia distri-
bution for ν = 0 or the Bingham distribution for κ2 = . . . = κp = 0 and it is a
model for axial data as well. The probability distribution function of the Watson








−1 exp{κ1(µ′x)2}, x ∈ Sp−1, (4.12)




, ·) denotes the Kummer function, [Abramowitz
and Stegun, 1965]. Since the probability density function is unchanged when tak-
ing −µ instead of µ, it is symmetrical about µ.
For p = 3, this distribution was introduced and studied independently by E.
Dimroth in Dimroth [1962], Dimroth [1963] and by G.S. Watson in Watson [1965],
thus this distribution is sometimes also called the Dimroth-Watson distribution.
In the three dimensional case the normalising constant simplifies [Watson, 1965],







exp{κ(µ′x)2}, x ∈ S2. (4.13)
4.2 Properties of the von Mises distribution
In this section, we further investigate one of the distributions of the Fisher-
Bingham family — the von Mises distribution, defined in Section 4.1.4. This
distribution is, next to the uniform distribution, the most studied distribution on
the circle.
Probability density function
Let’s have the probability density function f of a unit random vector X with the
von Mises distribution:






Let’s use polar coordinates rather than Cartesian coordinates for the representa-
tion of x and µ, i.e.,
µ′x = (cosµ, sinµ)(cos θ, sin θ)′ = (cosµ cos θ + sinµ sin θ) = cos(θ − µ).
Thus, the probability density function of random angle Θ is
g(θ, µ, κ) = c0(κ) exp{κ cos(θ − µ)}, 0 < θ ≤ 2π. (4.14)
Note, that we only used a different way of representation. We ‘unrolled the circle
















Figure 4.1: Probability density function of the von Mises distribution M2(π, κ)




Figure 4.2: Probability density function of the von Mises distribution M2(π, κ)
for κ = 1, 2, 4 on the circle
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or deformation of the density. Figure 4.1 and Figure 4.2 show the probability
density function of the von Mises distribution M2(π, κ).
Figure 4.1 shows the ‘unrolled’ density, it is cut at the antimode 0. In Figure
4.2 the density is represented on the circle, where the distance to the unit circle
indicates its value. For better comparison with Figure 4.1, we indicate angle θ
rather than Cartesian coordinates of x.
Parameters
The cosine function is even, has a maximum value at 0 and a minimum value at
π. Thus, the von Mises distribution is symmetric about the mean direction θ = µ














Therefore, the larger the values of κ, the greater is the concentration around the
mode µ and that is the reason why κ is called the concentration parameter.
Trigonometric moments and characteristic function





































eipµ, p = 0,±1,±2, . . .
In the last equivalence, we used the definition of the modified Bessel function of








and oddness of the second integrand∫ 2π
0
sin(pξ) exp{κ cos(ξ)}dξ = 0.











, β∗p = 0, p = ±1,±2, . . . (4.15)
Asymptotic moments of R and Θ
Let’s have a sample of independent and identically distributed random angles
Θ1, . . . ,Θn. WLOG, let’s assume that their distribution isM2(0, κ) and let κ > 0.
Since ρ > 0, we can use the results obtained in Section 2.4.2. Because the






, βp = β
∗
p = 0, p = ±1,±2, . . .




























This thesis elaborated directional statistics. Because the development of this
subdiscipline of statistics is motivated by the demand of other scientific fields,
literature tends to concentrate on specific testing methods and practical applica-
tions. As a result, mathematical definitions and theoretical context of statistical
tests are often neglected. The aim of this thesis was to provide such an insight
into this neglected theoretical side of directional statistics. We started with the
background behind this theory, the fundamental differences between ‘usual lin-
ear’ statistics and directional statistics. We defined directional random variables,
studied their characteristics and engaged ourself with estimators of their parame-
ters. This approach was inspired by the structure of lectures in statistical theory
taught at Charles University.
Additionally, this thesis includes an overview of the Fisher-Bingham family of
distributions, which includes some of the most important distributions in direc-
tional statistics. The aim was to combine the distributions introduced over the
last century to a clearly arranged overview including their relations to each other.
Subsequently, we studied the properties of the von Mises distribution, a member
of the Fisher-Bingham family, as an illustration of the theoretical characteristics
of random angle presented in the first part.
This thesis can serve as an introduction into directional statistics for math-
ematicians interested in this subdiscipline. Also, it can be useful for scientists
from other fields who are using directional methods for testing their directional
data to better understand the mathematical theory behind these tests.
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