In this article we propose multiplication based random walk Metropolis Hastings 5 (MH) algorithm on the real line. We call it the random dive MH (RDMH) algorithm.
α(x → y) = min π(y)q(y → x) π(x)q(x → y) , 1 (1.1)
37
The corresponding MH kernel has stationary distribution π(·).
38
The random walk MH (RWMH) has the proposal kernel q(x → y) = q(|x − y|). We 39 notice that generation a point from such a density is same as generating an from q( ) and 40 then setting y = x + . Other algorithms like Langevin MH (LMH), has proposal kernel 41 N (x + (σ 2 /2)∇ log π(x), σ 2 ) each iteration we can take an inner dive or an outer dive at random. We call the chain 112 symmetric if the probability for an inner dive is half and asymmetric otherwise. In this
113
article we shall only consider the symmetric RDMH only. So with a proposal density g( )
114
for on Y, the algorithm is given in Algorithm 2.1.
115
Algorithm 2.1. Random dive MH on R
116
• Input: Initial value x 0 = 0, and number of iterations N . x with probability α(x t , )
x t with probability 1 − α(x t , )
125
• End for
126
Notice that RDMH is an MH algorithm with 127 q(x → y) = (1/2) g(y/x) 1 |x| I(|y| < |x|) + (1/2) g(x/y) |x| y 2 I(|y| > |x|) (2.1)
Let r(x) = Y − a(x) and R(x) = Y − A(x) be the potential inner and outer rejection regions 138 respectively. We see that for each x = 0, the rejection probability is given by (
Obviously, in any MH algorithm the proposal density plays an important role in terms of 145 convergence. In this case also a good choice of g is needed for faster convergence. However
146
as we shall see in Theorem 3 that the chain is geometric ergodic under an extremely weak 147 restriction on g. Hence the discussion on the choices of g is postponed till the end of Section 4.
149
It is quite straightforward to extend the algorithm to higher dimensions. The variables 150 may be updated either sequentially or jointly. While updating jointly at each iteration, outer 151 dives should be applied to a random number of components (which may be zero) and inner 152 dives to the rest. The Jacobian terms in the acceptance ratios will then be ratios of products 153 of 's. The algorithm is given in Algorithm 6.1 of Section 6.
154
3 Dissimilarity from RWMH
155
It is already seen that the RDMH algorithm is a special case of MH class of algorithms.
156
However, it is not in any case similar to the random walk type algorithms. The term log X t+1 = log X t + N t . It is useless for problems having entire real line as support because 163 a part of the state space is never visited (i.e the chain becomes reducible), that is, positive
164
(negative) initial values restrict the chain to take only positive (respectively negative) values.
165
The RDMH, however, is developed when the state sapce is entire real line. The term 166 exp(N t ) above can not be equal to t since t can take both positive and negative values.
167
Hence the RDMH algorithm cannot be considered as a special case of log-random walk MH.
168
For distributions with (0, ∞) as support the obvious way to emply RDMH is to reparametrize 169 by taking logarithm so that the support becomes R. 
Thus we see that, the chain is λ-irreducible. Further since each measurable set with positive
186
Lebesgue measure can be accessed in a single step implies the chain is aperiodic.
187
Thus the RDMH chain is ergodic and hence by Theorem 4 of Roberts and Rosenthal
for π−almost every x ∈ R. Where , ||ν 1 − ν 2 || T V is the well-known total variation distance 191 between two probability measures ν 1 and ν 2 , defined as
For further properties of the total variation distance see Meyn and Tweedie (1993 
206
A subset C of X is called small if there exists a positive integer n, a number δ > 0 and 207 a nontrivial measure ν such that
We will characterize the small sets for RDMH. In most of the MH algorithms any bounded 210 subset of the state space is small. However this is not the case with RDMH. We first state 211 a result for RDMH kernel useful in characterizing the small sets.
Lemma 1. Suppose (x n ) is a sequence of positive (negative) numbers decreasing (resp. in-213 creasing) to zero, then K(x n , ·) w −→ δ 0 , where δ 0 is the distribution degenerated at zero.
214
Proof. Without loss we assume (x n ) ↓ 0. Suppose y < 0. Then
Also for y > 0, for sufficiently large n,
This completes the proof.
215
Theorem 2. Suppose the conditions in Theorem 1 holds. Then a set E is small if and only
216
if its closure,Ē is a compact subset of R * = R − {0}.
217
Proof. Suppose first thatĒ is compact subset of R * . Then r := 1 2 × inf{|x| : x ∈ E} > 0 and R = 2 × sup{|x| : x ∈ E} < ∞.
So letting C = {u : r ≤ |u| ≤ R}, it is seen from the proof of theorem 1 that,
Since λ C (A) := λ(A ∩ C) is a nonzero measure on (R, B(R)), this shows that E is small.
220
Now suppose that E is small. Clearly ±∞ cannot be limit points of E since for any fixed 221 n and bounded A, K n (x, A) → 0 as |x| → ∞. We shall also show that zero cannot be a 222 limit point of E. This will show thatĒ is compact subset of R * . So suppose on the contrary 223 that zero is a limit point of E. Then there exists a sequence (x n ) in E which monotonically 224 converges to zero. Hence for any m ∈ N and any measurable set A, by Lemma 1,
226
So that (4.3) cannot hold for all x ∈ E and all A contradicting the assumption that E is 227 small.
228
We now turn towards geometric ergodicity. An irreducible Markov kernel K (irreducible 229 with respect to some σ−finite measure ν) with invariant distribution π(·) is said to be
Geometric ergodicity is important in MCMC applications for the CLT of ergodic averages
of some function h evaluated at each state of the Markov chain (X i ). Corollary 2.1 of Roberts
236
and Rosenthal (1997) (based on work of Kipnis and Varadhan, 1986) states that if a Markov 237 kernel P is geometric ergodic and reversible then for any function h on the state space such
Such a CLT easily may not hold if the kernel is not geometric ergodic (see Roberts, 1999, 241 for examples) or Section 5.2 of this article. Geometric ergodicity has multifarious usefulness 242 discussed in Jones and Hobert (2001) and Roberts and Rosenthal (1998) .
243
To show that RDMH chain is geometrically ergodic, we put the following restriction on 
275-284).

252
Recall that for each x = 0, the rejection probability is
We now give a bound on ρ(x) in the following lemma.
255
Lemma 2. Assume (A1). Then
Hence the result follows from dominated convergence theorem.
260
Now we state a helpful result without proof.
261
Lemma 3. Fix p > 1. For each ∈ Y and s ∈ (0, 1) define
With ψ ∞ (s, ) ≡ 0. Then
265
(a) ϕ(s, ) < 1 for all ∈ Y and s ∈ (0, 1).
266
(b) ψ p (s, ) < 1 for all ∈ Y and 0 < s < 1/2 − 1/(2p).
267
As discussed in Theorem 15.0.1 of Meyn and Tweedie (1993) , the RDMH chain is geo-268 metric ergodic if and only if for some small set E, some function V :
finite at least for one x, γ < 1 and some b E < ∞, the geometric drift condition holds:
where KV (x) = R * K(x → y)V (y)dy. In our case, we know any compact set of R * is small.
272
So if we can show for some continuous V : R * → [1, ∞) which is bounded on every compact 273 subset of R * , the following conditions hold:
then we can choose a number γ < 1 and a small set E = {x : r ≤ |x| ≤ R} for some
since V is bounded on E. Hence we see that (4.5) holds.
278
We now state and prove the most important theorem of this section.
279
Theorem 3. Suppose that conditions in Theorem 1 holds together with continuity of π(x) 280 and (A1). Further assume the following: for some s 0 ∈ (0, 1),
Then the chain is geometrically ergodic.
Proof. In view of discussion preceding the statement of the theorem we only need to show 284 (4.6). Fix 0 < s < min{s 0 , 1/2 − 1/(2p)}. Then by (4.7)
Now Notice that, for each x = 0, and any function V :
(4.9)
288
Choose positive constants c 1 , c * 2 and c * * 2 such that the function
is continuous 1 and V (x) ≥ 1 for all x = 0 and let c 2 = min{c * 2 , c * * 2 } and C 2 = max{c * 2 , c * * 2 }.
291
We now work with this V to show (4.6)
292
Case I : Suppose |x| → ∞. Then assumption (A1) implies that A(x) → φ and r(x) → φ.
293
Notice in this case
Hence by (4.8) the second integral in (4.9) converges to zero. Also, since ∀ ∈ r(x)
where M = sup π(x), the third integral in (4.9) also converges to zero. Further since
298
V (x )/V (x) → | | ps it follows from (4.9) and Lemma 2 that
The following choices do the job: sup |x|>1 π(x) s < c 1 < ∞, c * 2 = c 1 π(1) −s and c * *
| |
−s for all |x| < 1 implies that the first integral in (4.9) converges to 305 zero by (4.8). Also ∀ |x| < 1 and ∀ ∈ R(x)
where m = inf |x|<1 π(x) > 0, so that the fourth integral in (4.9) converges to zero. Hence by 308 continuity of π(·) at zero,
This completes the proof. 2. The class of densities which are equally log-concave in the two tails, i.e., for some 326 M > 0 and some α > 0,
This is a stronger version of (1.2) for (4.10) implies (1.2). Notice that for these densities, 
332
In some problems, however, the target π(x) is log-concave in the tails but the rates at x → −∞. We assume for these kind of densities exactly one tail dominates, i.e. exactly one 338 the following is true for each ∈ (−1, 0).
Notice that it is sufficient to work with (4.11) because if (4.12) holds for a target π, then further that π(x) satisfies (4.11) and that g satisfies the regularity condition (4.7). Then the 347 RDMH chain is geometric ergodic.
348
Proof. Notice that in this case we have the following as x → ∞ we still have a(x) → Y and 
Also as x → −∞, it can be seen that
Hence similarly,
This verifies the first condition of (4.6). Verification of the second condition of (4.6) is 373 already done in case II of Theorem 3.
374
We now return to the choices of g. Let B(x; a, b) denote the density of a Beta(a, b) random 375 variable. A general class of proposal densities satisfying (4.7) is then given by
for some 0 < γ < 1 and some positive numbers a 1 , a 2 , b 1 , b 2 . Notice that a straightforward 378 choice of g is uniform distribution over (-1,1) which corresponds to the case γ = 1/2 and where φ(x; µ, σ) = exp (−0.
is the normal density with mean µ and 401 variance σ 2 .
402
Clearly this is a bimodal distribution with two separated modes at x = 0 and x = 10.
403
We compare the RDMH with the RWMH here. We choose g, as the uniform distribution on acceptance rate, which is 30.172%, much encouraging compared to the RWMH algorithm.
Example 2. Now we consider a more challenging case similar to one considered by Chen chose few proposals at random and study their performances. In particular, we run each chain (of length 30,000 each after discarding first 20,000 burn-ins) 100 times and estimatê P = 1 30000
, where X t denotes the Markov chain. From Table 5 .1 it can be seen that all the proposals 422 work quite well. The third and fifth proposal results small M.S.E's perhaps due to the fact 423 that they put more weight near zero (the multiplier is close to zero and hence so is the 424 proposed state) and one of the mode is at zero. However, since in practice, it need not be 425 the case it might result in poor acceptance rates. So, a proposal that generates random 426 multiplier close to 1 should be preferred. Table 5 .1: Mean, standard deviation and mean squared errors ofP for different proposals.
The average acceptance rates are also reported.
Exploring a thick-tailed target 428
In this section we consider a thick-tailed target density π for which RWMH and LMH are 429 not geometrically ergodic but RDMH is. We chose
It is easy to verify that E π |X| 2 < ∞. Any other thick tailed density or a density which is 432 not log-concave in the tail could have been chosen in place of (5.1).
433
Notice that ∇ log π(x) → 0 as |x| → ∞. So π cannot be log-concave in the tail and Tweedie (1996) assures that the LMH is not geometrically ergodic either. 2 ) while thick-tailed proposal is the standard Cauchy distribution (C(0, 1)).
441
The scale paramters for the LMH were chosen to be 2, 3 and 4. For each of the algorithms,
442
we ran 1000 independent chains of lengths 50,000 each and obtained the means of last Table 5 .2. The QQ-plots are shown in Figure 5 .2 and the auto-correlation plots 451 for a typical run of the samplers are shown in Figure 5 .3 (no thinning).
452
It is seen both from the p-values and the QQ-plots that normality holds for the empirical 453 means obtained by RDMH algorithm while in the RWMH and the LMH algorithms they are 454 far from normality.
455
Next, to judge how fast RDMH converges in this scenario we conducted a further study.
456
For each of the algorithms we ran thousand independent chains of length 1000 each and In this section we consider the daily price returns of Abbey National share between July 31 468 and October 8, 1991. The data is presented in Table 1 of Buckle (1995) . We consider the proposal; (3) RWMH with C(0, 1) proposal; (4) -(6) : LMH with scales 2, 3 and 4 respectively 0, . . . , 49 denote the price data in Table 1 of Buckle (1995) and
1, . . . , 49. Fernandez and Steel (1998) modeled the data as follows:
with independent priors on the parameters as follows:
where φ = γ 2 . The hyper-parameters are given by Fernandez and Steel (1998) 
0.1, a = 1/2 and b = 1/π. We log-transform all the parameters except β so that the state 478 space becomes R 4 . That is, we re-parametrize:σ = log σ,ν = log ν andγ = log γ. We 1) is not a good idea in this case as discussed before.
487
Fernandez and Steel (1998) used a Gibbs sampler approach with data-augmentation.
488
They faced some numerical difficulties and perturbed the y i 's slightly to resolve the numerical Table 5 .5: Posterior summaries for ν and γ for the RDMH chain.
given in Figure 5 .4 and 5.5 respectively. The autocorrelation plots of the RDMH chains are 501 given in Figure 5 .6. We ran the sampler for 160,000 iterations and discarded the first 10,000 502 samples as burn-ins. We then thinned the remaining 150,000 samples by 5. Convergence 503 was achieved much earlier though. We also found that the mixing for the RDMH sampler 504 was superior to that of the RWMH sampler.
505
6 Further works
506
We conclude this article with some purview of possible extension to higher dimension. Sup-507 pose π is a density supported on R k and g is density on Y k . Then the algorithm is given in
508
Algorithm 6.1.
509
Algorithm 6.1. Random dive MH on R with probability 1 − α(x (t) , )
518
519
This algorithm is still irreducible and aperiodic. It is also Harris recurrent on R * k and 520 every compact subset of R * k is still small. The proof is along the same line as Theorem 1 521 and 2. Geometric ergodicity is, however, a property that requires a different approach. It is expected that geometric ergodicity of this algorithm still holds for a large class of densities
523
(especially the thick-tailed ones) on higher dimensions. We hope that this article would 524 draw attention of the researchers and the question regarding geometric ergodicity in higher 525 dimension situation would be settled.
526
The proposal density g( ) on Y k can be chosen to be the product of proposal densities 527 on Y. In such a case, one should choose the univariate proposals which generate 's close 528 to 1 with high probabilities each (for example, the mixture proposals in Section 5.3). This 529 will ensure that the proposed states are not too far away from the current state (in R k ) to 530 reduce the acceptance rate significantly.
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