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1. INTRODUCTION 
In this paper, we introduced the distributed systems and their functionality. We focused on the dis-
tributed computing, specifically on the convergence of the distributed algorithms. We implemented 
well-known, simple distributed algorithm - Average consensus and experimentally examined the 
convergence properties. The event of convergence has to be locally recognized and it is required to 
be as simple and efficient as possible. 
2. DISTRIBUTED COMPUTING 
Distributed computing is a subset of the computer science focused on the systems executing dis-
tributed algorithms. The distributed system is formed by spatially distributed devices passing mes-
sages to each other. There are two typical variants of the message passing [1]: 
 Synchronous - devices are synchronized and always ready to receive a message. 
 Asynchronous – the system might consist of devices unable to respond in a real time. 
As already hinted, the distributed system is a set of independent entities whose goal is to cooperate 
with each other in order to fulfill a specific functionality and solve particular problems. Distributed 
systems have existed since the universe's beginning and can be seen for example in bioorganic 
structures [2]. They may be characterized as a set of mostly autonomous processes which com-
municate together via a communication network. Within the most important features, we can list 
the following [3]: 
 Not sharing same physical clock together (results in arising asynchrony among elements). 
 Limited information of other elements (is caused by the fact that elements do not share the 
same memory space together. Elimination of this handicap requires message-passing for 
communication). 
 Geographical separation (is the main factor of a system's distributiveness). 
 Autonomy of elements (elements differ from one another in aspect like CPU performance, op-
eration system, memory capacity...). 
 Concurrency (more than one process is processed in parallel). 
 Independent failures (elements are not acquaint with error happened on other device). 
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Distributing computing is usable in every system formed by a set of entities connected to each oth-
er. A serial program allows to use just one module (other are inactive), which presents an ineffec-
tive and slow solution. Therefore, in such system, implementation of parallel computation repre-
sents a more effective solution. 
2.1. ITERATIVE MANNER OF COMPUTATION 
Iterative manner presents such a way of a computation in which a system's behavior is based on re-
peating particular step in order to converge to the desired result. Each repeated step (formed by a 
set of actions) is called iteration. The results obtained within the iteration are used in the next ones. 
In this paper, we assume that iteration is determined by a time interval. This interval consists of a 
collection of timeslots, during which all elements send messages to one another, messages are suc-
cessfully transmitted and processed in elements and the inner value of each element is updated. 
Therefore, the iteration is determined by a time frame which is periodically repeated until the net-
work achieves the desired result.  
2.2. WSN AND DISTRIBUTED COMPUTING 
In this paper, we consider a Wireless sensor network (WSN) to be a system executing distributed 
algorithm.  WSN is a network consisting of a set of devices called nodes whose goal, in general, is 
to monitor a particular physical parameter. We assume that every node contains a value of this pa-
rameter and label this value as the internal state. Node works as a distributed system fulfilling par-
ticular task. This means that nodes communicate with their adjacent neighbors and acquaint them 
with its inner value in every iteration. Because WSN works as a distributed system, it is necessary 
to define the event when each node achieves the desired result and no longer participates in the cal-
culation. This event has to be classified in a distributed manner, which means that a node classifies 
this event according to its inner value only. In this paper, we focus our attention on the converging 
distributed algorithms and therefore, we used the method assigned for such a type of distributed 
computing. We choose the method described in [4] and analyze its parameters.  
 
Figure 1: The algorithm of convergence 
 
The algorithm whose block diagram is shown in Fig. 1 works in such a way that a node compares 
its inner value with the value from the previous iteration. If the difference between these two values 
is consecutively K times smaller than d, a node in distributed way considered itself to be con-
verged. If the condition is not fulfilled consequently for K times, the timer is zeroed. During our 
experiments, we were changing the parameters d and K. The parameter 𝑑 ∈ 𝑅  determines the accu-
racy of the convergence event. It determines when the timer is incremented. The parameter 𝐾 ∈ 𝑁 
affects the speed of the convergence event.  
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In order to describe a network's features, we utilize the tools within the graph theory. We assume 
that nodes in a network are equivalent to each other; therefore, we used an indirect graph to de-
scribe networks. We define a network labeled as NET as follows:  
                                                                NET = (V, E)                                                                     (1) 
The set V is formed by all the vertexes vi which are representing the elements forming a network 
NET, i.e. V = {v1, v2....vN}. The parameter N is a number determining the size of a network; there-
fore, number of vertexes. Two vertexes are eventually connected to one another and this relation-
ship is described as the edge. Its label is ei,j and the set of all the paths in a graph forms the set E 
which is a subset of the Cartesian multiplication 𝐸 ⊂ 𝑉𝑥𝑉.  
        𝑒𝑖,𝑗 ∈ 𝐸  ⇔  𝑒𝑗,𝑖 ∈ 𝐸                         (2) 
2.3. AVERAGE CONSENSUS   
In this paper, we choose the Average consensus algorithm from the set of iterative converging dis-
tributed algorithms.  We assume that each element in a network has been assigned the unique iden-
tity number according which it is able to calculate the initial value x and determine a time slot with-
in the time frame.  
The main principle of the algorithm is that every element forming a network is able to reach the 
value which is close to [4]: 
                                           𝑥𝑖(𝑘𝑙) = ?̅? =
1
𝑁
∑ 𝑥𝑗
𝑁
𝑗=1 (𝑘) for 𝑘 =1, 𝑖 = 1,2 … . 𝑁                               (3) 
𝑘𝑙 presents the number of the iterations necessary for a network to converge; therefore, the last it-
eration. Reaching (3) is not possible because the algorithm’s behavior is describable by the follow-
ing formula: 
                                                       lim𝑘→∞ 𝑥𝑖(𝑘) =
1
𝑁
∑ 𝑥𝑗(1)
𝑁
𝑗=1                                                 
(4) 
This formula forces to define a convergence event. 
 
Obviously, the consensus is reached according to messages sent by the element’s neighbors and its 
inner values. Nodes possess no information about a network’s features nor can they obtain it. The 
desirable consensus value is the average calculated from the initial values of all nodes forming a 
network. An element reaches it so that it upgrades its inner value according to: 
                𝑥𝑖(𝑘) = 𝑥𝑖(𝑘 − 1) + ɛ ∗ ∑ {[𝑥𝑗(𝑘 − 1)
𝑁
𝑗=1 − 𝑥𝑖(𝑘 − 1)] ∗ 𝐴𝑖𝑗}                   
(5) 
              
The value of ɛ determines the speed of the algorithm's convergence and it varies according to 
[4] as follows:  
 
                                                   0 ≤ ɛ ≤
1
max {|𝑁𝑖|}
                                                      (6) 
  
The label max {|𝑁𝑖|} represents the maximal number of neighbors in a network.  
  
The matrix 𝐴 ∈ {0,1}𝑁𝑥𝑁 is the adjacent matrix which determines the relations between two ele-
ments. It is a square symmetric matrix for which the following three statements are valid: 
          (𝑣𝑖, 𝑣𝑗) ∈  𝐸 ⟹  𝐴𝑖𝑗 =  1 ⩘  𝐴𝑗𝑖 =  1                                          (7) 
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This means that if two elements are each other's adjacent neighbor, the matrix's element described 
by the indexes i a j has the value of 1.  
                                                  (𝑣𝑖 , 𝑣𝑗) ∉  𝐸 ⟹  𝐴𝑖𝑗 =  0 ⩘  𝐴𝑗𝑖 =  0                       (8) 
This means that if two elements are not each other's adjacent neighbors, the matrix's element de-
scribed by the indexes i a j has the value of 0. 
     𝑗 = 𝑖 ⟹ 𝐴𝑖𝑗 =  0 ⩘  𝐴𝑗𝑖 =  0                                               (9) 
This means that an element cannot be its own neighbor.  
3. EXPERIMENTS 
As mentioned, we present the results of experiments in which the parameters d and K were modi-
fied. We examined how they affected the following parameters describing a system’s quality: the 
average precision of the system APP and the number of the iterations necessary for a network to 
converge 𝑘𝑙. APP determines how much the average counted from the final values at nodes differs 
in percentage from the one determined by (3). 
 𝐴𝑃𝑃 =
∑ 𝑥𝑗
𝑁
𝑗=1 (𝑘𝑙)
∑ 𝑥𝑗
𝑁
𝑗=1 (1)
∗ 100 [%]                                               (10) 
 
In the first experiment, we examined the effects of K’s and d’s values on APP. We performed the 
same experiment on five networks (generated by the generator described in [5]) and calculated the 
average value from the obtained results. We can see from the results for each d, the functions are 
decreasing as d is increasing. The K’s growth results in increasing the APP’s values.  The results 
have been depicted in the figure 1. 
 
Figure 2: The results of the first experiment and the top view 
The red color in the top view indicates high value (approximately 98%), yellow and green approx-
imately 95-96%, “white” 93 % and blue under 92%.  
 
In the second experiment, we examined the effects of K’s and d’s values on 𝑘𝑙. We can see from 
the results that the functions are decreasing as d is increasing, but the regress is much more inten-
sive than in the first case. The K’s growth causes just a little growth of 𝑘𝑙 .  
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 Figure 3: The results of the second experiment and the top view 
According the previous results, we highlighted the area which we recommended. The final results 
differs from the expected by approximately 5 percent and 𝑘𝑙 regresses slowly in this area.  
 
Figure 4: Figure showing recommended areas 
 
4. CONCLUSION 
In this paper, we looked for the best way to calibrate the convergence event of the distributed algo-
rithms. We performed two experiments and according obtained results, we highlighted the area in 
which the system achieved the best results. The main contribution of this paper is to help optimize 
the process of distributed classification of the convergence event.  
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