The biomedical literature provides a rich source of knowledge such as protein-protein interactions (PPIs), drug-drug interactions (DDIs) and chemical-protein interactions (CPIs). Biomedical relation extraction aims to automatically extract biomedical relations from biomedical text for various biomedical research. State-of-the-art methods for biomedical relation extraction are primarily based on supervised machine learning and therefore depend on (sufficient) labeled data. However, creating large sets of training data is prohibitively expensive and labor-intensive, especially so in biomedicine as domain knowledge is required. In contrast, there is a large amount of unlabeled biomedical text available in PubMed. Hence, computational methods capable of employing unlabeled data to reduce the burden of manual annotation are of particular interest in biomedical relation extraction. We present a novel semi-supervised approach based on variational autoencoder (VAE) for biomedical relation extraction. Our model consists of the following three parts, a classifier, an encoder and a decoder. The classifier is implemented using multi-layer convolutional neural networks (CNNs), and the encoder and decoder are implemented using both bidirectional long short-term memory networks (Bi-LSTMs) and CNNs, respectively. The semi-supervised mechanism allows our model to learn features from both the labeled and unlabeled data. We evaluate our method on multiple public PPI, DDI and CPI corpora. Experimental results show that our method effectively exploits the unlabeled data to improve the performance and reduce the dependence on labeled data. To our best knowledge, this is the first semi-supervised VAEbased method for (biomedical) relation extraction. Our results suggest that exploiting such unlabeled data can be greatly beneficial to improved performance in various biomedical relation extraction, especially when only limited labeled data (e.g. 2000 samples or less) is available in such tasks.
Introduction
Currently there are over 28 million articles in PubMed, and each year the biomedical literature grows by more than one million articles [1, 2] . As a result, a vast amount of valuable knowledge about proteins, drugs, diseases and chemicals, critical for various biomedical research studies, is "locked" in the unstructured free text [3, 4] . With the rapid growth, it is increasingly challenging to manually curate information from biomedical literature, such as proteinprotein interactions (PPIs), drug-drug interactions (DDIs) and chemical-protein interactions (CPIs). The goal of information extraction in biomedicine is to automatically extract biomedical relations through advanced natural language processing (NLP) and machine learning techniques.
Over the past decade, a number of hand-annotated datasets have been created for biomedical relation extraction such as the various PPI corpora [5] and DDI 2013 corpus [6] . Based on these public corpora, a number of methods [7] [8] [9] [10] have been attempted. For example, proposed an all path kernel approach to extract PPIs based on the lexical and syntactic features from the dependency syntactic graph. Zhang, et al. (2012) proposed a hash subgraph pairwise kernel method to extract DDIs, which efficiently generates hash features from a dependency syntactic graph based on the hash operation. More recently, models based on deep neural networks such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs), have shown promising results in various tasks [11] [12] [13] .
Most of the aforementioned high-performing systems in biomedical relation extraction to date are based on supervised machine-learning approaches, which are known to be dependent on manually labeled data. Although data exist for few relation types such as PPIs and DDIs, there is a lack of large-scale training data for many other critical relationships in the biomedical domain, including gene-disease, drug-disease, and drug-mutation, due to the prohibitive expense of manual annotation. In response, alternative methods such as distant supervision have been proposed [14, 15] , which automatically create training data based on existing curated biological databases. However, since the databases are generally incomplete and our language is highly rich and diverse, such automatically created labeled data are always noisy [16] . In this paper, we introduce a novel semi-supervised variational autoencoder (VAE)-based method for biomedical relation extraction. In contrast to supervised learning, the semi-supervised method learns discriminative features from both labeled and unlabeled data. Fig. 1 represents an illustrative example of the difference between supervised and semi-supervised learning methods. It is difficult to predict the decision boundary accurately based on a small number of labeled instances. However, if we integrate the unlabeled instances -generally distributed according to a mixture of individual-class distributions -with the labeled ones, we may considerably improve the learning accuracy. Given the great abundance of freely available texts in PubMed, it is particularly valuable to explore semi-supervised-based methods for improving biomedical relation extraction.
Motivated by the recent success of semi-supervised VAE methods in image classification [17, 18] , text modeling [19] and text classification tasks [20] , in this work we investigate its feasibility for relation extraction, which differs significantly from the other tasks. To the best of our knowledge, this is the first VAE-based method for (biomedical)
relation extraction. To demonstrate its robustness, we validate our method on multiple different biomedical relation types: PPIs, DDIs and CPI extraction.
Materials and methods

Biomedical Relation Extraction
Biomedical relation extraction is generally approached as the task of classifying whether a specified semantic relation holds between two biomedical entities within a sentence or document. According to the number of semantic relation classes, biomedical relation extraction can be further categorized into binary vs. multi-class relation extraction.
In this paper, we focus on PPI, DDI and CPI extraction. PPI is a binary relation extraction task, whereas DDI and CPI are multi-class relation extraction task. We show some examples as follows. In the case of PPIs, a system only needs to identify whether the candidate entity pair has a semantic relation or not.
For DDI and CPI, a system requires not only the detection of the semantic relation between two candidate entities but also the classification of the specific semantic relation into the correct type. For example, the DDI extraction task requires a system to distinguish five different DDI types, including Advice, Effect, Mechanism, Int and Negative.
Similarly, the CPI extraction task includes six specific types: Activator, Inhibitor, Agonist, Antagonist, Substrate and Negative.
Datasets
For PPI, we used the BioInfer dataset [21] . For DDI, the DDI extraction 2013 corpus [6, 22] was used. For CPI, we use the recent ChemProt corpus [23] , which was served as the benchmarking data in the BioCreative VI challenge task. The detailed statistics of the datasets are listed in Tables 1, 2 
Our Semi-supervised VAE-based Approach
Overview of our approach
A schematic overview of our method is shown in Fig. 2 . Our approach includes three parts: a classifier, an encoder, and a decoder. And in a nutshell, our semi-supervised VAE model works by calibrating the classifier through the use of the encoder and decoder. First, the encoder network encodes all the labeled and unlabeled data into the latent space.
Next, the semi-supervised VAE samples the latent variable . Then, the decoder network strives to reconstruct the input based on the latent variable and the discrete label . The latent variable distribution is usually parametrized by a Gaussian distribution, with its mean and variance generated by the encoder. In our work, the classifier takes as input a sentence with an entity pair, where each word is represented by a word vector embedding and position embedding. The input of the decoder is a vector combined by the latent variable generated by the encoder (in blue) and the output of our classifier: the known label or the predicted label ′ depending on whether the input sentences are the labeled data or not (in orange). In this way, the predicted labels ′ of the classifier directly affect the output of the decoder. Intuitively, an accurate predicted label ′ will be much more informative and helpful for the decoder to reconstruct the input of the encoder than a random ′. Therefore, when the input sentences are the unlabeled data, the optimization of the reconstruction loss will benefit the classifier.
Based on the proposed model, the unlabeled data are incorporated with the labeled data to help train the parameters of the classifier, which means that the semi-supervised VAE model is learning useful features from both labeled and unlabeled data. 
The semi-supervised VAE model
We briefly introduce the semi-supervised variational inference here [17] . Let ( , )~ and ~ denote the labeled data and unlabeled data, respectively. The semi-supervised generative model [17] was proposed to incorporate the continuous latent variable and the discrete label .
The semi-supervised variational model consists of three parts, including a discriminative network ( | ), an inference network ( | , ) and a generative network ( | , ). For the labeled data ( , )~, a data point and its label are given and the variational bound is as follows:
where ( ) is the prior distribution, ( | , ) is the learned latent posterior, the term
] is the expectation of the conditional log-likelihood on latent variable , and the term ( ( | , )|| ( )) is the KullabckLeibler divergence of ( ) and ( | , ).
For the unlabeled data ~, the label ′ is predicted by the discriminative network ( | ). Thus, the variational bound of the unlabeled data is as follows:
In addition, the classification loss of the labeled data is Ε ( , )~[ log ( ( | ))]. Incorporating the labeled and unlabeled terms, the objective function of the entire dataset is as follows:
where the hyperparameter balances the relative weight between generative and discriminative learning.
Typically, the discriminative network ( | ) , the inference network ( | , ) and the generative network ( | , ) are implemented by a classifier (•) , an encoder network (•) and a decoder network (•) , respectively. First, the encoder network encodes all the labeled and unlabeled data into the latent space. Next, the semisupervised VAE samples the latent variable . Then, the decoder network reconstructs the input based on the latent variable and the discrete label . The latent variable distribution is usually parametrized by a Gaussian distribution, with its mean and variance generated by the (•).
Embedding input representation
The input of the classifier and encoder are sentence sequences and the entity surrounding sequences. Given a sentence S, we replace the two candidate entities with "E0" and "E1". The classifier input is the sentence sequence { 1 , 2 , … , }. Word embedding [24] maps words to low-dimensional vector space and preserves the syntactic and semantic information underlying the words. Position embedding is shown to be also important for relation extraction [25] , which captures the distance feature between each word to the candidate entities. In our experiments, we trained word embedding using the fastText model [26] 
The model architecture
The semi-supervised VAE are implemented using deep neural networks. Bidirectional LSTMs (Bi-LSTMs) and CNNs are two major neural networks for the semi-supervised VAE. Some recent studies [19, 20] have suggested the (Bi-)LSTM is more suitable to be used as encoder than CNNs. In our work, we experimented with (Bi-)LSTM and CNNs on decoder and classifier, respectively. We found the CNNs was more effective and efficient on decoder and classifier than (Bi-)LSTMs. Hence, in our semi-supervised VAE architecture the encoder and decoder are implemented by bidirectional LSTMs (Bi-LSTMs) and multilayer CNNs, respectively. For the classifier, we implemented with the CNNs architecture. Next, we provide a brief introduction of the CNNs and (Bi-)LSTM architectures.
CNN model:
The CNN model learns the features from the text by applying a convolution operation in the sentences. Given a sentence { 1 , 2 , … , }, the embedding input representation is represented as { 1 , 2 , … , }.
CNNs model [27] generally contains a set of convolution filters. Each convolution filter applies convolution operations to n continuous words to generate a new feature based on n-grams, which is parameterized by the weight matrix .
For a given window of words : + −1 , a feature is generated by a convolution filter as follows:
where is a nonlinear function, and b is a bias parameter. Thus, the convolution filter is applied to the whole sentence step by step { 1: n , 2: n+1 , … , − +1: } to produce a feature map as follows:
To choose the most salient feature, we employ the max pooling operation [28] ̂= max { } over the feature map c.
LSTM model:
The LSTM model exploits the gate mechanism to learn the long-term dependency feature from the sentences. In LSTM models [29] , the current hidden state ℎ and memory cell , at the time step j, are generated based on the current input word , the previous hidden state ℎ −1 and the previous memory cell −1 . Specifically, the input gate , the forget gate , the output gate and the extracted feature vector are defined as follows.
where * , * and * are weight matrices and bias vectors. Based on Eqs. (8)- (11), the memory cell and hidden state ℎ are calculated as follows.
where ⨀ denotes element wise multiplication.
The Bi-LSTMs capture contextual features from the input sentence both forward and backward. Let ℎ and ℎ denote the output of the forward LSTMs and backward LSTMs. The output of the Bi-LSTMs is the concatenation ℎ = ℎ || ℎ .
In our model, we use Bi-LSTM to implement the encoder. As mentioned, the encoder input is the embedding representation of the entity surrounding sequences. The encoder output is the latent variables. For the classifier, we choose CNNs architecture. The classifier input is the embedding representation of the sentence sequences. The classifier output is the one-hot label vector. We employ the Softmax function to implement the classification based on the feature representation generated by CNNs. The decoder is implemented by three-layer CNNs. The latent variable and the one-hot label vector are combined as the decoder input. For the labeled data, the labels are already given, so we map the labels into the one-hot label vector. For the unlabeled data, the one-hot label vector is predicted by the classifier. In our experiments, we apply a full connected layer to connect the decoder input and the three-layer CNNs.
Similar to machine translation, the output of the three-layer CNNs is fed into a full connected layer to implement the reconstruction of the entity surrounding sequences.
Our semi-supervised model learns the features from both the labeled and unlabeled data. According to the Eq. 4, the loss functions of the labeled and unlabeled data are different. Our semi-supervised VAE model contains three loss terms including classification loss, reconstruction loss and KL divergence loss. The classification loss is only calculated on the labeled data. The reconstruction loss is used to reconstruct the encoder input and decoder output.
The KL divergence loss is the major character of a VAE model, and is used to adjust the latent variable distribution to the Gaussian distribution. For the labeled data, we compute all three loss terms: classification loss, reconstruction loss and KL divergence loss. For the unlabeled data, we only calculate the reconstruction loss and KL divergence loss.
The classification loss and reconstruction loss are calculated by cross-entropy and sparse cross-entropy. The KL divergence loss is calculated in the closed form [17] . Therefore, the objective loss for the labeled and unlabeled data are + + and + , respectively.
In our experiment, the proposed model is implemented by the Keras library. In each training batch, we first sample the training instances from the labeled and unlabeled data, respectively. Then, our model is trained by labeled instances and unlabeled instances, separately. Hence, the parameters of the classifier are trained by both labeled and unlabeled data. We apply the resilient mean square propagation (RMSProp) [30] to optimize the parameters of the model. We manually tuned the hyperparameters based on the system results on the validation set. The final hyperparameters used in our experiments are listed in Table 4 . A dropout mechanism was applied in the encoder, decoder and classifier, to alleviate the overfitting of the neural networks model [31] .
Results
Evaluation metrics and setups
The standard F-score, precision and recall are used as the evaluation metrics in our experiments. The F1-score is the harmonic mean of both precision and recall, which is defined as (2 • • ) ( + ⁄ ). For the DDI and CPI extraction task, we compute the micro average to assess the overall performances [12, 13] Generally, the semi-supervised experiments need labeled, unlabeled, validation and test set. For the BioInfer corpus, we randomly chose 1000 samples as the test set and another 1000 samples as the validation set (approximately Classifier CNNs hidden units 300
Encoder dropout rate after embedding 0.5
Decoder dropout rate before output 0.5
Classifier dropout rate after embedding 0.5
Classifier dropout rate before output 0.5 10% of total PPI data for each set). For the DDI corpus, we randomly chose 2000 training samples as the validation set. For the ChemProt corpus, we first combined the training and development sets (as shown in Table 4 ) and similarly chose 2000 training samples (again, approximately 10%) as the validation set. The validation set was used for optimizing the hyperparameters and the number of epochs for our model training. The held-out test set was used for evaluating the performance of our model.
Experimental Results
Firstly, we used the baseline CNNs model with different number of labeled samples to evaluate the supervised classifier performance on the three corpora. After splitting the validation and testing sets, the number of labeled data for BioInfer, DDI and ChemProt are 7,666, 25,792 and 25,071, respectively. We experimented with the different labeled training rate which ranges from 1% to 100% on three corpora. For BioInfer, the labeled training rate ranges from 1% (77) to 100% (7, 666) , with corresponding performance of 0.276 to 0.717 in F-score. Similar trends can be seen for DDI and CPI also, showing that more data helps improve the performance of supervised CNNs model on all three corpora. But the performance increase slows down significantly once training samples have reached a certain amount (e.g. roughly 40% for both DDI and CPI). We also noticed that CNNs model achieved a higher F-score on BioInfer only using 7,666 labeled samples than DDI or ChemProt with ~ 25,000 labeled samples, likely due to the fact that BioInfer is a binary relation corpus, whereas DDI and ChemProt are multi-class relation corpora. In the biomedical domain, annotating labeled training data is time-consuming and bears high cost. Hence, a critical question is how much labeled data is needed minimally for obtaining competitive performance on biomedical relation extraction. Our results on the three corpora show that the proposed CNNs model with ~2,000 labeled samples can achieve above 70% of the best performance.
Then, we compared our semi-supervised method with the baseline CNN on the same corpora where unlabeled data were directly taken from those un-used instances in the training set (with their labels removed). Table 5 shows that our proposed semi-VAE method can effectively improve the performance of both binary and multi-class relation extractions. For example, on BioInfer, our method improved the F-score from 0.483 to 0.544 with 500 labeled data, which outperformed the F-score of 0.518 achieved by the CNNs baseline using 1000 l,abeled data. Similarly, on ChemProt, our method improved the F-score from 0.292 to 0.352 using 500 labeled data, which also outperformed the F-score of 0.349 achieved by the CNNs baseline using 1,000 labeled data.
Overall, our semi-supervised method can significantly and consistently improve the performance when the labeled data is 2,000 or less. From Fig. 4 , it can be seen also that the performance improvement of our semi-supervised model gradually decreases when more labeled data becomes available. For example, the performance of our method is generally no different to the baseline when 4000 labeled instances were used. at a large scale in the biomedical domain. In this work, we propose a semi-supervised VAE-based method to extract biomedical relation while effectively learns useful features from both labeled data and unlabeled data. By exploiting the unlabeled data, our model is able to achieve competitive performance with a small amount of labeled data while taking advantage of freely available unlabeled data in the literature.
Discussion & Conclusions
In this work, we also experimented and evaluated additional reconstruction strategies, albeit not reported here. For example, we reported above the use of candidate entities surrounding sequences as the encoder input. We also evaluated two other strategies. First, we experimented using the whole sentence sequence as the encoder input, which reconstructs the whole sentence words between the input of the encoder and the output of the decoder. In the other case, we used both the whole sentence sequence and word position information as the encoder input, and we reconstructed not only the words of the whole sentence but also the position of each word. The performance of three reconstruction strategies were found to be similar. However, using candidate entities surrounding sequences was much more efficient than other two strategies because the VAE only needs to reconstruct a small part of the sentence.
Generally speaking, the selection of the labeled data may affect the performance of the semi-supervised method.
Thus in our experiments, we randomly selected the labeled data and repeated each training ten times to reduce potential selection bias. Intuitively, the value of each labeled instance may play a different role for the classifier. If we are able to effectively select the best labeled data, it may further benefit our semi-supervised method. Thus, we plan to further investigate how to integrate the active learning strategy into our semi-supervised model in the future.
