This conditional distribution is independent of the original nuisance parameters and has Neyman structure with respect to the sample variances. The one-sided tests are UMP-similar.
Simulations confirm that this similar test is independent of the degree of correlation and, therefore, has controllable size and controllable type I errors. In contrast, the standard F -test has a true size smaller than the design size and are consequently more likely to cause cause type II errors.
I. INTRODUCTION
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convergence and invertibility of solutions [1] , [2] . Nonlinear methods sometimes will not converge to invertible models for small sample sizes N unless the algorithm uses constrained minimization or takes reciprocals of estimated noninvertible roots. If estimated poles and zeros can be inside or outside the unit circle, they can also be close to it. The single realizations where invertible solutions do have zeros very close to the unit circle, with distance less than 1=N , dominate the simulation average of quality measures for estimated models [1] . Theoretically optimal ARMA estimators are based on iterative procedures whose global convergence is not guaranteed [3] . However, the statistical accuracy of computationally simple practical ARMA estimators may be poor in some cases [3] . The best achievable accuracy of the simple methods of Durbin is unknown so far because of the unknown influence of the order of the intermediate AR model. Durbin's methods for MA [4] and for ARMA estimation [5] replace a nonlinear estimation problem by two stages of linear estimation. First, the parameters of a long AR model are estimated from the data. Afterwards, MA parameters are computed by using the sequence of estimated AR parameters as input signal for the Yule-Walker algorithm, which is usually applied in AR estimation. This MA method is based on the asymptotical theoretical equivalence of AR(1) and MA(q) processes. Practice and simulations, however, have shown that the best AR order in estimation is finite and depends on the true process parameters and on the number of observations [6] . A practical choice for the order of the long AR model to be used for MA processes has been described [7] . Earlier studies just took an order to be large enough to make the AR approximation useful for the purpose of estimation [8] . Therefore, the accuracy of Durbin's ARMA method if the best long AR order is used is still an open question. Hence, the search is for a theoretical concept that can be used to find a best order for the long AR model as an intermediate stage in the estimation of a MA model or of the MA part of an ARMA model. Examples have been given wherein the best approximate time series model is determined by the true process as well as by the application [9] . Therefore, the best AR order for approximate or estimated models is known to depend on the purpose of the model.
The subject of order selection is extensively treated in linear regression with deterministic regressors. The best order for an estimated subset regression model depends on the intended application, which, among others, can be prediction with the model or the accuracy of its parameters [10] . In this correspondence, the theory for linear regression will be applied to AR order selection problems encountered in MA and ARMA processes. The first application is characterized by using the AR model itself for prediction, and the second one uses the parameters of an estimated long AR model to compute the MA parameters. The different optimal AR model orders for both types of application will be described for known ARMA processes. Simulations show that those two different, theoretically optimal, orders are also the best in practice. The accuracy of the resulting ARMA models is close to the Cramér-Rao lower bound for integrated spectra.
II. MODEL ORDERS IN LINEAR REGRESSION
The subject of order selection is known as subset selection or as the selection of variables in linear regression. The best order for the estimated subset model depends on the intended application of the model [10] , which can be prediction with the estimated model or a small mean squared error of the estimated parameters. Suppose that a regression equation for noisy measurements is given by The true process order K can be infinite, e.g., for the description of an exponential function with polynomials. The regressors X K can be split into two groups: Xp for regressors that are included in a subset model and X r , which are not. Therefore X K K = X p p + X r r ; K = p + r: (2) For hierarchical models where the sequence of regressors is fixed, Xp always contains the first p regressors. Generally, arbitrary regressors can be included in subset models, but regressors can always be renumbered such that the first p are in the subset. This gives a considerable simplification in the notation without loss of generality. The question is whether estimating only the parameterŝ
of the subset in (2) can give a better model than estimation of all K parameters of the complete model; X T denotes the transpose of X.
The statistical significance of higher model orders can be measured by the influence on the residual sum of squares (RSS) defined as
The increase of RSSp, by excluding the parameters for the last r regressors from the model, is given by [10] RSS p 0 RSS p+r =b T r B 01 rrbr
whereb T r is the transpose of the r21 parameter that belongs to X r , and 2 Brr is the appropriate r 2r submatrix of the total covariance matrix 2 (X T K X K ) 01 for estimating K = p + r parameters. The statistical expectation of (5) is given by the sum of a bias and a variance term 
Therefore, the expected increase in the residual sum of squares by leaving r regressors from the subset is minimally the variance contribution r 2 if there is no bias and all true values of r are zero.
Requirements for optimality can be formulated either for true parameters values r or for estimated valuesb r in (6) by adding r 2 .
Depending on the precise use of the estimated model, two different requirements for T r B 01 rr r have been defined [10] that make the complete model of order K = p + r better than the subset model of order p. The first requirement for the inclusion of r extra parameters is given by T r B 01 rr r > r 2 (7) if accurate prediction with the model is the purpose. Therefore, the reduction with the bias term must be greater than the expected contribution r 2 of the variance term. Prediction forms the basis of almost all existing order selection criteria. Regressors have to be excluded from the best estimated subset model, and order p is preferred above order p + r if the r true process parameters that belong to those regressors give a reduction T r B 01 rr r that is less than r 2 or, equivalently, with (5) and (6), that is, less than 2r 2 in RSSp. This factor 2 can be recognized in the subset selection criterion C p in regression [10] and in the AIC selection criterion of Akaike for time series [11] .
To find the subset with the smallest mean square error of all parameters, the minimal requirement for statistical significance of r parameters has been derived as [10] T r B 01 rr r > 2 :
For the smallest value of the mean squared error of the estimated parameters, any group of r estimated parameters is better excluded if the bias component of the reduction in RSS p ; T r B 01 rr r is less than 2 .
A comparison of (7) and (8) shows that smaller parameter values will remain included in the best subset for parameter accuracy; therefore, the subset size for the best parameter accuracy is always greater than or equal to the best subset size for prediction.
III. AR ORDERS FOR MA AND ARMA PROCESSES
Some notation is required to apply those results to time series. An ARMA(p; q) process can be written as
with A(z) = 1 + a 1 z 01 + 111 + a p z 0p ; B(z) = 1 + b 1 z 01 + 111 + bqz 0q ; and z 01 xn = xn01. "n represents a series of independent, identically distributed stochastic variables, which is a white noise process that generates the data; 2
x is the variance of the process, and
2
" is the variance of the innovations "n. The roots of A(z) and B(z)
should be within the unit circle to guarantee a stationary and invertible process, respectively. The theory of regression analysis will be applied to the long AR model of a known ARMA process (9), which is defined by
with the parameter polynomial given by C(z) = A(z)=B(z) and with the same innovation variance 2 " as (9). C(z) has order 1. A finite number of parameters of C(z) can be determined with any desired accuracy by computing the theoretical covariance function of the ARMA process [7] , [12] until that finite order and by transforming those covariances to AR parameters or to reflection coefficients ki (12) Therefore, the reduction of RSS th is greater than r 2 " for r orders below L and smaller than r 2 " above L simultaneously for all values of r. This unique order L can be found easily for a known ARMA process and given N with the order selection criterion AIC by using the penalty 1 instead of 2 [7] .
The AR order with the best parameter accuracy is found as the order for which the theoretical RSS th (M), due to bias of incomplete models, is only 2 " greater than RSS th (1); therefore, the greatest M with (12) and (13) shows that M L. This theory has been applied successfully to Durbin's method for MA processes [4] , where a similar order has been derived, and simulations have corroborated the theoretical derivation [7] . The order M is important in Durbin's ARMA method because the parameters of the long estimated AR modelĈ(z) are used as intermediate to estimate the MA parameters. Simulations with known ARMA processes are necessary to validate all approximations that have been made because the application of subset results of regression theory with deterministic regressors to stochastic time series observations requires a verification.
IV. BEST AR ORDERS IN ARMA SIMULATIONS
In evaluating the statistical accuracy of estimation methods, it is necessary to have an objective measure for the quality of models. A logical choice for time series models is the prediction error PE, which is defined as the variance of the one step ahead prediction in applying a model to new data. The Cramér-Rao lower boundary for unbiased ARMA(p 0 ; q 0 ) models is 2 " f1 + (p 0 + q 0 )=Ng. Models can be unbiased if p 0 p and q 0 q. The quality measure for ARMA modeling [the model error (ME)] has been defined [12] as a scaled transformation ME = N PE 2 " 0 1 :
Scaling with 2 " and subtraction of 1 gives the minimum value zero for ME if process and model are identical. Multiplication with N in (14) makes the numerical value of ME largely independent of N .
An efficient algorithm for computation of ME is available [12] . The Cramér-Rao boundary for ME of ARMA(p 0 ; q 0 ) models is p 0 + q 0 .
The best AR orders for MA(q) and ARMA(p; q) processes have been established in numerous simulations, with different p and q and with N between 20 and 50 000. Fig. 1 gives the sum of squared errors of parameters as a function of the AR order for AR models of an ARMA(3; 2) process given by x n + 0:2x n01 0 0:4x n02 + 0:3x n03 = "n 0 0:4"n01 0 0:5"n02:
The theoretically computed optimal model orders for N = 100 are seven for L with (12) and 19 for M with (13) for prediction and parameter accuracy, respectively. The accuracy of the AR parameters for model order i is approximated by using the AR(100) approximation as the true representation of the ARMA process Fig. 1 shows that the minimum of this criterion is found at order 20, which is very close to the theoretical value of 19 for M that follows from ordinary regression theory. In addition, for many different examples, it has been verified that the best accuracy for parameters with 6(a0â) 2 is found at an order close to M of (13). Durbin's methods for MA parameters use the first q +1 terms of the covariance of estimated AR parametersâ jâj+k ; k = 1; . . . ; q to compute q MA parame- ters. Hence, it may also be expected that the best result for Durbin's MA and ARMA models is obtained for an AR order with a small value of 6(a 0â) 2 . Fig. 2 shows the ME of AR models of the ARMA process (15). The minimum is found for AR order 7, which is equal to the theoretical result L of (12) . No examples have been found in simulations with AR, MA, or ARMA processes where the results were very different from those orders L and M ; the calculated AR order L is the best order for AR models used for prediction, and order M gives the best parameter accuracy.
To find initial parameters for an ARMA model with Durbin's estimator, a long AR modelĈ(z) is used to reconstruct residuals"n [5] .
Previous values x n01 ; x n02 ; . . . x n0p and" n01 ; . . . ;" n0q are used to estimate the p + q parameters of the ARMA(p; q) model with least squares, as in linear regression. The ME results of this initial step are not reported here because several simulation runs produced MA models that are not invertible. Moreover, the ME is always improved by the next stage of Durbin's method, where MA and AR parameters are updated sequentially [5] . By filtering out the initial estimate of the AR parameters from the long estimated AR modelĈ(z), an improved estimate of the MA parameters can be computed. After filtering out this estimated MA model from the observations, an improved AR estimate can be computed. Durbin's method always gives invertible MA models because AR parameters are used as data in the Yule-Walker algorithm to find the MA model, which ensures invertibility. Likewise, the AR parameters are obtained with Burg's method [3] , which ensures stationary models. In Fig. 2 , the intermediate AR order is the order of C(z), which is varied between 5 and 50. The best accuracy of the ARMA(3; 2) model is found with the intermediate AR order i = 20, which is close to the theoretical value 19 that is found for M with (13). Small differences in the precise location of the minimum in this type of simulation can be expected and explained because the minimum ME of the ARMA(3; 2) model as a function of the AR order is generally flat, and the variance of simulation results may shift it somewhat. The common phenomena with many other examples are a clear minimum in the fit of AR models for prediction and a flat minimum for the best intermediate long AR order for ARMA models. Moreover, taking lower order AR models in Durbin's method can be much worse than taking higher orders. Durbin's method gives considerably better models with the new AR order M defined in (13) than with the usual AR order L of (12) . According to simulation studies, the approximations that have been made to derive the best AR orders for prediction in (12) and for parameter accuracy in (13) are justified for AR models of ARMA processes. The (higher) order for best parameter accuracy should be used for ARMA estimation with Durbin's method. The accuracy of the AR orders and the ME of the ARMA(3; 2) models for (15) have been studied in simulations for different sample sizes. Table I gives the results. The theoretically best orders L and M depend on the number of observations N . L 0 and M 0 , which are the best values for AR models in the simulations, are very close to L and M , respectively, for all N . In addition, the best value M 00 found for ARMA(3; 2) models is close to M . The Cramér-aRao bound for the ME value of an ARMA(3; 2) process is 5, which is equal to the number of estimated parameters [12] . It is seen that the ME of Durbin with long AR order M is rather close to that lower bound. The result in this example shows that this lower bound is almost reached for N = 50 000. MA examples have also been used in simulations [7] , as well as many different ARMA processes. Every time, two different optimal AR approximations were found, with orders given by (12) and (13). For increasing N , the results of Durbin's MA method [4] and his ARMA method [5] are close to the optimal efficiency of the Cramér-Rao bound.
V. CONCLUDING REMARKS
Theoretical values for two different best orders of a long AR model for MA and ARMA processes have been derived. The first one is the AR order that gives the best predicting AR model, and the second is characterized as the order yielding parameter estimates with the smallest mean square error. The second order is also the best intermediate AR model order in Durbin's MA and ARMA algorithms. Simulations show that MA and ARMA models calculated from the parameters of that long AR model are quite efficient. The use of the well-known best AR order for prediction as intermediate for Durbin's methods yields inefficient MA and ARMA models.
