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Grid cells, border cells, head-directions cells, and conjunctive correlates found in the Medial Entorhinal
Cortex (MEC) indicate the presence of highly specialized neural circuits that process allocentric space.
New technical advancements, as described by Tang et al. (2014) in this issue, offer an integrated approach
to charting the function and organization of these circuits.An enormous effort is underway across
many labs to understand the computa-
tional significance of grid cells and the
neural circuitry that generates the remark-
able, hexagonal periodicity of their spatial
firing patterns. Early reports demon-
strated that grid cells were most strongly
represented in layer II of the MEC (Sargo-
lini et al., 2006). However, practitioners
have long talked of ‘‘hot spots’’ of grid
cells within layer II. One tetrode may pro-
duce a host of grid cells, whereas another
positioned just a few hundred microns
away in the same layer may never
encounter any, even when it yields sin-
gle-unit recordings of great quality. This
bit of anecdotal folklore is likely to reflect
key principles of cortical circuit organiza-
tion that complementary experimental
approaches can reveal in more detail.
Pioneering the use of juxtacellular re-
cordings in freely behaving animals, Bur-
galossi et al. (2011) revealed a modular
system of cell ‘‘patches’’ and synaptic
pathways that seem to convey orientation
information to the grid cell system via the
firing of head-direction cells. The juxtacel-
lular technique allows one to stain a cell
and record its spikes during behavior,
thus enabling a precise association
between the cell’s morphology and its
spatial correlates. The same group (Ray
et al., 2014) subsequently characterized
some of these patches as clusters of
200 calbindin+ pyramidal neurons, in
contrast to a more uniform distribution of
calbindin/reelin+ neurons. Using retro-
grade tracing and optogenetic stimula-
tion, a different group (Kitamura et al.,
2014) made a surprising observation: the1108 Neuron 84, December 17, 2014 ª2014clustered pyramidal calbindin+ cells do
not project to the dentate gyrus (DG),
contrary to the classical description of
the layer II perforant path projection.
Rather, these cells projected to inhibitory
interneurons in the CA1 area. Stellate
calbindin cells, in contrast, were found
to project to DG, in line with previous
anatomical studies. (Lack of calbindin+
projections to DG were also observed
by Ray et al. [2014].) These findings
made it crucial to understand whether
there were functional differences in the
behavioral correlates of the cells within
and outside of the anatomical patches.
In a study appearing in this issue, Tang
et al. (2014) juxtacellularly recorded and
identified spatial cells in two-dimensional
arenas with greater spatial sampling
than previous studies. They could there-
fore attempt to classify these cells (with
important caveats, as described below)
as either grid cells or border cells and
investigate their morphology and anatom-
ical organization. MEC border cells
(Savelli et al., 2008, Solstad et al., 2008)
signal the proximity of a boundary of the
environment by firing along segments
of the perimeter of the recording arena.
They are hypothesized to set the real-
world anchoring points of the internal
spatial coordinate system for which grid
cells provide a metric, hence playing
a complementary computational role to
that of grid cells in the generation of
hippocampal spatial representations. Do
the different functional properties of grid
and border cells correspond to differ-
ences in their morphological characteris-
tics and anatomical organization? Ac-Elsevier Inc.cording to the juxtacellular classification
of Tang and colleagues, the border cells
are prevalently stellate, calbindin cells,
whereas the characteristic firing pattern
of grid cells seems to be more frequently
represented in patch-inhabiting, calbin-
din+ pyramidal cells. Because the
numbers of spatially characterized and
juxtacellularly labeled cells was small,
Tang et al. leveraged a previous observa-
tion from Ray et al. (2014): the firing of
calbindin+ and calbindin cells were
differentially modulated with respect to
the ongoing theta signal in the local field
potential. The authors used these data
to train a statistical classifier to assign
cells to putative calbindin+ pyramidal or
calbindin stellate classes. After evalu-
ating the accuracy of this classifier on
cells identified during anesthetized re-
cordings, they used the classifier to
assign units recorded with tetrodes,
corroborating their conclusion: Although
not a perfect segregation, cells with high
gridness scores and cells with high
border scores seem to mainly map onto
calbindin+ clustered pyramidal cells and
uniformly distributed calbindin stellate
cells, respectively. The ‘‘hot spots’’ of
grid cells anecdotally experienced in
tetrode recordings may have finally found
an anatomical explanation.
This segregation has interesting con-
nections with findings from a separate
line of research (Brandon et al., 2011,
Koenig et al., 2011). During inactivation
of the medial septum (MS)—which pro-
vides major cholinergic and theta-modu-
lated inputs to the hippocampal forma-
tion—both theta power in the local field
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and the characteristic firing patterns of
grid cells are dramatically reduced. The
patches of calbindin+ pyramidal neurons
are found to overlap areas richer in acetyl-
choline receptors (Ray et al., 2014), indi-
cating that acetylcholine may be impor-
tant for normal grid cell functioning, if
grid cells predominantly reside in these
patches (at least in layer II). This view
could account for the simultaneous dis-
ruptions of grid activity and LFP theta as
independent effects of MS inactivation,
as opposed to a causal involvement of
theta in grid generation. Another impor-
tant ramification of the Tang et al. conclu-
sions concerns ongoing theoretical and
experimental research implicating stellate
cells in the generation of grid patterns.
The anatomical gradient of intrinsic theta
oscillation frequency in stellate cells re-
corded in slices was found to mirror the
topographical gradient of grid spacing
observed in the behaving animal along
the same dorso-ventral MEC axis (Gio-
como et al., 2007). This finding confirmed
a prediction of theoretical models that
employ the interference of neural oscilla-
tors to generate grid patterns in the firing
of stellate cells. Stellate cells have also
been found to be mostly interconnected
through inhibitory interneurons, spur-
ring speculations that attractor dynamics
mediated by recurrent inhibitory connec-
tions could impart grid-like firing onto stel-
late cells (Couey et al., 2013). However, if
stellate cells are mostly border cells, the
interpretation of all these studies would
need to be reconsidered.
The results by Tang et al. would have no
less impact on the conundrum of the func-
tional organization of the hippocampal
‘‘trisynaptic loop’’ and of the apparent
redundancy with which EC inputs target
different stages of this pathway. What
would it mean, theoretically, for DG to be
largely deprived of grid cell inputs? Units
displaying multiple, well-tuned place
fields are found in DG and have beenassumed to be granule cells (Leutgeb
et al., 2007). How can these cells develop
multiple, isolated spatial fields randomly
distributed in 2D space starting from
just border representations? A possible
answer comes from experimental data
suggesting that these cells may instead
be mossy cells (Neunuebel and Knierim,
2012), which are known to receive
feedback inputs from CA3 and send pro-
jections back to the granule cells. Or,
perhaps, the scarcity of grid inputs to
DG, if confirmed, will reveal that we are
currently grossly underestimating the
ability of LEC weakly spatially modulated
inputs (but see Deshmukh and Knierim,
2011) to produce precise spatial signals
in DG.
These are just examples of how the
Tang et al. results would demand a radical
reconceptualization of a large body of
experimental and theoretical studies.
Critical caveats, however, are in order.
First, other studies were also able to
characterize the morphology of a small
number of grid cells, though with sam-
pling confined to 1D virtual environments
(Domnisoru et al., 2013); contrary to
Tang et al., more stellate cells than pyra-
midal cells were found to be grid cells in
this study. Second, few of the juxtacellu-
larly recorded cells in the Tang et al. study
showed visually compelling grid patterns
in their firing rate maps. Keeping in mind
the difficulty of juxtacellular recordings in
behaving animals, these few cells alone
represent a powerful demonstration of
the potential of this technique for studying
spatial representations in the hippocam-
pal formation. The classifier that Tang
et al. used to assign tetrode recordings
to their morphological class is a clever
strategy to maximize the inferences
possible on all currently available data.
However, even in this data set, many of
the rate maps of cells classified as grid
or border cells are not entirely convincing
examples of these cell types. A greater
yield from the juxtacellular techniqueNeuron 84, Decould in the future unequivocally confirm
this study’s conclusions and its extraordi-
nary implications. Meanwhile, the authors
are making the code and training data set
for their classifier available in their article,
thus allowing for their statistical extrapo-
lations to be promptly validated on addi-
tional data sets by other teams.
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