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Network Function Virtualization is a growing concept in the research field because of its 
ability to decouple network functions, like network address translation (NAT), domain 
name service (DNS), firewall, intrusion detection (IDS) etc., from proprietary hardware 
equipment. They can now run in software making the network more flexible and agile. 
This also reduces hardware and maintenance costs of the network. Nowadays many 
applications use multicasting as it saves a huge amount of communication bandwidth. But 
many packets need intermediary processing before reaching their destinations. For this 
processing, Virtual Network functions (VNFs) are implemented in the network where 
processing of packets takes place. Because of this the path through which the packets 
traverse changes, and delay increases. This project considers different number and 
placements of VNFs in four real-world topologies namely NSFNET, Cost239, Arpanet and 
Random12, and observes the delay for every case. As the VNFs are duplicated on different 
nodes in the network, the cost of deployment and maintenance of VNFs is increased, but 
the delay decreases up to a certain number of VNFs. After this, the delay becomes constant. 
This project presents this trade-off between cost and delay. 
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CHAPTER 1.    INTRODUCTION: 
The project uses concepts like Network functions virtualization (NFV), Software Defined 
Networking (SDN) and multicasting in NFV-SDN environment. This section explains these 
concepts.  
 
Network functions virtualization (NFV) 
 
Network functions virtualization (NFV) enables software to run on commercial off-the-shelf 
(COTS) servers instead of dedicated network appliances like routers, switches and firewalls. 
Because of NFV, network operations are also improvised as network function software is 
dynamically instantiated as required in different locations in the network and installing new 
equipment is no longer required. 
 
This makes NFV a catalyst for a significant paradigm shift in the networking and communication 
industry. It substantially reduces hardware costs by replacing dedicated equipment with shared 
servers. Apart from hardware costs, operational costs are also reduced with lesser appliances to 
maintain and deploy. It is also reduced because of the on-demand pay as you go deployment model. 
NFV also considerably increases the speed by which revenue-generating services can be brought 
to market. NFV provides flexibility and agility in the network along with the ability to innovate 
by turning network edge into a factory for virtual network functions (VNFs). 
 
Three main components of NFV Framework are Virtualized network functions (VNFs), Network 
functions virtualization infrastructure (NFVI) and Network functions virtualization management 
and orchestration architectural framework (NFV-MANO Architectural Framework). VNFs are 
basically network functions implemented in a software form and deployed on NFVI. The NFVI 
consists of all hardware and software components of the environment where VNFs are deployed. 
NFVI can traverse multiple locations and the network between these locations is also part of NFVI. 
The last component of the framework is NFV-MANO which consists of functional blocks, data 
repositories used by them, interfaces and reference points by which they communicate for 
managing and orchestrating NFVI and VNFs. 
 
NFV platform is the building block for NFVI and NFV-MANO. The NFVI role is composed of 
physical and virtual processing and storage resources, along with virtualization software. The 
NFV-MANO role involves VNF and NFVI managers and virtualization software operating on 
a hardware controller. The NFV platform makes carrier-grade features that manage and monitor 
the platform components, provide security and recover from failures, all these are important for 
public carrier network. 
 
NFV revolutionizes the design, consumption and deployment of virtualized datacenters. 
Traditionally, network functions like load balancer is implemented as a specialized hardware 
device. NFV separates the network functions from hardware platform and enables them to run on 
software like virtual machines which run on a hypervisor. Hypervisor runs on a commodity server. 
This reduces the cost and helps in easy deployment. When different network functions are chained 
together, a network service is formed, and the packets are routed through this network function 
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chain. This service is executed on demand depending on dynamic policy settings.  
 
Commonly used network functions are Network switching elements like Broadband Network 
Gateway (BNG), carrier grade NAT; Mobile network devices like Home Location Register/Home 
Subscriber Server (HLR/HSS), NodeB and Evolved Node B (eNodeB); Virtualized home 
environments; Application-level optimization devices like Content Delivery Network (CDNs), 
load balancers; Traffic analysis elements like  Deep Packet Inspection (DPI); Tunneling gateway 
devices like IPSec/SSL virtual private network gateways; Network security devices like Firewalls, 
intrusion detection systems, DOS attack detector etc. 
 
The major advantage of using NFV that it also supports the co-existence of multi-tenancy of 
network and service functions, thereby allowing the usage of one physical platform for different 
services, applications, and tenants. 
 
Software Defined Networking (SDN) 
 
Software Defined Networking (SDN) makes a network logically centralized, open and 
programmable. The centralized control console in SDN enables cloud computing. By this, network 
engineers and administrators are able to respond to changing business requirements in a much 
quicker manner. SDN brings flexibility and agility in the network by encompassing different kinds 
of network topologies. This supports the virtualized server and storage infrastructure of the modern 
datacenter. SDN introduced the approach to design, build and maintain networks that separates the 
control plane and data plane. Control plane is the brain and data plane is the muscle of the network. 
This enables the network control to be directly programmable and the infrastructure can be 
abstracted for various applications and network services for applications as SDN cloud computing 
or mobile networks. 
 
The simplest form of SDN architecture can be seen in the Figure 1. The basic idea of SDN is to 
separate control logic to off-device computer resources. The architecture consists of an SDN 
Controller, Southbound APIs and Northbound APIs. Controllers are the brains of the network 
because they give a centralized view of the overall network and this enables network administrators 
to dictate how forwarding plane should handle network traffic to the underlying infrastructure 
which is mainly composed of forwarding devices like switches and routers. This communication 
between controller and forwarding devices uses southbound APIs. OpenFlow is the most common 
standard protocol for this. Northbound APIs on the other hand are used for the communication of 
control layer with applications and business logic. This enables administrators to programmatically 
shape traffic and deploy services. 
 
SDN routers and switches support packet forwarding based on more elaborate flow definition than 
just Layer 2 or Layer 3 destination addresses. This makes SDN ideal for dynamic management for 
NFV as it enables fine-grained routing control based on policies. Along with this, since SDN 
allows centralized control plane gives complete knowledge of the network, it makes forwarding 
paths more optimized. Because of this, integration of SDN and NFV to achieve network control 
and management goals has seen noticeable growth. Applying SDN to NFV addresses the dynamic 
resource management and intelligent service orchestration challenges. On the other hand, with 
NFV, SDN can create virtual service environment dynamically for a specific type of service chain 
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and the need for dedicated hardware and complex labor is eliminated. With SDN, NFV enables 
real-time and dynamic function provisioning along with flexible traffic forwarding. 
 
 




Multicasting is the technique of sending packets to multiple destinations simultaneously. In this 
kind of communication, packets sent may have to be duplicated in routers and then forwarded to 
multiple output ports based on the multicast topology. Multicasting saves a lot of bandwidth 
because in unicast, a single path is set up for each source-destination pair which is not the case 
here. Because of this multicast communication is getting increasingly popular. A lot of web-based 
applications use multicasting like video conferencing, software updates, multimedia distribution 
and IPTV. 
 
In every router, multicast packets are duplicated and forwarded to multiple ports according to the 
topology. As compared to unicast, transmission capacity is considerably reduced as a single path 
for every source destination is not required. Although SDN provides efficient and flexible 
implementation of multicast mechanisms, many multicast services today like video streaming 
require multicast communication that involve intermediary network functions such as deep packet 
inspection and video transcoding. In this scenario, Network Function Virtualization (NFV) enables 
efficient implementation of multicast services that involve intermediary processing. 
 
If we consider the case of video multicasting as shown in Fig 2, the video streams might require 
transcoding before reaching the end user, so transcoders must be included into this multicast 
mechanism. In general, the multicast mechanism includes both the placement of NFV nodes and 




Fig 2 Example of service chaining in multicasting 
 
The multicast packets are sent from the server (source) to three end users (destination). Before 
reaching the end users, the packets fare passed through a service chain consisting of three Network 
Functions: DPI, NAT and transcoder. The packets first are inspected by DPI then their IP address 
is translated by NAT, finally they get transcoded before reaching the end users. Conventionally 
the NFs were implemented in hardware. However, the hardware implementation involves some 
challenges on deployment and maintenance due to the proprietary nature of the network appliance. 
For example, Integrating and managing the new middlebox into the network is cumbersome 
because of the new hardware might not be compatible. Along with this, the cost of providing the 
space and energy of the hardware is extremely high. Network Function Virtualization (NFV) 
allows to separate the network functions from propriety hardware to the software instances running 
on the hardware platform thereby correcting the above problem. By deploying NFV, 












CHAPTER 2.    IMPLEMENTATION: 
This project uses emulation for implementing different network topologies and the tool, Mininet 
is used for that purpose. It is a network emulator that can build a network consisting of virtual 
nodes like hosts, switches, controllers, and connects them using links. The hosts run standard 
Linux network software, and the switches support OpenFlow for the communication with 
controllers in Software-Defined Networking environments. 
Mininet is a great tool for research, development, learning, prototyping, testing, debugging etc. 
Mininet provides a testbed for developing OpenFlow applications. It consists of a topology aware 
command line interface for running network  tests. It can be used to create custom topologies 
using the Python based API. 
The OpenDaylight (ODL) Controller is one of the most popular controllers, and gets its 
framework from ODL project which is open-source and industry supported SDN project hosted 
by The Linux Foundation. ODL project is aimed at promoting software-defined 
networking (SDN) and network function virtualization (NFV). 
In this project, Mininet tool is used to enable multicasting on different topologies using the 
OpenDaylight controller. The packets before reaching their respective destinations should go 
through the VNFs where they are processed by different functions like Firewall, Load Balancers 
etc. These VNFs are implemented on different hosts in the network, but Mininet doesn’t allow hosts 
to forward packets. Therefore, for the purpose of simulation, they were implemented on different switches 
in the network. Delay in the links is added to implement the processing times of the network functions 
(VNFs). Different systems used in the project consists of 2 network functions placed on one or different 
switches and are then duplicated on various other switches of the network. Real-world network topologies 
like NSFNET, Cost239, Arpanet and Random12 are used for simulation in this project. The delay between 
the source and destination for each case is measured. The number of VNFs is proportional to the cost of the 
network. It is observed that as the cost increases, the delay between the source and destinations decreases 
up to a certain number of VNFs and after that the delay does not decrease any further.   
For this project, firstly Mininet tool was installed and run on VirtualBox virtualization system. 
OpenDaylight controller (Carbon release) was used to run different topologies. Then, multicasting was 




















    
 





Fig 3(a) Star Topology 
 
 
Fig 3(c) Ping result of multicasting 
 
In Fig 3(a), star topology is considered where Host1 is the source and the destination set consists 
of Host2 and Host3. Flows were in the Mininet window to only allow H1 to talk to H2 and H3. 




















Fig 4(a) Tree Topology      
 
Fig 4(b) Flows for multicasting in Tree Topology      
 
 
Fig 4(c) Ping result of multicasting      
 
In Fig 4(a), tree topology is considered where Host2 is the source and the destination set consists 
of Host1 and Host3. Flows were in the Mininet window using Level3 matching (IP Addresses) to 




                  
  
Fig 5(a) Ring Topology  
 
       
 
Fig 5(c) Flows for multicasting in Ring 
Topology      
 
 
Fig 5(d) Ping result for multicasting     
Fig 5(b) Ring Topology Python Code 
 
In Fig 5(a), ring topology is considered where Host1 is the source and the destination set consists 
of Host3 and Host4. Flows were in the Mininet window using Level3 matching (IP Addresses) to 
only allow H1 to talk to H3 and H4. Flows and the result of pinging can be seen in Fig 5(c) and 
5(d) respectively. 
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After enabling multicasting, delay was added in the links of switches which have VNF placed on 
them which was done using the TCLink class. The usage of TCLink can be seen in the code of the 
custom topology shown in Fig 6(a). 
 
 
Fig 6(a). Custom tree topology 
 
 
Fig 6(b). Custom tree topology code 
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For the tree topology shown in Fig 6(a), delay was added in the links of H2 and H3. The code for 




Fig6 (c) Ping delay without link delay 
 
 
Fig6 (d) Ping delay with link delay 
 
When delay in the links has not been added, i.e. in Fig 6(b), it can be seen that the delay when H2 
or H3 is pinged from H1 with a count of 1, the delay is less than 1 millisecond. But when 5 
millisecond delay is added in the links of H2 and H3, i.e. in Fig 6(c), the delay is around 11 
milliseconds because the ping request and response traverse the S2-H2 link twice which makes the 
delay more than 5+5 i.e. 10 milliseconds. Same is the case when H1 pings H3. 
 
After adding delay to the required links, next step is to redirect the packets to the switches that 
have VNF implemented on them and then to their respected destinations. This means that the 
packets from the source first go to the VNF nodes for processing and then to the destination. The 
flows were modified accordingly, and the new delays were observed. 
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The experiments were performed on some real-world topologies like NSFNET, Cost239, Arpanet 
and Random 12. 
 
2.1. NSFNET Topology: 
 
 
Fig 7(a). NSFNET topology 
 
  
Fig 7(b). NSFNET topology as seen in 
 OpenDaylight Controller 
 
 
Fig 7(c). Ping result of multicasting in 
NSFNET topology
Fig 7(a) shows NSFNET network. Here, the source is H1 and destination set consists of H3, H5 
and H9. The topology was created in Mininet and OpenDaylight controller was used for centralized 
control. Fig 7(b) shows how the topology looks in the OpenDaylight window. Flows were written 
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to enable multicasting and the result of ping can be seen in Fig 7(c). Two functions were considered 
in the network which are initially placed at S11 and S10 respectively. Row1 of Table 1 shows the 
ping delay for the three source destination pairs for this case.  




The VNF on S11 was then duplicated on S3 and the VNF on S10 is duplicated on S8. 




The paths have become shorter therefore the delay has reduced which can be seen in the row2 of 
Table1. 
Then function1 is duplicated on S6 and Function2 on S3. The packets will now follow the 




Since the paths have become even shorter, the delay has decreased more. The delays for this case 
can be seen in row 3 of Table1. 
But after this, if I duplicate the functions on more nodes, the paths do not become shorter, therefore 
the delay now becomes constant. Row4 of Table1 shows the delay when VNFs are duplicated on 
S13 and S14 respectively. We see for this case; the delay does not decrease like before. The overall 
trend can be seen in the Fig 7(d) which shows delay vs number of VNFs used in the network. 
 
 




Fig 7(d). Delay vs number of VNFs graph for NSFNET network 
 
2.2. Arpanet Topology: 
 
 
Fig 8(a). Arpanet topology 
 
 




Fig 8(c). Ping result of multicasting in 
Arpanet topology
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Fig 8(a) shows ARPANET network. Here, the source is H1 and destination set consists of H5, 
H9 and H16. The topology was created in Mininet and OpenDaylight controller was used for 
centralized control. Fig 8(b) shows how the topology looks in the OpenDaylight window. 
Flows were written to enable multicasting and the result of ping can be seen in Fig 8(c). Two 
functions were considered in the network which are initially placed at S6 (implemented by 
doubling the link delays). Row1 of Table 2 shows the ping delay for the three source 
destination pairs for this case in milliseconds.  








Row2 of Table2 shows the delay of pinging the multiple destinations from H1 for this case. 
The VNF on S6 is then duplicated on S11 and the VNF on S15 is duplicated on S8. 




The paths have become shorter therefore the delay has reduced which can be seen in row3 of 
Table2. 
After duplicating the function1 on S3 and Function2 on S4, the paths are: 
S1-S5: 1,3,2,4,5 
S1-S9: 1,11,10,8,9 
S1-S16: 1, 11,12,13,15,16 
Since the paths are shorter as compared to previous case for H5, the delay has decreased. But 
for H9 and H16, the paths are same, so the delay is almost same. 
But after this, if the functions are duplicated on more nodes, the paths remain the same, 
therefore the delay now becomes constant. Row4 of Table2 shows the delay when VNFs are 
duplicated on S2 and S20 respectively. We see for this case; the delay does not decrease like 
before. The overall trend can be seen in the Fig 8(d) which shows delay vs number of VNFs 








Fig 8(d). Delay vs number of VNFs graph for Arpanet topology  
 
2.3. Cost239 Topology: 
 
Fig 9(a). Cost239 topology 
 
Fig 9(b). Cost239 topology as seen in OpenDaylight Controller 9(c). Ping result of 
multicasting in Cost239 topology 
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Fig 9(a) shows COST239 network. Here, the source is H1 and destination set consists of H3 
and H5. The topology was created in Mininet and OpenDaylight controller was used for 
centralized control. Fig 9(b) shows how the topology looks in the OpenDaylight window. 
Flows were written to enable multicasting and the result of ping can be seen in Fig 9(c). Two 
functions were considered in the network which are initially placed at S6 (implemented by 
doubling the link delays). Row1 of Table 2 shows the ping delay for the three source 
destination pairs for this case in milliseconds. 
The paths for this case are as follows:  
S1-S3: 1,8,6,7,3 
S1-S5: 1,8,6,5 
The 2 VNFs are now placed on S6 and S10. Row2 of Table3 shows the delay for this case. The 
paths that packets follow from source to destinations are: 
S1-S3: 1,8,6,10,3 
S1-S5: 1,8,6,10,5 
The VNF on S6 is then duplicated on S8 and the VNF on S10 is duplicated on S5. 
The paths now become: 
S1-S3: 1,8,6,5,3 
S1-S5: 1,8,6,5 
The paths have become shorter therefore the delay has reduced which can be seen in the row3 
of Table3. 
After duplicating the function1 on S4 and Function2 on S11, the paths are: 
H1-H3: 1,4,5,3 
H1-H5: 1,4,5 
Since the paths have a little shorter as compared to previous case, the delay is only a little less. 
But after this, if the functions are duplicated on more nodes, the paths remain the same, 
therefore the delay now becomes constant. Row4 of Table3 shows the delay when VNFs are 
duplicated on S9 and S7 respectively. We see for this case; the delay does not decrease like 
before. The overall trend can be seen in the Fig 9(d) which shows delay vs number of VNFs 
used in the network. 
 
 




Fig 9(d). Delay vs number of VNFs graph for Cost239 topology 
 
 
2.4. Random12 Topology: 
 
 




Fig 10(b). Ranom12 topology as seen in OpenDaylight Controller 10(c). Ping result of 
multicasting in Ranom12 Topology 
      
Fig 10(a) shows RANDOM12 network. Here, the source is H1 and destination set consists of 
H3, H5 and H9. The topology was created in Mininet and OpenDaylight controller was used 
for centralized control. Fig 10(b) shows how the topology looks in the OpenDaylight window. 
Flows were written to enable multicasting and the result of ping can be seen in Fig 10(c). Two 
functions were considered in the network which are initially placed at S8 (implemented by 
doubling the link delays). Row1 of Table4 shows the ping delay for the three source destination 
pairs for this case in milliseconds. 
 




The 2 VNFs are now placed on S8 and S2. Row2 of Table4 shows the delay for this case. The 




The VNF on S8 is then duplicated on S12 and the VNF on S2 is duplicated on S6. 




The paths have become shorter for H3, therefore the delay has reduced which can be seen in 
the row3 of Table4. 





Since the paths have a little shorter as compared to previous case, the delay is only a little less. 
But after this, if the functions are duplicated on more nodes, the paths remain the same, 
therefore the delay now becomes constant. Row4 of Table4 shows the delay when VNFs are 
duplicated on S5 and S8 respectively. We see for this case; the delay does not decrease like 
before. The overall trend can be seen in the Fig 10(d) which shows delay vs number of VNFs 
used in the network. 
 
 
Table 4. Delay for different placements of VNFs in the Ranom12 topology 
 
 













This project addresses the trade-off between cost of VNFs in the network and the delay of 
communication between the source and destination in a multicast NFV environment. The 
experiments were performed on four real world topologies simulated in Mininet tool. The 
VNFs were duplicated on different switches in the network and the corresponding source 
destination ping delay was observed. The trend of cost vs delay was noticed. For all the 
topologies, a trade-off was observed. As the number of VNFs increased, the delay between the 
source and destinations decreases up to a certain number of VNFs and after that the delay does not 
decrease any further. 
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