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High pressure electron spin resonance of the endohedral fullerene 15N@C60
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We measure the electron spin resonance spectrum of the endohedral fullerene molecule 15N@C60 at pressures
ranging from atmospheric pressure to 0.25GPa, and find that the hyperfine coupling increases linearly with
pressure. We present a model based on van der Waals interactions, which accounts for this increase via
compression of the fullerene cage and consequent admixture of orbitals with a larger hyperfine coupling.
Combining this model with theoretical estimates of the bulk modulus, we predict the pressure shift and
compare it to our experimental results, finding fair agreement given the spread in estimates of the bulk
modulus. The spin resonance linewidth is also found to depend on pressure. This is explained by considering
the pressure-dependent viscosity of the solvent, which modifies the effect of dipolar coupling between spins
within fullerene clusters.
I. INTRODUCTION
In the central-field approximation, atomic nitrogen has
no hyperfine coupling because the combined spin density
of the three unpaired p orbitals vanishes at the nucleus
and is spherically symmetric outside it.1 In reality, in-
teractions beyond this approximation lead to a non-zero
hyperfine coupling for the free atom.2 In the presence
of other atoms or molecules, distortion of the electron
orbitals further modifies the hyperfine coupling, which
therefore offers an insight into the nature of the inter-
atomic interactions.3
The endohedral fullerene N@C60 offers a nearly unique
system in which the fullerene cage stabilises the encap-
sulated nitrogen such that it behaves like a free atom.4
However, the hyperfine coupling of N@C60 is enhanced
by approximately 50% relative to the free atomic value,
which reflects the effect of confinement of the nitrogen or-
bitals by the cage. This increase has previously been at-
tributed to nitrogen–cage interactions that mix in excited
states with larger hyperfine couplings, although without
proposing a microscopic model.4
Understanding the hyperfine coupling of this molecule
is important due to its potential use as a molecular spin
qubit5 or frequency reference in an atomic clock.6 In par-
ticular, 15N@C60 is suitable as a frequency reference due
to its sharp resonances7 and the existence of a clock tran-
sition in its low-field spectrum.8 Since the frequency of
this clock transition depends solely on the isotropic hy-
perfine coupling constant A, it is important to charac-
terise the mechanisms that affect it. For example, the
hyperfine coupling is known to depend on temperature,9
which could reduce the long term stability of a fullerene
clock against environmental temperature fluctuations.
Here, we measure the hyperfine coupling strength and
the electron spin resonance (ESR) linewidth over a pres-
sure range up to 0.25GPa. The hyperfine coupling in-
creases linearly with pressure, which we explain using
a microscopic model of electron wavefunction distortion
mediated by van der Waals interactions between the ni-
trogen atom and the cage. Using this model and theo-
retical estimates of the bulk modulus of isolated fullerene
molecules,10–14 we then estimate the pressure shift and
compare it with our experimental results. The predicted
shift is smaller than the observed shift, which may indi-
cate contributions beyond the van der Waals interaction
as well as uncertainty in the the theoretical bulk mod-
ulus. To the best of our knowledge, the value deduced
from our model is the first experimental estimate of bulk
modulus for an individual C60 molecule under conditions
of hydrostatic pressure.
We find that the measured linewidth increases non-
linearly with pressure. This is explained by the pressure-
dependent viscosity of the solvent15 and its effect on ro-
tational diffusion16 of fullerene clusters.17–19 At low pres-
sure, the solvent is sufficiently non-viscous that dipole-
dipole coupling between spins is averaged out by rotation
of the cluster. At high pressure, the solvent viscosity in-
creases, leading to an increase in the linewidth towards
the rigid lattice limit.20
II. HYPERFINE COUPLING
A. Experiment
A 15N@C60 sample was prepared by ion implantation,
4
dissolved in toluene, and purified by high-performance
liquid chromatography to a purity (N@C60:C60) of
∼0.6%.21 The sample used for high-pressure measure-
ments was then concentrated by bubbling nitrogen gas
through it to evaporate some solvent. This is because the
small sample volume of the pressure cell leads to a low
resonator filling factor, which reduces the signal-to-noise
ratio (SNR) of the measurement. This sample was then
injected into an yttria-stabilised zirconia cell attached
to a barocycler and loaded into a dielectric resonator
(Bruker ER4123D). Measurements were performed at the
X band (frequency f ∼ 9.5GHz) using a Bruker EMXmi-
cro spectrometer. All measurements were performed at
2room temperature, with sufficient time between increas-
ing the pressure and performing the measurement to al-
low thermal equilibriation.
The energy levels of the 15N@C60 spin system are de-
scribed by the Hamiltonian
H = geµBSzB0 − gNµNIzB0 +ASˆ · Iˆ, (1)
where the first two terms parameterise the Zeeman in-
teraction of the electron spin S = 3/2 and nuclear spin
I = 1/2 with the static magnetic field B0. The electronic
and nuclear g factors are denoted by ge and gN , respec-
tively. The final term describes the hyperfine interaction,
with coupling strength A. At high fields, where the Zee-
man interaction dominates, the energy levels are labelled
by the quantum numbers mS and mI , which give the
projection of the relevant spin onto the axis defined by
the direction of B0. The ESR signals arise from mag-
netic dipole transitions between different mS levels, with
selection rules ∆mS = ±1.
The ESR spectrum, measured as a function of mag-
netic field, exhibits a pair of spin resonances correspond-
ing to the two states of the 15N nuclear spin, as shown in
the upper inset of Fig. 1. The resonances are separated in
the field domain by the hyperfine splitting ∆B. We ex-
tract ∆B by fitting the spectrum to identify the extrema
of each resonance observed in the first-derivative spec-
tra. This splitting is converted to a hyperfine coupling
using the relationship A = gµB∆B, where the g factor
g = hf/µBBav.. Here, Bav. is the centre field of the spec-
trum and f is the frequency of the applied microwave ra-
diation. This frequency depends weakly on pressure via
the changing dielectric constant of toluene,22,23 which al-
ters the cavity frequency.
Data for the hyperfine coupling constant as a function
of pressure are plotted in Fig. 1. Fitting the data by a
linear relationship, such that A(P ) = A0 + A1P , gives
A0 = 22.263(2)MHz and A1 = 1.1(1) × 10
−4HzPa−1.
The bracketed number gives the statistical error in the
last digit of the quoted value.
B. Theory
We will now explain the pressure-dependent hyperfine
coupling displayed in Fig. 1. A similar effect has been
measured previously for atomic nitrogen generated using
a radio-frequency discharge plasma, where the hyperfine
coupling is proportional to the buffer gas pressure.1,24
In contrast to the pressure-dependent coupling observed
for atoms with unpaired s electrons, which can either
be positive or negative, the magnitude of the nitrogen
hyperfine coupling always increases with pressure.3
This observation has been explained by treating van
der Waals interactions between the nitrogen atom and
the buffer gas atoms as the dominant contribution to the
increased hyperfine coupling.3 These interactions lead to
spin-dependent excitation of the s electrons, which causes
spin polarization of the s orbital at the nucleus and an
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FIG. 1. Hyperfine coupling constant A as function of pressure.
The data (dark green circles with error bars) are fitted by a
linear function (solid black line). The data points are the
mean value of A at each pressure, and the error bars are
the standard deviation of this measurement. Upper inset:
ESR signal as function of magnetic field at frequency f ≈
9.334GHz, demonstrating the hyperfine splitting ∆B, peak-
to-peak linewidth δB, and the centre field Bav. Lower inset:
schematic of high-field energy levels showing the two sets of
transition frequencies corresponding to the two values of mI .
increased hyperfine coupling. Following an analogous
model, we hypothesise that the increase in hyperfine cou-
pling for the nitrogen endohedral fullerene is due to van
der Waals interactions between the incarcerated nitrogen
and the fullerene cage. There should also be a pressure-
dependent exchange coupling between the cage and the
p orbitals. However, because of spherical symmetry this
does not mix p and s orbitals and is therefore expected to
make a weaker contribution to the hyperfine coupling.3
We therefore model the shift as arising entirely from van
der Waals interactions.
To apply this model to the endohedral fullerene sys-
tem, we consider the increase in hyperfine coupling ∆A =
A− Afree, where Afree is the value for free atomic nitro-
gen. A perturbative calculation of the van der Waals
interaction between atomic nitrogen and a nearby parti-
cle predicts the relationship (Eq. (15) of Ref. 3):
∆A =
k
R6
, (2)
where R is the distance between the nitrogen and
fullerene charge distributions. Since the nitrogen atom
is located at the centre of the cage,9 we set this distance
equal to the fullerene radius. The constant k parame-
terises the strength of the interaction between the two
charge clouds. Performing an ab initio calculation of the
value of k is beyond the scope of this work; instead, we
treat it as an experimentally determined parameter.
3Solvent ǫr µ (D) |A| (MHz)
Toluene 2.39 0.375 22.247(2)
Carbon disulfide 2.63 0 22.240(7)
Chlorobenzene 5.69 1.69 22.253(5)
TABLE I. Hyperfine coupling at room temperature and pres-
sure in solvents with different dielectric constants ǫr and
dipole moments µ. Values of the dielectric constant are given
for atmospheric pressure and T = 293.2K.29 The bracketed
number gives the one standard deviation error calculated by
taking the sample standard deviation of six measurements.
We test this model by using Eq. (2) to predict the
pressure shift given the bulk modulus B. By treating
the cage as a sphere with volume V and bulk modulus
B = −V ∂P/∂V , we obtain the expression
(
∂∆A
∂P
)
=
2∆A
B
. (3)
For 15N@C60, we take
24 Afree = −14.65MHz and
A = −22.35MHz and hence ∆A = 7.70MHz. The
bulk modulus of crystalline C60 samples has been mea-
sured experimentally,25–28 but the value for an isolated
C60 molecule under conditions of hydrostatic pressure
is only known via simulations.10–14 The simulated val-
ues range from 300 to 1200GPa, with a grouping in the
range 700 to 900GPa.10,11,13 Taking B ∼ 800GPa, Eq. 3
predicts ∂∆A/∂P ∼ 2 × 10−5. This value is approx-
imately six times smaller than the value ∂∆A/∂P =
1.1(1)× 10−4HzPa−1 determined from the fit in Fig. 1.
The discrepancy could have at least two causes. It
may indicate that exchange interaction between the ni-
trogen and the cage, not captured by our van der Waals
model, in fact contributes significantly to the nitro-
gen hyperfine coupling. Alternatively, the discrepancy
could indicate that previous predictions have overesti-
mated the fullerene’s bulk modulus. To explain the mea-
sured pressure shift using Eq. 3 would require a value
B = 140 ± 13, which is outside the range of theoret-
ical predictions. However, these predictions themselves
cover a wide range, which may indicate a need for further
modelling. One source of uncertainty in the modelling is
the effect of the solvent, which is expected to modify the
molecule’s bulk modulus.14 In particular, the effect of
toluene solvent has not yet been modelled.
C. Solvent effects
The most direct interpretation of the pressure de-
pendence is that the nitrogen wavefunction is modified
by compression of the cage. However, for some dis-
solved radicals, the hyperfine coupling constant depends
on the solvent due to interactions between the solvent
molecules and the unpaired electrons of the radical.30–34
For N@C60, such an effect should be small, since the
fullerene cage effectively isolates the atomic nitrogen
from the environment.35 However, changes in the elec-
tronic properties of the solvent could plausibly alter the
electronic properties of the fullerene cage; considering
Eq. 2, this would correspond to altering k. Therefore, we
must exclude the possibility that the pressure-dependent
hyperfine coupling reflects changes in solvent properties,
such as dielectric constant ǫr or molecular electric dipole
moment µ, that are known to vary with pressure.22,23
At room temperature and atmospheric pressure,
toluene has dielectric constant ǫr = 2.39 and dipole mo-
ment µ = 0.36D. At 0.25GPa, ǫr increases to ∼2.6,
while µ is likely to vary by less than 2%. To measure
the effect of changes in ǫr and µ, we therefore compare
the spectrum of 15N@C60 dissolved in toluene with those
of 15N@C60 dissolved in chlorobenzene (ǫr = 5.69 and
µ = 1.69D) and carbon disulfide (ǫr = 2.63 and µ = 0D).
The ESR spectra of 15N@C60 dissolved in these solvents
were measured at room temperature and atmospheric
pressure at the X band using a Bruker ER4122-SHQE-
W1 resonator and EMXmicro spectrometer. Data from
these experiments are presented in Table I.
The data show that the effect of altering the dielec-
tric properties of the solvent is negligible to within ex-
perimental error. Moreover, the effect of using different
solvents is less than the observed change in hyperfine
coupling as a function of pressure, despite varying the
dielectric constant and dipole moment by considerably
more than the variation achieved by pressurising toluene.
The data were obtained using a different spectrometer to
the data presented in Fig. 1, and the small difference
in A between comparable values presented in Fig. 1 and
Table I presumably reflects differences in magnet calibra-
tion. Such a systematic error does not affect the valid-
ity of the comparison between different solvents shown
here. Therefore, we conclude that the increased hyper-
fine coupling at high pressures is not caused by pressure-
dependent solvent properties, and that the cage compres-
sion model is correct.
III. LINEWIDTH
In addition to the pressure-dependent hyperfine cou-
pling, we also observe a pressure-dependent linewidth.
The field domain peak-to-peak linewidth δB, as shown
in the upper inset of Fig. 1, was determined by measuring
the splitting between the extrema of each resonance. As
shown in Fig. 2, the linewidth increases with pressure.
Pressure-dependent linewidths are typically gov-
erned by spin-exchange processes.20,36–38 However, for
N@C60 exchange interactions between the incarcerated
nitrogen atoms are suppressed by the cage, which pre-
vents overlap of the electronic wavefunctions.35 We there-
fore use a model that instead considers the dipole–
dipole interactions between 15N@C60 spins in fullerene
clusters.17–19 Within each cluster, 15N@C60 spins inter-
act via their magnetic moments, which leads to dipolar
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FIG. 2. Peak-to-peak linewidth and toluene viscosity as a
function of pressure. The linewidth data (red circles with
error bars) are fitted (black dashed line) using a model based
on the rotation of fullerene clusters. The viscosity of toluene
(solid orange line) over this pressure range is plotted from the
measured equation of state given in reference 15.
broadening. At low pressures, the viscosity of the toluene
solvent is low.15,39 The fullerene cluster therefore rotates
sufficiently rapidly to average out the dipolar coupling
between the spins, leading to a narrow linewidth. At
high pressures, however, the viscosity increases, which
reduces the rate of rotation. The linewidth then tends
toward the rigid lattice limit imposed by dipole–dipole
coupling between the spins in the cluster.20
In this model, the dephasing time T ∗2 obeys the implicit
equation
(T ∗2 )
−2
= (2/π)C2 tan−1(2τc/T
∗
2 ), (4)
where τc is the rotational correlation time and C is the
linewidth due to dipole-dipole broadening as τc → ∞,
i.e. the rigid lattice limit.20 The rotational correlation
time τc = 4πηa
3/3kBT, where η is the viscosity of the
solvent, a is the effective hydrodynamic radius of the ro-
tating cluster, kB is the Boltzmann constant, and T is
the temperature.16 We fit the field domain linewidths
δB presented in Fig. 2 as a function of solvent viscosity,
which is known from the previously measured equation
of state.15 From the fit, we extract C = 590 ± 100kHz
and a = 15.5 ± 0.8 nm, which is comparable to the size
of previously observed clusters.19
By considering the interaction energy of two spins,
we determine the average spin–spin separation r ≈(
µ0S(S + 1)g
2
eµ
2
B/hC
)1/3
= 16.1± 0.9 nm.
The value for a is much greater than the radius of an
individual C60 molecule, while the value of r is much less
than the expected separation for unclustered fullerenes
given the spin density. Both these facts are evidence for
the clustering of fullerenes in our sample. However, the
observed spin–spin separation is larger than the separa-
tion expected if the cluster were formed of close packed
fullerenes. Such a cluster would have a spin–spin separa-
tion of approximately 5 nm given the purity of the sam-
ple and the diameter of an individual fullerene. However,
the values are consistent with a porous structure for the
fullerene clusters, which would reduce the effective spin
density in the cluster. The structure of fullerene clus-
ters depends on the formation process.19 Slow aggrega-
tion leads to densely packed clusters, whereas mechanical
agitation19 and exposure to light18 lead to the formation
of fractal clusters. It is therefore possible that the con-
centration procedure, during which nitrogen was bubbled
through the solution under ambient light conditions, pro-
moted the formation of porous clusters. Furthermore,
the 15N@C60 sample used in this work was stored under
ambient conditions for approximately one year after the
initial purification procedure. The fullerene molecules
may have oxidised during this storage period, which fur-
ther promotes the formation of large clusters by forming
epoxide bonds between individual fullerenes.18
This rotating cluster model explains why the observed
linewidth is much greater than the minimum achievable
linewidth set by relaxation mechanisms inherent to the
molecule itself, such as the Orbach process.7 The nar-
rowest linewidths measured previously required careful
sample preparation to inhibit clustering, which occurs at
concentrations above 0.06mg/mL,40 and minimise para-
magnetic impurities such as dissolved oxygen.40 However,
using such a low concentration in our experiments was
not feasible given the small sample volume of the pres-
sure cell and the available sample purity.
The field-independent clock transition in the low-
field spectrum of 15N@C60 should suppress the dipolar
broadening.41,42 However, the clock transition does not
protect against all dipolar decoherence mechanisms.41
The maximum achievable stability of a fullerene clock
could therefore be constrained by the need to compro-
mise between increasing spin density to increase signal
intensity and the need to minimise linewidth broadening
caused by dipole–dipole interactions.8
IV. CONCLUSIONS
The proposed model, based on van der Waals interac-
tions between the nitrogen atom and the cage, explains
the pressure dependence of the N@C60 hyperfine cou-
pling. The model predicts a smaller pressure shift than
is observed experimentally, which may indicate that con-
sidering only van der Waals interactions between the ni-
trogen atom and the cage is insufficient. However, the
model provides reasonable agreement with the data given
the spread in predictions of the bulk modulus. While
the small magnitude of the pressure shift likely precludes
using it to offset the temperature shift of the clock fre-
quency, it ensures that a 15N@C60 based frequency refer-
ence is insensitive to atmospheric pressure fluctuations.
The pressure-dependent linewidth is well fitted by
a model based on dipole–dipole interactions between
15N@C60 spins embedded in fullerene clusters. Dipo-
lar broadening of the spin resonance depends on pres-
sure via the viscosity of the solvent, which modifies the
rotational correlation time of the cluster. This model
provides insight into spin relaxation processes in concen-
trated N@C60 solutions that may limit the stability of a
fullerene clock.
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