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Abstract
This paper deals with the determination of a pair (p,u) in the nonlinear parabolic
equation ut − ∆u + p(x)f (u) = 0, with initial and boundary conditions u(x,0) = 0,
u|∂Ω×[0,T ] = g, from the overspecified data u(. , T ) = q. The problem is reduced to a
nonlinear operator equation and solved by taking advantage of a fixed point theory in
ordered Banach spaces. Similarly, another form of overspecified data is considered.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Let Ω be an open bounded subset of Rn with C2+α boundary ∂Ω (α ∈ ]0,1[),
let T > 0, and let g be a given function defined on ∂Ω × [0, T ].
In this paper, we study an inverse problem associated with the following quasi-
linear parabolic equation:


∂tu−∆u+ p(x)f (u)= 0 in Ω × [0, T ],
u(x,0)= 0 in Ω,
u(x, t)= g(x, t) on ∂Ω × [0, T ].
(1.1)
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The problem consists in the determination of the pair (p,u) from the final state
condition
u(. , T ;p)= q in Ω, (1.2)
where q is a given function and u = u(x, t;p) denotes the solution of Eq. (1.1)
corresponding to p.
The inverse problem is first reduced to a nonlinear operator equation and then
it is demonstrated how a fixed point theory in ordered Banach spaces (cf. [1]) can
be applied to solve this operator equation.
Similarly, the overspecified condition (1.2) can be replaced by a linear
combination of the final state and the time average of the solution u.
Before closing this introduction, we notice that the inverse problems with final
overdetermination, in the linear case (i.e., f (s) = s), have been considered by
several authors (see, for instance, [3,5,8,9,12,15]).
In the case where the nonlinearity is given by f (s)= sr , a uniqueness result,
for the inverse problem, was obtained in [2] for sufficiently small real r . Another
existence result for the inverse problem associated to the equation ∂tu = ∆u+
p(x)u+f (u) has been proved by Choulli [4]. It is assumed that the space domain
is convex and an upper bound for T . His result is obtained by solving a nonlinear
nonstandard parabolic equation.
2. The inverse problem (1.1)–(1.2)
Throughout this paper, we assume that
g ∈ C2+α,1+α/2(∂Ω × [0, T ]) and
g(. ,0)= ∂tg(. ,0)= 0 in ∂Ω, (H1)
∂tg(. , t) 0, g(. , t) > 0 in ]0, T ]. (H2)
We set M = ‖g‖∞ . In view of the inverse problem (1.1)–(1.2), we suppose that
the function f ∈ C2([0,M]) and satisfies
f (0)= 0, f ′ > 0 and f ′′  0 in [0,M]. (H3)
Remark 2.1. (1) It is well known (see, for instance, [10, Theorem 4.2.1] or
[11]) that if p ∈ Cα(Ω), p  0, then Eq. (1.1) has a unique solution u ∈
C2+α,1+α/2(Ω × [0, T ]). Moreover, from the maximum principle (see [14, Theo-
rem 4.26] or [13]) we deduce the bounds
0 u(x, t;p)M, (x, t) ∈Ω × [0, T ]. (2.1)
Thus, the domain of f coincides with the range of u(. , . ;p).
(2) It is obvious that the function f (x)= ln(1+x) verifies the hypothesis (H3).
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Let us introduce some notations which we shall need in the sequel. Let
ϕ = ϕ(x, t) ∈ C2+α,1+α/2(Ω × [0, T ]) be the solution of the following parabolic
equation:

∂tϕ −∆ϕ = 0 in Ω × [0, T ],
ϕ(x,0)= 0 in Ω,
ϕ(x, t)= g(x, t) on ∂Ω × [0, T ].
(2.2)
We recall (see [1]) that Cα(Ω) is an ordered Banach space with positive cone
P = {p ∈ Cα(Ω); p  0}. (2.3)
For p1,p2 ∈ Cα(Ω) we write
p1  p2 if p1(x) p2(x) ∀x ∈Ω; (2.4)
if p1  p2, we define the order interval between p1 and p2 by
[p1,p2]P =
{
p ∈ Cα(Ω); p1  p  p2
}
.
Let E ⊂ Cα(Ω) be a subset and F :E→ E a self-mapping of E. We say that F
is increasing if F(p1)F(p2) whenever p1  p2 (p1,p2 ∈E).
Finally, let q ∈ C2+α(Ω) be a given function such that

∆q >∆ϕ(. , T ) in Ω,
q = g(. , T ) on ∂Ω,
q > 0 in Ω.
(H4)
We point out that the third condition of (H4) is in fact necessary for any q
defined in (1.2), since u(. , T ;p) > 0 (consequence of the maximum principle),
and the second condition is the compatibility condition. The following result gives
a class of overposed data q satisfying (H4).
Proposition 2.1. Let Q1 be the convex subset of C2+α(Ω) defined by
Q1 =
{
q ∈ C2+α(Ω); q = ϕ(. , T )+ θ, θ ∈Ξm
}
,
where Ξλ, for λ > 0, is a nonempty convex subset of C2+α(Ω) defined by
Ξλ =
{
θ ∈ C2+α(Ω); ∆θ > 0, θ = 0 on ∂Ω, θ >−λ on Ω},
and m= minΩ ϕ(. , T ) > 0. Then the hypothesis (H4) is satisfied if q is assumed
to belong to Q1.
Proof. Since g satisfies (H2), it follows from the maximum principle that m =
minΩ ϕ(. , T ) > 0. Clearly, the elements of Q1 satisfy (H4). Thus, we only need
to show that Ξλ is nonempty. To do so, let λ > 0, and let h ∈ Cα(Ω) be non-
negative and not identically equal to zero. Then, by the maximum principle [7,
Theorem 2.3], the following equation{
∆θ = h in Ω,
θ = 0 on ∂Ω,
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has a unique solution θ ∈ C2+α(Ω) such that minΩ θ = −δ, with δ > 0. Hence
θλ = (λ/2δ)θ ∈Ξλ, and consequently Ξλ is nonempty. ✷
Now, let us introduce the following nonlinear operatorA defined on P by
A(p)= ∆q − ut (. , T ;p)
f (q)
. (2.5)
We state the following basic observation.
Lemma 2.2. Let p ∈ P and assume that (H1)–(H4) hold. Then the following
assertions are equivalent:
(i) (p,u) is a solution of the inverse problem (1.1)–(1.2).
(ii) p is a fixed point of the operatorA.
Proof. (i)⇒ (ii) is obvious.
(ii)⇒ (i). Suppose that A(p) = p. By virtue of (H4), an easy computation
shows that θ := u(. , T ;p)− q is a solution of the following elliptic equation:{
∆θ − p[∫ 10 f ′(δu(. , T ;p)+ (1− δ)q) dδ]θ = 0 in Ω,
θ = 0 on ∂Ω.
According to the maximum principle and thanks to (H3), we obtain θ = 0, so that
u(. , . ;p) satisfies the inverse problem (1.1)–(1.2). ✷
We will use the following result.
Proposition 2.3. Under the assumptions (H1)–(H4), the operatorA is increasing
on P . Moreover, there exists a real a > 0 such thatAmaps continuously the order
interval [0, a]P into itself.
Proof. We first observe that A leaves P invariant. To this end, let p ∈ P . We
define, for h ∈ ]0, T [, the functions Uh(x, t) = u(x, t + h;p) − u(x, t;p) and
Vh(x, t) = ψ(x, t + h;p) − ψ(x, t;p), where ψ = ψ(. , . ;p) := u(. , . ;p)− ϕ
and ϕ is the solution of Eq. (2.2). Then Uh and Vh are, respectively, the solutions
of the following equations:


∂tUh −∆Uh + Fhp (x, t)Uh = 0 in Ω × [0, T − h],
Uh(x,0)= u(x,h;p) 0 in Ω,
Uh(x, t)= g(x, t + h)− g(x, t) 0 on ∂Ω × [0, T − h],
(2.6)


∂tVh −∆Vh + Fhp (x, t)Uh = 0 in Ω × [0, T − h],
Vh(x,0)= 0 in Ω,
Vh(x, t)= 0 on ∂Ω × [0, T − h],
(2.7)
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where
Fhp = Fhp (x, t) := p(x)
1∫
0
f ′
(
δu(x, t + h;p)+ (1− δ)u(x, t;p))dδ (2.8)
is a positive function. Then a maximum principle applied to Eq. (2.6) leads to the
result
Uh(x, t) 0 in Ω × [0, T − h].
Now the same argument applied to Eq. (2.7) implies that Vh  0 in Ω×[0, T −h].
Passing to the limit, we get
∂tψ(. , . ;p)= lim
h→0
h>0
Vh(. , .)
h
 0.
This together with (H4) gives
A(p)= ∆q − ∂tu(. , T ;p)
f (q)
= ∆q − ∂tϕ(. , T )
f (q)
− ∂tψ(. , T ;p)
f (q)
> 0. (2.9)
Next, we prove that A is increasing. To see this, let p1  p2. For a given real
h ∈ ]0, T [ we introduce the auxiliary function Wh defined by
Wh(x, t)=Uh(x, t;p2)−Uh(x, t;p1), (x, t) ∈Ω × [0, T − h],
where Uh(. , . ;p1) (respectively, Uh(. , . ;p2)) is the solution of Eq. (2.6) corre-
sponding to p1 (respectively, to p2). By the mean value theorem, a straightforward
computation shows that Wh is the solution of the following equation:

∆Wh − ∂tWh − Fhp2Wh
= (F hp2 − Fhp1)Uh(x, t;p1) in Ω × [0, T − h],
Wh(x,0)= u(x,h;p2)− u(x,h;p1) in Ω,
Wh(x, t)= 0 on ∂Ω × [0, T − h].
(2.10)
We claim that u(. , . ;p2) u(. , . ;p1) in Ω×[0, T ]. Indeed, by the mean value
theorem, we observe that the function w := u(. , . ;p2)− u(. , . ;p1) satisfies the
following parabolic equation:

∆w− ∂tw− p2(x)
[∫ 1
0 f
′(ξ(x, t, δ))dδ
]
w
= (p2(x)− p1(x))f (u(x, t;p1)) 0 in Ω × [0, T ],
w(x,0)= 0 in Ω,
w(x, t)= 0 on ∂Ω × [0, T ],
where ξ = ξ(x, t, δ) = δu(x, t;p2)+ (1 − δ)u(x, t;p1). According to the max-
imum principle, w attains its maximum on the parabolic boundary, so that
w(x, t)  0 in Ω × [0, T ], and therefore u(x, t;p2)  u(x, t;p1), for each
(x, t) ∈ Ω × [0, T ]. This together with (H3) (f ′′  0) implies that Fhp1  Fhp2 .
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Since Uh  0 and Fhp1  0, it follows from the maximum principle that Wh  0 in
Ω × [0, T ]. Passing to the limit, we deduce
∂tu(. , . ;p2)− ∂tu(. , . ;p1)= lim
h→0
h>0
Wh(. , .)
h
 0,
and thereforeA(p1)A(p2). Thus, A is increasing.
The continuity of A follows from the Hölder a priori estimates (see [6,11]).
It remains to be shown that A leaves [0, a]P invariant for some a > 0. To this
end, we fix a real a > 0 such that
∆q  ut (. , T ;a)+ af (q) in Ω. (2.11)
The existence of a follows from the positivity of f and ut (. , . ;a) (since Uh  0).
Thanks to the monotonicity of A, it is sufficient to prove that A(0)  0 and
A(a)  a. The first inequality is a consequence of (H4) and the second follows
from (2.11). Therefore, the proof of Proposition 2.3 is complete. ✷
Remark 2.2. We denote by ‖.‖α , ‖.‖2+α or ‖.‖β,β/2 (β = α, 1+ α or 2+ α) the
usual Hölder norms in Cα(Ω), C2+α(Ω) or Cβ,β/2(Ω×[0, T ]), respectively (see,
for instance, [6,8,10,11]).
The lemma below is a slight modification of [1, Corollary 6.2].
Lemma 2.4. Let (E,P) be an ordered Banach space and let [a, aˆ]P be a non-
empty order interval in E. Suppose that A : [a, aˆ]P → [a, aˆ]P is an increasing
continuous operator such that the sets S(p) = {Ak(p); k ∈ N} are relatively
compact for all p ∈ [a, aˆ]P . Then A has a minimal fixed point ξ and a maxi-
mal fixed point ξˆ . Moreover, ξ = limk→∞Ak(a) and ξˆ = limk→∞Ak(aˆ), and the
sequences {Ak(a)} and {Ak(aˆ)} are increasing and decreasing, respectively.
We will prove the following
Lemma 2.5. Let (H1)–(H3) be satisfied. If, in addition, g satisfies the following
assumption:
gt ∈ C2+α,1+α/2
(
∂Ω × [0, T ]) and ∂ttg(. ,0)= 0 in ∂Ω, (H5)
then, for all p ∈ [0, a]P , the sets S(p) = {pk; k ∈ N} are relatively compact,
where pk =Ak(p).
Proof. Since ‖u(. , . ;pk)‖∞ M and ‖w(. , . ;pk)‖∞  ‖gt‖∞, where w= ut ∈
C2+α,1+α/2(Ω × [0, T ]), it follows from [10, inequality (A.4.19)] that∥∥u(. , . ;pk)∥∥1+α,(1+α)/2,
∥∥w(. , . ;pk)∥∥1+α,(1+α)/2  C1, ∀k ∈N,
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where C1 is independent of k. Moreover, from [10, Lemma A.4.3] one deduces∥∥u(. , . ;pk)∥∥α,α/2,
∥∥w(. , . ;pk)∥∥α,α/2  C2,
where C2 is independent of k. Thus
‖pk+1‖α 
(
C2 + ‖∆q‖α
)∥∥∥∥ 1f (q)
∥∥∥∥
α
= C3. (2.12)
According to the Hölder a priori estimates, we deduce∥∥w(. , . ;pk)∥∥2+α,1+α/2
 C
(
‖pk‖α
∥∥f ′(u(. , . ;pk))∥∥α,α/2
∥∥w(. , . ;pk)∥∥α,α/2 + ‖gt‖2+α,1+α/2
)
.
Further, the use of the inequality ‖f ′(u(. , . ;pk))‖α,α/2  ‖f ′‖∞ + ‖f ′′‖∞ ×
‖u(. , . ;pk)‖α,α/2 leads to∥∥w(. , . ;pk)∥∥2+α,1+α/2
 C
(
C2C3
(‖f ′‖∞ +C2‖f ′′‖∞)+ ‖gt‖2+α,1+α/2
)
.
Consequently, the sequence {w(. , T ;pk)} is bounded in C2+α(Ω).
Finally, let s > 1 be chosen so that n < s and α < 1−n/s. Since the imbedding
W 2,s (Ω) → W 1,s (Ω) is compact, and W 1,s (Ω) is continuously imbedded in
Cα(Ω) (see, for instance, [7]), we conclude that the set S(p) is relatively com-
pact. ✷
Thus, we have proved
Theorem 2.6. Let (H1)–(H5) be satisfied. Then, the pairs of functions (p,
u(. , . ;p)) and (pˆ, u(. , . ; pˆ)) are a solution of the inverse problem (1.1)–(1.2),
where p = limk→∞ pk , pˆ = limk→∞ pˆk and

pk+1 =A(pk), p1 = ∆q−ϕt (. ,T )f (q) ,
pˆk+1 =A(pˆk), pˆ1 = ∆q−ut (. ,T ;a)f (q) .
(2.13)
Moreover, the sequences pk , u(. , . ; pˆk) (respectively, pˆk , u(. , . ;pk)) are increas-
ing (respectively, decreasing) with respect to the partial ordering  .
Remark 2.3. In view of (2.9), the solution of our inverse problem is not trivial.
3. Concluding remarks
In this paper we studied the problem of determining the coefficient p = p(x)
in the nonlinear parabolic equation (1.1) from the knowledge of the final state
u(. , T ;p) of the solution u. An equivalent fixed point problem is derived, and it
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is then shown, under some conditions on the data, that fixed point iteration gives
a sequence {pk} converging to some solution of the inverse problem.
Similarly, the approach developed in the previous section can be applied
to produce an existence result for the problem of determining the coefficient
p = p(x) from the overspecified condition
βu(. , T ;p)+ γ
T∫
0
u(. , t;p)dt = q in Ω, (3.1)
where β and γ are a nonnegative reals such that β + γ > 0.
Theorem 3.1. Let q ∈ C2+α(Ω) be a given function such that

β∆ϕ(. , T )+ γ ϕ(. , T )∆q in Ω,
q = βg(. , T )+ γ ∫ T0 g(. , t) dt on ∂Ω,
q > 0 in Ω.
(H6)
Suppose that (H1)–(H3) and (H5) are satisfied. Then there exists a positive real
b such that the pairs of functions (p,u(. , . ;p)) and (pˆ, u(. , . ; pˆ)) are a solution
of the inverse problem (1.1)–(3.1), where p= limk→∞ pk , pˆ = limk→∞ pˆk and

pk+1 = B(pk), p1 = ∆q−βϕt (. ,T )−γ ϕ(. ,T )
βf (ϕ(. ,T ))+γ ∫ T0 f (ϕ(. ,t)) dt ,
pˆk+1 = B(pˆk), pˆ1 = ∆q−βut (. ,T ;b)−γ u(. ,T ;b)
βf (u(. ,T ;b))+γ ∫ T0 f (u(. ,t;b)) dt ,
where the operator B is defined by
B(p)= ∆q − βut (. , T ;p)− γ u(. , T ;p)
βf (u(. , T ;p))+ γ ∫ T0 f (u(. , t;p)) dt
. (3.2)
Moreover, the sequences pk , u(. , . ; pˆk) (respectively, pˆk , u(. , . ;pk)) are increas-
ing (respectively, decreasing) with respect to the partial ordering  .
The proof is similar to that of Theorem 2.6. We point out that the proof of the
analogous to (2.12) requires the inequality ‖1/h‖α  ‖1/h‖∞ + ‖1/h‖2∞‖h‖α
and the fact that u(. , . ;Bk(p)) u(. , . ;b) for all p ∈ [0, b]P .
Remark 3.1. It should be observed that the hypothesis (H6) is satisfied if, for
example, q belongs to the convex βQ1 + γQ2, where Q2 = {q ∈ C2+α(Ω); q =
q0 + q1 + θ, q1 + θ ∈ Ξm}, q0, q1 are, respectively, the unique solution of the
following equations:{
∆y = 0 in Ω,
y = ∫ T0 g(. , t) dt on ∂Ω,
{
∆z= ϕ(. , T ) in Ω,
z= 0 on ∂Ω,
and m=min∂Ω
∫ T
0 g(. , t) dt .
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Remark 3.2. The assumptions (H5), ∂tg(. , t) 0 and f ′′  0 are unnecessary in
the case β = 0.
Remark 3.3. The results of this paper remain true if we replace the Laplacian by
a smooth uniformly elliptic operator.
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