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Abstract
We use the classical results of Baxter and Golinskii–Ibragimov to prove a new spectral equivalence for
Jacobimatrices on l2(N). In particular, we consider the class of Jacobimatrices with conditionally summable
parameter sequences and ﬁnd necessary and sufﬁcient conditions on the spectral measure such that
∑∞
k=nbk
and
∑∞
k=n(a2k − 1) lie in l21 ∩ l1 or l1s for s1.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let us begin with some notation. We study the spectral theory of Jacobi matrices, that is semi-
inﬁnite tridiagonal matrices
J =
⎛⎜⎜⎜⎜⎜⎜⎝
b1 a1 0 0
a1 b2 a2 0
0 a2 b3
. . .
0 0
. . .
. . .
⎞⎟⎟⎟⎟⎟⎟⎠ ,
where an > 0 and bn ∈ R. In this paper we make the overarching assumption that the sequences
bn and a2n − 1 are conditionally summable. We may then deﬁne
n := −
∞∑
k=n+1
bk,
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n := −
∞∑
k=n+1
(a2k − 1) (1.1)
for n = 0, 1, . . ..
Let d be the spectral measure for the pair (J, 1), where 1 = (1, 0, 0, . . .)t , and assume that
d is not supported on a ﬁnite set of points (we call such measures nontrivial). Let
m(z) := 〈1, (J − z)−11〉 =
∫
d(x)
x − z (1.2)
be the associated m-function, deﬁned for z ∈ C\supp().
Recall that
{n} ∈ lps if ‖‖plps :=
∑
n
|n|s |n|p < ∞.
Throughout, let Â denote either of the algebras l21 ∩ l1 or l1s where s1, andA the set of (complex
valued) functions on the circle D whose Fourier coefﬁcients lie in Â. Notice that every f ∈ A
has l1 Fourier coefﬁcients so is continuous. If f is a function on [−2, 2], we write f ∈ A if
f (2 cos ) ∈ A. Finally, we will say that d ∈ V if
(1) J has ﬁnitely-many eigenvalues and they all lie in R \ [−2, 2]
(2) d is absolutely continuous on [−2, 2] and may be written there as(√
2 + x
)l (√
2 − x
)r
v0(x) dx,
where l, r ∈ {±1} and log v0 ∈ A.
Our main result is 1 :
Theorem 1.1. Let J be a Jacobi matrix. The following are equivalent:
(1) The sequences associated to J by (1.1) obey ,  ∈ Â
(2) d ∈ V .
The main ingredient in the proof will be the following versions of the strong Szego˝ theorem
and Baxter’s Theorem. 2
Theorem 1.2 (Golinskii–Ibragimov). Let d be a nontrivial probability measure on D with
Verblunsky parameters {	n} ⊆ D. The following are equivalent:
(1) 	 ∈ l21
(2) d = w d
2

and (logw)∧ ∈ l21 .
1 A similar result is proved in [6], but with Â replaced by l21 . While the techniques of that paper extend to handle the
case discussed here, they are quite lengthy and involved. Our aim is to provide a proof of this simpler result that is both
general and short.
2 The version of the strong Szego˝ theorem we use is due to [3] and [4]. The version of Baxter’s Theorem is due to [7].
For relevant deﬁnitions see, for instance, [7].
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Theorem 1.3 (Baxter). Let d() be a nontrivial probability measure on D with Verblunsky
parameters {	n}, and let s0. The following are equivalent:
(1) 	 ∈ l1s
(2) d = w d
2

and (logw)∧ ∈ l1s .
In Section 2 we develop relations between the Jacobi and Verblunsky parameters, in Section 3
we discuss the relationship between measures andm-functions, in Section 4 we prove some results
about adding and removing eigenvalues, and in Section 5 we prove Theorem 1.1. To motivate the
results of Sections 2 and 4 we outline the proof now. Let J (N) be the Jacobi matrix obtained from
J by removing the ﬁrst N rows and columns. To prove the forward direction, we choose N large
enough that (J (N)) ⊆ [−2, 2] so the Verblunsky parameters exist. The results of Section 2 then
allow us to apply Theorems 1.2 and 1.3 to an operator differing from J (N) in the ﬁrst row and
column to see that this operator has a spectral measure with the correct form. We conclude the
proof by using the results of Sections 3 and 4 to show that the conditions on the spectral measure
are unaffected by changing the top row and column of the operator, or by adding back on the
removed rows and columns. To prove the reverse implication we essentially run this argument
backward.
It is a pleasure to thank Rowan Killip for his helpful advice.
2. The Geronimus Relations
Given a nontrivial probability measure d on D that is invariant under conjugation, deﬁne a
nontrivial probability measure d on [−2, 2] by
∫ 2
−2
g(x) d(x) =
∫ 2

0
g(2 cos ) d().
Similarly, given such a measure d, one can deﬁne a measure d by
∫ 2

0
h() d() =
∫ 2
−2
h(arccos(x/2)) d(x),
when h(−) = h(). It is clear that d is a nontrivial probability measure that is invariant under
conjugation.
This sets up a one-to-one correspondence between the set of nontrivial probability measures
on [−2, 2] and the set of nontrivial probability measures on D invariant under conjugation. We
call the map d → d the Szego˝ mapping and denote it by d = Sz(d). If the two measures
are absolutely continuous with respect to Lebesgue measure we will write d() = w() d2
 and
d(x) = v(x) dx. In this case we have
w() = 2
| sin()|v(2 cos())
v(x) = 1


√
4 − x2 w(arccos(x/2)). (2.1)
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The connection between 	, and a, b is given by:
Theorem 2.1 (The Geronimus Relations [2]). Let d be a nontrivial probability measure on D
that is invariant under conjugation, and let d = Sz(d). Then for all n0
a2n+1 = (1 − 	2n−1)(1 − 	22n)(1 + 	2n+1),
bn+1 = (1 − 	2n−1)	2n − (1 + 	2n−1)	2n−2. (2.2)
Since an > 0, there is no ambiguity in which sign to choose for the square root in (2.2). Unless
otherwise noted we take 	−1 = −1. The value of 	−2 is irrelevant since it is multiplied by zero.
From the Geronimus Relations we see that decay of the 	’s determines decay of the a’s and b’s.
However, given sequences a, b it is difﬁcult to determine whether the corresponding 	 sequence
even exists, 3 and then whether decay of a, b is passed to 	. The rest of this section is devoted to
resolving these problems. We begin with the simple
Lemma 2.2. Let p = 1, 2, s1, ,  ∈ lps , and deﬁne a sequence n :=
∑∞
k=n kk . Then 4
 ∈ lps and ‖‖lps ‖‖lps ‖‖lps .
Proof. First consider the l2s case. By Cauchy–Schwarz and the deﬁnition of ‖ · ‖l2s we have
‖‖2 =
∞∑
n=1
ns
∣∣∣∣∣
∞∑
k=n
kk
∣∣∣∣∣
2

∞∑
n=1
ns
( ∞∑
k=n
|kk|
)2

∞∑
n=1
ns
( ∞∑
k=n
|k|2
)( ∞∑
k=n
|k|2
)
=
∞∑
n=1
( ∞∑
k=n
ns |k|2
)( ∞∑
k=n
|k|2
)
 ‖‖2
∞∑
n=1
∞∑
k=n
|k|2 = ‖‖2
∞∑
n=1
n|n|2‖‖2 · ‖‖2.
For l1s we have
‖‖ =
∞∑
n=1
ns
∣∣∣∣∣
∞∑
k=n
kk
∣∣∣∣∣ 
∞∑
n=1
ns
∞∑
k=n
|kk|

∞∑
n=1
ns
( ∞∑
k=n
|k|
)( ∞∑
k=n
|k|
)
=
∞∑
n=1
( ∞∑
k=n
ns |k|
)( ∞∑
k=n
|k|
)
 ‖‖
∞∑
n=1
∞∑
k=n
|k| = ‖‖
∞∑
n=1
n|n|‖‖ · ‖‖
as claimed. 
3 The existence of 	 is equivalent to (J ) ⊆ [−2, 2]. See, for instance, [1].
4 We do not expect such a result for lps if 0 s < 1, as can be seen by considering n = n = N(n).
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We can use Lemma 2.2 to show that decay of the 	’s is inherited by  and . Given numbers x
and y, we will write xy if there exists a c > 0 so that xcy.
Lemma 2.3. Let {	n} ⊆ [−1, 1] and 	 ∈ lps for p = 1, 2 and s1. Deﬁne
K(	)n =
∞∑
k=n
	22k + 	2k−1	2k+1 − 	22k(	2k−1 − 	2k+1) − 	22k	2k−1	2k+1,
L(	)n =
∞∑
k=n
	2k−1(	2k + 	2k−2).
Then L(	),K(	) ∈ lps with
‖L(	)‖lps + ‖K(	)‖lps C‖	‖2lps
for some C > 0. If 	 ∈ l21 ∩ l1, then ,  ∈ l21 ∩ l1 as well.
By expanding the right-hand side of the Geronimus Relations (2.2) one obtains
n = 	2n−1 + K(	)n,
n = 	2n−2 + L(	)n. (2.3)
So the above result may be interpreted as saying that when 	 ∈ l2s or l1 ∩ l2s then so are  and ,
with norms depending on that of 	.
Proof. To see the lps statement holds, we use the bound (|a|+|b|)22(|a|2+|b|2), the hypothesis
that |	n|1, and repeated applications of Lemma 2.2.
To prove K ∈ l1 if 	 ∈ l21 ∩ l1 we use
‖K‖l1 =
∞∑
n=0
∣∣∣∣∣
∞∑
k=n
	22k + 	2k−1	2k+1 − 	22k(	2k−1 − 	2k+1) − 	22k	2k−1	2k+1
∣∣∣∣∣

∞∑
n=0
∞∑
k=n
|	22k + 	2k−1	2k+1 − 	22k(	2k−1 − 	2k+1) − 	22k	2k−1	2k+1|

∞∑
k=0
(k + 1)|	22k + 	2k−1	2k+1 − 	22k(	2k−1 − 	2k+1) − 	22k	2k−1	2k+1|
 ‖	‖2
l21
,
where the last inequality follows by the bound (|a| + |b|)22(|a|2 + |b|2) and the hypothesis
that |	n|1. The proof that L ∈ l1 is similar. 
Given two sequences a, b, we investigate when there exists a sequence 	 solving the Geronimus
Relations (i.e. 	, a, and b are related by (2.2)). The main step is the following technical bound.
Lemma 2.4. Let p = 1, 2, s1, and ,  ∈ lps be given. Deﬁne a map F by
F()2n−1 = n − K()n and F()2n−2 = n − L()n.
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Then F : lps → lps , and for any ,  ∈ lps we have
‖F() − F()‖lps C′(‖‖lps + ‖‖lps )1/2‖− ‖2lps
for some C′ > 0.
Proof. By Lemma 2.3, the range of F is as stated. Now let ,  ∈ lps . We will bound the sum over
even values of n, the proof for odd values of n is analogous. For p = 2 we have
‖F() − F()‖2 = ‖L() − L()‖2
=
∞∑
n=1
(2n − 1)s
∣∣∣∣∣∣
∞∑
k=2n−1
2k−1(2k + 2k−2) − 2k−1(2k + 2k−2)
∣∣∣∣∣∣
2

∞∑
n=1
(2n − 1)s
⎛⎜⎝
⎛⎝ ∞∑
k=2n−1
|2k + 2k−2| · |2k−1 − 2k−1|
⎞⎠2
+
⎛⎝ ∞∑
k=2n−1
|2k−1| · |(2k + 2k−2) − (2k + 2k−2)|
⎞⎠2
⎞⎟⎠ ,
where the inequality was obtained by adding and subtracting the term
2k−1(2k + 2k−2).
By Lemma 2.2 we can replace the sums in k by norms to bound
‖F() − F()‖2 
(
‖2k + 2k−2‖2 · ‖2k−1 − 2k−1‖2
+‖2k−1‖2 · ‖(2k + 2k−2) − (2k + 2k−2)‖2
)

(
‖‖2 + ‖‖2
)
‖− ‖2
as claimed. The proof for p = 1 is similar and simpler. 
Proposition 2.5. Given ,  ∈ Âwith small enough norms, there exists a sequence 	 ∈ Â solving
the Geronimus Relations for  and . That is,
n = 	2n−1 + K(	)n,
n = 	2n−2 + L(	)n.
Proof. Let ‖ · ‖ denote the norm on Â, and let C be the universal constant arising in Lemma
2.3: ‖L()‖ + ‖K()‖C‖‖2. Let 0 < ε < 12C to be chosen momentarily, and suppose
that ‖‖, ‖‖ε(1/2 − Cε). Then by considering the even and odd terms separately we see
‖F()odd‖‖‖ + ‖L()‖ε/2 if ‖‖ε, and similarly ‖F()even‖ε/2. So F maps the ε-
ball in Â back to itself. By Lemma 2.4, it is Lipschitz on the ε-ball with Lipschitz constant
√
2C′ε,
whereC′ is the universal constant arising in Lemma 2.4. So if ε is small enough, the Banach Fixed
Point Theorem provides a unique ﬁxed point 	 of F with ‖	‖ < ε. From the deﬁnition of F we
see this ﬁxed point solves the Geronimus Relations with the prescribed  and . 
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3. Connecting d and m
In the next section we will begin to add and remove eigenvalues of J. It is more convenient to
recast the criterion on d from Theorem 1.1 in terms of its associated m-function, which we do
in this section.
The map z → E(z) := z + z−1 is a conformal mapping of D to C ∪ {∞}\[−2, 2] sending 0
to ∞ and ±1 to ±2. Deﬁne the M-function associated to d as
M(z) = −m(E(z)) = −m(z + z−1) =
∫
zd(x)
1 − xz + z2 .
We have introduced the minus sign so that M is analytic on D and maps C+ to itself (as E → z
maps the upper half-plane to the lower half-disc).
The M-function encodes all the spectral information of J (see, for instance, [5,9]). The poles of
M in (−1, 1) are related to the eigenvalues of J off [−2, 2] by the map z → E. We can recover
the entries of J from the continued fraction expansion of M(z) near inﬁnity (see [8]):
M(z) = 1
z + z−1 − b1 − a
2
1
z+z−1−b2−···
. (3.1)
We say a Jacobi matrix is resonant at E = 2 if
lim
z↑1 |M(z)| = ∞
and we will say J is nonresonant at E = 2 otherwise. We can similarly deﬁne resonant and
nonresonant at E = −2. If J is resonant at both E = −2 and E = 2 we will say J is doubly-
resonant.
Throughout what follows, we make frequent use of a theorem due to Wiener and Levy. For
convienence we recall it here (a proof can be found in [10]):
Theorem 3.1 (Wiener–Levy). Let B be a commutative Banach algebra, x ∈ B, and F analytic
in a neighborhood of (x). Then F(x) ∈ B can be naturally deﬁned so that F → F(x) is an
algebra homomorphism of the functions analytic in a neighborhood of (x) into B.
Recall that if f ∈ A then its spectrum is just its range. So the above theorem shows that if F
is analytic in a neighborhood of the range of f ∈ A, then F(f ) ∈ A too.
We enrich the algebra framework a bit further by allowing functions that are only locally in
the algebra. Given 0 ∈ [0, 2
), we will say that f ∈ Aloc(0) if there is a smooth bump  on
D equalling one in a neighborhood of 0 such that f ∈ A. Given an open interval I ⊆ D,
we will say f ∈ Aloc(I ) if f ∈ Aloc(0) for all 0 ∈ I . Notice that the bumps  are in A, so
if f ∈ Aloc(0) for all 0 ∈ [0, 2
), then by choosing a partition of unity on [0, 2
) with small
enough supports we see f ∈ A too.
We now transfer criterion on d to criterion on M. We will write M ∈ M if
(1) For all intervals I ⊆ D avoiding z = ±1 we have M ∈ Aloc(I ) and Im M = 0 on I.
(2) For z0 ∈ {−1, 1}, there is a D-neighborhood I of z0 and a smooth bump  supported on I
and equalling one near z0, such that either
()M() = () G()
sin()
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or
()M() = ()(c + sin()G()),
where c ∈ R, G ∈ A, and Im G = 0 on I.
(3) M has ﬁnitely-many poles in D, all lying in (−1, 1).
Proposition 3.2. For any Jacobi matrix J, d ∈ V if and only if M ∈ M. In particular, to prove
Theorem 1.1, it sufﬁces to prove that ,  ∈ Â if and only if M ∈ M.
In the proof of Proposition 3.2 we will make frequent use of the following lemma.
Lemma 3.3. Let H be the Hilbert transform on D. Let f be a smooth function on D, and let Af
represent the operator g() → f ()g(). If  is a measure on D, then [Af ,H ] is a smooth
function (where [A,B] = AB − BA is the usual commutator bracket).
We will not prove this here. It is a fairly standard result from Harmonic Analysis and can easily
be proved by writing the Hilbert transform as a principal value integral.
Proof of Proposition 3.2. Recall that Lebesgue almost everywhere
d
dx
(x) = lim
ε↓0
1


Im m(x + iε). (3.2)
Using this and the deﬁnition of M, it is easy to see that M ∈ M implies d ∈ V .
For the converse assume that we can write
d(x) =
N∑
j=1
cj(x − j ) + (
√
2 + x)l(√2 − x)rv0(x) dx,
where j ∈ R \ [−2, 2], cj ∈ [0, 1], l, r ∈ {±1}, and (log v0)∧ ∈ Â.
Let {1,2} be a partition of unity of [−2, 2] subordinate to the cover {[−2, 1/2), (−1/2, 2]},
with 1 equalling one near E = −2 and 2 equalling one near E = 2. Extend 1 and 2 to be
zero outside [−2, 2]. In this way we may write the m-function as
m(z) =
N∑
j=1
cj
j − z +
∫ 1
x − z 1(x) d(x) +
∫ 1
x − z2(x) d(x)
= s(z) + l(z) + r(z).
By our choice of 1 and 2, and because j ∈ R \ [−2, 2], we have that l(z) is smooth on (1, 2],
r(z) is smooth on [−2,−1), and s(z) is smooth on [−2, 2].
We can now write
M(z) = S(z) + L(z) + R(z),
where
S(z) = −s(z + z−1)
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and similarly for L and R. Finally, we let
N(z) = M(z) − S(z) = L(z) + R(z).
As we have removed all the poles from M, we see that N is analytic in D. Moreover, because S is
smooth on D, it is clear that M ∈ M if N ∈ M, which we now prove.
We will ﬁrst show that condition (1) holds for N. Let I1 be an interval in D avoiding z = ±1,
and let I a slightly larger interval still avoiding ±1. Let  be a smooth bump supported on I
equalling one on I1.
By (3.2) and the assumption that d ∈ V we see three things: sin()Im N() is a measure on
D, () sin()Im N() ∈ A, and Im N is nonzero on I.
By Lemma 3.3 we see
()H [sin()Im N()] = H [() sin()Im N()] + f,
where f is a smooth function. As () sin()Im N() ∈ A andH is a contraction inA (Hmultiplies
the Fourier coefﬁcients by 0 or ±1, so it is a contraction in any space determined only by Fourier
coefﬁcients), we see that
()H [sin()Im N()] ∈ A
too. But it is easy to see (z − z−1)N(z) is analytic, so
H [sin()Im N()] = Im(z − z−1)N(z) = − sin()ReN().
Combining these we ﬁnd
()ReN() = () g()
sin()
for some g ∈ A. As I avoids  = 0, 
 we see that (1) holds.
Now we prove that (2) holds. We will only consider the case z0 = 1, the other case being
similar. Let I1 be a D-interval around z0 to be chosen momentarily, let I be a slightly larger
interval, and let  be a smooth bump supported on I equalling one on I1.
By (3.2) and d ∈ V , we have two cases to consider. Suppose ﬁrst that
()Im N() = () g()
sin()
,
for some g ∈ A. Then arguing as in the proof of (1) shows
()ReN() = () h()
sin()
,
for some h ∈ A, so (2) holds in this case.
For the second case suppose
()Im N() = () sin()g(),
for some g ∈ A. As L is smooth near z0 we have
()ReL() = ()
(
ReL(0) + sin()() ReL() − ReL(0)
sin()
)
= ()(ReL(0) + sin()h1()). (3.3)
where h1 ∈ A if I is chosen small enough.
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Now we consider ReR on I. By assumption, d
dx
is in Aloc away from E = −2, so Im R is
continuous on any D-interval avoiding  = 
. But R is also smooth near  = 
. So Im R is
continuous on D, and hence deﬁnes a measure. Also, R is analytic in D, so
()ReR() = −()H [Im R()]
= H [−()Im R()] + f1
= H [−() sin()g()] + H [()Im L()] + f1
= () sin()H [−g] + H [()Im L()] + f1 + f2
= () sin()h2() + H [()Im L()] + f1 + f2,
where the ﬁrst equality follows from analyticity, the second and fourth from Lemma 3.3 (so f1
and f2 are smooth), and the third from writing R = M − L. As before, h2 ∈ A because g ∈ A.
Because L is smooth near  = 0, ()Im L() is smooth on all of D if I is chosen small enough.
In particular,
f := f1 + f2 + H [()Im L()]
is smooth as well. Thus
()f () = ()
(
f (0) + sin()() f () − f (0)
sin()
)
= () (f (0) + sin()h3())
with h3 ∈ A, and so
()ReR() = () (f (0) + sin() (h2() + h3())) . (3.4)
Combining (3.3) and (3.4) shows that (2) holds. 
4. m-Functions and eigenvalues
In this section we derive some properties of M.
Proposition 4.1. Let J a Jacobi matrix and let J (1) be the operator obtained by removing the
ﬁrst row and column (from the top and left). Let M and M(1) be the M-functions corresponding
to J and J (1). Then M ∈ M if and only if M(1) ∈ M.
Proof. We will show that M(1) ∈ M implies M ∈ M, the other direction being similar.
First, notice that J and J (1) differ by a ﬁnite-rank perturbation. As such perturbations can only
add or remove ﬁnitely-many eigenvalues from each spectral gap, we see that J has ﬁnitely-many
eigenvalues that all lie in R \ [−2, 2]. Thus, part (3) of the deﬁnition of M holds.
Next, by (3.1) we have
M() = 1
2 cos − b1 − a21M(1)()
,
Im M =
∣∣∣∣∣ a12 cos − b1 − a21M(1)
∣∣∣∣∣
2
Im M(1).
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Let I be an arc of D missing  = 0, 
. As Im M(1) = 0 on I, we see
2 cos − b1 − a21M(1) = 0
on I. By assumption
2 cos − b1 − a21M(1) ∈ Aloc(I ),
so by Theorem 3.1 we have Im M ∈ Aloc(I ) and is nonzero there, so part (1) of the deﬁnition of
M holds.
Now we will show that if M(1) has the form required in part (2) of the deﬁnition, then so does
M. By hypothesis, we may assume that M(1)() = c + (sin )kg() on some neighborhood I of
0, where c ∈ R, k ∈ {±1}, and g ∈ Aloc(I ) with Im g = 0 there.
Case 1: Suppose k = −1. Then by subsuming the c into g we can write
M() = 1
2 cos − b1 − a21 1sin g()
= sin 
(2 cos − b1)(sin ) − a21g(z)
= (sin )G().
AsA is an algebra, the denominator of G is inAloc(I ). As Im g = 0 we see that the denominator
is nonzero too. By Theorem 3.1 we have G ∈ Aloc(I ). As
Im G =
∣∣∣∣∣ 1(2 cos − b1)(sin ) − a21g(z)
∣∣∣∣∣
2
Im (−a21g),
we see Im G = 0 on I.
Case 2: Suppose k = 1. Then we can write
M() = 1
(2 cos − b1 − a21c) − (sin )a21g()
= 1
H() − (sin )a21g()
.
IfH(0) = 0, then because it is a real trigonometric polynomial we can factorH() = (sin )h()
for some real h ∈ Aloc(I ). Then h − a21g ∈ Aloc(I ) and Im(h − a21g) = Im(−a21) = 0, so
M() = 1
sin 
1
h − a21g
= 1
sin 
G(),
where G ∈ Aloc(I ) and has nonvanishing imaginary part.
If H(0) = 1c for some constant c ∈ R \ {0}, then as before we can write H(0) − H() =
(sin )h() for some real h ∈ Aloc(I ). Then
M() − c = 1
H() − (sin )a21g()
− 1
H(0)
= c (H(0) − H()) − (sin )a
2
1g()
H() − (sin )a21g()
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= (sin )c h() − a
2
1g()
H() − (sin )a21g()
= (sin )G().
Both the numerator and the denominator of G are in Aloc(I ). The denominator is nonvanishing
in a neighborhood I ′ ⊆ I of 0. Thus, G ∈ Aloc(I ′) by Theorem 3.1. Next we compute
Im G()
= c
(
Im(h − a21g)Re
(
1
H − (sin )a21g
)
+ Re(h − a21g)Im
(
1
H − (sin )a21g
))
= c −a
2
1 Im g
(
ReH − (sin )a21 Re g
)+ a21(sin )Im g (Re h − a21 Re g)
|H − (sin )a21g|2
.
The denominator is nonvanishing and in Aloc(I ′). The second term in the numerator vanishes at
0, but the ﬁrst tends to −a21 Im g(0)H(0) = 0. So Im G = 0 in some neighborhood I ′′ ⊆ I ′
of 0. 
Proposition 4.2. Suppose J and J˜ are two Jacobi matrices satisfying J (1) = J˜ (1). Then M ∈ M
if and only if M˜ ∈ M.
Proof. This follows immediately from two applications of Proposition 4.1. 
Proposition 4.3. Let J be a Jacobi matrix with no eigenvalues off [−2, 2], let M be the corre-
sponding M-function, and assume that M ∈ M. Then there is a unique doubly-resonant J˜ with
J˜ (1) = J (1) (so M˜ ∈ M) and no eigenvalues off [−2, 2].
Proof. By (3.1) we have
M() = 1
2 cos − b1 − a21M(1)()
.
Similarly, if J˜ (1) = J (1) then we have
M˜() = 1
2 cos − b˜1 − a˜21M˜(1)()
= 1
2 cos − b˜1 − a˜21M(1)()
.
Combining these one ﬁnds
M˜() = a
2
1
a˜21M()
−1 − () , (4.1)
where () = (a)(2 cos ) − ab, a = a˜21 − a21 , and ab = a˜21b1 − a21 b˜1.
As M ∈ M, in some D-neighborhood I+ of  = 0 we can write
M() = c+ + (sin )k+g+(),
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for some c+ ∈ R, k+ ∈ {±1}, and g+ ∈ Aloc(I+) with Im g+ = 0. Similarly, in a neighborhood
I− of  = 
 we can write
M() = c− + (sin )k−g−().
By (4.1) we see that to make J˜ doubly-resonant, we must choose a˜1 and b˜1 so that a˜21M()−1 −
() = 0 at  = 0, 
. There are four cases depending on the various combinations of k− and
k+. When k− = k+ = −1 we just choose a˜1 = a1 and b˜1 = b1. When k− = 1 and k+ = −1
choose
a˜21 = a21
(
4c−
4c− + 1
)
and b˜1 = 2
(
2b1c− + 1
4c− + 1
)
.
When k− = −1 and k+ = 1 choose
a˜21 = a21
(
4c+
4c+ − 1
)
and b˜1 = 2
(
2b1c+ + 1
4c+ − 1
)
.
When k− = k+ = 1 choose
a˜21 = a21
(
4c−c+
4c−c+ − c− + c+
)
and b˜1 = 2
(
2b1c−c+ + c− + c+
4c−c+ − c− + c+
)
.
Of course, we must check that a˜21 > 0 so that J˜ really is a Jacobi matrix. This amounts to
showing that c− < −1/4 and c+ > 1/4. Let m be the m-function associated to J. As J has no
eigenvalues off [−2, 2],
m(E) =
∫ 2
−2
d(x)
x − E ,
where d is the spectral measure corresponding to J. For t ∈ [−2, 2] and E > 2, t − E − 4.
So because d is a probability measure that is not a point mass at t = 2, we have
M( = 0) = lim
E↓2 −m(E) > 1/4.
Similar arguments show M( = 
) < −1/4.
It remains to show that J˜ has no eigenvalues off [−2, 2], or equivalently that M˜ has no poles
on (−1, 1). As J has no eigenvalues off [−2, 2], M is analytic on D. So by (4.1) it sufﬁces to
show that f (E) := a˜21 + m(E) (aE − ab) = 0 for |E| > 2 (i.e. for z ∈ (−1, 1)). As J has no
eigenvalues off [−2, 2] we have
d
dE
m(E) =
∫ 2
−2
d(x)
(x − E)2 > 0.
Since aE − ab is linear in E, f is monotone in E for |E| > 2. By our choice of a˜21 and b˜1 we
have f (±2) = 0, and so f (E) = 0 for |E| > 2, as required. 
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5. Proof of Theorem 1.1
As a ﬁnal preliminary, we recall the deﬁnition of the Carathéodory function associated to
d = wd2
 :
F(z) =
∫ 2

0
ei + z
ei − zd().
Note that almost everywhere
lim
r↑1 ReF(re
i) = w()
and if M has no poles in D then
M(z) = −F(z)
z − z−1 . (5.1)
Proof of Theorem 1.1. Suppose ,  ∈ Â. Choose N so large that (J (N)), (J (N)) ∈ Â with
small enough norms to apply Proposition 2.5. This produces a sequence 	˜ ∈ Â solving (2.2), but
may not have 	˜−1 = −1. If we change 	˜−1 to be −1, this changes the top row and column of
J (N) producing a matrix J˜ . As J˜ has a sequence of Verblunsky parameters (namely 	˜), we see
(J˜ ) ⊆ [−2, 2].
Let M˜ be the M-function associated to J˜ . We will show M˜ ∈ M. Let d˜ be the measure on
D corresponding to 	˜. As 	˜ ∈ Â, we may apply Theorems 1.2 and 1.3 to ﬁnd d˜ = w˜ d2
 and
log w˜ ∈ A. As w˜ = Re F˜ we see that log(ReF) ∈ A too, so by Theorem 3.1, ReF ∈ A and
is nonvanishing. As Re f → Im f is a contraction in A we see F˜ ∈ A and is nonvanishing. By
(5.1) we have
M˜() = i 1
sin 
F˜ ()
2
,
Im M˜ = 1
sin 
w˜()
2
.
In particular, M˜ ∈ M, as claimed.
By Proposition 4.2, M(J (N)) ∈ M, and by repeated applications of Proposition 4.1 we have
that M ∈ M. Finally, J and J˜ differ by a ﬁnite-rank perturbation. Since J˜ has no eigenvalues
off [−2, 2] and a ﬁnite-rank perturbation can only produce a ﬁnite number of eigenvalues in each
spectral gap, J has only ﬁnitely-many eigenvalues and they all lie in R \ [−2, 2]. By Proposition
3.2 we have d ∈ V .
Now consider the converse. As J has only ﬁnitely-many eigenvalues off [−2, 2], the Sturm
oscillation theorem guarantees we can choose N large enough that J (N) has no eigenvalues off
[−2, 2]. By Propositions 4.1–4.3, there is a unique doubly-resonant Jacobi matrix J˜ with J˜ (1) =
J (N+1), M˜ ∈ M, and no eigenvalues off [−2, 2]. As above,
M˜ = i 1
sin 
F˜ ()
2
,
266 E. Ryckman / Journal of Approximation Theory 146 (2007) 252–266
so F˜ ∈ A and w˜ is nonvanishing. By Theorems 1.2 and 1.3 we have 	˜ ∈ Â, where 	˜ is the
sequence of Verblunsky parameters corresponding to J˜ . But then (J˜ ), (J˜ ) ∈ Â by Lemma 2.3.
As (J ) and (J ) differ from (J˜ ) and (J˜ ) by only ﬁnitely-many terms, we have (J ), (J ) ∈ Â
too. 
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