The development of the pulse compression photoacoustic (PA) radar using linear frequency modulation (LFM) demonstrated experimentally that spectral matching of the signal to the ultrasonic transducer bandwidth does not necessarily produce the best PA signal-to-noise ratio, and it was shown that the optical and acoustic properties of the absorber will modify the optimal bandwidth. The effects of these factors are investigated in frequency-domain (FD) PA imaging by employing one-dimensional and axisymmetric models of the PA effect, and a Krimholtz-Leedom-Matthaei model for the employed transducers. LFM chirps with various bandwidths were utilized and transducer sensitivity was measured to ensure the accuracy of the model. The theory was compared with experimental results and it was shown that the PA effect can act as a low-pass filter in the signal generation. Furthermore, with the PA radar, the low-frequency behavior of two-dimensional wave generation can appear as a false peak in the cross correlation signal trace. These effects are important in optimizing controllable features of the FD-PA method to improve image quality.
I. INTRODUCTION
Photothermoacoustics or photoacoustics (PA) is the generation of acoustic waves as a result of light energy absorption and subsequent thermo-elastic expansion in a material. This effect provides a promising technology for non-invasive medical imaging. In the past decade, a variety of biomedical applications has been investigated with this imaging technique, with major focus on breast cancer. 1 PA imaging can be classified according to the employed irradiation source, either using powerful nanosecond laser pulses or low power intensity-modulated continuous wave (CW) laser irradiation. To-date pulsed laser PA has captured almost exclusive attention due to the stronger induced signal and straightforward signal processing algorithms.
The application of CW signals has a long history in radar technology in the quest for increasing operating range while employing limited transmission power. Pulse compression by matched filtering could solve this problem. 2 Matched filtering enables the detection of a pre-known signal immersed in Gaussian white noise, 3 therefore a long duration coded waveform with moderate power could replace short high-power pulses. The matched filter for this coded waveform was shown to be the complex conjugate of the transmitted signal. 4, 5 Pulse compression can increase the signal-to-noise ratio (SNR) without deteriorating the range resolution, where its effectiveness depends on the time-bandwidth product of the transmitted waveform. Despite the unlimited variety of the input waveforms, they can all be classified according to the time-bandwidth product. 6 Applying judicious windowing to the receiver, in view of the trade-off between SNR degradation and sidelobe level has been discussed extensively in the literature. 7, 8 These findings formed the foundation for employing the CW technique in the field of ultrasound and, later on, our introduction of the PA radar.
Although the use of coded waveforms in ultrasound is more recent than radar technology, nevertheless the smaller feasible time-bandwidth product in ultrasound is a major obstacle in the implementation of the CW ultrasonic radar. 9, 10 O'Donnell 11 considered the possible time-bandwidth product and safety limitations on maximum transmission acoustic intensity in medical ultrasound, and predicted that 15 to 20 dB SNR improvement is possible. The frequency dependent acoustic attenuation was shown to reduce the effective timebandwidth product. 12 Pollakowski and Ermert 13 pointed out that by using square wave pseudochirps, it is possible to increase the signal amplitude without changing the amplitude of the transmitted power, also while reducing the sidelobe levels. The same research group also determined that the optimal bandwidth of the transducer for a cosine square shaped transfer function is 1.14 times the conventional À 6 dB bandwidth of the transducer. 14 It was shown that the transducer can have an effect similar to a frequency weighting window and reduce the sidelobes. 14, 15 A clinical comparison between the coded excitation and pulsed ultrasound was carried out by Pedersen et al. 16 and revealed that CW ultrasound can significantly increase the imaging depth by almost 2 cm. A comprehensive overview of the application of the modulated excitation in medical ultrasound was presented in a series of papers by Misaridis and Jensen. modulation and lock-in detection of a frequency swept laser source. 20, 21 This work was backed by a detailed theoretical analysis of the frequency-domain photoacoustic transient generation and propagation. The theory was based on one-dimensional thermal-wave and displacement potential equations in a two-layered model (scattering and absorbing layers). The solution was attained by utilizing the Fourier transformation method. 20 The two-layered model facilitated a proper analysis of the back-propagating transients, consistent with the utilized reflection-mode detection. Later on, employing an analog-todigital convertor, the system became more capable of utilizing different signal processing methods. Matched filter compression and heterodyne mixing were implemented and tested. 22, 23 The PA system was evaluated by imaging different turbid-phantoms, ex vivo chicken breast specimens and an in vivo human finger. 24 The maximum depths of the imaged inclusions were 9 and 17 mm of chicken breast tissue for high-and low-frequency transducers (3.5 MHz and 500 kHz), respectively. 22, 23 To be able to perform a comparative study between pulsed PA and FD-PA, a pulsed laser source was added to the system, producing a dual-mode PA imaging system. The two modalities were compared with respect to the maximum detectable depth. 25 The FD-PA method using single-frequency modulation was later implemented by Maslov and Wang for microscopic imaging a few millimeters below the skin surface. The socalled PAM (photoacoustic microscope) demonstrated a lateral and axial resolution of 600 and 700 lm, respectively. However, the achieved SNR was one order of magnitude lower than that of the pulsed PA image. 26 It is consistent with a very recent theoretical account of both modalities by Petschke and La Riviére. 27 Implementation of coded excitation in PA was created by utilizing Golay codes. The use of this kind of coding is widely practiced in ultrasound with the major advantage of excluding the sidelobe problem as compared with frequency modulated chirps. A high-power laser diode at a wavelength of 808 nm and pulse repetition frequencies between 20 kHz to 1 MHz was utilized to generate the coded irradiation. The experimental results support the feasibility of this system for small animal imaging. 28 In our previous work, 29 we showed that the FD method possesses a phase channel, in addition to the amplitude channel. We introduced the inverse of the standard deviation of the phase as a statistical tool, capable of image generation from the phase channel. It was shown that the optimal bandwidth for the modulated waveform is not exclusively defined by the transducer bandwidth, but also by the physical properties of the material (particularly, absorption coefficient and acoustic attenuation). It was argued that there is no need for extra windowing of the received signal, since the transducer acts as a filter that reduces the sidelobes. In this paper, the PA wave generation and propagation is theoretically investigated, and the transducer function is modeled by means of an electrical circuit model. The optimal bandwidth of the modulated waveform is investigated both experimentally and theoretically. The roles of the various parameterstransducer, PA effect, acoustic attenuation, geometry of wave generation, and propagation-are discussed.
II. THEORY OF PHOTOACOUSTIC WAVE GENERATION AND PROPAGATION
To analyze the generation and propagation of the ultrasonic waves induced by laser excitation, the diffusive propagation of laser light in turbid media must be determined and the velocity potential equation must be solved considering the absorber and surrounding media. The PA wave generation and propagation can be investigated employing the Green-function method. 30 Another method that can be used is Fourier analysis. 31 We pursue the latter method, since it uses transfer functions which are more helpful in understanding system behavior in the frequency-domain. Figure 1 shows a two-layer material consisting of a chromophore object (absorbing medium) lying below a layer of scattering medium. As the chromophore absorbs the laser energy, pressure waves are generated and propagate through both media. We do not consider the effect of heat conduction and viscosity dissipation; these effects were shown to be minor in photoacoustics. 31 Also, transverse wave generation is neglected due to its large acoustic attenuation in tissue. 32 A one-dimensional (1D) as well as a two-dimensional (2D) axially symmetrical formulation are presented here. By comparing these models with experimental results, the range of applicability of each model can be assessed.
A. One-dimensional PA wave generation Using the Fourier method, a 1D PA wave generation and propagation analysis is presented which follows earlier approaches by Mandelis et al. 33 and Fan et al.
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In the 1D model, the optical excitation reaching the absorbing medium can be estimated by the exponential attenuatioñ
where I 0 is the laser intensity on the surface and I is the intensity reaching the absorber, l eff is the effective optical attenuation coefficient of tissue, L is the thickness of the scattering medium, and F and tilde symbolize the Fourier transformation operation. In the Fourier domain, the velocity potentials in the absorbing (a) and scattering (s) medium, respectively, are governed by 
where k a ¼ x=c a and k s ¼ x=c s are absorbing and scattering medium wavenumbers, respectively; c a and c s is the speed of sound in the absorbing and scattering medium, respectively; x is the angular frequency, x ¼ 2pf; r is a position vector; / a and/ s are Fourier transforms of velocity potentials in the absorbing and scattering medium, respectively; l a is the absorption coefficient of the absorbing medium (e.g., a cancerous lesion); q a andq s are the density of the absorbing and scattering media, respectively; b a is the thermal expansion coefficient; and C p is the specific heat capacity. This problem can be solved readily in the one dimensional (z axis) casẽ
Applying the radiation boundary condition (BC) for outward moving waves only, we set C 2 ¼ C 3 ¼ 0. In addition, there should be pressure and velocity continuity at the interfacẽ
which yield
(5b)
In Equation (5a), C a ¼ b a c 2 a =C p is the efficiency of thermoacoustic excitation often called the Grüneisen coefficient. The pressure detected by the transducer, assuming that it is located at z ¼À L, can thus be determined:
Àjk s LĨ ðf Þ: (6) Finally, from Eqs. (5c) and (6):
This formula is useful in estimating the pressure wave generated under both pulsed and FD-PA excitation.
B. Axially symmetric PA transient generation
While the 1D solution is adequate to analyze numerous applications, especially for high-frequency FD-PA, some effects such as the bipolar shape of a pulsed transient cannot be explained by the 1D model. 30 An axially symmetric formulation and analysis of PA wave generation and propagation is consistent with a symmetric Gaussian laser beam. Our strategy is to simplify the geometry and analyze the temporal evolution of the signal. In the 1D model, the diffusion of laser light in a turbid medium was modeled with an exponential attenuation. The diffusion of light in a scattering medium for axisymmetric model can be calculated either by Monte Carlo analysis or using the diffuse-photon-density wave (DPDW) approximation. An axisymmetric solution of the DPDW is derived based on the Mandelis and Feng 34 formulation and shows that the reduction of the peak fluence has a very good convergence to a spherical scattering source which is spatially heavily damped according tõ
especially at deep locations. 35 Here W 0 is the beam spot size on the surface. This approximate result or the analytical laser fluence can be used as the source term in the velocity potential equation to solve for the propagation of the pressure transient.
The cylindrical Fourier-domain equations for the velocity potential in the scattering (s) and absorbing (a) media, where the energy source only affects the absorbing medium, are
Using the Hankel transformation, yields
where the hat symbolizes the Hankel transform parameter and k is the Hankel transformation parameter. If we assume k s < k a , then, for three ranges of k, the system of equations can be solved. This method is adopted to avoid any indeterminate situations. Range I: k < k s < k a . The solutions arễ
The coefficient of the particular solution is
From the radiation BC,
The other BCs concern the continuity of pressure and velocity at the interface, z ¼ 0. They yield
Range II: k s < k < k a . The solutions arễ
The radiation BC and the requirement for boundedness of the solutions yield C
Using interfacial continuity of pressure and velocity, we obtaiñ
Range III: k s < k a < k. The solutions arễ
The conditions of pressure and velocity continuity at the interface yield
Now taking the piecewise inverse Hankel transform of Eqs. (14), (16), and (18), gives
The transform of the pressure at the transducer location is
C. Asymptotic solution for large laser beams
When the laser beam spot size, W, increases due to scattering inside a turbid medium or is deliberately expanded and the low frequencies become insignificant, the asymptotic solution of Eq. (20) in the limit W ! 1, is expected to approach the 1D solution, Eq. (7). The minor contribution of the low frequencies can occur particularly in the FD method by specifying the lower limit of the sweep frequency range or when the low frequencies are eliminated through the transducer bandwidth acting as a band-pass filter. Here, we will show that these two conditions can be incorporated into one. Assuming a Gaussian profile for the laser beam intensity and substituting its Hankel transform into Eq. (19), yields
The integrand is the product of two functions. The function f, is regular (i.e., not singular) for all values of k, since k s 6 ¼ k a is assumed for the integrand. The function inside the parentheses approaches zero rapidly for large values of kW.
The integration can be cut off for k > C/W. Furthermore, assuming k s ; k a ) C=W, the denominators simplify:
It can be seen that by increasing W, the required lower frequency 1-D threshold decreases. Equation (21) becomes
Since 
which is Eq. (7), the 1D solution at z ¼À L. Assuming the increased diameter of the laser spot, W, due to scattering at the inclusion is 6 mm and the speed of sound in the medium is 1500 m/s, setting C ¼ 4, and k a ) C=W leads to f ) 160 kHz. This is the frequency threshold above which the PA behavior converges to the 1D limit. The spectra of the PA effect [pðf Þ=Ĩðf Þ] for 1D and axisymmetric solutions, Eqs. (7) and (20) excluding the delay-time term, are shown in Fig. 2 
D. Acoustic attenuation effect
The effect of acoustic attenuation can be added to the model by substituting the complex wave number in the scattering medium, which modifies the 1D Eq. (7) as follows: 32 where the coefficient a s is reported in the 1 to 10 MHz range (at 37 C), however, it also makes a good approximation at frequencies below 1 MHz, although the effect is negligible at low frequencies.
E. Ultrasonic transducer model
The transfer function of the transducer is a crucial piece of information in understanding the PA response and can be added to the PA system model using the well-known Krimholtz-Leedom-Matthaei model (KLM) 36 [ Fig. 3(a) ]. Geometric parameters, as well as focal distances, resonance frequencies, and Q-factors can be obtained from manufacturer-provided information. Here, we used the transducer model as a transmitter, which is broadly available in the literature. 37 Using the reciprocity property of piezomaterials, the model can be applied for a receiver transducer with a scaling factor. 38 The ratio of transmitted pressure to the input voltage in transmission mode is derived using the KLM model where Z s , Z M , Z B , Z c are the specific acoustic impedances of the surrounding medium, matching layer, backing layer, and piezoelement, respectively. d is the piezoelement thickness and
Z in_KLM is the transducer impedance when looking into the electrical port [ Fig. 3(b) ], and defined by
where / (turns ratio) and C' are as follows:
where f 0 and x 0 are the resonance frequency and angular frequency of the transducer. k t is the effective piezoelectric coupling coefficient. C 0 is the electric capacitance of the transducer and can be calculated by determining the piezoceramic thickness corresponding to the half wavelength of the resonance frequency and the area of the transducer. However, a more accurate method for estimating the clamped capacitance is to measure the unclamped electric capacitance with an ordinary multi-meter, and utilize the permittivity of the clamped and unclamped piezomaterial. 32 The second method is more reliable as the effective area of the transducer is not necessarily the geometric area. The measured unclamped capacitances are 850 and 1180 pF and the corresponding estimated clamped capacitances are 462 and 642 pF for our 3.5 MHz and 500 kHz transducers, respectively. Z eq in Eq. (27) is the acoustic impedance of the transducer replaced in the electrical circuit [ Fig. 3(b) ] and can be calculated as
The normalized transfer function [Eq. (25)] of the high-frequency transducer is plotted in Fig. 3(c) . To employ this model for a receiver transducer, a scaling factor must be used, otherwise, the sensitivity (g) can be measured at the center frequency and, in combination with the normalized transfer function, the complete role of the transducer can be quantified in pulsed and FD PA signal detection. Using a calibrated hydrophone, the sensitivity of the 3.5 MHz transducer was measured and was shown that it operates at 31.8 lV/Pa at the center frequency.
F. PA signal and SNR
Using the PA formulation and transducer transfer function model, the detected PA response voltage is
The above formula can be used for both pulsed and FD modes. In the FD method, the acoustic delay time can be found by determining the cross correlation, R(t), of output and input signals.
The input signal is the intensity of the laser beam (W/cm 2 ). For a linear frequency modulation (LFM) waveform, I 0 (t) becomes where A I is the average power measured by a power meter. T ch and B ch are the duration and frequency bandwidth of the chirp, respectively, and x c is the center angular frequency of the chirp. In the cross correlation process, the detected signal is multiplied by the complex conjugate of the input signal. The dc part of the input signal is eliminated and the amplitude of the waveform is normalized to produce the reference signal,Ĩ 
The procedure for axisymmetric solution is similar. To estimate the detected signal, the fact that the peak value of the cross correlation is the total spectral energy of the matched filter output must be taken into account:
For the chirp bandwidth we can substitute the rectangular bandwidth approximationĨ 0 ðf Þ ÁĨ 35 A combination of the in-phase and the quadrature signals yields
where "max" on the right-hand-side refers to the maximum of real and imaginary values. These two maxima are not at the same delay time, however, the quadrature maximum is also located inside the axial resolution limit (full width at half maximum) of the envelope signal. It should be considered that through the cross correlation algorithm, the noise is also multiplied by a factor ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi T ch =4B ch p through the complex conjugate of the reference signal. The phase change induced in noise is ignored as it does not affect the noise level. Therefore, to find the optimal bandwidth which maximizes the cross correlation signal, the ratio 
where N out is the mean noise power of the detected signal and any noise outside the chirp bandwidth is assumed to be automatically eliminated through matched filtering. The result is (38) is very useful for comparing the SNR of the FD-PA with the pulsed laser PA. This equation shows that SNR is proportional to the chirp duration. It is also known that SNR is proportional to the number of averages in the case of repetitive excitation. 35 Therefore, T ch in Eq. (38) can be considered as the total exposure duration.
III. EXPERIMENTAL RESULTS AND THEORETICAL SIMULATIONS
Theoretical simulations were performed for both pulsed transient and cross correlation signals and were compared with experimental results. The experiments were performed using our dual-mode PA system, 25 where pulsed and CW lasers were employed on the same sample (Fig. 4) . The wavelength of both lasers was 1064 nm. The CW source features a fiber laser (IPG Photonics, Boston, MA) and an acousto-optic modulator which modulates the laser intensity according to waveforms defined in the software function generator. The pulsed source was a Q-switched Nd:YAG laser (Continuum, Santa-Clara, CA) which produces pulses of 5.2 ns duration. Two single focused ultrasonic transducers were used with central frequencies 0.5 and 3.5 MHz, bandwidths 0.32 to 0.63 MHz and 2.66 to 5.23 MHz, and focal lengths 5.27 and 2.54 cm, respectively. The function generation, signal acquisition, and processing were implemented using the LABVIEW platform (National Instruments, Austin, TX).
The sample was a thick plastisol material with absorption coefficient 4 cm
À1
, located at a depth of 10 mm in 47% Intralipid solution. The energy fluence of the irradiated pulsed laser was 100 mJ/cm 2 , and the utilized intensity of the CW laser was 15.6 W/cm 2 (250 ms laser exposure time). The experimental pulsed transient and corresponding 1D and 2D axisymmetric simulated pressure transients are shown in Fig. 5(a) . The laser fluence on the absorber was calculated for both cases using exponential attenuation and spherical propagation [Eq. (8) ] to attain consistent results. Equations (7) and (20) were solved where the irradiation (I 0 ) is considered a very short rectangular pulse. For the 2D solution a Gaussian radial profile was assumed for the laser beam. The simulated pressure transients show approximately similar peak values for 1D and 2D solutions, however, the 1D solution is not capable of predicting the bipolar shape of the signal and the peak width, whereas the 2D solution can be used to predict such details.
The FD envelope signal trace obtained by utilizing a LFM chirp with frequency sweep 200 kHz to 3 MHz was compared with simulations in Fig. 5(b) . The results of the 1D and 2D solutions are very close [Eqs. (7) and (20)] and coincided completely when the transducer effect was considered. The cross correlation signal incorporating the effect of the transducer ["PA system" in Fig. 5(b) ] shows that the transducer transfer function acts as a window reducing the sidelobes. This conclusion is consistent with previous experimental results. 29 
IV. PHOTOACOUSTIC RADAR PARAMETER OPTIMIZATION

A. Optimal chirp bandwidth
In this section we present experiments and theoretical procedures carried out to determine the optimal bandwidth of the LFM chirp for different ultrasonic transducers. It was shown in our earlier measurements 29 that for a high frequency transducer (center frequency 3.5 MHz), the largest available frequency range is not optimal, and the optimal bandwidth may not be symmetric around the center frequency. In those experiments, we showed that among three bandwidths; 0.5-3 MHz, 1-3 MHz, and 0.5-5 MHz, the first frequency range generates the highest SNR. In this work, the lower bandwidth limit for the same sample was reduced. The sample used in this experiment was a flat plastisol inclusion 6 mm beneath plastisol surroundings. The absorption coefficients of inclusion and surroundings were 4 and 0.2 cm
À1
, respectively, and the reduced scattering coefficient of the surroundings was 3.1 cm
. The signal traces generated with several bandwidths are shown in Fig. 6 . In the signal traces, two peaks are visible which correspond to the surface of the plastisol (at $17 ls) and to the inclusion (at $21 ls). The SNRs shown in the inset were calculated according to the definition in Eq. (37) based on the later peaks due to the inclusion. It can be seen that the optimal bandwidth is 200 kHz to 3 MHz, which is far below the range of the transducer. This bandwidth enhanced the SNR by 10 dB over the largest bandwidth, 1 to 5 MHz.
A similar experiment was conducted with the low frequency transducer. The tested sample had similar physical properties to the one described above, only the inclusion was located approximately 14 mm below the surface. Several bandwidths were tested with 200 kHz used as the low cutoff frequency of the chirp. The upper cutoff frequencies were set to 700, 800, 850, and 900 kHz, and the corresponding measured SNRs were 17.5, 17.8, 18.1, and 17.7 dB, respectively. This experiment showed that the optimal bandwidth is 200 to 850 kHz, however, the SNR variation was very small, with a maximum of 0.6 dB.
The theory developed in Sec. II can be used to interpret the experimental results. The cross correlation signal is affected by three factors: The physics of the PA response, the acoustic attenuation of the propagating waves in the medium and the transducer transfer function [Eq. (35) ]. The frequency dependence (spectrum) of the integrand of Eq. (36) for the high-frequency transducer with typical parameters is shown in Fig. 7 . This figure shows that the rising part of the transducer transfer function amplitude compensates for the PA response decay and the acoustic attenuation and is followed by a rapid decrease above this frequency region. This spectrum explains why a frequency range below the center frequency generates the optimal bandwidth for a high frequency transducer. Equation (36) can be used to determine the bandwidth which generates the highest peak signal. With a high-frequency transducer, when the lower frequency was decreased from 500 to 200 kHz, the SNR increased, however, decreasing the lower frequency to 100 kHz did not augment the SNR. The lower limit of the bandwidth was fixed at 200 kHz, and the maximum signal was calculated, depending on the variation of the upper limit of the bandwidth for both transducers. The most important physical property involved here is the value of the optical absorption coefficient. The variation of speed of sound in tissue is less than 10%.
1 Therefore the calculations were performed for absorption coefficients between 0.2 and 10 cm
. The other parameters used in Figs. 7 and 8 are typical values for soft tissues. The chromophore was assumed to be 2-cm deep. Plots in Fig. 8(a) show the peak variation for the high-frequency transducer. The figure shows that the absorption coefficient has minor impact on the optimal bandwidth and the best upper cutoff frequency is between 2.9 to 3 MHz, which is completely consistent with the experimental results, Fig. 6 . The two maximum points in Fig. 8(a) correspond to the maxima of the real and imaginary part, respectively [Eq. (36) ]. We should mention that the depth of 2 cm was selected as it is around the maximum depth at which our system was able to detect absorbers with high frequency transducer. The SNR was maximized for the deepest possible absorbers to increase depth detectivity. However, variation in L in the range of 0.5 to 3 cm will generate a very small deviation in the optimal bandwidth.
Similar calculations for the low-frequency transducer are shown in Fig. 8(b) . In this case the optimal maximum frequency was found to be between 700 to 800 kHz (750 kHz for l a ¼ 4 cm À1 ), which is within 100 kHz of the experimental results. Figure 8 (b) predicts that the variation of the cross correlation peak for an upper cutoff frequency between 700 and 900 kHz is less than 0.7 dB, as was borne out experimentally.
The reason for optimizing the bandwidth with respect to maximum matched filter signal, Eq. (36), and not the maximum SNR, Eq. (38) , is that using the latter equation one finds a single spike at the location of the maximum of the spectrum (Fig. 7) . This zero bandwidth result indicates that the optimization constraints are not properly set. The main constraint is the requirement for large bandwidth so as to minimize the sidelobes, which is not accounted for in Eq. (38) . Our experiments demonstrate that the achieved bandwidth with Eq. (36) is very close to the one generating the highest SNR experimentally. This is consistent with the pure ultrasound case where the optimal bandwidth was determined based on the maximum cross correlation peak.
14 It should be noted that while the optimal bandwidth maximizes the SNR, it may be less than the transducer bandwidth, therefore, it could compromise the axial resolution for SNR. However, it has been shown that when the SNR is low, high resolution does not help to distinguish chromophores at different depths. 35 This procedure can also be applied to the determination of the optimal lower cutoff frequencies. These frequencies are important for deep tissue penetration and imaging. However, experiments reveal that at low frequencies, the effect of the lateral degrees-of-freedom for PA wave generation and propagation is significant and requires a more detailed investigation. This effect can generate artifacts or false peaks in the A-scans. This is discussed in the next section.
The same procedure can also be repeated using the axisymmetric PA solution. The deviation in the plots will be very small for high-frequency and visible for low-frequency bandwidths. However in both cases the deviations of the optimal bandwidths are very small. Furthermore, it should be noted that the spatial resolution of our imager cannot be better than the transducer lateral resolution (0.87 and 5.4 mm for high-and low-frequency transducers). Therefore this PA system is applicable for detection of chromophores a few millimeters in size. On the other hand, to detect smaller objects, the frequency range of the employed transducer should be higher and therefore, still consistent with the 1D approximation. Experimentally generated signals from inclusions as small as 2 mm demonstrate the applicability of the foregoing theory. 35 
B. Low-frequency effects on FD PA
The low cutoff frequency of the modulated signal can affect PA A-scans and images. An experiment was implemented with the low-frequency transducer and the same plastisol sample mentioned in the previous section. Using the same procedure, the lower limit of the frequency range was decreased from 200 kHz to 150 and 100 kHz. Figure 9 shows the experimental A-scans, where two peaks correspond to the sample surface and to a subsurface inclusion (arrow). On decreasing the low cutoff frequency, an extra peak appeared (at $35 ls) and grew beside the first (surface) peak. One factor contributing to the generation of these large false peaks is acoustic diffraction due to the small laser spot size ($2 mm) on the plastisol surface which is commensurate with the acoustic wavelength. Using the 2D theory, the generation of the first cross correlation peak and its adjacent artifacts were simulated. Figure 10 shows the results of these simulations for a medium with an absorption coefficient 0.2 cm À1 when employing the aforementioned three bandwidths. Figure 10 also compares the experimental and simulated Ascans for a frequency sweep between 150 and 800 kHz. Only the first peak on the surface of the plastisol is simulated and demonstrates how a small laser spot size and low-frequency excitation can cooperate to produce artifacts.
In the high-frequency A-scans presented in Fig. 6 , it can be seen that the sidelobes grow by extending the frequency range to low frequencies. However, even in the 100-3500 kHz frequency range, no extra peak artifacts appear. Although the sidelobes adjacent to the strong main peak due to the absorber which is very close to the surface peak may possibly hide such artifacts, this is not likely: The wider chirp bandwidth limits the low-frequency contribution; the higher center frequency of the transducer also diminishes the weight of low frequency contributions; and acoustic diffraction is less efficient at high frequencies at which the ultrasonic wavelength 0.94 mm is small compared to the laser beam spot size ($2 mm).
Another experiment with the high-frequency transducer was performed in the frequency range between 200 kHz and 3 MHz. The properties of the plastisol sample were as described above. The absorbing inclusion was located $14 mm beneath the surface. The A-scan generated with the FD PA method is shown in Fig. 11(a) . It can be seen that, although the frequency range starts at 200 kHz, there are large artifacts present in this signal trace, mostly generated by acoustic diffraction; the surface was $13 mm (at $9 ls) away from the transducer which is out of the focal zone and very close to the near field.
The low-frequency artifacts were diminished by highpass filtering of the averaged waveform before performing the cross correlation operation. A high-pass filter able to eliminate these artifacts with a cut-off frequency of 325 kHz was employed [ Fig. 11(a) ]. This figure shows that by highpass filtering, the true peaks also decrease, as they lose part of their energy content. High-pass filtering demonstrates the connection of these artifacts with low-frequencies, otherwise it is not advisable to use a bandwidth with low starting frequency and filter it afterward.
A cross-sectional image of the sample was produced from a line scan over the inclusions and as well depicted in Fig. 11(b) . The surface of the plastisol and two inclusions are recognizable, although, the artifacts degrade the image. The large inclusion is a flat absorber and the small inclusion is a cylindrical absorber, 1/4 in. diameter, both with absorption coefficient 4 cm À1 at approximately 14 mm below the surface. Figure 11 (c) also shows how the image artifacts were eliminated after high-pass filtering.
V. CONCLUSIONS
PA wave generation and propagation was modeled in axisymmetric coordinates and compared with the one dimensional solution in the frequency domain. The 1D and 2D PA spectra coincided above a few hundred kHz. It was thus concluded that a 1D PA mathematical model is sufficient for FD-PA analysis when the starting frequency is high enough. Furthermore, the 1D solution was used to relate the maximum matched filter peak and SNR to system parameters: bandwidth, chirp duration, physical properties of the sample, and transducer transfer function.
The effect of bandwidth in the generation of the FD-PA signal was investigated theoretically and experimentally. It was shown that the optimal bandwidth generating the highest SNR for a low-frequency transducer (0.5 MHz) is roughly centered at the peak frequency of the transducer. For a highfrequency transducer (3.5 MHz), however, the decaying effects of the PA response and acoustic attenuation with increasing frequency, shift the optimal bandwidth to the lower frequencies, where the rising amplitude of the transducer transfer function counterbalances those low-passequivalent factors. Experiments revealed that by tuning the modulated chirp bandwidth with respect to that of a high-frequency transducer, the SNR of the A-scan can be improved by 10 dB. It was demonstrated theoretically that by proper selection of the chirp bandwidth, the transducer can act as a window or a filter, reducing the sidelobes. As a result extra windowing was not required. This procedure amounts to frequency (spectral) fine-tuning of the PA radar.
Photoacoustic-ultrasonic diffraction effects related to laser beam spot size and ultrasonic wavelength generate artifacts at low frequencies. This effect was demonstrated experimentally and accounted for with the 2D axisymmetric theory. Thus, the starting frequency of the chirp should be selected carefully, especially when the laser spot on the surface is very small, to avoid artifacts.
