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Resumen 
El t rabajo que se presenta consiste en obtener soluciones a problemas de f i l t rado ópt imo 
min imáx imo en s is temas determiníst icos. los cuales están expresados por mode los integrales de 
tipo Volterra. por lo que de manera intrínsica se tienen sistemas con retardos. Esta aprox imac ión 
determinís t ica , a los p rob lemas de filtrado mode lados por ecuaciones integrales, o f rece la venta ja 
de no tener que t rabajar con información probabilíst ica del ruido, sino manejar las incer t idumbres 
dentro de una cotas que se fijan dentro de las requisiciones del s is tema. Para lo cua ' es posible 
referirse al capí tulo 7. 
C o m o parte del p rocedimiento para encontrar los resul tados a dichos p rob lemas se presenta la 
p lanteamiento del p rob lema del regulador generado por el del f i l t rado en un caso de dual idad en 
s is temas integrales, con lo cual se obt iene de una misma manera un resul tado vál ido tanto para 
filtrado c o m o para el regulador bajo ciertas consideraciones de dual idad. Dicho lo anter ior es claro 
que se es tablecen condic iones para la dualidad en s is temas integrales. Todo esto está expresado en 
el capí tulo 4. 
Pos ter iormente se presentan los resultados de problemas de filtrado y regulador óp t imo 
min imáx imo para s is temas en los cuales se tienen discont inuidades, (ver capí tulo 5 y 6). Dentro 
de a m b o s casos, el cont inuo > el discont inuo, se manejan e jemplos que pretenden ilustrar la teoría 
antes desarrol lada. \ que dejan un panorama abierto para posteriores apl icaciones mas comple jas 
con el uso de es tos resultados. 
- \un cuando los resul tados que se manejan están ubicados a partir del capítulo 4. los principios 
sobre de los cua les se con t ruse ron quedan asentados en los capítulos 2 \ 3. 
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Capítulo 1 
Introducción 
1.1 Introducción 
I os s is temas en general son representados para su estudio por mode los matemát icos , los cuales 
pueden ser muy var iados dependiendo de la comple j idad del sistema, sin embargo hay ocas iones 
en las cuales el mode lo matemát ico no se conoce comple tamente , es decir es incierto. Además , 
las incer t idumbres no solo provienen del modelado , sino también pueden presentarse c o m o valores 
inciertos en las entradas del s is tema. Es entonces cuando se presenta la duda de c o m o t rabajar con 
dichas incer t idumbres , para lo cual se pueden tomar diferentes caminos , es tocást icos ( involucrando 
medidas probabil ís t icas) o bien determiníst icos (manejando con jun tos geométr icos) . 
Por otra parte, dent ro de la teoría de sis temas de control, está el p rob lema de control que consis te 
en encontrar la señal de control para llevar a la planta a seguir una señal de referencia , pero 
como dicho control utiliza los valores de los estados del sistema, si estos no son conoc idos es 
necesario est imarlos. C o m o caso particular de la teoría de est imación está la del f i l trado. Así el 
problema fundamenta l a resolver en la presente tesis consiste en encontrar los a lgor i tmos de f i l t rado 
> control óp t imo en s is temas de tipo Volterra con incer t idumbres determiníst icas . Los s is temas 
de tipo Volterra representan sistemas más generales que los expresados por medio de ecuac iones 
diferenciales . 
1.2 Antecedentes 
l a re t roal imentación ha sido usada desde t iempos ant iguos para e jercer un control sobre los diversos 
sistemas. Tn 1931 V Volterra explicó el balance entre dos poblaciones de peces en un ambiente 
cerrado usando la teoría de retroal imentación. El diseño de sis temas de control re t roal imentados 
hasta antes de la R e \ o l u c i ó n Industrial se realizaba mediante prueba y error con gran intuición 
ingcnicril . Por lo que se se l lamaba mas un arte que una ciencia. A mediados de 1800, las 
matemát icas fueron por pr imera vez usadas para anal izar la estabil idad de los s is temas de control 
retroal imentados. 
En 1840, G. B. Airy desarrol ló el primer aparato para dirigir un telescopio, con lo que también 
se percató de la necesidad de discutir la inestabilidad en los s is temas de l a / o cerrado y de utilizar 
las ecuac iones d i ferencia les en su análisis. La teoría de las ecuaciones diferenciales estaba bien 
desarrol lada, debido al descubr imiento del cálculo infini tesimal por 1. Newton (1642-1727) y G. W. 
Leibnitz (1646-1716) y el t rabajo de los hermanos Bernoulli (a f inales de los 1600 s y principios 
de los 1700 s). J. F. Riccati (1676-1754) . entre otros. El uso de las ecuaciones d i ferencia les en el 
analisis del movimien to de los sis temas d inámicos fue establecido por J. L.. Lagrange (1736-1813) 
> W. R. Hamil ton (1805-1865) . 
El tema de f i l t rado en el sentido estocástico. ha sido tratado desde 1949 por Wiener [23] , 
quien t raba jando en el domin io de la f recuencia , desarrolló un fi l tro es tadís t icamente óp t imo para 
señales de t i empo cont inuo estacionarias, que mejoraba la relación señal a ruido en un sis tema de 
comunicaciones . A. N. Kolmogorov (1941. [24] ) propuso una teoría para procesos es tocást icos 
discretos. Y en 1960. Kalman publicó 3 artículos importantes [7. 8. 9] . En uno de es tos t raba jos 
se discutió los p rob lemas de control ópt imo, dando las ecuaciones de diseño para el regulador 
cuadrat ico lineal (LQR) . Mient ras que en el otro de sus art ículos de ese año discutió la teoría de 
est imación > f i l t rado ópt imo, dando las ecuaciones de diseño para el fi l tro discreto de Kalman. Al 
año siguiente, el f i l tro de Kalman en t iempo cont inuo fue desarrol lado por Ka lman-Bucy [ 1 0 ] . M a s 
tarde (1971. [37] ) Frost y Kailath general izaron este resultado al caso no lineal. 
Johann Bernoulli fue el pr imero que mencionó el Principio de Opl imal idad en 1696. Varios 
principios de opt imal idad fueron investigados, así el t rabajo de Euler en 1744 y el de Hamil ton 
resultan en el hecho de que un sis tema se mueve de tal fo rma que min imiza la integral con el 
t iempo de la d i ferencia entre las energías cinética \ potencial . Todos estos principios son pr incipios 
mínimos . 
R. E. Bel lman (1957. [25] ) apl icó la programación d inámica al control óp t imo de los s is temas 
discretos, demons t r ando que la dirección natural de resolver los problemas de control óp t imo es en 
el sent ido inverso en el t iempo. Para 1958. [14] . L. S. Pontryagin desarrol ló su principio mín imo. 
que resolvía p rob lemas de control óp t imo relacionados con el cálculo de var iaciones desarrol lado 
por L. Euler (1707-1783) . 
En cuanto al t ema de f i l t rado determiníst ico. éste ha sido es tudiado desde 1968 por Schvveppe 
[3] . M á s tarde, en 1971. [ 1 ] . Ber tsekas and Rhodes resolvieron el p rob lema del f i l trado, predicción 
v suavización mediante su relación con el problema estándar de seguimiento de trayectoria. 
Poster iormente se le conoció como filtro minirnáximo, debido a un t rabajo de A. B. Kurzhansky 
(1977. 126] ). También fue usado el concepto de Programación Dinámica Di fusa en 1975. El 
problema de f i l t rado elipsoidal para un s is tema de estados cont inuos sobre observac iones cont inuas 
fue propuesto y resucito por Ovseevich > Chernousko [14] en 1984. Y el f i l t rado mini rnáximo 
sobre observac iones discont inuas fue presentado en 1995 por Orlov y Basin [29] . 
Los pr incipales fundadores de la teoría de ecuaciones integrales son Vito Volterra (1860-1940) 
e Ivar Fredholm (1866-1927) j un to con David Hilbcrt (1862-1943) y Erhard Schmidt (1876-1958) . 
Volterra fue el pr imero en reconocer la importancia de la teoría y considerar la s is temát icamente . 
1.3 Motivación 
Los a lgor i tmos hasta ahora re lacionados con el f i l trado y control han sido resultado de mode los 
expresados en fo rma de ecuaciones diferenciales. Para el caso de mode los en ecuac iones integrales 
existen pocos t rabajos a los cuales hacer referencia, como por e j emplo Klepts ina y \fcretennikov 
(1984. [12] ). Shaikhet (1987. [13] ). y de estos aun menos lo son aquellos que se relacionan con 
modelos determinís t icos . Por lo tanto, la presente tesis pre tende aportar un poco en este sentido 
\ expresar unos resul tados de f i l t rado y control en forma análoga a los que hay para s is temas en 
ecuaciones d i ferencia les ahora para los sis temas en ecuaciones integrales, en el caso de mode los 
determinís t icos con incer t idumbres desconocidas pero acotadas. El método uti l izado involucra los 
principios de la teoría del L Q R . puesto que permite dar una solución única al p rob lema de control 
una vez es tablecidas las matrices de peso. Esto garantiza también estabil idad del s is tema controlado 
v que las señales de control esten acotadas. 
1.4 Aportaciones 
1.4.1 En sistemas determinísticos continuos 
Se proponen los a lgor i tmos de fi l trado y regulador óp t imo en el sentido min imáx imo para s is temas 
integrales de t ipo Volterra l ineales en el caso cont inuo basados en el procedimiento seguido por 
Bertsekas \ Rhodes [1 ] . de tal forma que planteado el problema de f i l t rado se genera un p rob lema de 
regulador (de seguimiento de trayectoria, en sentido inverso del t iempo) que se resuelven mediante 
la obtención de un el ipsoide cuyo centro se t raduce en el mejor es t imado en el sentido min imáx imo . 
Para lo cual se hubo de extender ciertos resultados, que son conoc idos para el caso de s is temas 
expresados por ecuaciones diferenciales , en el sentido de s is temas integrales como lo son la func ión 
Hamil toniana y el pr incipio de Dualidad. Dichos resultados se presentaron en la Quin ta Conferenc ia 
de Ingeniería Eléctrica 99 del CINVEST/W-IPN, [46] . que se celebró en Sept iembre los d ías 8. 
9 v 10. en la Cd. de México y se sometieron a consideración para part icipar en la Confe renc ia 
Amer icana de Control 2000. con registro ACC- IEEE1238 , [44] . 
1.4.2 Vibrosoluciones 
La teoría de v ibrosoluciones se presenta para ecuaciones integrales en dis tr ibuciones, y para el caso 
donde la función de variación acotada involucrada es escalar, de tal manera que permite hacer uso 
de esta teoría en la obtención de los resul tados de la siguiente subsección. 
1.4.3 En sistemas determinísticos discontinuos 
l ambién se proponen los a lgor i tmos de fi l trado y regulador óp t imo para el caso discre to-cont inuo 
en ecuac iones l ineales integrales de tipo Volterra. este resul tado se basó en el t rabajo desarrol lado 
por Orlov \ Basin [29] sobre f i l t rado min imáximo con observaciones discont inuas, y del t rabajo 
expuesto en el párrafo anterior. Este resul tado también se puso a consideración para part icipar en 
la Conferenc ia Amer icana de Control 2000 (ACC) , con registro A C C - I F F E 1 2 3 9 , [45] . 
1.4.4 Ejemplos 
Se propuso un e j emplo técnico, el cual consiste en controlar el consumo de combust ib le de un misil 
de tal suerte que se tenga un gran ahorro de combust ible , donde el misil está mode lado de tal fo rma 
que se considera t iene un motor cont inuo y otro que se compor ta c o m o uno impuls ivo, por lo que 
se hace uso de las ecuac iones para el caso discreto-cont inuo que se propusieron anter iormente . 
1.4.5 En sistemas estocásticos 
Se colaboró en la propuesta hecha por Basin y Villanueva sobre a lgor i tmos de fi l trado para un 
sistema d inámico con obser \ aciones discont inuas de tipo Voltérra, d ichos resul tados se presentaron 
en la Conferenc ia sobre Decisión \ Control . IEEE C D C "99 (Cd. de Phoenix. Arizona) [42] los 
días 7 al 10 de Dic iembre de 1999. 
1.5 Organización de la Tesis 
L-n el capí tulo 2 se t iene el Marco Teórico, el cual hace referencia a las herramientas necesar ias para 
la posterior solución de los problemas de fi l trado y regulador óp t imo en el sentido min imáx imo . 
como lo es el pr incipio mín imo de Pontryagin. las func iones Hamil tonianas y los mult ipl icadores de 
l .agrange. Se presentan las ecuaciones integrales de tipo Volterra, mediante las cuales se representa 
el modelo del s is tema sobre el cual se basa la presente tesis. También se hace una breve introducción 
a lo que es la p rogramación d inámica como método alternativo a la solución de p rob lemas de 
opt imización, y a d e m á s se presenta una comparac ión entre este y el principio del mín imo de 
Pontryagin. 
I I capí tulo 3 está dedicado a la teoría de los reguladores y fi l tros óp t imos para s is temas en 
ecuaciones diferenciales , pero con incert idumbres. para lo cual se es tablece una c las i f icación de 
las mismas . Dentro de dicha clasif icación se hace mención a los mode los determinís t icos con 
incer t idumbres desconoc idas pero acotadas en los cuales se hace uso de con jun tos geométr icos 
sobre de los cuales se mane jan los estados, el control y las incer t idumbres así como las salidas 
del s is tema. C o m o se explicará dentro de este capítulo, el conjunto más apropiado es el el ipsoide. 
C o m o parte del t ra tamiento de los modelos con incer t idumbres se hace referencia a un t rabajo [I], 
sobre el cual se basa la presente para la obtención de los resultados. C o m o punto final de este 
capitulo se trata una b r e \ e introducción sobre ecuaciones de Riccati. 
La solución a los p rob lemas de f i l t rado y regulador ópt imos min imáx imo en s is temas integrales, 
en el caso cont inuo se expresan en el capítulo 4. mientras que para el caso d iscont inuo es 
necesario dirigirse al capí tulo 6. Para obtener d ichos resul tados hubo de ser necesar io presentar 
dos extens iones al caso integral de temas conocidos para los s is temas di ferencia les c o m o lo son 
la función Hamil toniana y el Principio de Dual idad, los cuales están dentro del capí tulo 4. Si 
bien es cierto que los resul tados discont inuos se derivan en gran parte de los resul tados cont inuos, 
también es cierto que es indispensable la teoría de vibrosoluciones para su obtención. La teoría de 
\ ibrosoluciones se mane ja en el capítulo 5, donde se expresa para el caso integral. 
En el capí tulo 7 se plantea en una breve introducción la relación que puede exist ir entre 
las func iones caracterís t icas Gauss ianas y los conjuntos elipsoidales, pos ter iormente se hace 
un resumen de los resul tados encontrados en el caso de los mode los de s is temas es tocást icos 
Gauss ianos para su posterior comparac ión con los resul tados presentados en esta tesis que 
corresponden a los mode los de s is temas determiníst icos con incer t idumbres desconoc idas pero 
acotadas, a m b o s para sis temas integrales. Quedando claro el hecho de que si se tiene un mode lado 
en forma estocást ica . la solución del problema de fi l trado estará sujeta a tres ecuac iones mientras 
que en el caso de s is temas mode lados determinís t icamente se puede encontrar la solución al 
problema de f i l t rado con tan solo resolver dos ecuaciones. Sin embargo, también se presenta un 
caso estocást ico part icular donde es posible obtener la solución al p rob lema de f i l t rado usando solo 
dos variables (ecuaciones) que es cuando las ecuaciones de estado en los s is temas están dadas en 
forma de ecuac iones diferenciales . 
Capítulo 2 
Marco Teórico 
2.1 Cálculo de Variaciones 
2.1.1 Cálculo de Variaciones 
l 'na rama de las matemát icas que es de utilidad para la solución de problemas de opt imización es el 
calculo de var iaciones. En los problemas de control óp t imo el obje t ivo es determinar una func ión 
que m i n i m i / e una funcional específ ica , la medida de func ionamiento . El p rob lema aná logo en 
calculo es de terminar un punto que produce el valor mín imo de una función. 
Def in ic ión 2.1 Una función f e.s una regla de correspondencia que asigna a cada elemento q en 
cierto conjunto D un único elemento en un conjunto IR . D es llamado el dominio de f y fí es el 
contradominio. 
Defin ic ión 2.2 Una funcional./ es una regla de correspondencia que asigna a cada función x en 
una cierto clase íl un único número real. íl es llamado el dominio de J y el con/unto de números 
reales asociado con las funciones eniles llamado el rango de ./. 
Def in ic ión 2 .3 f es una función lineal de <j si y sólo si esta satisface el principio de homogeneidad, 
para toda <¡ 6 D y para todo número real a tal que <\q £ D, y el principio de aditividad 
f(<¡i +<l¿) /(</•) + / M 
para toda <¡ \. <¡>. y <¡t + q> en D 
Def in ic ión 2.4 J es una funcional lineal de .r si y sólo si esta satisface el principio de 
homogeneidad 
J aq) ~ a.I(q) 
7 
para toda .1 6 Q y para lodo mimen) real a lal que o.t £ W. y el principio de aditividad 
J(Xl+s^ - J{.n) + J{x2) 
para ¡oda r x ¿ . y X[ + x¿ en il. 
Def in ic ión 2.5 Si <¡y <¡ + Aí/ son elementos para los cuales la función f es definida, entonces el 
incremento de f , denotado por A/ es 
A/(r/.Ai/) A / q + AÍ/) /(<;) 
Def in ic ión 2.6 .S7 .í _> .r + />x .so« funciones para las cuales la funcional J es definida, entonces el 
incremento de •), denotado por AJ es 
A./(x>r) A J{x + tx)) J(x) 
Def in ic ión 2.7 El incremento de una función de n variables puede ser escrito como 
A/to.Af/) A df(q.Aq) \-g(fJ, Ar/)- A(7 
donde <lf es una función lineal de Ar/. .S7 
lim {//(</. A í / ) } 0 
A; —0 
entonces f se dice que es diferenciahle en </ y <{f es la diferencial de f en el punto q. 
Def in ic ión 2.8 El incremento de una funcional puede ser escrito como 
A . / ( . r > r ) 6 ^ J ( j ^ r ) + ,){.!-, Kr) • fix 
donde <V/ es una funcional lineal en i\r Si 
l im {<¡{.i.fix)\ f) 
t-j —.i) 
entonces .1 se dice que es diferenciahle sobre x y <V/ es la variación de ./ evaluada para la función 
.i 
E j e m p l o 2.1 Sea x una función continua escalar definida para f € (0. 1] . Encuentre la variación 
./(i 
de la funcional 
Primero, se e nene ni ra el incremento de ,J. 
A . / ( j \ M ,7 + 
{[,(()+K[(t)]J + 2l.r{t)+¿>.c(f)}}dt 
f [r{t) + 2s{t)\dt. 
./o 
después se expanden, y combinan estas integrales, con lo que se obtiene 
A . / ( j - . í . r ) Í { [2 . r (0 + 2 ] M 0 + [ M 0 ] 2 } ^ . 
Ja 
u' separan los términos que son lineales en frs. y se tiene 
A. / ( . r , b.r) f ¡2 .r(0 + 2 fi.r{t)<lt + í [ M O ] 2 ^ -
./1) Jo 
ahora se verifica que la segunda integral se pueda escribir como 
f [bs{í)}¿ di y{.r.fi.r)- fij- , (2.1) 
Ji i 
v que 
l im {ry(.r. } 0. 
/•j —u 
debido a que r es una función continua, sea 
6 nuix { f \ r } . 
i > i 
Si multiplica el lado izquierdo de (2.1) por <\r <\/ que da 
JU 
por lo que comparando se tiene que 
Jo fi-r ./o 
Si ¿J —» 0. óx t) —»• 0 para toda t £ [0.1]. entonces 
l im ( / 
f" [Ja ) 
Por lo tanto . después de verificar que g[i. tx) —> 0 cuando bx —» 0, la variación de J es 
M(x.?>¿) í [2.i(t) +2}kr(t)dt. 
./u 
Esta expresión también puede ser encontrada expandiendo formalmente el integrando de A./ en 
series de Taylor alrededor de .r{t) y reteniendo solo ¡os términos de primer orden en fix(t). 
D e f i n i c i ó n 2 .9 Una función f con dominio D tiene un extremum relativo en el punto q~ si existe 
un t ^ 0 tal que para lodos los puntos <¡ en D que satisfagan <j q' f el incremento de f tiene 
el mismo signo. Si 
A/ " f(q) f(q-) > 0, (2.2) 
/ (¡') es un mínimo relativo: si 
A / f(q) f ( q ' ) < 0 . (2 .3) 
/ (¡') es un máximo relativo. Si (2.2) se satisface para un ( arbitrariamente grande, entonces 
f q') es un mínimo absoluto o global. Similarmente, si (2.3) se satisface para un e arbitrariamente 
grande, entonces f { q ' ) es un máximo absoluto o global. 
D e f i n i c i ó n 2 .10 l'na funcional J con dominio Í2 tiene un extremum relativo en x" si existe un 
( 0 tal que para todas las funciones x en Q que satisfagan x x' < f el incremento de •) tiene 
el mismo signo Si 
A J .}(.>) . / ( . / ' ) ^ 0. (2 .4) 
./ ./ *) es un mínimo relativo, si 
A . 1 ,/ ./•) . / ( O - 0. (2 .5) 
/ ./ * es un máximo relativo. Si (24) se satisface para un e arbitrariamente grande, entonces J(x*) 
es un mínimo absoluto o global Similarmente, si (2.5) se satisface para un t arbitrariamente 
grande, entonces .7 ,r") e.s un máximo absoluto o global, x' es llamado un extremo, y -J[x') es 
referido como un extremum. 
Teorema 2.1 (Teorema F u n d a m e n t a l ) Sea x un vector función de t en la clase íl. y ./(x) sea 
una funcional diferenciable en x. Asuma que las funciones en Í1 no están limitadas por ningún 
restricción. Si x' es un extremo, la variación de J debe desvanecerse en x': esto es 
t.J(x',b.i) 0. para todas las ÓJ admisibles (2.6) 
E j e m p l o 2.2 Encuentre el extremo para la funcional del ejemplo previo (2.1) y especifique si es 
un mínimo o un máximo. En el ejemplo 2. J ya se obtuvo ¡a variación de J. 
bJ{x'.óx) í [2 , r ' ( / ) + 2] bx{t)dt = 0. 
Ju 
de donde, debido al lema fundamental del Cálculo de Utr ¡aciones probado en [20] > ' [ 2 1 ] , el cual 
establece que si una función h es continua y 
i 
h{t)bx{t)dt 0. 
i 
para cada función bx que es continua en el intérnalo [/(l. T entonces h debe ser cero en cada punto 
en el intervalo f,).T]: 
2 . r * ( / ) + 2 - 0. 
x'(t) = -1, 
el cual es un extremo. Puesto que J(x') Jn' —Idt— t — 1, 
A . / J{x) ,/(./') J{x) + 1 > 0, 
por lo tanto. J(x' es un mínimo relativo y global 
2.1.2 Aproximación por Cálculo de Variaciones al Control Óptimo 
Sea una planta descr i ta por la ecuac ión d inámica no-l ineal var iante en el t i empo 
j ( t ) -/(-'•• n.t) (2.7) 
con el e s t ado .i (t) £ i?" y la en t rada de control a(t) £ Rr" . las cond ic iones iniciales .r(/n) — J'o y 
el t i empo inicial t(¡ son espec i f i cadas . La cual t iene asoc iado un índice de d e s e m p e ñ o 
J - o [ j - ( T ) . T ) + I L(4t).u(t).t)dt. (2.8) 
donde to.T] es el intervalo de t i empo de interés. El p r o b l e m a de control óp t imo es encon t ra r la 
entrada u ' { t ) en el intervalo de t i empo T\ que lleve a la p lan ta (2.7) a lo largo de la t rayector ia 
/ * t) tal que la func ión de cos to (2.8) es min imizada , y tal que 
V ( R ( T ) . T ) 0 ( 2 . 9 ) 
para una func ión dada ir £ IV\ la cual es una func ión del es tado f inal . 
I l a \ que hacer h incapié en el hecho de que o{-i{T).T) es una func ión del es tado f inal que 
q u e r e m o s hacer pequeña , c o m o por e j e m p l o la energía [s1 (T)S(T)r[T)] 2, d o n d e S{T) es una 
matriz de peso dada . Por otro lado. i¡'(x{T)yT) es una func ión del es tado f inal , la cual q u e r e m o s 
f i jar en cero exac t amen te . 
De acue rdo con [6] los vec tores A ( t ) 6 /?" (que está en func ión del t i empo) , y v e fí1' (que es 
una cons tante) , son l l amados multiplicadores de Lagrange. los cua les pe rmi ten unir las res t r icc iones 
(2.7) y (2.9) al índice de d e s e m p e ñ o (2.8). de la mane ra s iguiente: 
./ ,>.r(T),T) + rTi,i.r(T).T)+ í [/,(./•(/). u(t).t) + A ' ( / ) ( f ( . r . v J ) >)] dt (2 .10) 
Def in i c ión 2.11 Se define el Hamiltoniano l{ como 
Il(,r{i).u[t).\{t).t) ¿ L ( , ( 0 . u ( f ) . / ) + A ' ( / ) / ( , - . ; í . / ) 
b n t o n c e s se p u e d e escr ibir 
-/ O(.R(T).T) + V7C(.R( f ) . T ) + Í [H(.r(t). u ( t ) . t ) X1 (t).r] dt 
Ji, 
L sando la regla de Leibni tz . el inc remento de ./ c o m o una func ión de inc rementos de s. A. ?'. u y t 
es 
b.J = (Or + k'lr)1 di - (<jr + vJv)Tdt + </ rdr+ ( H - X T x ) d t f (2.11) 
(H - A7 .i ) d t t + H^bx + H¿bu - X1 bx + (Hx - x)1 bX 
• 'i, L 
dt. 
donde 
do 
OJ 
(Ir 
dt 
OH rr OH TT OH 
H,= Hu - . Ih = . ós - Tp- v, = 
0 x Ou 0 X a j 
Para e l iminar la variación en x\ integrando por partes 
í X'bldt - Xrb.i T + A 7 bx + f X! bxdí, 
,/ft ü J t 0 
se sustitu>e esto en (2.11) y se hace uso de 
dx(T) bx(T) + x(T)dl\ 
entonces se tiene después de estas dos susti tuciones lo siguiente 
b.i ( O , + v[v A ) 7 dx + ( Y , + F / R + H X1 x + X1 x)' dt ^ + Y ' T dv 
- (II X'x + X'x) dt ig + A 'dx + í ' ( / / , + X^' bx + Hlbii + (Hx - x)r bX 
• ' ' U L 
De acuerdo con [6] , el m ín imo de ./ con restricciones (2.8) es logrado en el mín imo de 
•I sin restr icciones (2.10). Esto se alcanza cuando b.J — 0 (2.6) para todos los incrementos 
independientes en sus argumentos . Poniendo en cero los coef ic ientes de los incrementos 
independientes dv, bx. bu. bX. Además puesto que t{) y x(t{]) son a m b o s f i jos y conocidos , en tonces 
illa y d.i (t») son a m b o s cero. Los términos evaluados en t tn son au tomát icamente cero. Por lo 
tanto t enemos las s iguientes ecuaciones. 
I a ecuación de restr icción del es tado final 
dt. 
la ecuación de co-es tado 
r{x{T),T) 0. 
: OH d f ' \ di 
A - n i A + i üx ü.r ux 
la condic ión de es tacionar io 
OH OL Of T 
0 = 
Ou Ou + Ou 
+ A, 
v la condic ión de restricción 
(od. + i'] r - A) 1 d.r + (<.;, + c1, <> + hT)' di 0. 
r 
de la cual se derivan las l lamadas condic iones de t ransversal idad. 
2.1.3 Principio Mínimo de Pontryagin 
La general ización del teorema fundamental conduce al principio mín imo de Pontryagin . Por 
def inición, se sabe que el control u* ocas iona que la funcional J tenga un mín imo relat ivo si 
./ i¿) • / ("*) — A J > 0 para todos los controles admisibles suf ic ien temente cerca de u*. Se 
entiende por controles admisibles aquel los que cumplen con las restr icciones dadas, son cont inuos 
y tienen pr imeras der ivadas cont inuas por pedazos. 
Si u u' ii, el incremento en ./ puede ser expresado c o m o A J Í » , bu*) — b.J{u'. bu) + 0(t>u) 
donde representa a los té rminos de orden mayor. b.J es lineal en bu y (){ba) se ap rox ima a 
cero mientras la norma de bu se aprox ima a cero. Debido a que ya no se a sume que los controles 
admisibles no son restringidos, bu es arbitraria solo si el control ex t remo está es t r ic tamente dentro 
de sus límites para todo el intervalo de t iempo [fo. T}. En este caso, la restricción no t iene efec to 
sobre la solución del problema. Si, por el contrario, un control ex t remo cae en el l ímite durante al 
menos un subintervalo [f i. t¿\ del interv alo [/u- T], en tonces las var iaciones de control admis ib les bu 
existen cu>os negat ivos ( (S/) no son admisibles. Si solamente estas var iaciones son consideradas , 
una condic ión necesaria para u* tal que J sea minimizada, es que b.l(u'.bu) > 0. Por otra parte, 
para las var iac iones bu d i ferentes de cero solo para t a fuera del intervalo [/]. t¿] . e s necesar io que 
bJ u'.bfi) - 0. 
Si las ecuac iones de estado son sat isfechas, y A*(/) es se leccionada de tal f o r m a que los 
coef ic ientes de bx(t) en la integral sean idénticamente cero, y la ecuación de condic ión de 
restricción es sat isfecha, se t iene que 
Y puesto que el integrando es la aproximación de primer orden al cambio en H causado por el 
cambio en u 
f ) H 
~-{x'.u\X\t)bu = Hix'.u +h¡.X'.t) H{x',u'.X'.t). 
üu 
por lo tanto. 
b.l = f [H {x',u' + ba.X*,t) - H {x\u'.X',t)]df. 
•n, 
Para que u* sea un control min imizante es necesario que 
í [H{x'.-,r + bu,X'.t) H(x'.u',X\f)]dt > 0, 
A 
para toda bu admisible , tal que l^u J . Por lo tanto. 
H ( x \ u , X \ t ) < H(x'.u' + bu,X\t), 
para toda bv admis ib le y para toda i € [fn. t¡]. 
Def inic ión 2.12 El requerimiento 
H{x\u'.X',t) < H{x'.u,X\t). 
pura toda u admisible es llamado el principio mínimo de Pontryagin el cual enuncia que el 
Hamiltoniano debe ser minimizado sobre toda u admisible para valores óptimos del estado y 
coestado. 
R e s u m i e n d o Se busca un control u ' e V. que hace que el s is tema 
x ( t ) Í U - u J ) , 
siga una t rayector ia admis ib le que minimize el índice de desempeño 
J - 0(x(T).T) + j L{x[t).u(1).í)dt. 
Para lo cual es necesar io apoyarse en el Hamil toniano 
H ( x ( f ) . u(t).Xlí)J) * L(x(t). u(t). t) + XT(t)f(x. u, t). 
que permite señalar las condic iones necesarias para que u ' sea un control ópt imo, las cuales son 
' - °oí 
• OH Df OL 
ux ux ux 
H{x*,u,\*J) < H ( x ' . u . y j ) 
para toda u(t) admisible , 
para toda t £ [t(l. t¡] y 
(CV + b'i r - A ) ' d.r ^ + (0t + V / i' + H)'' dt ^ 0, 
de la cual se derivan las l lamadas condic iones de transversal idad. 
Es necesar io hacer notar que 
1. u'{t) es un control que hace que H[r'(t), u(t),\'{t). t) a suma su mín imo global o absoluto. 
2. Las ecuac iones (2.12) const i tuyen un conjunto de condic iones necesarias para la opt imal idad: 
pero no suf ic ien tes en general. 
[•ti el caso de que los controles no esten restringidos, para que u'{t) min imize el Hamil toniano 
es necesar io (pero no suficiente) que 
í) H 
— (x(t).<i'(t).y(t).t)-l). (2.13) 
un 
Si la ecuación (2.13) se sat isface y la matriz 
^ ( . r ' I O ^ ' l O . A ' f O . O ^ O . (2.14) 
entonces, es suf ic iente para garantizar que ?/*(/) causa que H sea un mín imo local; si el 
Hamil toniano puede ser expresado en la fo rma 
H(.>(t).u(t),X(t).t) n(x(t), X(t),t) + [c{x(f). X(t).f)]1 u(t)+l2u' (t)R(t)u(t), (2.15) 
donde. <• es un sec tor que no t iene ningún término que contenga ?/(f) y /?( / ) es una mat r iz posit iva 
definida, en tonces si se sat isfacen (2.13) y (2.14). estas son condic iones necesar ias y suf ic ientes 
para que II[x'{t). nn(f . A ' { ( ) . t) sea un mín imo global . 
E j e m p l o 2 .3 Considere el sistema 
,ñ(0 JT>(t). 
T¿{t) = .Íl(t) + U(t), 
eon condiciones iniciales s(t^) == ./•,, _v el índice de funcionamiento a ser minimizado es 
•f ' l y-í(t) + u2(t)]dt. 
donde, t¡ es especificado, y el estado final s(t¡) es libre. 
a) Encontrar las condic iones necesar ias para un control sin restr icciones para minimizar ,7. El 
Hamil toniano es 
H(jr(t), u(t),X(t)) - i r f r ) + + A , U ) . o ( 0 W t U A t ) + W M t l (2.16) 
de donde las co-ecuaciones de estado son 
v n - f - - r í ( 0 . 
0. r , 
Á¡(/) = \\{t) + K(t), 
0.r¿ 
debido a que el control no tiene retricciones . es necesario que 
TT 
( = H- (0 + A - ( 0 o 
(Ja 
\ 
02H _ 
por lo tanto 
u'(t) -X '(i), 
minimiza el Hamil toniano. Las condic iones de restricción son 
A*(f / ) = n. 
b) Encuentre las condic iones para un control óp t imo si 
1 < »( / ) < + 1 , para toda / e [ía-íj] • (2.17) 
Las ecuac iones de estado, co-es tado y la condición de restricción para A*(//) pe rmanecen igual: 
sin embargo , ahora u{t) debe ser seleccionada p a r a m i n i m i z a r ( 2 . l 6 ) sujeto a la restr icción (2.17). 
Para de terminar el control que minimiza H . primero se separan todos los té rminos que contengan 
u ( t ) . 
l
2u2{t)+X¿(t)u(t) 
del Hamiltoniano. Para cuando el control ópt imo no se sature, se tiene que 
u'(f) - A - ( / ) . 
como en la parte a); esto ocurre cuando A¿(0 < L. Sin embargo, si hay momentos cuando 
A*(7j -> 1, entonces el control que minimiza es 
, / { / ) _ - 1 . para A¿(7) > 1, 
+ l , p a r a A]{ t ) < -1. 
Por lo tanto. 
= - l , p a r a 1 < 
— \](t). para - 1 < A.¿(f) < 1 
= + 1 , para A*2{t) < - 1 . 
2.2 Programación Dinámica 
La programación d inámica fue desarrol lada por R.E. Bel lman a f inales de los 1 9 5 0 s . El control 
óptimo es expresado c o m o una retroal imentación variable de estado en una fo rma gráf ica o tabular. 
La programación d inámica , está basada en el principio de opt imal idad 
Def in ic ión 2 .13 Lna política óptima tiene la propiedad de que no importa cuales han sido las 
decisiones previas (por ejemplo, controles), las decisiones restantes deben constituir una política 
óptima con respecto a el estado resultante de esas decisiones previas. 
Se debe notar que el principio de opt imal idad juega un papel similar al del Principio M í n i m o de 
Pontryagin en la aprox imación del cálculo variacional a los s is temas de control , sirve para limitar 
el número de estrategias de control ópt imas potenciales que deben ser invest igadas. Esto también 
implica que las estrategias de control óp t imo deben ser de terminadas t raba jando en sent ido inverso 
desde la etapa final. 
2.2.1 Control Continuo y la Ecuación de Hamilton-Jacobi-Bellman 
Sea la planta 
Se busca un control óp t imo cont inuo ii*(f) en un intervalo [fo,T] que minimize .7 y lleve un 
estado inicial .r(fu) a un estado final que sat isfaga v{.r{T). T) 0. Por el principio de Opt imal idad . 
si se supone que t es el t iempo actual y que t + At es un t i empo fu turo cercano a /. Entonces el 
costo para ir del t i empo t al t iempo final T puede ser escri to como 
.i - f ( x , v . t ) . ( 2 . 1 8 ) 
la cual tiene un índice de func ionamien to de 
,/(.r. t) - O ( J T ( T ) , T ) + L{I. U.T)(¡T + L(.C,U,T)CÍT, 
esto es. 
donde .i + Ax es el es tado al t iempo t + A i que resulta cuando el es tado actual x(t) y u ( f ) son 
usados en (2.18). Esta ecuación descr ibe todos los posibles costos para ir del t iempo t al t i empo 
final T . De acuerdo al principio de opt imalidad. sin embargo, los únicos candida tos .J*(x. t) son 
los costos J x, i) que son óp t imos desde t + At a T. Si el costo óp t imo J'{x + A.r . t + A / ) se 
conoce para todos los posibles x + A.r , \ puesto que también se tiene calculado el control óp t imo 
en el intervalo [f + A t . T} para cada x + A.r . entonces solo hay que seleccionar el control actual 
a t) en el intervalo [t, t + A/ ] . Por lo tanto. 
•/*(.'. t) = m m 
« i r ) 
í+Af 
£( . r , u. T)(1T + ./'(.i- + A x . t + A i ) 
t < T < t + At 
esto es el pr incipio de opt imal idad para los sis temas cont inuos en el t iempo. 
Mediante una expans ión por series de Taylor de ,/*(./• + A.r . t + At) a l rededor de (.r. t) y t omando 
una aproximación de la integral se tiene que 
r ( x j ) nui l 
« i r ) 
LAt + .)-{xJ) + 
o.r 
OX 
T 
OJ' , 
+ o, A ' 
t £ T < t + At 
Puesto que ./*, y , /*A t son independientes de ' / ( r ) . t < t <. t + At y A.r / (x. u. t) At, y 
J'(x.t) - .}'(x,t) + ,j;At + mm 
u(T) 
t < T < t + Ai 
LAt + {J¡)' f A t 
Ademas , c o m o At ^ 0 . 
or_ 
!F 
m m L 
o.r 
/ 
que es una ecuación en diferenciales parciales para el costo óp t imo J"(x. t) y es l lamada ¡a ecuación 
de ¡íamilton-.Jacobi-Bellman (HBJ) . La cual puede ser escrita como 
DJ' 
Ot 
-min \H{x, u, J'r.t} . 
2.2.2 Relación entre Programación Dinámica y el Principio Mínimo 
Pr inc ip io M í n i m o Al aplicar el principio mínimo, o el cálculo de variaciones, para determinar 
los controles óp t imos genera lmente se obtienen problemas de dos puntos de valores de frontera , 
que requieren el uso de técnicas numéricas iterativas para su solución. Si las ecuac iones de estado 
de un proceso son lineales (o han sido l inealizadas) y el índice de func ionamien to es cuadrát ico, 
la ley de control óp t imo puede ser determinada por la integración numér ica de una ecuación 
diferencial matricial del tipo Riccati . sobre este caso (LQR) puede verse el capí tulo siguiente. Una 
importante característ ica del cálculo variacional es que la forma de los controles óp t imos pueden 
ser de terminados ; por lo que solo es necesario considerar el subconjun to de los controles que tienen 
la forma apropiada; esto es s ignif icat ivo conceptualmente y venta joso en el sentido computacional . 
P r o g r a m a c i ó n D i n á m i c a La programación dinámica es una manera inteligente de examinar todos 
los posibles candida tos de la ley de control ópt imo. Hacer esto di rectamente enumerando todas las 
posibi l idades es una tarea exhaust iva, pero al usar el principio de opt imal idad un proceso de decis ión 
de mult i-etapas puede ser reducido a una secuencia de procesos de decisión de una sola-etapa. y 
se obt iene un a lgor i tmo computac ional factible. El a lgori tmo consiste en resolver la ecuación de 
recurrencia funcional mediante una búsqueda directa entre los valores de control aceptables . La 
presencia de restr icciones en el es tado y el control genera lmente compl ican la apl icación del cálculo 
de variaciones; sin embargo , en programación dinámica, las restricciones en el control y el es tado 
reducen el rango de valores a ser buscado y por eso se s impli f ica la solución. Otra característ ica 
deseable de la p rogramación dinámica es que el procedimiento computac ional de termina la ley de 
control. Mas aun. deb ido a que el a lgori tmo hace una comparac ión directa de los valores medidos 
del índice de func ionamien to asociado con todas las leyes de control óp t imo candidatas . se asegura 
que la ley de control ópt ima sea global o absoluta. La limitación principal de la programación 
dinámica es la necesidad de una capacidad de a lmacenamien to grande en las computadoras cuando 
se resuelvan prob lemas de s is temas de orden superior, esto es la "mald ic ión de la dimensión*". 
2.3 Ecuaciones Integrales 
Una ecuación integral es aquella donde la función desconocida , esto es la cantidad a ser 
determinada, aparece bajo el s igno de la integral. Una ecuación integral es c las i f icada por su clase 
\ tipo. 
2.3.1 Integral de Lebesgue 
Defin ic ión 2.14 Sea f una función simple, es decir: una función contable ¡i-medible [30] tomando 
valores distintos 
í/) -y¿ .'A 
Entonces por la i n t eg ra l d<> L o b e z n o de f sobre un conjunto A, denotada como: 
í f { - r W . (2.19) 
JA 
se entiende la cantidad: 
Y . v « ^ ) - ( 2 2 0 ) 
donde' 
An : {x : .r e .4, f { x ) ;/„} 
es tal que (2.20} es absolutamente convergente, es decir 
y ^ !JnH(An) ^ OO. 
Si la integral de Lebesgue de f existe, entonces f es una función i n t eg rab l e o s u i n a b l e (con 
respecto a la medida fi), sobre el conjunto A. 
Defin ic ión 2 .15 Para una función medible f . no necesariamente simple, se dice que f es 
i n t eg rab le o Mima ble. sobre un conjunto A si existe una secuencia { f n } de funciones integrables 
simples convergiendo uniformemente a f sobre A. El limite 
l im / JnU)<lfl, 
es llamado la in tegra l do L o b e z n o de f sobre A. denotado de igual forma que en (2.19). 
Sea / una func ión s u m a b l e d e f i n i d a sobre un espac io A \ e q u i p a d o c o n una m e d i d a rr-adi t iva 
(ver la ref: [30] ). F n t o n c e s . la integral (2 .19) de Lebesgue exis te \ M C X med ib le . Si X es la 
línea real, e q u i p a d o con una m e d i d a ord inar ia de L e b e s g u e ¡.l. y si A = [o. b], e n t o n c e s es pos ib le 
expresar a (2 .19) , c o m o : 
f I(•< )</•<•• 
J a 
o e q u i v a l e n t e m e n t e 
í ¡(t)'It. (2 .21) 
a 
en t é rminos de una n u e v a var iable de in tegración f. S u p o n g a ahora que fijamos el l ímite infer ior a . 
pero d e j a m o s el l ímite super io r b var iable , hac iendo notar es to po r la sus t i tuc ión de b por la de x. 
Entonces , (2 .21) se r educe a: 
í f(t)<ít, (2 .22) 
./ (i 
expres ión a la que se le c o n o c e c o m o la integral indefinida de Lebesgue. 
2.3.2 Función de Variación Acotada 
Def in i c ión 2 .16 Una función f definida sobre un intervalo [a. />], .ve dice es de v a r i a c i ó n a c o t a d a , 
si existe una constante O -> 0 tal que: 
I 
Y , - / ( a , ) i < c 
k i 
para cada partición 
a ,r(l < X\ < • • • xv — b (2 .23) 
del intervalo a. />] por puntos de subdivisión x(]. x ] r„. 
D e f i n i c i ó n 2 .17 Sea f una función de variación acotada. Entonces por la v a r i a c i ó n t o t a l de f 
sobre <i.l> . denotada l ( / ) . ve refiere a la cantidad 
I 
i;í(/)=snP £ f ( x k ) - f ( x k 0 
k 1 
donde la mínima cota superior es tomada sobre todas las particiones (finitas) (2.23) del intervalo 
[«./>]. 
L as propiedades principales de las funciones de variación acotadas son: 
a ) Si / > q son func iones de variación acotada sobre [a, 6], en tonces también lo es / + q y 
y'M + a) < v*(f ) + v:;(g). 
b) S i « * 6 < - r . entonces . V : ; ( / ) = l / " ( / ) + \ ; ; ( / ) . 
c) La func ión r(x) V * ( f ) . es no decreciente. 
d) Sea / una func ión de variación acotada sobre [u. b], y sea r la func ión X'Jif)- Entonces si / 
es cont inua sobre la izquierda en un punto x* , también lo es v. 
e) Si / es de variación acotada sobre [a.b], en tonces / puede ser representada c o m o la 
diferencia de 2 func iones no decrecientes sobre [a, />]. 
f) Cada func ión / de variación acotada t iene una der ivada f ini ta en casi todos los puntos . 
g) Si f es sumable sobre [a,b]. entonces la integral indef in ida 3>(.r) — J^ f(t)dt. es una 
func ión de variación acotada sobre [a. b\. 
2.3.3 Ecuación de Volterra 
Defin ic ión 2.18 Se conoce como ecuac ión integral l ineal d e Vol te r ra a la ecuación integral 
</(.'')-/(.' ) +A [* h'(x,0 y (2-24) 
Ja 
donde el límite superior de integración es variable (similar a (2.22)). y corresponde a un problema 
de valor inicial. // es la variable desconocida, x y £ son variables independientes. X es un parámetro 
arbitrario. K (x. £) es una función dada , llamada el Kernel o (asa de crecimiento, f (x) es un 
término no homogéneo. En general f (x). K {.r, £) y la solución ?/ (x) son funciones continuas en 
el intervalo asociado. 
E c u a c i ó n d e F r e d h o l m 
Def in ic ión 2 .19 Se conoce como e cuac ión integral l ineal de Fredho lm. a la ecuación integral 
!)(.r) f{3) + X í (2.25) 
• ' (I 
donde la integral está definida sobre el intervalo [a. />]. y corresponde a un problema de valor en la 
frontera En esta ecuación los términos se definen en la misma forma que los términos de (2.24). 
Cada ecuación ((2.24) o (2.25)), puede ser clasif icada dependiendo de que si aparece o no el término 
y (x ) fue ra de la integral, es decir, 
es una ecuación de Fredholm de primera clase. E n este caso, la función desconocida aparece 
únicamente ba jo el signo de la integral. Si la función desconocida está presente a fue ra de la integral, 
tal y como en (2.25), se dice que la ecuación es de segunda clase. 
2.3.3.1 M é t o d o s p a r a la Solución de u n a Ecuac ión de Vol te r ra 
La solución general de la ecuación de Fredholm se establece en [20] , y es a partir de ésta que se 
puede conocer un método de solución para la ecuación de Volterra. U n método para conocer la 
solución de una ecuación de Volterra se presenta a continuación. 
Considere la ecuación de Volterra de segunda clase (2.24), con kernel cuadrat icamente integrable, 
tal que 
existe y es acotada. Tal kerñel será l lamado un kernel-L2. Asuma que existe algún t ipo de solución 
para la serie 
2 
c o 
(2.26) 
n = 0 
Subst i tuyendo (2.26) dentro de (2.24), se obtiene que 
oo oo 
f K(x¿)4>n{m 
Ja 
71+1 (2.27) 
71=0 n 0 
Asociando té rminos del mismo orden, resulta que: 
A° : ¿ „ ( a ) = / ( * ) , 
- í l ú l s . ^ 0 / ( í K 
J O ./() 
- f f ' A - ^ . í . i A ' i ^ - o / m , ^ 
= f K2(r.Z)m<t£. 
J n 
A" : í A ' „ ( . r . O / m -
donde 
A, £ 
í 
por lo tanto, 
;y(.r) - / ( . r ) + ¿ A " f ¡{„(x.mWS-
» i •/l) 
Con 
A ' i ( ^ í ) = A V - O -
se puede def in i r un nuevo kernel F( . / . A), l lamado el Kernel Resolvente: 
n \ 
Fn términos del kernel resolvente, la solución se puede escribir como: 
U(s) f(r)+X í r ( x . í ; A ) / m . 
Jo 
A esta solución se le conoce c o m o la solución de series de A 'eumann para la ecuación de Volterra 
de segunda clase. 
Para probar si es posible que la solución de Neumann válida para (2.24). también lo sea para el caso 
de una ecuación de Volterra de primera clase, considere la ecuación 
f ( x ) ~ r (2.28) 
•lo 
la cual es una ecuación de Volterra de primera clase. Diferenciando (2.28) con respecto a x ; 
f ' ( x ) K(x,jt)y(x) + £ 
Si K x.x) 0. en el intervalo (0. x). se puede definir: 
, / V ) ¿ . t n 1 OK(x.Ç) 
F -r ~~ 777 h ^ = l ~ i \ — ñ • K(x,x) h {x.x) (Jx 
Entonces. (2.28), se puede escribir como: 
y{x) F(x)+ í 
Jo 
la cual, es una ecuación de Volterra de segunda clase y puede ser resuelta por el método menc ionado 
anteriormente, \fcase [ 3 4 ] . 
E j e m p l o 2.4 Considere la siguiente ecuación de Volterra 
i r 1 
x{s) r 2/ ..r(t)di. 
(••> + 2) Jo (s f + 2) 
suguiendo el método antes expuesto se tiene 
i 2f : ,„(,) ^ 
, . r i i 2) : 0,( .s) / j - ¿<lt-
' ./„ (.s t + 2) (t+ 2)¿ 
s ¿ 4 ln(2).s + + 41n(.s + 2).s 8 ln(2) + 81n(.s + 2) 
(.s + 2)(1G + .s2 + 8-s)(.s + 1) 
, , f 1 i2 U n ( 2 ) / + 1/ + 4 l n ( / + 2)t 8 l n ( 2 ) + 8 ln( f + 2) 1 . o , O ' - dt 
./„ (s t + 2)2 ( / + 2 ) ( 1 6 + ^ + 8f (/ + 1) 
[lS/n(.s + 4) /n ( )s 2 + 384/n( + 2)/n(.s + 4) s Uf iM2) /n( . s + 4).s¿ - 381/n(.s + 
1)/» J 4 ) s + 432.s + 252a ¿ + 864/rj(2) 8fíl/n(.s + 2) + G 4 t t 2 + 1.130/,) 2) 2 
+ 7 f M l < » / J.s + 2) + 48-s1 + 7fi8r///or/( ) + 18/»(.s + 2)/n(.s 4- 4 )s 2 + 
•Ì81M.S + l ) / n ( - ( . s + 2) (.s + 4 ) ) s ÍS/n(.s + 4 h> J j . s 2 768/tí(2)/n(.-s + l ) s 
96/71 s + 2)/ti 2).s- 768/n(.<? + 2)/?i(2).s 288 / " 2)s + 28S /n ( s + 2 s + 216M.S + 2).s¿ + 
768/rj ( .s + 2)ln{s + 4) + 48 dilog^)*2 + 3S4ddoy(^)s + 48dilog{\i> + 2)s2 
+:mdilog(l¿0 + 2)a + 9 6 / r i ( 2 ) V + 768//Í(2) J .s l 536 /n (* + 2) /n(2) 768/n(.s + -
21/n(2 a ' - 21C/ÍÍ(2).S¿ + 24/T>(S + 2)v< - 1536/H(2)/TI(S + 4) + 7 6 8 / n ( s + 4)/nf / + 4 2 ) 
^ddog(^).^ - 3$4dilog{¿4)s + 4 t t V + 3 2 t t ^ ] [(12,s + 3G + s2)2( 1G + s2 + 8 s)} 
donde 
* 7i ( i - O 
0 24-
0 22-
0 2 -
0 18-
0 16" 
0 14-
0 12 
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Fig.l Ecuación de Volterra (e jemplo 2.4) 
Otros métodos de solución de ecuaciones integrales de tipo Volterra de segunda clase, son los 
l lamados métodos de cuadratura. Este procedimiento numérico consistiría en aproximar el término 
integral de la ecuación (2.24) mediante una regla de cuadratura que integre sobre la variable t para 
un valor fijo de s. 
2.3.4 Ecuaciones Integrales de Volterra y Ecuaciones Diferenciales Lineales 
Fxiste una relación fundamental entre las ecuaciones integrales de tipo Volterra y ecuaciones 
diferenciales lineales ordinarias. En realidad, la solución de cualquier ecuación diferencial del tipo 
(2.29) 
<r 1 dnu tv 'n 
+ n,( . r ) . , + . . . + ft„(j)u - F(.i) 
di" d.¡ ' 
con c o e f i c i e n t e s con t inuos , y con cond ic iones iniciales 
u{0) — f(|, ü ' (0) - r, fi" 1 (0) — c„ (2.30) 
puede ser r educ ida a la so luc ión de una cierta ecuac ión integral de Volterra de s e g u n d a c lase 
y ( x ) - f ( x ) + X f K ( x . 0 f { 0 ^ - (2-31) 
./o 
Para lograr esto, sea 
v s u c e s i v a m e n t e 
i o 7 = / / ( 
•h 
r> ¿f v • (v 7) - ['(T-tmw 
Jo 
- * / " / m f í / m - ' / " / ( í k ¿ r / ( Í R + r [* 
Ja Ji) ./(i ./(i jo ./o 
/ ( É W í 
D ' 7 p 1 (Z> " + 1 / ) = — L — í (x o™ 7 ( í K -
l7' 1J- ./<» 
Tomando en cuen t a las c o n d i c i o n e s iniciales, se obse rva que 
i7" 1 u 
= , + P 7 - (2-32) dx" 
rn \X + <•„ > + V 7 -
d" ¿u 
d.i" ¿ 
xu 1 x" 2 
r„ i . +r, - + ... + rl.r + c<) + V " f . (/> - 1)! {» 2)! 
Regresando a la e c u a c i ó n d i fe renc ia l ( 2 . 2 9 ) . se ve que puede ser escr i ta en la f o r m a (2 .31) d o n d e 
A - ( , . 0 ^ . ' . A 1. (2 .33) 
h 1 
y x) F J) rn ¡o1(x) ((, 2 <'2Í-r) ••• (2 .34) 
A la inversa, se resuelve (2.31) con K y F d a d a s por (2.33) y (2.34) > se sust i tuye el valor obtenido 
para f ( x ) en la úl t ima ecuación de (2.32), se obtiene la solución (única) de (2.29) que sat isface las 
condic iones iniciales (2.30). 
2.3.5 Ecuaciones del tipo Faltung (Tipo Ciclo Cerrado) 
Como caso part icular de una ecuación diferencial lineal con coef ic ien tes constantes reducida a una 
ecuación integral de tipo Volterra es aquella cuyo kernel es un pol inomio en .r y. 
K(x,y) k ( x - y ) . (2.35) 
l a l e s ecuac iones 
y(x) - f ( x ) X ( K[x 0 / ( í K 
Jo 
y sus s imilares de la pr imera clase, son una importante clase de las ecuac iones integrales de tipo 
Volterra que Volterra l lamó ecuaciones de ciclo cerrado debido a que el operador 
VAKO] ~ f A'(r.O/m, 
lleva a cualquier func ión periódica / ( £ ) con per iodo arbitrario T a otra func ión per iódica con el 
mismo per iodo T . si y sólo si K es del tipo ( 2 . 3 5 ) . 
También se le conocen c o m o ecuaciones del tipo Faltung debido a que la operación 
f** í /(•'- O d C R 
./ -X 
es genera lmente l lamado Faltung (o convolución) de dos func iones / > - f . 
R e s u m e n 
Ln este capí tulo se dan las bases del cálculo variacional. su apl icación al control óp t imo para su 
posterior ut i l ización en el capí tulo 4. También se menciona la p rogramación d inámica y se hace 
una comparac ión con el principio mín imo de Pontryagin. Por otra parte se dan las def in ic iones de 
las ecuac iones integrales sobre de las cuales se t rabaja a lo largo de la presente tesis, c o m o lo son 
las ecuac iones integrales de tipo Volterra: se presenta un e j emplo de una ecuación de Volterra con 
su solución numér ica y se menc ionan otros métodos de solucion numér ica (mé todos de cuadratura) . 
Capítulo 3 
Regulador y Filtro Óptimos en Sistemas Dife-
renciales 
R 
3.1 Regulador y Filtro Optimos en Sistemas Diferenciales 
Un problema que se presenta en el área de control es el del regulador, el cual consis te en encontrar 
el valor de la var iable de control para llevar la salida de la planta y sus der ivadas a cero, es decir 
llevar la planta de un es tado no-cero a un estado cero, hn el sentido práctico, es necesar io tener 
en cuenta las restr icciones que nos marca el funcionamiento de la planta, ya sea en cuanto a la 
magnitud del control , el t i empo de respuesta, picos de sobrepaso a la salida, márgenes de ganancia 
o de fase , ancho de banda, etc. Sin embargo, el diseño de un s is tema de control del mov imien to 
de una nave espacial , o de cualquier otro sistema de control comple jo , mul t ient rada-mul t isa l ida de 
tecnología moderna demanda de un enfoque de solución diferente , c o m o lo es el que presenta la 
teoría del control ópt imo. La formulación de un problema de control óp t imo requiere: 
1. Una descr ipción matemát ica (modelo) del proceso a controlar. 
2. Una declaración de las restr icciones físicas. 
3. La especi f icac ión de un criterio del desempeño . 
Fste p rob lema puede ocurrir cuando la planta está sujeta a disturbios no deseados que per turben su 
salida. 
Un p rob lema en el área de control es el de la est imación ( ident i f icación) de es tados . C u a n d o el 
t iempo es la variable independiente , tres tipos de problemas de est imación se presentan 
1. Filtrado: es t imar el es tado s(T) de la salida ;/ (t). 0 < t < T. 
2. Predicción: est imar el es tado .r(T + r ) de la salida // ( /) , 0 < t T. r > 0. 
3. Suavización: est imar el es tado . r ( r ) de la salida // ( / ) . 0 < t < T. 0 < r < T. 
Fste p rob lema también puede presentarse en lugares donde la planta este a fec tada por d is turbios no 
deseados. 
Cuando se trata del d i seño de un observador simple en el cual se usa el mode lo lineal 
i- — As + Bu, x(t() Ju 
V Cx, 
con el valor inicial j o desconocido , para est imar el es tado actual del vector x dada la ent rada u y la 
medición de la salida y. La ecuación de estado del observador estaría dada como: 
x Ax + Bu + H(y - C'x), 
por lo que el error de es t imación x = x — x sat isface 
'x [A — HC)x. 
El observador es mos t rado en el d iagrama de la Fig. 2 
d x 
LÜJ* 
Fig. 2 Observador de estado en s is temas lineales 
Entonces el d iseño de un observador de estado ópt imo se reduce sólo a la opt imización de H basado 
en a lgún criterio. Si se añade ruido o algún disturbio al modelo , en tonces hay una ganancia H para 
el es t imador que debe ser la óp t ima para minimizar la inf luencia de d ichas incer t idumbres . M a s 
aun puede ser ca lculada resolviendo una clase especial de ecuación no lineal c o m o la ecuación 
de Rìecati. Se pueden adoptar varios criterios para obtener d icha ganancia, uno es el de tomar el 
escenario del peor caso lo cual conduce a la opt imización min imàx ima [1] o H * [ 2 2 ] . 
3.2 Incertidumbres 
Como incer t idumbre se ent iende por lo general algo que no está bien def in ido . Ahora bien, cuando 
tratamos s is temas con incer t idumbres , se usan modelos bien def in idos y en los cua les se trata de 
representar lo que se considera incierto del sistema. Los mode los posibles para x escalar cuyo valor 
es incierto son: 
1. X es una variable aleatoria con estructura probabilist ica específ ica . 
2. x es una variable aleatoria cuya estructura probabilistica cont iene parámetros inciertos: por e j em-
plo. media y varianza. 
3. x es una variable aleatoria cuya estructura probabilist ica es desconocida excepto para ciertos 
momentos ; por e jemplo , media y varianza. 
4. x es comple tamen te desconocido. 
5. x es acotada; por e jemplo , \x\ < 1. 
6. x puede tomar solo ciertos valores: por e jemplo , x 1. 2, ó .'3. 
Estos 6 mode los pueden ser combinados en dos tipos básicos c o m o sigue: 
1-3. x es una variable aleatoria cuya estructura probabilist ica puede ser incierta. 
4-6. x per tenece a a lgún conjunto . 
Los mode los posibles para un vector x A'-dimensional cuyo valor es incierto son: 
1. x es un vector aleatorio cuya estructura probabil is t ica puede ser incierta. 
2. .i per tenece a algún con jun to en un espacio A'-dimensional ; por e jemplo , x per tenece a un con-
jun to cerrado, x puede tomar solo ciertos valores, o x está en alguna hipersuperf ic ie . 
Los mode los posibles para una función del t i empo escalar x{t) en 0 < t < T cuyo valor es incierto 
son: 
1. ./ (/} es un proceso estocàst ico cuya estructura probabilist ica puede ser incierta. 
2. i(t) es acotada para toda n < t < T: por e jemplo, x (t) < 1. 
3. x(t) debe sat isfacer a lgunas restricciones integrales: por e jemplo . 
4. El espectro de x{t) es l imitado: por e jemplo . 
X W' ) < € . para toda 
j-(uí) - í x(t)< dt. 
Jt) 
5. x(t) es paramet r izada ; por e jemplo , 
j ( / ) oo + ñit + a¿t2, 
d o n d e los valores de a u . y a¿ son inciertos. 
Los m o d e l o s 2, 3, 4 y 5 pueden ser vis tos c o m o métodos para restr ingir a x(t) a a lgún con jun to 
en el e spac io de todas las func iones del t i empo posibles en 0 < t < T . Los e j e m p l o s anter iores 
ilustran las dos c lases pr incipales de mode los con incer t idumbres q u e se cons ideran: 
1. Mode los probabi l ís t icos con posibles incer t idumbres en las d is t r ibuciones probabil ís t icas . 
2. Mode los de te rmin ís t icos con incer t idumbres desconoc idas pero acotadas . 
3.3 Programación Dinámica y Conjuntos Geométricos 
Aun cuando la solución a los p rob lemas de control para mode los de terminís t icos con incer t idumbres 
desconoc idas pero acotadas ha sido abordada por los métodos de p rog ramac ión d inámica y el 
pr incipio m í n i m o de Pont ryagin con opt imización sobre con jun tos geomét r icos , se presentan serias 
d i f icul tades c o m o : 
• La exis tencia de una solución no está garant izada, 
• La so luc ión del p rob lema de control es dada sin espec i f icar una ley de control de f in ida (lo que 
es necesar io para su implementac ión práctica), 
• Los requer imien tos computac iona les son eno rmes para obtener una solución. 
Ls por esto q u e el m é t o d o para t rabajar con mode los de terminís t icos con incer t idumbres 
desconoc idas pero acotadas , abordado en la presente tesis es el de con jun tos geomét r i cos en la 
forma de los e l ipsoides . 
3.4 Conjuntos Compatibles con Incertidumbres 
3.4.1 Conjuntos Arbitrarios 
Cuando se trata con m o d e l o s determinís t icos con incer t idumbres desconoc idas pero acotadas , se 
puede cons iderar que estas incer t idumbres per tenecen a con jun tos arbi trar ios los cuales de te rminan 
las cotas. Cons idérese un s is tema lineal 
i ( t ) = ¿ ( í ) j ( 0 + fl(0»(0 
A o) - j-O 
2(0 - C'{t)x{t) + í'{t) 
X E Í2_R 
r e íl 
donde Í1r\ Ílt, son conjuntos . 
Para el caso del es t imador donde se tienen restr icciones instantáneas, debido a que r debe estar 
en un con jun to , se tiene que dada una observación 2 zwtna¡ se combina con el con jun to Í2t y 
con la ecuación de es tado, para definir un nuevo conjunto que debe contener x. Por lo tanto la 
observación espec i f ica un con jun to Q x S i l u a que debe contener a x . Considere los dos con jun tos 
ílj. y íls z. Cada con jun to cont iene x. Por lo tanto, x debe estar en su intersección. Sea H , , , que 
denote esta intersección. Entonces . 
S U - í i , * 
en general resuelve el problema de est imación. El modelado de las inccr t idumbres implica que. dada 
la observac ión 2. el valor de x debe estar dentro de Í2, „ . Además , es el conjunto más pequeño , que 
debe contener j- y que puede ser calculado de la información disponible. Por lo tanto, el con jun to 
S2, s, es el mejor con jun to de es t imados. Nótese que el es t imado del vector x está de f in ido c o m o 
un conjunto . Un mode lo con incer t idumbres desconocidas pero acotadas no provee de información 
especif ica para determinar cual vector dentro de es el mejor es t imado de .1. Sin embargo , una 
idea razonable es def in i r x como el centro de donde el centro puede ser de f in ido de manera 
conveniente , por e jemplo , como el centro de Chebyshev def in ido c o m o 
Chebvshev ara TJIITI nmx L » . 
íh.R n(-W,„ 
3.4.2 Elipsoides 
Dentro de los cont ro les basados en la técnica de con jun tos teóricos, el conjunto cerrado convexo 
l lamado el ipsoide es de part icular interés, debido a que se puede def in i r su centro de manera 
relat ivamente sencilla. 
Un el ipsoide Q con centro en m puede ser def in ido como 
n = : [j; - rn]' V 1 [x m] < l } . 
donde T es una matr iz posi t iva def in ida . El tamaño, la fo rma y localización del el ipsoide son 
de terminados por ;n y T . El centro es de terminado por m . La or ientación (dirección de los ejes) 
de Í1 es de te rminada por los e igenvectores de T, y las longitudes de los ejes de Q son de te rminados 
por los e igenvalores de T. Nótese que el centro de Chebyshev de un el ipsoide coincide con su centro 
m. 
E j e m p l o 3 .1 Elipsoide il — j . r : [r — ni]f Y 1 [./• m] < 1 j , donde 
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Fig. 3 Elipsoide í l del e j emplo 3.1 
3.5 Filtro y Regulador Minimáximo 
Considérese un s is tema lineal 
i ( 0 - A(t)s(t) + B(t)u(t), 
-r(O) -
z{t) = C(t)s(t) + v(t), 
donde j . { f ) £ E " es el es tado, u{t) e R?> es el ruido en la entrada, z{t) € M'' es la observac ión y 
v{t) e R7" representa el ruido en la salida. 
El p rob lema del f i l t rado es est imar s(t) , t > 0 dada ¿(A), 0 < .s < t y a lguna información 
sobre .í(). u(-), ?>(•) pero no de sus valores específ icos, es decir, se tratará un triple de "d is turb ios" 
(./ ,. u ( ' ) . <-(•)) el cual per tenecerá a un conjunto dado que será un el ipsoide, en el espac io de Hilbert 
H R " x L¿ [0. T] x [0, T] y está acotado por su norma. Por conveniencia , se a sume que la 
cota sea 1. 
El p rob lema del filtrado min imáx imo consiste en encontrar para cada t e [0. T], el e s t imado x(t) 
basado en las observac iones previas ¿(*>), 0 < s < t ; que minimiza la m á x i m a de cualquier 
funcional lineal del error. El máx imo es tomado como (J'Q, u ( - ) . ?'(•)) sobre el rango de triples de 
norma menor o igual a uno, y que dan lugar a las observaciones part iculares 0 < .s < t . En 
otras palabras , el es t imador min imáx imo i{t) minimiza 
n iax {vl> (./•(/) - .r {t)) : ./„. w(-). r ( - ) < 1 y que den lugar a : ( . s ) . ( X , s < l } , 
donde ^ ( ) es una funcional lineal del error. 
H filtro m i n i m á x i m o emplea una filosofía de diseño del peor de los casos y tiene un sabor de j u e g o 
teórico. Se a sume que el oponente , la Naturaleza, es p e n e r s a y escoge las incer t idumbres de tal 
forma que se oculte el verdadero estado. La Naturaleza está restr ingida en la energía total que puede 
usar. En tonces se busca el es t imado que minimiza la máx ima perdida que es medida por cualquier 
funcional lineal del error. 
Para el caso del regulador, se a sume que la naturaleza al igual que en el caso del f i l t rado, escoge 
las incer t idumbres , cuya energía total esta restringida, para maximizar la funcional de costo que el 
regulador está t ra tando de minimizar usando el control óp t imo el cual logra el mejor func ionamien to 
garantizado. 
3.6 Regulador y Filtro con Incertidumbres Desconocidas pero 
Acotadas 
Una aprox imac ión a la solución de problemas con incer t idumbres desconocidas pero acotadas fue 
el dado en [ 1 ] por Bertsekas y Rhodes . para s is temas descri tos por ecuaciones diferenciales , el cual 
trata la solución del p rob lema del fi l trado, predicción y suavización en virtud de la solución del 
problema del regulador con sentido inverso en el t iempo, esto es solucionar el p rob lema dual. 
3.6.1 Planteamiento del Problema de Filtrado 
Se considera un s is tema lineal cont inuo en el t iempo 
i (/) A(t)j(t) + D(t)u(l), (3.1) 
z(t) - C(t)x(t) + v(t), (3.2) 
donde ./•(/) € IR" es el es tado del sistema, u{t) € IR7'es la incer t idumbre en la entrada, y v (t) e R m 
es ruido en la salida. El es tado inical x (/o) y los dis turbios u ( / ) , r ( t ) se a sume desconoc idos pero 
sat isfacen la restr icción de energía 
- ' o ] ' ' * 1 k (/„) - -r0] + 2 / ' ( * ) " ( • " ) + <•' '(•"•)'• (.s)]'/.s < 1 
(3.3) 
donde .rn es un vector conocido. 4'. Q . R son matrices simétricas, posi t ivas def inidas . Encuentre 
el con jun to de todos los posibles estados del sistema x{t). que son consis tentes con la restricción 
(3.3) \ la función de salida z{t). 
3.6.2 Planteamiento del Problema del Regulador Generado por el Problema 
de Filtrado 
Se considera el s is tema lineal cont inuo (3.1) v el criterio 
.1 = xo]1* l[x(tQ) x,]+l2 I vr{s)Q 1 (»)»(*>) ds (3.4) 
~ j íu 
donde .rt) es c o n o c i d o y z {•) e s una func ión va luada de f in ida en [t>.t]: 4 ' . Q . R son ma t r i ces 
s imétr icas , pos i t ivas de f in idas . Encuen t re el c o n j u n t o de todas las pos ib les t r a \ e c t o r i a s del e s t ado 
./ s). t(l < ,s < t para los cua les 
,/• - m i n ./ < 1. 
t<( t. 
Nota 3.1 Este es un problema estándar de seguimiento de trayectoria dentro de la teoría de control 
óptimo pero en el cual el tiempo opera en sentido inverso, que es equivalente al problema de filtrado 
enunciado en la sección 3.6.1. 
3.6.3 Solución del Problema de Filtrado 
La soluc ión [1] es el e l ipso ide A ' ( / ) d a d o para toda t 6 [/o-1] po r 
X(t) ~ {.r : [.r x(t)}! K(t)\x ;•(/)] < I - ¿ V ) } . 
donde la mat r iz K ( i ) e s la so luc ión de la ecuac ión de Riccat i 
K(s) ~ Í4 7 ( .S )A'(A ) A*(.SM(.S) K(,)B(S)Q(S)Dt(.,)K(.S) + C' (S)R ' ( . % ) C ( . S ) . 
con cond ic ión inicial 
h'(tu) * 
y el n u m e r o real pos i t ivo fi2{t) está d a d o por 
fi¿(t)-\ í [z(s)~C(s).r ( , ] ' / ? 1 , ) [ . ( , ) C(,).i(>)}ds. 
¿ -'i-, 
El e l ipso ide X { t ) d a d o para toda t € [f) . f] t ambién puede ser exp re sado po r 
A ' / ) = [ r : [ / - J - ( ( ] r E l(t)\x r ( f ) ] < 1 fi¿(t } . 
donde la matr iz T.(t) es la solución de la ecuación de Riccati 
¿ ( a ) - ¿ ( . s )S (A) + £ ( , s M r ( , s ) E ( s ) C " (s)R ' ( , ) r ( , ) E , ) + B(,)Q(,)Br(s) 
con condic ión inicial 
S(í0) = 4'. 
\ el es t imado ópt imo de x es la solución de la ecuación diferencial lineal 
-r ( , ) > l ( S ) J - ( A ) + S ( . s ) r , ' ( . s ) f í s) C(s)x(,)}. x(t0) - x 0 . 
La energía de las incer t idumbres está restringida por un el ipsoide en el espacio IR" x \J.¿ [0, T] x 
L" O . r ] , Debido a que cualquier función de salida medida def ine una variedad lineal en el 
espacio L'¡ [0, T\ y puesto que la intersección de un elipsoide con una variedad lineal es también un 
elipsoide, el conjunto de todos los posibles estados es también un elipsoide. 
3.7 Ecuación de Riccati 
Existe la s iguiente relación entre la ecuación de Riccati y un sistema de ecuaciones lineales. Sea 
P ( i . T ) la solución de la ecuación de Riccati (con coefic ientes matriciales variantes en el t iempo) 
P PA + A'P PDfí lD'P + Q. (3.5) 
con condición límite P(T. T) y sea la ecuación lineal 
A - B R f í 1 
Q Ar 
Si A ' ( 0 es no-singular sobre [to, T], la solución de (3.5) existe en T y. además . 
P(t.T) ~ Y(t)X '(/)• 
Si la solución de (3.6) existe en [fc , T ] . y si <í>(f. .s) € R ¿ " x ¿ " es la matr iz de transición asociada 
con (3.6) y es part icionada en 4 submatrices <í>, (t. s) £ R " x " . entonces 
X 
Y 
X X(T) I 
Y Y(T) 
(3.6) 
P(t.T) - $¿A{t>T) + $2¿{t.T)V <I>, i I.T) + 4>i ¿(t.T)V 
R e s u m e n 
En este capí tulo se presentan los diferentes tipos de incer t idumbres que se mane jan en el c ampo 
del control , las es tocást icas y las determiníst icas y se hace hincapié en el hecho de que son estas 
últimas, las determinís t icas las que van a estar presentes en los mode los a lo largo de esta tesis, así 
también se presenta el p rob lema de fi l trado y regulador min imáx imo para s is temas expresados en 
forma de ecuac iones diferenciales , que poster iormente se hará válido ba jo ciertas condic iones para 
los s is temas expresados en fo rma de ecuaciones integrales del capí tulo siguiente. 
Capítulo 4 
Filtrado y Regulador Óptimo en Sistemas In-
tegrales Continuos 
En las s ecc iones an te r io res se hizo re fe renc ia a los p r o b l e m a s de r egu lador y f i l t rado ó p t i m o s 
con i nce r t i dumbres d e s c o n o c i d a s pero acotadas , esto para s i s temas descr i tos por ecuac iones 
d i fe renc ia les . Sin e m b a r g o , exis ten c ie r tos m o d e l o s que por su na tura leza no pueden ser descr i tos 
por m e d i o de e c u a c i o n e s d i fe renc ia les s ino por el cont rar io son m o d e l a d o s por ecuac iones 
integrales . Pa ra es te t ipo de s i s temas se hace necesa r io el presentar so luc iones a los p r o b l e m a s 
de r egu lador y f i l t rado en f o r m a aná loga a los s i s temas d i fe renc ia les . 
4.1 Función Hamiltoniana 
Dado que a h o r a se trata con ecuac iones del t ipo integral , hay que hacer c ier tas m o d i f i c a c i o n e s a la 
func ión Hami l t on i ana . C o n s i d é r e s e la s iguiente ecuac ión integral l ineal : 
JT (t) - x{t0) + í A ( / , a) ./ (a)í/.S + f B{t,.s)u{t,s)ils. 
Jlo -ll< 
esto t a m b i é n se p u e d e expresa r c o m o : 
í [¿(s) - ¿(/..sM.s) B(t,s)u{t..s)}ds 0. 
Ya que si el i n t eg rando es ce ro en tonces la integral es cero , se p u e d e a s u m i r que 
i-(.s) A(t,s)s{*) B(t,*)u(t.s) 0. (4.1) 
Con este s i s t ema se asoc ia ra un índice de f u n c i o n a m i e n t o 
J - [x(tu) .„J7"* l [ x ( t 0 ) - x { ) } 
+ j L(x{*), u{t.:s).f..s)r/.s. 
d o n d e (/o. t\] es el in tervalo de t i empo de interés. In t roduc iendo un mul t ip l i cador A(/) a soc i ado , el 
índice de í u n c i o n a m i e n t o a u m e n t a d o es el s iguiente : 
J [ . r ( / f ) x, l [ j ( / , - . m ] 
+ 
[ !•{*>) + A(t.s)s{*) + B(t.*)u{t.*)]}ds. 
Si d e f i n i m o s la f u n c i ó n H a m i l t o n i a n a c o m o 
H(x,u, A . / . a ) - L{x, n.f.s) 
+XT(,)[A(t.,)x(s) + B(t.,)u(t,,)}. 
entonces , el índice de d e s e m p e ñ o p u e d e expresarse c o m o : 
.7 = [j-(í0) xu}1 * l[x(t()) .'"o] 
+ 
Jt O 
Lsto permi te , de a c u e r d o con el pr incipio m í n i m o de Pont ryagin [6] . e s tab lecer las r e l ac iones 
s iguientes : 
4.2 Principio de Dualidad 
Puesto que una so luc ión para el p r o b l e m a de f i l t rado en el c a so de s i s t emas descr i tos por e c u a c i o n e s 
d i fe renc ia les se p u e d e ob tene r del s i s t ema dual (pr inc ip io de dua l idad [11]) del p r o b l e m a del 
regulador. En tonces , t o m a n d o la m i s m a ap rox imac ión para la so luc ión del p r o b l e m a del filtrado en 
s i s temas in tegra les , se hace necesar io int roducir el p r inc ip io de dua l idad para es ta c lase de s i s t emas . 
H t e o r e m a de dua l idad se enunc ia rá ensegu ida . 
Sea el s i s t ema d i n á m i c o 
x(t)~ A(t)x(t) + B(t)u{i). (4.2) 
y[t)-C(t)x(1) + Dt)u(t). 
\ el s i s t ema d i n á m i c o 
¿(0 t Z(t +C1(t)r I). (4.3) 
B7(t)z(t) + DT(t)r(t), 
donde A'. BT. Cl y DT son la t ranspues tas de A.B.C y D. •) y <!>/(•, fo) son las ma t r i ce s de 
t ransic ión de los s i s t emas (4.2) \ (4 .3) r e spec t ivamente . El s i s t ema (4.2) es con t ro lab le (obse rvab le ) 
en t). si y só lo si, el s i s t ema (4.3) es obse rvab le (cont ro lab le ) en tu. 
La p rueba de d i c h o t eo rema se basa en dos t e o r e m a s [11] : el de con t ro lab i l idad y el de 
obse rvab i l idad , los cua les , enunc ian que el s i s tema (4.2) es con t ro lab le (obse rvab le ) en t(h si y 
sólo si. ex is te un ti > ttí f ini to , tal que los n r eng lones (i> c o l u m n a s ) de las f u n c i o n e s mat r ic ia les 
4>(1(?,. •)£(•) ( C ( •)#/,(•, tu)) son l inea lmente independ ien tes en [/„. ti}. Es e n t o n c e s c laro que 
<M'u,0 - «J>/{/./«)• 
Puesto que d i c h o s t e o r e m a s basan sus p ruebas en la so luc ión genera l de la ecuac ión (4.2) y d a d o 
que la so luc ión genera l de una ecuac ión c o m o (4.2) se p u e d e escr ibir de la f o r m a s iguiente : 
x(t) <í>(/, T^ITO) + / <t>(f, T)B(T)H(T)<IT, 
lo 
se p r o p o n e una f ó r m u l a s e m e j a n t e 
x{t) ~ t(])x{t{i) + ¡ <1>(f, r)B(t.r)u(t, r)dr, (4 .4) 
fo 
para la so luc ión de la ecuac ión integral de t ipo Volterra 
r ( t ) =x(tfi)+ f A(t,s)x{s)(U+ í B(t,s)u (4 .5) Jt, Ji, 
F1 p r o c e d i m i e n t o que se s igue para l legar a asegurar que este resu l tado es cor rec to , e s el s iguiente . 
Sea <.'(/) una ma t r i z f u n d a m e n t a l de x (t) x(t„) + j¡ A (t. s)x(.s)ds, que sa t i s face 
t 
en tonces . <l> / . ttl) v ( / ) v ' ( / „ ) . para t o d o / , /< en ( oc . x ) . se d ice que es la mat r iz de t rans ic ión 
de .i T) , r ( f ( ) + A (T, .s) .r(s)f/.s, de ahí que 
<I>(Mo) - I + s)<I> sJ„)dA. (4.6) 
t 
Tomando (4 .6) y sus t i tuyéndo la en (4.4) se t iene que 
x(t) x{t0) + f A(t, .s)4>(.s, t0)i(l(l6 + I D(t. r)ii(t, r)dr 
I ) 'o 
+ ¡¡A(t,s)^{s,T)B{t,T)u(f.r)dMlT-
'O T 
Dado que se trata de un s i s t ema re l a j ado [11] en tt). e n t o n c e s la ú l t ima integral e s igual a r< ro para 
r tfi. por lo cual se p u e d e c a m b i a r el l ímite infer ior r po r to, esto pe rmi te a g r u p a r t é rminos : 
x ( t ) - x(t0)+l B(t,T)u((,T)dr 
11 
+ . M Í M Íü <í>f.s,ín)j0 + J M-^r)B(f.T)u(t,r)dr t<¡ 
< h . 
Ya que el s i s t ema es causa l en tonces p o d e m o s poner en el l ímite super ior .s en lugar de t. en la 
integral que se encuen t r a den t ro del paréntes is , de esta m a n e r a se ob t iene la e c u a c i ó n inicial (4.5) . 
Por lo tanto , la f ó r m u l a (4.4) se p u e d e cons iderar c o m o soluc ión genera l de la ecuac ión (4.5). 
En tonces t a m b i é n se p u e d e in t roduci r y usar la f u n c i ó n de t rans ic ión de e s t ados para la e c u a c i ó n 
en f o r m a integral (4 .5) c o m o para la ecuac ión en fo rma di ferencia l (4.2). D a d o este h e c h o por 
sen tado se p u e d e t omar el t e o r e m a de Dual idad (el cual se basa en los t eo remas de con t ro lab i l idad 
y obse rvab i l i dad ) c o m o vá l ido t ambién para los s i s t emas que es tán r ep resen tados por e c u a c i o n e s 
de t ipo Volterra, en la f o r m a s iguiente . 
Cons ide re los s i s t emas in tegra les de t ipo Volterra: 
•r(t) x(t„)+ í A(t.s)x(s)ds+ í / J ( f . * ) « ( / . . s K s . (4 .7) 
.'i 
]/(t) I C(t.s)x(s)<ls + J D(1.*)u(t.s)ds, 
:{t)~z(tu)+ | -A!(t..s)z[s)d.s+ | C,(/..s)r(/..s)rf.s. 
~,(t)~ | B1 t.s)z[->)ds+ I £)'U..s)r(f,sKv 
(4.8) 
El s is tema (4.7) es controlable (observable) en / 0 , si y sólo si el s is tema (4.8) es observable 
(controlable) en to. 
r 
4.3 Problema de Filtrado Optimo 
r 
4.3.1 Planteamiento del Problema de Filtrado Opt imo 
Considere el s is tema lineal : 
x{t)=x{t())+ í A{t,s)x{i>)(li,+ í B{t.A)u{t,s)íls, (4.9) 
J lo J lo 
y{t) = C(t)x(t) + v(t). (4.10) 
donde x[t) e 7?" es el es tado del sistema, « ( / . * ) € R 7 ' e s la i nce r t i dumbreen la entrada, r ( f ) £ R ' n 
es el ruido en la salida y las matrices A{ts s ) . B{t. í>), C{t) t ienen las d imens iones apropiadas . Las 
incer t idumbres se consideran desconocidas con la salvedad que sat isfacen la restricción siguiente: 
J .r ( 'y) x0]¡ * 1 [x (/o) - xn] + * f [« ' (t. s) R ( / , s) u (t. .s) + r r (,) Q (,) r (,)] d , < 1, 
(4.11) 
donde .r<( es un vector de d imens ión 7? dado, 4'. R. Q son matr ices posi t ivas def inidas . 
El problema consis te en encontrar el conjunto de todos los posibles es tados que son consis tentes 
con la restr icción (4.11) y la ecuación de salida del sistema. 
4.3.2 Planteamiento del Problema de Regulador Ópt imo Generado por el 
Problema de Filtrado 
Considere el s is tema lineal (4.9). Sust i tuyendo (4.10) en (4.11) nos da x(t) si y solo si existe un 
vector . / (f i) y una func ión u(t. ,s) def inida en . t\ tal que: 
.7 [.r. U, J (T,)] < 1. (4.12) 
suieto al s is tema (4.9) y la restricción (4.11), donde .7 x. /; >¡, x(t(i)) está def in ido c o m o 
1 1 í' 
J[xJ:y.x tfi)] - 2 [.r (to) Tu]7* 1 .r(f () .r„] + ^ J u1 {t. s) R (í, .s) h {t. s) ds 
+ Í f [ y ( » ) C(,)x(,)}! Q(s) [//(,) C{6)x{s)]dH. (4 .13) 
t i p r o b l e m a es encon t r a r el cont ro l u{t.s) que sa t i s face la res t r icción (4 .12) > m i n i m i z a el cr i ter io 
(4.13). 
Es c laro que ex i s ten los va lo res de u(t. s) y x(t0) r equer idos que sa t i s facen (4 .12) si y só lo si: 
,/* [xJ] Amm J[x,t-.u,x(tt))\ < 1, 
suje to al s i s t ema (4.9) . 
4.3.3 Solución del Problema de Regulador Óptimo 
Tomando en cons ide rac ión las e cuac iones de la secc ión 4.1 . se puede enunc ia r lo s igu ien te : 
I [ c ' + C- ' (.s)Q(.s)C(.s).c(í,) + (f, .s)A(.s)] /Í.S - A(/o) A ( 0 . (4 .14) 
i 
OH 
Ov 
Por lo tan to la ley de control es 
0 => / ? ( / , . s )« ( / , . s ) + Z?7(f. .s)A(.s) 0. 
U*(í..s) fí l{t,*)B' (t,s)\{s). (4 .15) 
Por l ineal idad del p r o b l e m a a s u m a que 
Mt) r(t)x(t). (4 .16) 
dado que A(f„) _ ]x(tit). en tonces P t(l) # 
Sus t i tuvendo (4 .16) en (4 .14) . se ob t iene 
0 £ [-C1 (,)Q(s)y(s +C'{s)Q(s)C{s)H«) AT(t,.s)P(s)x(s)}<is P(t)x(t) + P(t0)x(1,) 
D e r i v a n d o con re spec to al t i empo se t iene 
d í' 
o Q(t)v i) + c' t Q t)C(t)x(t) df I A1 (í. t>)P(s)x(s)d.s 
- P ( t ) x ( t ) - P ( t ) x ( t ) . 
R e s c r i b i e n d o en f o r m a integral 
J <0 Jlu 
- f P(*)x(,)ds - í P(.,)x(s)ds. 
J ¿u •''a 
y sus t i tuyendo la re lac ión (4.1) en la ecuac ión anterior , se ob t iene : 
0 = Í [ - e 7 (.s)^(.s),v(.s) + C ds [' AT(t,s)P(s)x(s)ds 
•'f> Jta 
í P(s)x(s)ds í P(s) A ) J ' ( . S ) + B(t,s)u{t.s)]ds. 
Jlt Jlo 
Sus t i tuyendo el control u* d a d o por (4 .15) 
0 f [ (.s)C?(-s)y(.s) + e 7 (.s)Q(.s)e(.s)J-(.,)] ds í A7(t.s)P(s)x(s)ds 
Jlo Jt U 
í P(s)x(s)ds í P(s)[A(t.s)x(s) + B(t.s)P l{t^)B'(t,í>)P(íl)x(l,)]ds, 
Jt, .//„ 
der ivando c o n re spec to a x 
0 - F C' (s)Q(.>,)C(s)ds - F A'(t.s)P(s)ds 
Jlo Jl n 
^ P(s)ds ^ + ' ( / . ^ ' ( / . . s ) / ^ ) ] ds. 
v ag rupando , t e n e m o s 
o f \cT W M C i * ) AT(t.s)P(,)ds P(s) P(.s)A(t.s)]ds 
J P s)B{t.s)R l(t.s)B' (t.s)P(s)ds. 
Por lo tanto. 
P ( t ) V 1 + I CT{»)Q{.S)C{S) A' (t.S)P(S ] , / s + ( 4 . 1 7 ) 
J [-P(s)A(t,s) - P{s)B{t.s) R i(t,s)B! (t.s)P(.s)} ,is. 
con la cond ic ión l imite P{fo) $ 1. 
En la cual se puede reconocer la ecuac ión de Riccati ba jo el s igno de la integral. Por lo que p o d e m o s 
escribir que la so luc ión expl íci ta al p rob lema del regulador óp t imo es la s iguiente: la ley de control 
u'(t.s) R ]{t.s)BT{t. i>)P (¿>)x(s). d o n d e P ( s ) es la solución de la ecuac ión integral de Riccati 
(4.17). 
/ 
4.3.4 Solución del Problema de Filtrado Optimo 
Si t o m a m o s las re lac iones que se presentan en la secc ión 4.2 sobre la dual idad que ex is te entre los 
p rob lemas de filtrado y reguladores , t enemos que el s is tema dual del s i s tema (4.9) es 
x(t) X(ÍQ) + í -AT(t.s)x(.,)ds + í c' (t,s)u(t.s)ds. 
J t ) J tí, 
y(t) B'(t)x[t) + ,'(t). 
> cons ide rando el cr i ter io 
, / [ x . / : ü . x ( í n ) ] A M.r(/Ü) x0]' ' o ] + ^ í l{s)u(t,*)ds 
¿ ¿ Jlo 
+ \ f [.'/(*) ^ ( ^ ( . s ) ] ' / ? ' ( ^ H ' A * ) B ' í . s M . s ) ] ^ . (4 .18) 
'i 
el control u* está d a d o de la s iguiente manera : 
I I * ( M ) O f . s ) C ( / . . s ) 5 ( , s ) . £ ( , ) . (4 .19) 
Por lo tanto, r e fe renc iando a las ecuac iones (4 .9) , (4 .10) y el cr i ter io (4.11), la so luc ión del p rob lema 
de filtrado es el e l ipsoide A'(f . descr i to c o m o 
W ) - { . r ( 0 : I j ( 0 - - ' ( 0 | / 5 ' ( 0 ( - ' ( 0 s(t) < 1 
donde S(t) es la so luc ión de la ecuac ión integral de Riccati 
5 ( 0 I [B(t.* R + A(t,.s)S(s)}ds+ (4 .20) 
Jta 
con la cond ic ión l ímite de S ( / ( ) ) — y el n ú m e r o real pos i t ivo i J d a d o c o m o 
De a c u e r d o con el p r inc ip io de dua l idad , de (4 .19) la gananc ia ó p t i m a del f i l t ro es : 
\ r ( t , , ) - S ( , ) C r ( , ) Q ( s ) 
> el e s t i m a d o ó p t i m o x(t) e s g e n e r a d o por el s iguiente s i s tema: 
,r(0-•>•„+ í A ( f . .s).r(.s)<is + í B ( f , s)u(t, .s)ri.s+ (4 .21) 
Jto -'t > 
S(,)C ( . s ) g ( , ) [ v ( , ) ~ r ( , ) i ( . s ) ] ( / , . 
'o 
E j e m p l o 4.1 Considere el siguiente sistema 
1 f ' 2 f ' 2 
x(t) - + / 7 s{s)ds+ / ,u{*)d.s. 
4 ./„ (/ , + 2) J Ja (••> + 2) 
/ / ( O .r ( / ) + s i n ( l 0 / ) . 
(4.22) 
(4.23) 
con la res t r icc ión s iguiente : 
1 
• i 
1 
-
Jo Su 
4 4 + \ f ( s M - s ) + s) (3.3)r (.s) r / . s < l . (4.24) ^ ./o 
es d a d a en la s + 2 encuen t re el f i l t ro ó p t i m o . La so luc ión de la ecuac ión (4 .22) para una ?/(.s) 
tabla s igu ien te (ver Fig. 1. pag . 28) la cual , nos mues t r a que c o n f o r m e se i nc r emen ta x(t) decae 
a cero. Asi el e s t i m a d o de ./•(/) dada la obse rvac ión (4 .23) y la res t r icc ión (4 .24) se puede ob tener 
med ian te las e c u a c i o n e s (4 .21) y (4 .20) , q u e d a n d o exp re sado de la s iguiente f o r m a : 
1 f' 2 f' 2 
.r (t) = + ,.r .sW.s 4- / v (•>)<•/.s 
1 JO t A + 2 ) ' ./«> (-S + 2 ) ' 
+ | 5 s)[i/(.s) i ,s) ds. 
10 20 30 40 50 
Fig. 4 Est imado ópt imo x (e jemplo 4.1) 
5 ( 0 - 1 + 
L(.o + 2)2J 
+ * ,S(.s) 3.552(.S) }D.S 
it * + 2)¿ (  
0 10 20 30 40 50 
Fig. 5 5 ( 0 solución de la ecuación de 'Ricca t i ' integral (e jemplo 4 .1) 
Nota 4.1 El procedimiento para obtener las gráficas anteriores se basa en los métodos de 
cuadratura que se mencionan en el ('apitulo 2. además se presenta dicho procedimiento en MatLab 
5 3 en el Apéndice A. 1 0 2 0 1 3 0 0 8 1 
f 
4.4 Regulador y Filtro Optimo con Observaciones de Tipo Integral 
4.4.1 Planteamiento del Problema de Filtrado Ópt imo 
Considere el s is tema lineal: 
x (t) - x(tu) + A{t.h)x(b)d^ + / B (t,t>)u{t,s)d*. 
y(t)~ ( 
Ju i 
C ( / , A M O < / . S + G(t,s) v{t.s)d». (4.25) 
donde i{ t ) € /?" es el es tado del sistema, u { ( . s ) e /?'' es la incer t idumbre en la entrada. 
i'(A, ••>) € /?"' es el ruido en la salida y las matrices A{t. s) . B(t,s), C(t,s), G{t.s) t ienen las 
d imensiones apropiadas . Las incer t idumbres se consideran desconocidas con la sa lvedad que 
sat isfacen la restr icción siguiente: 
donde ,rn es un vector r> dado, ty, /?, Q son matr ices posit ivas def inidas . 
El problema consis te en encontrar el conjunto de todos los posibles estados que son consis tentes 
con la restricción (4.26) y la ecuación de salida del sistema. 
r 
4.4.2 Solución del Problema de Regulador Optimo 
Se hará la m i s m a aproximación que para el caso anterior, para lo cual, se resolverá pr imero el 
problema del regulador generado por el problema de filtrado v después se solucionará el del filtrado 
de manera análoga. 
Del m i s m o m o d o que en la subsección 4.1. la ecuación (4.25) resulta: 
Despe jando G{t.*)r(t. s) de (4.27) y susti tu>endo en (4.26). p o d e m o s reescribir la restricción de 
(4.26) 
y(s) C(t.*)s s) C ( f , . s ) r ( / . A ) 0. (4.27) 
la s iguiente m a n e r a : 
Ut i l i zando las m i s m a s re lac iones que en la subsecc ión 4.1, t enemos : 
J [ C í f í . A ) ( ( ? ( / . . s ) / / ( A ) + r / ( í , . s ) Q { / , . s ) C ( í , . , ) . / ( . s ) + ^ í ( f . . s ) A ( . s ) d s - X u - X(t ) . 
Y s igu iendo el m i s m o p r o c e d i m i e n t o ya visto se t iene q u e 
u'(t, A) = R l(t.s)B'(t,s)P{f>)x{s), 
d o n d e P(t) es la so luc ión de la ecuac ión de Riccat i s iguiente : 
P(t) ty 1 + f [C'(t.s)Q{t.s)C{t..>>) A1 (t.*)P(.s)} d»+ (4 .28) 
J t o 
í [ P{s)A{t..•>) P{s)B{t.s)n l{t.s)BT{t,s)P{s)]ds. 
Jto 
4.4.3 Solución del Problema de Filtrado Óptimo 
De la m i s m a m a n e r a que se p roced ió en la secc ión anter ior se t iene que el control pa ra el s i s t ema 
dual e s : 
u'(t. s) Q(t.s)C(t,s)S(.s).r(s). 
Por lo tanto la so luc ión del p rob lema de f i l t rado es el e l ipso ide X{t) s igu ien te 
X(t) |•'"(') : J(t) x(t)}¡ S l(t)[.r(t) .f(/)] <- 1 i ¿ ( 0 } . 
d o n d e 5 t) es la so luc ión de la ecuac ión integral de Riccat i 
5 ( 0 - ^ + í B{1.s)N B1 (t.^) + A(t..s)S[s) d* + 
J [ 5 . s ) ,4 r t.s) S{»)C' ( / , s Q(t.s C(t. s 5 0 ds. 
con la cond ic ión l ími te de S{t()) = 4». y el n ú m e r o real pos i t ivo J¿ d a d o c o m o 
¿2(t) = l f [ y ( 6 ) C ( f .6 ) J : ( . s ) ] / g ( f .6 ) tó ( . s ) C'(t,.)s(s)}ds 
Jt 
y el e s t i m a d o ó p t i m o x(t) e s g e n e r a d o por el s iguiente s i s tema: 
i ( t ) Jo + A{t, s).r{s)ds + D(t, s)u{t. s)ds+ 
í S{s)C! (t,s)Q(t,s)[y(.) C(t.s).r(,)}d, 
Jt, 
R e s u m e n 
Aquí en este cap í tu lo se p resen tan los p r o b l e m a s de f i l t rado y r egu lador ó p t i m o en s i s t emas 
integrales con t inuos , se p lan tea la func ión Hami l t on i ana para s i s t emas in tegra les y se p resen ta la 
va l idez del p r inc ip io de dua l idad para los s i s t emas integrales , lo cual a u n a d o con los c o n c e p t o s de 
los cap í tu los an te r io res pe rmi t e encon t ra r la so luc ión a d i chos p rob l emas . P r imero se p resen ta la 
so luc ión al p r o b l e m a de f i l t r ado óp t imo para un s i s t ema en d o n d e el e s t ado está e x p r e s a d o en f o r m a 
de ecuac ión integral del t ipo Volterra m a s no así la de sa l ida y d e s p u é s se p resen ta la so luc ión al 
p r o b l e m a de f i l t r ado y r egu lador ó p t i m o con obse rvac iones integrales de t ipo Volterra. 
Capítulo 5 
Vibrosoluciones 
5.1 Una Introducción a la Teoría de Funciones Generalizadas 
Un número considerable de p rob lemas físicos requieren de un concepto más ex tendido de 
" func ión" . Supóngase el caso cuando se quiere introducir la idea de cargas puntuales (en 
electrostática), se pretende que dado un cuerpo cargado caracter izado por su distr ibución de carga, 
dada por una func ión de densidad D , integrando sobre todo el vo lumen de la fuente se ob tenga 
la carga total, por su parte la carga puntual corresponde a que mientras V —> 0 donde V es el 
so lumen . la carga pe rmanezca constante. Por lo tanto, mientras V —• 0 , D se incrementa más 
como en un pico s es decir se va desvaneciendo en todos lados excepto en un punto. Tal def in ic ión 
no cor responde a lo que se conoce c o m o "función**, por lo que es necesar io la idea de func iones 
general izadas. Las func iones general izadas nos permiten manipular una secuencia de func iones , 
tratando a esta secuencia como ent idades matemáticas , y maneja r las en una manera s imilar a las 
funciones ordinarias . 
5.1.1 Espacio Fundamental y Funciones Generalizadas 
Sea K el con jun to de todas las funciones finitas (¿def in idas sobre ( -x.. -x,) con der ivadas cont inuas 
de todos los ordenes , donde cada función 6 K finita se desvanece al exterior de a lgún intervalo. 
Si K está equ ipado con las operac iones adición y mult ipl icación escalar, entonces . K forma un 
espacio lineal > la convergencia en este espacio está dada por la siguiente def in ic ión. 
Def in ic ión 5.1 l na sucesión {¿„I de funciones en K se dice que eonvei a una función y? € K 
(denotado por <fn —» si: 
a) Fxis te un intervalo fuera del cual, todas las funciones <¿u se desvanecen. 
b) La secuencia j v ^ } de der ivadas de orden k convergen un i fo rmemente a sobre su 
intervalo para toda k 0 . 1 . 2 . . . . 
Al espac io lineal K equipado con esta clase de convergencia se le conoce c o m o el espacio 
fundamental, y a las func iones ¿ G K se les llama funciones fundamentales. 
Def in ic ión 5.2 Toda f unc iona l l ineal c o n t i n u a T(^) definida sobre el espacio fundamental K c.s 
llamada una f unc ión gene ra l i z ada sobre ( oc . oc) . donde la continuidad de T(ip) establece que 
cuando —> en K implica que T{^ri) —>> T(y>). 
Sea f{.r) una func ión integrable sobre cada intervalo finito ( f { x ) es /ocalmente integrable). 
Fntonces , /(./•) genera una función general izada a través de expresión: 
Tf{<p)~ í f(s)ip(x)dx. (5.1) 
J 5C 
Las func iones general izadas de la forma de (5.1) son c las i f icadas c o m o regulares, y aquel las de 
estructura diferente como singulares. 
E j e m p l o 5.1 La "función d e l t a " 
T{f)-<p( 0). 
es una funcional lineal continua definida sobre K con estructura singular No obstante, se puede 
representar como 
T ( f ) í l>{x)f{x)dx. 
•I -x 
donde b{x) es una función ficticia nula excepto cuando x 0, tal que. 
" X 
b{x)dx - 1. 
por lo tanto, se puede expresar formalmente que 
TM í *UMj)dx y*(0) í bU)dx *-(»). 
• ' -X. ./ -X 
5.1.2 Operaciones sobre las Funciones Generalizadas 
Las operac iones de f in idas para las funciones general izadas son s imilares a las de f in idas en el 
analisis convencional . 
t) Adición de func iones general izadas, 
ti) Mult ip l icación de una función general izada por una función regular, 
iti) Di ferenc iac ión de una func ión general izada. 
Asuma que la der ivada de / existe y que es localmente integrable. Entonces, la der ivada de una 
función regular genera l izada está dada por 
<IT 
te) I f ( x ) ^ ( x ) d x . (5.3) 
M / f ( x ) f ( x ) d x . (5.2) 
dx J ^ 
Integrando (5.2) por partes y usando el hecho de que cada func ión <¿ se desvanece al exter ior de 
algún intervalo infini to, se obt iene que 
dT 
la cual, es una expres ión para df s que no involucra la der ivada de / . 
Extendiendo (5.3) al caso singular, resulta que der ivada ,lt[x es la funcional def in ida por la fórmula : 
M : r ( ¿ ) , (5.4) dx 
donde el lado derecho de (5.4) es una funcional lineal cont inua y es por si misma una func ión 
general izada. 
iv) C a m b i o Lineal de Argumento . 
Def in ic ión 5 .3 Una sucesión de funciones generalizadas {T„} se dice que converge a una función 
generalizada T si T„ (<¿0 T{^>) V ^ £ K . El espacio de funciones generalizadas con esta noción 
de convergencia se denota por K*. Este modo de convergencia es la convergenc ia o>t rolla débi l 
[30] de ¡as funcionales lineales continuas sobre K . 
E j e m p l o 5.2 Considere la función Heavis ide o función cst a lón : 
0. six < 0. 
1. si X > 0. 
(5.5) 
definiendo la funcional lineal 
T V") f f { x ) s ( j dx - f v"(.r )dx. 
J TC -lo 
de la definición de (5.4), 
dr 
i ¡ r P ) I v - U W - r ^ ( 0 ) . 
,/n 
por lo tanto, la derivada de (5 5) es la función delta 
5.1.3 Ecuaciones Integrales en Distribuciones 
Cons iderando que es una func ión fundamenta l en K , entonces , la ecuación 
J-(Z) = x(t0) + J^ f ( x , u, f,s)d* + b{x. u, t, s)du{s), (5.6) 
se sat isface en el estricto sentido de que V^r e C ^ ^ , 
/ x f t /-oc pt 
At{a) - / / f{x,u,t, <>)^{»)dt,dt + / / /> ( j - . u , í , i ) ^ ( . s ) t / u (A) r f t (5.7) 
*X. J ti) J X J ti) 
donde f ( j . u. t) y b(x. u, f) son func iones cont inuas por partes con respecto todos sus a rgumentos 
\ u(t) es una func ión de variación acotada. A la ecuación de la clase de (5.6) se le conoce c o m o 
ecuación integral en distribuciones-. 
5.2 Vibresoluciones para Ecuaciones Integrales en Distribuciones 
con Funciones Regulares Discontinuas sobre el Lado Derecho 
Considere una ecuación integral de la forma 
x{t) = x{tíi)+ í f{x,uj,s)ds + b{x.u.t,s)du(s), (5.8) 
Jto 
donde f ( x , u J , s ) y b(x, w, £,«) son funciones cont inuas por partes en las variables abstractas 
( J " . Ü , Í , . S ) ; y € R es una función de variación acotada escalar no decreciente . La solución 
de la ecuación es introducida c o m o sigue. 
Definición 5.4 La función continua por ¡a izquierda x(t) se dice que es una vibrosolución de 
la ecuación (5.H), si la convergencia convergencia (sin lia-débil de una secuencia arbitraria 
de funciones no decrecientes absolutamente continuas uk[t) € Ra una función no decreciente 
a 1 6 R en el espacio de variación acotada 
* lim uk(t) = u(t).t > tn k — TC 
implica la convergencia análoga 
* lim xk t) x(t).t > ta 
k— x. 
de las correspondientes soluciones sk(t) de la ecuación 
xk{t) x{tQ) + í f{xk,ukJ.b)ds + b(xk.ukJ.*)duk{*). 
Jti 
y el único límite x{t) es independiente de ¡a secuencia de aproximación { ? / ( ? ) } . k — 1 . 2 . . . que 
se seleccione. 
Teorema 5.1 Si w 6 R y z e R" .condiciones iniciales arbitrarias, y s > t0. satisfacen: 
i) Las func iones f(x.u,t,s). b(x. u j . s ) . Ob(x. u, t. s) Ox y Ob(x. u. t..s) dt son cont inuas 
por partes en (x, u, t, a) y sus domin ios cont inuamente localmente conectados; 
ii) las func iones f ( x . a j . s ) y b(x,u,t,.s) sat isfacen (excepto para sus con jun tos de límites 
con med ida cero), un lado de la condición de Lipschitz en x. 
(x IJ. f ( x , u. - / ( ; , , u j . s ) ) < M f , «)(•'•-
(x - y)' {h(x, u. t, s) - blu, u. t. s)) < L>(t. u)(x y)2. 
entonces , la ecuación (5.8) tiene una vibrosolución. 
D e m o s t r a c i ó n : Por las condic iones del Teorema, la ecuación (5.8) tiene una única solución 
absolu tamente cont inua sobre los intervalos cont inuos de la funición u ( t ) . Más aun esta solución 
abso lu tamente cont inua es una vibrosolución. en vista del teorema de convergencia acotada de 
Lebesgue [30] que es tablece la existencia del límite requerido en la def in ic ión de una vibrosolución 
en los intervalos cont inuos de u ( f ) . Por lo tanto, solo queda probar la existencia de la v ibrosolución 
(5.8) en las vec indades de los puntos de discont inuidad de la función u (0 -
Suponga que el teorema 5.1 se sat isface, entonces, el sistema 
^ b(S.v.t.t), (5.9) 
(tu 
tiene una solución £(. : . tu. v. t) para t > f ( ). Se busca una solución para (5.8) correspondiente a la 
luncion no decreciente u ( t ) en la forma 
x(t Z(z(t),u0.u(t),t), (5.10) 
donde u{ u(fQ) y u ( 0 > u 0 . 
Acorde a la def in ic ión del s is tema (5.9). la expresión (5.10) implica la existencia de 
-'(0 2(0+ í Ht(v).v.t,t)dv. 
o de 
T ( t ) = z ( f ) + í b(z(t) + y{r).ua+w{r)j.i) w (r)rfr. (5-11) 
J o 
d o n d e T = t - to e s el t i e m p o en el que la t rayector ia del s i s t ema (5.9) a l canza el pun to y v ( r ) 
es la so luc ión de (5 .9) co r r e spond ien te a la func ión no dec rec ien te ?/>(r) — ?j(r) t/(). 
De la e c u a c i ó n (5.11), t o m a n d o en cuenta que u(t) es una f u n c i ó n escalar , se t iene que 
- z{t) J b(z(t) + i/(r), «o + u;(r),/.í) w (r)dr. (5.12) 
Entonces , la e c u a c i ó n (5 .12) se p u e d e escr ib i r en la f o r m a 
2 ( 0 ¿ ( 0 + I b{z{t) + y(r),ua + u>[r),t,t) w {r)dr, 
esto es. 
~ ( 0 - . < • ( ' ) + / !>{£{,'), v.t,t)dr. (5 .13) 
Ju(i 
De la r ep resen tac ión (5 .13) . así c o m o en [41 ] , la f ó r m u l a de invers ión 
* ( 0 - 0 r ( 0 . « ( 0 . " o . 0 (5-14) 
es vá l ida si u{t) > u0. En part icular , de (5 .14) . s ( f 0 ) — j-(/0) - x(J. 
B a s a d o en la ex i s tenc ia de las de r ivadas Oz, Oi, dw. y la so luc ión de (5 .9) . se mos t ra rá 
que z{t) s a t i s face la s iguiente ecuac ión con d i scon t inu idades sobre el lado de recho : 
2 <p(:(t).ufí,u{t).t). z(tñ) = x „ , (5.15) 
donde . 
r z.u(t.u,t) /(í u .U.t).u.t,i) + . Oz di 
í n vis ta de q u e Oz. f y Oí, Ou son cont inuas , la func ión HQ. U. t) t amb ién es con t inua ; 
c o n s e c u e n t e m e n t e (5 .15) t iene solución. 
Sea k ~ 1 . 2 . . . . : * l im = u{1). c u a n d o k —* yz.i > t n; una secuenc ia de f u n c i o n e s 
a b s o l u t a m e n t e c o n t i n u a s conve rg i endo a v ( t ) en el sen t ido topo lóg ico es t re l la débil del e s p a c i o de 
las f u n c i o n e s de var iac ión aco tada . La ecuac ión (5.8) con func iones uK{t) sobre el lado d e r e c h o se 
convierte en una ecuación integral sin integrar con respecto a una medida discont inua: 
xk{t)-x(t0) + f f{xk,uk.i..,)ds+b(xk.uk,t^)duk(.,). (5.16) 
•>t0 
Por las condic iones i) y ¡i) de este Teorema resulta que existe una única solución para (5.16). 
Además , de (5 .14) se tiene que 
« o , ' ) = ="( ' ) 
es la única solución para la ecuación 
z k ( 0 **( '«) = -rn. (5.17) 
Sea * l im uk(t) u(t). cuando k —* oc. t ^ Entonces, del teorema de la dependenc ia cont inua 
de la solución sobre el lado derecho [40] . e l * - \hnzk(t) z'(t). cuando k —• oc, t > /0- donde 
s* ( 0 es la solución de (5.15). También, esta solución es única, puesto que las soluciones zk{t) para 
(5.17) son únicas para las func iones uk(t). De este modo . z'{t)es una vibrosolución para la ecuación 
(5.15). D e b i d o a q u e e l m a p e o ( 5 . 1 0 ) e s c o n t i n u o y u n o a uno, entonces , x'(t) * u 0 . u{t), t) 
es la v ibrosolución deseada para (5.8). Aún más. sup fc V ^ r ^ O <" -x,, para 1 > fo- ya que las 
variaciones de las func iones zk(t) y uk(t) son un i fo rmemente acotadas en virtud de la convergencia 
* lim uk{t) u{t), * lim -*•(/) - ( > / 0 . 
en la topología estrella débil del espacio de las funciones de variación acotada. • 
lal > c o m o se es tablece en [39. 41] , sólo las funciones xk(t) que cor responden a las func iones 
</* /) abso lu tamente cont inuas son las soluciones clásicas para las ecuac iones d i ferencia les en 
dis t r ibuciones de la fo rma (5.8). Además , no es claro cómo pueden interpretase los sal tos de la 
v ibrosolucion en los puntos de discont inuidad de la función no decreciente u [ t ) . dado que la integral 
i 
no puede def in i rse en la forma ordinaria de la integral de Lebcsgue-St ic l t jes [30] . Por lo tanto, 
parece ser aprop iado obtener una ecuación con medida equivalente a la vibrosolución de (5.8) c o m o 
una solución ordinar ia que permita el calculo explicito de los saltos en los puntos de discont inuidad 
de u t) 
Teorema 5.2 Asuma que las condiciones de teorema 5.1 se satisfacen Entonces, ¡a solución de 
la ecuación integral con medida 
x[t) = x(t0)+ f f(x,u,t,±)ds+b{x,u,t, s ) r / u t ( 6 ) + Y^ 0(x{t1~-),u{t,-),Au(t¡)Jl)dX(t-tt), 
Jto f] 
? 0 . 1 coincide con la vibrosolución de (5.8), tal que, 
G(z. w: u. s) — W. IV + U, ¿>) — 2. 
donde la función s > to. es la solución del sistema (5.9); u r ( f ) es el componente 
continuo de la función no decreciente u{t)\ y Au(t,) — u(tj + ) u{t, —) son los saltos de v(t) en 
sus puntos de discontinuidad t,. X{t — /,) es la función Heaviside. 
D e m o s t r a c i ó n : la demost rac ión es similar a la prueba del teorema 3 de la referencia [41] para 
una v ibrosolución de una ecuación diferencial ordinaria en dis t r ibuciones. La prueba puede ser 
seguida usando el Teorema de exis tencia y unicidad para la solución de una ecuación integral de 
tipo Volterra en vez de usar la solución de una ecuación diferencial ordinaria. • 
R e s u m e n 
En este capí tulo se recuerda la teoría de vibro soluciones para ecuac iones integrales en 
dis tr ibuciones, para su posterior apl icación en la solución de los p rob lemas que se plantean en 
el capí tulo siguiente. 
Capítulo 6 
r 
Filtrado y Regulador Optimo en Sistemas In-
tegrales Discontinuos 
En la práctica las observac iones di se re tas-continuas son útiles para unir en el p rocesamien to de 
señales aquel las que son cont inuas y las medic iones discretas independientes de las cont inuas . 
En el caso del regulador, las d iscont inuidades se pueden interpretar como un control d iscont inuo 
que introduce dichas d icont inuidades en el sistema haciendo que los es tados se también se hagan 
discont inuos c o m o en un relevador, etc. 
6.1 Filtrado para Sistemas Integrales sobre Observaciones 
Discontinuas 
r 
6.1.1 Planteamiento del Problema del Filtrado Optimo sobre Observaciones 
Discontinuas 
Considere el s is tema lineal: 
•r(t)-.r(t0)+ [ A(t,s)x{.>>)ds + í B(t,s)u(t,s)ds, (6.1) 
J Í o ' o 
y observac iones d iscont inuas 
</(0 f C{t,s) x(s)dw(.<>) + í G{t.í,)v{t,i,)<lw(-,). (6.2) 
donde .;•(/) f R " es el es tado del sistema, n(t. .s) € R? ' es la incer t idumbre en la entrada. v(t) es 
una función escalar de variación acotada, v(t. .s) € RT" es el ruido en la salida. y{t) e R" ' son las 
observaciones d iscont inuas en virtud de w{i). las matr ices A(t. s). B(t. s).C'(1. . s) t ienen 
las d imens iones apropiadas . Las incer t idumbres se consideran desconocidas con la salvedad que 
sat isfacen la restr icción siguiente: 
2 k ( f 0 ) A,]7 * ' k ( ' o ) -ro] 
+ 1 í uT (t.s) R{t,s)u(t,s)ds 
2 .//o 
1 fl 
+ / vT(t.*)GT{t,s Q {t. .s) G' (f. .s) r ( / . .s) dw(s) < 1. (6.3) 
donde .i d es un vector dado . R. Q son matr ices posit ivas de f in idas y simétricas. 
El p rob lema es el de encontrar el conjunto de todos los posibles estados que son consis tentes con la 
restricción (6.3) y la ecuación de salida (6.2) del sistema, la cual puede ser d iscont inua puesto que 
//• t) es de var iación acotada. 
6.1.2 Solución del Problema del Filtrado Opt imo sobre Observaciones 
Discontinuas 
Para obtener las ecuac iones del filtro ópt imo sobre observaciones d iscont inuos se seguirán los pasos 
es tablecidos en [29] ; 
- Asúmase una func ión ?/>(/) escalar en (6.2). la cual es abso lu tamente cont inua, escriba las ecua-
c iones del filtro con estados cont inuos obtenidos en capí tulo 4. 
- Fn las ecuac iones obtenidas a suma una función ?/>(£) de variación acotada arbitraria, mientras 
una der ivada w(t) se permi te que sea una función general izada (como, por e jemplo , la func ión 
¿ )• 
C o m o resul tado se obt ienen las ecuaciones de filtrado en la fo rma de ecuac iones integrales en 
dis t r ibuciones 
j-(t) Jt,+ í A{t,s).r(s)ds+ í B{t,A)v(t.s)íU+ (6.4) 
J i, J t , 
f S(s)CT (t.s) Q(t. s) - C(t. s).r(s)dw(,)} 
S(t) - + B(t.s)R 1(t..s)B1[f,s)ds+ A{t,s)S(s)ds 
+ í S{s)A7 (t. .s) db — í S(.i)Cr(t,s)Q(t,.,)C{t,±)S(s)dir(s). 
Jto Jl 
Por el Teorema 1 del capí tulo 5. se garantiza la existencia y unicidad de la vibrosolución del s is tema 
de ecuac iones de filtrado. 
Porque las ecuac iones de f i l t rado (6.4) en distr ibuciones no nos permi ten calcular d i rec tamente 
los saltos de la matr iz de el ipsoide 5 ( 0 y del es tado x{t) en los puntos de d iscont inuidad de las 
observaciones y{t), para calcular los es necesar io resolver (de acuerdo del Teorema 2 del capí tulo 
5) las s iguientes ecuaciones: 
dx 
d 
= S[w)Cr {t.t) Q{t. t) 
d„ 
-C{t,t)x(w) 
De donde los saltos son 
As{t) 
w din 
S(W(8-)) X(t ). 
SMC1 (tJ)Q(t.t)C(t.t)S(w), 
dw 
5(«'(6-)) S(t ). 
S(t ){l + Cr(t,t)Q(t,t)C{tJ)xS(t ) A » > ( 0 } ' 
xCr{t,t)Q(t,t)[Ay{t) -C(U)Jr(t-)Aw(t)]. 
A 5 ( 0 = S{t-){I + Cr(tJ)Q(t.t)C(tJ) 
xS(f )Atr(f)} 1 S(t ). 
Por el Teorema 2 del capítulo 5. las ecuaciones de medida equivalente, cuyas partes derechas ya se 
descompus ie ron en partes cont inua y discreta, quedan expresadas c o m o 
. r ( 0 - J - o + f A{t.»)x(s)d.<> + í B(t,s)u{t,s)ds 
./1 
+ j S{.s ){l + C'(t.s)Q(t,.,)C(t.s)S(, ) 
x A J Í ' ( . S ) } ]C! (t.s) Q(t, s) dy(s) C(t, .s).R(.s )rfir(.s)] . 
5 ( 0 ~ * + I B(t.i)tt f . .s)rf .s+ ^ A(t^)S(s)ds 
+ £ S(s)Al (t. s) d.s £ 5 ( , - ) {Í + C (t. s)Q(t. ,) 
x C { t . .s)5(.s )Aii (-»)} V (t,s)Q(t, .s)C(t. s)S(s )dir{.s). 
6.2 Regulador para Sistemas Integrales con Estados Discontinuos 
6.2.1 Planteamiento del Problema del Regulador Ópt imo con Estados 
Discontinuos 
C o n s i d e r e el s i s t ema lineal con es tado d i scont inuo: 
j - ( 0 = J - ( M + [ Mt-s).r(s)ds+ í B(i,.s)u(t,s)dtr(.s), (6 .5) 
Jtü Jto 
d o n d e j ( t ) £ R " es un vector de es tado d i scon t inuo . u(t, ¿>) € R7 ' e s el control a la en t rada . w{t) es 
una f u n c i ó n esca la r de var iac ión aco tada y las mat r ices A(t, s ) , B{t. son a b s o l u t a m e n t e con t i nuas 
que t ienen las d i m e n s i o n e s aprop iadas . 
+ i ^V(f , . s )7? ( f , . s )u( f , . s ) r fu. ( . s ) 
+ 1 / V( , )Q(/, . s ) . r ( . s ) (/,, 
¿ J< O 
d o n d e es un vec tor d a d o . v . R. Q son mat r ices s imét r icas y pos i t ivas de f in idas . 
Fs te m o d e l o pe rmi t e tener es tados d i scon t inuos en vista de que ir(t) es una func ión de var iac ión 
aco tada , la cual p u e d e ser d i scon t inua . 
El p r o b l e m a cons i s te en encon t r a r la en t rada de control ó p t i m o ' / " ( / ) . t £ (fn . t\] tal que l leve a la 
planta a lo largo de la t rayec tor ia s'{t) y m in imize la func ión de cos to J . 
6.2.2 Solución del Problema del Regulador Óptimo con Estados Discontinuos 
Se ob t i enen las e c u a c i o n e s para el r egu lador en d i s t r ibuc iones ( ap l i cando el pr inc ip io de dua l idad 
a la so luc ión del p r o b l e m a de f i l t rado óp t imo) : 
«*(/,.s) R i(t,s)B¡ U.,s)P(s).r(.s). 
P(t) P(h) + f [Q(t, .s) A1 ( t. .s)P(.s) P ( , U ( f . , ) ] </, 
i 
con la condición terminal P(t\) $ 1. 
J ( / ) = J - ( Í 0 ) + í X ( í . 6 ) j ( s ) í ¿ 6 + í B(t.s)R S). 
Jtl) Jtt) 
Por las m i smas razones que en la sección 4. para obtener las ecuac iones con medida equivalente , 
es necesar io pr imero calcular los saltos de la matr iz de el ipsoide P(t) y del es tado )• 
De acuerdo con el Teorema 2 del capítulo 5, los saltos A P { t ) . A s ( t ) deben ser ob ten idos como 
soluciones de las ecuac iones 
(U - B ( t J ) R ]{t.t)BT{t,t)P{w).r{w), 
dw 
con 
j{w{.s )) .r(t-); 
> 
dP 
- -P{w)B{t.t)R l{t.t)B' (t.t)P{w), 
dw 
con 
P(w(.s )) P(t ). 
De donde los saltos son 
A x ( f ) - B{tJ)R i ( t J ) B T { f , f ) P { t U{i } A i r ( t ) . 
AP(t)-P(t ){I + B(t.t)R [(tJ)B'(tJ)P(t ) A » - ( 0 } ] ~ P(t )• 
Por lo tanto las ecuac iones de medida equivalente, cuyas parles derechas ya se descompus ie ron en 
partes cont inua y discreta, quedan expresadas como 
.r(t) ~ .r(t»)+ j A(t.^).r(s)d.s 
+ ^ Bt.s)R l(t-^)B1{t,s)P(.s ).r(,i)dw(¿>). 
P(t) = P('o)+ í [Q(s)-A'(t..>,)P(.)}d,-[ P(*)A(t.s)ds 
f P(s ) { / + B (t.s) R '[t.^B'iU^Pi*-) 
xB(t.¿>)R ]{t, s)B' (t. f>)P(s )dw{is), 
con la condición terminal P(ti) — í» 1. 
E j e m p l o 6.1 Considere un misil cuyo movimiento está descrito por las ecuaciones, compárese 
donde tu 0, r(t) es la velocidad. v{) i»(0) 0; 
//(/) es la al tura; h{> es lo que se denominará como la altura a jus tada . h f ) — h(0) > 0 debido a que 
más adelante se es tablece que el control u* depende de h» y si /?n (1 entonces u ' 0 y no habría 
ningún movimien to del misil . 
n > es la masa del misil y del combust ib le . r/?(, > > 0; 
I' t es la fuerza de propuls ión: 
( ' 1.1) 0 es el factor de la diferencia de velocidades ideales del misil en t i empo i y del 
combust ib le expulsado al t iempo .•>. que varía con el cambio de altura y en consecuencia el cambio 
de presión, tempera tura , aceleración de gravedad, etc.; 
'/ es la aceleración de gravedad; y 
ií (s) es una func ión de variación acotada la cual permite representar el compor tamien to de los 
motores que impulsan al misil , es decir, se supone que son 2 motores y uno de ellos está expu lsando 
combust ib le con t inuamente , mientras que el segundo motor lo hace solo a un t i empo especí f ico y 
en gran cant idad, de tal fo rma que se tiene una componen te cont inua y un salto en el m o m e n t o t ] . 
con [18] 
u t) w (t) + \(t t{ . donde \ es una función Heaviside. 
S u p o n e m o s que la fuerza de resistencia de la a tmósfera es Q{h. c) = 0. 
Si ademas se propone que u(.s) f [ln (/n(.->))] sea el control del combus t ib le de tal 
forma que se a lcance la mayor altura con el mín imo consumo de combust ib le , se t iene en tonces 
•'-(')= J'o+ í Ai(s)ds + í B(t.*)u{s)dw{s) + í Gds. 
J( i Jo .11 
donde 
x{t) 
G 
hl criterio a min imizar es 
.1 
0 1 0 
; A — 
v(s) n o C(t.s) 
m(-s) 
m(.s) df. 
[ l n ( r n ( , ) ) ] . 
- - - i • • • 
li- li-
r(T) - c •r(T) 
ti ei 
2 
u{s)Ru(t>)dir(.s), 
JO 
donde 
i 
1 0 
0 0 
De acuerdo a 
: R 1: h' hn. T es un t iempo arbitrario fi jo, 
as secciones anteriores se tiene que el control 
h(, I 
0 C ( > . \ » 
\ las ecuac iones para trayectoria ópt ima (/) y la matr iz P(t) t ienen las formas 
P( 1) P(t )-
P S 
I) l) 
1 0 
0 1 
0 f) 
P(s)ds 
ds P(s 
(6.6) 
1 0 0 
0 1 Cit,s) 
0 C f / , . 0 ] P ( . ^ ) A < r ( . s ) } 
O C{f,A) 1 V M A ) , 
0 
C(t.s) 
con condición terminal P(T) — (,'. 
. r ( 0 = 
Wo 
0 1 
0 0 
0 
,-(,) + G (L + 
0 C(t.s) 
v con condición inicial .r(0) — 
hu 
0 
Lntonces, sus saltos en el punto tx, donde se aplica el motor impulsivo son 
A P i t , ) - P ( t i 
1 0 0 
+ 
0 1 Citati) _ 
0 Citati 
0 
Citati) 
Pit i ì^'iU 
0 C ( í i . f i ) 1 i l ) A f i ' f ' i ) , 
A.r(f i ) 0 Citati 
0 
Citati) 
Dado que la velocidad r (0) — 0 y puesto que r (0) 0 , 
0 C(t(. to)u{tf). io) n 
P{t, )xtl)^w{tì). 
(6.7) 
o = auM o CUo.to] P(t n) h t ) 
O 
entonces la altura a jus tada ho es el \ a l o r que sat isface 
y - C ( 0 . 0 ) 0 C ( 0 . 0 ) 
ho 
O 
El a lgor i tmo comple to para resolver este problema de control óp t imo es descri to de la s iguiente 
manera. 
Se resuelve la ecuación para P(t) (6.6) con la condición terminal P{T) — V y el salto A P ( ^ ) (6.7) 
en el p u n t o ^ . Se de temina P ( 0 ) . Se calcula la altura a jus tada /t0. Después se sust i tuye v'(t. s) en 
las ecuac iones de mov imien to y se resuelven estas ecuaciones con condic iones iniciales /¿(O) = ho 
y /•(()) 0 para obtener las trayectorias ópt imas [h{t). r ( f ) ] .r(t), donde ?'(/) t iene salto en t\. y 
h{t) es cont inua. La altura m á x i m a se determina como h{T) h(,. 
Resumen 
Aquí se presentan las soluciones de los problemas de fi l trado y regulador óp t imo en s is temas 
integrales d iscont inuos , las cuales se obtuvieron a partir de la apl icación del p rocedimiento en {29] 
a los resul tados ob ten idos en el capítulo 4 > de los conceptos de la teoría del capí tulo anterior. Es 
decir se tiene en el caso del f i l t rado observaciones discont inuas y en el caso del regulador es tados 
discont inuos. 
Capítulo 7 
Comparación de los Resultados para Sistemas 
Integrales Estocásticos y Determinísticos 
7.1 Introducción 
Los mode los es tocást icos y los modelos determiníst icos son concep tua lmente diferentes , sin 
embargo cuando en los mode los determinís t icos con incer t idumbres desconocidas pero acotadas se 
hace uso de e l ipsoides las ecuaciones de fi l trado son muy similares en a m b o s casos. Esto se debe 
a que los con jun tos el ipsoidales están relacionados en la estructura matemát ica con la densidad de 
probabi l idad de un vector Gauss iano. 
1 a función soporte provee una útil representación de un con jun to cerrado convexo . La func ión 
sopor te .•*(//) de un con jun to cerrado convexo Q se def ine c o m o 
S(T]) inax .r1 n. 
VSF U 
tal que 
n'v i , 
en tonces í l se def ine como 
í i {., : . r ' i , < . . s ( 7 , ) . V í , y r / l } . (7.1) 
Sea /1 KX ?/ el vector .r £ U que maximiza s ' (r / , ) . entonces 
M' / i ) -'"LcO/i )'/,• (7.2) 
Se denota .s (//) c o m o la función soporte del el ipsoide 
tt ~ j . r : [.r w}1 T 1 [.r m] < l } . 
Para encontrar j - i n l x ( í | de (7.2). se introduce un mult ipl icador de Lagrange A y se resuelve el 
conjunto de ecuac iones 
0 í i <X' T} + -
d x \ 2 
x - mf T 1 (x - m) 1 - 0 , 
para obtener 
A ± > / ^ f ¡ ) . 
Por lo tanto, la func ión de soporte para íl de (7.1) es 
,s(7/) i)1 m + \/i)1 r r¡. 
Por otro lado, la func ión característ ica c(r/) de un vector ./• Gauss iano está dada por 
f(r/) — e x p | ^7 / T r í í + ir}' rn | . 
Considere un vector aleatorio A'-dimensional con densidad de probabil idad p (.? ). El con jun to 
n - { x : p ( x ) c t f } , 
es una superf ic ie K - 1-dimensional def in ida para toda x con el mi smo valor de dens idad de 
probabil idad. Para un vector aleatorio Gauss iano. se tiene que la superf ic ie elipsoidal 
ü ~ { j : [x <n]' T 1 [x - m] - ct< } 
representa un contorno de densidad de probabil idad constante . 
Ahora, cons idere el e l ipsoide 
í í , { r : [x m ] ' E 1 [j- m] < r ¿ } . 
de tal fo rma que es el conjunto de todo x que cae dent ro o en el c o n t o m o de dens idad de 
probabil idad constante . La probabil idad de obtener x que cae dentro de íl, es de interés. Se puede 
decir que 
P ( r ) probabil idad de que x caiga dentro de ílry 
P {r) probabi l idad de que la variable aleatoria [x m | r T 1 [.r m] 
con distr ibución chi-cuadrada tiene \ a l o r e s < c 2 . 
Por lo que P (c) puede ser evaluada fáci lmente. Cuando r = 1, Qr se l lama el el ipsoide 
s/(¡tita uno. Por otro lado mientras la d imensión de K crece, la probabil idad de que x caiga 
dentro de un el ipsoide *igina mío se hace más pequeña. 
7.2 Modelo Estocástico vs. Modelo determinístico 
Aun cuando se trata de dos mode los diferentes en enfoques , se t ienen semejanzas en su estructura, 
por lo que no causa sorpresa que la solución de los problemas de n i t rado p lanteados por ambos 
modelos presenten fo rmas similares. Asi por e jemplo para el caso de un mode lo estocást ico con 
posibles ineer t idumbres probabil ist icas. 
Sea {Í1. F. P) un espacio de probabil idad comple to (donde Q es el espacio muest ra , F es un o-
álgebra. P es una función de probabil idad sobre F) con una famil ia de <r-álgebras F,.t > 0, 
crecientes y cont inuas por la derecha: y sea ( H ' / . Ft, t > 0) y {\Y,¿.F,,t > 0) procesos de Wiener 
independientes . Sea (./•,. y,) un proceso aleatorio, tal que la ecuación de estado: 
donde r, e RT : i/, € R" ' ; {t. s) . a {t, .s) . b (t, s) son suaves en t un i fo rmemen te en .s y cont inuas 
en s: \ {t. . A t, .s). D [t. s) son continuas en t y -s. Sean A ( t . .s) y D [t. .•>) matr ices no cero, 
tal que B i. s) B1 ( t . s) > 0. El problema de f i l t rado es el de encontrar el mejor es t imado m, de 
i al t i empo t basado en el proceso de observación Y{t) {yt. 0 < .s < /}. 
I a solucion a este p rob lema está dado por las s iguientes ecuaciones para 
esperanza condic ional (mejor es t imado) TU, E(X, F/). 
m, / (nl)(t.^+a{t.s)rju)ds+ / (t. s) A1 ( / . s) (B (t. .s) B' (t. .s)) ' (7.5) 
./(! ./1) 
x dyy (y4o (t. fy) + A (t. .s) m<)ds]. 
(7.3) 
y la ecuación de observ ación 
(7.4) 
función de correlación P, — [E(x, - m,Y . 
Pt ~ í [ " ( t ^ ) f 1 (t.s) +¡(t,* u1 {t. *,) + !> (t.;(Í,s)]í/.S 
Jo 
í f ( t . s ) A l ( t . s ) ( B ( t . s ) B r ( t . s ) ) ' -4 (t. a) f1 {t. .s) f/s, 
./o 
\ función característ ica / ( f . s) — £" [(j 's 7ns) (./ , /n4) F¡JS] , donde 
J - l - / ("il(t.r) + a(t,r)x1)dr+ í b(t,r)d\V;, 
Jo Jo 
F,'s es el á lgebra generada por el proceso estocást ieo 
y¡ [* (Aa{t.r) + A(1,?-)vr)dr+ í B(t,r)d\Y,\ 
Jo Jo 
/ M í L (t. r)f> (.s, / ) + / (/ . /•) n ' (.s, r ) + \ {b (/ . r ) b> (.s. r ) + ft (.s, r ) / / (/, r ) ) 
Jo Y -
f (t.r) Ar (.s. r) (B (a, r ) B! (.s, r ) ) ' -4 (.s. r ) f (.s. r ) + 
/ ( í . r M ' ( í . r ) ( C í í . r ) / ? ' ( / , r ) ) 1 A (t, r) / ' f a . r) 
! / O ( ' • ' 0 ( / i ( ' • '") Bl ( s . r ) ) ' ¿ (s. r) fT (.s. r ) 
(7.6) 
(7.7) 
(7.8) 
dr 
(7.9) 
1 
/ *.r)A' (s.r){B{.^r)B' (t.r)) l A ( t . r ) / ' (t.r) dr. 
Mientras que para el caso de un modelo determiníst ico con incer t idumbres desconoc idas pero 
acotadas, el p rob lema de f i l t rado se puede expresar de la siguiente forma. 
Cons idere el s is tema lineal 
./ ( / ) f -4 ( f . A) J s)d.S+ j B(t..s)u(t.s)d.s. 
í / ( 0 I C t.S X *)d.s+ j G(t.s)v(t.s)ds, 
donde ; / ) € / ? ' es el es tado del s is tema. e R f ' es la incer t idumbre en la entrada. 
i t. s /?"' es el ruido en la salida s las matrices A(t. s) . D t.s . C{t..s). G t.s) t ienen las 
dimens iones apropiadas . Las ineer t idumbres se consideran desconocidas con la sa lvedad que 
sat isfacen la restricción siguiente: 
1 í' 
[ j ( í 0 ) j - , ] 7 * l[i-(tu) •f|,] + ->_/( t.s)n(t,»)d» (7.10) 
1 f + 2 / Q C ' a ) " ( ' . i ) ^ < 1-
donde .<i> es un vector N dado, ví'. fí. Q son matrices posi t ivas def inidas . 
Ll p rob lema consis te en encontrar el conjunto de todos los posibles es tados que son consis tentes 
con la restricción (7.10) > la ecuación de salida del sistema. 
La solución del p rob lema de f i l t rado es el el ipsoide X{t) s iguiente 
A ' ( 0 [ / { / ) : | .r(í) , ( 0 ] ' S ' ( O k C ) J ' ( 0 ] < 1 
donde S{t) es la solución de la ecuación integral de Riccati 
S(t) [D{t,s)R l(t,*)B'(t,*) + A(t,s)S{s)]d.',+ (7.11) 
•A, 
£ (í.,) - S(,)C' (i.s)Q{t.s)C(t,s)S(s)] ds, 
con la condic ión límite de S(to) VI/, el número real posit ivo dado como 
f L«/(s) C ( s ) . r ( s ) ] r W . f t ) [ i / ( . s ) C ( . s ) . r ( , ) ) r / , , 
v el es t imado ópt imo ( 0 es generado por el s iguiente sistema: 
,/(/) J i , + ^ A{f.s)i[s)ds+ ^ B{t,.s)u{t.s)d^ (7.12) 
í S{,)C' (t.s)Q(t.,)[y{,) C ( f . - s ) , • ( , ) ] , / , . 
Ji, 
Se puede observar que la ecuación (7.5) tiene su aná logo en la ecuación (7.12). mientras que la 
ecuación (7.6) lo tiene en (7.11). sin embargo no se tiene un análogo para la ecuación (7.9) en los 
mode los detcrminís t icos . la cual corresponde a la función característica. Esto representa una venta ja 
en el sent ido de tener que calcular tan solo dos ecuaciones. 
7.3 Modelo Estocástico con ecuación de estado dinámica 
Sea 1 l.F.P un e spac io de probabi l idad c o m p l e t o con una fami l ia de cr-álgebras F,.t > 0. 
c rec ien tes v con t i nuas por la de recha ; y sea U',1. Ft. t > 0) y U',2. Ft. / > 0) p r o c e s o s de Wiener 
independ ien tes . Sea (.r,, i/() un p roceso a leator io , tal que la ecuac ión de es tado 
<Lr(t) (n„ (t) + a f t ) .,•(/)) dt + h (t) ,/U'2(0. (7-13) 
s la ecuac ión de obse rvac ión 
Vt f {A (t.*) + A t.s)xs)flt,+ f B{t,*)d\\'l, 
Ja ./(i 
donde J , t R " ; //, e R m : « 0 ( / , s ) , <i ( f . ,s) .B{f,.s) son suaves en t u n i f o r m e m e n t e en .<> y con t i nuas 
en •>; y {t. s ) . A ( / . .s) . B (t..s) son con t inuas en t y .s. Sean A ( t , .<,) y B (f , .•>) ma t r i ce s no cero , 
lal que B ( / . .i) B' (f , .i) > 0. El p rob lema de f i l t rado es el de encon t ra r el m e j o r e s t i m a d o ni, de 
.i f al t i e m p o t b a s a d o en el p roceso de obse rvac ión ) — {y t . 0 < •> < t } . 
I a s imp l i f i c ac ión de la ecuac ión de es tado p roduce el s iguiente resu l tado ba sado en las e c u a c i o n e s 
de filtrado (7 .5) . (7 .6) y (7.9) . D e b e notarse que la des igua ldad .r's = / (A) se sa t i s face d e b i d o a que 
co inc iden las e c u a c i o n e s (7.7) y (7 .13) . El T-á lgebra co inc ide con el r r -á lgebra Fsv . p o r q u e 
el rr-álgebra es e s p e c i f i c a d o por las var iables a lea tor ias .r(r). r < hasta el m o m e n t o .s para 
cua lqu ie r t y. por lo tanto . F,\ F^ e F} . Por lo que se p u e d e conclu i r que 
j ( t , s) E{ ( . i \ .r(_s) m ( . s ) ) ' F l ) 
E((.r{ rn{)(,(s) m ( . s ) ) ' F^ ) P(.s) 
\ 
rnl £•(.;! F?J F(.r s) F¡') m ( s ) . 
La so luc ion a este p r o b l e m a está d a d o en tonces por las s igu ien tes ecuac iones : 
mt I r í o ( . s ) + r , ( . s ) m í ) r / . s + ^ P {») A1 {t. .•>) (B (t. s) B1 (/..*>)) ' 
X [d¡i< A i. s) -r A t. .s) ds . 
P, f [</ t.s PT s) + F (s a' (<,)+b(s)bT [s)]<h-
J o 
f P (s) A1 Í..S) (Bit.^B1 {t. s)) 1 A(t.s) P1 (s)ds. 
J h 
De manera análoga al mé todo apl icado en la subsección 6.1.2. se pueden obtener las ecuac iones de 
medida equivalente , cuvas partes derechas >a se descompus ie ron en partes cont inua v discreta, las 
cuales son 
tn. I ( « n ( s ) + « ( . s ) m , K s + f P(s) [i + A1 (t..s) 
J il J i) 
x ( B { t , s ) B ] (t..s)) 1 , S ) P ( A - ) A U ( V 
x <t!fs (Au (t. .s) + A (t. .•>) ?r/s) í/¿/(.s)j , 
P, Í [<t(.) Pl (,) + P(s)ur(s) + b(s)b' (,)]d.s 
JII 
f P O) f ¡ + A! (t,s)(B(t,s)B> (Í.S)) 1 
./ii L 
xA(t.s)P(s )Aw(.s)] 1 Ar (t.s) 
x (B(t,s)B' (t..s)) 1 A(l,s)P(.,-)du(,s), 
Obsérvese que cuando se tiene un modelo estocástico. para construir el filtro dadas las ecuac iones 
(7.3) > (7.4). es necesar io introducir una tercera ecuación auxiliar (7.7) 
í (au(t,r) + n(t,r j r ) , ir + í b ( f , r ) d\\\¿. 
./(i ./(i 
la cual puede ser escri ta en fo rma diferencial y permite calcular la tercera ecuación (7.9) que se 
presenta en la solución de dichos problemas. Sin embargo cuando se presenta un mode lo en el cual 
la ecuación (7.3) está dada por una ecuación diferencial no es necesar io introducir esta ecuación 
auxiliar (7.7) y en tonces es posible obtener un filtro expresado por tan solo dos ecuaciones , ya que 
(7.6) > (7.9) son iguales, mientras que en el caso determiníst ico no cambia el número de ecuac iones 
si se cambia la fo rma de expresar la ecuación de estado (integral o diferencial) . 
F n general se puede concluir que para obtener el filtro del modelo estocást ico es necesar io tener un 
conoc imien to exces ivo de los disturbios, bás icamente saber la dens idad espectral o la covar ianza 
del ruido, lo cual no suele ser mu> fácil de obtener en la práctica. Por lo tanto, el t rabajar con 
disturbios acotados determinis t icamente . suele ser mucho más práctico de ahí que la propues ta que 
se hace para a lgor i tmos de f i l t rado y regulador ópt imo en el sentido min imáx imo para mode los con 
incer t idumbres desconocidas pero acotadas tenga mucho mayor peso cuando no se tenga acceso a 
información probabil ís t ica del ruido que está entrando en el s is tema. 
Resumen 
Fn este capí tu lo se hace una comparac ión de los resul tados ob ten idos para el f i l t rado en s is temas 
integrales es tocást icos y los obtenidos en la presente tesis para el f i l t rado en s is temas integrales 
determinís t icos . es decir, los dos t ipos generales de incer t idumbres que podrían presentarse en los 
sistemas. 
Capítulo 8 
Conclusiones 
8.1 Aportaciones 
Se puede resumir las aportaciones en los siguientes puntos: 
• P lanteamiento del f i l t rado min imáx imo ópt imo en s is temas integrales de tipo Volterra, 
• Principio de dual idad en sistemas integrales, 
• P lanteamiento del p rob lema de regulador óp t imo en s is temas integrales de tipo Volterra, 
• Solución del p rob lema de fi l trado min imáximo ópt imo en s is temas integrales de t ipo Volterra, 
• Solución del p rob lema de regulador ópt imo en s is temas integrales de tipo Volterra. 
• Solución del p rob lema del fi l trado ópt imo sobre observaciones discont inuas , 
• Solución del p rob lema del regulador ópt imo con estados discont inuos. 
• L j emplo técnico de la opt imización del movimiento de un misil con motores cont inuo e impul-
s ivo. min imizando el c o n s u m o de combust ib le para alcanzar la mayor altura posible. 
• Solución del p rob lema del f i l t rado estocástico del sistema d inámico sobre observac iones de tipo 
Ito-Volterra > comparac ión de los fi l tros ópt imos en modelos determinís t icos y estocást icos. 
8.2 Trabajos Futuros 
Se puede cont inuar en esta linea de investigación con los siguientes t rabajos: 
• Problema del f i l t rado ópt imo sobre observaciones discretas con retardos. 
• Problema del regulador ópt imo en sistemas con retardos. 
• Problema del f i l t rado y regulador ópt imo para sis temas Volterra no observables . 
• Apl icación de los a lgor i tmos obtenidos al procesamiento de señales en las redes de comunica-
c iones v los s is temas GPS. 
Apéndice A 
Procedimiento para obtener los \ alores para la ecuación del es tado de tipo Volterra del e j emplo 
4.1 
clear all 
format long 
s ( l ) 0; 
¿(1) 0; 
M l ) 0 .25; 
n inpu t f teclee el numero de puntos:*) 
for i 2:n 
s(i) s(i-l )+0.5; 
>(i) 1 ((s( i )+2)A2); 
r(i) 0; 
f o r k 2:i 
/ ( k ) 0; 
i f k 2.w 0.5; 
else \v I ; 
end 
z(k) w*(-2 ( ( s ( i ) - s (k - l )+2) A 2) )*x(k- l ) : 
r(i) r ( i )+ / (k) ; 
end 
x(i) (y( i )+0.5*r( i )) 1.125; 
end 
Procedimiento para obtener los valores para la ecuación de Riccati (de tipo Volterra no lineai) del 
e jemplo 4.1 
clear s z R y r n q 
format long 
s ( l ) 0; 
z ( l ) I; 
R( I ) 1: 
w I: 
n i n p u t f t e c l e e el numero de puntos: n") 
q input( ' teclee el valor de q: n") 
for i—2:n 
s(i) s ( i - ) )+0.5 : 
\<i) 1 .1666-4 ( i*<s(i)+2)A3); 
rfi) 0; 
f o r k 2:i 
z(k) 0; 
i f k - 2 , w 0.5; 
else w I ; 
end 
4 k ) v\*((-4 ( ( s ( i ) - s (k- l )+2) A 2))*R(k- l )-q*(R(k-l ))A2); 
r(i) r ( i )+/ (k) ; 
end 
R<i) ( - l .25+sqr t ( l .25*1.25+2*q*(y<i)+0.5*r( i ) ) ) ) (q); 
end 
Procedimiento para obtener los valores para el es t imado ópt imo de la ecuación de tipo Volterra del 
e jemplo 4.1 
clear s z est y r n g f 
format long 
s i l ) 0; 
A D 0.25; 
es t ( l ) 0.25: 
n i n p u t f t e c l e e el numero de puntos : ' ) 
f i n p u t f t e c l e e la f recuencia de la senoide: ' ) 
M I; 
for i=2:n 
s( i )=s( i - l )+0.5; 
y( i )=l / ( (s ( i )+2) A 2) ; 
r ( i ) -0 ; 
n(i)=0; 
for k=2:i 
z (k ) -0 ; 
if k = 2 , w = 0 . 5 ; 
else w = l ; 
end 
z(k)=w*((-2/((s( i)-s(k-1 )+2)A2))-R(k-1 ))*est(k-1 ); 
r ( i ) - r ( i )+z(k) ; 
g ( k ) - 0 ; 
g (k ) -R(k -1 )*(x(k-1 )+sin(f*(k-1 )/pi)); 
n ( i ) -n( i )+g(k) ; 
end 
b=rem(s( i ) , l ) ; 
if b = ^ 0 , n ( i ) - n ( i ) - 0 . 5 * ( R ( l )*(x( l )+s in(0))+R(s( i ) )*(x(s( i ) )+s in(Ps( i ) /p i ) ) ) ; 
else n ( i )=n( i ) -0 .5*R( l )* (x ( l )+s in (0 ) ) ; 
end 
est( i ) - (y( i )+0.5*r( i )+n(i)) / ( 1 .125+0.25*R(i)) ; 
end 
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R e s u m e n 
En este ar t ículo se investiga el p rob lema de filtrado 
para s is temas d e t ipo integral y observaciones con in-
cer t idumbres ya sea d e forma integral o no, cuya solu-
ción está basada en el pr incipio mínimo d e Pont rya-
gin y el mé todo d e mult ipl icadores de Lagrange. Se 
obtienen como resultados: la forma del control óp t imo 
regulador). así como también la ecuación del es t imado 
óptimo (filtro), y la ecuación d e Riccati pa ra la ma-
triz de ganancia ó p t i m a en ambos casos. De la misma 
manera queda establecido que en s is temas integrales 
con incer t idumbres de terminís t icas fue ob ten ido el sis-
tema cer rado d e las ecuaciones del filtrado óp t imo ¡jara 
sólo dos variables, lo que no es posible lograr en sis-
temas estocást icos. Se discuten nuevos enfoques en la 
metodología d e filtrado relacionados con el p rob lema 
resuelto. 
1 Introducción 
Cn este t r a b a j o ^ presenta la solución pa ra una clase 
de problemas d e filtrado con dis turbios determiníst icos. 
La i eoría de filtrado has ta el presente se había enfocado 
solo en s is temas cuya representación es t aba d a d a en 
forma d e ecuaciones diferenciales [1,2]. Ahora se pre-
senta o t r a perspect iva al ver es te p rob lema p a r a sis-
temas con forma d e ecuación integral, u sando el método 
de mult ipl icadores d e Lagrange y el principio mínimo 
de Pont ryagm que forman p a r t e de la teoría de con-
trol ópt imo [3,4]. Las incer t idumbres no son conside-
radas estocást icas , en vez d e es to se a sume que son 
desconocidas y que per tenecen a un con jun to dado, el 
cual representa un elipsoide funcional. En es te caso, 
la información de los es tados del s is tema se obt iene d e 
las observaciones a la sal ida del s is tema, t o m a n d o en 
cuenta las restricciones pa ra las incer t idumbres de t ipo 
energía 
El concepto d e Dual idad juega un papel impor t an t e en 
este ar t iculo, debido al cual , los resultados en el diseño 
de reguladores implican soluciones pa ra los casos d e fil-
t r ado como se establece por pr imera vez p a r a s i s temas 
estocásticos en (5,6], 
Es te t r a b a j o es tá organizado de la siguiente manera : en 
la segunda sección se hace el p lan teamiento del proble-
ma; en la tercera sección se t r a t a el principio d e duali-
d a d pa ra s is temas d e ecuaciones integrales lineales; en 
la sección 4 se p lan tea el problema del regulador y filtro 
óp t imo, y se establecen los resultados correspondientes; 
en la sección 5 se generaliza el problema al tener ahora 
las observaciones escri tas en forma integral , posterior-
mente se establecen los resul tados del regulador y del 
filtro óp t imo p a r a es te sistema; y por ú l t imo se d a n las 
conclusiones. 
2 Problema de filtrado óptimo 
Considere el s i s tema lineal : 
x (í) = Zo + / A(t,s)x(s)ds + / D(t,8) u (í, s) ds. 
Jto Jtc 
( 1 ) 
y(t) = C(t)x(t) + v(t), (2) 
donde x ( í ) € í?" es el es tado del s is tema, u ( t . s ) € IV 
es la incer t idumbre a la en t rada , v(t) e Rm es el ru ido 
en la salida y las matrices «4(í,s), B ( í . s ) , C ( í ) t ienen 
las dimensiones apropiadas . Las incer t idumbres se con-
sideran desconocidas con la salvedad que sat isfacen la 
restricción siguiente: 
¿Míot-zof* l[x(t0)-x0} + 
i rl 
- / [ u r ( t , s ) f í ( t , a ) t t ( M ) + v r ( í ) Q ( s ) v ( a ) ] < t e < 1, 
¿ Jfo 
(3) 
donde x<¡ es un vector n dado , í*, f l , Q son matr ices 
positivas definidas y simétricas. 
El problema consiste en encontrar el con jun to de todos 
los posibles es tados que son consistentes con la restric-
ción 3) y son compat ibles con las observaciones (2) 
desde el momento inicial lo has ta el momento ac tua l í. 
El procedimiento que se sigue para llegar a asegurar que 
este resul tado es correcto, es el siguiente. Sea v(¿) una 
matr iz fundamenta l de x (t) = l o + Jto A (í , 5) x(s)ds, 
que satisface 
3 Principio de dualidad en sistemas integrales 
Puesto que la solución para el problema de filtrado en 
el caso de s is temas descritos por ecuaciones diferen-
ciales se obt iene del s is tema dual (principio de dual idad 
[7] del problema del regulador. Entonces, t omando 
la misma aproximación para la solución del problema 
mencionado en la sección anterior , se hace necesario 
introducir el principio de dual idad pa ra sis temas inte-
grales. El teorema de dual idad se enunciará enseguida. 
Sea el s is tema dinámico 
x(t) = A{t)x(t) + B(t)u(t), (4) 
y(t) = C(t)x(t) + D(t)u(t), 
y el s is tema dinámico 
z(t) = ~AT{t)z{t) + CT(t)v(t), (5) 
7(t) = BT(t)2(t) + DT(t)v(t), 
donde AT, DT. CT y Dr son la t ranspues tas de A, B, 
C y D. $>a(to, ) y í 'bO-ío) son las matrices de t ran-
sición de los sis temas (4) y (5) respectivamente. El 
sistema (4) es controlable (observable) en to s» y sólo si 
el s is tema (5) es observable (controlable) en to-
La prueba de dicho teorema se basa en 2 teoremas 
[7]: el de controlabil idad y el de observabilidad. los 
cuales, enuncian que el s is tema (4) es controlable (ob-
ser\able) en ío s ¡ y s ó ' 0 s ¡ existe un t\ > ío finito, 
tal que los n renglones (n columnas) de las funciones 
matriciales» 4>a(ío. )B( ) (C( )í>6(-,ío)) son linealinente 
índepen-dientes en [ío-^il- Es entonces claro que 
$ 0 ( ío , t ) = to). 
Puerto que dichos teoremas basan sus pruebas en la 
solución general de la ecuación (4) y dado que la solu-
ción general de una ecuación como (4) se puede escribir 
de la forma siguiente: 
i{t) = S ^ í ^ í o ) + / 4»(í ,-)F(r)u(r)dr. 
lo 
se propone una fórmula semejante 
x(t) = 4>(í, to)x(to) + / $ ( 2 , T ) 5 ( T , Í ) Ü ( T , Í ) ( Í T , (0) 
'o 
para la solución de la ecuación ( i ) integral de t ipo 
Volterra. 
4>(t) =v(to) + ¡ A(t,s)v(s)ds, 
to 
entonces. <J>(í.ío) = ip{t)v 1 ( ío) para todo t, to en 
(—oo,co) se dice que es la matriz de transición de 
x (í) = Xo 4- jtg A (í.s) x(s)ds, de ahí que 
3>(í.ío) = / + //l(í,5)4>(s,ío)d5- (7) 
to 
Tomando (7) y sust i tuyéndola en (6) se t iene que 
t t 
x(t) = x0+ f A{t,s)$(s,t0)x0ds+ I B(t,r)u(t,T)dT 
t0 «o 
+ / ¡A{t,s)$(s, T)B(t,T)u{t,T)dsdT. 
to T 
Dado que se t r a t a de un sistema re la jado [7] en ío, 
entonces la ú l t ima integral es igual a cero pa ra T < to, 
por lo cual se puede cambiar el límite inferior r por ío, 
esto permite agrupar términos: 
.T(Í) = X0 + f B(t,T)u(t,T)dT 
•JA(t,s) 
to 
$(s,ío)xo + / 4>(s,r)Z?(í,r)u(í, r)dr 
lo 
ds. 
Ya que el s is tema es causal entonces podemos poner 
en el límite superior s en lugar de t, en la integral que 
se encuentra den t ro del paréntesis, de es ta manera se 
obtiene la ecuación inicial (1). 
Por lo tan to , la fórmula (6) se puede considerar como 
solución general de la ecuación (1). Entonces también 
se puede introducir y usar la función de transición de 
estados para la ecuación en forma integral (1) como 
para la ecuación en forma diferencial (4). Dado este 
hecho por sentado se puede t omar el t eorema de Dua-
lidad (el cual se basa en los teoremas de controlabili-
dad y observabilidad) como válido también para los sis-
temas que es tán representados por ecuaciones de t ipo 
Volterra. 
4 Regulador y filtro óptimo 
4.1 Función Hamiltoniana en sistemas inte-
grales 
En esta sección se hace referencia al mé todo pa ra la 
solución de problemas de control óp t imo que usa mul-
tiplicadores de Lagrange y el principio mínimo de Pon-
tryagin [4] pa ra unir la ecuación de es tado al criterio 
de funcionamiento. Pues to que es ta es la manera en 
que se propone solucionar el problema del regulador y 
poster iormente el del filtro, es necesario modificar este 
método adecuadamente , dado que ahora t r a t a m o s con 
ecuaciones del t ipo integral. Considérese la siguiente 
ecuación lineal (1): 
x ( í ) = x o + f - 4 ( t , s ) x ( s ) d s + f B (t,s)u(t,s)dsl 
Jl 0 Jto 
esto también s-e puede expresar como: 
[x (s) A (t, 5) x(s) - B {i. s) u (í,«)) ds = 0. 
Ya que si el in tegrando es cero entonces la integral es 
cero, se puede asumir que 
.r («) - A (í. s) x(s) -D{t,s)u (í. s) = 0. (8) 
Con este s is tema se asociará un índice de fun-
cionamiento 
J = ( x ( í o ) - : r o l 7 > 1 {ar ( í0) — ^o] 
b ^ • f L(z(s).u(t,s).t,s)ds, 
Jto 
donde (ío, í i] es el intervalo de t i empo d e interés. In-
troduciendo un multiplicador A(í) asociado, el índice 
de funcionamiento a u m e n t a d o es el siguiente: 
J = I x ( Í 0 ) - x 0 ] r í ' ^ ( í o J - Z o ] 
+ J | L ( X ( S ) , U ( Í , s ) , í , s ) + A R ( S ) 
[ - x ( a ) + A ( t , s ) x (s ) + D (t, s) u ( í ,s)]} ds. 
Si definimos la función Hamil toniana como 
// (x. u.t.s) = L(x,u,t,s) 
+ A r ( s ) [A (t, s) x(s) + B (t,s) u (t, s)] 
entonces, el índice de desempeño puede expresarse 
como. 
J = [ x ( í o ) - x o ] ' ¥ 1 [ x ( t o ) - x o ] 
' j / / ( x , u , í . s ) — A r (s )x(s )J ds. f Jto 
Esto permite , de acuerdo con el principio mínimo de 
Pontryagin . establecer las relaciones siguientes: 
OH _ OH _ OH _ 
0\~X- Ox ~ • Su-0" 
4.2 Planteamiento del problema de regulador 
óptimo 
Considere el sistema lineal (1 . Sust i tuyendo 2) en (3) 
da x( í ) , si y sólo si, existe un vector x(to) y una función 
u(t.s) definida en [to.íj tal que: 
J [x.í; u .x( io) ] < 1. (9) 
suje to al s is tema (1) y la restricción (3), donde 
J [x,í; U,X(ÍQ)| está definido como 
J [x,¡; u ,x( to) ] = i [z (ío) - x 0 ] T * 1 [x ( t0) - Xo| 
1 fl / uT (t,s) ñ ( í , s) u (£. s) ds 
2 Jtn 
f [y(«) - C ( 5 ) x ( S ) ] r Q ( 5 ) [y(S) - C(s )x(«) j ds. 
(10) 
El problema es encontrar el control u(<, 5) que sat isface 
la restricción (9) y minimiza el criterio (10). 
Es claro que existen los valores d e i i ( t , s ) y x(ío) re-
queridos que satisfacen (9) si y sólo si: 
«7* [x,t] =min J(x,f ;u,x(to)) < 1, 
) 
su je to al s is tema (1). 
4.3 Solución del problema de regulador óptimo 
Tomando en consideración las ecuaciones finales de la 
subsección 4.1, se puede enunciar lo siguiente: 
/ [-C*{8)Q(s)y{8) + CT(s)Q(s)C(5)x(s)] ds (11) 
'o 
-I- / AT{t, s)X(s)ds + Ao = —A(í), 
to 
A r r 
— = o => R{t, s)u(t, s) + BT(t, s)A(s) = 0. 
Por lo t a n t o la ley de control es 
u'{t,s) = -R i(t,s)BT(t,s)\(s) (12) 
Por linealidad del problema a suma que 
\{t) = -P{t)x(t). (13) 
dado que A(ío) = - í " lx(to), entonces P(t0) = ¥ 1. 
Si se considera Xo = Ao = 0 y se sus t i tuye (13) en (11), 
se obtiene 
0 = / -l- C^^JQÍs JCÍ sMs) ] rfs 
Jto 
- f Ár{t!s)P(s)x(s)ds-P{t)x{t). 
Jto 
Derivando con respecto al t i empo 
0 = -CT(t)Q(t)y(t) + CT (t)Q(t)C(t)x(t) 
ii f' 
Jlo 
Reescribiendo en forma integral 
0 = Í [-Ct(b)Q(S)V(S) + C 3 » ^ ) ^ » * ^ ) ] ds 
Jt o 
- f AT(t,s)P(s)x(s)ds- í P(s)x(s)ds 
Ju> Ju> 
- f P(s)x(s)ds. 
Jto 
y sus t i tuyendo la relación (8) en la ecuación anterior , 
se tiene que: 
0 = Í [-CT(S)Q(S)y(5) -i-í7t(S)Q(S)C(5)x(5)] ds 
Jto 
- f AT(t, s)P(s)x(s)ds — í P(s)x(s)ds 
J lo Jto 
- f P(a) [A{t, s )x (s ) + B(t,a)u(t,«)] ds. 
Jto 
Susti tuyendo el control u' d ado por (12) 
0 = Í [-Cr(^)Q(5)y(s) + Cr(5)Q(5)C(5)r(S)] ds 
Jto 
- f Ar(t,s)P{s)x(s)ds- í P(s)x(s)ds 
Jt0 Jto 
- í P(a)A{t,a)x{a)da 
Jto 
í P(s)[B(t¡S)R 1 (£, s)BT(t, s )P(s ) : t ( s ) ] ds, 
Jtr. 
derivando con respecto a x 
0 = í CT(s)Q(s)C(s)d% — f AT(t,s)P{s)ds 
Jto Jto 
- f P{s)ds- í P(s)A(t.s)ds 
Jto Jt0 
- f P(s)B(t,s)ri l(t,s)BT{t,s)P(s)ds, 
Jto 
y agrupando, se obt iene 
0 - f [ C r ( s ) Q ( s ) C ( s ) - J 4 r ( f , s ) P ( s ) d . s ] d s 
Ju. 
- J [p (a ) + P ( s ) ¿ ( M ) ] d * 
- í P(s)B(t, s)R 1(t,s)BT(t,s)P(s)ds. 
Ju, 
Por lo tan to , 
P(t) = V M + f [ C r ( s ) Q ( s ) C ( s ) - A r ( í , s ) P ( s ) ] d s 
Jto 
- f P(s)A(t,s)ds 
Jto 
f P(s)B(t,s)R 1 (í, s)BT(t, s)P(s)ds, (14) 
Jto 
con la condición límite P ( to ) = «t 
En la cual se puede reconocer la ecuación de Ric-
cat i d e b a j o del signo de la integral. Por lo que se 
puede escribir que la solución explícita al problema 
del regulador óp t imo es la siguiente: la ley de control 
u'(t,a) = R 1(t,s)BT{t,s)P(s)x(s), donde P{s) es la 
solución de la ecuación integral de Riccati (14). 
4 . 4 S o l u c i ó n d e l p r o b l e m a d e filtrado ó p t i m o 
Si tomamos las relaciones que se presentan en la sección 
3 sobre la dual idad que existe ent re los problemas de 
filtrado y reguladores, tenemos que el s is tema dual del 
sistema (1) es 
x(t) = x0+í -AT (t,s)x(s)ds+ í CT (t,s)u{t,s)ds, 
Jt0 Jto 
y(t) = BT(t)x(t)+v(t), 
y considerando el criterio 
A 1 
J M ; u . x ( f 0 ) ] = ^ [x (to) - xo]7" ¥ 1 [ar(f0) - *o] 
1 f* 
+ o / uT (t<s)Q 1 («)u(M)dí 
¿ Jto 
+\ £{[y(s)-BT(s)x(s)]Tn >(M) 
[ y ( s ) - S T ( 5 ) x ( s ) ] } d 3 , (15) 
el control u* es tá dado de la siguiente manera: 
u'(t.s) = Q(s)C{t.s)S(s)x(s). (16) 
Por lo tan to , considerando [lj, el principio de dual idad 
implica la solución del problema de fi l trado minimáxi-
mo para el sistema con es tado (1), sobre las observa-
ciones (2) y el criterio (3); la solución del problema de 
filtrado es el elipsoide X(t), descri to como 
X(t) = { x ( t ) : |x( í ) - x ( i ) ] r S ' ( 0 [x(t) - x(t)\ 
< l - / ? 2 ( í ) } . 
donde S(t) es la solución de la ecuación integral de 
Riccati 
S(t) = V+ f [ B ( s ) R l(t,s)BT(s) +v4( t ,« )S(a ) ] ds+ 
Jtc 
í [S(sMT (i,s) - S(s)CT (t,s) Q(s)C(t, s)S(s)] ds, 
Jt o 
con la condición límite de S(ÍQ) = y el 
número real posit ivo d2 d ado como 02 (t) = 
3 ¡L [y(s> - 1 * («í *(s))T Q(*) [f(«) - C (s) x(s)] ds. 
De acuerdo con el principio de dual idad, de (16) la 
ganancia óp t ima del filtro es : 
M'(t,s) = S(s)CT (t,s)Q{s) 
y el es t imado óp t imo x(£) es generado por el siguiente 
sistema: 
x(f) = f J4(í,s)ar(s)£Ís+ f B{t,s)u(t,s)ds+ 
Jt O Jto 
f S{s)CT(t,s)Q(s) [y(s) -C(t,s)x(s)}ds. 
Jto 
6 R e g u l a d o r y filtro ó p t i m o c o n o b s e r v a c i o n e s 
d e t i p o in tegra l 
5.1 P l a n t e a m i e n t o d e l p r o b l e m a d e filtrado ó p -
t i m o 
Considere el s is tema lineal : 
j ( t ) - x 0 + f i4 (í. s) x ( s ) d s + f B (t,s)u(t,s)ds, 
Jto Jto 
y t ) - í C{t.s)x(s)ds+ f G(t,s)v(t.s)ds. (17) 
J t Jt0 
donde r ( í ) € R" es el es tado del s is tema, u ( í . s ) € IV 
e& la incer t idumbre en la en t rada , u ( í , s ) € f V es el 
ruido en la salida y las matrices A(t, s). B(t, s). C(t,s), 
G(t. s) t ienen las dimensiones apropiadas. Las incer-
tidumbres se consideran desconocidas con la salvedad 
que satisfacen la restricción siguiente: 
^[x(ío)-xo]r4' l[x(to)-xo] 
f uT {t,s) R(t,s)u(t,s)ds 
2 Jto 
+ ^ / y r ( í , s ) G r ( í . 3 ( 0 ( í , s ) G ( í . s ) y ( í , s ) d s < 1. 
2 Jto 
donde xo es un vector n dado, í*, R, Q son matrices 
positivas definidas y simétricas. 
El problema es el de encontrar el con jun to de todos los 
posibles es tados que son consistentes con la restricción 
(18) y la ecuación de salida del sistema. 
5 .2 S o l u c i ó n d e l p r o b l e m a d e r e g u l a d o r ó p t i m o 
Se hará la misma aproximación que pa ra el caso an-
terior, pa ra lo cual, se resolverá pr imero el problema 
del regulador y después se solucionará el del filtrado de 
manera análoga. 
Del mismo modo que en (8), la ecuación (17) resulta: 
- C(t. s )x (s ) - G( i ,« )u( í , s) = 0. (19) 
Despejando G(t, s)v(t,s) de (19) y sus t i tuyendo en 
(18), podemos reescribir la restricción de la siguiente 
manera: 
3 [x, í; u, x(í0)] = \ [x (ío) - x o f ® 1 [x (í0) - Xo] 
1 í' 
+- I uT (t,s) R(t.s)u{t,s)ds 
* Jto 
+¿£{ly(s)-C(t.s)x(s)\TQ{tl3) 
[y(s)-C(t,s)x(s)]}ds. 
Utilizando las mismas relaciones que en la subsección 
4.1, se tiene que: 
[' [~CT(t, s)Q(t, s)y(s) + CT(t, s)Q(t,s)C{t, «)*(«)] d s 
Jto 
+ [ AT(t,s)X(s)ds + Xo =-Mt). 
Jto 
Y siguiendo el mismo procedimiento ya visto se t iene 
que 
u"(í, s) — R 1(t.s)BT{t.s)P(s)x{s), 
donde P(t) es la solución de la ecuación de Riccati si-
guiente: 
P ( t ) - 4 , CT(t,s)Q(t,3)C(t,s)ds 
Jto 
- f [ A T ( t , s ) P ( s ) + P(8)A (t, s)] ds 
Jto 
- f P(s)B(t,a)R 1(t,s)BT(t,s)P(s)ds. 
Jto 
5.3 Solución del problema de filtrado ópt imo 
De la misma manera que se procedió en la sección an-
terior se t iene que el control para el sistema dual es 
u* ( í . s ) = Q{t,s)C(t.s)S(s)x(s). 
Por lo t a n t o la solución del problema de filtrado es el 
elipsoide X(t) siguiente 
A"(¿) = { x ( í ) : [ i ( ¡ ) - i ( i ) f 5 » ( W ) " ^ * ) ] 
< 1 - /3"(t)} , 
donde S(t) es la solución de la ecuación integral de 
Riccati 
S(t) = v+f [D(t.s)R L(t,s)BT(t.s) + A(t,s)S(s)]ds 
Jto 
+ í [S(s)AT (t,s) - S(s)CT {t,s)Q{t,s)C(t.s)S(s)]ds, 
Jto 
con la condición límite de 5( ío) = y el 
número real posit ivo ¡32 d ado como /?2 (í) = 
5 /«'„ [f(s> " 00 *(*)]T Qi*< *) ll/(«) " O («) x(s)\ da. 
Obsérvese que la ganancia óp t ima del filtro es 
M'(t,s) = S{s)CT (t.s)Q(t,s). 
y el es t imado óp t imo x( í ) es generado por el siguiente 
sistema: 
x(t)= í j4(t,s)ar(s)(f«-l- í B(t,s)u(t,s)ds+ 
Jto Jl<¡ 
Jr S(s)CT ( f , s) Q(t, s) [y(s) C ( í , s)x(s)] ds. 
6 Conclusiones 
Se puede concluir que la es t ruc tura de los filtros para 
si&temai» lineales determiníst icos que obedecen a res-
tricciones. del t ipo energía, es similar al modelo de los 
filtros lineales estocásticos. Debido a la inclusión de 
ecuaciones del t i po Volterra, es posible pasar posterior-
mente a los problemas de filtrado en sistemas con re-
tardos. 
El valor teórico de los resultados obtenidos radica en 
que es posible obtener el s is tema cerrado de las ecua-
ciones de filtrado para sólo dos variables, el es t imado 
ópt imo x(t) y la matr iz de elipsoide S(t). Po r el con-
t rar io a los sis temas estocásticos del t i po Volterra [8.9]. 
en donde es necesario introducir una variable carac-
terística más para concluir el diseño de filtros. 
Se propuso también una forma de control pa ra el regu-
lador ópt imo con ecuaciones del t ipo integral y con dis-
turbios cuya característ ica era la per tenencia a un con-
j u n t o definido por un elipsoide, el cual se puede definir 
completamente . 
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A b s t r a c t . T h i s p a p e r e x a m i n e s t h e m i n m a x filter-
ing p r o b l e m for l inear in tegra l Vo l t e r r a s y s t e m s w i t h 
de te rmin i s t i c u n c e r t a i n t i e s over obse rva t ions given by 
either a d i f fe ren t ia l e q u a t i o n or a n in tegra l Vol t e r ra 
equa t ion a s well. T h e so lu t ion is baaed o n the P o n t r y a -
gin m i n i m u m ( m a x i m u m ) pr inc ip le , t h e L a g r a n g e mul-
tipliers m e t h o d , a n d t h e dua l i t y pr inc ip le in Vol te r ra 
sys tems. F i r s t , t h e o p t i m a l con t ro l ( r egu la to r ) prob-
lem is solved a n d t h e Ricca t i e q u a t i o n for t h e o p t i m a l 
gain m a t r i x is o b t a i n e d for in tegra l Vol te r ra sys t ems , 
and, second , t h e m i n m a x filtering e q u a t i o n for t he opt i -
mal e s t i m a t e of a Vo l t e r r a s y s t e m s t a t e and t h e Ricca t i 
equa t ion for i t s el l ipsoid m a t r i x a r e o b t a i n e d over b o t h 
different ial a n d in tegra l obse rva t ions . T h u s , in t h e case 
of d e t e r m i n i s t i c unce r t a in t i e s , i t is poss ib le t o fo rm a 
closed s y s t e m of t he m i n m a x filtering e q u a t i o n s for a n 
integral s y s t e m s t a t e over in tegra l obse rva t ions , us ing 
only two filtering var iables , t h e o p t i m a l e s t i m a t e a n d i ts 
ellipsoid m a t r i x , a l t h o u g h t h e ana logous resul t c a n n o t 
be reached in s t o c h a s t i c sys t ems . 
1. Introduct ion 
T h i s p a p e r p re sen t s so lu t ions of t h e m i n m a x fil-
ter ing a n d o p t i m a l cont ro l p r o b l e m s for l inear inte-
gral Vol t e r ra s y s t e m s wi th d e t e r m i n i s t i c uncer t a in t i e s . 
There arc a n u m b e r of p a p e r s inves t iga t ing these prob-
lems for s y s t e m s t a t e a n d obse rva t ions given by dif-
ferential e q u a t i o n s 1. 2] or b iva r i a te Vol te r ra ones [3], 
however, t h e p r o b l e m s have n o t been solved yet in 
the genera l case of in tegra l govern ing equa t ions . T h e 
solut ion p r e s e n t e d in t h e p a p e r is based on a p p l y i n g 
the P o n t r y a g i n m i n i m u m ( m a x i m u m ) pr inciple , t h e La-
grange mul t ip l i e r s m e t h o d , a n d t h e dua l i t y pr inc ip le [4] 
to in tegra l V o l t e r r a s y s t e m s . T h e d u a l i t y pr inciple en-
ables o n e t o use t h e o p t i m a l ga in m a t r i x s t r u c t u r e in 
the con t ro l p r o b l e m for t h e o p t i m a l ga in m a t r i x in t h e 
filtering one , a s it was d o n e for d i f ferent ia l s tochas t i c 
sys t ems 5, 6 . As a resu l t , it is possible t o fo rm a 
closed s y s t e m of t h e m i n m a x filtering e q u a t i o n s for a n 
integral sy s t em s t a t e over in tegra l observa t ions , us ing 
onlv two f i l ter ing var iables , t he o p t i m a l e s t i m a t e a n d i ts 
ellipsoid m a t r i x , a l t h o u g h t h e ana logous resu l t c a n n o t 
b e reached in s tochas t i c s y s t e m s (see [7, 81). T h i s en-
courag ing resul t m a y be exp la ined by t h e f ac t t h a t de-
t e rmin i s t i c u n c e r t a i n t i e s in t h e m i n m a x filtering p rob-
lem sa t i s fy e n e r g y - t y p e in tegra l r e s t r i c t ions , i.e., be long 
t o ce r ta in el l ipsoids w i t h fixed b o u n d a r i e s in f u n c t i o n a l 
spaces , a n d c a n n o t t a k e any possible va lues a s s tochas -
t ic G a u s s i a n d i s t u r b a n c e s can . 
T h e p a p e r is o rgan ized a s follows. T h e Sec t ion 2 
p resen t s t h e m i n m a x filtering p r o b l e m s t a t e m e n t . T h e 
dua l i t y pr inc ip le for in tegra l Vo l t e r r a s y s t e m s is sub-
s t a n t i a t e d in Sec t ion 3. T h e o p t i m a l con t ro l ( regula-
tor) p r o b l e m for in tegra l Vol t e r ra s y s t e m s is s t a t e d a n d 
solved in Sec t ion 4. T h e n , t h e m i n m a x filtering p rob-
lem for in tegra l Vol t e r ra s y s t e m s t a t e s is solved us ing 
t h e dua l i t y p r inc ip le (Sect ion 3) a n d t h e so lu t ion t o t h e 
o p t i m a l con t ro l p r o b l e m (Sec t ion 4) . In Sec t ion 5, t h e 
m i n m a x filtering p r o b l e m is also solved over observa-
t ions governed by a n in tegra l Vo l t e r r a e q u a t i o n . 
2. M i n m a x Fi l ter ing P r o b l e m 
Let us cons ider t h e l inear s y s t e m 
x (£) — x(£<>) + [ A{t,s)x(s)dsJr f B (t, s) u(t, s) d$, 
Jt, Jt„ 
(1) 
I / ( i ) - C ( i ) x ( i ) + w(<). (2) 
w h e r e x(t) € Rn is t h e s y s t e m s t a t e , y ( i ) € R™ is 
t h e obse rva t i on vec tor , u ( i , s) € Rp is t h e i n p u t uncer-
ta in ty , a n d v( i ) € Rm is t h e obse rva t i on d i s t u r b a n c e . 
B o t h unce r t a in t i e s a r e cons idered u n k n o w n d e t e r m i n -
istic ones and sa t i s fy the fol lowing e n e r g y - t y p e res t r ic-
t ion: 
^ [x (to) x o f * - 1 [ x ( i 0 ) - x 0 ] 
i rl 
+ - / [ u r ( t , 5 ) i ? ( i , s ) u ( i , s ) + vT (a)Q(s)t>(s)] da < ] 
* J to 
(3) 
where xo is a given vec tor , a n d ty, R, Q a r e pos i t ive 
def in i t e s y m m e t r i c ma t r i ce s . 
T h e p r o b l e m is t o find t h e s e t of all poss ib le sys-
t e m s t a t e s x{t) t h a t s a t i s fy t h e r e s t r i c t ion (3) a n d a re 
compa t ib l e w i t h t h e o b s e r v a t i o n s (2) f r o m the init ial 
momen t io U P t o t h e c u r r e n t m o m e n t t . 
3. D u a l i t y Pr inc ip l e in Integral S y s t e m s 
For d y n a m i c s y s t e m s governed by d i f ferent ia l equa-
tions. so lu t ion of t h e o p t i m a l filtering p r o b l e m can be 
ob ta ined us ing t h e so lu t ion of t h e o p t i m a l con t ro l prob-
lem a n d t h e d u a l i t y pr inc ip le [9]. T h u s , i t would be 
helpful to i n t r o d u c e t h e d u a l i t y pr inc ip le for in tegra l 
systems, as d o n e below. 
Let lis first cons ider a d y n a m i c s y s t e m governed by 
a d i f fe ren t ia l e q u a t i o n 
x(t) = A{t)x(t) + B ( t ) u ( f ) , 
y ( ' ) — C{t)x(t) + D(t)u(t), (4) 
and t h e d u a l one 
i ( t ) = AT{t)z{t) + CT(t)v{t), 
7 ( f ) BT(t)z(t) + DT(t)v(t), (5) 
where AT, BT, CT, a n d DT a r e t r a n s p o s e s of ma t r i ces 
A, B, C, a n d D\ $ a ( i o > - ) a n d $ b ( - , t o ) a r e t h e s t a t e 
t r ans i t ion m a t r i c e s for t h e s y s t e m s (4) a n d (5), respec-
tively. T h e s y s t e m (4) is con t ro l l ab le (observable) a t io< 
if and only if t h e s y s t e m (5) is obse rvab le (control lable) 
at to. 
T h e proof of t h e d u a l i t y pr inc ip le is based on t h e 
fact [9) t h a t t h e s y s t e m (4) is con t ro l l ab le (observable) 
at i 0 l if a n d only if t h e r e ex i s t s a finite t i m e t\ > t 0 , 
such t h a t n rows (n c o l u m n s ) of t h e m a t r i x f u n c t i o n s 
" M l o . " )# ( • ) io)) a r e l inearly i n d e p e n d e n t in 
[ t 0 , i i ] , a n d t h e fol lowing equa l i ty [9] ho lds 
$«(fo , t ) ~ $ r ( M o ) . 
T h u s , t h e key po in t for s u b s t a n t i a t i n g t h e dua l i ty 
prim iple is ex i s t ence of t h e s t a t e t r an s i t i on m a t r i x 
$ io, - for a l inear d y n a m i c sys t em (4) and represen-
ta t ion of t h e genera l so lu t ion of an e q u a t i o n (4) in t h e 
form: 
i ( 0 * ( M 0 ) . T ( i 0 ) + / ) B ( r ) u ( r ) d r . 
to 
Let us p r o p o s e t h e fol lowing s imi la r fo rm for t he genera l 
solut ion of t h e in tegra l Vol t e r ra e q u a t i o n (1) 
x ( 0 - $ ( t , t o ) x ( t Q ) + f $ ( t , T ) B { t , T ) u ( t , T ) d r . ( 6 ) 
t< 
T h i s resu l t c an b e p roved a s follows. Le t Tp{t) be 
the f u n d a m e n t a l m a t r i x of t h e homogeneous e q u a t i o n 
x t —x(to) + f{ A (t , s) x(s)ds, which t he r eby sat isf ies 
the e q u a t i o n 
rp(t) ~ 4>{t0) + f A{t,s)iP(s)ds. 
t< 
T h e m a t r i x $(£ , io) def ined as 
all £, to € (— oo, oo) is cal led t h e s t a t e t r a n s i t i o n m a t r i x 
of t h e s y s t e m (1) a n d sat isf ies t h e s imi lar e q u a t i o n 
* ( i , t o ) = / + M ( M ) * ( M o ) d s . (7) tu 
S u b s t i t u t i n g (7) i n to (6), we o b t a i n 
x(t) = x(t0) + J A{t, í 0 ) x ( í 0 ) d s + / B{t, T)u{t, T)dT «(I to 
+ / / A{t, s ) $ ( s , T)B(t.T)u(t, T)dsdr. 
til T 
Since t h e sy s t em [9] shou ld b e re laxed a t to, t he last 
in tegra l is equa l t o 0 for r < íq, a n d t h e lower in tegra-
t ion l imit r can b e rep laced by io- T h i s leads t o t h e 
fol lowing f o r m 
x(t) - x(to) + / A{t,s)\$(s,t0)x(t0) 
in 
t t 
+ / $ ( s , r ) B ( i , T)u(t,T)dr]ds + J B(t, r ) u ( i , r ) d r . 
to to 
Tak ing in to accoun t t h a t t h e s y s t e m shou ld be causal , 
t h e u p p e r l imit t c an be rep laced by s in t h e in tegra l in 
bracke ts . T h i s finally yie lds t h e ini t ia l e q u a t i o n (1). 
Hence , t h e express ion (6) c an b e cons ide red t h e gen-
era l so lu t ion of t h e e q u a t i o n (1). T h i s enab le s o n e to 
correc t ly i n t r o d u c e a n d use t h e s t a t e t r a n s i t i o n m a t r i x 
for t h e s y s t e m (1) governed by a n in tegra l e q u a t i o n , 
as well as for t h e s y s t e m (1) governed by a d i f fe ren t ia l 
one. T h u s , t a k i n g in to a c c o u n t t h e a b o v e - m e n t i o n e d 
observabi l i ty a n d cont ro l lab i l i ty p rope r t i e s , t h e d u a l i t y 
pr inciple becomes also valid for in tegra l Vol t e r ra sys-
t e m s in t h e fo rm (1). 
4. O p t i m a l Contro l a n d F i l t er ing 
4.1. H a m i l t o n i a n func t ion in integral s y s t e m s 
T h i s sect ion p re sen t s t h e m e t h o d for solving t h e op t i -
m a l cont ro l p r o b l e m s in t h e l i n e a r - q u a d r a t i c case, t h a t 
is based on t h e P o n t r y a g i n m i n i m u m ( m a x i m u m ) pr in-
ciple a n d t h e L a g r a n g e mul t ip l i e r s m e t h o d [4], a n d 
which enab les o n e t o u n i t e t h e s t a t e e q u a t i o n and t h e 
cos t c r i te r ion in to o n e func t ion . T h i s m e t h o d , which is 
well k n o w n a n d deve loped for s y s t e m s governed by dif-
ferent ia l equa t i ons , can be a p p r o p r i a t e l y modif ied for 
s y s t e m s governed by in tegra l Vol t e r ra e q u a t i o n s as fol-
lows. 
Let us cons ider t h e l inear e q u a t i o n (1) 
x ( t ) - x { t 0 ) + f A ( i , s ) x(s)ds + f B(t,s)u{tts)ds, 
Jt„ Jt„ 
a n d rewr i t e it in t h e fo rm 
[ [i (s) - A (t,s) x(s) B (t , s ) u ( ( .«)] ds - 0. 
Ju 
T h e integral is equa l t o zero, if t h e sub in t eg ra l f u n c t i o n 
is equa l to zero. Hence , t o o b t a i n t h e las t equal i ty , it 
m a y be a s sumed t h a t 
r (s) A (t. s) x{s) - B (t , s) u ( t , 5) = 0. (8) 
Consider t h e fol lowing q u a d r a t i c cost f u n c t i o n associ-
ated w i t h t h e s y s t e m (1) 
J - [ x ( i o ) - x o ) T « ' - 1 [ a : ( < o ) *o] 
+ / L ( x ( s ) , u ( f , s ) , f , s ) d s , 
Jt„ 
where ¿o , i i ] is t h e in te rva l in ques t i on . U p o n in t ro-
ducing a n a s soc ia t ed L a g r a n g e mul t ip l ie r A(t), t h e n e w 
cost c r i t e r ion c a n be w r i t t e n as follows 
J - [ x ( i 0 ) - . r 0 ] 7 ' * l \ x ( t 0 ) - x 0 ] 
+ [ L(x{s),u(t,s),t,s) 
Jt, 
+ A T ( s ) ( x ( s ) + A (£, s) x ( s ) + B (t,s) u (t , 5)] ds. 
T h e n , u p o n def in ing t h e H a m i l t o n i a n f u n c t i o n as 
H{x,u,t,s) — L(x,u,t,s) 
+ XT{s) \A (t , s) 1 ( 5 ) + B (i , a) u (t, 5 ) ] , 
the cost f u n c t i o n t akes t h e fo rm: 
J - [ i ( t o ) - x o ] r ^ 1 [x (to) - Xo] 
+ [ [H(x,u,t,s) A r ( s ) x ( s ) ] ds. 
Jtu 
Because th i s c r i t e r ion shou ld r each i ts m i n i m u m , ap-
pl icat ion of t h e P o n t r y a g i n m i n i m u m ( m a x i m u m ) pr in-
ciple [4] yie lds t h e fol lowing re l a t ions 
— x d H - Á — - 0 
c>A dx du 
4.2 . O p t i m a l c o n t r o l p r o b l e m s t a t e m e n t 
Cons ide r t h e l inear s y s t e m (1). S u b s t i t u t i n g (2) in to 
3 d e t e r m i n e s a s t a t e vec tor x ( i ) , if and only if t h e r e 
e x i s t a vec tor x ( fo) a n d a func t i on u(t,s) def ined in 
to . t , t h a t a r e c o m p a t i b l e w i th t h e sys tem e q u a t i o n 
1 and sa t i s fy t h e res t r i c t ion (3) , a n d such t h a t 
J [ x , i ; i i , x ( t 0 ) ] < 1, 
whore J x. t; u , x( /o) l is def ined as 
(9) 
A 1 
J X,t\u.x(t0)} " ^ (x (£ 0 ) -x0}T<i> 1 ( x ( t o ) - x o ] 
1 C 1 — I u' 
2 L 
{t.s)R{t,s)u{t,s) ds 
+ \ £ [»(*) C(s)x(S)}T Q{$) [y(a) - C{a)x{a)\ ds. 
(10) 
T h e o p t i m a l con t ro l p r o b l e m is to find t h e cont ro l 
u(t,s) which sa t i s f ies t h e r e s t r i c t i on (9) and minimizes 
the c r i t e r ion (10). 
Obviouslv , t h e des i rab le va lues u(t,s) and x ( i 0 ) sa t -
isfying (9) and c o m p a t i b l e w i t h (1) exis t , if and only 
if 
J' [x, t] - m i n J [x. t; u, x ( t 0 ) ] < 1. 
"( ) 
4 . 3 . O p t i m a l c o n t r o l p r o b l e m s o l u t i o n 
S u b s t i t u t i n g (10) i n to t h e las t e q u a t i o n s of Subsec-
t ion 4.1, we o b t a i n 
f\-CT(s)Q(s)Y(s) + Ct(S)Q(S)C(S)X(S) 
Jtu 
+AT(t, s)X(s)]ds + X0 = -X (t) (11) 
a n d 
dH 
!±Li = 0 R(t,s)u(t,s) + BT{t,s)\(s) = 0, 
which yields t h e o p t i m a l con t ro l in t h e f o r m 
u - ( i , s ) - —R~l(t, s ) B r ( i , s )A(s ) . (12) 
T a k i n g l ineal i ty of t h e p r o b l e m in to a c c o u n t , let us 
seek A(£) as a l inear f u n c t i o n 
A (t) = -P(t)x(t), 
where P(t0) - b e c a u s e A(i 0 ) = - f l > - 1 x ( £ o ) -
S u b s t i t u t i n g (13) in to (11) yie lds 
0 — / ' [ C T ( 5 ) Q ( 5 ) i / ( 5 ) + C r ( S ) Q ( i i ) C ( 5 ) x ( , ) 
J to 
-AT(t, s)P(s)x(s)\ds - P(t)x(t), 
a n d , u p o n d i f f e r en t i a t i ng in t ime , we o b t a i n 
0 _ -CT(t)Q(t)y(t) + CT (t)Q{t)C(t)x(t) 
d P 
(13) 
- j t J AT(t,s)P(s)x(s)ds 
-P(t)x{t) - P{t)x{t). 
R e w r i t i n g th i s equa l i ty in t h e in tegra l f o r m 
0 - f [ C r ( 5 ) g ( 5 ) y ( S ) + C T ( s ) g ( S ) C ( s ) x ( s ) ] d 5 
Jt„ 
- f Ar(t,s)P{s)x(s)ds f P(s)x(s)ds— f P(s)x(s)ds 
J u 1 J J t,, 
a n d s u b s t i t u t i n g t h e re la t ion (8) i n to it , we have 
0 - f [ CT(s)Q(s)y(s)+CT(s)Q(s)C(s)x(s)]ds 
Jt, 
- f AT(t,s)P{s)x(s)ds- f P(s)x(s)ds 
Jlu Jt„ 
f P ( s ) [A(t, S)T(S) + B{t, s)U[t, s)) ds. 
J t , 
Final ly, s u b s t i t u t i n g t h e con t ro l u' g iven b y (12) 
0 = £ [ - C T ( s ) Q ( s ) y ( s ) + C T ( s ) Q ( s ) C ( s ) x ( s ) ] ds 
Jt , 
s ) P ( s ) x ( * ) - P(s)x(s) 
P(s)\A{t,s)x(s)+B(t,s)R-l{t,s)BT(t.s)P(s)x{s)})ds. 
di f fe ren t ia t ing t h e o b t a i n e d express ion in x 
0 = f CT{s)Q(s)C(s)ds- f AT(t, s)P(s)ds— ( P{s)dt 
Jt, Jt( Jt„ 
- J P{s) [ ¿ ( M ) + B ( t , s ) f l ~ 1 ( t , s ) B T ( i , s ) P ( s ) ] i i s , 
and r e a r r a n g i n g t h e t e rms , we o b t a i n 
0 - J [CT(S)Q{S)C{S) - AT{t, s)P(s)ds - P(s) 
—P(s)A(t, s) - P{s)B{t, s)R~l(t,s)BT{t, s)P{s)\ds. 
Hence, a Ricca t i e q u a t i o n in t h e in tegra l fo rm 
P(£) - + / ' [ ( ^ ( a J Q t f i J C t a ) A T ( i , s ) P ( s ) 
Jt, 
P(s)A (t,8) - P(s)B (t,8) R~\t, s)BT(t, s)P{s)]ds, 
(14) 
with t h e in i t ia l c o n d i t i o n P ( i o ) — # 1 , is valid in t h e 
considered case. T h u s , it c a n be conc luded t h a t t h e 
control law u'{t,s) - R~l(t,s)BT(t,s)P($)x(s), where 
P(A) sa t i s f ies t h e in tegra l R icca t i e q u a t i o n (14), solves 
the s t a t e d o p t i m a l con t ro l p r o b l e m for in tegra l Vol t e r ra 
sys tems. 
4 .4 . M i n m a x f i l t e r i n g p r o b l e m s o l u t i o n 
A p p l y i n g t h e d u a l i t y pr inc ip le e s t ab l i shed in Sect ion 
3 to t h e o p t i m a l con t ro l a n d filtering p rob lems , t h e sys-
tem d u a l t o t h e s y s t e m (1) shou ld be r ep resen ted as 
i { t ) - x { t 0 ) - [ AT {t,s)x(s)ds+ [ CT (i , s) u (t , s) ds, 
J t<) J «0 
y ( t ) - B T ( t ) x ( t ) + v ( t ) , 
and, cons ide r ing t h e c r i t e r ion . 
+ 
A 1 
./ ,R. t; u , x ( t 0 ) " ^ X ( I 0 ) - X O L T V ' 1 [x ( F 0 ) x0] 
+ 12J\uT(t,s)Q 1 ( s ) u ( i , s ) 
+ [yN - BT(s)x(s)]T R - ' ^ s ) [y(s) - BT(S)x(s)])ds, 
(15) 
the cont ro l u* s hou ld by given by 
«'(«,«) ~ Q(s)C{t,s)S(s)x(s). (16) 
Hence , fol lowing 1], t h e d u a l i t y pr inc ip le implies t h a t 
the so lu t ion of t h e in i t ia l m i n m a x filtering p r o b l e m for 
the s y s t e m s t a t e (1) over t h e obse rva t ions (2) w i th t h e 
res t r ic t ion (3) is given by t h e ell ipsoid X(t)\ 
X ( t ) -
{r(t) : \x(t) x{t) T S'l(t) [x(t) - x(t)\ < 1 " / ^ ( O } . 
where S ( t ) is t h e so lu t ion of t h e fol lowing in tegra l Ric-
cati e q u a t i o n 
St) = $+ f [ B ( s ) f i - 1 ( i . 5 ) S r ( 5 ) + A(£,s)5(s)](is 
Jt, 
J' [5(s)Ar (£, s) - S(s)CT (t,s) Q(s)C(t, 5)5(5)] ds, 
w i t h t h e ini t ia l cond i t i on S(£o) = a n d t h e pos i t ive 
rea l n u m b e r /32 is d e t e r m i n e d as follows 
02 { t ) = \ [ l y ( s ) " ° { S ) ^ Q ( S ) I i/(S) " C i $ ) X ( S ) ] ^ 
Moreover , t h e r e l a t ion (16) impl ies t h a t t h e o p t i m a l 
ga in m a t r i x in th i s filtering p r o b l e m is 
M'(t,s) = S(s)CT(t,s)Q(s), 
a n d , there fore , t he o p t i m a l e s t i m a t e x(t) is t h e so lu t ion 
of t h e fol lowing e q u a t i o n 
x ( i ) - x 0 + f A(t, s)x(s)ds 4- f B(t, s)u(t, s)ds 
J t 0 J t o 
+ f S(s)CT (t, s) Q(s) [y(s) - C ( t , s)x(s)} ds. 
Jtu 
5 . O p t i m a l C o n t r o l a n d F i l t e r i n g in I n t e g r a l 
S y s t e m s 
5 . 1 . M i n m a x f i l t e r i n g p r o b l e m s t a t e m e n t 
Cons ide r t h e l inear in tegra l s y s t e m 
x ( t ) - x ( i 0 ) + f A(t,s)x(s)ds+ ! B(t,s)u(t, 
J to J I (I 
s) ds, 
y{t)= f C ( i , s ) x ( s ) d s + [ G(t,s)v(t,s)ds, (17) 
Jt,, Jt„ 
w h e r e b o t h s t a t e a n d obse rva t i on e q u a t i o n s a r e in tegra l 
e q u a t i o n s of t h e Vo l t e r r a type , x{t) € Rn is t h e sy s t em 
s t a t e , y ( t ) € Rm is t h e obse rva t ion vec tor , u(t,s) e Rp 
is t he i n p u t unce r t a in ty , a n d w( i , s ) € Rm is t h e obser -
va t ion d i s t u r b a n c e . B o t h u n c e r t a i n t i e s a r e cons idered 
u n k n o w n d e t e r m i n i s t i c ones a n d sa t i s fy t h e following 
ene rgy - type res t r i c t ion : 
i |x( t0) - i o ] 7 " * " 1 [x(«o) *o] 
1 /"' 
+ - / uT{t,s)R{t,s)u{tys)d$ 
L Jtu 
1 f l 
+- / vT (i , s) GT (t , s) Q (t , s) G (t,S) V (t, s) ds < 1, 
* J to 
(18) 
w h e r e xo is a given vec tor , a n d R, Q a r e pos i t ive 
def in i t e s y m m e t r i c ma t r i ces . 
T h e p rob lem is to find t h e se t of all possible sys-
t e m s t a t e s x(£) t h a t sa t i s fy t h e r e s t r i c t ion (18) a n d a re 
c o m p a t i b l e w i th t h e obse rva t ions (17) from t h e ini t ia l 
m o m e n t to u p t o t h e c u r r e n t m o m e n t t. 
5.2 . O p t i m a l c o n t r o l p r o b l e m s o l u t i o n 
T h e a p p r o a c h of Sec t ion 4 is app l i ed aga in to t h e op-
t imal con t ro l a n d filtering p r o b l e m s for t h e sy s t em (17) 
wi th t h e r e s t r i c t ion (18) , i.e., f i rs t , t h e o p t i m a l con t ro l 
problem is solved, a n d , t h e n , t h e o p t i m a l filtering p rob-
lem is t r e a t e d using t h e d u a l i t y pr inc ip le of Sect ion 3. 
In th i s case , t h e e q u a t i o n (17) t akes t h e fo rm 
f [y(s) - C ( M ) x ( s ) - G ( i , s ) w ( i , a ) ] d B - 0, 
Jt„ 
and. us ing t h e las t equa l i ty , t h e c r i te r ion (18) c an b e 
represented as follows 
J [x, t; it, x(t0)\ - ^ [x ( t 0 ) - x 0 ] T tf 1 [x ( t 0 ) - x 0 ] 
1 f* 
+ 2 Jt uT(t,s)R{t,s)u(t,s)ds 
+ \ £ I y ( s ) - C(t, 5 ) x ( S ) ] r Q (t, s) [y(s) - C ( t , s )x (a ) ] ds. 
Following t h e p r o c e d u r e of Sec t ion 4, t h e e q u a t i o n 
(11) t akes t h e fo rm 
[ \-CT(t, s)Q(t, s)y(s) + C r ( t , s)Q(t, s)C(t, s)x(s) 
Jt, 
+ A r ( t , s)\{s)}ds + X0 = - A ( i ) . 
and the o p t i m a l con t ro l is g iven by 
u * ( t , s ) - R-l{t,s)BT(t.s)P(s)x{s), 
where P(t) is t h e so lu t ion of t h e fol lowing in tegra l Ric-
cati e q u a t i o n 
P(t) V'1 + f ICT{t,s)Q(t,s)C{t,s) AT(t,s)P(s) 
P{*)A(1,8) P(S)B ( M ) R-1[t,s)BT(T,S)P(s)}ds. 
5.3. M i n m a x filtering p r o b l e m s o l u t i o n 
Following t h e p r o c e d u r e of Subsec t i on 4.4, t h e opt i -
mal con t ro l for t h e d u a l s y s t e m s t a t e is 
« * ( / , « ) - Q ( t , s ) C ( t . s ) S ( a ) x ( s ) , 
and t h e so lu t ion of t h e m i n m a x filtering p r o b l e m is 
given by ell ipsoid X{t): 
X(t) = 
| x ( 0 : x(t) i(t)\TS ' ( t ) l x ( £ ) - x ( t ) ] < l - / 3 2 ( i ) } , 
where S{t) is t h e so lu t ion of t h e fol lowing in tegra l Ric-
cati e q u a t i o n 
St V+J [B[t.s)R~}{t,s)BT(t,s) +A(t,s)S{s)]ds 
+ J [S{s)AT (t.s) - S(s)CT (t,s)Q(t,s)C{t,s)S(s)]ds. 
wi th t h e in i t ia l cond i t ion 5 ( t o ) = a n d t h e pos i t ive 
real n u m b e r 02 is d e t e r m i n e d as follows 
02 { t ) = I Si[i/iS) ~ °(S) :C (S ) ]T 5)[i,{s)~C { S ) X { s ) ] d i 
T h e o p t i m a l ga in m a t r i x in t h i s filtering p r o b l e m is 
M-(t,s) = S(s)CT(t,s)Q(t,s), 
a n d , the re fo re , t h e o p t i m a l e s t i m a t e x ( t ) is t h e so lu t ion 
of t h e fol lowing e q u a t i o n 
£ ( t ) = x 0 + [ A(t, s)x(s)ds f B(t, s)u(t, s)ds 
Jt„ J1» 
+ [ S(s)CT(t,s)Q(t,s)[y(s)-C(t,S)x(s)}ds. 
J to 
T h e o b t a i n e d resu l t s show t h a t t h e s t r u c t u r e of 
t h e m i n m a x f i l ter ing e q u a t i o n s for l inear d e t e r m i n i s t i c 
Vol te r ra s y s t e m s t a t e s u n d e r e n e r g y - t y p e re s t r i c t ions is 
s imilar t o t h e s t r u c t u r e of filtering e q u a t i o n s for s to-
chas t ic I to -Vol te r ra sys t ems . As in t h e s t o c h a s t i c case, 
t h e r e su l t s c an be genera l ized for s y s t e m s t a t e s a n d ob-
se rva t ions w i t h delays , d u e to Vo l t e r r a kerne ls in s t a t e 
and obse rva t ion e q u a t i o n s . 
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A b s t r a c t . T h i s p a p e r p re sen t s so lu t ions of t h e op t i -
mal m i n m a x f i l te r ing p r o b l e m for in tegra l Vol t e r ra sys-
tems wi th d e t e r m i n i s t i c unce r t a in t i e s over d iscont inu-
ous o b s e r v a t i o n s a n d t h e o p t i m a l l i nea r -quad ra t i c con-
trol p r o b l e m for d e t e r m i n i s t i c in tegra l Vol t e r ra s y s t e m s 
with d i s con t inuous s t a t e s . T h e e q u a t i o n for t h e o p t i m a l 
e s t i m a t e in t h e filtering p r o b l e m a n d t h e e q u a t i o n for 
t he o p t i m a l ga in m a t r i x in b o t h cases a r e o b t a i n e d using 
the filtering p r o c e d u r e for de r iv ing t h e filtering equa-
t ions over d i s c o n t i n u o u s obse rva t ions p roceed ing f r o m 
the k n o w n filtering e q u a t i o n s over c o n t i n u o u s ones and 
the dua l i t y pr inc ip le for in tegra l s y s t e m s . T h e techn ica l 
example i l l u s t r a t i ng a p p l i c a t i o n of t h e o b t a i n e d resu l t s 
is finally given. 
1. I n t r o d u c t i o n 
T h e o p t i m a l con t ro l a n d filtering p r o b l e m s for dy -
namic s y s t e m s w i t h de lays , wh ich represen t a par t i c -
ular case of d i s con t inuous in tegra l sy s t ems , have b e e n 
s tud ied in a n u m b e r of p u b l i c a t i o n s f r o m var ious view-
poin ts (sre , for e x a m p l e , 1], [2], [3) for d y n a m i c sys-
tems and (4 for a p a r t i c u l a r case of in tegra l Vol t e r ra 
ones). T h i s a t t e n t i o n is d i rec t ly r e l a t ed t o c o m m o n use 
of d y n a m i c s j s t e m s w i t h de lays in g lobal economy con-
cepts 5 , m a r k e t i n g m o d e l s 6], t echn ica l s y s t e m s 7], 
and o the r s . Since t h e class of in tegra l Vol t e r ra s y s t e m s 
with d i s c o n t i n u o u s s t a t e s inc ludes t h e class of r e t a r d e d 
d y n a m i c s y s t e m s , t h e s t u d y of d i scon t inuous in tegra l 
sys t ems b e c o m e s a s ign i f ican t p a r t of t h e con t ro l the-
ory. Never the less , t h e in tegra l Vo l t e r r a s y s t e m s have 
been of i n d e p e n d e n t in te res t in t h e de t e rmin i s t i c envi-
ronmen t , as well a s in t h e s t o c h a s t i c one (see [8 ). 
T h e o p t i m a l m i n m a x filtering p r o b l e m for d y n a m i c 
sys tems over c o n t i n u o u s obse rva t ions was first s t a t e d 
and solved in 9j . T h e so lu t ion of t h i s filtering p rob lem 
for in tegra l Vo l t e r r a s y s t e m s over con t inuous observa-
tions has b e e n recen t ly o b t a i n e d in [10 . ( T h o s e r e su l t s 
are brief ly given he re for re ference) . T h i s p a p e r p resen t s 
solut ions of t h e o p t i m a l m i n m a x filtering p rob lem for 
integral Vo l t e r r a s y s t e m s w i t h d e t e r m i n i s t i c u n c e r t a i n -
ties over d i s c o n t i n u o u s o b s e r v a t i o n s a n d t h e o p t i m a l 
l i n e a r - q u a d r a t i c con t ro l p r o b l e m for d e t e r m i n i s t i c in-
t eg ra l Vo l t e r r a s y s t e m s w i t h d i s con t inuous s t a t e s . In 
p a r t i c u l a r , t h e o b t a i n e d r e su l t s e n a b l e o n e t o c o m p u t e 
j u m p s of t h e o p t i m a l filtering a n d con t ro l p a r a m e t e r s 
t h a t c an a p p e a r d u e t o d i scon t inu i t i e s in obse rva t ions 
a n d s t a t e s , respect ively. 
T h e m i n m a x filtering e q u a t i o n s over d i s con t inuous 
obse rva t ions a r e o b t a i n e d us ing t h e filtering p r o c e d u r e 
([11, 12]) for de r iv ing t h e filtering e q u a t i o n s over dis-
con t inuous obse rva t ions p roceed ing f r o m t h e k n o w n fil-
t e r i ng e q u a t i o n s over c o n t i n u o u s ones , which have b e e n 
o b t a i n e d in [10]. T h e o p t i m a l con t ro l p r o b l e m so lu t ion 
is based on t h e d u a l i t y pr inc ip le for in tegra l sys t ems , 
which has b e e n also s u b s t a n t i a t e d in [10] a n d is g iven 
here for re ference . 
T h e p a p e r is o rgan ized a s follows. T h e m i n m a x fil-
t e r ing a n d o p t i m a l con t ro l p r o b l e m in d i s con t inuous in-
tegra l Vol t e r ra s y s t e m s a re s t a t e d in Sec t ion 2. T h e 
so lu t ions of t h e s e p r o b l e m s for c o n t i n u o u s Vo l t e r r a sys-
t e m s a re brief ly given in Sec t ion 3. Sec t ion 4 p re sen t s 
so lu t ion of t h e m i n m a x filtering p r o b l e m in t h e case 
of d i scon t inuous observa t ions . T h e d u a l i t y p r inc ip le 
for in tegra l s y s t e m s is s t a t e d in Sec t ion 5. Sec t ion 6 
p resen t s so lu t ion of t he o p t i m a l con t ro l p r o b l e m in in-
t eg ra l Vol t e r ra s y s t e m s w i t h d i s con t inuous s t a t e s . T h e 
technica l e x a m p l e i l l u s t r a t i ng a p p l i c a t i o n of t h e ob-
t a ined resu l t s is given in Sec t ion 7. 
2. P r o b l e m S t a t e m e n t s 
2.1. M i n m a x filtering p r o b l e m for integral sys -
t e m s t a t e s over d i scont inuous o b s e r v a t i o n s 
Cons ide r t h e l inear in tegra l s y s t e m s t a t e 
x[t) = x(to)+f A (t, s) x(s)ds + j B(t,s)u(t,s)ds, 
J tu J t , 
(1) 
a n d t h e d i scon t inuous obse rva t ions 
y(i) = f C(t,s)x(s)dw(s)+ [ G{t,s)v(t,s)dw{a), 
J t, Jt„ 
where b o t h s t a t e a n d obse rva t i on e q u a t i o n s a r e inte-
gral e q u a t i o n s of t h e Vo l t e r r a type , x{t) € Rn is t h e 
nonobserved s y s t e m s t a t e , y (i) € Rm is t h e obser-
vat ion vec to r , u(t, s) G RP is t h e i n p u t uncer ta in ty , 
v(t,s) € R'n is t h e obse rva t i on d i s t u r b a n c e , a n d w(t) is 
a scalar b o u n d e d va r i a t i on f u n c t i o n . B o t h unce r t a in t i e s 
are cons idered u n k n o w n d e t e r m i n i s t i c ones a n d sa t i s fy 
the fol lowing e n e r g y - t y p e r e s t r i c t ion 
±\x(tQ)-xo]T9 1 [a: (e0> — aro] (3) 
R(t,s)u(t,s) ds 
+ I [ vT{t,s)GT(t,S)Q(t,s)G(t,s)v(t,s)dw(s)< 1, 
1 Ju, 
where xo is a g iven vec tor , a n d ty, R, Q a r e posi t ive 
(nonnega t ive ) de f in i t e s y m m e t r i c ma t r i ces . T h e s y m b o l 
aT d e n o t e s t r a n s p o s e of a vec tor ( m a t r i x ) a. 
T h e p r o b l e m is t o find t h e se t of all possible sys-
tem s t a t e s x(t) governed by the s t a t e e q u a t i o n (1) t h a t 
sat isfy t h e r e s t r i c t ion (3) a n d a re c o m p a t i b l e w i th t h e 
observa t ions (2) f r o m t h e in i t ia l m o m e n t t 0 up to t h e 
cur ren t m o m e n t t. T h e obse rva t ion f u n c t i o n y(t) m a y 
be d i s c o n t i n u o u s d u e t o d i scon t inu i ty of t he in tegral 
wi th d i s c o n t i n u o u s f u n c t i o n w(t) in t h e r i gh t -hand side 
of (2). T h i s m o d e l of o b s e r v a t i o n s enab les one to con-
sider c o n t i n u o u s a n d d i sc re te obse rva t ions in t h e com-
mon fo rm: c o n t i n u o u s o b s e r v a t i o n s co r r e spond to t h e 
con t inuous c o m p o n e n t of a b o u n d e d va r i a t ion f u n c t i o n 
ui(t), a n d d i sc re te o b s e r v a t i o n s co r r e spond to its func-
tion of j u m p s . 
2.2 . O p t i m a l c o n t r o l p r o b l e m i n i n t e g r a l s y s t e m 
w i t h d i s c o n t i n u o u s s t a t e s 
Let us cons ider t h e l inear in tegra l sy s t em w i t h dis-
con t inuous s t a t e 
x ( / ) x ( f 0 ) + [ A ( i , s ) x ( s ) d s + f B{t,s)u{t,s)dw(s), Jt, Jt„ 
(4) 
where .r(<) G Rn is t h e d i scon t inuous s t a t e vec tor . 
u(t,.s) € Rp is t h e i n p u t unce r t a in ty , a n d w(t) is a 
scalar b o u n d e d va r i a t ion f u n c t i o n . T h e q u a d r a t i c cost 
func t ion J is def ined as follows 
J 1 rttoj-ro]7'* M^o)-*o] 
) i ? ( t , s )u (£ , s )d t / ; ( s ) 
x r ( 5 ) < 2 ( i , s ) x ( s ) d s , 
where x 0 is a given vec tor , a n d tf, R, Q a re pos i t ive 
nonnega t ive ) def in i t e s y m m e t r i c ma t r i ces . 
T h e o p t i m a l con t ro l p r o b l e m is t o find t h e con t ro l 
u* t . t G to.T , t h a t min imizes t h e cr i ter ion J a long 
wi th t h e t r a j e c t o r y x*(<). t € to,T , g e n e r a t e d u p o n 
s u b s t i t u t i n g u * ( f ) in to t h e s t a t e e q u a t i o n (4). T h e s t a t e 
t r a j e c t o r y x t) m a y b e d i s con t inuous d u e t o d iscont inu-
ity of t h e in tegra l w i t h d i s con t inuous f u n c t i o n w(t) in 
t h e r i gh t -hand s ide of (4). T h i s m o d e l of s y s t e m s t a t e s 
enab les one t o cons ider s h a r p c h a n g e s ( j u m p s ) in s y s t e m 
pos i t ion , as well a s i ts g r a d u a l c o n t i n u o u s m o v e m e n t . 
3. O p t i m a l M i n m a x F i l t e r i n g a n d C o n t r o l i n 
C o n t i n u o u s I n t e g r a l S y s t e m s 
T h i s sec t ion p re sen t s t h e o p t i m a l m i n m a x filter a n d 
cont ro l law for con t inuous in tegra l Vo l t e r r a sy s t ems , 
which have been o b t a i n e d in [lOj. T h e p r o b l e m s t a t e -
m e n t s a r e cons idered t h e s a m e as given in t h e p reced ing 
sect ion, w i t h t h e only d i f ference t h a t w{s) = s, i.e., on ly 
c o n t i n u o u s c o m p o n e n t s of t h e obse rva t ion p rocess (2) 
a n d t h e s t a t e vec to r (4) a r e cons idered . 
3 . 1 . O p t i m a l m i n m a x filtering 
T h e so lu t ion of t h e m i n m a x filtering p r o b l e m is given 
by ellipsoid X(t) -
{ x ( i ) : [ x ( i ) x(t))TS l ( t ) [x(f) - x ( t ) ] < 1 - /?2( t) j , 
where S(t) is t h e so lu t ion of t h e fol lowing in tegra l Ric-
ca t i e q u a t i o n 
S(i) = * + f B(t,s)R l{t,s)BT{t,s)ds 
Ju i 
+ / i 4 ( t , s ) S ( s ) d s + f S(s)AT (t,s)ds 
Jt„ Ju, 
- f S(s)CT(t,s)Q{t,s)C(t,s)S{s)ds, (5) 
Jt„ 
wi th t h e ini t ia l cond i t i on S(to) — <1», a n d t h e posi-
t ive real n u m b e r 02 is d e t e r m i n e d as follows ß2 (t) — 
5 iL IM c (*) x(s>]r Q(*>s) fe(s>" c <s> *(*>]ds• 
T h e o p t i m a l ga in m a t r i x in t h e filtering p r o b l e m is 
M'(t,s)-S(s)CT(t,s)Q(t,s), 
a n d , there fore , t h e o p t i m a l e s t i m a t e x(t) is t h e so lu t ion 
of t h e fol lowing e q u a t i o n : 
x(t) = x 0 + f A(t,s)x(s)ds+ f B(t,s)u(t,s)d$ 
Jt, Jt„ 
f Jt„ S{s)CT (t , s) Q(t, s) [y(s) C(t, s ) x ( s ) ] ds. (6) 
3-2 . O p t i m a l c o n t r o l 
T h e o p t i m a l con t ro l is given by: 
u'(tys) - R 1 (i, s)BT(t, s)P(s)x(s), 
where P{t) is t h e so lu t ion of t h e fol lowing Ricca t i e q u a -
t ion 
P ( f ) _ ¥ 1 CT(t.s)Q{t,s)C{t,s)ds 
[i4T(i,s)P(«) + P ( s M ( t , « ) ] ds i; 
- f P{s)B{t,s)R-1(t,s)Br{t,s)P{s)ds. (7) 
Ju 
4 . O p t i m a l M i n m a x F i l t e r i n g o v e r 
D i s c o n t i n u o u s O b s e r v a t i o n s 
In [11], t h e filtering p r o c e d u r e is sugges ted to ob-
ta in filtering e q u a t i o n s over d i scon t inuous obse rva t ions 
p roceed ing f r o m t h e k n o w n filtering e q u a t i o n s over con-
t inuous ones . To a p p l y t h a t filtering p r o c e d u r e t o t h e 
examined p r o b l e m , let us p e r f o r m t h e fol lowing ac t ions 
s u b s t a n t i a t e d in [11]: 
- a s s u m i n g a f u n c t i o n u>(f) in a n observa t ion e q u a t i o n 
(2) t o be abso lu t e ly con t inuous , w r i t e t he m i n m a x fil-
te r ing e q u a t i o n s over c o n t i n u o u s obse rva t ions o b t a i n e d 
in [10] (see t h e e q u a t i o n s (5) (6) in Subsec t i on 3.1); 
- in t h u s o b t a i n e d equa t i ons , a s s u m e t h e f u n c t i o n 
w(t) to be a n a r b i t r a r y b o u n d e d va r i a t ion o n e aga in , 
keeping in m i n d t h a t t h e de r iva t ive w(t) c an be a gen-
eralized f u n c t i o n of zero s ingu la r i ty o rde r (for example , 
¿ - func t ion ) . 
As a resu l t , t h e fol lowing s y s t e m of t h e m i n m a x fil-
te r ing e q u a t i o n s for a Vol te r ra s y s t e m s t a t e (1) over 
Vol ter ra d i s c o n t i n u o u s obse rva t ions (2) is o b t a i n e d 
i(i)-i0+ f [ B(t,s)u(t,s)ds 
Jto Jt„ 
(8) 
S ( * ) C r (t. s) Q(t, s) [dy(s) - C ( t , s)x(«)dtt ,(s)] , 
5 ( 0 = <a+ [ 
J to 
B(t}s)R~x(t,s)BT{t,s)ds (9) 
+ s) ds [ A{tis)S(s)ds + [ S(s)AT(t, 
Jt„ Jto 
- [ S(s)CT (t, s) Q(t, s)C{tis)S(s)dw(s). 
Jt,, 
T h e o b t a i n e d e q u a t i o n s (8) (9) a r e in tegral equa t i ons 
with i n t e g r a t i o n w. r . t . a vec tor d i scon t inuous m e a s u r e 
genera ted by a b o u n d e d va r i a t i on func t i on vj(t), which 
do not tell us how t o c o m p u t e j u m p s of t h e filtering 
variables ( t h e e s t i m a t e i ( t ) a n d i ts va r iance S(t)) a t 
t he d i s con t inu i t y p o i n t s of t h e f u n c t i o n w(t) a n d , t he re -
fore, t h e o b s e r v a t i o n p rocess y(t). Never theless , in ac-
cordance w i t h T h e o r e m 3 in [12], t h e j u m p s can be 
c o m p u t e d solving t h e fol lowing s y s t e m of d i f ferent ia l 
equa t i ons 
~ _ S M C r ( t , s ) Q ( t , s ) 
du< 
dS 
dw 
- S{tt>)CT (t. s) Q{t, s)C(t, a )5 ( i u ) , 
x(w(t )) - x(t-), S(w(t )) = S(t ), 
which yields t h e fol lowing j u m p express ions 
Ax t S{t ){I+ CT (t,t)Q{t.t)C(t,t)S{t-)Aw{t)} 1 
x CT ( t . / ) Q(t, t) [ A y ( t ) - C(t, i ) r ( i - ) A w ( t ) , 
A 5 ( 0 S(t-){I + Cr (t,t)Q(t,t)C{t,t) 
xS(t )Aw(t)\ * - S ( t ~ ) . 
Following [12], t h e o b t a i n e d j u m p express ions can be 
i n c o r p o r a t e d in to t h e filtering e q u a t i o n s (8) (9), us ing 
t h e fo rm of t he equ iva len t e q u a t i o n s w i t h a m e a s u r e 
¿ ( 0 - r 0 + [ A(t,s)x(s)ds+ f B(t,s)u(t,s)ds 
Jt„ J to 
+ f S($-){I+ CT(t,i,)Q(t,s)C(t,s)S(s-)Aw(s)} 1 
Jto 
x CT (t, s) Q{t, s) [dy(s) - C ( i , s)x{s-)dw(s)}, (10) 
5 ( 0 - * + / B{t,s)R-1(t,s)BT(t,s)ds 
Jto 
+ [ A(t,s)S(s)ds + f S{s)AT {t,s)ds 
Jto Jto 
- f S(s-) {I + CT{t,s)Q(t,s)C{t,s)S{s-)Aw($)}~1 
Jto 
xC^ {t,s)Q(t,s)C{t,s)S(s )dw{s), (11) 
where Au»(0 a n d A y ( 0 a re t h e j u m p s of t h e b o u n d e d 
va r i a t ion f u n c t i o n u>(0 a n d t h e obse rva t i on p roces s y(t) 
a t a po in t i , a n d x(t ) and S(t —) a r e t h e va lues of t h e 
d i scon t inuous filtering p a r a m e t e r s ( t h e e s t i m a t e x(t) 
a n d i ts va r i ance 5 ( 0 ) a t a po in t t f r o m t h e lef t . 
5 . D u a l i t y P r i n c i p l e i n I n t e g r a l S y s t e m s 
T h i s sect ion p r e s e n t s t h e d u a l i t y p r inc ip l e for in tegra l 
Vol t e r ra sys t ems , which has been o b t a i n e d in [10]. 
Cons ide r t h e in tegra l Vol t e r ra s y s t e m s : 
z(0-x(£o)+ f A(t,s)x{s)ds+ f B{t,s)u{t,s)ds, 
J to Jto 
(12) 
y(t) - / C{t,s)x(s)ds + / D(t,s)u(t,s)ds, 
Jto J to 
and 
z{t) = z{t0)+f -AT(t,s)z(s)ds+ f CT{t, s)v(t, s)ds, 
Jt„ Jt„ 
(13) 
7(0= [ BT(t, s)z(s)ds + f DT(t,s)v(t,s)ds. 
Jto Jto 
T h e s y s t e m (12) is con t ro l l ab le (observable) a t to, if 
a n d only if t h e sy s t em (13) is obse rvab le (cont ro l lab le) 
a t to-
T h e proof of t h e dua l i t y p r inc ip le [10] is b a s e d o n 
t h e f ac t t h a t t h e r e ex is t s t h e t r a n s i t i o n m a t r i x $ ( t . £ o ) ; 
to € ( - o o , oo), such t h a t 
X(0 - $ ( M o M i o ) + f &(t,T)B(t,T)u(t,T)dT, 
Jto 
is t h e genera l so lu t ion of t h e in tegra l V o l t e r r a e q u a t i o n 
(12). 
6. O p t i m a l C o n t r o l in I n t e g r a l S y s t e m w i t h 7 . M o v e m e n t o f M i s s i l e w i t h I m p u l s i v e a n d J e t 
D i s c o n t i n u o u s S t a t e s M o t o r s 
A p p l y i n g t h e d u a l i t y p r inc ip le t o t h e so lu t ion of t h e 
o p t i m a l m i n m a x filtering p r o b l e m in t h e fo rm of t h e 
equa t ions (8) (9), t h e fol lowing d u a l resu l t s for t h e op-
t imal con t ro l p r o b l e m a re o b t a i n e d . T h e o p t i m a l con-
trol for t h e d i s c o n t i n u o u s l inear in tegra l sy s t em s t a t e 
(4) u n d e r t h e q u a d r a t i c cos t c r i te r ion is given by 
u'(t, s) = R~l(t, s)BT(t, s)p(s)x(s)1 (14) 
where t h e m a t r i x P(t) is t h e so lu t ion of t he in tegra l 
Riccati e q u a t i o n 
P(t)-V l + f [ Q ( i . s ) A T ( i , s ) P ( s ) - P ( s ) . A ( M ) ] d s 
Jo 
[ [P{s)B(t,s)R l(t,s)BT(t,s)P(s)]dw(s), (15) 
Jo 
and, u p o n s u b s t i t u t i n g t h e o p t i m a l cont ro l u ' ( i , s) into 
the s t a t e e q u a t i o n (4), t h e l a t t e r t akes t h e form 
x(t) = x0 + J^ A(t, s)x(s)ds 
+ J B{t,s)R-l(t,s)BT(t,s)P(s)x{s)dw(s). 
As t h e m i n m a x filtering e q u a t i o n s (8) (9), t he ob-
ta ined e q u a t i o n s (15) (16) a r e in tegra l equa t i ons w i t h 
in tegra t ion w. r . t . a vec tor d i scon t inuous m e a s u r e gen-
era ted by a b o u n d e d va r i a t i on f u n c t i o n w(t). In accor-
dance w i t h T h e o r e m 3 in [12], t h e j u m p s of t h e s t a t e 
vector x ( i ) a n d t h e m a t r i x P(t) a t t h e d i scon t inu i ty 
poin ts of t h e f u n c t i o n w(t) c an be c o m p u t e d solving 
the fol lowing s y s t e m of d i f fe ren t ia l e q u a t i o n s 
~ - B(t,t)R-l(t,t)BT(t,t)P(u>)x(w), 
ati> 
dP 
— P(w)B(t,t)R 1 (i, t)Br(t, t)P(w), 
du> 
x(w(t ) ) - x ( t ), P(w(t ) ) - P ( f - ) , 
which yields t h e fol lowing j u m p express ions 
A.r(t) B{tJ)R l{t,t)BT(t,t) 
xP(t )x{t )Aw(t), 
AP(t) - P(t~){I + B{t,t)R l(tJ)BT(t,t) 
xP(i-)Aui(i)r' -P(t ), 
and the c o r r e s p o n d i n g equ iva len t equa t i ons w i t h a mea -
sure t a k e t h e f o r m 
x(i) - x0 + f A(t,s)x(s)ds + f B(t,s) 
Jt, Jt, 
xR 1(t,s)BT(t.s)P(s-)x{s )du/(s) , (17) 
P(t) $ 1 + f t [ Q ( i . s ) - A T ( i , 5 ) P ( S ) ] iis 
J P(s)A{t.s)ds - J P{s ) 
x{I + B(t,sR 1(t,s)BT(t,s)P{s-)Aw(s)} 1 
xB(t,s R 1 (f, s)BT(t, s)P(s ) d w ( s ) . (18) 
(16) 
Let us cons ider t h e o p t i m a l con t ro l p r o b l e m for move-
m e n t of a miss i le w i t h two m o t o r s , impuls ive a n d j e t 
(con t inuous) , whose t a sk is t o reach t h e m a x i m a l pos-
sible a l t i t u d e a t a ce r t a in t i m e m o m e n t T > 0 w i t h t h e 
m i n i m a l possible fuel c o n s u m p t i o n . T h e missi le move-
m e n t is cons idered governed by t h e fol lowing e q u a t i o n s 
<tf. [7]) 
h(t) = h0 + / v(b)ds, 
Jo 
m(t)=rno+ f P p { s ) 
Jo C(t,s) 
ds, 
'(0 - f 
Jo 
Pp(s)-Q(h,v) 
dw($) 7 Jo gds, 10 m(s) 
w h e r e £o — 0, v[t) is t h e missi le velocity, VQ = f ( 0 ) = 0; 
ho — h(0) > 0 is t h e ini t ia l a d j u s t e d a l t i t u d e corre-
s p o n d i n g t h e missi le pos i t ion on t h e e a r t h sur face , h(t) 
is t h e c u r r e n t a d j u s t e d a l t i t ude ; 
m(s) is t h e missile and fuel mass , mo > > 0 ; 
P p ( i ) is t h e p ropu l s ion force; 
C{t, s) < 0 is t h e d i f ference fac to r of t h e ideal veloc-
ities of t h e missile a t t i m e t a n d t h e out f lowed fuel a t 
t i m e s, which is va ry ing w i t h c h a n g e of a l t i t u d e a n d , 
consequent ly , t e m p e r a t u r e , p ressure , g r a v i t y accelera-
t ion, e tc . ; 
g is t h e g rav i ty acce lera t ion ; a n d 
w(s) is a b o u n d e d va r i a t i on f u n c t i o n which repre-
sents f u n c t i o n i n g of two missile m o t o r s , impuls ive a n d 
j e t (con t inuous) : t h e j e t m o t o r expe l s fuel g r a d u a l l y and 
t h e impuls ive o n e does th i s i n s t a n t a n e o u s l y a t a ce r t a in 
t i m e m o m e n t t\, 0 < t\ <T. T h u s , t h e m o t o r s func-
t ion ing is desc r ibed us ing d e c o m p o s i t i o n of u;( t) i n to i ts 
con t inuous c o m p o m e n t wc(t) ( con t inuous j e t ) a n d t h e 
Heavis ide f u n c t i o n x ( t ~~ ) w i t h j u m p a t t h e m o m e n t 
t\ ( impuls ive m o t o r ) , i.e., w(t) — wc(t) + x{t — tj)• 
I t is a s sumed t h a t t h e a t m o s p h e r e res i s t ance force is 
absen t : Q(h,v) = 0. 
U p o n se lec t ing t h e mass ou t f low f u n c t i o n u(s) — 
^(J ) = T< ! ' n ( m ( s ) ) ] 3 5 cont ro l , t h e o p t i m a l con t ro l 
p rob lem is comple te ly s t a t e d for t h e s y s t e m s t a t e x{t) — 
[/i(£),u(t)] governed by t h e e q u a t i o n 
x ( i ) = Xo + [ Ax(s)ds+f B(t,s)u{s)dw(s)+ f Gds, 
Jo Jo Jo 
w h e r e 
h(s) 
v(s) 
, A -
0 1 
0 0 ,B(t,s)~ 
0 
C(t,s) 
G — 
0 
-9 Tn(s) as 
x 0 — [ho,0], a n d t h e cost f u n c t i o n t o be min imized 
T 
x ( T ) -
1 
J - J M T ) -
h* 
0 i> 
h' 
0 
U u{s)R~xu(s)dw{s) ram. 
R = 1; h' » h0, and T > 0 is a 
where 
r i o 
V " [ 0 0 
cer ta in t i m e m o m e n t . 
In a c c o r d a n c e w i t h (14) , t h e o p t i m a l con t ro l is given 
by 
" h{a) u'(t,s)~[ 0 C(t,s)]P(s) 
v(s) 
Note t h a t t h e ini t ia l a d j u s t e d a l t i t u d e ho > 0 is de-
t e r m i n e d f r o m t h e cond i t i ons u( to) — 0 a n d ¿ (0 ) — 0 
( the re is equ i l i b r i um of t h e missile on t h e e a r t h su r face 
at t h e ini t ia l t i m e m o m e n t ) , which , u p o n s u b s t i t u t i n g 
the o p t i m a l con t ro l u'(t,s) i n to t h e velocity e q u a t i o n , 
yield 0 C(tQ,t0)u-(to,tQ) - g - C ( 0 , 0 ) u ' ( 0 . 0 ) - g. 
T h u s , t h e ini t ia l a d j u s t e d a l t i t u d e ho > 0 is d e t e r m i n e d 
f rom t h e e q u a t i o n 
g C ( 0 , 0 ) [ 0 C ( 0 , 0 ) ] P ( 0 ) ho 0 
In a c c o r d a n c e wi th (17) (18) , t h e e q u a t i o n s for a n op t i -
mal t r a j e c t o r y x(t) a n d the m a t r i x P(t) t ake t h e f o r m s 
0 0 
0 P(s)ds 
LP(i s) 
1 0 
0 1 
P(t) P(io) J t [ J 
[ 0 C(t,s) ] P ( s 
[0 C(t,s) ] P(s-)dw{s), 
wi th t h e t e r m i n a l cond i t ion P{T) ij>, a n d 
4 -
0 
C(t,s) 
0 
C(t,s) 
-1 
x(t) x0 + 0 1 0 0 x(i) + G\ds+ It, [ C(t,.s) 
X [ 0 C{t,s) ] P(s )x(s—)dw(s), 
wi th t h e ini t ia l cond i t ion x (0 ) = ho 0 , and the i r 
j u m p s a t t h e po in t t j , w h e r e t h e impuls ive mo to r is 
appl ied , are equa l t o 
1 0 ' ' 0 
0 1 + A P ( t , ) P ( f , - ) { 
x [ 0 C(t,.tx) ) P^-)AwiU)} 1 
0 
C(t i.u: 
[0 C(tl,tl)]P(tl )Aw(tl), 
0 
[ 0 C(tuU) } 
xP(t{ ) i ( i , - )A«>(t i ) . 
T h u s , t h e c o m p l e t e a l g o r i t h m for solving this o p t i m a l 
cont ro l p r o b l e m is desc r ibed as follows: 
- t h e e q u a t i o n for t h e m a t r i x P ( i ) w i th t h e t e r m i n a l 
condi t ion P(T) — rji a n d t h e j u m p A P ( i i ) a t t h e poin t 
t l is solved; 
- t h e ini t ia l cond i t i on P 0) is t h u s d e t e r m i n e d : 
- t h e ini t ia l a d j u s t e d a l t i t u d e ho is ca l cu la t ed ; 
- s u b s t i t u t i n g u*(£ . s ) in to t h e s t a t e e q u a t i o n s a n d 
solving t h e m wi th ini t ia l cond i t i ons h(0) — ho and 
t»(0) — 0 yields t h e o p t i m a l t r a j e c t o r i e s [/i(i), u ( i ) j = 
x ( t ) , w h e r e t h e veloci ty v{t) has a j u m p a t t h e p o i n t t\, 
and t h e a d j u s t e d a l t i t u d e h(t.) is con t inuous ; 
- t h e des i rab le m a x i m a l a l t i t u d e is d e t e r m i n e d as 
h(T) - ho. 
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A b s t r a c t . In this paper , the op t ima l filtering equa-
tions over observa t ions wi th delays are obta ined for an 
I to-Volterra process, proceeding f rom discontinuous ob-
servat ions of t h e I to-Vol ter ra type. It is shown tha t the 
designed filter can be significantly simplified for a dy-
namic sys tem s t a t e governed by a differential equation. 
T h e filtering problems are considered over observations 
with single t ime delav, mult iple delays, and a set of 
delays of t h e con t inuum power. 
K e y w o r d s . K a l m a n - B u c y filtering, observat ions 
with delays, I to-Vol terra process 
1. Introduction 
A number of pape r s devoted to the Ka lman filtering 
problem over observa t ions with delays have been re-
cently publ ished (see [1-3] and bibliography there). In 
those papers , the a u t h o r s suggested various direct or re-
current a lgor i thms based on the classical Ka lman model 
of observat ions (4| or the equat ion for the condit ional 
probabil i ty densi ty of a sys tem s t a t e funct ion with re-
spect to observat ions [51. However, analvt ic closed-form 
solution of the filtering problem over delayed observa-
tions readilv follows, a s shown in this paper , from the 
filtering equat ions over discontinuous observations of 
the I to-Volterra type , which have been obta ined in [6). 
Following 6], the filtering problem for an Ito-Volterra 
process over observat ions wi th delays is first consid-
ered. As in the previous works (6-8) devoted to the 
I to-Volterra filtering, it is impossible to ob ta in a closed 
sys tem of filtering equa t ions wi th respect to only two 
variables, the op t ima l e s t ima te and its variance, and is 
necessary to in t roduce an addit ional cross-correlation 
funct ion. Using these th ree variables, the filtering equa-
tions a re ob ta ined over observat ions with single t ime de-
lay, as well as wi th mul t ip le t ime delays allowing da t a 
fusion (see, for example . [9.10]). Then , it is shown t h a t 
one can obta in m o r e simplified filtering equat ions over 
delayed observat ions for a dynamic sys tem s ta te , if a 
svstem is governed by a differential equat ion . Using 
only two variables, the op t ima l e s t ima te and its vari-
ance, the filtering equa t ions for a dynamic system s ta te 
are ob ta ined over observa t ions with mult iple delays and 
a set of delavs of t h e con t inuum power. Th i s simplifica-
tion enables one to use conventional numerical methods 
applicable to differential equat ions for solving the ob-
tained filtering ones. 
T h e paper is organized as follows. T h e op t ima l fil-
ter over observat ions wi th delays for an I to-Volterra 
process is designed in Section 2 Section 3 presents 
the opt imal filter for a dynamic sys t em s t a t e governed 
by a differential equat ion . Subsect ions correspond to 
various configurat ions of t h e set of observat ion delays: 
single delay, mult iple delays, and a set of delays of the 
continuum power. 
2. Filtering for Ito-Volterra process 
2.1. Problem Statement 
T h e following s t a t e m e n t of the Ka lman-Bucy filtering 
problem over discrete observat ions w i th delays is con-
sidered. Let ( f t . F. P) be a comple te probabil i ty space 
with an increasing r ight-cont inuous family of fT-algebras 
F t , t > 0, and let ( W l ( t ) , . F e , t > 0) be a Wiener process. 
T h e nonobserved Ft-raeasurable r a n d o m process x(t) 
satisfies the I to-Volterra equat ion 
r(i) = f (a0(t.s) +a(t,s)x(s))ds^ f b(t.s)dU'x(s), 
Jo Jo 
(1) 
and the measurab le discrete observat ions with delays 
axe given by 
¡/(i,) = A0(t, i,) + i4«, . i1)x(t t)-1-B(i J . t , )v(t ,) . (2) 
Here. y{tj) € /? m are discrete observat ions a t t ime mo-
ments t}, j =: 0 , 1 , . . . , and l ( i , ) is the value of the sys-
tem s ta te a t a moment i, available for measurement a t 
the observation momen t t}. A(tj, £,) e R " 1 " " a re obser-
vation matr ices . w(t,) a re Gauss ian noises independent 
of W l ( t ) and act ing at the momen t s i , . Let A(t},t,) 
be nonzero matr ices , and B(t},t,)BT(tJ.tl) be posit ive 
definite ones. 
T h e es t imat ion problem is to find the best e s t imate 
for the I to-Volterra process x(t) a t t ime t based on 
the observat ions Y { 0 = { y ( i , ) , 0 < t , < t}, t h a t is 
the condit ional expec ta t ion m ( f ) _ E(x(t) F t v ) . Let 
P(t) = E((x(t) - m(t)(x(t) - m{t))T FtY) be the cor-
relation funct ion, where the symbol a T means t ranspo-
sition of a vector (matr ix) a , and F f be the ff-algebra 
generated by the observat ions Y(t). 
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T h e solution of this filtering problem over discrete 
observations with delays is based on the solution of the 
filtering problem over Ito-Volterra discontinuous obser-
vations obtained in (6]. T h e model of Ito-Volterra dis-
continuous observations in [6] was defined as 
2 / . ( f )= [ ( M , s ) + {Al(t,s),x(s)))dut(s)+ Jo 
+ [ Bl{t,a)dW^(ux(s)), i = 1 , . . . , m , (3) Jo 
where A(£,s) = (Ai(£,.s) . 4 m ( £ , s ) ) r . At(t,s) C 
Rn> i = l . . ,m; B(t. s) = (S,(i.s),...,Sm( t.s))T, 
B,{t. 3} e Rk is the t th row of the mat r ix S ( £ , s ) ; A ( £ . s ) 
is a nonzero mat r ix and B(t, s)Br(t. s) is a positive def-
inite one: J l V * [ t ) , F t . t > 0) is a Wiener process inde-
pendent of Wl(t)\ (a .6) is the scalar product in 
T h e observation process {/(£) in (3) is character-
ized by a vector bounded variat ion funct ion u(i) = 
( « i ( i ) , . . . , u m ( t ) ) € ¿2"*, which is nondecreasing in the 
following sense: «(£2) ^ " (¿ i ) as £2 > £| if u,(t2) > 
tK(£i) for 1 = l , . . . , m . Th i s model of observations 
enables one to consider continuous and discrete obser-
vations in the common form: continuous observations 
correspond to the continuous component of a bounded 
variation funct ion u( t ) , and discrete observations cor-
respond to its funct ion of jumps . 
Let us note t h a t if the observation distr ibution func-
tion u(t) is assumed to be piecewise constant with unit 
j ump at t he t ime moment t , when information on the 
system s t a t e x(t) is available, then the model of dis-
continuous observations (3) tu rns to the discrete obser-
vations wi th delays (2), considering y(t}) 6 Rm as a 
vector of TO components: y(t}) = (yi(£j) y*n(£j))T-
Thus, the desired filtering equat ions over observations 
with delays should follow from the results obtained in 
(6: 
As well as in [6| and the previous works (7,8}, in this 
problem it is impossible to ob ta in a closed system of fil-
tering equations for variables m(£) and P{t) due to the 
Volterra na tu r e of the observation equat ion (3), which 
cannot be reduced to a differential equation. Designing 
a closed filter requires introducing the additional func-
tion f ( t ) characterizing-a deviat ion of the best est imate 
m(£) from the real s ta te x(t): 
/ ( t . a ) = E ( ( * ; - m i ) ( x ( * ) - m ( * ) ) T F £ ) , (4) 
where 
x * = fn ( "o i ' r ) +f l ( t .» - ) r ( r ) ) r f r + J b{t.r)dWl(r), 
(5) 
is the T-algebra generated by the random variables 
Y(t.s) = [y{t3,s,),0 < t} < £,0 < s, < 3} 
y t,.s«) = -4O(«J,5,) + A(£J.S,)X(5,) + tfUj.s.Ms,). 
( 6 ) 
and m\=Eix\ F,Y,). 
Let us note t h a t a closed system of filtering equations 
can be obtained for only two variables, m(£) and P( t ) . if 
a svstem s ta te (1 is governed by a differential equation, 
in other words, in the case of a dynamic system. This 
important part icular case is considered in Section 3. 
2.2. Optimal Filter 
As it was mentioned, the filtering equations for an 
Ito-Volterra process over discrete observations with de-
lays follow from the filtering equations over Ito-Volterra 
discontinuous observations obta ined in (6j, if the obser-
vation distr ibution funct ion u(t) in (3) is the Heaviside 
function \(t — £,) with unit j u m p a t the t ime moment 
£, when information on the system sta te i ( t ) is avail-
able (see the observation equation (2)). This yields the 
following result. 
Proposition. T h e opt imal es t imate m(£) for the s ta te 
vector (1) over the discrete observations with delays 
(2), its correlation funct ion P{t), and its correlation 
characteristic (4) f(t,s) sat isfy the following equations 
between the observation moments t, 
m(i ) = m(£j-r ) -I- I (ao(t»s) + a(£, s )m(s ) )ds . (7) 
Ji,+ 
P(£)=P(£J+)+ [' [a(t,s)fT(t,s)+ 
f ( t . s)aT{t. s) -1- h{t, s)bT(t, s)}ds, (8) 
/(£. s) = /(£, tj +)+ [ [a(t, r)fT{st r)+/(«, r ) a r ( s , r}-<-
(1/2)(6(£, r)bT(s, r) + bis, r ) 6 r ( i , r))\dr, (9) 
and their jumps at t he moments t } of discrete observa-
tions are equal to 
Am(i,) = / ( i j , £ , - ) [ /+ (10) 
AT(tvtx)iB(t}!tx)BT{t]l t0)_1 x 
A{t3, t . J / i t j , i , - ) ! " 1 A r ( i J , i t ) ( 3 ( i j , tt)BT(t„ £,})-' * 
[y(f ;) - M o ( t , . i . ) + J 4 ( i J , t , ) m ( £ l - ) ) ] , 
= - f [ t , . t i - ) { I + AT{tJlt,)x (11) 
(S(£; , t , ) B r ( £ , . £ , ) ) - ' A f i j , £ , ) / ( £ ; , £ , - ) ] - ' x 
AT(tJ.ti)(B(t},tl)BTlt„tl))-lAit,,U)fT(t]<tl-)1 
A f i t . t , ) = - [ / ( t . ( . - ) [ M - (12) 
(AT(t}Jl)(B(t3,t,)BT(t},t1!)-1A(tJ,tl)f{t}lti-)+ 
AT(t.tt)(B{t.tt)BT[t,tl))~lA[t. £,)/(£,£,-)-
( l / 2 ) A r ( i J , i , ) ( B ( i J , £ t ) i J r ( t . i t ) ) " l A ( i , t,)f(t, ( , - ) -
( l / 2 ) / l r ( i . i 1 ) ( 5 ( £ . i , ) B r ( £ J . £ 1 ) ) - , x 
A[t3,u ) / ( t 3 , t , - ) ) r ' x 
AT(tJlt,)(BitJ,tt)BT(ts.U))~lA(t}it,)fr{t3.t-)+ 
f{t„tt-)[I + (AT(t3,tt){B{t},tJ)BT(t„ £,))"' 
Ar(t, £ , ) ( B ( i . i I ) B r ( t , i . ) ) - i A ( £ . ( . ) / ( £ . £ , - ) -
( l / 2 ) A 7 " ( i . i l ) ( B ( t , i , ) B T ( i J . i , ) ) - l x 
A i ^ . t O / i t j . t , - ) ) ] - 1 * 
AT(t. £ t ) ( 5 ( i . tx)BT{tt £ , ) ) - 1 A(£, i , ) / 7 " ( £ , £ » - ) -
4 5 7 3 
( l / 2 ) / ( t ; ,tt — )[I (AT[t},t,)x 
( i / 2 M T ( i J 1 t i ) ( S ( i i . i . ) B T ( t , t , ) r M ( i , i . ) / ( e , i i - j -
( l / 2 ) A r ( i , £ , ) ( B ( £ , t , ) B r ( i j . £ , ) ) " ' x 
. 4 r ( i J , t t ) ( 3 ( i J , i . ) B T ( i , i , ) ) - I - 4 ( t . i l ) / T ( i . « , - ) -
( l / 2 ) / ( r . i , - ) [ / + ( A r ( £ J , t , ) x 
(B(t}, i i } B T ( i 3 . i i ) ) - 1 - 4 ( i 3 , i,)/(ij, £,—) + 
A r ( £ , £,){B(£. i , ) B r ( i , i , ) ) - 1 j4(t, ¿ i ) / ( i . £ - } -
( l / 2 ) J 4 r f t J , C t)(B(£j, £ , )B r ( i I£,-) )~ i i4(£ I t t ) f ( t . £,—)— 
(1/2)A t(£, £ , ) (B(i , i , ) B T ( i j , i , ) } - 1 x 
A(t},U)f(t„tx--))]-'x 
y l T ( ( , i , P ( M 1 ) B r ( i J . i 1 ) > - 1 A ( t ) , i , ) / r ( i „ i , - ) ] , 
where m ( i - ) , P ( s - ) and / (£ . s—) are values f rom the 
left of m ( s ) , P(s) and f{t,s), considered as functions 
of s, ac points s and (£,3), respectively. Note tha t the 
funct ion / (£ , 5) is continuous in its first a rgument £. A 
number of numerical and approx imate analytical meth-
ods for solving Volterra equations (7)- (9) can be found 
in [11]. 
2.3 . O b s e r v a t i o n s w i t h M u l t i p l e D e l a y s 
T h e filtering equat ions over I to-Volterra observations 
obtained in [6] enable us to consider mult iple observa-
tion delays in the equat ion (2), t hus allowing da t a fu-
sion [9,10]. T h e corresponding observat ion process is 
given by 
!/(t3) = + 
h< 
A[t}. t:t)x{t}l) + B{t,,tJt)v(tJt). (13) 
Here, y(t3) € Rm are discrete observations a t t ime mo-
ments t . , j = 0 ,1 , . . . and i(£;»), t}i = t } j . t3i-..., is 
a set of the values of the system s t a t e at moments £,, 
available for measurement ac t he observat ion moment 
t}, A{tj,t}i) € Rm*n are observation matrices, ti»(£j«) 
are Gauss ian noises independent of VV1 {f) and acting 
at the moments t}l. Let A{t}, £,,) be nonzero matrices, 
and B(tj. tn)BT{t]. £ ; i) be positive defini te ones. 
T h e key point (based on the resul ts of [6 ) to ob-
tain the op t imal filter in this case is to assume tha t the 
observation dis t r ibut ion funct ion u( t ) in (3) is a linear 
combinat ion of the Heaviside funct ions £ x C - ^ i ) with 
unit j umps a t the t ime moments t3, when information 
on system s ta tes z(t) is available (see the observation 
equat ion (13)). Th i s implies t h a t the filtering equations 
7) - (9) between the observation moment s £; remain the 
same and the equat ions (10) (12) for j u m p s of the fil-
tering variables a t t3 take the form 
A m ( £ ; ) = £ { / ( £ 3 , t J t - ) 7 ^ (14) 
AT{t}<t3,)(B(t3,t3,)BT(tJ,t]X))-ix 
A ( £ i . £ J , ) / ( t J , i J . - ) ] - , J 4 r ( i J , i J 0 { B ( t J 1 i J , ) S T ( £ J , t J t ) ) - 1 
[y(£j) - t3<) + ¿ ( ( „ t ^ M t j , - ) ) ] } . 
A P ( t 3 ) = - £ { / ( * , . * , . - ) [ / + ^ ( t ^ J x (15) 
(B(t3,t3i)BT{t3,t3l)rlA(t3l t}i)f(t3l t3,-)]~lx 
A r ( £ J , £ J , ) ( B ( £ J 1 £ J l ) B r ( C J , £ J , ) ) - 1 A ( £ J , i J , ) / T ( i ; , £ , . - ) } , 
A / ( £ , £ J ) = - J ] i / ( £ , £ J , - ) [ / + (16) 
tj . 
(AT(t},t}i){B(tj, t3,)BT(t3.tj,))-1 A(tj, tJt)f(t},tJt—)+ 
At{t.t3l){B(t,t3t)BT(t,t3l))-lA(t, £„) / (£ , t ^ - J -
( l / 2 ) A r ( i J , £ J , ) ( B ( £ J , £ J l ) B r ( £ , t J l ) ) - 1 A ( i . i J , ) / ( £ , £ J , - ) -
(l/2)AT(t.t3t)(B(t,tv)BT{t3,t}t))-1x 
Mtiitj*)f{tj,tjt-))\-lx 
AT(t3,t3i)(B{tjlt3i)BT(t3,t3X))-1A{t3,t3i)fT(t3,t3t-)+ 
f{t},h>-)lI + (AT{t3,t3t){B{t3lt3l)BT(t3,t3l))-1 
A(t3.t3t)f(t3,t3l-)+ 
AT(t, t , , ) ( B ( t , t3t)BT(t, tJt))-lA(t, („)/(*, i j i - ) -
( l / 2 ) A r ( £ , £ 3 0 ( B ( i , i J , ) B r ( i J . i J > ) } " i > i 
A r ( t , t3l)(B(t, t}l)BT{t, t3l))~lA{t, t 3 t ) f T ( t , t„-)~ 
(1 /2 )f(t3,t3i-)[I + (AT(t3,t3,)x 
{B(t3lt]t)BT(t3,t3l))-lA(t3,t3l)f(t3,t3i-)+ 
AT(t.t3l)(B(t1t3,)BT(t,t3,)r1A(t,t3i)f(t,t3i-)-
(1 /2)AT[t3, t„)(B{t3,t3t)BT(t, £ji))-1 A(£, £,.)/(£, („-)-
( l / 2 ) A r ( £ , £ J , ) ( B ( i , i J l ) B 7 " ( £ , , £ J 1 ) ) - l x 
A f i j . i j J / t f j . ^ - ) ) ] - ^ 
AT(t3,t3l)(B(t3A3l)BT(t.t3,)r1A(Lt3l)fT(t,t3i-)-
( l / 2 ) / ( £ , i J 1 - } [ / + ( A r ( £ J . £ i , ) x 
( B ( £ J , £ J 1 ) B r ( £ J . £ J 1 ) ) - M ( t J , £ „ ) / ( £ ; . £ J t - ) + 
AT(t,t3t)(B(t,t3l)BT(t.t3l)riA(t,t3l)f(t,tJl-)-
tt/2)AT(t3,t31)(B(t3A3t)BT(t,t3i)rlA(t, t,x)f(t.tJt-) 
( l / 2 ) A r ( £ , t}l)(B(t. t3i)Br(t3, i , , ) ) - 1 x 
£ ; . ) / (£ , . i 3 , - ) ) ] - ' x 
A T ( i . £ J , ) ( B ( £ , £ J 0 B r ( £ J . i J 1 ) ) - , A ( i 7 . t i , ) / T ( £ J . £ I l - ) } . 
Note tha t it is also possible t o consider a set of ob-
servation delays (da ta fusion) of the cont inuum power, 
i.e., the system s ta tes are available for observation at 
every previous t ime moment . However, this problem 
completely coincides the filtering problem over Volterra 
observations, which has been considered m the general 
form in 6]. 
T h e next section presents t he results for observations 
with delays in the impor tan t part icular case of a dy-
namic system, if the s t a t e equat ion is a differential one. 
3. Filtering for Dynamic System State 
3.1. Observations with Multiple Delays 
Let t he general assumpt ions of Section 2 for a proba-
bility space and a Wiener process be satisfied. Let the 
nonobserved F t -measurab le random process x(£) satisfy 
the s t a t e differential equat ion 
dx(t) = (ao(t) + a(t)x(t))dt + b(t)dWl(t), (17) 
and the F t -measurab le discrete observations with mul-
tiple delays be given by the observation equat ion (13). 
Th i s simplif ication of the s ta te equat ion (in compar-
ison to t he I to-Volterra equat ion (1)) yields the follow-
ing result based on the filtering equat ions (7)-(9) and 
(14)—(16). - Let us no te t h a t t he equality x!; = x(s ) 
holds due to coincidence of t he equations (17) and (5) 
in this case. T h e <r-algebra coincides with the 
IT-algebra , because, in view of (6), t he <7-algebra 
IS actually specified by the random variables x(£ J t) , 
t,2, . . . < » , up to the moment s for any t and. 
therefore, FX t = = F ? . Thus, we can conclude 
tha t 
f i t . a) = E(ixt1-ml)(x(s)-m{s))T | FtYs) = 
£ ( ( * ( * ) - m ( 5 ) ) ( x ( s ) - m(s))T \ F?) = Pis) (18) 
and m ' = E{x\ | F e y s) = E ( x ( s ) | F?) = m(s). (19) 
T w o last equalit ies imply t h a t it is possible to ob ta in 
a closed system of filtering equations with respect to 
only two variables, t he opt imal es t imate m ( i ) and its 
variance P ( t ) , as it was done in the s t andard Kalman-
Bucy problem, a l though we still assume t h a t observa-
tions are given with delays. Namely, the opt imal esti-
ma te m(t ) for the s t a t e vector (17) over the discrete ob-
servations with mult iple delays (13) and its correlation 
funct ion P(t) sa t isfy the following equat ions between 
the observation m o m e n t s t3 
m(t) =m(t,+)-- f {a0(s) + a($)m(s))ds, ' (20) J 1,4-
Pit) = P(£, + ) + f | a{s)P(s)+ 
P(s)aT{s) + i»(5)6 r(s) |ds, (21) 
and their j u m p s at t h e moments t} of discrete observa-
tions are equal to 
A m ( t , ) = £ { P ( t , , - ) [ / + (22) 
AT(t1,t}l)(B{t}.t„)BTit}.t:.))-^ 
A(t3,t3,)P(t.i-)^lAT(t3,t„){B(t3,t,i)Br(t3 t„)rlx 
[>/(£,) - (Aott j . i , , ) +• ^ ( i ^ i j j m ^ , - ) ) ! } . 
AP( i , ) = - ^ ( P i t j . - ) ! / - 1 - A r ( i J , i J , ) x (23) 
h> 
Thus, t he filtering equations (20)-(23) over discrete 
observations with delays have the same s t ruc ture , up 
to necessary generalizations, as the s t anda rd Kalman-
Bucy filtering equations for a continuous system s t a t e 
over discrete observations. Indeed, the systems (20)-
(21) and (22)-(23) are closed with respect to only two 
filtering variables m(£) and P(£) and do not contain 
f(t,s), unlike the equations (7)- (9) and (14)-(16). This 
significantly simplifies solution of these equations: it is 
possible to use conventional numerical methods for solv-
ing the equations (20)-(21) and to analytically compute 
j u m p s of the filtering variables at observation points, 
using the direct formulas (22)-(23). 
The next subsection presents the opt imal filter for the 
dynamic system s ta te (17) over observations allowing a 
set of delays of the cont inuum power. i.e., the observa-
tion equation is assumed to be an integral equat ion of 
the Ito-Volterra type in the general form. 
3.2. Observations with Continuum Delays 
T h e following problem s t a t emen t is considered. Let 
(ii . F,P) be a complete probabil i ty space with an in-
creasing right-continuous family of tr-algebras F t , i > 0. 
and let (W 1 ( t ) . . F e , t > 0) and [W2(t).Ft,t > 0) be 
independent Wiener processes. T h e part ly observed 
Pt-measurable random process (x(£).y(£)) satisfies the 
equations 
dx{t) = (<K){t)+a(t)x(t))dt-b(t)dWl(t), (24) 
y.(£) = J (A 0 , ( i , s ) + ( A t ( i , 5 ) , x ( 5 ) ) ) d u , ( s ) - r 
+ f Blit.s)dW^iu^is)), i = 1 m. (25) 
Jo 
Here, x(£) 6 R n is a nonobserved component , and 
y(t) € Rm is an observed one for the process (x(£). y(£)). 
Functions ao(t), a(£), £>(t) and functions Aa{t. s), 
A(t. a), B(t. s) are continuous in £ and s. Let A(t. s) be 
a nonzero mat r ix and B(t. s)BT(t, s) be a positive def-
inite matrix. The function u( i ) = ( u i ( f ) Um(0) S 
Rm is a vector nondecreasing funct ion of bounded vari-
ation. T h e rest of the notat ion is the same as for the 
equation (3). 
T h e estimation problem is to find the best es t imate 
for the system sta te (24) x(£) at t ime t based on the 
observation process 
V( t ) = {y(s ) .0 < « < £ } , tha t 
is the conditional expectat ion m(£) = E(x(t) \ F 
Let Pit) = F ( ( i ( £ ) - m(£)(x(£) - m ( t ) ) r F , y ) be the 
correlation funct ion and F f be the ^-a lgebra generated 
by the observations Y{t). 
Let us note tha t the observation equation (25) ac-
tually gives us observations with a set of delays of the 
continuum power, because the observation process y{t) 
at a point £ depend on all values of the s t a t e vector 
1(3): from z(0) to x(t) . Thus , the allowed set of delays 
includes all t ime shif ts from 0 to £, i.e.. coincides with 
all the interval [0, £], which has the power of continuum. 
Since all the previous subsection proposit ions con-
cerning validity of the equalities (18) (19) are also sat-
isfied for the continuous Ito-Volterra observations (25), 
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the desired filtering equat ions readily follow from the 
filtering equa t ions for an Ito-Volterra process over Ito-
Volterra observat ions obta ined in [6]. As a result, t he 
following sys tem of filtering equat ions for the dynamic 
system s t a t e (24) over the Ito-Volterra observations 
(25) is ob ta ined . 
m(i) = J {oq[3) +a(3)m{s))ds+ (26) 
f P(s~)[I + Ar(t, s)(B(t. s)Br(t, s))-1 x 
Jo 
A(t.s)P{s-)Au(s)]-iAT(t,s)(B{t,s)BT(t,s))-lx 
[<*»(*) - (Ao(i. 5) + A(t, s)m(s-))du(s)), 
P{t)= f[a{s)P(s) + P{s)aT{s) + (271 
Jo 
b(s)bT(s))ds- [ P{3-)[I + AT{t,s)x 
Jo 
(.B(t. s)BT(t, 5 ) ) - M ( t , i ) P ( 3 - ) A t i ( s ) | - ' x 
AT{t, s)(B(t, s)BT(t. s))~lA(t, s)P{s-)du(s), 
where Au(-s) is a j u m p of the funct ion u(s ) a t s, P(s-) 
and m ( s - ) are values f rom the left of t he functions 
P(s) and m(s) at s, I is the n x n-dimensional identity 
matr ix. Note tha t mult ipl icat ion by an m-dimensional 
measure du(t) should be unders tood in the component-
wise sense, as in t he observat ion equat ion (25). 
If, in t he equat ion (25), u(t) = t and the measure 
du{t) is equal to t he Lebesgue measure dt. we obtain the 
case of pure cont inuous observations with continuum 
delays. Therefore, t he filtering equat ions (26)—(27) are 
valid with Au(s) = 0, du(t) = t, and the continuous 
funct ions m ( s - ) = m ( s ) and P ( s - ) = P ( s ) . 
If the bounded var ia t ion funct ion du{t) and . there-
fore, the observat ion process y(t) have bo th contin-
uous and discrete components , we examine the case 
of discontinuous observat ions with continuum delays. 
T h e corresponding j u m p s of the filtering variables m(t) 
and P(t) at a discontinuity point f, of u( t ) (and y(t)) 
are equal to the expressions under the integral signs 
in the r ight-hand sides of (26)—(27), upon subs t i tu t ing 
the j u m p s Au(t,-) and Ay{tt) for differentials du(t) and 
dy t), respectively. 
Since the system of filtering equat ions (26)-(27) is 
also closed with respect to only two filtering variables 
m( t ) and P(t) and do not contain f(t,s), unlike the 
filtering equat ions for an Ito-Volterra process obtained 
in 6], all t he remarks concerning simplification of nu-
merical solution of these equat ions remain valid as well 
as in the previous subsect ion. 
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