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Abstract
In this paper, we consider the problem of nonparametric estimation of trend function for stochastic
differential equations driven by a weighted fractional Brownian motion (weighted-fBm). Under
some general conditions, the consistent uniform, the rate of convergence as well as the asymptotic
normality of our estimator are established. In addition, a numerical example is provided to illustrate
the validity of the considered estimator.
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1. Introduction
A long/short-term memory stochastic processes with self-similarity have been extensively em-
ployed as models for various physical phenomena. They seemed to play an crucial role in analyzing
network traffic, economy, and telecommunications. As a result, some effective mathematical mod-
els based on long-term/short term dependence processes with self-similarity have been suggested
in these directions.
Fractional Brownian motion is a straightforward stochastic process with long/short term depen-
dence and self-similarity, which is an appropriate generalization of standard Brownian motion.
Interesting comprehensive surveys and literatures on fractional Brownian motion can be found in
Norros et al. (1999), Hu (2005), Gradinaru et al. (2005), Mishura (2008), Biagini et al. (2008), and
references therein.
On the other hand, in contrast to the extensive studies on fractional Brownian motion, only few
systematic investigations have been conducted on other self-similar Gaussian processes. The prin-
cipal cause is the complexity of the dependency structures for self-similar Gaussian processes that
don’t have stationary increments. It therefore seems interesting to study some extensions of the
fractional Brownian motion, such as weighted fractional Brownian motion and the bi-fractional
Brownian motion. Recently, weighted fractional Brownian motion has attracted considerable at-
tention from many researchers, see for instance Shen et al. (2013), Guangjun et al. (2016), and Sun
et al. (2017).
Nonparametric estimation of trend function for stochastic differential equations (SDEs) have been
studied by several authors for their mathematical interest and their applications. The first paper on
the subject is Kutoyants (1994) for the stochastic differential equation driven by a standard Brown-
ian motion. Then, the problem was generalized; Mishra and Prakasa Rao (2011a) for the stochastic
differential equation driven by a fractional Brownian motion; Mishra and Prakasa Rao (2011b) for
nonparametric estimation of linear multiplier for fractional diffusion processes; Saussereau (2014)
for nonparametric inference for fractional diffusion; and Prakasa Rao (2019) for nonparametric
estimation of trend function for SDEs driven by mixed fractional Brownian motion.
In this investigation, we consider nonparametric estimation of trend function for stochastic differ-
ential equations driven by a weighted fractional Brownian motion (weighted-fBm). To the best of
our knowledge, the problem of nonparametric estimation of trend function for stochastic differ-
ential equations driven by a weighted fractional Brownian motion (weighted-fBm) has not been
attempted in the literature.
The rest of the paper is organized as follows. In Section 2, the basic properties of weighted frac-
tional Brownian motion are stated. Section 3 is devoted to the preliminaries. Then, in Section 4,
we give the main results; under some hypotheses, we establish the consistent uniform (Theorem
1), the rate of convergence (Theorem 2) as well as the asymptotic normality (Theorem 3) of the
estimator. Further, Section 5 is devoted to some numerical examples. Section 6 is dedicated to the
technical proofs. Finally, we conclude the paper in Section 7.
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2. Weighted fractional Brownian motion
Let (Ω,F , {Ft}t≥0,P) be a stochastic basis satisfying the habitual hypotheses, i.e., a filtered prob-
ability space with a filtration {Ft}t≥0 is right continuous and F0 contains every P-null set. Let
{Ba,bt , t ≥ 0} be a weighted fractional Brownian motion defined on a filtered probability space
(Ω,F , {Ft}t≥0,P) with parameters (a, b) such that a > −1, | b |< 1, and | b |< a+ 1 is a centered
and self-similar Gaussian process with long/short-range dependence and the covariance function:











(t− u)b + (s− u)b
]
du, s, t ≥ 0.












tb+1 + sb+1 − |s− t|b+1
]
,
which is the covariance function of the fBm with Hurst index
b+ 1
2
when |b| < 1.
According to Bojdecki et al. (2007), Bojdecki et al. (2008), and Yan et al. (2014), the weighted-












ua (t− u)b du.
(2) Ba,bt is said to be self-similar with index
a+ b+ 1
2
, that is, for every constant α > 0,{







2 Ba,bt , t ≥ 0
}
, for each a > 0 (1)
in the sense that the processes, on both the sides of the equality sign, have the same finite
dimensional distributions.
(3) The process Ba,bt is not Markov and it is not a semi-martingale if b 6= 0.
(4) The process Ba,bt has independent increments for b = 0.




(6) The trajectories of the process Ba,b are continuous with the only exception of the case a < 0,
b < 0, a+ b = −1, where Ba,b is discontinuous at 0.
(7) The weighted-fBm Ba,bt has not stationary increments in general, we have




≤ Ca,b(t ∨ s)a |t− s|b+1 .
(8) Ba,bt is long-range dependent for b > 0 and short-range dependent for b < 0.
The stochastic calculus with respect to the weighted-fBm has been recently developed by Kruk et
al. (2007). More works on weighted-fBm can be found in Nualart (2006) and Alós et al. (2012).
3
Keddi et al.: Nonparametric Estimation of Trend Function for Stochastic
Published by Digital Commons @PVAMU, 2020
AAM: Intern. J., Vol. 15, Issue 2 (December 2020) 711
Fix a time interval [0, T ]. We denote by E the set of step function on [0, T ]. Let Ha,b be the
Hilbert space defined as the completion of the linear space E generated by the indicator functions{
1[0,t]; 0 ≤ t ≤ T
}






where Ra,b(t, s) is the covariance of Ba,bt and B
a,b
s . The application




is an isometry from E to the Gaussian space generated by Ba,b and it can be extended to Ha,b.
Then, Ba,b(ϕ) is a Gaussian process onHa,b such that, for all ϕ, ψ ∈ Ha,b we have














= b(u ∧ v)a(u ∨ v − u ∧ v)b−1.
When 0 < b < 1, the Hilbert spaceHa,b can be written as
Ha,b =
{

















|ϕ(u)| |ϕ(v)|φa,b(u, v)dudv <∞. (4)
It was shown that |Ha,b| is a Banach space with the norm ‖ϕ‖|Ha,b| and E is dense in |Ha,b|. Assume
that a > −1, 0 < b < 1, b < a + 1 and a + b > 0. Then, the canonical Hilbert space Ha,b
associated to Ba,b satisfies
4
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L2([0, T ]) ⊂ L
2
a+b+1 ([0, T ]) ⊂ |Ha,b| ⊂ Ha,b. (5)
3. Preliminaries
Let {Xt, 0 ≤ t ≤ T} be a process governed by the following equation:
dXt = S(Xt)dt+ εdB
a,b
t , X0 = x0, 0 ≤ t ≤ T, (6)
where ε > 0, Ba,bt a weighted-fBm defined on a filtered probability space (Ω,F , {Ft}t≥0,P), and
S(.) is an unknown function. We suppose that xt is a solution of the equation
dxt
dt
= S(xt), x0, 0 ≤ t ≤ T. (7)
We suppose also that the function S : R −→ R satisfies the following assumptions:
(A1) There exists L > 0 such that
|S(x)− S(y)| ≤ L |x− y| , 0 ≤ t ≤ T. (8)
(A2) There exists M > 0 such that
|S(x)| ≤M(1 + |x|), x ∈ R, 0 ≤ t ≤ T.
Then, the stochastic differential equation (6) has a unique solution {Xt, 0 ≤ t ≤ T}.
(A3) Assume that the function S(x) is bounded by a constant C. Since the function xt satisfies (7),
it follows that




∣∣∣∣ ≤ LC|t− s|, t, s ∈ R.
Let us define Σ0(L) as the class of all functions S(x) satisfying the assumption (A1) and uniformly
bounded by the same constant C. Let us also denote by Σk(L) the class of all function S(x) which
are uniformly bounded by same constant C and which are k-times differentiable with respect to x
satisfying the condition
∣∣Sk(x)− Sk(y)∣∣ ≤ L |x− y| , x, y ∈ R, (9)
where Sk(x) denote the k-th derivative of S(x).
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Lemma 3.1.
Assume that hypothesis (A1) is verified. Let Xt and xt be the solutions of the equations (6) and
(7) respectively. Then, we have




E (Xt − xt)2 ≤ e2LT ε22
∫ T
0
ua (T − u)b du. (11)
Proof:
Proof of (10).
By (6) and (7), we have
Xt − xt =
∫ t
0
(S(Xr)− S(xr)) dr + εBa,bt .
Thus,
|Xt − xt| ≤ L
∫ t
0
|Xr − xr| dr + ε|Ba,bt |.




urdr + ε|Ba,bt |.
Finally, by using Gronwalls inequality, we obtain
|Xt − xt| ≤ eLtε
∣∣∣Ba,bt ∣∣∣ . (12)
Proof of (11).
From (12), we have
E|Xt − xt|2 ≤ e2Ltε2E
∣∣∣Ba,bt ∣∣∣2 .
6
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Then,
E|Xt − xt|2 ≤ e2Ltε22
∫ t
0




E (Xt − xt)2 < e2LT ε22
∫ T
0
ua (T − u)b du.

4. Main results
The main goal of this work is to build a estimator of the trend function St in the model described
by stochastic differential equation (6) using the method developed by Kutoyants (1994). Then, we
study of asymptotic properties of the estimator as ε −→ 0.












where G(u) is a bounded function with finite support [A,B] satisfying the following hypotheses


















Further, we suppose that the normalizing function φε satisfies:
(H5) φε −→ 0 and ε2φ−1ε −→ 0 as ε −→ 0.
The following Theorem gives uniform convergence of the estimator Ŝt.
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Theorem 4.1.
Suppose that the assumptions (A1)-(A3) and (H1)-(H5) hold true. Further, suppose that the trend
function S(x) belongs to Σ0(L). Then, for any 0 < c ≤ d < T , a > −1, 0 < b < 1, b < a + 1,







ES(|Ŝt − S(xt)|2) = 0. (14)












The rate of convergence of the estimator Ŝt is established in the following Theorem.
Theorem 4.2.
Suppose that the function S(x) ∈ Σk(L), a > −1, 0 < b < 1, b < a + 1, a + b > 0, and
φε = ε
2










Finally, the following Theorem presents the asymptotic normality of the kernel type estimator Ŝt
of S(xt).
Theorem 4.3.
Suppose that the function S(x) ∈ Σk+1(L), a > −1, 0 < b < 1, b < a + 1, a + b > 0, and
φε = ε
2



























G(u)G(v)(u ∧ v)a(u ∨ v − u ∧ v)b−1dudv.
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5. Numerical example
In this section, we present a numerical analysis illustrating our theoretical result. We compare
our kernel estimator for stochastic differential equations driven by a weighted fractional Brownian
motion to the kernel estimator for stochastic differential equations driven by fractional Brownian
motion given in (Mishra and Prakasa Rao (2011a)). The variances of the two kernel estimators are
compared. σ2a,b of our estimator is compared to that of the estimator σ
2
H .







, |t| ≤ 1.
1. The variance of the kernel estimator for stochastic differential equations driven by fractional
Brownian motion given in Mishra and Prakasa Rao (2011a) is given as:
For all H ∈ (1/2, 1),





G(u)G(v) |u− v|2H−2 dudv.
2. From Theorem 4.3, the variance of our estimator is as follows:






G(u)G(v)(u ∧ v)a(u ∨ v − u ∧ v)b−1dudv.
By developing a program in R software, we compute the numerical values of the variances. The
obtained results are arranged in the following tables.
Table 1. The variance values σ2H
H 0.51 0.54 0.57 0.6 0.63 0.66 0.69 0.72 0.75 0.78 0.81 0.84
σ2H 0.0911 0.3240 0.5056 0.6461 0.7536 0.8351 0.8958 0.9403 0.9720 0.9935 1,0070 1.0143
Table 2. The variance values σ20,b
b 0.02 0.08 0.14 0.2 0.26 0.32 0.38 0.44 0.5 0.56 0.62 0.68
σ20,b 0.0911 0.3240 0.5056 0.6461 0.7536 0.8351 0.8958 0.9403 0.9720 0.9935 1.0070 1.0143
According to Tables 1-3 and Figure 1, we have
• For a = 0, the variance values σ2a,b are equal to the variance values σ2H . This is due to the
property of weighted fractional Brownian motion (wfBm); when a = 0 this later coincides with
9
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Table 3. The variance values σ2a,b
a \ b 0.51 0.54 0.57 0.6 0.63 0.66 0.69 0.72 0.75 0.78 0.81 0.84
0.2 0.7990 0.7907 0.7810 0.7702 0.7584 0.7459 0.7329 0.7195 0.7058 0.6919 0.6778 0.6637
0.3 0.5643 0.5569 0.5486 0.5395 0.5298 0.5196 0.5091 0.4983 0.4874 0.4764 0.4654 0.4543
0.4 0.3549 0.3484 0.3413 0.3338 0.3260 0.3179 0.3097 0.3014 0.2931 0.2848 0.2766 0.2684
0.5 0.1807 0.1751 0.1693 0.1633 0.1573 0.1512 0.1450 0.1390 0.1330 0.1271 0.1213 0.1157



















Figure 1. σ2H and σ
2
a,b, for a 6= 0
the fractional Brownian motion (fBm) with Hurst index H = (b+ 1)/2.
• As expected, for a fixed a (resp. b), the variance values of our estimator σ2a,b decreases along
the increasing of b (resp. a). While, the numerical values of the variance σ2H increases with the
increases of the Hurst index H.
• For larger values of a, the values of σ2a,b are smaller than σ2H , for instance, for a = 0.5 (resp.
a = 0.4) the values of σ2a,b become smaller than that of σ
2
H when b ≥ 0.54 (resp. b ≥ 0.57).
While for a = 0.6, and any values of b, the variance values of our estimator are smaller than
that of (Mishra and Prakasa Rao (2011a)). However, from Figure 1, we clearly observe that
the variance values of our estimator is less than that of the kernel estimator for stochastic dif-
ferential equations driven by fractional Brownian motion given in (Mishra and Prakasa Rao
(2011a)). Thus, we can say that our kernel estimator for trend function for stochastic differ-
ential equations driven by a weighted fractional Brownian motion is better than that given in
(Mishra and Prakasa Rao (2011a)).
10
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6. Proof of Theorems
6.1. Proof of Theorem 4.1












































≤ I1 + I2 + I3.
(16)

















G (u) (S(Xt+φεu)− S(xt+φεu)) du
]2
≤ 3(B − A)L2ES
[∫ +∞
−∞
G2 (u) (Xt+φεu − xt+φεu)
2 du
]





ES (Xt+φεu − xt+φεu)
2 du
]
≤ 3(B − A)L2e2LT ε22
∫ T
0
ua (T − u)b du
≤ C1ε2,
(17)
where C1 is a positive constant depending on T, L, a, b and (B − A) .






















G (u) (S(xt+φεu)− S(xt)) du
]2
.
Next, by using hypotheses (A3), (H1), and (H3), we have
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G (u) (φεu) du
]2








where C2 is a positive constant depending on L and (B − A) .

















































φa+bε (using hypothesis (H4)),
(19)
where C3 is a positive constant depending on a and b.





























6.2. Proof of Theorem 4.2
Using the Taylor formula, we easily get












, λ ∈ (0, 1).
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Then, by substituting this expression in I2, under the condition S(x) ∈ Σk+1(L), and the assump-

















































where C5 is a positive constant depending on L and (B − A) .

















Putting φε = ε
2














This completes the proof of Theorem (4.2).
6.3. Proof of Theorem 4.3
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= r1(t) + r2(t) + ηε(t).
Hence, by the Slutsky’s Theorem, it suffices to show the following three claims:
r1(t)
P−→ 0, as ε→ 0, (21)
r2(t)















G (u) (S(Xt+φεu)− S(xt+φεu)) du.


















G (u) (S(xt+φεu)− S(xt)) du.
Take any t, u ∈ [0, T ], via the Taylor expansion












, λ ∈ (0, 1),
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using the conditions (H6), (H7), and choosing φε = ε
2
2k−a−b+3 , we get

































E [r2(t)−m]2 −→ 0 as ε −→ 0.
Then,
r2(t)














In fact, we have to evaluate the variance of (24). To this end, let













Moreover, using (2), a > −1, 0 < b < 1, b < a+ 1, and a+ b > 0, we have









G(u)G(v)(u ∧ v)a(u ∨ v − u ∧ v)b−1dudv
]
.
Then, by taking φε = ε
2
2k−a−b+3 , we get
15
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G(u)G(v)(u ∧ v)a(u ∨ v − u ∧ v)b−1dudv.
Finally, this last equation allows us to achieve the proof of Theorem (4.3).
7. Conclusion
In this paper, we studied the problem of nonparametric estimation of the trend function for stochas-
tic differential equations driven by a weighted fractional Brownian motion. We presented the kernel
estimator of the trend function based on the continuous observation and obtained the uniform con-
vergence (with rate) and the asymptotic normality of the proposed estimator. For further work, it
will be interesting to investigate the problem of estimating the trend function for SDEs driven by
a generalized fractional Brownian motion such as, sub-fractional Brownian motion, mixed sub-
fractional Brownian motion, and Lévy fractional Brownian motion.
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