In this paper, we focus on the trade and quote data for the IBM stock traded at the NYSE. We present two di erent frameworks for analyzing this dataset. First, using regularly sampled observations, we characterize the intraday volatility of the mid-point of the bid-ask quotes by estimating GARCH and EGARCH models, with intraday seasonality being accounted for. We also highlight the impact of characteristics of the trade process (traded volume, number of trades and average volume per trade) on the volatility speci cations. Secondly, we deal directly with the irregularly spaced data. We review two time transformations that allow a thinning of the original dataset such that new durations are de ned. The newly de ned price and volume durations are characterized and the performance of the Log-ACD model for modelling these durations is assessed. Moreover, price durations allow an easy computation of intraday v olatility and this method compares favorably to ARCH estimations.
Introduction
The recent availability o f intraday nancial databases 1 has had an important impact on research in applied econometrics and nancial market microstructure. In the applied econometrics literature, this has given birth to the so-called highfrequency models, which attempt to describe characteristics of the price process (for example the volatility or the trading intensity) on an intraday basis. Broadly speaking, two main classes of high-frequency models exist. First, extensions of the ARCH type models that deal with regularly spaced data, and which focus on the volatility process during the day (Andersen and Bollerslev, 1997 Bollerslev and Domowitz, 1993) . Secondly, duration models of the Autogressive Conditional Duration (ACD) type that accomodate irregularly spaced data 2 . These econometric developments have had important consequences, which go beyond the mere statistical description of the price process. With the available data and the newly developped models, it is now possible to apply (and test the relevance of) the models developped in the market microstructure literature. In this eld, recent research has focused on the descriptive characteristics of the trade and bid-ask quote processes, the behaviour of market makers and the testing of models providing a theoretical framework of how market makers and traders interact in the trading process. Some key questions that are often investigated are: how do market makers x their bid-ask quotes and the spread? Does the size of the spread depend on the information content of the trades? How quickly are quotes revised? How can the information content of a trade be measured (permanent e ect of the trade/transitory e ect)? See for example Easley and O'Hara (1992), Easley, Kiefer and O'Hara (1997) or Hasbrouck (1991) for some recent work in this eld.
In this paper, our goal is to try to answer a relatively simple question: given an intraday t i c k-by-tick database for trades and bid-ask quotes work allows the use of \standard" time series tools such as the ARCH class models, but does not take i n to account the important information conveyed by the time between market events. Working with irregularly spaced data forbids using ARCH type models and calls for ACD type models. Moreover, if the data is to be dealt with in a xed interval framework, time transformations are needed to convert the original irregularly spaced data into regularly spaced data. This usually involves sampling the data at a given frequency. What is the impact of the sampling frequency on the characteristics of the sampled process and estimated models? Furthermore, when working with regularly and irregularly spaced data, a strong intraday seasonality is exhibited by the data. This seasonality is dependent on characteristics of the exchange and the behaviour of market participants (opening and closing of trading, lunchtime, . . . ) . This feature must be taken care of before using ARCH or ACD type models.
(ii) as the database gives information on both the trade and quote processes, how can these two processes be combined in the existing models? In a x e d interval framework, is information given by the trade process (such as the traded volume or number of trades for example) useful for characterizing properties of the quote process?
(iii) when dealing with irregularly spaced data, time (data) transformations can be applied to the data. Taking the trade and quote data as an input in a thinning algorithm 4 , a new dataset can bede ned which gives information on the volatility, the liquidity, the trading intensity, . . . W h a t are the characteristics of these newly de ned marked point processes? Because these processes are irregularly spaced, they can also bemodelled using the ACD class of models.
In this paper, we focus on these three points, with an emphasis on the interaction between the trade and quote processes, both for regularly and irregularly spaced data. GARCH and EGARCH models are estimated on the intraday regularly sampled quote data after taking into account the intraday seasonality. Traded volume, number of trades and average volume per trade are included in the EGARCH speci cation to assess the impact of trade related information on the conditional volatility o f t h e quote process.
Next, we characterize several time transformations leading to newly de ned irregularly spaced data that combine features of the trade and quote processes. Log-ACD models are estimated on these new datasets and the performance of the models are assessed. One of the main feature of this paper is to present in a single text the analysis of the same dataset in both the regularly spaced and irregularly spaced frameworks. Furthermore, intraday v olatility is estimated using bothan EGARCH model (on equidistantly sampled data) and a L o g -A CD model (on irregularly spaced price durations), indicating that high frequency duration models provide an interesting alternative t o A R CH type models.
Some of the issues mentionned above have already been addressed in the literature. For example, Le Fol and Mercier (1998) study several time deformation techniques in a xed interval framework. Maillet and Michel (1998) , Hafner (1996) , Guillaume, Dacorogna, Dav e, Muller, Olsen and Pictet (1995) or Guillaume, Dacorogna and Pictet (1997) focus on high frequency volatility models of the GARCH type applied to regularly spaced data for currency trading. Andersen and Bollerlev (1997) provide a thorough description of the application of GARCH models to high-frequency data (for currency trading at the FOREX and futures trading at the CME) and particularly insist on the need to take into account the intraday seasonal component prior to estimating the model. Regarding irregularly spaced data, Russell (1997, 1998) proposed the ACD model to explicitely model the time between market events. Bauwens and Giot (1997) introduce the Log-ACD model as an alternative to the ACD model and model the bid-ask quote process with respect to characteristics of the trade process.
The rest of the paper is organized in the following way. In Section 2, we introduce the dataset for the trades and quotes used in the empirical part of the paper. In Section 3, we deal with the regularly spaced data, estimate corresponding high frequency GARCH and EGARCH models for several sampling frequency and augment t h e quote dataset with features from the trade process. In Section 4, we work on the irregularly spaced data. We brie y review the ACD model of Engle and Russell (1998) and the Log-ACD model of Bauwens and Giot (1997) . We i n troduce several time transformations that can be applied to the irregularly spaced data, characterize the properties of the resulting marked point processes and estimate Log-ACD models on the new datasets. We also estimate (as an alternative to the EGARCH model) the pattern of intraday volatility using a Log-ACD model and price durations. Section 5 concludes. 1999). In this paper, we use the Trade and Quote database 5 , which is the o cial database released by the NYSE.
The NYSE is the largest stock exchange in the United States. It is more than 200 years old and the total market capitalization of its listed stocks is close to 12 trillion dollars, with the average volume of shares traded in one day greater than 600 million shares. Trading at the NYSE is based on a so-called hybrid system, i.e., it uses a trading mechanism combining a market maker system and an order booksystem. Assigned to each stock is one market maker (called the specialist), who is making the market f o r t h i s s t o c k. His main tasks are:
-manage the trading and quoting processes (i.e., ensure an orderly market, report quotes and trades, . . . ) -provide liquidity when necessary, by taking the other side of the trades when needed. Most of the trades are however executed against standing orders in the order book, or they go through the oor traders.
Thus, the specialist monitors all the trading process, which takes place from 9h30 to 16h. Apart from an opening auction, trading is continuous.
Retrieving the data for the IBM stock o ver the period September96toNovem-ber96, we construct two separate databases, one for the trades and the other for the bid-ask quotes. Our main focus is on the bid-ask quote database as we w i s h t o characterize the bid-ask quote process. However, as detailed in Section 4, the trade database is needed as thinning the data for the bid-ask quotes requires taking into account information given by the trade process. Because all records listed in the TAQ database are not valid 6 , we select the \regular" trade and bid-ask quotes recorded between 9:30 AM and 16:00 PM.
With respect to this dataset, let us de ne a marked point process for the bid-ask quotes Q and a second one for the trades P. Q is de ned as a marked point process referenced by t i , where t i indicates the time in seconds when the bid-ask quotes are posted by the specialist. When posting the quotes, the specialist speci es 7 the current bid and ask prices b i and a i . Thus, the marked point process for the quotes is (t i b i a i ), for i = 1 : : : n , where n is the total numberof quotes.
Regarding the trade process, the marked point process is de ned by ( y j p j v j ), for j = 1 : : : m , where m is the total number of trades and y j is the time in seconds when the trade was made, p j designates the price of the trade and v j the corresponding volume. Merging both databases and using a signing algorithm as proposed by Lee and Ready (1992) , the marked point process for the trades is extended to (y j p j v j s j b j a j ) where s j indicates if the trade is a buy or a sell, while b j and a j indicate the existing bid and ask quotes when the trade was made.
By de nition, the trade and bid-ask quote datasets contain irregularly time spaced data as trades and quotes are recorded as soon as they are reported. Thus the durations between two trades z j = y j ; y j;1 and between two bid-ask quotes x i = t i ;t i;1 are not constant. Table 1 gives some descriptive information on both series. In the next sections, we investigate two di erent ways of dealing with this dataset. 3 Regularly spaced data
As introduced in the last section, the trade and bid-ask quote marked point processes are irregularly spaced in time. In this section, we present a rst way of looking at this dataset, i.e., by working in a regularly time spaced framework using a resampled bid-ask quote dataset based on the previously de ned Q. Our aim is to characterize the properties of the returns de ned on the new regularly spaced bid-ask quotes and estimate volatility models of the GARCH and EGARCH class on the dataset. We also highlight the impact of the traded volume, number of trades and average volume per trade on the volatility speci cations. The methodology of the work presented in this section is close to Andersen and Bollerslev (1997) , which focused on high-frequency data for the FOREX and CME
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. 8 However, we do not consider the aggregation properties of the estimated GARCH models, but we stress the interaction between the trade and bid-ask quote processes.
Transaction time
When dealing with intraday data, a rst possibility is to treat the marked point process as a collection of numbered observations, thus \forgetting" the information given by the time between the obervations and overlooking the fact that they are not regularly spaced in time. This de nes the \intraday" returns 9 as r i = ln(p i ) ; ln(p i;1 ), which are also said to be de ned in transaction time. If these returns are directly used in a standard time series model, it can lead to meaningless estimation results as it treats all observations as being equidistantly spaced in time, which they are not. Furthermore, transaction time assumes that all observations convey the same information, whatever their spacing in time and associated characteristics such as volume. With these drawbacks, it is not suprising that transaction time returns are not much used in the empirical literature.
Equidistant sampling
Time transformations that can be applied to intraday data have been recently studied in the literature. For example, Le Fol and Mercier (1998) review most of the possible time transformations that can be used. They highlight t h e c haracteristics of several time scales (real time, transaction time, vo l u m e t i m e , . . . ) , i n c l u d i n g t h e time transformations introduced by Olsen & Associates to take into account the intraday seasonality in high frequency FOREX data. Maillet and Michel (1998) focus on stock returns distribution in a volume time scale, i.e., a time where transaction volume is constant between observations. For the same dataset, they compare the empirical characteristics of returns both regularly sampled and sampled in a volume time scale. In this subsection, we focus on equidistantly sampled data 10 , with an emphasis on the estimation of intraday volatility using GARCH and EGARCH models.
To transform the original dataset in a new one featuring regularly spaced observations with respect to time, we rst de ne a sampling grid with an associated sampling time equal to h seconds. As we focus on data released by the NYSE, the sampling grid is de ned from 9h30 to 16h. The new marked point process Q 0 is de ned as (t Because we wish to focus on the intraday returns, we delete the rst return of the day as it is the overnight return, i.e., the return between the last recorded price before 16h30 and the rst recorded price after 9h30. Descriptive statistics for the equidistantly sampled (intraday) returns and squared returns for the IBM stock traded at the NYSE. The period under review is September 96 -November 96 or 13 weeks. Q(10) denotes the Ljung-Box Q-statistic for the rst ten autocorrelations on the returns and squared returns. Q(10)' denotes the Ljung-Box Q-statistic for the rst ten autocorrelations on the square of the intraday seasonally adjusted returns. Kurtosis denotes the coe cient of kurtosis on the returns, while Kurtosis' denotes the coe cient of kurtosis on the intraday seasonally adjusted returns. 0 1 and 0 2 denote the rst two autocorrelation on the square of the intraday seasonally adjusted returns. The intraday seasonally adjusted returns are de ned by dividing the raw returns by the square root of the deterministic volatility function. The oversampling rate is de ned as the ratio between the identically sampled quotes and all sampled quotes. Table 2 which gives descriptive statistics for the returns and squared returns, choosing a high sampling frequency (for example h = 1 minute) leads to a very large oversampling rate 11 , i.e., sampled quotes are often identical to the previously sampled ones as no new information has been released during the sampling interval h. As a result, the Q statistic for the returns is very large, indicating that these returns are (spuriously) correlated. Thus, depending on the trading activity of the stock, h should be chosen small enough to get a detailed picture of intraday volatility (see below), but not too small so that oversampling is limited. Table 2 also indicates that the intraday returns feature a large kurtosis (around 14) , and that the squared returns are strongly autocorrelated, with a very large value for the Q-statistic, indicating a strong persistence for the intraday volatility.
As indicated in

Intraday volatility and seasonality
Regarding the reporting of trades and bid-ask quotes, it is well known that the trading activity is not constant along the trading day. More trades and bid-ask quotes are recorded in the early and late trading hours rather than around lunch time. The intraday seasonality observed for the trading and quoting activity has also been found to hold for other market characteristics such as the volatility or the spread. See for example Brock and Kleidon (1992) or Engle and Russell (1998) for the NYSE and Bollerslev and Domowitz (1993) or Andersen and Bollerslev (1997) for the FOREX.
In order to estimate the pattern of intraday volatility for the equidistantly space returns de ned above, several possibilities arise. In the empirical market microstructure literature which usually focuses on the deterministic pattern of intraday volatility, i t i s often computed as the variance of returns in a given time interval, or as the average of the squared returns during a time interval (see for example Ederington and Lee, 1993, or Gwilym, Buckle, and Thomas, 1997). For example, the average pattern of intraday v olatility could be de ned by computing averages (over 30 minute intervals for example) of squared returns de ned on the mid-point o f the bid-ask quotes recorded during these intervals.
A more interesting way of estimating intraday volatility when dealing with regularly spaced data is to combine the computation of average intraday v olatility patterns with the use of volatility models of the ARCH type for example 12 . This procedure involves (i) the computation of intraday volatility patterns, de ned as the intraday seasonal component of the volatility (ii) the computation of the deseasonalized volatility, i.e., the volatility from which the seasonal component has been removed, usually in a multiplicative w ay (iii) the estimation of ARCH type models on the deseasonalized volatility if necessary, i.e., if the seasonal component d o e s not remove all existing patterns.
The importance of taking into account the intraday seasonal component of the volatility can be seen by plotting an autocorrelogram for the squared returns. Working with 5 and 10 minute sampling intervals, Figure 1a To compute the intraday seasonal component of the volatility, we rst de ne 30 minute intervals in which we compute the average squared returns de ned on the mid-point of the sampled bid-ask quotes recorded during these intervals. This rather crude pattern of intraday v olatility is then smoothed by using cubic splines and the resulting deterministic intraday v olatility function is called (t i ). Figure 2 gives the intraday v olatility patterns for the returns sampled with h = 1 0 m i n utes. In a second step, the deseasonalized returns are computed by dividing the raw returns by the square root of the deterministic pattern of intraday volatility, i.e., dividing the r i by the square root of (t i ). Figure 1b (for h=5 minutes) and 1d (for h=10 minutes) give the rst 200 lags of the autocorrelogram computed for the deseasonalized returns. As indicated by these autocorrelograms, the intraday seasonal peaks are no longer visible. However, from Figures 1b, 1d and the Q statistics for the squared deseasonalized returns given in Table 2 , it is obvious that taking into account the intraday seasonality has not removed the autocorrelation in the volatility. This suggests that the remaining autocorrelation should be taken care of with a volatility model of the ARCH type for example.
In this section, we estimate two speci cations of the ARCH type on the deseasonalized returns sampled at di erent i n traday frequencies. First we model the conditional volatility a s b e i n g a G A R CH(1,1) process 13 , and then we i n troduce an asymmetric e ect by using an EGARCH(1,1) model 14 . As the results in Table 2 indicate that the returns are slightly correlated, an AR(1) structure is tted on the returns. Thus the two speci cations are:
(i) GARCH (1, 1) r t = 0 + 1 r t;1 + t (1) with the error term modelled as t = p g t t (2) where t is assumed to bean independent Gaussian process, and the conditional volatility g t is de ned as g t = + 2 t;1 + g t;1 (3) with , and > 0 a n d + < 1.
(ii) EGARCH (1, 1) r t = 0 + 1 r t;1 + t (4) with the error term modelled as t = p g t t (5) where t is assumed to bean independent Gaussian process, and the conditional volatility g t is de ned as ln(g t ) = + t;1 + (j t;1 j ; q 2= ) + ln(g t;1 ) (6) where < 1. Estimation results for the GARCH model as given by (1)- (3) and the EGARCH model (4)- (6) . Both models are applied to 13 weeks of intraday data for the IBM stock. Q(10) denotes the Ljung-Box Q-statistic for the rst ten autocorrelations on the square of the standardized returns t in (5).
The EGARCH(1,1) model allows for an asymmetric response of g t to volatility shocks on the error terms t or t . When t;1 is negative, the slope of the conditional log-variance is equal to ; and is equal to + when the standardized innovation is positive. Empirical studies conducted on daily data using EGARCH speci cations for the conditional log-variance usually conclude that negative shocks have a more ronounced impact on volatility, i.e., that is negative (Nelson, 1991) .
The results given in Table 3 indicate that -both the GARCH(1,1) and the EGARCH(1,1) models are quite successful in taking into account the autocorrelation in the volatility of the deseasonalized returns. For all models and for all sampling intervals, the Q(10) statistics on the standardized residuals t are not signi cant a t the ve percent level.
-the GARCH e ect is quite large, with + close to 0.9 in the GARCH specication, and the close to 0.95 in the EGARCH model.
-the asymmetric e ect is positive and small in the EGARCH speci cation. For example, with h = 10 minutes and t;1 negative, the slope of the conditional variance is equal to -0.18 it is equal to 0.246 when the standardized innovation is positive.
-at the shortest time interval considered here (h = 5 minutes), 1 is signi cantly negative in both speci cations, while it is positive for the other sampling frequencies. This slightly negative autocorrelation at the highest frequency indicates a reverting e ect for the corresponding returns.
Combining the conditional volatility g i v en by t h e G A R CH or EGARCH models and the deterministic intraday patterns computed using the cubic splines, it is possible to obtain a precise pattern of intraday volatility for the raw returns. If g t denotes the conditional variance of the deseasonnalized returns and (t) is the deterministic pattern of intraday volatility at time t, the conditional variance of the returns is then given by g t (t). For the returns sampled at h = 10 minutes and using the tted volatility function from the EGARCH speci cation, Figure 3 plots the annualized square root 15 of g t (t) and the annualized absolute returns for the second week of September 96. As indicated in Figure 3 , the conditional volatility tracks quite well the observed volatility.
Augmenting the dataset with trade related information
In the literature on GARCH models, volume has been found to have a high impact on the estimated coe cients of the model when included in the speci cation of the conditional variance. Using the theoretical framework provided by the so-called mixture of distributions hypothesis, Lamoureux and Lastrapes (1992) empirically verify that including volume as an additional variable in the conditional variance equation leads to a very signi cant decrease in the autoregressive c o e c i e n t of the variance equation, i.e., + of the GARCH process is close to zero. In their 15 The annualized square root of the conditional variance has a m o r e i n tuitive meaning than g t (t). It is computed as 
Merging the trade and bid-ask quote datasets, the marked point process for the equidistantly sampled bid-ask quotes Q 0 becomes (t Table 4 report the estimated coe cients of the EGARCH(1,1) model 16 de ned previously with the traded volume added as an additional explicative v ariable in the conditional variance equation. The speci cation for the conditional log-variance is ln(h t ) = + t;1 + (j t;1 j ; q 2= ) + ln(h t;1 ) + 1 v t (7) where v t is the total traded volume in the h second long period preceding t. Because the traded volume exhibits a strong intraday pattern (see Figure 4) , it is rst deseasonalized using the already de ned cubic splines function.
As indicated in Table 4 , the coe cient decreases from a value close to 0.95 to almost zero once the traded volume is included in the EGARCH speci cation for the conditional variance. These results are in agreement with the previously documented results by Lamoureux and Lastrapes (1992) on daily data and Maillet and Michel (1998) for intraday data on Elf-Aquitaine (a large liquid stock traded at the Paris Bourse). Thus, traded volume seems to a ect the conditional volatility of the price process in the same way, whether one works with daily or intradaily data.
Regarding the volatility-volume relationship, Jones, Kaul and Lipson (1994) suggest that it is the number of trades, and not the average volume per trade, that is the main driving force behindvolatility. In the Lamoureux and Lastrapes framework, both e ects are intertwined as the traded volume is the product of the numberof trades and the average volume pertrade. Jones, Kaul and Lipson (1994) \split" the traded volume into two components, the numberof trades and the average volume per trade, which they use as additional variables in a volatility equation 17 . Indeed, using daily data for a large number of US stocks traded on the NASDAQ, they show that the volatility-volume relationship disappears when the numberof trades is included in the regression.
On an intraday basis, the impact of the average volume per trade and the number of trades on the volatility equation can easily be assessed using the merged databases. Estimation results for the EGARCH models as given by (4)- (7) and (4)- (8) applied to 13 weeks of intraday data for the IBM stock. 1 is the coe cient of the traded volume in (7) and 2 is the coe cient o f t h e n umber of trades in (8) . Q(10) denotes the LjungBox Q-statistic for the rst ten autocorrelations on the square of the standardized returns t in (5).
the previously de ned EGARCH model with the additional explicative v ariables 18 n t (n t is the number of trades in the h second long period preceding t) and av t (av t is the average volume pertrade in the h second long periodpreceding t) de nes the following EGARCH models:
ln(h t ) = + t;1 + (j t;1 j ; q 2= ) + ln(h t;1 ) + 2 n t (8) ln(h t ) = + t;1 + (j t;1 j ; q 2= ) + ln(h t;1 ) + 3 av t (9) ln(h t ) = + t;1 + (j t;1 j ; q 2= ) + ln(h t;1 ) + 4 av t + 5 n t (10) The estimation results are reported in the right part of Table 4 and Table 5 . As indicated by Table 4 , including the numberof trades or the volume traded in Table 5 Estimation results for the EGARCH models as given by (4)- (9) and (4)- (10) applied to 13 weeks of intraday data for the IBM stock. 3 is the coe cient of the average volume per trade in (9), 4 is the coe cient o f t h e a verage volume per trade in (10) and 5 is the coe cient of the number of trades in (10). Q(10) denotes the Ljung-Box Q-statistic for the rst ten autocorrelations on the square of the standardized returns t in (5).
the speci cation for the conditional variance has a similar e ect on the estimated coe cients of the EGARCH process, as in both cases the autoregressive e ect disappears completely. The results given in Table 5 indicate that the average volume per trade has a relatively small impact on the coe cients of the volatility equation. For h = 5 minutes, decreases from 0.975 to 0.948 and for h = 10 minutes, it decreases from 0.952 to 0.808. However, as soon as the number of trades is included as an extra variable, the coe cient goes down to zero and we get the same results as discussed above. Thus the results reported in Table 4 -5 indicate that, out of the three volume related variables, it is the number of trades that matters most when conditional volatility i s modelled.
Irregularly spaced data
In Section 3, the dataset was transformed using equidistant sampling so that \stan-dard" time series techniques could beused on the data. While allowing the use of the now well documented time series techniques of the ARCH class, this time transformation removes the time between market events from the dataset and thus loses important information. In the nancial literature dealing with the intraday characteristics of an asset (price process, liquidity, behaviour of market agents trading the asset), time has long been considered as being exogenous, with the implication that time between market events does not matter. See for example Kyle (1985) or Glosten and Milgrom (1985) . For a broad range of empirical studies, such as Glosten and Harris (1988) or Hasbrouck (1991) , the time between market events does not enter the analysis either. However, in the recent market microstructure literature 19 , the role of time has been found to beof particular importance when the behaviour of market agents has to be modelled. For example, in the Easley and O'Hara (1992) model, time is no longer exogenous but has a deep impact on the way m a r k et makers update their quotes. More precisely, an active market, i.e., a market featuring short durations between trades, is usually associated with possible informed trading and leads to more frequent bid-ask quote updates by t h e m a r k et maker (and also to an increase in the quoted spread).
From an econometric point of view, this literature has provided much support for econometric models dealing with the time between market events. When it comes to dealing with the time between market events, the most well-known model is the Autoregressive Conditional Duration (ACD) model of Engle and Russell (1998) . Over the last four years, this model has attracted a growing interest as new models based on the ACD speci cation have beendevelopped 20 . While the literature on possible models is growing fastly, there is surprisingly little concern about the di erent durations between speci c market events that can be de ned. For example, it is possible to de ne durations as the time between trades, the time between quotes, the time between quotes leading to a given price change, the time between quotes such that a given volume is traded, . . . . In all cases, the focus is set on durations but the implications for the economic framework are di erent in each case.
In this section, we rst brie y review the basic high frequency duration models (ACD and Log-ACD) that are now commonly used. Secondly, we characterize the possible time transformations that can be applied to the previously de ned dataset. For each transformation, we give the precise meaning of the durations that are being modelled and we l o o k a t t h e c haracteristics of the estimated models.
The ACD and Log-ACD models
Let x i be the duration between two market events that happened at times t i;1 and t i , i.e., x i = t i ; t i;1 . The assumption introduced by Engle and Russell (1998) is that the time dependence in the durations can be subsumed in their conditional expectations i = E(x i jI i;1 ), in such a w ay t h a t x i = i is independent and identically distributed. I i;1 denotes the information set available at time t i;1 , supposed to contain at leastx i;1 and~ i;1 , wherex i;1 denotes x i;1 and its past values, and likewise for~ i;1 . The ACD model speci es the observed duration as a mixing process: (14) As shown in Engle and Russell (1998), the above de ned ACD model can account for a clustering e ect on the durations and overdispersion. Indeed, the autoregressive structure on the conditional expectation of the durations implies that small durations are more likely to be followed by small durations (and likewise for long durations).
With respect to the ACD model de ned above, the logarithmic version of the ACD model 23 changes the mixing process (11) 
Time transformations
The ACD and Log-ACD models are powerful tools when times between market events are to bemodelled. They can easily take into account the main characteristics of the data (overdispersion, clustering of the durations) and they provide a convenient framework for testing market microstructure hypotheses as additional variables can be added to the ARMA speci cations. See for example Engle and Russell (1998), Bauwens and Giot (1998) or Coppejans and Domowitz (1998). However, as explained in the introduction and using the dataset introduced in Section 2, it is possible to de ne the time between market events in several ways. We now introduce several possible de nitions, describe their characteristics and estimate corresponding ACD and Log-ACD models.
No transformations
The most simple possibility is to perform no transformation on the data. Dealing with either trades or bid-ask quotes, a duration is de ned as the time elapsed between two trades or two bid-ask quotes, irrespective of other information such a s the price change. Using an ACD or Log-ACD model on this data, the conditional hazard gives the instantaneous trading (or quoting) intensity and i gives the conditional expectation of the trade or quote duration. It should bestressed that a high trading intensity does not imply a corresponding price movement. For example, if the price goes back and forth between 100 $ and 100 1 4 $ e v ery second, this asset features a large trading intensity, but no price movement. It can thus beargued that these durations give relatively few information about the asset.
Price durations
Thinning the marked point process for the quotes with respect to a minimum change in price is one of the favourite time transformations used in the literature. See for example Giot (1997,1998) , or Russell (1997, 1998) . Price durations X p are thus de ned as the time needed to witness a given cumulative price change in the price of the asset. To avoid the bid-ask bounce exhibited by the trade process, price durations are usually de ned on the mid-point of the bid-ask quote process. Let us call c p the prede ned threshold, i.e., the minimum cumulative price change that de nes a duration. The set of X p de nes a new marked point process Q p , based on the previously de ned Q and P, and is characterized as (t p i b p i a p i ), for i = 1 : : : n p , where n p is the total numberof ltered quotes. By de nition, the t p i are such that the change in the mid-price on the duration X p i = t p i ; t p i;1 is at least equal to c p . Price durations de ned in this way are very convenient for several reasons:
(i) because they are de ned as the minimum amount of time for the price to increase or decrease by at least c p , the resulting durations de ne an intraday volatility process. The conditional hazard is thus proportional to the instantaneous volatility, which can becharacterized on an intraday basis. See below for an illustration.
(ii) as explained in Bauwens and Giot (1997) and Engle and Russell (1998) , the price durations are relatively \long" with respect to the trade durations, which allows the de nition of market characteristics for the trading process over the price durations for the quotes. For example, the trading intensity o r average spread pertransaction can beeasily computed and are meaningful as they take into account a relatively large numberof trades.
(iii) in a dealer's market, the bid-ask bounce can be annoying to work with, as it is a main feature of the data but gives relatively few information. Thinning the bid-ask quotes or trades allows to extract a marked point process where only meaningful price changes are retained. Moreover, as characterized in Engle and Russell (1998) for the NYSE or Biais, Hillion and Spatt (1995) for the Paris Bourse, the bid-ask quote process is often characterized by a short term transitory component which gives little information about the value of the asset. On the contrary, information events lead to movements of the bid and ask quotes in the same direction and thus move signi cantly the mid-point.
In Table 6 , we give characteristics of price durations X p computed using different thresholds c p . These price durations feature a strong time-of-day e ect (see Table 6 Data extracted from the September -N o vember 1996 TAQ CD-ROMs for the IBM stock. The given number of bid-ask quotes is the number obtained after ltering the data (the original number of bid-ask quotes was equal to 34,321) at threshold c p . x p i is a time-ofday standardized duration, see (22) , while X p i are the (non standardized) ltered durations. Both are measured in seconds. The mean of x p i is almost equal to 1, after the removal of the time-of-day e ect. Q(10) denotes the Ljung-Box Q-statistic for the rst ten autocorrelations on the x p i . Figure 5 ) akin to the intraday seasonnality documented in Section 3. To take i n to account this deterministic intraday seasonality, w e compute time-of-day standardized price durations, which are de ned as
where X p i is the raw ltered price duration with respect to the minimum price change c p , p (t i ) is the time-of-day e ect and x p i denotes the time-of-day standardized price duration. The deterministic time-of-day e ect is de ned as the expected price duration conditioned on time-of-day and on the day o f t h e w eek (so that, for example, the time-of-day e ect of Monday can bedi erent from the time-of-day of Tuesday), where the expectation is computed by averaging the durations over thirty minutes intervals for each day of the week. Cubic splines such as used in Section 3 are then used on the thirty m i n utes intervals to smooth the time-of-day function.
As indicated in Table 6 , increasing the minimum amount of price change needed to retain a duration decreases the number of observations and also the autocorrelation and overdispersion exhibited by the ltered durations. As could be expected, with c p being increased, the characteristics of the ltered durations get closer to those featured by a IIDPoisson distribution, i.e., no overdispersion and no autocorrelation. Nevertheless, for all given thresholds, the price durations exhibit similar characteristics (overdispersion and a strong autocorrelation). Figure for analysis using the Weibull ACD class of models. Estimation of Log-ACD models are given in Table 7 . In all cases, the Log-ACD model successfully removes the autocorrelation of the durations. The estimated coe cients are relatively stable, with decreasing slowly as c p is increased. As could be expected from the observed shape of the density functions, the estimated coe cient of the Weibull distribution is very close to one and stable for all c p . Estimation results for the Log-ACD model (15)- (18) applied to the price durations x p i dened at threshold c p (IBM stock, 13 weeks of intraday data). Asymptotic standard errors are given in parantheses. Q(10) denotes the Ljung-Box Q-statistic for the rst ten autocorrelations on the x p i . Q(10) gives the Q-statistic for the rst ten autocorrelations on the estimated residuals e p i = x p i =e b i .
As outlined above, price durations can be used to characterize the intraday volatility. The following relationship 24 links the instantaneous intraday volatility to the conditional hazard of the price durations: 
24 See Engle and Russell (1998) for a formal proof. provides a direct estimation of the intraday volatility once the Log-ACD model has been estimated. With c p = 1 8 $ and using the correponding estimate of e b i as given by the estimation of the Log-ACD model, Figure 8 plots the annualized equivalent 25 of b (tjI i;1 ) for the second week of September. The pattern of intraday volatility for the second week of September was previously computed in Section 3 using an EGARCH model. To allow easy comparison with these alternative results, Figure 7 reproduces Figure 3 , but with the intraday volatility indexed by the number of seconds (the same scale is used in Figure 8 ). As indicated by Figure  8 , the ACD-based estimation of the conditional volatility is an alternative to the ARCH modelling performed on equidistantly sampled data. 25 It is computed as 
Volume durations
The previously de ned price durations use information given by the bid-ask prices associated to the observed durations in order to de ne new durations related to the intraday volatility process. As we focus on the marked point process for the bid-ask quotes Q, another possibility is to use the information given by the traded volume. Indeed, market participants could be interested by the time needed to trade a given volume c v of shares. Thinning the quote process such that the retained durations are characterized by a total traded volume at least equal to c v de nes a new set of durations X v i , called volume durations 26 . Volume durations have an immediate appeal for characterizing the liquidity o f a stock, as a short X v imply that a given volume can betraded quickly. The set of X v de nes a new marked point process Q v , based on the previously de ned Q and P, which is characterized as (t v i b v i a v i ), for i = 1 : : : n v , where n v is the total number of ltered quotes. By de nition, the t v i are such that the traded volume on duration X v i = t v i ; t v i;1 is at least equal to c v . The change in price (either the bid, the ask or the mid-point) over X v i can be interpreted as the price response to a traded volume equal to at least c v shares. A liquid stock would be characterized by short X v i with small price changes over these X v i , i.e., that it is possible to trade a large amount of shares in a small amount of time without having a large impact on the price 27 . Using the IBM database for the trades and quotes, we compute the volume durations X v i for several thresholds c v . As explained above, these new durations are de ned for the bid-ask quote process with respect to the trade process which g i v es information about the traded volume. As indicated in Figure 9 , volume durations are characterized by a strong intraday e ect, similar to the one documented for \normal" and price durations. This leads us to de ne time-of-day standardized durations x v i as
where X v i is the raw ltered volume duration with respect to the minimum traded volume c v v (t i ) is the time-of-day e ect and x v i denotes the time-of-day standardized volume duration. The deterministic time-of-day e ect is de ned as the expected volume duration conditioned on time-of-day and on the day o f t h e w eek, with cubic splines used to smooth the function.
Descriptive characteristics about these volume durations are given in Table 8 and the corresponding density functions are given in Figure 10 . As indicated in Table 8 , volume durations are characterized by a very large autocorrelation (this feature was already observed when dealing with \normal" and price durations) and also exhibit underdispersion (this is in sharp contrast with \normal" and price durations, which are characterized by overdispersion).
The density functions given in Figure 10 are quite di erent from the familiar density functions observed for price durations. While the latter were characterized by a density function similar to the exponential distribution for all c p , density functions for volume durations become hump-shaped as c v is increased, with most of the mass around 1. Estimation of Log-ACD models for volume durations X v i computed for several thresholds c v are given in Table 9 . As could be expected from the general shape of the density functions, the coe cient is much greater than one, which is needed to exhibit the hump-shaped function. The results given in Table 9 indicate that the Log-ACD model is quite successful in removing the autocorrelation exhibited by t h e v olume durations. For all c v , coe cient is close to one and decreases slightly when c v is increased.
In the recent literature (Bauwens and Giot, 1997 Engle and Russell, 1997 , the ACD and Log-ACD models have beenapplied to data featuring overdispersion. As indicated by Engle and Russell (1998) , this is one of the main motivation for the use of the ACD class of models. As volume durations feature underdispersion, it is thus interesting to check if the Log-ACD model can accomodate this characteristic. For all four estimated speci cations, we conduct Monte Carlo simulations and generate 200 chains of 10,000 observations. The average underdispersions are given in Table 10 and indicate that the underdispersion of the simulated data is close to the one featured by the data used to estimate the model (see Table 8 ). Thus, according to the evidence given in Table 6 -9, the Log-ACD model can successfully deal with durations that are correlated and that feature either under or overdispersion. Estimation results for the Log-ACD model (15)- (18) applied to the volume durations x v i de ned at threshold c v (IBM stock, 13 weeks of intraday data). Asymptotic standard errors are given in parantheses. Q(10) denotes the Ljung-Box Q-statistic for the rst ten autocorrelations on the x v i . Q (10) gives the Q-statistic for the rst ten autocorrelations on the estimated residuals e v i = x v i =e b i .
Conclusion
In this paper, we have presented two di erent ways of dealing with intraday data for a stock traded at the New York Stock Exchange (NYSE). Using the Trade and Quote database made available by the NYSE, we characterized the trade and quote datasets on which the econometric models are applied. First, we focused on regularly sampled data, which allows for the estimation of (intraday) GARCH and EGARCH models on the mid-point of the bid-ask quote process. As indicated previously by Andersen and Bollerslev (1997) , taking into account the intraday seasonality is an important feature of the analysis. Combining the deterministic intraday pattern for the volatility with the forecasted stochastic component by the EGARCH model, the precise pattern of intraday volatility can be obtained. Augmenting the dataset with information given by the trade process (such as the traded volume, number of trades and average volume per trade), EGARCH models that include these variables in the speci cation of the log-variance are estimated. Including these variables has a important e ect on the estimated coe cients of the EGARCH model, which supports the fact that the traded volume and numberof trades are among the main determinants of the intraday v olatility process 28 . Secondly, drawing on the recent literature about high-frequency duration models, we deal with the irregularly sampled marked point process for the bid-ask Monte Carlo simulations. For the four sets of parameters estimated in Table 9 , the overdispersion is computed by simulating 200 chains of 10,000 draws from the Weibull distribution.
quotes. We de ne two time transformations that thin the original datasets so that price durations (durations that lead to a cumulative price change equal to a given threshold) and volume durations (durations that lead to a c u m ulative traded volume equal to a given threshold) are de ned. Price (volume) durations are closely linked to the intraday volatility (liquidity) process. While the price durations feature a strong autocorrelation and overdispersion, the volume durations exhibit autocorrelation and underdispersion. In bothcases, the Log-ACD model is successfully applied to the newly de ned datasets. One of the interesting by-products of price durations and ACD type models is that they allow an easy computation of intraday v olatility, w h i c h provides an alternative to the ARCH class of models.
