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A. Materiales y productos 
 
En este apartado se presentan los materiales y productos necesarios para preparar 
los sensores y disoluciones para realizar los experimentos que se han llevado a cabo en 
este proyecto. 
 
A.1. Patrones 
Todos los patrones, tanto para el entrenamiento como para la calibración del sistema, se 
preparan a partir de una disolución madre 0,1M del metal correspondiente. 
 
A.1.1. Disolución madre 
 
Patrón Reactivo masa (g) 
Cobre Cu(NO3)2·3H2O 24,18 
Calcio Ca(NO3)2·4H2O 23,62 
Zinc Zn(NO3)2·6H2O 29,75 
Tabla A.1. Preparación de 1L de concentración 0,1M para cada metal 
· Preparación del patrón de cobre (II): 
PM [Cu(NO3)2·3H2O] = 241,75 g/mol 
g
mol
OHNOCug
L
mol
L 18,24
1
3)·(75,241
·
1,0
·1 23 =  
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· Preparación del patrón de calcio (II): 
PM [Ca(NO3)2·4H2O] = 236,15 g/mol 
g
mol
OHNOCag
L
mol
L 62,23
1
4)·(15,236
·
1,0
·1 23 =  
 
· Preparación del patrón de zinc (II): 
PM [Zn(NO3)2·6H2O] = 297,49 g/mol 
g
mol
OHNOCag
L
mol
L 75,29
1
4)·(49,297
·
1,0
·1 23 =  
 
A.1.2. Calibración 
Los patrones usados para la calibración del FIA son de concentración 10-2M, 10-3M, 10-4M 
y 10-5M. Se preparan por dilución de la disolución madre correspondiente, añadiendo el 
volumen indicado en la Tabla A.2 para preparar 100 mL y enrasando con agua Milli-Q. 
 
Patrón V (mL) 
10-2M 10 
10-3M 1 
10-4M 0,1 
10-5M 0,01 
Tabla A.2 Preparación de los patrones de calibración a partir de la disolución 
madre 
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A.1.3. Entrenamiento 
Los 36 patrones, mezclas de calcio y cobre, que forman el conjunto de entrenamiento se 
han preparado a partir de una disolución madre 0,1M de cada metal. Se han usado pipetas 
de precisión de capacidad adecuada para adicionar el volumen de cada patrón, y se ha 
enrasado con agua Milli-Q. En la Tabla A.3 se indica la concentración y el volumen de 
disolución madre adicionado de cada metal para preparar 100 mL de cada patrón. 
Nº [Ca
2+]  
(mM) 
V 
adicionar unidad 
[Cu2+] 
(mM) 
V 
adicionar unidad 
1 0,0000 0,0 m l 0,1852 185,2 m l 
2 0,0100 10,0 m l 0,4482 448 m l 
3 0,0538 53,8 m l 0,7112 711 m l 
4 0,0976 97,6 m l 0,9741 974 m l 
5 0,1414 141,4 m l 1,2371 1,24 ml 
6 0,1852 185,2 m l 1,5000 1,50 ml 
7 0,2291 229 m l 0,1414 141,4 m l 
8 0,2729 273 m l 0,4044 404 m l 
9 0,3168 317 m l 0,6674 667 m l 
10 0,3606 361 m l 0,9303 930 m l 
11 0,4044 404 m l 1,1932 1,19 ml 
12 0,4482 448 m l 1,4562 1,46 ml 
13 0,4921 492 m l 0,0976 97,6 m l 
14 0,5359 536 m l 0,3606 361 m l 
15 0,5797 580 m l 0,6235 624 m l 
16 0,6235 624 m l 0,8865 886 m l 
17 0,6674 667 m l 1,1494 1,15 ml 
18 0,7112 711 m l 1,4124 1,41 ml 
19 0,7550 755 m l 0,0538 53,8 m l 
20 0,7988 799 m l 0,3168 317 m l 
21 0,8426 843 m l 0,5797 580 m l 
22 0,8865 886 m l 0,8426 843 m l 
23 0,9303 930 m l 1,1056 1,11 ml 
24 0,9741 974 m l 1,3685 1,37 ml 
25 1,0179 1,02 ml 0,0100 10,0 m l 
26 1,0618 1,06 ml 0,2729 273 m l 
27 1,1056 1,11 ml 0,5359 535,9 m l 
28 1,1494 1,15 ml 0,7988 799 m l 
29 1,1932 1,19 ml 1,0618 1,06 ml 
30 1,2371 1,24 ml 1,3247 1,32 ml 
31 1,2809 1,28 ml 0,0000 0,0 m l 
32 1,3247 1,32 ml 0,2291 229 m l 
33 1,3685 1,37 ml 0,4921 492 m l 
34 1,4124 1,41 ml 0,7550 755 m l 
35 1,4562 1,46 ml 1,0179 1,02 ml 
36 1,5000 1,50 ml 1,2809 1,28 ml 
Tabla A.3 Preparación de los patrones de entrenamiento 
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A.2. Disolución portadora 
Consiste en una disolución de cobre (II) de concentración 2·10-6M. Se prepara a partir de 
la disolución madre 0,1M, diluyendo 40 µL en 2 L de agua Milli-Q. 
A.3. Ajustador de fuerza iónica 
Se utiliza una disolución de NaNO3 0,2M. Para preparar 2 L sera necesario 33,996g de 
NaNO3 (s). 
A.4. Solución externa del electrodo de referencia 
Se utiliza una disolución de NaNO3 0,1M prepara a partir del ajustador de fuerza iónica 
diluyendo 50 mL de  NaNO3 0,2M en 100 mL. 
A.5. Disolución de carga 
Como disolución de carga en  los experimentos de adsorción en columna se prepara una 
disolución de nitrato de cobre de 35 ppm a partir de la disolución madre 0,1M. Para 2 L de 
disolución de carga se diluyen 11 mL de Cu(NO3)2 0,1M en agua Milli-Q.  
A.6. Membranas y electrodos 
Se ha trabajado con dos tipos de sensores: electrodos de membrana cristalina 
heterogénea y electrodos no cristalinos de portador móvil (membrana polimérica). 
En ambos casos se prepara un composite como soporte de la membrana 
mezclando una resina epoxy y gráfito en polvo en relación másica 1:1. La resina epoxy 
contiene Araldit M y un endurecedor (HR hardener) en relación másica 1:0,4.  
Para los electrodos no cristalinos se utiliza un soporte polimérico de policloruro de 
vinilo (PVC) plastificado con el mismo disolvente orgánico que contiene al portador móvil, 
también conocido como ionóforo.  
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Las membranas utilizadas contienen los siguientes ionóforos: CaBTMBPP 
(“Calcium bis[4-(1,1,3,3-tetramethyl-butyl)-phenyl]-phosphate”), Tetra (“Tetrabenzyl 
pyrophosphate”), Furil (“Furildioxime monohydrate”), TBTD (“Tetrabutylthiuram disulfide”) y 
TMDPDADS (“3,7,12,17-Tetramethyl-8,13-divinyl-2,18-porphine-diproponic acid disodium 
salt”). 
Como plastificantes se usan DOPP (“dioctil phenylphosphonate”), BBPA (“bis(1-
butylpentyl) adipate”), DBP (“Dibutylphthalate”), NPOE(“2-nitrophenyloctylether”) y DBBP 
(“dibutyl(butyl) phosphonate”). Algunas membranas contiene como aditivos: KTCPB 
(“Potassium tetrakis (4-clorophenyl)borate”) y NaTB (“Sodium tetra borate”). 
 
Sensor Ionóforo (%) Plastificante (%) PVC (%) 
Ca2+ (1,2) CaBTMBPP (7) DOPP (63) 30 
Tetra Tetra (2,3)a BPA (63,2) 34,5 
Furano Furil (4) a DBP (62) 34,5 
Zn2+ (1) TBTD (2,3)a NPOE (53,62) 40,22 
Zn+2 (2) TMDPDADS b DBBP (41,4) 55,25 
Tabla A.4 Componentes y composición de las membranas poliméricas 
 
aIncluye como aditivo KTCPB 
bIncluye como aditivo NaTB 
A.7. Biosorbente 
Como biosorbente para el relleno en la columna se utiliza raspo de uva lavado tres 
veces con agua destilada, secado en una estufa a 110ºC hasta alcanzar una masa 
constante, cortado y tamizado a un tamaño de partículas ente 0,8 y 1,0 mm. 
Para su utilización en la columna de biosorción se pesa una cantidad de 1,3 g de 
raspo seco y se introduce en un vaso de precipitados con agua destilada en agitación. 
Este lavado previo al experimento de adsorción sirve para eliminar el polvo que contiene el 
raspo debido al tratamiento para obtenerlo, de manera que el agua se ensucia. Se cambia 
el agua de lavado hasta observar que esta se mantiene limpia, con lo que el raspo ya esta 
listo para usar. 
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B. Descripción del equipo 
B.1. Columnas de biosorción 
Las columnas de bisorción utilizadas son columnas de extremos ajustables de la casa 
Omnifit modelo 006CC-10-10-FF, de dimensiones: 10mm (diámetro) x 100mm (largo) y 
una presión máxima de 600 psi. 
 
B.2. Electrodos selectivos a iones 
Electrodos tubulares selectivos a iones construidos en el propio laboratorio, de dos tipos: 
cristalinos de membrana heterogénea, y no cristalinos de membrana polimérica.  
 
B.3. Electrodo de referencia 
Electrodo comercial Ag/AgCl de doble unión de la casa ORION, modelo 900200. Consta 
de dos cámaras (una exterior y una interior) rellenas de dos disoluciones distintas. La 
cámara interna contiene el electrodo de Ag/AgCl, rellena de una disolución comercial 
saturada de cloruro de plata (ORION, 900002) como solución interna que proporciona un 
potencial equivalente al del electrodo de calomelanos. La cámara externa se rellena con 
una solución NaNO3 0,1M preparada según se indica en al apartado A.4. 
 
B.4. Válvulas solenoides 
Se utilizan válvulas solenoides de dos y tres vías de configuración normalmente abierta y 
normalmente cerrada de la casa NResearch. 
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B.5. Bomba peristáltica 
Se utilizan dos bombas peristálticas: una para impulsar la disolución de carga a través de 
la columna de biosorción y otra para la circulación de la disolución portadora y el ajustador 
de fuerza iónica por el sistema de detección. Ambas son de la casa Gilson, modelo 
Minipuls 3 de 8 canales. 
B.6. Colector de fracciones 
Para recoger fracciones de la muestra a la salida de la columna se utiliza un colector de 
fracciones de la casa Gilson modelo FC204. 
B.7. Sistema de adquisición de datos 
Permite registrar y almacenar las medidas de potencial en el ordenador. Consta de un 
procesador de señales, una tarjeta de adquisición de datos (modelo PCI 6221, de National 
Instruments) y la instrumentación virtual. Esta última incluye CPU y el software de 
visualización y control de la medida, que en este caso son los programas “Calibración, 
control y adquisición” y “Control y adquisición semiautomático” de LabVIEW (National 
Instruments).  
 
B.8. Desburbujeador 
Desburbujeador de la casa Omnifit, modelo 006BT formado por una estructura donde se 
conectan entrada y salida del fluido, y las burbujas son retenidas por una membrana de 
PTFE. 
B.9. Otros elementos 
Para el sistema en flujo se han usado elementos de construcción como: 
· Tubos de teflón de 0,8mm de diámetro interno 
· Conectores y roscas Omnifit, usados para empalmar tubos de teflón entre sí o con 
otros elementos del circuito como el desburbujeador, conectores en ocho, etc… 
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· Conectores en ocho y en tres de Omnifit, permiten mezclar distintas soluciones 
que confluyen y circular a través de ellos. 
· Piezas de metacrilato de fabricación propia, constan de entradas y salidas 
roscadas de manera que pueden acoplarse a los conectores del sistema en flujo 
para su incorporación en el circuito. Se encuentran en el soporte del electrodo de 
referencia, en los soportes para los sensores y en piezas donde se mezclan dos 
corrientes. 
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C. Parte experimental 
C.1. Caracterización de los sensores 
En este apartado se muestra la respuesta de cada electrodo hacia el ion para el cual es 
específico. En el caso de los electrodos genéricos, se presenta su respuesta tanto a 
cobre (II) como a Calcio (II).  
C.1.1. Electrodos selectivos a cobre (II) 
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Figura C.1 Fiagrama de la respuesta de los sensores de membrana heterogénea 
con CuS/Ag2S a los iones Cu2+  
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Figura C.2 Caracterización de los sensores de Cu2+  
 
C.1.2. Electrodos selectivos a calcio (II) 
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Figura C.3 Fiagrama de la respuesta de los sensores de membrana polimérica 
basada en el ionóforo CaBTMBPP a los iones Ca2+  
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Figura C.4 Caracterización de los sensores de Ca2+  
 
C.1.3. Electrodos genéricos 
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Figura C.5 Respuesta de los sensores genéricos de membrana polimérica basados 
en los ionóforos Tetra y Furil a iones Cu2+  
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Figura C.6 Caracterización de los sensores genéricos en su respuesta a iones 
Cu2+ 
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Figura C.7 Respuesta de los sensores genéricos de membrana polimérica basados 
en los ionóforos Tetra y Furil a iones Ca2+  
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Figura C.8 Caracterización de los sensores genéricos en su respuesta a iones 
Ca2+ 
 
C.2. Configuración del sistema FIP 
En este apartado se muestra como se integran todos los equipos y elementos descritos 
en el apartado B del anexo para la monitorización del proceso de biosorción mediante la 
potenciometría de inyección en flujo. Se distinguen dos partes: en la primera se lleva a 
cabo el proceso de biosorción en columna y en la segunda la monitorización del proceso 
mediante el sistema FIP. 
En la primera parte se hace circular la solución de carga mediante una bomba peristáltica 
a través de la columna rellena de raspo de uva, a un caudal constante de 30 mL·h-1. 
La segunda parte es el sistema FIP on-line, formado por una segunda bomba peristáltica y 
un conjunto de válvulas de dos y tres vías controlada por el software que regulan las 
disoluciones que deben pasar a través de la matriz de electrodos tubulares, a un flujo 
constante de 120 mL·h-1. 
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En la Figura C.7. se muestra la distribución de los elementos descritos. 
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Figura C.9 Esquema del sistema de potenciometría de inyección en flujo 
Fuente: A. Florido, et al., Computer controlled-flow injection potentiometric system based on virtual 
instrumentation for the monitoring of metal-biosorption processes, Anal. Chim Acta (2010) 
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C.3. Resultados de entrenamiento 
En la memoria se presentan los resultados de los patrones usados como validación 
externa para cada programa utilizado. En este apartado se complementa estos resultados 
mostrando también los ajustes de las muestras que participan en el proceso de 
entrenamiento de la red neuronal. 
 
C.3.1 Easynn-Plus 
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Figura C.10 Resultados de entrenamiento obtenidos mediante Easynn-Plus para la 
configuración logsig-logsig 
y = (0,98±0,04)x - (7·10-3±1·10-3) 
R2 = 0,998 
y = (0,99±0,04)x - (3,4·10-3±1·10-3) 
R2 = 0,999 
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C.3.2 Octave 
· Logsig-Purelin 
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Figura C.11 Resultados de entrenamiento obtenidas mediante Octave para la 
configuración logsig-purelin 
 
 
 
 
y = (0,99±0,04)x - (2·10-3±1·10-3) 
R2 = 0,998 
y = (0,93±0,04)x - (0,07±1·10-3) 
R2 = 0,999 
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· Tansig-Purelin 
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Figura C.12 Resultados entrenamiento obtenidas mediante Octave para la 
configuración tansig-purelin 
 
 
 
 
y = (0,99±0,04)x - (6·10-3±1·10-3) 
R2 = 0,999 
y = (0,98±0,04)x - (0,01±1·10-3) 
R2 = 0,998 
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C.4. Ensayo de adsorción en columna 
A continuación se muestran dos gráficos no incluidos en la memoria relacionados con el 
proceso de adsorción de cobre en raspo de uva. Se muestra la evolución del potencial de 
las muestras tomadas a la salida de la columna.  
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Figura C.13 Evolución del proceso de adsorción de cobre según las medidas 
realizadas por el sensor Cu (1) 
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Figura C.14 Evolución del proceso de liberación de calcio según las medidas 
realizadas por el sensor Ca (1) 
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D. Fichas  de seguridad química 
En este apartado se incluyen las fichas de seguridad química de los materiales usados en 
el laboratorio para este proyecto.  
D.1. Cobre 
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D.2. Calcio 
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D.3. Zinc 
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D.4. Nitrato de sodio 
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E. Octave  
En este apartado se da mayor detalle de las funciones escritas para ser ejecutadas por 
Octave para llevar a cabo el entrenamiento de la lengua electrónica y su posterior 
aplicación. 
E.1. Funciones incorporadas 
El complemento “Neural Network Package” de Octave incluye funciones programadas a 
las que solo hay que aportar los datos correctos: 
· Subset: Divide los datos de entrenamiento en tres conjuntos: entrenamiento, 
validación interna y validación externa. 
[mTrain, mTest, mVali]=subset (mData,nTargets,iOpti,fTest,fVali) 
mData: archivo de texto con los datos para el entrenamiento. Se introducirá como 
una matriz de (R+T) filas y N columnas, donde R son las filas que contienen 
variables de entrada, T filas con variables de salida y N el número total de patrones 
que forman el conjunto de entrenamiento. 
nTargets: número de filas con variables de salida 
iOpti: valor entero que define el grado de optimización que se aplicará 
0: Sin optimización 
1: Se distribuirá aleatoriamente la posición de las columnas 
2: No se distribuirá aleatoriamente la posición de las columnas 
En cualquier caso se ordenarán los datos de tal manera que los valores mínimos y 
máximos permanezcan en el conjunto de entrenamiento. 
fTest: Fracción que define la proporción de datos que se usarán como validación 
interna 
fVali: Fracción que define la proporción de datos que se usarán como validación 
externa 
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· Min_max: Dada una matriz con los valores de entrenamiento devuelve los valores 
mínimos y máximos.  
MinMaxelements = min_max (RxN) RxN es una matriz con R variables de 
entrada y N patrones de entrenamiento 
· Prestd y trastd: Son funciones que preprocesan los datos.  
“Prestd” estandariza los datos de modo que la media es 0 y la desviación estándar 1.  
[PN, MEANP, STDP] = prestd (P) 
“Trastd” es un preprocesamiento adicional para aquellos valores que participan en la 
simulación de la red (función “sim”). 
PN = trastd (P, MEANP, STDP) 
· newff: Este comando crea la estructura para una red neuronal feed-forward con 
retroalimentación (“feed-forward backpropagation network”). 
net = newff (Rx2, [S1 … SN], {TF1 … TF2}, BTF, BLF, PF) 
Rx2: matriz  que contiene los valores mínimos y máximos para R entradas 
SN: tamaño de las capas oculta y de salida 
TF: Función de transferencia de la capa oculta y de salida 
BTF: Algoritmo de entrenamiento 
BLF: No se usa 
PF: performance function 
 
· Train: Realiza el entrenamiento de la lengua electrónica 
net = train(MLPnet,P,T,[],[],VV) 
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MLPnet: estructura creada con la función “newff” 
P: datos de entrada para el entrenamiento 
T: datos de salida para el entrenamiento 
VV: conjunto de validación. Contiene tanto los valores de entrada como de salida 
· Sim: Aplica el modelo obtenido mediante la función “train” para calcular la salida 
deseada a partir de las variables de entrada. 
Simout = sim (net,P) 
 
E.2. Función introducida 
A continuación se escribe el código escrito en las funciones ejecutadas por Octave como 
ejemplo, para el caso particular de 3 neuronas en la capa oculta. Haciendo los cambios 
oportunos, según lo explicado en el apartado anterior, se puede adaptar este ejemplo para 
configurar la función para otros casos. 
 
Function ET 
%-------------Data---n=3------------------------------------------------------ 
mData=load("mData.txt"); 
[nRows, nColumns]=size(mData); 
mOutput=mData(:,end-1:end); 
mInput=mData(:,1:end-2); 
mData=[mInput mOutput]; 
[mTrain, mTest, mVali]=subset(mData',2,1,1/4,1/6); 
savemTrain3=mTrain'; 
savemTest3=mTest'; 
savemVali3=mVali'; 
 
trainingdataN3=[savemTrain3;savemTest3;savemVali3]; 
%----------n=3---------------------------------------------------------------- 
[mTrainInputN,cMeanInput,cStdInput]=prestd(mTrain(1:end-2,:)); 
mTrainOutput=mTrain(end-1:end,:); 
 
 
mMinMaxElements=min_max(mTrainInputN); 
 
nHiddenNeurons=3;  
nOutputNeurons=2; 
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%Primer entrenament----------------------------------------------------------- 
MLPnet=newff(mMinMaxElements,[nHiddenNeurons 
nOutputNeurons],{"logsig","purelin"},"trainlm","","mse"); 
MLPnet=setTrainParam(MLPnet); 
saveMLPStruct(MLPnet,"IniNetwork.txt"); 
 
VV.P=mVali(1:end-2,:); 
VV.T=mVali(end-1:end,:); 
VV.P=trastd(VV.P,cMeanInput,cStdInput); 
[net]=train(MLPnet,mTrainInputN,mTrainOutput,[],[],VV); 
 
 
[mTestInputN]=trastd(mTest(1:end-2,:),cMeanInput,cStdInput); 
 
Ntraining13=sim(net,mTrainInputN); 
NTest13=sim(net,mTestInputN); 
saveNTest13=[NTest13' mTest(end-1:end,:)']; 
saveNtraining13=[Ntraining13' mTrainOutput']; 
 
mSampleInput=load("Extractos.txt"); 
[mSampleInputN]=trastd(mSampleInput,cMeanInput,cStdInput); 
sample_Ca_Cu13=sim(net,mSampleInputN) 
savesample13=sample_Ca_Cu13'; 
 
t=load("p.txt"); 
savesample13=[t' savesample13]; 
%------------------------------------------------------------------------------ 
%Segon entrenament------------------------------------------------------------- 
 
MLPnet=newff(mMinMaxElements,[nHiddenNeurons 
nOutputNeurons],{"logsig","purelin"},"trainlm","","mse"); 
MLPnet=setTrainParam(MLPnet); 
saveMLPStruct(MLPnet,"IniNetwork.txt"); 
 
VV.P=mVali(1:end-2,:); 
VV.T=mVali(end-1:end,:); 
VV.P=trastd(VV.P,cMeanInput,cStdInput); 
[net]=train(MLPnet,mTrainInputN,mTrainOutput,[],[],VV); 
 
 
[mTestInputN]=trastd(mTest(1:end-2,:),cMeanInput,cStdInput); 
 
Ntraining23=sim(net,mTrainInputN); 
NTest23=sim(net,mTestInputN); 
saveNTest23=[NTest23' mTest(end-1:end,:)']; 
saveNtraining23=[Ntraining23' mTrainOutput']; 
 
mSampleInput=load("Extractos.txt"); 
[mSampleInputN]=trastd(mSampleInput,cMeanInput,cStdInput); 
sample_Ca_Cu23=sim(net,mSampleInputN) 
savesample23=sample_Ca_Cu23'; 
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t=load("p.txt"); 
 
savesample23=[t' savesample23]; 
%------------------------------------------------------------------------------ 
%Tercer entrenament------------------------------------------------------------- 
 
MLPnet=newff(mMinMaxElements,[nHiddenNeurons 
nOutputNeurons],{"logsig","purelin"},"trainlm","","mse"); 
MLPnet=setTrainParam(MLPnet); 
saveMLPStruct(MLPnet,"IniNetwork.txt"); 
 
VV.P=mVali(1:end-2,:); 
VV.T=mVali(end-1:end,:); 
VV.P=trastd(VV.P,cMeanInput,cStdInput); 
[net]=train(MLPnet,mTrainInputN,mTrainOutput,[],[],VV); 
 
 
[mTestInputN]=trastd(mTest(1:end-2,:),cMeanInput,cStdInput); 
 
Ntraining33=sim(net,mTrainInputN); 
NTest33=sim(net,mTestInputN); 
saveNTest33=[NTest33' mTest(end-1:end,:)']; 
saveNtraining33=[Ntraining33' mTrainOutput']; 
 
mSampleInput=load("Extractos.txt"); 
[mSampleInputN]=trastd(mSampleInput,cMeanInput,cStdInput); 
sample_Ca_Cu33=sim(net,mSampleInputN) 
savesample33=sample_Ca_Cu33'; 
 
t=load("p.txt"); 
savesample33=[t' savesample33]; 
saveNTrainN3=[saveNtraining13;saveNtraining23;saveNtraining33]; 
saveNTestN3=[saveNTest13;saveNTest23;saveNTest33]; 
saveNsampleN3=[savesample13;savesample23;savesample33]; 
%------------------------------------------------------------------------------ 
%-----------------FIN n=3---------------------------------------------------------------------------------------
----- 
finaltrain=[saveNTrainN3]; 
finaltest=[saveNTestN3]; 
alltrain=[finaltrain;finaltest]; 
allsample=[saveNsampleN3]; 
alldatatraining=[trainingdataN3]; 
 
save("-ascii", "Trainingdata.txt","alldatatraining"); 
save("-ascii", "Test.txt","alltrain"); 
save("-ascii", "sample.txt","allsample"); 
 
endfunction 
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F. Easynn-Plus 
F.1. Funcionamiento del programa 
Preparación de los datos 
Para introducir los datos en el programa es necesario preparar un archivo de texto con 
tantas columnas como variables de entrada y salida separadas con el tabulador; en este 
caso se usa un archivo como el mostrado en la Figura F.1: 6 columnas para las 
respuestas de cada sensor y 2 para las concentraciones de calcio y cobre. Los valores de 
concentración introducidos deben expresarse en milimoles (mM).  
 
 
Figura F.1 Archivo de texto con los datos a introducir 
 
Cuando se emplea una red neuronal artificial para generar el modelo, una de las 
precauciones a tener en cuenta es que el máximo y el mínimo de concentración y también 
sus respectivas medidas deben estar en el conjunto de entrenamiento. Es útil usar una 
hoja de cálculo para organizar los datos, de manera que las primeras muestras 
contengan máximos y mínimos. El resto de muestras pueden disponerse de forma 
aleatoria. 
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Importar datos al programa 
Abrir el programa. Para generar un modelo nuevo pulsar /File/New y luego /File/Import… 
para introducir los datos generados con la matriz de sensores, tal y como se muestra en 
la Figura F.2. 
 
  
Figura F.2 Importar datos 
 
Buscar el archivo en la carpeta donde se haya guardado, seleccionar y pulsar 
Open. Aparecerá una ventana, en la cual se debe escoger separación entre columnas, 
Tab y pulsar OK. 
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Figura F.3 Selección del archivo de datos 
El programa reconoce que los datos están organizados en 8 columnas y muestra 
los nombres de cada columna. En la Figura F.4 se muestra el cuadro donde hace 
referencia a los datos introducidos y da la posibilidad de especificar las propiedades de 
cada columna de datos; pulsar Set name y seleccionar Real y pulsar OK para la ventana 
que se abrirá a continuación. Este proceso deberá repetirse para cada columna. 
 
Figura F.4 Definición de las propiedades de datos de entrada y salida 
 
Con esto ya se habrán introducido los datos obtenidos experimentalmente por la 
matriz de sensores en el programa y aparecerá la opción para guardar el archivo de 
trabajo, como se muestra en la Figura F.5. 
 
Figura F.5 Guardar el fichero  
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En la Figura F.6 puede verse como se muestran los datos en el programa una vez 
introducidos. 
 
Figura F.6 Visualización de los datos introducidos 
 
A continuación se seleccionará el entrenamiento, la validación interna y test del 
conjunto: pulsar /Edit/Change Range of Types… y aparecerá una ventana en la cual se 
puede seleccionar la fracción de muestras dedicada a cada tarea. 
  
Figura F.7 División de los datos para el entrenamiento 
Normalmente, si las muestras están distribuidas correctamente en el espacio de 
concentraciones de dos dimensiones., se recomienda asignar (del total de muestras) un 
tercio para el entrenamiento, un tercio para validación interna y el tercio restante como 
prueba.  
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En la ventana de la Figura F.7, se escribe a partir de cual muestra y cuantas de 
ellas se quieren asignar al entrenamiento, seleccionar Training y pulsar OK. Repetir el 
proceso para seleccionar las muestras destinadas a prueba o validación externa (Query). 
Una vez completado este paso, se observará que las muestras de entrenamiento se 
resaltan en azul, las muestras de validación interna en verde y las de prueba en rojo. 
 
Finalmente hay que indicar en que columnas se encuentran las entradas para la 
red neuronal y en cual las salidas. Para ello, hacer doble clic en la primera columna para 
seleccionarla y clicar en /Edit/Change Input/Output Column Types…Aparecerá la ventana 
mostrada en la Figura F.8 donde se podrá decidir si la columna seleccionada pertenece a 
los datos de entrada o salida para la red neuronal. Marcar Output y pulsar Change, para 
mostrar que esta columna forma parte de la red de salida. Pulsar Find Next para 
seleccionar la siguiente columna y seguir asignando Output para las columnas de 
concentración e Input para las medidas de potencial ISE. 
  
Figura F.8 Definición del tipo de columna 
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Proceso de entrenamiento de la red neuronal 
 
Antes de empezar el entrenamiento de la red, es necesario comprobar los datos 
para evitar conflictos como tener máximos o mínimos entre la validación interna o la 
prueba (validación externa) de las muestras. Como se muestra en la Figura F.9, pulsar: 
/Action/Check Grid y confirmar pulsando Yes en la ventana que aparecerá. 
 
 
Figura F.9 Comprobación de la disposición de los datos 
Si se han tomado las precauciones adecuadas no debería haber ningún conflicto; 
en caso de ser así, el programa proporcionaría la oportunidad de cambiar las muestras en 
conflicto para el entrenamiento. Si todo es correcto, se abrirá una ventana confirmándolo, 
de manera que podrá procederse a crear la red neuronal.  
  
Figura F.10 Creación de la red neuronal 
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Según se observa en la Figura F.10, hacer clic en /Action/New Network. 
Aparecerá una ventana en la cual se definirá el número de capas ocultas para la red 
(cuando se tienen pocas variables de entrada no es necesario usar más de una capa 
oculta) marcando en Grow layer number. También puede escogerse el número máximo y 
mínimo entre los cuales se buscará la red neuronal con las mejores características. Una 
vez introducidos estos parámetros, hacer clic en OK. 
A continuación, el programa muestra, entre todas las posibilidades, que 
configuración de red neuronal dará el mejor resultado. Aceptar pulsando YES en la 
ventana “Do you want to set the controls?” y aparecerá la ventana que se muestra en la 
Figura F.11 donde se podrán especificar los parámetros más importantes para el 
modelado de la red neuronal. 
  
Figura F.11 Selección de parámetros de entrenamiento 
El parámetro más importante es el error máximo tolerable en el modelo de los 
datos, porque un error demasiado grande no proporcionará un ajuste correcto del modelo 
y un error demasiado pequeño puedo conducir al sobreentrenamiento, que significa una 
mala predicción para el test de las muestras. Un valor que puede dar buenos resultados a 
priori es un error de 0,001, aunque es un valor algo arbitrario. En el caso en que las 
muestras de entrenamiento o validación interna no estén bien predichas, el error deberá 
disminuirse; en el caso contrario, si solo las muestras de test fallan y no dan los 
resultados esperados, el error es debido al sobreentrenamiento y debe resolverse 
aumentando el valor del error. Cambiar Target error stops a 0,001, de manera que la red 
pare el entrenamiento cuando el promedio de los errores esta por debajo del valor fijado, y 
pulsar OK.  
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Antes de empezar el proceso aparecerá una ventana resumiendo los parámetros 
más importantes donde se podrá comprobar que todo sea correcto, tal y como se aprecia 
en la Figura F.12; si es así, entonces hacer clic en YES. 
 
Figura F.12 Parámetros fijados para el entrenamiento 
 
Información proporcionada por el programa 
Cuando la red finalice el entrenamiento, haciendo clic en /View/Network aparecerá 
un esquema que representa la red neuronal artificial obtenida, en el cual se puede 
visualizar la magnitud de los pesos encontrados por el grosor de las líneas que unen las 
neuronas; además, el color indica si son de signo positivo (línea verde) o negativo (línea 
roja). 
Además, el programa proporciona:  
· la evolución de los errores a lo largo del proceso de entrenamiento hasta alcanzar 
el error objetivo haciendo clic en /View/Graph/learning process. 
· los errores del entrenamiento y de la validación externa se visualizan en 
/View/Examle Errors. Este gráfico permite identificar casos atípicos, ordenando las 
muestras según su error relativo y destacando la columna indicada en rojo si 
sobrepasa el límite de error previamente establecido. 
· la importancia de cada entrada dentro de la red; esto se ve en /View/input 
importance. Puede resultar muy útil cuando se debe escoger entre una serie de 
variables de entrada para simplificar el modelo.  
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· la variación de las salidas cuando se produce un incremento en las variables de 
entrada, lo cual constituye un análisis de sensibilidad del modelo construido; para 
verlo pulsar en /View/sensitivity. 
· la correlación entre las concentraciones predichas respecto las previstas, 
haciendo clic en /View/graph/predictions. El buen comportamiento de una lengua 
electrónica se refleja a través de la buena correlación entre los resultados 
obtenidos por el modelo y los valores de referencia, lo que implica que estos se 
ajusten a una recta de pendiente unitaria (y=x). 
· los valores de concentración predichos para las muestras en el test externo se 
pueden ver en /Query/Query. Además, en la ventana que aparece se visualizan los 
resultados del entrenamiento o de la validación interna marcando la opción que 
corresponda en “Types to Select”. 
Para calcular la concentración de una muestra en particular, se deberá introducir 
la medida tomada con la matriz de sensores como valor de test, lo cual permitirá predecir 
su concentración mediante el modelo construido.  
 
