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Chromatin foldingRecent studies have shown that chromosomes in a range of organisms are compartmentalized in
different types of chromatin domains. In mammals, chromosomes form compartments that are
composed of smaller Topologically Associating Domains (TADs). TADs are thought to represent func-
tional domains of gene regulation but much is still unknown about the mechanisms of their forma-
tion and how they exert their regulatory effect on embedded genes. Further, similar domains have
been detected in other organisms, including flies, worms, fungi and bacteria. Although in all these
cases these domains appear similar as detected by 3C-based methods, their biology appears to be
quite distinct with differences in the protein complexes involved in their formation and differences
in their internal organization. Here we outline our current understanding of such domains in
different organisms and their roles in gene regulation.
 2015 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
The organization of chromosomes inside the cell nucleus is
closely related to regulation of gene expression [1–5]. At the
nuclear level this is apparent in the well-known spatial separation
of active and inactive chromatin, where heterochromatic loci tend
to be near the periphery and actively transcribed genes are
localized more internal [1,6]. This separation is also observed
within chromosome territories: chromosomes are divided into
large multi-Mb compartments that contain either active and
open (A-compartments) or inactive and closed chromatin
(B-compartments) [7,8]. A compartments cluster with other A
compartments, as do B compartments with B compartments. Given
that different cell types express different gene sets driven by
distinct groups of regulatory elements, the positions of A- and
B-compartments change accordingly. Thus, global nuclear organi-
zation reflects a high level of compartmentalization that is directly
correlated with the cell type-specific gene expression and chro-
matin status of the genome. However the exact nature of chromo-
some organization at the sub-megabase scale, which is the level at
which most gene regulatory landscapes and long range interac-
tions are thought to occur [9–12] had remained somewhat of a
blackbox.Recently, chromosome conformation capture (3C, [13]) experi-
ments have uncovered the presence of an additional level of com-
partmentalization at this scale. Throughout the genomes of a wide
range of species from bacteria to human, chromosomes are orga-
nized as a string of domains. These domains are characterized by
preferential chromatin interactions within them, and spatial sepa-
ration of loci located in different domains. In mammalian genomes
these domains are several hundred kb in size, up to 1–2 Mb
[14,15], whereas they are smaller in flies (60 kb) [16,17], and bac-
teria (170 kb) [18]. In eukaryotes these domains are referred to as
Topological Domains [15] or Topologically Associating Domains
([14]; here referred to as TADs), or as Chromatin Interaction
Domains (CIDs) in bacteria [18]. TADs are distinct from A- and
B-compartments as they are smaller and largely cell type invariant
(see below).
Whether and how any of these chromosomal domains directly
contribute to regulation of the genome, e.g. gene expression is less
clear. One reason is that control of gene expression is usually
thought to occur at a much smaller scale. For instance, genes can
be regulated by distal regulatory elements such as enhancers.
Enhancers are thought to act over tens of kilobases, up to hundreds
of kilobases at most, regulating nearby genes but not necessarily,
or exclusively, the closest gene [2,12,19]. Enhancers may regulate
target genes by direct looping interactions with their promoters
(e.g. [2,12,20,21]). There are now many examples of such interac-
tions, but the molecular mechanisms by which these loops are
formed, their dynamics and how these interactions activate
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tion is what determines specificity of long-range promoter–
enhancer interactions. Given that enhancers can apparently loop
to reach genes hundreds of kilobases away it is not known how
bona fide target genes are identified and/or inappropriate interac-
tions are prevented. It has been proposed that TADs play roles in
regulating gene expression by either facilitating or preventing
looping interactions [3,4,22], which would point to mechanistic
links between chromosome compartmentalization, chromatin
folding and regulation of gene expression (see below).
Here we will outline our current understanding of chromatin
domains, focusing on TADs and CIDs. After describing their struc-
tural features and commonalities and differences between species
we will present evidence that these domains form key structures
involved in gene regulation by defining target regions of regulatory
elements. We will then outline outstanding questions and propose
future approaches to delineate and dissect the mechanisms of
chromatin domain formation, enhancer action and transcription.
2. Self-interacting chromosomal domains are present in a wide
range of organisms
Here we focus on chromosomal domains that are defined by the
increased contact probability of loci located within them, which is
readily detected in chromosome conformation capture experi-
ments. In such experiments, e.g. 3C, 5C and Hi-C, comprehensive
chromatin interaction datasets are obtained that can be repre-
sented as two-dimensional interaction heatmaps, where the geno-
mic coordinates of the interacting pairs of loci are displayed along
the two axes (Fig. 1). Chromatin interaction maps typically display
a very prominent diagonal that reflects the very frequent contacts
between loci located close to each other in the linear genome [23].
Analysis of local and genome-wide chromatin interaction maps for
mouse and human genomes, as well as in the fruitfly Drosophila,
led to the first observation of self interacting chromatin domains,
that are apparent in chromatin interaction maps as a series of
squares of relatively high interaction frequency along the diagonal
[14–16]. These squares represent contiguous regions where loci
interact with each other relatively frequently. Self-interacting
domains are separated by sharp boundaries that appear to struc-
turally insulate adjacent domains from each other as indicated
by the fact that loci located in neighboring domains display a much
lower contact frequency [14,15,24].
Self-interacting chromosomal domains have now been detected
in bacteria, fungi, flies, nematodes, and in mammals. As detected
by chromosome conformation capture experiments these domains
all stand out as regions of increased contact frequency, but there
are fundamental differences related to their structure and size,
the processes and proteins that determine their formation, and
possibly the mechanisms by which they affect chromatin state
and gene expression. Below we describe the structural features
of these domains in different organisms.3. Topologically Associating Domains in mammals
The first evidence for TADs in mammals came from a 5C analy-
sis of the X chromosome inactivation center (Xic) in mouse ESCs
and differentiated cells [14] (Fig. 1), and a genome-wide Hi-C study
in mouse and human cells [15]. Microscopy studies had previously
hinted at globular chromosome structures in the megabase size
range, possibly built up of approximately 100 kb domains
[25,26]. Super-resolution DNA FISH across the Xic region revealed
that TADs might indeed represent such physical entities of prefer-
entially associating chromatin at the single cell level, as FISH
probes were found to intermingle more frequently within TADsthan between them [14,27]. It should be noted that data from FISH
and 3C-based techniques are not always concordant, however, and
that chromatin interactions, and/or FISH detection at some geno-
mic regions may be subject to specific influences [28].
TADs in mammalian genomes range from tens of kb up to 1 or
2 Mb, with an average of around 800 kb. Two remarkable features
of mammalian TADs are their relative invariance during differenti-
ation [14,15] and their general conservation in relative position
(though not necessarily in size) between man and mouse [15,29].
Whether this conservation is at the level of boundaries between
TADs, or the interacting regions within TADs, remains an open
question and indeed the nature of the underlying sequences that
are conserved may vary from one genomic region to another, as
will be discussed below. Although TADs are generally present
and invariant, there are specific cases where TADs are not present.
First, the inactive X chromosome appears to be depleted of TADs
[14,30,31] and shows rather random interactions along its length
[32]. Second, TADs are not observed along mitotic chromosomes
[33]. Thus, even in mammalian cells, TADs can be absent in some
cases, e.g. during chromosome-wide transcriptional silencing and
chromosome condensation, although these processes may be dri-
ven by distinct molecular mechanisms.
Although TADs seem to be relatively invariant, the long-range
sequence interactions within them can vary significantly between
cell types and during differentiation, with specific long-range
interactions appearing, while others are lost [14]. Many of these
dynamic changes can be linked to the regulatory enhancer–
promoter interaction events that orchestrate transcription during
development (e.g. [34]), for which many classic examples, such
as the b-globin locus [35] have already been described. The emerg-
ing picture is that TADs encompass the regulatory landscapes of
genes, and that the meeting of enhancers with their target promot-
ers happens usually, if not always, in the context of TADs [36–38].
An important question thus concerns what underlies TAD for-
mation and how sequence interactions are restricted to occur
within, but not between domains. An obvious mechanism would
be that boundaries between TADs have specific insulating
properties. An alternative but not mutually exclusive mechanism
could be that sequence interactions within TADs are sufficient to
ensure spatial segregation, although asymmetry in interactions
(i.e. preferential interactions within the domain as compared to
interactions between domains) must be provided somehow. Dele-
tion of a boundary at the Xic locus resulted in aberrant interactions
between previously separate TADs and misregulation of genes,
presumably due to de novo enhancer–promoter interactions.
Importantly, this deletion resulted in only partial fusion of the
two adjacent TADs, with the appearance of a new boundary within
one TAD implying that in the context of de novo interactions, a
novel boundary can actually form [14]. More recent studies of
structural variations that disrupt TAD boundaries in the context
of malformation syndromes reveal that ectopic interactions lead-
ing to aberrant gene expression can be caused by disruption of
boundary elements rather than merely by distance effects, high-
lighting the importance of TADs and their boundaries in genomic
compartmentalization and normal gene regulation [37] at least in
some regions.
Mammalian TAD boundaries are reported to be enriched in
active transcription, housekeeping genes, tRNA genes and short
interspersed nuclear elements (SINEs), as well as binding sites for
the architectural proteins CTCF and cohesin [15]. However such
binding sites also exist within TADs, and CTCF and cohesin deple-
tion reduce the intensity of intra-TAD interactions without affect-
ing overall TAD location or organization [39–41]. This is consistent
with their putative role in mediating enhancer–promoter contacts
within TADs but leaves open the question of their role at bound-
aries between TADs.
Fig. 1. Overview of the features of TADs in different species. Heatmaps represent Hi-C interaction maps. Mammals: Mouse Xic region in ES cells [14]; Drosophila:
chrX:4000001–4550001 (S2 cells, unpublished data Dekker lab); C. elegans embryos chrX:5760001–12780001 [24]. S. pombe: chr3:300001–610001 [55]; Caulobacter:
1040001–1620001 [18].
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prevent interactions between particular TADs and isolate gene
expression states from one another still remains unclear. Such
insulation can occur through a local activity of protein complexes
bound to an individual TAD boundary, or through formation of
boundary-boundary interactions (e.g. through CTCF and/or cohesin
bound to each [24,42,43] leading to a ‘‘looped configuration”. Chro-
matin looping leads to physical insulation of loci located within the
loop from loci outside the loop [44]. Consistent with this model,
new insights into the finer details of TAD organization, revealed
intriguing orientation-specific looping interactions between CTCF
sites at domain boundaries [42]. This study identified smaller con-
tact domains within TADs, in the order of 100–200 kb, containing
multiple specific loops that occur between CTCF sites in a predom-
inantly (>90%) convergent orientation, with asymmetric motifs ‘‘f
acing’’ one another. Thus (0.2–2 Mb) TADs appear to represent just
one level of folding in a more intricate hierarchy – something
already hinted at in previous Hi-C and 5C maps where smaller
domains in the order of tens of kilobases, as well as much larger
domains spanning a few megabases are visible [14,15]. The precise
relationship between TAD boundaries and these CTCF-anchored
loops and contact domains, is not known in detail yet.
Clearly facultative enhancer–promoter interactions cannot
underlie the apparent stability of TADs during development.Indeed, some long-range interactions within mammalian TADs
appear to be invariant [14], raising the interesting possibility that
architectural elements, distinct from regulatory elements such as
enhancers and promoters, may exist. Consistent with this, approxi-
mately one third of the long-range interactions mediated by
cohesin and CTCF do not involve enhancer and promoter sequences
in mammalian cells [43]. Recent physical modeling of 5C data at
the Xic points to the existence of such structural elements required
for TAD formation [27]. A recent study applying Hi-C to four differ-
ent mammals revealed that the modular organization of chromo-
somes is robustly conserved in syntenic regions and that this is
compatible with conservation of the CTCF binding landscape
[29]. The most highly conserved CTCF sites were found to
co-localize with cohesin and to be enriched at strong TAD
boundaries. Furthermore, CTCF DNA motif orientations defined
the directionality of the long-range interactions [42]. On the other
hand divergent CTCF binding between species correlated with
divergence of internal domain structure. Furthermore, the authors
found that TADs are reorganised as intact modules during evolu-
tion, providing further support that TADs represent functional
domains of long-range gene regulation.
An understanding of the stability and dynamics of the long
range interactions within TADs will be critical to assess how this
level of chromatin folding impacts on TAD structure and gene
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fiber suggests that some TADs represent domains of probabilistic
interactions between the sequences lying within them, rather than
to stable looping structures [27].
Hi-C data previously demonstrated that the genome is parti-
tioned into distinct compartments [8]. The relationships between
compartments and TADs are still being explored. Compartments
represent large (up to several Mb) chromosomal domains defined
by their preferential interactions with other compartments,
whereas TADs are defined by the preferential interactions within
them. Compartments tend to interact with other compartments
that share their chromatin and/or transcriptional state: chromoso-
mal regions enriched in active (A compartment) or inactive (B
compartment) chromatin preferentially interact. Recent high-
resolution Hi-C maps suggest that A and B-compartment can be
further split is several sub-types [42]. Compartments can encom-
pass several directly adjacent TADs that share chromatin state
and that display similar genome-wide interactions with other sets
of TADs. This has led to a model where interphase chromosome
organization is a hierarchy of chromatin domains with TADs as
the universal building blocks [4]: tissue invariant TADs come
together in 3D space to form larger cell type-specific compart-
ments. Compartment differences between cell types are due to
relocation of entire TADs from one compartment type to another.
This model accommodates the observation that TAD boundary
positions are mostly invariant across tissues, while the chromatin
states within TADs can change dramatically in different cell types
and conditions, reflecting changes in gene activity and leading to
altered compartment associations. A further prediction of this
model is that the principles underlying compartment formation
may be rather different to those underlying TADs. Indeed, the for-
mer are likely to depend on chromatin associated factors such as
trithorax or polycomb; whereas TADs and their boundaries are
not dependent on such factors, and instead rely on architectural
proteins such as CTCF.
4. Topologically Associating Domains in flies
The partitioning of the Drosophila genome into approximately
1000 physical domains each in the range of tens to 100 kb (average
60 kb; Fig. 1), that may be equivalent to TADs, was first described
using a genome-wide 3C analysis (3C-seq) on early embryos by the
Cavalli lab [16]. Similar domains were identified by the Corces lab
by Hi-C analysis of kc167 cells [17]. These domains were found to
correlate strongly with epigenomic features, including histone
modifications, active gene density, association with the nuclear
lamina, replication timing, nucleotide and repetitive element com-
position. Many of the physical domains identified by Hi-C could
thus be classified into previous, statistically defined epigenomic
groups [45] e.g. active domains (domains showing active transcrip-
tion), repressive domains (at the nuclear periphery), Polycomb and
HP1 domains bound by Polycomb group complexes and HP1
respectively and null domains, lacking specific epigenetic marks.
Although the precise association between physical domains and
their epigenomic status still remains unclear, recent studies focus-
ing on Polycomb-repressed domains suggest that they correspond
to cooperative interactions among low-affinity sequences, DNA-
binding factors such as PHO, and the Polycomb machinery, with
PHO recruitment to sites within Polycomb domains being stabi-
lized by PRC1. On the other hand, chromosomal domains cate-
gorised as active show rather distinct folding patterns, with more
rapid decay in contact frequency as a function of genomic distance
than other domains. The local structure of active domains may
thus be rather different to repressive domains [46]. However,
whether physical domains or TADs provide a basic chromosomearchitecture onto which epigenomic domains are laid down, or
whether epigenomic demarcation is involved in the formation or
maintenance of a TAD will require genetic disruption of the
enzymes involved and Hi-C assessment. In support of the former
model we note that in mammals, it would appear that disruption
of large domains of H3K27me3 or H3K9me2 at the Xic locus did
not impact on TAD segmentation [14] although an impact on local
compaction could not be ruled out entirely.
As in mammals, the specification of TAD boundaries in Droso-
phila probably relies at least in part, on architectural proteins
[16,17]. Unlike mammals however, numerous DNA binding archi-
tectural proteins, including CTCF, have been identified in Droso-
phila, each recognizing a unique DNA motif [47]. There are also
multiple accessory proteins, in addition to Rad21 (cohesin) that
can associate with these DNA binding proteins. The specific combi-
nations of architectural and accessory proteins at different geno-
mic regions, as well as the number and orientation of their
binding sites can easily be imagined to produce a diversity of 3D
organization states, that can vary in a cell type specific fashion.
Very little is currently known about the differences in chromosome
folding states between tissues or developmental stages. One study
found extensive looping between functional elements that was
stable across development [48]. On the other hand, a recent study
investigated the changes induced during heat shock [49]. Temper-
ature stress induced a dramatic rearrangement in 3D chromosome
organization, with the relocalization of architectural proteins from
TAD boundaries to sites within TADs, leading to an increase in
long-distance inter-TAD interactions, with increased contacts
among enhancers and promoters of silenced genes. These results
reinforce the notion that architectural protein complexes play crit-
ical role in TAD boundary formation.
5. Topologically Associating Domains in Caenorhabditis elegans
Recently the first genome-wide chromatin interaction map for
C. elegans embryos was obtained by combining conventional 3C
with deep sequencing [24] (Fig. 1). This map revealed known fea-
tures of C. elegans nuclear organization, e.g. the tethering of large
multi-Mb domains near the ends of the chromosomes to the
nuclear lamina [50]. As a result of the peripheral localization of
these domains, they interact with each other as well, both in cis
and in trans, leading to the formation of higher order nuclear
‘‘compartments”, comparable to those observed in mammalian
cells.
Perhaps surprisingly, no strong TADs were observed along the
five autosomes, although some weak TAD boundaries could be
detected. However, TADs are present along the two X-
chromosomes of C. elegans in hermaphrodites. This is in contrast
to the genome of Drosophila that has a genome of comparable size
and complexity (e.g. gene number), and where chromosomal
domains are prominently present along all chromosomes [16,17].
Thus, TADs are clearly not a universal feature of metazoan chromo-
somes. Indeed, no TADs have been observed in Arabidopsis [51–53].
The global lack of TADs in C. elegans and Arabidopsismay be related
to the fact that long-range enhancers do not appear to be required
for developmental gene regulation in these two organisms.
Another difference between Drosophila and C. elegans is that TADs
in C. elegans are considerably larger: 1–2 Mb compared to 60 kb.
The fact that TADs are present along the X-chromosomes is
interesting because in hermaphrodites gene expression along the
X chromosomes is repressed by a factor of two to make the expres-
sion similar to that in males that carry only a single X chromosome.
This chromosome-wide process of dosage compensation is specific
to the X chromosome and is mediated by the condensin-like
Dosage Compensation Complex (DCC). In mutants that cannot
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compensation, most of the TAD boundaries were no longer
detected, or strongly reduced in strength. This observation points
to a direct role of the DCC and the process of dosage compensation
in formation of many, but not all, TADs along X in C. elegans.
The DCC is recruited to the X chromosomes through binding to
rex (recruitment on X) sites [54]. Interestingly, the strongest TAD
boundaries on X contain strong rex sites. These are also the TAD
boundaries that are most affected in DCC mutants. Further, dele-
tion of rex sites from a TAD boundary is sufficient to eliminate
the boundary. Thus, DCC binding to rex sites is critical for TAD
boundary formation.
The molecular mechanism by which the DCC induces TAD for-
mation is not known. One intriguing finding is that rex sites at
TAD boundaries engage in DCC-dependent long-range looping
interactions, especially with the adjacent rex-containing neighbor-
ing TAD boundary over 1 Mb away [24]. These results show that
the DCC induces and reinforces TADs through binding high-
affinity rex sites and mediating long-range looping interactions
between them. This is reminiscent of TADs in humans and flies,
where at least a subset of them display chromatin loops between
CTCF-bound sites located within their boundaries [17,42]. The role
of TAD formation in dosage compensation along the X chromo-
some is still an open question.
6. Chromatin globules in Schizosaccharomyces pombe
Self-interacting chromatin domains have also been detected in
S. pombe, referred to as ‘‘globules” [55] (Fig. 1). These globules
are 50–100 kb in size and are found all along the genome. In this
case globule boundaries are enriched for 30 ends of convergent
genes. Such convergent sites are bound by the cohesin complex.
Interestingly, in a partial loss-of-function cohesin mutant globule
boundaries are lost pointing to important roles of the cohesin com-
plex in domain formation in this organism. S. pombe cultures are
mainly composed of G2 cells, and thus globules could be related
to the prominent sister chromatid cohesion in G2. Importantly
however, globules were also observed in G1 cells, and these were
cohesin dependent, indicating that globule formation depends on
an activity of the cohesin complex that is separate from its role
in sister chromatid cohesion.
The functional consequences of globule formation are not
known in detail. In partial loss-of-function cohesin mutants, when
globule formation is affected, widespread aberrant transcriptional
read-through is observed. However, whether this is due to loss of
globules per se or due or to other functions of the cohesin complex
is not known.
7. Chromatin Interaction Domains in bacteria
Hi-C and 5C analyses of the spatial organization of the circular
Caulobacter crescentus genome showed that the chromosome
adopts an elongated structure where the origin of replication is
anchored at one pole of the cell with the two chromosome arms
running in parallel along the length of the cell [18,56]. The higher
resolution Hi-C data further revealed the presence of self-
interacting chromatin domains, referred to Chromatin Interaction
Domains (CIDs) that are on average 170 kb (30–420 kb) in size
[18] (Fig. 1). Several lines of evidence indicate that active transcrip-
tion plays a major role in CID formation. First, almost all bound-
aries contain highly transcribed genes. Second, genetically
relocating an active gene also relocates the associated CID bound-
ary. Third, blocking transcription by addition of rifampicin dis-
rupted CIDs and reduced their boundaries. Thus, in C. crescentus
transcription, esp. at CID boundaries is a major driver of domainformation, possibly by forming locally unwound and plectoneme-
free stretches of DNA at boundaries. This is in contrast to TADs in
metazoans that are independent of transcription.
A fundamental difference between prokaryotic chromatin and
eukaryotic chromatin is the fact that in bacteria DNA is
nucleosome-free and supercoiled leading to the formation of plec-
tonemes. Modeling of the C. crescentus genome as a circular chro-
mosome composed of a series of plectonemes, on average 13 kb
in size, with plectoneme-free areas at CID boundaries produced
predicted Hi-C maps that are very similar to the experimentally
observed data. This suggests that each CID contains around 10–
15 such plectonemes that can migrate throughout the CID but can-
not pass the plectoneme-free regions at the actively transcribed
genes at their boundaries. Consistent with supercoiling playing a
major role, treatment of cells with novobiocin that inhibits gyrase
and negative supercoiling, reduced the sharpness of CID bound-
aries as well as their locations.
The data from C. crescentus provides a striking example of the
fact that self-interacting chromatin domains can be observed in
many genomes, but that the molecular mechanisms of their forma-
tion, and the folding of the DNA within them can be very different
in different species.8. TADs are functional domains
There is now growing and strong evidence that TADs are critical
chromosome structural units of long-range gene regulation. The
first data relating TADs to gene expression came from analysis of
expression patterns of genes located within the same TAD across
ES cell differentiation [14]. It was found that genes embedded in
the same TAD show similar dynamics of expression during differ-
entiation, whereas genes located in different TADs were less corre-
lated. Further, some TADs correspond to Lamin Associated
Domains (LADs), or domains covered by certain histone modifica-
tions such as H3K9Me2 and H3K27Me3, which all mark repressed
chromatin states. This data indicates that at least some TADs are
units of chromatin state and histone modification that correlates
with regions of gene repression. Importantly, deletion of genes
encoding enzymes that deposit such histone modifications, results
in loss of the modifications, while TADs are maintained [14]. This
shows that TADS are not the result of formation of domains of his-
tone modifications, but that instead histone-modifying complexes
act on pre-existing TADs to regulate chromatin state, and possibly
gene expression, at the level of the entire domain. Further evidence
that TADs can be regulated as units is provided by experiments
where gene expression in T47D cells was induced by addition of
nuclear hormones such as progestin [46]. It was found that up to
20% of the TADs behaved as discrete regulatory units where the
majority of the genes embedded within them are either activated
or repressed.
As mentioned above mammalian TAD positions are to a signif-
icant extent conserved between different cell types, and even
between mouse and human. Despite this universal and cell-type
invariant architecture, TADs are believed to be involved in highly
tissue-specific gene regulation. First, using correlation analysis
across large panels of cell types, target genes of cell-type specific
enhancer-like elements have been predicted [11,57]. These predic-
tions identified enhancer–promoter pairs that are significantly
enriched for pairs located within the same TAD [11]. Further, we
have found that long-range looping interactions between promot-
ers and distal regulatory elements detected by 5C are highly cell-
type specific but occur within generally invariant TADs (Smith,
Lajoie, Jain and Dekker, unpublished results). These observations
may explain another feature of TADs that is readily observed in
5C and high-resolution Hi-C datasets: whereas the boundaries of
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and interaction patterns of TADs are highly cell type-specific
[14,15,34,42] and may represent intra-TAD loops between genes
and regulatory elements.
Perhaps the strongest evidence that TADs correspond to func-
tional domains is provided by a completely independent approach.
Symmons and co-workers employed an enhancer trap-like strategy
and generated mice with a reporter sensor construct inserted at
different positions along the chromosome [38]. Analysis of expres-
sion patterns of this panel of reporters identified functional chro-
mosomal domains: wherever the reporter is inserted within such
domain, the expression pattern is the same. These results suggest
that enhancers exert their activities throughout such regulatory
domains to control cell type-specific expression of any receptive
promoter within the region. Importantly, these regulatory domains
identified based solely on gene expression patterns show a remark-
able correlation with TADs. Therefore, TADs are structural as well
as functional units of gene regulation.
Recently two studies have shown that genetic rearrangements
that affect TAD organization alter gene expression by changing pat-
terns of long-range enhancer–promoter interactions. An inversion
on chromosome 3 is implicated in AML. It was found that this
inversion disrupts two TADs at the breakpoints and results in for-
mation of new hybrid TADs containing parts of each flanking geno-
mic region [58]. As a result, an enhancer that normally regulates
the GATA2 gene is repositioned and now located within the TAD
that contains the EVI oncogene. This enhancer activates the onco-
gene and contributes to tumor formation. At the same time the
GATA2 gene is no longer located within the TAD containing the
enhancer and this leads to GATA2 haploinsufficiency which is
implicated in sporadic familial AML/MDS and MonoMac/Emberger
syndromes.
A second example is provided by naturally occurring genomic
rearrangements involved in human limb malformations. Recon-
struction of such alterations in mice showed that these affect
TAD boundaries and as a result lead to ectopic enhancer–promoter
connections that normally do not happen as these elements are
located in different TADs [37]. Specifically, different rearrange-
ments place a set of Eph4 enhancers within the same TAD as
WNT, IHH, or PAX3, depending on the precise nature of the TAD
reorganization, leading to inappropriate interactions between the
enhancers and the promoters of these genes.
Finally, RNAi-mediated knock down, or cell-type specific knock-
out of cohesin subunits and CTCF has confirmed that these protein
complexes play roles in TAD formation [40,41,59]. These studies
found that removal of these complexes leads to weakening of
TAD boundaries with concomitant gain of ectopic interactions
between genes and regulatory elements located in different TADs.
This also results in some altered gene expression. It should be
noted though, that the effects on chromatin organization and tran-
scription are rather modest, which could indicate that other factors
are also involved, or that the knock downs are not complete and
remaining levels of proteins are sufficient for maintaining signifi-
cant chromatin structure. Still, overall these examples of functional
effects of genetic perturbations of TAD organization point to deep
mechanistic relationships between chromatin domain formation
and gene regulation.
We note that information on TAD organization might also prove
powerful in interpreting genome-wide association studies. Such
studies typically identify non-coding regions linked to disease that
likely contain gene regulatory elements. Current data outlined
above suggest that TAD organization will help predict target genes
for these regulatory elements: target genes should be located
within the same TAD. Thus, insights into the domainal organization
of chromosomes and its relation to long-range gene regulation cancontribute to uncovering the molecular mechanisms of the genetic
basis of disease.
9. Other roles of TADs, globules and CIDs
Besides roles in gene regulation, TADs have also been linked to
patterns of DNA replication [60]. Replication timing fluctuates
along chromosomes in units of several hundred kilobases. Intrigu-
ingly, almost all TAD borders were found to be located at borders of
replication domains in at least some cell types. In a given cell type,
series of adjacent TADs can all replicate early, but the transition to
a late replication domains occurs at TAD boundaries. At which TAD
boundary this transition in replication timing happens can depend
on the cell type. Consistently, TADs typically replicated as a whole
either early or late, and switched replication timing as units during
differentiation in accordance with changes in their transcriptional
activity and chromatin state. The mechanisms by which replication
timing is regulated at the TAD level are not known in detail.
Most functional studies have been focused on TADs in mam-
malian cells. Whether insights obtained from these studies can
be extrapolated to chromatin domains in other organisms remains
an open question. For instance, it is not known whether globules in
S. pombe play similar roles in transcriptional control and DNA
replication as TADs in mammals. Fungi such as S. pombe are not
thought to regulate genes through long-range interactions
between promoters and distal enhancers. Thus, it is not clear
whether globules play similar roles as TADs in constraining such
looping interactions. As mentioned above, cohesin mutants disrupt
globule formation and also affect 30 ends processing of transcript
pointing to different roles of these structures in gene regulation.
CIDs appear to be a fundamentally different type of chromatin
domain than TADs and globules, despite a similar appearance in
Hi-C interaction maps. As mentioned above CIDs have been pro-
posed to be composed of a series of migrating plectonemes that
are blocked at CID boundaries. Supercoiling of DNA is important
for gene expression in bacteria, and CIDs may be important for reg-
ulation of gene expression by constraining supercoiling and pre-
venting local dissipation of plectonemes. On the other hand, CIDs
may form simply as a result of local DNA unwinding at boundaries,
and may not play an active role in transcriptional control. Much
more work is required to elucidate the mechanistic relationships
between transcription, supercoiling and CID formation.
Finally, TADs in C. elegans present another example where they
may play roles other than constraining looping interactions
between genes and enhancers. In this case, the formation of TADs
along the X chromosome somehow impacts gene expression uni-
formly all along the chromosome. How this is accomplished is
not known. It is interesting to note that these TADs differ from
mammalian TADs in that they depend on a condensin-related com-
plex. On the other hand, C. elegans TADs also share features with
mammalian TADs, including the presence of looping interactions
between TAD boundaries, and their overall large (Mb) size.
Clearly, while TAD-like chromatin domains are observed across
organisms, the mechanisms of their formation and the protein
complexes involved, their internal organization and their func-
tional roles in regulating genomic processes such as transcription
and replication differ greatly.
10. Outstanding questions and future studies
The presence of TAD-like chromatin domains in a range of
organisms is now well established, but molecular insights into
the mechanisms of their formation, and their roles in regulating
a range of genomic activities are still largely lacking. Major ques-
tions include: (1) When and how (during development, during
J. Dekker, E. Heard / FEBS Letters 589 (2015) 2877–2884 2883the cell cycle) are TADs established and how are they maintained?
(2) How can adjacent TAD-like domains be prevented from mix-
ing? Is chromatin looping between TAD boundaries sufficient for
such spatial separation? (3) What is the internal organization of
TADs? Is supercoiling involved in eukaryotic TADs, as it is in CID
formation in bacteria? Does looping within TADs play a role in
TAD formation and/or stabilization? (4) What is the internal
dynamics of chromatin folding within TADs in real time in single
cells? Are enhancer–promoter looping interactions within TADs
stable, or dynamic? All of these questions need to be addressed
in the various model organisms described above, as it is likely that
different mechanisms are at work.
Some of the outstanding questions can now be experimentally
addressed by genetic perturbation approaches using genome edit-
ing tools such as those based the CRISPR/Cas9 system. There are
already examples where targeted deletion of TAD boundaries
[37] or binding sites of candidate protein complexes [24] were
introduced followed by analysis of the conformation of the chro-
matin by 3C-based methods, and by analysis of effects on local
gene expression.
To gain insights into the dynamics of TAD-like domains, live cell
imaging will be essential. Again CRISPR/Cas9-based tools could be
employed to visualize targeted elements within TADs and correlate
their interactions over time, and possible relate such interactions
with local transcription.
Further, the molecular machines that fold chromatin at the level
of TADs need to be identified and their mechanism of action eluci-
dated. Whether the proteins that drive chromatin folding are dif-
ferent from those that maintain it (through the cell cycle, during
DNA repair etc.) must also be explored. Several protein complexes
are already known, including cohesin, condensin, and CTCF. These,
and their associated molecules, provide fruitful staring points but
there are likely other complexes involved as well.
Given the important roles of TADs in gene control and other
processes, deeper insights into their biology promises to lead to a
better understanding of how cells regulate their genome and
how genetic variants can lead to inappropriate gene expression
over hundreds of kilobases leading to disease.
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