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RESTRICTED POISSON ALGEBRAS
Y.-H. BAO, Y. YE AND J.J. ZHANG
Abstract. We re-formulate Bezrukavnikov-Kaledin’s definition of a restricted
Poisson algebra, provide some natural and interesting examples, and discuss
connections with other research topics.
0. Introduction
The Poisson bracket was introduced by Poisson as a tool for classical dynamics
in 1809 [Po]. Poisson geometry has become an active research field during the past
50 years. The study of Poisson algebras over R or a field of characteristic zero
[L-GPV] also has a long history, and is closely related to noncommutative algebra,
differential geometry, deformation quantization, number theory, and other areas.
The notion of a restricted Poisson algebra was introduced about ten years ago in
an important paper of Bezrukavnikov-Kaledin [BK] in the study of deformation
quantization in positive characteristic. The project in [BK] is a natural extension
of the classical deformation quantization of symplectic (or Poisson) manifolds.
Our first goal is to better understand Bezrukavnikov-Kaledin’s definition via a
Lie algebraic approach. We re-interpret their definition in the following way.
Throughout the paper let k be a base field of characteristic p ≥ 3. All vector
spaces and algebras are over k.
Definition 0.1. Let (A, {−,−}) be a Poisson algebra over k.
(1) We call A a weakly restricted Poisson algebra if there is a p-map operation
x 7→ x{p} such that (A, {−,−}, (−)
{p}
) is a restricted Lie algebra.
(2) We call A a restricted Poisson algebra if A is a weakly restricted Poisson
algebra and the p-map (−)
{p}
satisfies
(E0.1.1) (x2)
{p}
= 2xpx{p}
for all x ∈ A.
The formulation in (E0.1.1) is slightly simpler than the original definition. We
will show that Definition 0.1(2) is equivalent to [BK, Definition 1.8] in Lemma 3.7.
Generally it is not easy to prove basic properties for restricted Poisson algebras. For
example, it is not straightforward to show that the tensor product preserves the
restricted Poisson structure. Different formulations are helpful in understanding
and proving some elementary properties.
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Since there are several structures on a restricted Poisson algebra, it is delicate
to verify all compatibility conditions. There are not many examples given in the
literature. Our second goal is to provide several canonical examples from different
research subjects. Restricted Poisson algebras can be viewed as a Poisson version of
restricted Lie algebras, so the first few examples come from restricted (or modular)
Lie theory. Let L be a restricted Lie algebra over k. Then the trivial extension
algebra k⊕L (with L2 = 0) is a restricted Poisson algebra. More naturally we have
the following.
Theorem 0.2 (Theorem 6.5). Let L be a restricted Lie algebra over k and let
s(L) be the p-truncated symmetric algebra. Then s(L) admits a natural restricted
Poisson structure induced by the restricted Lie structure of L.
To use ideas from Poisson geometry, it is a good idea to extend the restricted
Poisson structure to the symmetric algebra of a restricted Lie algebra [Example
6.2]. The following result is slightly more general and useful in other setting.
Theorem 0.3 (Theorem 6.1). Let T be an index set and A = k[xi | i ∈ T ] be a
polynomial Poisson algebra. If, for each i ∈ T , there exists γ(xi) ∈ A such that
adpxi = adγ(xi), then A admits a restricted Poisson structure (−)
{p}
: A → A such
that xi
{p} = γ(xi) for all i ∈ T .
The next example comes from deformation theory, which is also considered in
[BK]. See (E7.0.1) for the definition of Mpn(f).
Proposition 0.4 (Proposition 7.1). Let (A, ·, {−,−}) be a Poisson algebra over k
and let (A[[t]], ∗) be a deformation quantization of A. IfMpn(f) = 0 for 1 ≤ n ≤ p−2
and fp is central in A[[t]] for all f ∈ A, then A admits a restricted Poisson structure.
A Lie-Rinehart algebra is an algebraic counterpart of a Lie algebroid, and appears
naturally in the study of Gerstenhaber algebras, Batalin-Vilkovisky algebras and
Maurer-Cartan algebras [Hu1, Hu2]. In this paper, we also study the relationship
between restricted Poisson algebras and restricted Lie-Rinehart algebras.
Theorem 0.5 (Theorem 8.2). Let (A, ·, {−,−}, (−){p}) be a restricted Poisson
algebra. If the Ka¨hler differential ΩA/k is free over A, then (A,ΩA/k, (−)
[p]) is a
restricted Lie-Rinehart algebra, where the p-map of ΩA/k is determined by
(xdu)[p] = xpdu{p} + (xdu)p−1(x)du,
for all xdu ∈ ΩA/k.
The category of restricted Poisson algebras is a symmetric monoidal category. In
particular, the tensor product of two restricted Poisson algebras is again a restricted
Poisson algebra [Proposition 9.2]. Advances of algebra are tremendously benefited
from geometric viewpoint and methods and vice versa. Restricted Poisson algebras
are, to some extent, the algebraic counterpart of symplectic differential geometry
in positive characteristic. Following this idea, restricted Poisson-Lie groups should
correspond to restricted Poisson Hopf algebras which connects both Poisson geom-
etry in positive characteristic and quantum groups at the root of unity. Hence,
it is meaningful to introduce the notion of a restricted Poisson Hopf algebra, see
Definition 9.3. One natural example of such an algebra is given in Example 9.4.
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The paper is organized as follows. Sections 1 and 2 contain basic definitions
about restricted Lie algebras and Poisson algebras. In Section 3, we re-introduce
the notion of a restricted Poisson algebra. In Sections 4 to 7, we give several natural
examples. In Section 8, we prove Theorem 0.5. The notion of a restricted Poisson
Hopf algebra is introduced in Section 9. The Appendix contains a combinatorial
proof of (E7.2.1) which is needed for Example 7.2.
1. Restricted Lie algebras
We give a short review about restricted Lie algebras.
Lie algebras over a field of positive characteristic often admit an additional struc-
ture involving a so-called p-map. The Lie algebra together with a p-map is called
a restricted Lie algebra, which was first introduced and systematically studied by
Jacobson [J1, J2]. Let L := (L, [−,−]) be a Lie algebra over k. For convenience,
for each x ∈ L, we denote by adx : L → L the adjoint representation given by
adx(y) = [x, y] for all y ∈ L. We recall the definition of a restricted Lie algebra
from [J1, Section 1]. As always, we assume that k is of positive characteristic p ≥ 3.
Definition 1.1. [J1] A restricted Lie algebra (L, (−)[p]) over k is a Lie algebra L
over k together with a p-map (−)[p] : x 7→ x[p] such that the following conditions
hold:
(1) adpx = adx[p] for all x ∈ L;
(2) (λx)[p] = λpx[p] for all λ ∈ k, x ∈ L;
(3) (x+y)[p] = x[p]+y[p]+Λp(x, y), where Λp(x, y) =
p−1∑
i=1
si(x,y)
i for all x, y ∈ L
and si(x, y) is the coefficient of t
i−1 in the formal expression adp−1tx+y(x).
For simplicity of notation, we write all multiple Lie brackets with the notation
(E1.1.1) [x1, [x2, · · · , [xn−1, xn] · · · ]] =: [x1, x2, · · · , xn−1, xn],
for x1, · · · , xn ∈ L. Clearly, ad
i
x(y) = [x, · · · , x︸ ︷︷ ︸
i copies
, y] for every i. Under this notation,
we have
(E1.1.2) si(x, y) =
∑
xk=x or y
#{k|xk=x}=i−1
[x1, · · · , xp−2, y, x],
and, hence
(E1.1.3) Λp(x, y) =
∑
xk=x or y
xp−1=y,xp=x
1
#(x)
[x1, · · · , xp−1, xp].
Note that Λp(x, y) is denoted by L(x, y) in [BK] and denoted by σ(x, y) in [Ho2].
Another way of understanding Λp(x, y) is to use the universal enveloping algebra
U(L) of the Lie algebra L. By [Ho2, Condition (3) on p. 559],
(E1.1.4) Λp(x, y) = (x + y)
p − xp − yp
for all x, y ∈ L ⊂ U(L), where (−)p is the multiplicative p-th power in U(L).
We give a well-known example which will be used later.
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Example 1.2. Let A be an associative algebra over k. We denote by AL the
induced Lie algebra with the bracket given by [x, y] := xy − yx, for all x, y ∈ A.
Then (AL, (−)
p) is a restricted Lie algebra, where (−)p is the Frobenius map given
by x 7→ xp.
In [J2, Theorem 11], Jacobson gives a necessary and sufficient condition in which
an ordinary Lie algebra over k is restricted.
Lemma 1.3. [J2, Theorem 11] Let L be a Lie algebra with a k-basis {xi}i∈I for
some index set I. Suppose that there exists an element γ(xi) ∈ L for each i ∈ I
such that
adpxi = adγ(xi).
Then there exists a unique restricted structure on L such that x
[p]
i = γ(xi) for all
i ∈ I.
2. Poisson algebras and their enveloping algebras
In this section we recall some definitions. We refer to [L-GPV] for some basics
concerning Poisson algebras.
Definition 2.1. [L-GPV, Definition 1.1] Let A be a commutative algebra over k. A
Poisson structure on A is a Lie bracket {−,−} : A⊗A→ A such that the following
Leibniz rule holds
(E2.1.1) {xy, z} = x{y, z}+ y{x, z}, ∀ x, y, z ∈ A.
The algebra A together with a Poisson structure is called a Poisson algebra.
The Lie bracket {−,−} (which replaces [−,−] in the previous section) is called
the Poisson bracket, and the associative multiplication of A is sometimes denoted
by ·. In this paper all Poisson algebras are commutative as an associative algebra.
Recall that the Ka¨hler differentials, denoted by ΩA/k, of a commutative algebra
A over k is an A-module generated by elements (or symbols) dx for all x ∈ A, and
subject to the relations
d(x + y) = dx + dy, d(xy) = xdy + ydx, dλ = 0,
where x, y ∈ A, λ ∈ k ⊆ A. When (A, {−,−}) is a Poisson algebra, the Ka¨hler
differentials ΩA/k admits a Lie algebra structure with Lie bracket given by
[xdu, ydv] = x{u, y}dv + y{x, v}du+ xyd{u, v}
for all xdu, ydv ∈ ΩA/k. Moreover, A is also a Lie module over ΩA/k with the action
given by (xdu).a = x{u, a} for all xdu ∈ ΩA/k, a ∈ A. In fact, the pair (A,ΩA/k) is
a Lie-Rinehart algebra in the following sense.
Definition 2.2. [Do, Definition 1.5] A Lie-Rinehart algebra over A is a pair (A,L),
where A is a commutative associative algebra over k, L is a Lie algebra equipped
with the structure of an A-module together with a map called anchor
α : L→ Derk(A)
which is both an A-module and a Lie algebra homomorphism such that
(E2.2.1) [X, aY ] = a[X,Y ] + α(X)(a)Y
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for all a ∈ A and X,Y ∈ L.
Note that, in the situation of Poisson algebra, the anchor map α : ΩA/k →
Der(A) is given by
(E2.2.2) α(xdu)(z) = x{u, z}
for all xdu ∈ ΩA/k and z ∈ A.
Let (A,L) be a Lie-Rinehart algebra. In [Ri], Rinehart introduced the notion
of universal enveloping algebra U(A,L) of (A,L), which is an associative k-algebra
satisfying the appropriate universal property, see [Hu1] for more details. We recall
the definition next.
Denote by A⋊L the semi-direct product of the Lie algebra L and the L-module
A. More precisely, A ⋊ L is the direct sum of A and L as a vector space, and the
Lie bracket is given by
[(a,X), (b, Y )] = (X(b)− Y (a), [X,Y ])
for all (a,X), (b, Y ) ∈ A⋊L. Let (U(A⋊L), ι) be the universal enveloping algebra of
the Lie algebra A⋊L, where ι : A⋊L→ U(A⋊L) is the canonical embedding. We
consider the subalgebra U+(A⋊ L) (without unit) generated by A⋊ L. Moreover,
A⋊L has the structure of an A-module via a(a′, X) = (aa′, aX) for all a, a′ ∈ A and
X ∈ L. The (universal) enveloping algebra U(A,L) associated to the Lie-Rinehart
algebra (A,L) is defined to be the quotient
U(A,L) =
U+(A⋊ L)
(ι((a, 0))ι((a′, X))− ι(a(a′, X)))
.
Note that (1A, 0) becomes the algebra identity of U(A,L). There are two canonical
maps
ι1 : A→ U(A,L), a 7→ (a, 0) and ι2 : L→ U(A,L), X 7→ (0, X).
Observe that ι1 is an algebra homomorphism and ι2 is a Lie algebra homomorphism.
Moreover, we have the following relations
ι1(a)ι2(X) = ι2(aX), and [ι2(X), ι1(a)] = ι1(X(a))
for all a ∈ A and X ∈ L.
As a consequence of [Ri, Theorem 3.1], we have the following.
Lemma 2.3. Let (A,L) be a Lie-Rinehart algebra and U(A,L) the enveloping
algebra of (A,L). If L is a projective A-module, then the Lie algebra homomorphism
ι2 : L→ U(A,L) is injective.
It is worth spending half page to re-state the above construction for Poisson
algebras since it is needed later. Denote by A ⋊ ΩA/k the semidirect product of A
and ΩA/k with the Lie bracket given by
[(a, xdu), (b, ydv)] = (x{u, b} − y{v, a}, x{u, y}dv+ y{x, v}du+ xyd{u, v})
for (a, xdu), (b, ydv) ∈ A ⋊ ΩA/k. The Poisson enveloping algebra of A, denoted
by P(A) (which is a new notation), is defined to be the enveloping algebra of the
Lie-Rinehart algebra (A,ΩA/k), which can be realized as an associated algebra
P(A) := U(A,ΩA/k) = U
+(A⋊ ΩA/k)/J,
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where U(A⋊ΩA/k) is the universal enveloping algebra of the Lie algebra A⋊ΩA/k,
and J is the ideal generated by
(E2.3.1) (a, 0)(b, xdu)− (ab, axdu)
for all a, b ∈ A, xdu ∈ ΩA/k [MM, Ri]. Here we have two maps
ι1 : A→ A⋊ ΩA/k → P(A), ι1(a) = (a, 0)
and
ι2 : ΩA/k → A⋊ ΩA/k → P(A), ι2(xdu) = (0, xdu).
Then ι1 and ι2 are homomorphisms of associative algebras and Lie algebras, re-
spectively. Moreover, we have
ι1({x, y}) = [ι2(dx), ι1(y)],(E2.3.2)
ι2(d(xy)) = ι1(x)ι2(dy) + ι1(y)ι2(dx)(E2.3.3)
for all x, y ∈ A.
If ΩA/k is a projective A-module, then the canonical map ι2 : ΩA/k → P(A) is
injective [Lemma 2.3]. It follows that ΩA/k can be seen as a Lie subalgebra of P(A).
We now recall the definition of a free Poisson algebra, see [Sh, Section 3]. Let
V be k-vector space. Let Lie(V ) be the free Lie algebra generated by V . The free
Poisson algebra generated by V , denoted by FP (V ), is the symmetric algebra over
Lie(V ), namely
(E2.3.4) FP (V ) = k[Lie(V )].
The following universal property is well-known [Sh, Lemma 1, p. 312].
Lemma 2.4. Let A be a Poisson algebra and V be a vector space. Every k-linear
map g : V → A extends uniquely to a Poisson algebra morphism G : FP (V ) → A
such that g factors through G.
In [Sh, Section 3], the notion of a free Poisson algebra is defined by the universal
property stated in Lemma 2.4, and then Shestakov proved that the free Poisson
algebra can be constructed by using (E2.3.4) [Sh, Lemma 1, p. 312]. In [Sh],
Shestakov also considered the super (or Z2-graded) version of Poisson algebras.
For each associative commutative algebra A, let Ap denote the subalgebra gen-
erated by {fp | f ∈ A}. The free Poisson algebras have the following special
property.
Lemma 2.5. Let A be a free Poisson algebra FP (V ).
(1) ΩA/k is a free module over A. As a consequence, the Lie algebra map
ι2 : ΩA/k → P(A) is injective.
(2) The kernel of d : A→ ΩA/k is A
p.
Proof. (1) Since A is a commutative polynomial ring, ΩA/k is free over A. (The
proof is omitted). The consequence follows from Lemma 2.3.
(2) Check directly. 
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Let V be a k-vector space. There are two gradings that can naturally be assigned
to FP (V ). The first one is determined by
deg1(x) = 1, ∀ 0 6= x ∈ Lie(V ).
Since FP (V ) is the symmetric algebra associated to Lie(V ), the above extends
to an N-grading on FP (V ). Since the Lie bracket {−,−} has degree −1, the
Poisson bracket on FP (V ) has degree −1. Note that the multiplication on FP (V )
is homogeneous with respect to deg1.
For the second grading, we assume that
deg2(x) = 1, ∀ 0 6= x ∈ V
and make the free Lie algebra Lie(V ) N-graded (namely, [−,−] is homogeneous of
degree zero). Then we extend the N-grading to FP (V ) so that both the Poisson
bracket and the multiplication are homogeneous of degree zero.
Let {vi}i∈I be a k-basis of V and {xj}j∈J a k-basis of Lie(V ). Let A be the
free Poisson algebra FP (V ) and let Ac be the Ap-submodule of A generated by
monomials xi11 · · ·x
in
n , for x1, · · · , xn ∈ Lie(V ), which are not in A
p.
Recall that
(E2.5.1) {f1, f2, · · · , fn} := {f1, {f2, · · · , {fn−1, fn}}
for all fi ∈ A.
Lemma 2.6. Let A be a free Poisson algebra FP (V ).
(1) Let f1, · · · , fn be polynomials in vi (not xi). If p does not divide n−1, then
{f1, f2, · · · , fn} ∈ A
c.
(2) Let f, g be polynomials in vi. Then Λp(f, g) ∈ A
c.
(3) The following elements are in Ac for any polynomials in f, g, h in vi:
(a) Λp(f, g),Λp(f
2, g2),Λp(f
2 + g2, 2fg).
(b) Λp(fg, h),Λp((fg)
2, h2),Λp((fg)
2 + h2, 2fgh).
(c) Λp(fg, fh).
Proof. (1) By linearity, we may assume that all fs are monomials in {vi} ⊆ V .
Then deg1fs = deg2fs for s = 1, · · · , n. Let F := {f1, f2, · · · , fn}. Then
deg1F = −n+ 1 + deg2F.
Since p does not divide n−1, p can not divide both deg1F and deg2F . This implies
that F ∈ Ac.
(2) Note that Λp(f, g) is a linear combination of terms of the form (E2.5.1) when
n = p and fi = f or g. By part (1), Λp(f, g) ∈ A
c.
(3) This is a special case of part (2) for different choices of f, g. 
3. Restricted Poisson algebras, Definition
In this section we present a formulation of a restricted Poisson algebra that is
equivalent to [BK, Definition 1.8].
Inspired by the notion of a restricted Lie algebra, we first introduce the definition
of a weakly restricted Poisson structure over a field k of characteristic p ≥ 3.
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Definition 3.1. Let (A, ·, {−,−}) be a Poisson algebra. If A admits a p-map
(−){p} : A→ A such that (A, {−,−}, (−){p}) is a restricted Lie algebra, then A is
called a weakly restricted Poisson algebra.
This definition requires no compatibility condition between the p-map (−)
{p}
and the multiplication ·. We will see that an additional requirement is very natural
from a Lie algebraic point of view.
Lemma 3.2. Let (A, ·, {−,−}) be a Poisson algebra and let x, y ∈ A.
(1) If there exists x˜ and y˜ in A such that adpx = adx˜ and ad
p
y = ady˜, then
adpxy = adxpy˜+ypx˜+Φp(x,y),
where
(E3.2.1) Φp(x, y) = (x
p + yp)Λp(x, y)−
1
2
(Λp(x
2, y2) + Λp(x
2 + y2, 2xy)).
In particular, adpx2 = ad2xpx˜.
(2) If (A, ·, {−,−}) is a weakly restricted Poisson algebra, then
(E3.2.2) ad(xy){p} = adxpy{p}+ypx{p}+Φp(x,y).
In particular,
(E3.2.3) ad(x2){p} = ad2xpx{p} .
Proof. (1) We first prove the assertion when x = y. By the Leibniz rule, we have
ad(fg) = fadg + gadf for any f, g ∈ A. Clearly,
adpx2 = (2xadx)
p = (2x)p(adx)
p = 2xpadpx = 2x
padx˜ = ad2xpx˜.
In the general case, considering the universal enveloping algebra of the Lie algebra
(A, {−,−}) and using (E1.1.4), we get adΛp(f,g) = ad
p
f+g − ad
p
f − ad
p
g for any
f, g ∈ A. Therefore,
adxpy˜+ypx˜+Φ(x,y) =adxpy˜+ypx˜+(xp+yp)Λp(x,y)− 12 (Λp(x2,y2)+Λp(x2+y2,2xy))
=xpadpy + y
padpx + (x
p + yp)(adpx+y − ad
p
x − ad
p
y)
+
1
2
(
adpx2 + ad
p
y2 + ad
p
2xy − ad
p
(x+y)2
)
=xpadpy + y
padpx + (x
p + yp)(adpx+y − ad
p
x − ad
p
y)
+ xpadpx + y
padpy + ad
p
xy − (x+ y)
padpx+y
=adpxy,
which completes the proof.
(2) It is an immediate consequence of (1). 
Concerning the notation Φp in (E3.2.1), we also have the following characteriza-
tion by considering the Poisson enveloping algebra.
Proposition 3.3. Let A be a Poisson algebra and P(A) the Poisson enveloping
algebra of A. Then, for all x, y ∈ A, we have
ι2(dΦp(x, y)) = (ι2(d(xy)))
p − ι1(x
p)(ι2(dy))
p − ι1(y
p)(ι2(dx))
p(E3.3.1)
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Proof. By the definition of P(A), we have
(0, dx2)p = (0, 2xdx)p = ((2x, 0)(0, dx))p = (2x, 0)p(0, dx)p = 2(xp, 0)(0, dx)p
and hence
(E3.3.2) (ι2(dx
2))p = 2ι1(x
p)(ι2(dx))
p
for any x ∈ A. It follows that the equation (E3.3.1) holds when x = y.
Considering the Frobenius map of P(A), we have
(ι2(d(x + y)))
p =(0, d(x+ y))p = ((0, dx) + (0, dy))p
=(0, dx)p + (0, dy)p + Λp((0, dx), (0, dy))
=(ι2(dx))
p + (ι2(dy))
p + ι2(dΛp(x, y))
since ι2 is a homomorphism of Lie algebras. By the above computation and (E3.3.2),
we have
(ι2(d(x + y)
2))p = 2ι1((x+ y)
p)(ι2(d(x+ y)))
p
= 2ι1(x
p + yp)((ι2(dx))
p + (ι2(dy))
p + ι2(dΛp(x, y))).
By a direct calculation and (E3.3.2),
(ι2(d(x+ y)
2))p =(ι2(dx
2 + dy2 + 2d(xy)))p
=(ι2(dx
2 + dy2))p + (ι2(2d(xy)))
p + ι2(dΛp(x
2 + y2, 2xy))
=(ι2(dx
2))p + (ι2(dy
2))p + ι2(dΛp(x
2, y2))
+ 2(ι2(d(xy)))
p + ι2(dΛp(x
2 + y2, 2xy))
=2ι1(x
p)(ι2(dx))
p + 2ι1(y
p)(ι2(dy))
p + ι2(dΛp(x
2, y2))
+ 2(ι2(d(xy)))
p + ι2(dΛp(x
2 + y2, 2xy))
Comparing the above two equations, we get
(ι2(d(xy)))
p+
1
2
(ι2(d(Λp(x
2, y2) + Λp(x
2 + y2, 2xy))))
=ι1(x
p)(ι2(dy))
p + ι1(y
p)(ι2(dx))
p + ι1(x
p + yp)ι2(dΛp(x, y))
=ι1(x
p)(ι2(dy))
p + ι1(y
p)(ι2(dx))
p + ι2(d((x
p + yp)Λp(x, y))).
Therefore,
ι2(dΦp(x, y)) = ι2(d((x
p + yp)Λp(x, y)−
1
2
(Λp(x
2, y2) + Λp(x
2 + y2, 2xy))))
= (ι2(d(xy)))
p − ι1(x
p)(ι2(dy))
p − ι1(y
p)(ι2(dx))
p.
This finishes the proof. 
For a weakly restricted Poisson algebra, it is desired to consider some compati-
bility between the p-map and the associative multiplication. By removing ad from
(E3.2.3) (which can be done in some cases), we obtain (E3.4.1) below. Similarly,
if we remove ad from (E3.2.2), we obtain (E3.5.1) below. Both Lemma 3.2 and
Proposition 3.3 suggest the following definition. Following Lemma 3.2(2), condi-
tion (E3.4.1) is forced.
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Definition 3.4. Let (A, ·, {−,−}, (−){p}) be a weakly restricted Poisson algebra
over k. We call A a restricted Poisson algebra, if, for every x ∈ A,
(x2)
{p}
= 2xpx{p}.(E3.4.1)
In this case, the p-map (−)
{p}
is a restricted Poisson structure on A.
Next we give another description of condition (E3.4.1) which is convenient for
some computation.
Proposition 3.5. Let A be a weakly restricted Poisson algebra.
(1) Suppose (E3.4.1) holds. Then (λ1A)
{p}
= 0, for all λ ∈ k.
(2) Equation (E3.4.1) holds for all x ∈ A if and only if every pair of elements
(x, y) in A satisfies
(xy){p} = xpy{p} + ypx{p} +Φp(x, y).(E3.5.1)
As a consequence, A is a restricted Poisson algebra if and only if (E3.5.1)
holds.
(3) Suppose (E3.5.1) holds. Then
(E3.5.2) (xn)
{p}
= nx(n−1)px{p}
for all n. As a consequence, (xp)
{p}
= 0 for all x ∈ A.
(4) If (1A)
{p}
= 0, then (E3.5.1) holds for pairs (x, λ1A) and (λ1A, x) for all
x ∈ A and all λ ∈ k.
Proof. (1) Clearly, 1A
{p} = 2 · 1pA1A
{p} and hence 1A
{p} = 0. For every λ ∈ k,
(λ1A)
{p}
= λp1A
{p} = 0.
(2) The “ if ” part is trivial since Φp(x, x) = 0 for any x ∈ A. Next, we show the
“ only if ” part. By (E3.4.1) and Definition 1.1(3), we have
((x+ y)2)
{p}
= 2(x+ y)p(x+ y){p} = 2(xp + yp)(x{p} + y{p} + Λp(x, y))
Since (A, {−,−}, (−)
{p}
) is a restricted Lie algebra, it follows from Definition
1.1(2,3) that
((x+ y)2)
{p}
= (x2 + y2 + 2xy)
{p}
= (x2 + y2)
{p}
+ 2p(xy)
{p}
+ Λp(x
2 + y2, 2xy)
= (x2)
{p}
+ (y2)
{p}
+ Λp(x
2, y2) + 2p(xy)
{p}
+ Λp(x
2 + y2, 2xy)
= 2xpx{p} + 2ypy{p} + Λp(x
2, y2) + 2(xy){p} + Λp(x
2 + y2, 2xy)
Comparing the above two equations and using 2 6= 0, we obtain equation(E3.5.1).
(3) This follows by induction.
(4) First of all, (λ1A)
{p}
= λp1A
{p} = 0 for all λ ∈ k. The assertion follows by
the fact Φp(λ1A, x) = Φp(x, λ1A) = 0. 
Remark 3.6. Several remarks are collected below.
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(1) As in the paper [BK], we assume that p ≥ 3. So the polynomial Φp(x, y)
in (E3.2.1) is well-defined. When p = 3, we have
Φ3(x, y) = x
2y{y, y, x}+ xy2{x, x, y}+ xy{x, y}2.
For any p > 3, it is too long to write out all terms like above.
(2) Considering Φp(x, y) as an element in FP (V ), where V = kx ⊕ ky, it is
homogeneous of degree p + 1 with respect to deg2 and homogeneous of
degree 2p with respect to deg1.
(3) In [BK, Definition 1.8], Bezrukavnikov-Kaledin defines a restricted Poisson
algebra as a weakly restricted Poisson algebra (A, {−,−}, (−){p}) such that
the p-map satisfies
(E3.6.1) (xy)
{p}
= xpy{p} + ypx{p} + P (x, y)
for all x, y ∈ A. Here P (x, y) is a canonical quantized polynomial deter-
mined by [BK, (1.3)]. We will show that Equation (E3.6.1) is equivalent to
(E3.5.1).
(4) The polynomial P (x, y) is defined implicitly, but it follows from [BK, (1.3)]
that P (x, x) = 0. Therefore a restricted Poisson algebra in the sense of [BK,
Definition 1.8] is a restricted Poisson algebra in the sense of Definition 3.4.
(5) There are other interpretations of Φp(x, y). By using the equation
xy =
1
4
[(x + y)2 − (x − y)2]
we obtain that
(E3.6.2) (xy){p} = xpy{p} + ypx{p} +Φ′p(x, y)
where
(E3.6.3)
Φ′p(x, y) =
1
4
Λp((x + y)
2,−(x− y)2) +
1
2
((xp + yp)Λp(x, y)− (x
p − yp)Λp(x,−y)).
One can show that Φp(x, y) = Φ
′
p(x, y) in the free Poisson algebra generated
by x and y.
(6) The following is clear by definition.
(a) Λp(x, y) = Λp(y, x) for all x, y ∈ A.
(b) If {x, y} = 0, then Λp(x, y) = 0.
(c) Φp(x, y) = Φp(y, x) for all x, y ∈ A.
(d) If {x, y} = 0, then Φp(x, y) = 0.
Lemma 3.7. Definitions of restricted Poisson algebras in Definition 3.4 and [BK,
Definition 1.8] are equivalent.
Proof. Let P (x, y) be the polynomial defined in [BK, (1.3)]. By Proposition 3.5(2),
it remains to show that P (x, y) = Φp(x, y). Let Lie(V ) be the free Lie algebra
over a vector space V and consider the tensor (free) algebra T (V ) as a universal
enveloping algebra over Lie(V ). Then we have a Poincare´-Birkhoff-Witt filtration
on T (V ). The free quantized algebra Q•(V ) is the Rees algebra associated to this
filtration. By definition, for each n,
Fn := FnT (V ) = k⊕ L
•(V )⊕ (L•(V ))2 ⊕ · · · ⊕ (L•(V ))n.
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We are omitting the symbol h which represents the natural embedding h : F• →
F•+1 in the Rees ring. Taking V = kx ⊕ ky, we have the following computation
inside the Rees ring
(xp + yp)2+(Λp(x, y))
2 + Λp(x, y)(x
p + yp) + (xp + yp)Λp(x, y)
=(xp + yp + Λp(x, y))
2
=(x+ y)2p
=(x2 + y2 + xy + yx)p
=(x2 + y2)p + (xy + yx)p + Λp(x
2 + y2, xy + yx)
=x2p + y2p + Λp(x
2, y2) + (xy)p + (yx)p + Λp(xy, yx)
+ Λp(x
2 + y2, xy + yx),
and hence
(xy)p + (yx)p − xpyp − ypxp
=Λp(x, y)(x
p + yp) + (xp + yp)Λp(x, y) + (Λp(x, y))
2
− Λp(x
2, y2)− Λp(xy, yx)− Λp(x
2 + y2, xy + yx).
On the other hand,
[x, y]p = (xy − yx)p = (xy)p − (yx)p + Λp(xy,−yx).
So we have
2P (x, y) = 2((xy)p − xpyp)
=Λp(x, y)(x
p + yp) + (xp + yp)Λp(x, y)− Λp(x
2, y2)− Λp(x
2 + y2, xy + yx)
+ (Λp(x, y))
2 − Λp(xy, yx) − Λp(xy,−yx) + [x, y]
p − [xp, yp].
In fact, it is easily seen that (Λp(x, y))
2 ∈ F2, [x, y]
p ∈ Fp. On the other hand,
[xp, yp] = adpx(y
p)) = −adp−1x (ad
p
y(x)) ∈ F1,
where adx(y) = [x, y]. By the equation (E1.1.3), we have
Λp(xy, yx) =
∑
xk=xy or yx
1
#(xy)
adx1 · · · adxp−2([yx, xy]).
Since [yx, xy] = [yx, yx + [x, y]] = [yx, [x, y]] ∈ F2, we have Λp(xy, yx) ∈ Fp.
Similarly, Λp(xy,−yx) ∈ Fp. By definition [BK, (1.3)], P (x, y) is homogeneous of
degree p+ 1. Therefore, after removing lower degree components,
2P (x, y) = Λp(x, y)(x
p+yp)+(xp+yp)Λp(x, y)−Λp(x
2, y2)−Λp(x
2+y2, xy+yx).
Since the multiplication is commutative in a Poisson algebra, we have
P (x, y) = (xp + yp)Λp(x, y)−
1
2
(Λp(x
2, y2) + Λp(x
2 + y2, 2xy)) = Φp(x, y).

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4. Elementary properties and examples
We start with something obvious.
Definition 4.1. Let (A, ·, {−,−}, (−)
{p}
) be a restricted Poisson algebra. A Pois-
son ideal I of A is said to be restricted, if x{p} ∈ I for any x ∈ I.
The proofs of the following three assertions are easy and omitted.
Lemma 4.2. Let A be a restricted Poisson algebra. Suppose that I is a Poisson
ideal of A that is generated by {xi | i ∈ S} as an ideal of the commutative ring A.
If xi
{p} ∈ I for any i ∈ S, then I is a restricted Poisson ideal.
Proposition 4.3. Let A be a restricted Poisson algebra and I a restricted Poisson
ideal of A. Then the quotient Poisson algebra A/I is a restricted Poisson algebra.
As a consequence, we have.
Corollary 4.4. Let f : A→ A′ be a homomorphism of restricted Poisson algebras.
Then Kerf is a restricted Poisson ideal of A.
Let Ap be the subalgebra of A generated by {fp | f ∈ A} – the image of the
Frobenius map.
Lemma 4.5. Let A be a Poisson algebra and f, g, h ∈ A. Then the following hold:
(1) fpΦp(g, h)− Φp(fg, h) + Φp(f, gh)− h
pΦp(f, g) = 0.
(2) If f is in the Poisson center of A, then
fpΦp(g, h) = Φp(fg, h) = Φp(g, fh).
(3) Φp(f, g + h)− Φp(f, g)− Φp(f, h) = Λp(fg, fh)− f
pΛp(g, h).
Proof. It is clear that (2) is a consequence of (1). It suffices to show assertions
(1) and (3) for the free Poisson algebra FP (A) since there is a surjective Poisson
algebra map FP (A)→ A [Lemma 2.4]. So the hypothesis becomes that f, g, h are
in a k-space V sitting inside a free Poisson algebra FP (V ).
When A is a free Poisson algebra FP (V ), by Lemma 2.5(1), ι2 is injective. It
follows from Lemma 2.5(2) that
(a) the kernel of the map
A
d
−→ ΩA/k
ι2−→ P(A)
is Ap.
Let {vi}i∈S be a basis of the V . Let A
c be the Ap-submodule of A = FP (V ) defined
before Lemma 2.6. Then
(b) Ac ∩ Ap = {0} and Λp(x, y) ∈ A
c for all x, y ∈ k[V ] by Lemma 2.6(2).
Now we prove (1) and (3) under conditions (a) and (b).
(1) For all f, u ∈ A, d(fpu) = fpdu and ι2(d(f
pu)) = (fp, 0)(0, du) ∈ P(A). By
Proposition 3.3, we have
ι2(d(f
pΦp(g, h))) = (f
p, 0)(0, d(gh))p − (fpgp, 0)(0, dh)p − (fphp, 0)(0, dg)p,
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ι2(dΦp(fg, h)) = (0, d(fgh))
p − ((fg)p, 0)(0, dh)p − (hp, 0)(0, d(fg))p,
ι2(dΦp(f, gh)) = (0, d(fgh))
p − (fp, 0)(0, d(gh))p − ((gh)p, 0)(0, df)p,
ι2(d(h
pΦp(f, g)) = (h
p, 0)(0, d(fg))p − (hpfp, 0)(0, dg)p − (hpgp, 0)(0, df)p.
for all f, g, h ∈ V . It follows that
ι2(d(f
pΦp(g, h)− Φp(fg, h) + Φp(f, gh)− Φp(f, g)h
p)) = 0.
By condition (a), we get X := fpΦp(g, h)−Φp(fg, h)+Φp(f, gh)−h
pΦp(f, g) ∈ A
p.
By definition, X is in the Ap-submodule generated by Λp(x, y) for all x, y ∈ A, or
in Ac as given in condition (b). But Ap ∩ Ac = {0} by condition (b), we obtain
that X = 0 and that the desired identity holds.
(3) The proof of part (3) is similar to the proof of (1) and is omitted. 
Proposition 4.6. Let A be a weakly restricted Poisson algebra.
(1) If (x, y) satisfies (E3.5.1), then so do (x, λy) and (λx, y) for all λ ∈ k.
(2) Let f, g, h ∈ A. Suppose that (f, g) and (g, h) satisfy (E3.5.1). Then (fg, h)
satisfies (E3.5.1) if and only if (f, gh) does.
(3) If (f, g) and (f, h) satisfies (E3.5.1), then so does (f, g + h).
(3’) If (g, f) and (h, f) satisfies (E3.5.1), then so does (g + h, f).
(4) Fix an x ∈ A and let Rx be the set of y ∈ A such that (x, y) satisfies
(E3.5.1). Then Rx is a k-subspace of A.
(4’) Fix an x ∈ A and let Lx be the set of y ∈ A such that (y, x) satisfies
(E3.5.1). Then Lx is a k-subspace of A.
Proof. (1) Assuming (E3.5.1) for (x, y), we have
(xλy)
{p}
= λ(xy)
{p}
= λp(xy)
{p}
= λp(xpy{p} + ypx{p} +Φp(x, y))
= xp(λy)
{p}
+ (λy)px{p} + λpΦp(x, y))
= xp(λy){p} + (λy)px{p} +Φp(x, λy)),
where the last equation is Lemma 4.5(2). So (x, λy) satisfies (E3.5.1). Similarly for
(λx, y).
(2) By symmetry, we only prove one implication and assume that (fg, h) satisfies
(E3.5.1). We show next that (f, gh) satisfies (E3.5.1):
(f(gh))
{p}
= ((fg)h)
{p}
= (fg)ph{p} + hp(fg)
{p}
+Φp(fg, h)
= (fg)ph{p} + hp(fpg{p} + gpf{p} +Φp(f, g)) + Φp(fg, h)
= fpgph{p} + fphpg{p} + gphpf{p} +Φp(fg, h) + h
pΦp(f, g)
= fpgph{p} + fphpg{p} + gphpf{p}
+ fpΦp(g, h) + Φp(fg, h) by Lemma 4.5(1)
= fp(gph{p} + hpg{p} +Φp(g, h)) + (gh)
pf{p} +Φp(f, gh)
= fp(gh)
{p}
+ (gh)pf{p} +Φp(f, gh).
RESTRICTED POISSON ALGEBRAS 15
(3) Assume (f, g) and (f, h) satisfies (E3.5.1). Then
(f(g + h)){p} =(fg + fh){p}
=(fg)
{p}
+ (fh)
{p}
+ Λp(fg, fh)
=fpg{p} + gpx{p} + Φp(f, g) + x
ph{p} + hpf{p}
+Φp(f, h) + Λp(fg, fh)
=fp(g{p} + h{p} + Λp(g, h)) + (g + h)
pf{p} +Φp(f, g + h)
=fp(g + h)
{p}
+ (g + h)pf{p} +Φp(f, g + h),
where the second last equality is deduced from Lemma 4.5(3). So (f, g+h) satisfies
(E3.5.1).
(3’) is equivalent to (3).
(4) Let
Rx = {y ∈ A | (E3.5.1) holds for the pair (x, y)}.
By Proposition 4.6(1), we have
(i) if y ∈ Rx, then so is λy for all λ ∈ k.
By Proposition 4.6(3),
(ii) if g, h ∈ Rx, then so is g + h.
By (i) and (ii) above, Rx is a k-subspace of A.
(4’) This is true because Lx = Rx. 
The following result will be used several times.
Theorem 4.7. Let A be a weakly restricted Poisson algebra. Let b := {bi}i∈S be
a k-basis of A. If (E3.5.1) holds for every pair (x, y) ⊆ b, then A is a restricted
Poisson algebra.
Proof. We need to show that (E3.5.1) holds for all x, y ∈ A. First we fix any x ∈ b
and let
Rx = {y ∈ A | (E3.5.1) holds for the pair (x, y)}.
By Proposition 4.6(4), Rx is a k-subspace of A. By hypothesis, we see that b ⊆ Rx.
Since b is a basis of A, Rx = A.
Next we fix y ∈ A and consider
Ly = {x ∈ A | (E3.5.1) holds for the pairs (x, y)}.
Similarly, by Proposition 4.6(4’), Ly is a k-subspace. It contains b because Rx = A
for all x ∈ b (see the first paragraph). Hence, Ly = A. This means that (E3.5.1)
holds for all pairs (x, y) in A. Therefore A is a restricted Poisson algebra. 
One of the main goals of this paper is to provide some interesting examples of
restricted Poisson algebras. In the rest of this section we give some elementary (but
nontrivial) examples. We would like to give a gentle warning before the examples.
We have checked that all p-maps given below satisfy (E3.5.1), however our proofs
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are tedious computations and therefore omitted. On the other hand, since the p-
maps are explicitly expressed by partial derivatives, one can verify the assertions
with enough patient. More sophisticated examples are given in later sections.
Example 4.8. Let A = k[x, y] be a polynomial algebra in two variables x, y, where
the (classical) Poisson bracket is given by
(E4.8.1) {f, g} = fxgy − fygx.
for all f, g ∈ A, and fx, fy are the partial derivative of f with respect to the
variables x and y, respectively. (The bracket defined in (E4.8.1) was the original
Poisson bracket studied by many people including Poisson [Po] when k = R.)
(1) Let k be a base field of characteristic 3. For every f ∈ A, we define
(E4.8.2) f{3} = f2xfyy + f
2
y fxx + fxfyfxy,
where fxx, fyy and fxy are the second order partial derivatives of f . Then
(A, ·, {−,−}, (−){3}) is a restricted Poisson algebra.
(2) Let k be a base field of characteristic 5. For every f ∈ A, define
f{5} =f41 f2222 + f
3
1 f2f1222 + f
2
1 f
2
2f1122 + f1f
3
2 f1112 + f
4
2 f1111
+ f12(f
3
1 f222 − f
2
1 f2f122 − f1f
2
2 f112 + f
3
2f111)
− f1f22(f
2
1 f122 − 2f1f2f112 + f
2
2 f111)(E4.8.3)
− f2f11(f
2
2 f112 − 2f2f1f122 + f
2
1 f222)
+ 2(f212 − f11f22)(f
2
1 f22 − 2f1f2f12 + f
2
2 f11),
where fi1i2···ik denotes the k-th order partial derivative of f with respect
to the variables xi1 , xi2 , · · · , xik . Then (A, ·, {−,−}, (−)
{5}) is a restricted
Poisson algebra.
See Example 7.2 for general p. It would be interesting to understand the meaning
of (E4.8.2) and (E4.8.3) and to find its connection with other subjects.
The next two are slight generalizations of the previous example.
Example 4.9. Suppose char k = 3 and let A = k[x, y] be a polynomial Poisson
algebra in two variables x, y, where the Poisson bracket is given by
{f, g} = ϕ(fxgy − fygx),
and ϕ = λx+ µy + ν, λ, µ, ν ∈ k. For every f ∈ A, we define
(E4.9.1) f{3} = λϕfxf
2
y +µϕf
2
xfy+ϕ
2(f2xfyy+f
2
yfxx+fxfyfxy)+λ
2yf3y +µ
2xf3x .
Then (A, ·, {−,−}, (−)
{3}
) is a restricted Poisson algebra.
Example 4.10. Suppose char k = 3 and let A = k[x1, x2, · · · , xn] be a Poisson
algebra, where the Lie bracket is given by {xi, xj} = 2cij ∈ k with cij + cji = 0
for 1 ≤ i, j ≤ n. Clearly, {f, g} =
∑
1≤i,j≤n cij(figj − fjgi) for f, g ∈ A, where fi
denotes the partial derivative of f with respect to the variable xi for i = 1, 2, · · · , n.
Then A is a restricted Poisson algebra with the p-map given by
f{3} =
∑
1≤i,j,k,l≤n
cijcklfifkfjl
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for any f ∈ A, where fjl is the second partial derivation of f with respect to the
variables xj and xl.
5. Existence and uniqueness of restricted structures
By Lemma 3.2(2), a weakly restricted Poisson structure on a Poisson algebra is
very close to a restricted Poisson structure (up to a factor in the Poisson center). In
this section, we study the existence and uniqueness of (weakly) restricted Poisson
structure. First we consider the trivial extension.
Lemma 5.1. Let A be a Poisson algebra and A = k1A ⊕ m as a Lie algebra
decomposition.
(1) If x 7→ x{p} is a restriction p-map of the Lie algebra m, then it can naturally
be extended to A by defining 1A
{p} = 0. As a consequence, A is a weakly
restricted Poisson algebra.
(2) If, further, the p-map on m satisfies (E3.4.1), then so does the extended
p-map on A. In this case, A is a restricted Poisson algebra.
Proof. (1) This follows from Lemma 1.3. For all λ ∈ k and x ∈ m, the p-map is
defined by (λ1A + x)
{p}
= x{p}.
(2) We check (E3.4.1) for elements in A as follows:
((λ1A + x)
2)
{p}
= (λ21A + 2λx+ x
2)
{p}
= (2λx+ x2)
{p}
= (2λx)
{p}
+ (x2)
{p}
= 2λpx{p} + 2xpx{p} = 2(λ1A + x)
px{p}
= 2(λ1A + x)
p(λ1A + x)
{p}
.
Therefore A is a restricted Poisson algebra. 
The following example is immediate.
Example 5.2. (1) Let L be a restricted Lie algebra and let A = k1A⊕L where
associate product L2 = 0. Then A is a Poisson algebra in the obvious way.
Both sides of (E3.4.1) are zero for elements in L (since L2 = 0). By Lemma
5.1(2), A is a restricted Poisson algebra.
(2) Considering a special case when L = kx+ ky is a solvable Lie algebra with
[x, y] = x. For f = λ1x+ λ2y ∈ L, we define the p-map by
f{p} = λp−12 (λ1x+ λ2y).
It is straightforward to check that (L, (−)
{p}
) is a restricted Lie algebra.
Let A = k1A ⊕ L. Then, by part (1), A is a restricted Poisson algebra.
As a commutative algebra, A = k[x,y](x2,xy,y2) with k-linear basis {1, x, y}. The
Poisson bracket is given by {x, y} = x.
Let L be a restricted Lie algebra. It is well known that the p-map of L is unique
up to a semilinear map from L to Z(L), where Z(L) is the center of L. Recall that
a semilinear map γ : L→ Z(L) means that for any x, y ∈ A, λ ∈ k,
γ(x+ y) = γ(x) + γ(y),
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γ(λx) = λpγ(x).
The following lemma is well-known and easy to prove.
Lemma 5.3. Let (L, (−)[p]) be a restricted Lie algebra.
(1) Let (−)
{p}
be another restricted Lie structure on L. Then there is a maps
γ : L→ Z(L) such that (−){p} = (−)[p] + γ.
(2) Let γ be a map from L to Z(L). Then (−)[p]+γ is a restricted Lie structure
on L if and only if γ is a semilinear map from L to Z(L).
Let A be a Poisson algebra over k and Z(A) the center of A. Observe that Z(A)
is a left A-module with the action given by
A× Z(A)→ Z(A), (a, z) 7→ apz.
A semilinear map ψ : A→ Z(A) is called a Frobenius derivation of A with the value
in Z(A) provided that ψ(ab) = apψ(b) + bpψ(a) for any a, b ∈ A. For example, if
ψ0 : A → A is a derivation, then ψ : A → Z(A), defined by ψ(a) = (ψ0(a))
p for all
a ∈ A, is a Frobenius derivation of A with the value in Z(A).
By Lemma 5.3(1), any two restricted Poisson structures on A differ by a semi-
linear map γ which appears in the next proposition.
Proposition 5.4. Let (A, ·, {−,−}, (−){p}) be a restricted Poisson algebra and γ
a map from A to itself. Then the map (−){p} + γ is a restricted Poisson structure
if and only if γ is a Frobenius derivation of A with value in Z(A).
Proof. Let (−){p}1 : A → A be another p-map such that (A, ·, {−,−}, (−){p}1) is
also a restricted Poisson algebra. Since (−){p}1 and (−)
{p}
are restricted structures
on Lie algebra (A, {−,−}), γ = (−){p}1−(−)
{p}
is a semilinear map from A to Z(A)
by Lemma 5.3. Moreover, for any x, y ∈ A, (xy){p}1 = xpy{p}1 +ypx{p}1 +Φp(x, y),
and
γ(xy) =(xy){p}1 − (xy)
{p}
=xp(y{p}1 − y{p}) + yp(x{p}1 − x{p})
=xpγ(y) + ypγ(x)
It follows that γ is a Frobenius derivation of A with values in Z(A).
Conversely, it follows from Lemma 5.3 that the map (−)
{p}
+γ is also a restricted
Lie structure on (A, {−,−}), since γ is a semilinear map from A to Z(A) and (−)
{p}
is a p-map of Lie algebra (A, {−,−}). Moreover, for any x, y ∈ A,
(xy){p} + γ(xy) = xp(y{p} + γ(y)) + yp(x{p} + γ(x)) + Φp(x, y).
It follows that the Poisson algebra A together with the map (−)
{p}
+γ is a restricted
structure. 
By Proposition 5.4, the p-map of a restricted Poisson algebra is unique up to
Frobenius derivations.
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Remark 5.5. Let (A, ·, {−,−}, (−){p}) be a restricted Poisson algebra and let
γ : A → Z(A) be a semilinear map. Suppose that γ is not a Frobenius derivation
(which is possible for many A) and defines a new p-map (−)′
{p}
= (−)
{p}
+γ. Then
by Proposition 5.4, (A, ·, {−,−}, (−)′
{p}
) is not a restricted Poisson algebra, but it
is still a weakly restricted Poisson algebra by Lemma 5.3(2).
6. Restricted Poisson algebras from restricted Lie algebras
We start with a general result.
Theorem 6.1. Let A = k[xi | i ∈ T ] be a polynomial Poisson algebra with an index
set T . If for each i ∈ T , there exists γ(xi) ∈ A such that ad
p
xi = adγ(xi), then A
admits a restricted Poisson structure (−)
{p}
such that xi
{p} = γ(xi) for all i ∈ T .
Proof. First we show that A has a weakly restricted Poisson structure, and then
verify that the weakly restricted Poisson structure satisfies (E3.5.1).
For the sake of simplicity, we assume that T = {1, 2, · · · , n}. To apply Lemma
1.3, we choose a canonical monomial k-basis of A, which is
{xi11 x
i2
2 · · ·x
in
n | i1, i2, · · · , in ≥ 0}.
We define (xi11 x
i2
2 · · ·x
in
n )
{p}
inductively on the degree i1 + i2 + · · ·+ in such that
adp
(x
i1
1 x
i2
2 ···x
in
n )
= ad
(x
i1
1 x
i2
2 ···x
in
n )
{p} ,
and therefore get the restricted Lie structure on (A, {−,−}) by Lemma 1.3. For
convenience, we denote xI = xi11 x
i2
2 · · ·x
in
n and |I| = i1+· · ·+in for I = (i1, · · · , in).
If |I| = 0, then xI = 1, we define 1{p} = 0 and if |I| = 1, then xI = xi for
some 1 ≤ i ≤ n. We define xi
{p} = γ(xi) for each 1 ≤ i ≤ n. By hypothesis,
adpxI = ad(xI){p} for any I with |I| = 0, 1.
Proceeding by induction and assuming that (xI)
{p}
has been defined such that
adpxI = ad(xI){p} for any x
I with |I| ≤ m. For each monomial xI of degree m +
1, we assume that k is the smallest subscript such that ik ≥ 1 in I, i.e. I =
(0, · · · , 0, ik, · · · , in) and define
(xI)
{p}
=xpk(x
ik−1
k x
ik+1
k+1 · · ·x
in
n )
{p}
+ (xik−1k x
ik+1
k+1 · · ·x
in
n )
pxk
{p}(E6.1.1)
+ Φp(xk, x
i1−1
k x
ik+1
k+1 · · ·x
in
n ).
By Lemma 3.2(1) for (x, y) = (xk, x
ik−1
k x
ik+1
k+1 · · ·x
in
n ) and the above definition, we
have adp
xI
= ad(xI){p} for any |I| = m + 1, which completes the induction. By
Lemma 1.3, A has a weakly restricted Poisson structure.
Now let b be the set of all monomials, which is a k-basis of A. We prove that
(E3.5.1) holds for any pair of elements (x, y) in b by induction on degx + degy.
If x or y is 1, then (E3.5.1) holds trivially, which also takes care of the case when
m := degx + degy ≤ 1. Suppose that the assertion holds for m and now assume
that degx + degy = m + 1. Let xy = xikk x
ik+1
k+1 · · ·x
in
n where ik > 0. By (E6.1.1),
the pair (xk, x
ik−1
k x
ik+1
k+1 · · ·x
in
n ) satisfies (E3.5.1). By symmetry, we may assume
that x = xkg. Then the above says that the pair (xk, gy) satisfies (E3.5.1). By
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induction hypothesis, the pairs (xk, g) and (g, y) satisfy (E3.5.1). By Proposition
4.6(2), (x, y) = (xkg, y) satisfies (E3.5.1). By induction, (E3.5.1) holds for any two
elements in b. Finally the main statement follows from Theorem 4.7. 
As a consequence, we have the following.
Example 6.2. Let L be a restricted Lie algebra. We claim that the polynomial
Poisson algebra A := k[L] (also denoted by S(L)) is a restricted Poisson algebra.
Let {xi}i∈I be a basis of L. Then, for each i, there is an γ(xi) := x
[p]
i ∈ L such
that adpxi = adγ(xi) when restricted to L. Since A is a polynomial ring over L, both
adpxi and adγ(xi) extends uniquely to derivations of A. Thus ad
p
xi = adγ(xi) holds
when applying to A. The claim follows from Theorem 6.1 and there is a unique
restricted structure (−)
{p}
on A such that
x{p} = x[p], ∀ x ∈ L.
Let V be a vector space. Then the free restricted Lie algebra RLie(V ) can be
defined by using the universal property or by taking the restricted Lie subalgebra
of the free associative algebra generated by V with the p-map being the p-powering
map. Now we can define the free restricted Poisson algebra generated by V .
Definition 6.3. Let V be a k-space. The free restricted Poisson algebra generated
by V is defined to be
FRP (V ) = k[RLie(V )].
The following universal property is standard [Sh, Lemma 1, p. 312].
Lemma 6.4. Let A be a restricted Poisson algebra and V be a vector space. Every
k-linear map g : V → A extends uniquely to a restricted Poisson algebra morphism
G : FRP (V )→ A such that g factors through G.
Continuing Example 6.2, when L is a restricted Lie algebra over k and S(L) :=
k[L] the symmetric algebra on L, then S(L) admits an induced restricted Poisson
structure. One natural setting in positive characteristic is to replace the symmetric
algebra S(L) by the truncated (or small) symmetric algebra s(L). By definition,
when L has a k-basis {xi}i∈I ,
(E6.4.1) s(L) = k[xi | i ∈ I]/(x
p
i , ∀ i ∈ I).
It is easily seen that s(L) admits a Poisson structure with the bracket {f, g} =∑
i,j
(
∂f
∂xi
∂g
∂xj
−
∂f
∂xj
∂g
∂xi
){xi, xj} for any f, g ∈ s(L). Next we show that s(L) has a
natural restricted Poisson structure.
Theorem 6.5. Let L be a restricted Lie algebra over k of characteristic p and let
s(L) be the Poisson algebra with the bracket induced by L. Then s(L) admits a
natural restricted Poisson structure induced by the p-map of L.
Proof. By Example 6.2, S(L) has an induced restricted Poisson algebra structure.
By (E6.4.1),
s(L) = S(L)/J
where J is the Poisson ideal generated by xpi for all i ∈ I. By Proposition 3.5(3),
(xpi )
{p}
= 0. By Lemma 4.2, J is a restricted Poisson ideal as desired. 
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7. Restricted Poisson algebras from deformation quantization
We will produce more examples in this section.
Let A be a commutative (associative) algebra. Let k[[t]] be the formal power
series ring in one variable t. A formal deformation ofAmeans an associative algebra
A[[t]] over k[[t]] with multiplication, denoted by mt, satisfying
mt(a⊗ b) = a ∗ b = ab+m1(a, b)t+ · · ·+mn(a, b)t
n + · · · ,
for all a, b ∈ A ⊂ A[[t]]. We should view A[[t]] as the power series ring in one
variable t with coefficients in A where the associative multiplication mt (or the star
product ∗) is induced by a family of k-bilinear maps {mi : A ⊗ A → A}i≥0 with
m0(a, b) = ab.
Define a bilinear map {−,−} : A⊗A→ A by setting {a, b} = m1(a, b)−m1(b, a).
It is easy to check that A together with the bracket {−,−} is a Poisson algebra.
Then (A, {−,−}) is called the classical limit of (A[[t]],mt), and (A[[t]],mt) is called
a deformation quantization of the Poisson algebra (A, {−,−}).
For every f ∈ A, we write the p-power of f as
(E7.0.1) f∗p =
∞∑
n=0
Mpn(f)t
n = fp +Mp1 (f)t+M
p
2 (f)t
2 + · · · ∈ A[[t]]
where Mpi (f) ∈ A for all i = 0, 1, 2, · · · .
Proposition 7.1. Let (A, ·, {−,−}) be a Poisson algebra over k and let (A[[t]], ∗)
be a deformation quantization of A. If Mpn(f) = 0 for 1 ≤ n ≤ p − 2 and f
p is
central in A[[t]] for all f ∈ A, then A admits a restricted Poisson structure.
Proof. Recall that f ∗ g =
∞∑
n=0
mn(f, g)t
n ∈ A[[t]] for all f, g ∈ A, where mn(f, g) ∈
A for all n. By the definition of the deformation quantization,
{f, g} = lim
t→0
f ∗ g − g ∗ f
t
= m1(f, g)−m1(g, f).
for all f, g ∈ A. Considering the Frobenius map f 7→ f∗p in A[[t]], we get
(E7.1.1) [f∗p, g]∗ = [f, · · · , f︸ ︷︷ ︸
p copies
, g]∗
for all f, g ∈ A.
Since [f, g]∗ = {f, g}t (mod t
2) and [−,−]∗ is k[[t]]-bilinear, we have
[f, · · · , f︸ ︷︷ ︸
p copies
, g]∗ ≡ {f, · · · , f︸ ︷︷ ︸
p copies
, g}tp (mod tp+1).
By assumption, Mpn(f) = 0 for 1 ≤ n ≤ p− 2 and f
p is central in A[[t]]. Using the
fact that (E7.1.1) or adf∗p(g) = (adf )
p(g), it follows that
{Mpp−1(f), g}t
p = {f, · · · , f︸ ︷︷ ︸
p copies
, g}tp (mod tp+1)
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or
(E7.1.2) {Mpp−1(f), g} = m1(M
p
p−1(f), g)−m1(g,M
p
p−1(f)) = {f, · · · , f︸ ︷︷ ︸
p copies
, g}
for all g ∈ A. We define f{p} = Mpp−1(f) for any f ∈ A, and prove that the map
f 7→Mpp−1(f) gives rise to a restricted Poisson structure on A.
Note that Definition 1.1(1) follows from (E7.1.2). Definition 1.1(2) follows from
the fact that (λf)∗p = λpf∗p. For condition in Definition 1.1(3), we consider the
Frobenius map of A[[t]], and get a restricted Lie structure of (A[[t]], [−,−]∗). It
follows from Example 1.2 that
(f + g)∗p − f∗p − g∗p = Λ∗p(f, g).
Computing the coefficients of tp−1 of the above equation, we get
(f + g){p} − f{p} − g{p} = Λp(f, g)(E7.1.3)
as desired.
Finally it remains to show (E3.4.1). By assumption, Mpn(f) = 0 for all 1 ≤ n ≤
p− 2. We compute the coefficient of tp−1 in the expression of f∗,2p as follows:
f∗,2p = f∗p ∗ f∗p
= (fp + tp−1Mpp−1(f) + · · · ) ∗ (f
p + tp−1Mpp−1(f) + · · · )
≡ f2p + 2fpMpp−1(f)t
p−1 (mod tp)
Assume that f ∗f = f2+ tW , whereW = m1(f, f)+m2(f, f)t+ · · · , and it follows
that
f∗,2p = (f∗2)∗p = (f2 + tW )∗p
= (f2)∗p + (tW )∗p + Λ∗p(f
2, tW )
≡ f2p +Mpp−1(f
2)tp−1 (mod tp)
Therefore, for all f ∈ A, f2
{p}
= 2fpf{p}, which is (E3.4.1). 
We now give some explicit examples.
Example 7.2. Let A = k[x, y] be a Poisson algebra over a field k of characteristic
p ≥ 3 with the bracket given by {x, y} = 1.
Let µ be the multiplication of the commutative algebra A[[t]]. By a direct cal-
culation, the Poisson algebra A admits a deformation quantization (A[[t]], ∗) with
the star product given by
f ∗ g = µ(exp(t(∂1 ⊗ ∂2))(f ⊗ g))
for all f, g ∈ A, where ∂1 and ∂2 are the partial derivatives of f with respect to the
variables x and y, respectively. To be precise, we have
f ∗ g =
∑
0≤n≤p−1
mn(f, g)t
n =
∑
0≤n≤p−1
tn
n!
(∂n1 f)(∂
n
2 g).
Clearly, fp ∗ g = fpg = g ∗ fp for any f, g ∈ A and hence fp is central in A[[t]].
Moreover, for every f ∈ A, we claim that
(E7.2.1) Mn(f) = 0 for 1 ≤ n ≤ p− 2.
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The proof of the above is given in Appendix. By Proposition 7.1, A admits a
restricted Poisson structure with the p-map f{p} = Mpp−1(f) for any f ∈ A. The
p-map agrees with (E4.8.2) when p = 3 and (E4.8.3) when p = 5.
The next is a generalization of the previous example.
Example 7.3. Let A = k[x1, · · · , xm] be a Poisson algebra with the bracket given
by {xi, xj} = cij ∈ k for 1 ≤ i < j ≤ n. By direct calculation, a deformation
quantization (A[[t]], ∗) of the Poisson algebra A is given by
f ∗ g = µ
exp
t ∑
1≤i<j≤m
cij∂i ⊗ ∂j
 (f ⊗ g)

for all f, g ∈ A, where ∂i is the partial derivative of f with respect to the variable
xi. This is well-defined by Remark 10.1(2). Clearly, f
p ∈ A ⊂ A[[t]] is central
for any f ∈ A. Being similar to the proof of Example 7.2 in Appendix, we have
Mn(f) = 0 for 1 ≤ n ≤ p − 2 and all f ∈ A. By Proposition 7.1, A admits a
restricted Poisson structure with the p-map f{p} =Mpp−1(f) for any f ∈ A. When
p = 3, the p-map is given in Example 4.10.
Example 7.4. Let B2n = k[x1, · · · , x2n]/I be the p-truncated polynomial Poisson
algebra in 2n variables over k, where the Poisson bracket is defined by
{f, g} =
n∑
i=1
(∂i(f)∂n+i(g)− ∂n+i(f)∂i(g))
for all f, g ∈ B2n, and I is generated by x
p
i , i = 1, · · · , 2n. In [Sk], Skryabin
introduced the notion of the normalized p-map on (B2n, {−,−}), say, 1
{p} = 0 and
f{p} ∈ m2 for all f ∈ m2, where m is the maximal ideal of B2n as an associative
algebra.
We consider the Poisson algebra A = k[x1, · · · , x2n] in Example 7.3 with the
bracket given by cij = δi+n,j for all 1 ≤ i < j ≤ 2n. Clearly, x
p
i is central and I is a
Poisson ideal of A. By Proposition 3.5(3), (xpi )
{p}
= 0 for all i ∈ I, and by Lemma
4.2, I is a restricted Poisson ideal of A. Therefore, it follows from Proposition 4.3
that the Poisson algebra B2n admits a restricted Poisson structure. Clearly, this
p-map is normalized.
8. Connection with restricted Lie-Rinehart Algebras
Some definitions concerning Lie-Rinehart algebras were given in Section 2. Let
A be a Poisson algebra and ΩA/k its Ka¨hler differentials. Then the pair (A,ΩA/k)
is a Lie-Rinehart algebra over k, where the anchor map α : ΩA/k → Der(A) is given
in (E2.2.2). Dokas introduced the notion of a restricted Lie-Rinehart algebra and
study its cohomology theory in [Do]. The goal of this section is to show that the
Lie-Rinehart algebra (A,ΩA/k) admits a natural restricted structure if the Poisson
algebra A is weakly restricted and ΩA/k is a free module over A.
Let (L, (−)[p] and (L′, (−)[p]) be restricted Lie algebras. A map f : (L, (−)[p])→
(L′, (−)[p]) is called a restricted Lie homomorphism, if f is a Lie algebra homomor-
phism and satisfies f(x[p]) = f(x)[p] for all x ∈ L.
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The following definition was introduced by Dokas [Do].
Definition 8.1. [Do, Definition 1.7] A restricted Lie-Rinehart algebra (A,L, (−)[p])
over a commutative k-algebra A, is a Lie-Rinehart algebra over A such that
(a) (L, (−)[p]) is a restricted Lie algebra over k,
(b) the anchor map is a restricted Lie homomorphism, and
(c) the following relation holds:
(aX)[p] = apX [p] + (aX)p−1(a)X
for all a ∈ A and X ∈ L.
We now prove Theorem 0.5.
Theorem 8.2. Let (A, ·, {−,−}, (−)
{p}
) be a weakly restricted Poisson algebra. If
the Ka¨hler differential ΩA/k is a free, then the Lie-Rinehart algebra (A,ΩA/k, (−)
[p])
is restricted, where the p-map of ΩA/k is defined by
(xdu)[p] = xpdu{p} + (xdu)p−1(x)du,
for all xdu ∈ ΩA/k.
Proof. Since ΩA/k is a free A-module, ΩA/k can be embedded into the universal
enveloping algebra U(A,ΩA/k) [Lemma 2.3]. By the proof of [Do, Proposition 2.2],
it suffices to show that
adpxdu(ydv) = [x
pdu{p} + (xdu)p−1(x)du, ydv]
for all xdu, ydv ∈ ΩA/k.
By Hochschild’s relation in [Ho1, Lemma 1], we get in U(A,L) the relation
(ι2(xdu))
p = ι1(x
p)(ι2(du))
p + ι2((xdu)
p−1(x)du)
for all xdu ∈ ΩA/k. Considering the Frobenius map of U(A,L), we have
[(ι2(du))
p, ι1(y)] = [ι2(du), · · · , ι2(du), ι1(y)] = ι1((adu)
p(y)),
and hence ι2(du)
pι1(y) = ι1(y)ι2(du)
p + ι1((adu)
p(y)) for all du ∈ ΩA/k, y ∈ A.
Moreover, for xdu, ydv ∈ ΩA/k ⊂ U(A,L),
[ι1(x
p)(ι2(du))
p, ι2(ydv)] =ι1(x
p)(ι2(du))
pι1(y)ι2(dv) − ι1(y)ι2(dv)ι1(x
p)(ι2(du))
p
=ι1(x
p)(ι1(y)(ι2(du))
p + ι1(adu)
p(y))ι2(dv)
− ι1(y)(ι1(x
p)ι2(dv) + ι1({v, x
p})(ι2(du))
p
=ι1(x
py)[(ι2(du))
p, ι2(dv)] + ι2(x
p(adu)
p(y)dv)
=ι1(x
py)ι2(ad
p
du(dv)) + ι2(x
p(du)p(y)dv)
=ι1(x
py)ι2(d(ad
p
u(v))) + ι2(x
p(adu)
p(y)dv),
and therefore,
ι2(ad
p
xdu(ydv)) =[(ι2(xdu))
p, ι2(ydv)]
=[ι1(x
p)(ι2(du))
p + ι2((xadu)
p−1(x)du), ι2(ydv)]
=ι1(x
py)ι2(d(ad
p
u(v))) + ι2(x
p(adu)
p(y)dv)
+ ι2([(xadu)
p−1(x)du, ydv])
=ι2(x
pyd(adpu(v))) + ι2(x
p(adu)
p(y)dv)
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+ ι2([(xadu)
p−1(x)du, ydv])
=ι2([x
pdu{p} + (xadu)
p−1(x)du, ydv]),
and hence adpxdu(ydv) = [x
pdu{p} + (xadu)
p−1(x)du, ydv] as desired. 
For Poisson algebrasA in Examples 4.8-4.10, 6.2, Theorem 6.5, Examples 7.2-7.4,
it is automatic that ΩA/k is free over A.
9. Restricted Poisson Hopf algebras
We first recall the definition of Poisson Hopf algebras. The notion of a Poisson
Hopf algebra was probably first introduced by Drinfel’d [Dr1, Dr2] in 1980s, see
also [DHL].
Definition 9.1. Let A be a Poisson algebra. We say that A is a Poisson Hopf
algebra if
(1) A is a Hopf algebra with usual operations ∆, ǫ, S.
(2) ∆ : A→ A⊗A and ǫ : A→ k are Poisson algebra morphisms and S : A→ A
is a Poisson algebra anti-automorphism.
To define restricted Poisson Hopf algebras, we need first show that tensor product
of two restricted Poisson algebras is again a restricted Poisson algebra.
Proposition 9.2. Let A and B be two restricted Poisson algebras. Then there is
a unique restricted Poisson structure on A⊗B such that
(E9.2.1) (a⊗ b)
{p}
= a{p} ⊗ bp + ap ⊗ b{p}
for all a ∈ A and b ∈ B.
Proof. First of all, it is well-known that A ⊗ B is a Poisson algebra with bracket
defined by
{a1 ⊗ b1, a2 ⊗ b2} = {a1, a2} ⊗ b1b2 + a1a2 ⊗ {b1, b2}
for all a1, a2 ∈ A and b1, b2 ∈ B.
Let {ai}i∈I (respectively, {bj}j∈J) be a k-basis of A (respectively, B) and assume
that 1A ∈ {ai}i∈I and 1B ∈ {bj}i∈J . Then {ai ⊗ bj}i∈I,j∈J is a k-basis of A⊗B.
For any a ∈ A and b ∈ B, adpa⊗b is a derivation. For any c⊗ d ∈ A⊗B, we have
adpa⊗b(c⊗ d) = (1⊗ d)ad
p
a⊗b(c⊗ 1) + (c⊗ 1)ad
p
a⊗b(1⊗ d)
= (1⊗ d)(adpa(c)⊗ b
p) + (c⊗ 1)(ap ⊗ adpb (d))
= (1⊗ d)(ada{p}(c)⊗ b
p) + (c⊗ 1)(ap ⊗ adb{p}(d))
= (1⊗ d)(ada{p}⊗bp(c⊗ 1)) + (c⊗ 1)(adap⊗b{p}(1⊗ d))
= (1⊗ d)(ada{p}⊗bp(c⊗ 1)) + (c⊗ 1)(ada{p}⊗bp(1⊗ d))
+ (1 ⊗ d)(adap⊗b{p}(c⊗ 1)) + (c⊗ 1)(adap⊗b{p}(1⊗ d))
= ada{p}⊗bp(c⊗ d) + adap⊗b{p}(c⊗ d)
= ada{p}⊗bp+ap⊗b{p}(c⊗ d).
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In particular,
adpai⊗bj = ad(ai{p}⊗bpj+a
p
i
⊗bj{p})
for all i and j. Since {ai ⊗ bj}i∈I,j∈J is a k-basis of A⊗B, by Lemma 1.3, there is
a unique weak restricted Poisson structure on A⊗B such that
(E9.2.2) (ai ⊗ bj)
{p} = ai
{p} ⊗ bpj + a
p
i ⊗ bj
{p}
for all i, j, which agrees with (E9.2.1). It remains to show that this weak restricted
Poisson structure on A ⊗ B is indeed a restricted Poisson structure and (E9.2.1)
holds.
We first prove (E9.2.1). By (E9.2.2), (ai ⊗ 1)
{p}
= ai
{p} ⊗ 1. It follows from
Definition 1.1 that
(E9.2.3) (a⊗ 1)
{p}
= a{p} ⊗ 1
for all a ∈ A. By symmetry, (1⊗ b)
{p}
= 1⊗b{p} for all b ∈ B. Since {ai⊗1, 1⊗bj} =
0, (E9.2.2) implies that the pair (ai ⊗ 1, 1 ⊗ bj) satisfies (E3.5.1). By Proposition
4.6(4), Rai⊗1 is a k-vector space; and by assumption, {bj} is a k-basis of B, we
have that Rai⊗1 ⊇ B. Or, for any b ∈ B, the pair (ai ⊗ 1, 1⊗ b) satisfies (E3.5.1).
By switching a and b and applying the same argument, one sees that any pair
(a⊗ 1, 1⊗ b) satisfies (E3.5.1). This means that
(a⊗ b)
{p}
= (a⊗ 1)
{p}
(1⊗ b)p + (a⊗ 1)p(1 ⊗ b)
{p}
+Φp(a⊗ 1, 1⊗ b)
= (a⊗ 1)
{p}
(1⊗ b)p + (a⊗ 1)p(1 ⊗ b)
{p}
= a{p} ⊗ bp + ap ⊗ b{p}.
So we proved (E9.2.1).
For the rest, we claim that for any pair of elements (ai ⊗ bj, ak ⊗ bl), (E3.5.1)
holds. By using (E9.2.3), (E3.5.1) holds for all pairs of the form (a⊗ 1, a′⊗ 1). By
symmetry, (E3.5.1) holds for all pairs of the form (1⊗b, 1⊗b′). By (E9.2.1), (E3.5.1)
holds for pairs of the form (a⊗1, 1⊗b). Set f = a⊗1, g = a′⊗1 and h = 1⊗b for any
a, a′ ∈ A and b ∈ B. Then (f, g), (g, h) and (fg, h) satisfy (E3.5.1). By Proposition
4.6(2), (f, gh) satisfies (E3.5.1). Or equivalently, (a⊗1, a′⊗b) satisfies (E3.5.1). By
symmetry, (1⊗ b, a⊗ b′), (a⊗ b, a′ ⊗ 1) and (a⊗ b, 1⊗ b′) satisfy (E3.5.1). Recycle
the letters and let f = a⊗ b, g = a′ ⊗ 1 and h = 1⊗ b′. We have that (f, g), (g, h)
and (fg, h) all satisfy (E3.5.1). By Proposition 4.6(2), (f, gh) satisfies (E3.5.1).
By choosing special a, a′, b, b′ we have that (ai ⊗ bj , ak ⊗ bl) satisfies (E3.5.1) as
desired. This says that every pair of elements from the k-basis {ai ⊗ bj}i∈I,j∈J
satisfies (E3.5.1). By Theorem 4.7, the weak restricted Poisson structure on A⊗B
is actually a restricted Poisson structure.
The above proof shows that there is a unique restricted Poisson structure on
A⊗B satisfying (E9.2.2). Since (E9.2.1) is a consequence of (E3.5.1), the assertion
follows. 
Now it is reasonable to define a restricted Poisson Hopf algebra.
Definition 9.3. A restricted Poisson algebra H is called a restricted Poisson Hopf
algebra if there are restricted Poisson algebra maps ∆ : H → H⊗H , ǫ : H → k and
restricted Poisson algebra anti-automorphism S : H → H such that H together
with (∆, ǫ, S) becomes a Hopf algebra.
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One canonical example is the following.
Example 9.4. Let L be a restricted Lie algebra. Then s(L) (given in Theorem
6.5) is a restricted Poisson Hopf algebra with the structure maps determined by
∆ : x→ x⊗ 1 + 1⊗ x,
ǫ : x→ 0,
S : x→ −x
for all x ∈ L. It is straightforward to check that s(L) is a restricted Poisson Hopf
algebra. Similarly, S(L) (given in Example 6.2) is a a restricted Poisson Hopf
algebra with structure maps determined as above.
10. Appendix: The proof of (E7.2.1).
Let A = k[x, y] be the Poisson algebra with the Poisson bracket determined by
{x, y} = 1.
Recall from Example 7.2 that the deformation quantization of A is isomorphic to
an associative algebra (A[[t]], ∗) such that the star product of f, g ∈ A ⊂ A[[t]] is
given by
(E10.0.1) f ∗ g = µ(exp(t(
∂
∂x
⊗
∂
∂y
))(f ⊗ g)) = µ
(
∞∑
i=0
ti
i!
∂if
∂xi
⊗
∂ig
∂yi
)
,
where µ : A ⊗ A → A is the multiplication operation of A. Define a sequence of
Hasse-Schmidt derivations (or divided power derivations)
∂
(i)
1 =
1
i!
(
∂
∂x
)i
and ∂
(i)
2 =
1
i!
(
∂
∂y
)i
, ∀ i ≥ 0.
Then all of them are k-linear operations from A to A. Using these we can re-write
part of (E10.0.1) as
(E10.0.2) exp(t(
∂
∂x
⊗
∂
∂y
))(f ⊗ g) =
∞∑
i=0
i!∂
(i)
1 (f)∂
(i)
2 (g) =
p−1∑
i=0
i!∂
(i)
1 (f)∂
(i)
2 (g),
which is a sum of finitely many terms. Therefore (E10.0.1) is well-defined and the
summation in (E10.0.1) is finite.
Remark 10.1. Consider a generalization of (E10.0.1) in n variables. Let B =
k[x1, · · · , xn] and ∂i =
∂
∂xi
for i = 1, · · · , n.
(1) For each cij ∈ k, exp(t cij ∂i ⊗ ∂j)(f ⊗ g) is well-defined for all f, g ∈ B,
and it is a sum of finitely many terms as in (E10.0.2).
(2) For a set of {cij}1≤i,j≤n,
(E10.1.1) exp(t
∑
i,j
cij∂i ⊗ ∂j)(f ⊗ g) =
∏
i,j
(exp(tcij∂i ⊗ ∂j)) (f ⊗ g),
which is well-defined for all f, g ∈ B and is a sum of finitely many terms in
a similar fashion as (E10.0.2) (but more than p terms in general).
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We now go back to the case of two variables. Clearly,
∂ ◦ µ = µ(∂ ⊗ id + id⊗ ∂)
for ∂ =
∂
∂x
or
∂
∂y
, and hence
(
∂
∂x
⊗
∂
∂y
)n(µ⊗ id) = (µ⊗ id)(
∂
∂x
⊗ id⊗
∂
∂y
+ id⊗
∂
∂x
⊗
∂
∂y
)n
for all n ≥ 1. It follows that
exp(t
∂
∂x
⊗
∂
∂y
)(µ⊗ id) = (µ⊗ id) exp(t(
∂
∂x
⊗ id⊗
∂
∂y
+ id⊗
∂
∂x
⊗
∂
∂y
)),
and therefore,
(f ∗ g) ∗ h = µ(exp(t
∂
∂x
⊗
∂
∂y
)((f ∗ g)⊗ h)
= µ(exp(t
∂
∂x
⊗
∂
∂y
)((µ⊗ id) exp(t
∂
∂x
⊗
∂
∂y
⊗ id)(f ⊗ g ⊗ h)))
= µ(µ⊗ id)(exp(t(
∂
∂x
⊗ id⊗
∂
∂y
+ id⊗
∂
∂x
⊗
∂
∂y
+
∂
∂x
⊗
∂
∂y
⊗ id))(f ⊗ g ⊗ h))
In general, for k ≥ 2 and for f1, · · · , fk ∈ A ⊂ A[[t]],
f1 ∗ · · · ∗ fk = µ
k(exp(t
∑
1≤i<j≤k
∂ij(f1 ⊗ · · · ⊗ fk))).(E10.1.2)
where ∂ij = id
⊗i−1 ⊗
∂
∂x
⊗ id⊗j−i−1 ⊗
∂
∂y
⊗ id⊗k−j is a map from A⊗k to itself for
all 1 ≤ i < j ≤ k, µ2(a ⊗ b) = (ab) for all a, b ∈ A (extended to a commutative
multiplication on A[[t]]), and µk = µ2(µk−1 ⊗ id), k ≥ 3.
Denote byMpn(f) the coefficient of t
n in f∗p ∈ A[[t]], see (E7.0.1). For simplicity,
we denote the map
Φi1,··· ,inj1,··· ,jn = µ
p ◦ (∂i1j1 ◦ · · · ◦ ∂
in
jn
) : A⊗p → A
for 1 ≤ it < jt ≤ p, t = 1, · · · , n, n ≥ 1. It follows from the equation (E10.1.2) that
(E10.1.3) Mpn(f) =
1
n!
∑
1≤ir<jr≤p
r=1,··· ,n
Φi1,··· ,inj1,··· ,jn(f
⊗p)
for all 0 ≤ n ≤ p− 1.
Claim 10.2. Retain the above notation. Then Mpn(f) = 0 for all 1 ≤ n ≤ p − 2
and all f ∈ A.
This appendix is devoted to the proof of Claim 10.2. We need more notations.
Recall that an oriented graph is a pair G = (V (G), E(G)), where V (G) is the
set of vertices and E(G) is the set of edges. For α ∈ E(G), we denote by s(α) and
t(α) the source and the target of α, respectively.
Definition 10.3. An oriented graph G = (V (G), E(G)) is called a totally ordered
graph (called tograph for short), if the set V (G) of vertices is totally ordered set
with the ordering ≤ and for every α ∈ E(G), s(α) < t(α).
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Let G be a tograph (possibly with multiple edges). Being similar to usual ori-
ented graphs, for each v ∈ V (G), we denote the indegree of v by
d+G(v) = #{α ∈ E(G) | t(α) = v},
the outdegree of v by
d−G(v) = #{α ∈ E(G) | s(α) = v},
the degree of v by
dG(v) = d
+
G(v) + d
−
G(v).
For u, v ∈ V (G), we denote by ν(u, v) the number of the edges with the source u
and the target v, i.e. νG(u, v) = #{α ∈ E(G) | s(α) = u, t(α) = v}.
Let G and G′ be tographs. A bijection f : V (G) → V (G′) is called an iso-
morphism, if f preserves the order of vertices and νG(u, v) = νG′(f(u), f(v)) for
all u, v ∈ V (G). Two tographs G and G′ are said to be isomorphic, denoted by
G ∼= G′, provided that there exists an isomorphism between G and G′ . Clearly, the
automorphism group of a tograph G is a trivial group since f preserves the order
of vertices and V (G) is totally ordered. Suppose that G1, · · · , Gk and G
′
1, · · · , G
′
m
are the connected components of G and G′, respectively. Two tographs G and G′
are said to be equivalent, and denoted by G ∼ G′, if m = k and there exists a
permutation σ ∈ Sm such that Gi and G
′
σ(i) are isomorphic for each i = 1, · · · ,m.
Denote
Γn = {(i1, · · · , in; j1, · · · , jn) | 1 ≤ it < jt ≤ p, t = 1, · · · , n}.
For each given (i1, · · · , in; j1, · · · , jn) ∈ Γn, we can assign a tograph, denoted by
G( i1,··· ,inj1,··· ,jn ), where
• the set of vertices V (G( i1,··· ,inj1,··· ,jn )) = {1, 2, · · · , p} with the usual ordering of
natural numbers, and
• the set of edges E(G( i1,··· ,inj1,··· ,jn )) = {(it, jt) | t = 1, · · · , n}.
We denote by Gn the set of tographs G(
i1,··· ,in
j1,··· ,jn
) for all (i1, · · · , in; j1, · · · , jn) ∈ Γn.
We consider the lexicographical order on the set {(i, j) | 1 ≤ i < j ≤ p}. To be
precise, (i, j) < (i′, j′) if and only if i < i′ or i = i′, j < j′.
Let G and G′ be the tographs associated to elements (i1, · · · , in; j1, · · · , jn) and
(i′1, · · · , i
′
n; j
′
1, · · · , j
′
n) ∈ Γn, respectively. Clearly, G = G
′ if and only if there
exists a permutation σ ∈ Sn such that (i
′
k, j
′
k) = (iσ(k), jσ(k)) for all k = 1, · · · , n.
Therefore, for each (i1, · · · , in; j1, · · · , jn) ∈ Γn, there exists a permutation σ ∈ Sn
such that G( i1,··· ,inj1,··· ,jn ) = G(
iσ(1),··· ,iσ(n)
jσ(1),··· ,jσ(n)
) with (iσ(1), jσ(1)) ≤ · · · ≤ (iσ(n), jσ(n)).
Lemma 10.4. Retain the above notation.
(1) Let G be the tograph associated to (i1, · · · , in; j1, · · · , jn) ∈ Γn. Then
Φi1,··· ,inj1,··· ,jn(f
⊗p) =
∂dG(1)f
∂xd
−
G
(1)∂yd
+
G
(1)
· · ·
∂dG(p)f
∂xd
−
G
(p)∂yd
+
G
(p)
(E10.4.1)
where d−G(i), d
+
G(i) and dG(i) are the outdegree, the indegree and the degree
of the vertex i ∈ V (G), respectively.
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(2) Let G and G′ be the tographs associated to elements (i1, · · · , in; j1, · · · , jn)
and (i′1, · · · , i
′
n; j
′
1, · · · , j
′
n) ∈ Γn, respectively. Then
Φi1,··· ,inj1,··· ,jn(f
⊗p) = Φ
i′1,··· ,i
′
n
j′1,··· ,j
′
n
(f⊗p)
for all f ∈ A if and only if there exists a permutation σ ∈ Sn such that
(d+G′(i), d
−
G′(i)) = (d
+
G(σ(i)), d
−
G(σ(i)))
for all i = 1, · · · , p.
Proof. (1) By the definition of Φi1,··· ,inj1,··· ,jn , we immediately get the desired equality
(E10.4.1).
(2) By (1), it is clear. 
For convenience, we denote
G(i1,··· ,inj1,··· ,jn)(f) =
∂dG(1)f
∂xd
−
G
(1)∂yd
+
G
(1)
· · ·
∂dG(p)f
∂xd
−
G
(p)∂yd
+
G
(p)
,
and hence Φi1,··· ,inj1,··· ,jn(f
⊗p) = G(i1,··· ,inj1,··· ,jn)(f).
Corollary 10.5. Let G and G′ be the tographs in Gn. If G is equivalent to G
′,
then G(f) = G′(f) for any f ∈ k[x, y].
Remark 10.6. The converse of Corollary 10.5 does not hold and a counter-example
is G = G(112234 ) and G
′ = G(113234 ) when p = 5 and n = 3.
Sketch Proof of Claim 10.2. For each (i1, · · · , in; j1, · · · , jn) ∈ Γn, we denote by
N(i1,··· ,inj1,··· ,jn) the number of the tographs which are equivalent to G(
i1,··· ,in
j1,··· ,jn
).
We consider the decomposition
G(i1,··· ,inj1,··· ,jn) = G11 ∪ · · · ∪G1k1 ∪ · · · ∪Gr1 ∪ · · · ∪Grkr ,
where Gis, for 1 ≤ s ≤ ki and 1 ≤ i ≤ r, are connected components of G with
Gis ∼= Git for all 1 ≤ s, t ≤ ki, and Gis 6∼= Gjt for i 6= j. Denote |V (Gis)| = ni for
each i = 1, · · · , r. By definition, a tograph G′ is equivalent to G(i1,··· ,inj1,··· ,jn), if and
only if for each i = 1, · · · , r, G′ admits ki connected components being isomorphic
to Gi1. Therefore, by combinatorial counting, we have that
N(i1,··· ,inj1,··· ,jn) =
p!
(n1!)k1 · · · (nr!)krk1! · · · kr!
for each (i1, · · · , in; j1, · · · , jn) ∈ Γn. Clearly, if n ≤ p − 2, then the underly-
ing graph of G( i1,··· ,inj1,··· ,jn ) is not connected since |E(G(
i1,··· ,in
j1,··· ,jn
))| = n < p − 1 =
|V (G( i1,··· ,inj1,··· ,jn ))| − 1. Therefore, r ≥ 2 and 1 ≤ kt, nt < p for each t. Therefore, by
(E10.1.3),
Mpn(f) =
1
n!
∑
(i1,··· ,in;j1,··· ,jn)∈Γn
Φi1,··· ,inj1,··· ,jn(f
⊗p)
=
1
n!
∑
G∈Gn
n!∏
1≤u<v≤p ν(u, v)!
G(f)
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=
1
n!
∑
[G]∈Gn/∼
n!∏
1≤u<v≤p ν(u, v)!
p!
(n1!)k1 · · · (nr!)krk1! · · · kr!
G(f)
≡0 (mod p)
where the sum
∑
[G]∈Gn/∼
means that one take one element in each equivalence class
of Gn with respect to the relation ∼. 
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