Accurate and fast extraction of the foreground object is one of the most significant issues to be solved due to its important meaning for object tracking and recognition in video surveillance. Although many foreground object detection methods have been proposed in the recent past, it is still regarded as a tough problem due to illumination variations and dynamic backgrounds challenges. In this paper, we propose a robust foreground object detection method with two aspects of contributions. First, we propose a robust texture operator named Robust Local Binary Similarity Pattern (RLBSP), which shows strong robustness to illumination variations and dynamic backgrounds. Second, a combination of color and texture features are used to characterize pixel representations, which compensate each other to make full use of their own advantages. Comprehensive experiments evaluated on the CDnet 2012 dataset demonstrate that the proposed method performs favorably against state-of-the-art methods.
Introduction: Foreground object detection for a stationary camera is one of the essential tasks in many computer vision and video analysis applications such as object tracking, activity recognition, and humancomputer interactions. As the first step in these high-level operations, the accurate extraction of foreground objects directly affects the subsequent operations. Background subtraction is the most popular technology used for foreground object detection, the performance of foreground extract highly depended on the reliability of background modeling. In the past decades, various background subtraction methods have been proposed by researchers, most of them are classified as pixel-based method due to their low complexity and high processing speed. However, pixel-based methods are very sensitive to illumination variations in the scene, the remedy to this issue is to introduce the spatial information. Local Binary Pattern (LBP) feature [1] is one of the earliest and most popular texture operator proposed for background subtraction and has shown favourable performance due to its computational simplicity and tolerance against illumination variations. However, LBP is sensitivity to subtle local texture changes caused by image noise. To deal with this problem, Tan et al. proposed the Local Ternary Pattern (LTP) operator [2] by adding a small tolerance offset. However, LTP is not invariant to illumination variations with scale transform as the tolerance is constant for every pixel position. Recently, Scale Invariant Local Ternary Pattern (SILTP) operator was proposed in [3] and shown its tolerance against illumination variations and local image noise within a range, due to employs a scalable tolerance offset associated with the center pixel intensity. More recently, Local Bianry Similarity Pattern (LBSP) was proposed in [4] , this operator is based on absolute difference and is calculated both inside a region of an image and across regions between two images to take more spatiotemporal information into consideration. Despite the numerous texture features have been proposed, the main challenges in background modeling come from dynamic environments result from sudden or gradual illumination variations and periodic movements of backgrounds such as swaying trees, rippling water, camera jitter, and so on. Thus, this task remains challenging when the scene contains illumination variations and dynamic backgrounds at the same time. In this paper, we propose a novel texture feature named Robust Local Binary Similarity Pattern (RLBSP), which performs robustly against both illumination variations and dynamic backgrounds challenges. Using the CDnet 2012 dataset [5] , we evaluate our method against numerous surveillance scenarios and the experimental results show that the proposed method outperforms most state-of-the-art background subtraction methods.
Robust Local Binary Similarity Pattern: Binary feature operators are popularly employed in background subtraction area due to their low complexity, discriminative and illumination invariance. Most of them are based on the comparisons between pixel pairs in different configurations. For example, Local Binary Pattern (LBP) works with eight-neighbors of each pixel, using the value of the center pixel as the threshold and considering the result as a binary string. The Scale Invariant Local Ternary Pattern (SILTP) operator defines a new threshold strategy which makes the operator invariant under scale transform of pixel intensities, and each comparison will produce a two-bits encoder. However, recent 0  26 42 16 38   21  5  23 35 55 38 26   20 19  86  28  92 70   133  181  126   59   68  17  24   121  167  96  71  117  18  24   63  48  21  30  96  50  34   102  48  0  5  45  40  28   0  1  2  3  4  5  6   7  8  9  10  11  12  13   14   21   27   34   41   15   22   28   35   42   16   23   29   36   43   17  18  19  20   24  25  26   31  32  33   38 research shows that the two-bits encoding is a coarse thresholding scheme due to the non-normal distribution of background statistics. Calculating the feature should not be based on strictly comparisons such as < and >, but using absolute difference. Thus, in [4] , Local Bianry Similarity Pattern (LBSP) operator proposes to calculate local similarity in a 5 × 5 region based on the absolute difference. Fig. 1 (a−c) presents the encoding pattern of the three described texture operators. However, these LBP-like features are often too sensitive to local changes in dynamic background and highly noise regions. To solve this problem, we propose a robust local binary similarity pattern operator called RLBSP. Let a pixel p at a certain location of an image I, the coordinate of p is (xp, yp) and there are P neighboring subregions g i spaced on an n × n region R (see Fig. 1(d) ). Then the RLBSP operator applied to p can be expressed as follows:
where Ip is the intensity value of center pixel p, Ig i is the average intensity value of its neighboring subregion g i , denotes concatenation operator of binary strings and S is a thresholding function which is defined as:
where τ is a relative threshold value(which is set to 0.14 in this paper). The neighboring sub-areas g i are calculated as follows: Fig. 1(d) gives an example to show the encoding procedure of the proposed RLBSP texture operator. For a given pixel p with an intensity value of 59 in the current frame I, its 7 × 7 neighboring region R is divided into 16 subregions g i . Then in each subregion g i , we first calculate its average intensity value Ig i according to Eq.(3), and then make a comparison with the central pixel Ip to get a one-bit encoder according to Eq.(2). Finally, the 16 one-bit encoders are concatenated together to form a 16-bits string: 11011111 11110111, which is regarded as the RLSBP operator of the given pixel p.
Since the RLBSP texture operator is an extension of other texture operators, it remains the advantages of the robustness to illumination variations and local image noises. Besides, by taking more spatial information into consideration and using the subregion average strategy, the proposed RLBSP is more robust for dynamic backgrounds and is more promising for practical application.
Modeling Background with RLBSP: The local texture features achieve good tolerance against illumination variations in rich texture regions, however, it fails when both the foreground object and background image contain uniform and flat regions with less texture information. For example, walls or floors as background and color clothes as foreground have same texture information, so it is difficult to distinguish them by simply relying on the texture features. To handle these situations, in arXiv:1810.06797v2 [cs.CV] 18 Oct 2018 this letter, we proposed to create our background model by integrating advantages of both texture feature and color feature. Since texture features are not numerical values, traditional background modeling methods such as GMM [6] , KED [7] are not suitable for modeling RLBSP into background. Fortunately, inspired by the sample consensus method [8] , we develop an innovative mechanism that combines RLBSP feature and color feature. The overview of the procedure is presented in Algorithm 1. The algorithm contains several parameters and their values are similar to [8] with: N = 50, # min = 2, Rc = 15, Rt = 5, and φ = 16. for each pixel p(x, y) in the current frame
Experimental results: To evaluate the use of RLBSP for foreground object detection, we use a standard Change Detection dataset (CDnet 2012) available in [5] . Seven different quantitative metrics have been defined: Recall (Re), Specificity (Sp), False positive rate (FPR), False negative rate (FNR), Percentage of wrong classifications (PWC), Precision (Pr), F-Measure (FM). All these metrics range from 0 to 1, for Re, Sp, Pr and FM metrics, higher values indicate more accuracy while for PWC, FNR and FPR metrics, lower values indicate better performance. Generally speaking, a foreground detection method is considered good if it gets high recall scores and without sacrificing precision. So, the F-Measure metric is mainly accepted as a good indicator of the overall performance of different methods. We use the tools provided by the authors of [5] to compute these metrics. In Table  1 , we report the seven metric scores on each category in CDnet 2012 dataset. We can see that our method performs well on the dynamic background, camera jitter and shadow categories. Then, we compare the F-Measure performance of the proposed method against some stateof-the-art methods in Table 2 , the results show that our RLBSP-based foreground detection method is much more robust than other methods with LBSP [4] and [1] texture features on the dynamic background and camera jitter categories. The processing speed of the proposed method is also evaluated to show that it has low computational complexity and is suitable for real time applications. For a sequence with the frame size of 320 × 240, it runs at 41 fps with a 3.6 GHz Intel Core i7 7700 CPU.
Conclusion:
In this paper, we propose a robust texture operator named Robust Local Binary Similarity Pattern (RLBSP) for foreground object detection. The RLBSP shows strong robustness to illumination variations and dynamic backgrounds scene conditions. To handle the limitation of texture feature in uniform regions, we combine the color and texture features to characterize pixel representations. Experiments evaluated on the CDnet 2012 dataset show that the proposed method outperforms stateof-the-art methods and runs in real-time performance.
