Abstract. We propose a general method for estimating the distance between a compact subspace K of the space L 1 ([0, 1] s ) of Lebesgue measurable functions defined on the hypercube [0, 1] s , and the class of functions computed by artificial neural networks using a single hidden layer, each unit evaluating a sigmoidal activation function. Our lower bounds are stated in terms of an invariant that measures the oscillations of functions of the space K around the origin. As an application we estimate the minimal number of neurons required to approximate bounded functions satisfying uniform Lipschitz conditions of order α with accuracy .
Introduction
During the last decade a great deal of research in the field of approximation theory has been done to approximate real valued functions using artificial neural networks (ANN's) with one or more hidden layers, each neuron evaluating a sigmoidal or radial basis function (see [1] [2] [3] [4] [5] [6] [7] [8] [9] ). A typical result in this context is a density result showing that an ANN can approximate a given function in a given class to any degree of accuracy provided that enough number of neurons can be used.
One of the most general results in the core of approximation by ANN's states that any continuous function can be approximated to any degree of accuracy by a single hidden layer ANN having a non-polynomial activation function provided that sufficiently many hidden units are available ( [10] ). This powerful statement extends the seminal theorems by Hornik, Stinchcombe and White( [11] ) where approximation by multilayer ANN's is proven for L p functions under the L p norm and for continuous functions with respect to the uniform norm. Regarding the single hidden layer case it is also known that ANN's with a hidden layer are capable of providing an optimal order of approximation for functions assumed to admit a given number of derivatives, if the activation functions evaluated by each principal element satisfy certain technical conditions (see [6] ). Under these conditions it is also possible to construct networks that provide a geometric order of approximation for analytic target functions.
A related important problem is the complexity problem; i. e. to determine the number of neurons required to guarantee that all functions, assumed to belong to a certain function class, can be approximated within a prescribed accuracy . For this problem upper and lower bounds are of interest. An upper bound for the complexity problem is provided by the result of Barron ([1] ). He proved that if the function is assumed to satisfy certain conditions in terms of its Fourier transform, and each of the neurons evaluates a sigmoidal activation function, at most O( −2 ) neurons are needed to achieve the order of approximation . A very common assumption about the function class is defined in terms of the number of derivatives that a function possesses. For example one is interested in approximating all real valued functions of s real variables having a continuous gradient. It is shown in [12] that any reasonable scheme to approximate up to order any function of this class must depend upon at least Ω( −s ) parameters. If one restricts to functions having r continuous derivatives then the general results by Devore, Howare and Michelli [12] indicate that the number of neurons is Ω(
While the complexity problem of approximation by ANN's has been studied in depth for classes of functions satisfying certain conditions on the derivatives, the problem of whether a certain class of integrable functions without assuming differentiable conditions can be optimally approximated is less known. However this last problem is of practical interest since very often target functions coming from real world problems cannot be assumed to possess differentiability properties.
Through out this paper we focus on the complexity problem for L 1 functions, i.e., given a class of non-polynomial activation functions (like for instance the sigmoidal function), determine lower bounds for the number of neurons needed to approximate compact subspaces of Lebesgue measurable functions defined on hypercubes of the kind [0, 1] s to achieve order of approximation . More concretely, we provide a general method for estimating the distance between a compact subspace K of L 1 ([0, 1] s ) and the class of functions computed by ANNs using a single hidden layer, each unit evaluating a sigmoidal activation function. Our lower bounds are stated in terms of an invariant that measures the oscillations of functions of the space K around the origin. As an application we estimate the minimal number of neurons required to approximate bounded continuous functions satisfying an uniform Lipschitz condition of given order α with accuracy . Our lower bound for these functions is of the kind (using the Big O notation for complexity bounds)
The paper is organized as follows. Section 2 describes the mathematical formalization of our approximation problem and the statement of the main results. Section 3 is devoted to explain the main technical details of our method for computing lower bounds. Section 4 and Section 5 sketch the proofs of the main result and their applications.
Main Results
Let s, n ≥ 1 be integers. An artificial network N with a single hidden layer consisting of n neurons with sigmoidal activation function σ evaluates a function Φ : IR s → IR of the form
where x ∈ IR s , the weights w k are vectors with s real components, the thresholds b k ∈ IR, the coefficients a k ∈ IR for 1 ≤ k ≤ n, σ : IR → IR, σ(y) = 1 1+e −y , is the activation function and '·' denotes the inner product. We shall denote by Π Φ,n,s the set of functions: 
where || · || denotes the
, and µ is the Lebesgue measure. Since the target function f is unknown the quantity of interest is the degree of approximation of subspaces K of L by functions of Π Φ,n,s , that is:
Our search for lower bounds of ε Φ,n,s leads to the following definition.
and any non-negative integer m, the invariant (K, m) is defined as the supremum of all real numbers δ ≥ 0, such that there are points x 1 , . . . , x m ∈ [0, 1] s satisfying:
Next we state our main result.
Theorem 1.
There is an integer number p > 0, such that for m big enough depending only on n and s and for any compact subset K of the normed linear space L 1 ([0, 1] s ) the following holds:
As application of Theorem 1 we have the following result.
Corollary
Remark 1. Note that from Corollary 1 we immediately obtain a lower bound for the minimal number of neurons required to approximate within accuracy functions in H α,s . This bound is of the kind:
as it was claimed in the introduction.
Partitions of the space of parameters
s be a set of m points. Let us consider the set of m functions given by:
where a := (a 1 , . . . , a n ) ∈ IR n , b := (b 1 , . . . , b n ) ∈ IR n , w := (w 1 , . . . , w n ) with w k ∈ IR s for all k, 1 ≤ k ≤ n and σ being the sigmoid function. In what follows for each k, 1 ≤ k ≤ n and for each j, 1 ≤ j ≤ s, the j − th component of vector w k will be denoted by w kj . Similarly the j − th component of point x i will be denoted by x ij . Our analysis of functions Φ i relays in the properties of Pfaffian functions. We briefly recall this notion (see [13] for a complete exposition of the theory of Pfaffian functions).
Definition 2. Let U ⊂ IR
n be an open domain. A Pfaffian chain of length q ≥ 0 and degree D ≥ 1 in U is a sequence of real analytic functions f 1 , . . . , f q in U satisfying differential equations
for i = 1, . . . q where P i,j ∈ [y 1 , . . . , y n , z 1 , . . . , z i ] are polynomials of degree ≤ D. Proof. For each k, 1 ≤ k ≤ n, for each i, 1 ≤ i ≤ m define the functions f ki : IR n(s+2) → IR as follows.
where σ is the sigmoid function. Since the derivative of σ, σ , satisfies σ = σ(1 − σ), functions f ki satisfies the following partial differential equations for all k, i with 1
and
It follows from Equations 12, 13, 14, 15 and 16 that the family of nm functions {f ki } 1≤k≤n,1≤i≤m is a Pfaffian chain of length q = nm of degree bounded by D = 2. Let y 1 , . . . , y n be new variables. For 1 ≤ i ≤ n define de degree two polynomials:
It is clear from the definition of functions Φ i that for each i, with 1 ≤ i ≤ m, the following holds.
Next, from Equation 18 we conclude that functions Φ i 's are Pfaffian of length nm and degree (D, d) = (2, 2) as wanted.
Counting the number of consistent sign assignments to functions Φ i
A non zero sign assignment to a real valued function f is one of the (in)equalities: f > 0 , f < 0. A non zero sign assignment to a set of m real valued functions is consistent if all m inequalities can be satisfied simultaneously by some assignment of real numbers to the variables. We state here a bound on the number of consistent non zero sign assignments to a finite set of m functions {Φ i } 1≤i≤m as defined in Equation 8 .
Lemma 1. The number of consistent non-zero sign assignments to any subset of m functions {Φ i } 1≤i≤m is bounded above by the quantity:
Lemma 1 is now a consequence of Proposition 1 and the following technical statement. The technical details of the proof are omitted. Φ 1 (a, b, w) , . . . , sign Φ m (a, b, w) ). Let us take f ∈ K satisfying condition 2 above. Note that for every (a, b, w) ∈ IR s(n+2) , there is i ∈ {1, . . . , m} such that |f ( x 1 ) , . . . , f (x m ). It is straightforward to check that ||S(f ) − (Φ 1 (a, b, w) , . . . , Φ m (a, b, w))|| S ≥ mδ.
Finally, we have:
and Theorem 1 follows.
Approximation in the L 1 norm
This section illustrates the application of Theorem 1. We sketch here the proof of Corollary 1. Let r be the least integer such that r s ≥ g(n, s), where g(n, s) is as in 
Thus the invariant (K, m) introduced in Definition 1 is bounded below by 24. Assuming that r ≥ 2 Equation 7 of Corollary 1 follows from Theorem 1.
Acknowledgments
This work was partially supported by Spanish Grants TIN2007-67466-C02-02, MTM2007-62799 and Spanish FPU program.
