A marine vessel re-identification system has to determine whether or not different images represent the same vessel. Accurate vessel re-identification improves onshore closed-circuit television monitoring in a vessel traffic services system as well as onboard surveillance of surrounding vessels. However, because ships are rigid bodies and the marine environment is harsh, the accurate re-identification of vessels at sea can be very difficult. We describe a marine vessel-re-identification framework, Globaland-Local Fusion-based Multi-view Feature Learning (GLF-MVFL), which is based on a combination of global and fine-grained local features. GLF-MVFL combines cross-entropy loss with our newly-developed orientation-guided quintuplet loss. We exploit intrinsic features of marine vessels to optimize multi-view representation learning for re-identification. GLF-MVFL uses ResNet-50 as the backbone network to extract features for simultaneous quintuple input. It detects and discriminates between features and estimates viewpoints to form a comprehensive re-identification framework. We created an annotated large-scale vessel retrieval dataset, VesselID-539, which contains images from viewpoints similar to those of an autonomous surface vessel, to use in evaluating the performance of the model. Extensive experiments and analysis of the results obtained from using VesselID-539 demonstrate that our approach significantly increases the accuracy of vessel re-identification and is more effective and robust for images from different viewpoints than other approaches.
I. INTRODUCTION
An autonomous surface vessel (ASV) is a robotic agent that must sense its surroundings in real-time and identify where shores, islands, or other vessels around it are located. In practice, the obstacles most likely to be encountered by an ASV at sea are nearby vessels, making it important that the ASV is able to detect and track them in real-time. The ASV must recognize essential cues to support the advanced driver The associate editor coordinating the review of this manuscript and approving it for publication was Wen Chen .
assistance system (ADAS) in avoiding collisions and making decisions concerning compliance with the International Regulations for Preventing Collisions at Sea (COLREGs) [1] . The ASV must be aware of the movement of surrounding vessels when making decisions for collision avoidance, possibly in case of emergency. In the past, detection and tracking of targets at sea has depended on radar and automatic identification systems (AIS), which treat a vessel as a point. However, this approach led to uncertainty because it ignores the size of a vessel. To determine the size of a vessel, it is necessary for the identification system to detect and re-recognize the vessel from multiple camera frames that may not be consecutive. An ASV must determine whether or not frames identify the same vessel and then decide whether to associate them with existing tracklets or initiate a new track. By doing this, the problem of repetitive tracklet initiation is overcome.
Re-identification of vessels is similar to the reidentification of pedestrians [2] - [6] or vehicles [12] , [14] - [17] . It is important for security surveillance, and in the creation of intelligent transportation systems (ITS) at sea [10] . Fig. 1 shows the four principal stages of vessel re-identification: vessel detection, feature extraction, feature transformation, and creation of a similarity metric. Re-identification of people is significantly different from re-identification of marine vessels. There are three categories of problems that vessel re-identification must address. Vessels in the same class are rigid and homogeneous, and therefore highly similar, thus making it difficult to detect the subtle differences between them. Large ships vary significantly in appearance when the viewpoint changes. And, as far as we know, there is no available large-scale vessel re-identification dataset, whereas datasets for person re-identification are readily available. The extensive research on person and vehicle recognition can be used as a guide for vessel re-identification, although the conditions under which an onboard camera must operate are much harsher than those of the other two applications. A generalized model based on the visual appearance of vessels is urgently needed for vessel re-identification. To address these challenges and facilitate future research, we built a large-scale image dataset of marine vessels. The images have a variety of angles of view and are mainly from ship-borne cameras.
A. CONTRIBUTIONS
This study was developed in three stages. We first created a large-scale well-annotated dataset both for this study and future research needs. We then developed a deep learning framework for vessel re-identification that included a feature detection and discrimination module. The module extracts fine-grained local features and weights them according to global and local conditions, thereby ranking their importance. Finally, we derived a novel loss function and an orientation-guided quintuple loss function, based on viewpoint estimation and sample data mining.
In the remainder of this paper, Section II reviews the related literature. Section III gives a detailed description of the VesselID-539 dataset, including the methods we used to collect and annotate images. Section IV describes our methodology, and Section V presents our experimental designs and our analysis of the results.
II. RELATED WORK
In this section, we briefly review related work in generic object re-identification (emphasizing person and vehicle reidentification) and marine vessel detection and identification. We then outline developments in feature identification and discrimination and viewpoint estimation.
Person re-identification is intended to identify the same pedestrian from different camera views. Zajdel et al. were the first to address pedestrian re-identification in solving the cross-camera data association problem using multi-target multi-camera (MTMC) tracking [2] . Zheng et al. divided person re-identification into two stages: person detection and person re-identification, which latter is in turn divided into two steps: feature extraction and estimating feature similarity [3] . Hermans et al. developed TriHard loss to enable training networks to learn from hard samples [4] . Cai et al. created an attention network built on multi-scale and multipart masks [5] . Heo et al. developed a teacher-student-based semi-supervised framework to estimate a person's attitude and orientation [6] . However, these state-of-the-art part-based and fine-grained methods for person re-identification do not work well on marine vessels well because the attitude of a ship can change greatly from different viewpoints. There are many widely-used person re-identification datasets, including Market1501 [7] , MARS [8] , DukeMTMC-reID [9] and CUHK-SYSU [11] .
2) VEHICLE RE-IDENTIFICATION
Vehicle re-identification is fundamental to automatic vehicle control and has been extensively researched. Liu et al. created a large-scale dataset for vehicle re-identification and introduced a mixed difference network (MDNet) for vehicle recognition and re-identification [12] . Xiang et al. developed a global topological constraints network for fine-grained vehicle recognition [13] . They modeled the interactions between components using global constraints and incorporated them into a unified CNN network. Bai et al. developed a group-sensitive triplet embedding process (GS-TRE) to extract fine-grained vehicle features to resolve the problem of variation in features between different classes of vehicle [14] . Guindel [16] . Vehicle re-identification datasets include VehicleID [12] , VeRi-776 [17] , VERI-Wild [18] , and CityFlow [19] .
B. MARINE VESSEL DETECTION AND IDENTIFICATION
There have been many recent developments in ship detection and recognition based on remote sensing images [20] . The major drawbacks of using remote sensing images are that they VOLUME 8, 2020 are taken from overhead and that they cannot be processed in real-time due to the long period between sensing and re-use. The development of edge discrimination enables us to create improved re-identification techniques for ASVs. Ward et al. synthesized a NAVHAZ dataset to avoid collisions at sea [21] . They generated 20 equally-spaced angles of the headway of each ship under different weather conditions and different sea states. Heyse et al. developed a method of identifying marine vessels using multi-level descriptions and created a refined multi-level classifier based on deep features [22] . Qiao et al. addressed ship re-identification for the long-term tracking of vessels at sea by considering each image as a set of visual cues [23] . Tian et al. used a word bag model to recognize depth features [24] and demonstrated its use on a large image gallery. Hilton et al. investigated the use of a capsule network to address viewpoint invariance in the classification of marine vessels [25] . Jinwen et al. introduced a graphic model based on energy loss in the metric-learning phase of a ship recognition algorithm [10] . To our knowledge, there is only one small dataset that has been created for ship re-identification [26] .
C. VIEWPOINT ESTIMATION AND DISCRIMINATIVE FEATURE-BASED MODELS 1) VIEWPOINT ESTIMATION
Variation in the viewpoint of a vessel makes vessel reidentification a difficult task, while viewpoint can be estimated accurately in person and vehicle re-identification. Estimation of viewpoint is critical in both predicting vessel trajectory and vessel re-identification. Current efforts in this field concentrate on the use of convolutional features for estimating the viewpoint of the object. These attempts can be categorized into two types: direct estimation from features derived from the appearance of the vessel, and calculation from predicted key points. Saquib et al. developed an attitudesensitive embedding network model which took account of a person's attitude and orientation; they incorporated the individual's features by weighting three-way views [27] . Ghahremani et al. utilized a single-shot detector to combine classification of the vessel type with an estimation of the viewing angle [28] . Li et al. introduced a viewpoint discernibility matrix to resolve viewpoint ambiguity caused by poor light or adverse weather conditions [29] . Wang et al. proposed an orientation-invariant feature-embedding framework for vehicle re-identification, which aggregated viewpointbased features extracted from 20 predefined points in four orientations [30] .
2) DISCRIMINATIVE FEATURE-BASED MODELS
Recent studies in person re-identification and vehicle reidentification have shown that global features alone are insufficient to differentiate near-identical objects because they lack fine-grained features necessary for individual discrimination [31] . Extracting partial features from multiple images has been shown to be effective; it significantly improves recognition and is increasingly used in fine-grained object recognition. Sun et al. developed a feature-based convolutional baseline approach which divides the entire image of a pedestrian into fixed equal parts in the horizontal direction, assigns a soft weight to the spatial distribution of each part, and eventually aligns them [32] . Tan et al. built on previous work to develop the multiple granularities network for person re-identification [33] by using two horizontal stripes and two vertical stripes (i.e., 2 × 2 grids) to semantically characterize vehicle features [34] . He et al. improved the detection of local features by combining partial and global features during the training phase [31] . Tan et al. developed the EfficientNet scaling method by uniformly scaling up CNN width, depth and resolution using a compound scaling method [35] . We used EfficientNet as the feature extractor to locate discriminative features in the images.
III. THE MARINE VESSEL RE-IDENTIFICATION DATASET
We built and annotated a large-scale image database, VesselID-539, to use in evaluating the model we propose and to support future research into vessel re-identification or finegrained feature recognition. To the best of our knowledge, VesselID-539 is the largest corpus to date for marine vessel re-identification. In this section, we describe the collection and annotation of the dataset.
A. DATA COLLECTION
The marine vessel images dataset VesselID-539 was created using images from the website Marine Traffic (www. marinetraffic.com) for the period 2019-03-13-2019-03-16. (The download links for raw images and the processing and annotation script will be made public after this paper is accepted.) The raw vessel image dataset contains over 149 465 images of 511 vessels. These images were captured mainly by professional photographers around the world, from onboard or onshore cameras, at different times and locations. Each ship in the VesselID-539 dataset is represented by numerous images from different viewing angles showing different aspects. Fig. 2 shows some sample images for four different challenging scenarios.
B. ANNOTATION DESCRIPTION
We used YOLOv3 [36] to automatically locate the bounding box (BBox) of a vessel by using the pretrained weight from ImageNet and then fine-tuning it on the MARVEL dataset [37] . Table 1 displays the feature map and anchor box of the VesselID-539 dataset.
We manually corrected a number of annotations mislabeled by YOLOv3, relabeled some missing BBoxes, and identified the vessel of interest if there were two or more vessels in the image. The images of some vessels cover periods of up to several years, so we consider the same vessel with different colors or different loading conditions (e.g., container ships under full load or ballast conditions) as different vessels. Fig. 3 shows the statistics for VesselID-539, which indicates the number of vessels falling into a certain interval, the number of discriminative features for each vessel, and the distribution of the viewpoints for each vessel. The predefined orientation bins are discussed in Section IV.
After data cleaning and relabeling, we had acquired 149 363 vessel images belonging to 539 vessels. There are on average 277 images per vessel in VesselID-539; maximum images per vessel are 1414 and minimum images per vessel are 3, as shown in Fig. 3(a) . The work was done by six volunteers over two weeks. The statistical distributions of vessel type and hull color are shown in Fig. 4 .
We cropped each image to the size of the ship's BBox. To exploit more information for vessel re-identification, we annotated each image with rich attribute labels such as ship name, color of the hull (e.g., white, grey, black, and red) and vessel type (e.g., passenger ship, tug, cargo carrier and special craft) as well as the angle of view of the vessel (orientation); we refer to these as multi-features.
Although additional annotation increases the complexity of re-identification, it increases the flexibility necessary for realtime marine surveillance. For each cropped image of the vessel, we further manually annotated corresponding sub-BBoxes as multiple discriminative features, varying from one to four. A total of 447 926 sub-BBoxes were labeled in our VesselID-539 dataset. This work was done by ten volunteers over six weeks.
C. DATASET PARTITIONING
We divided VesselID-539 into training and test datasets using an 80/20 ratio, according to the empirical rule. The training set contained 104 554 images with 377 IDs, and the test set included 44 809 images with 162 IDs. The test set was further split into a probe set (20% of the IDs) and a gallery set (80% of the IDs). The partitioning of the dataset is shown in Fig. 5 . Table 2 shows a comparison of our VesselID-539 dataset with the only publicly available dataset [26] . The VesselID-539 dataset contains more images in total and on average for each vessel, and thus more samples from diverse viewpoints; it also provides semantic annotations of each vessel's characteristics.
IV. APPROACH
In this section, we describe the GLF-MVFL model in detail.
The architecture of the model is shown in Fig. 6 . In the GLF-MVFL pipeline, we identify the discriminative features and then extract local features from the fine-grained images and aggregate them. Global features and local features are concatenated for discriminative feature learning.
When determining the similarities in images of a ship captured from different viewpoints, or when comparing an image of part of a ship with an image of the entire ship, the nonintersecting regions will be a distraction for the GLF-MVFL model. We developed a partition-and-aggregate strategy in response to this challenge, which is magnified by intra-class variation and inter-class similarity. Note that we train the detection model and the re-identification model separately; this paper focuses on viewpoint estimation and the vessel re-identification model.
A. PRELIMINARIES 1) PROBLEM STATEMENT
Vessel re-identification has similar goals to person and vehicle re-identification. For a given pair of input images taken from different viewpoints, the output is a similarity score indicating whether the two input images represent the same object. More formally, given a training set T = {(I t , Y t )} N t=1 , where I i represents the input vessel image and Y i is its identity label, then for any two vessel image pairs, a distance metric function is defined by
The key task of the V-ReID model is to cluster vessel images in the feature space F and to find an optimal mapping function f (I t , ) through training by minimizing a predefined loss function, where indicates the parameters of f (·) to be learned. If two images I a and I b are of the same vessel from different viewpoints, they are clustered together and the similarity score S(I a , I b ) → 1; if they are different vessels, separate them and S(I a , I b ) → 0. In summary, D(I a , I b ) satisfies the following conditions:
where the superscripts V a , V b denote the viewpoints of the input vessel(s). 
2) DEFINITION OF MULTIPLE VIEWS AND SEMANTIC FEATURES
We divide the ship hull into a few semantic features, using a global-and-local fusion method:
. . , M, where P k i devotes the k th part of vessel image I i with M parts in total. For simplicity, we treat all enclosing structures above the upper deck as a single superstructure. We defined four vessel parts for our model: stem, stern, side freeboard, and superstructure; in Fig. 7 , they are marked with yellow lines. We can dynamically adjust the number of multiple views and defined vessel parts. In this study, we set them to a typical We observe that a vessel's name is usually marked on each of its sides, and both name and port of registry are marked on the stern. value of 4 because our goal is to demonstrate the effectiveness of GLF-MVFL.
B. GLOBAL FEATURE EXTRACTION
In the re-identification stage, we first resize all the input images to the size of 256 × 384 and use an output feature map size of 2048 × 8 × 12. The input images are fed into the residual neural network (ResNet-50) for training and further feature extraction. In the global feature extraction stage, we introduce feature normalization (FN) to impose influence on the final feature representation layer of our vessel reidentification model. We do this to increase the discrimination capability of learned features and to mitigate the effects of unnormalized features during the loss calculation phase. FN, a technique suggested by Hasnat et al. [39] , is a special form of BN and compatible with a normal distribution to ensure each feature contributes equally to the cost function. We set the scaling and translation parameters β = 0 and γ = 1 and substitute them into BN, allowing us to write the forward propagation formula of the FN network layer as: 2 is the variance of the mini-batch.
C. DETECTION OF DISCRIMINATIVE FEATURES AND FEATURE EXTRACTION
We devised the discriminative feature detector using the stateof-the-art framework YOLO (You Only Look Once) [36] , which incorporates the multi-scale concept; its accuracy is on a par with ResNet-101 but it has an obvious advantage in speed. We modified YOLO by replacing the original Darknet53 with EfficientNet [35] as the backbone network to improve the feature extraction capability of the detector. We merged the parameters of the batch normalization (BN) layer [40] into the convolution layer to improve the forward inference speed of the YOLO detector. The merging process of the convolution layer is:
In Eq. (3), we put η = γ (σ 2 + ε) −1 / 2 and eventually obtain the merged weight parameter w merged = η × w i and the bias parameter β merged = β −η×µ; for the YOLO-based detector, the constant ε is set to 0.00001 to ensure numerical stability.
We use ResNet-50 as the local feature extractor, as we did to extract global features. Feature learning for each detected feature is facilitated by using the vessel ID as a label and the softmax function with cross-entropy loss as the classification supervisor. The total local branch loss is expressed as:
where L is the cross-entropy loss of the m th feature [41] , and M and N are the total numbers of vessel identities and features. As will be detailed in Section IV, λ i is the weight the cross-entropy loss of each feature.
D. VIEWPOINT ESTIMATION APPROACH
Zhang et al. suggested a method of resolving the problem of estimating viewpoint by discretizing the viewpoint space and predicting the probability for each orientation bin [16] . Accordingly, viewpoint estimation is performed as a classification task. The procedure for precisely aligning the matched parts of two vessel images is as follows. We quantize the viewpoint space into bins; the space is divided into four types, based on the symmetry of the hull (Fig. 8 ). Following [22] and [28] , we divide the full range of viewpoints (360 • ) into N v = 16 bins (itemized, starting at 1), with each bin representing a 22.5 • angle. For each bin O n (n = 1, 2, . . . , N v ), the following condition is satisfied:
where θ n falls into a half-open interval. Each vessel image with orientation bin O b is assigned to its viewpoint V(O b ). As can be seen from Fig. 8 , we take the symmetry of the hull into consideration, and regard port and starboard as belonging to the same bin. Details are: 7, 8, 9, 10, 11} (6) We classify the bin to which the vessel's viewpoint belongs indirectly, similar to [42] . By maximizing the classification interval in cosine space [43] , this problem can be addressed for each orientation class by cosine cross-entropy loss:
where θ represents the angle between weight vector W j and input vector x i , s is a scale factor, and m is a margin parameter which controls the distance (cosine margin term) and satisfies the decision boundary condition s · (cos θ i − m − cos θ j ) = 0. Note that both W and x are normalized in Eq. (8) to encourage the CNN network to focus on the task of optimizing the estimated viewpoint.
E. ORIENTATION-GUIDED QUINTUPLET LOSS
Current efforts in the re-identification of persons, vehicles, and even wild animals (e.g., Amur tiger re-identification [47] ) focus on the exploitation of contrastive loss [44] , triplet loss [45] , and some improved variants of triplet loss, such as batch-hard triplet loss [4] or quadruplet loss [46] . Large vessels are more sensitive to a change in viewpoint. Therefore, for similarity metric learning, we add two extra image samples (one positive and one negative) to the triplet to constitute the quintuplet, as shown in Fig. 9 . The orientationguided quintuplet loss (O-Quin) is given by: where [•] + = Max[0, •]. In Eq. (9), α and β are margin values and satisfy the constraint that α β, meaning that α has a strong pull and β a weak pull. Here, D(I i , I j ) is the cosine distance function, which is:
where θ is the angle between feature vectors f (I i ) and f (I j ), and • 2 is an operator that denotes the L2 norm; d(•) is in the range [0, 2], with 0 being the most similar. According to [4] , learning only from simple samples limits the capacity of a trained network to generalize. We classify samples as hard according to the estimated viewpoint to incorporate hard sample mining in learning. As shown in Fig. 9 , P VD represents a selected image with an almost completely different viewpoint from the anchor image, such as the stem rather than the stern (i.e., a very different positive sample). N VS indicates the most difficult negative samples to pick; they have a relatively small distance for feature vectors compared with the anchors. For simplicity, we ignore the effects of D(I a , I ps ), D(I a , I nd ) and β, and rewrite Eq. (9) as:
where the batch consists of V vessels (each with a unique ID) and K different images of each vessel, for a total of V ×K images.
F. FUSION OF GLOBAL AND LOCAL FEATURES
The aspect of a vessel varies greatly from different viewpoints, and each aspect may contain different salient features. Over 90% of the vessel images in the dataset have more than three discriminative features. Thus we need to consider the weights of differentiated features in the process of feature fusion. Given one global feature f g and a number of partial features f p i n i=1 , we first aggregate these partial features into a local feature by:
where the α i , i = 1, 2, . . . , P, are the soft attention weights calculated by ResNet combined with a Squeeze-and-Excitation (SE) module [48] , referred to as ResNet-SE.
Since partial features can be a perfect complement to global features, we combined the concentrated f local with the global feature f global as follows: (13) where weight vectors W and bias terms B are learnable parameters; λ is a hyperparameter to weight partial features and global features that has an optimized value λ = 0.4.
A goal of training is to minimize the total loss function, which is the sum of Eq. (4), Eq. (7) and Eq. (11), by varying the weights of each component. We formulated the objective function as:
where β 1 , β 2 , β 3 and β 4 are hyperparameters used to balance the four different loss functions.
V. EXPERIMENT AND RESULT ANALYSIS
This section describes how we conducted a series of comparative and reductive experiments to evaluate the effectiveness of the GLF-MVFL model.
A. IMPLEMENTATION DETAILS 1) NETWORK ARCHITECTURE AND TRAINING
We used a residual convolutional network, ResNet-50 [49] , as the backbone network for partial feature extraction, with a mini-batch size of 32. We ran 100 epochs with an initial learning rate of 0.001 divided by a factor of 5 every 20 epochs after the 40th epoch. Because of the constraints of graphics memory, we set V = 32 and K = 8 (i.e., Batch = 32 × 8).
2) BASELINE METHOD
The ResNet-50 model with cross-entropy combined with hard triplet loss was our baseline for comparison with GLF-MVFL [50] . Two other methods were selected to conduct the comparison experiments: the embedding network (Cross-Entropy (Xent) + triplet loss, sometimes called multiloss, which also uses ResNet-50 as the backbone network) was used from Bai's repository [14] ; MDNet was also used, using the VGG_CNN_M_1024 backbone network, with coupled cluster triplet loss [12] .
All algorithms in our experiments were processed on a 2.1 GHz Intel Xeon silver 4116 CPU with 64 GB of memory and two NVIDIA RTX2080Ti GPUs (11GB frame buffer) using the Pytorch deep learning framework (version 1.2).
B. EVALUATION PROTOCAL
We assume that each vessel in the query set will lead to the retrieval of a similar vessel from the gallery set. Therefore we used cumulative match characteristic (CMC), mean average precision (mAP) and mean average orientation similarity (mAOS) as performance metrics to evaluate our approach and to enable us to compare our results with other state-ofthe-art methods.
1) CUMULATIVE MATCH CHARACTERISTIC
Rank-k indicates the probability that the top-k images in the search results (with the highest confidence) contain the correct result. In this study we evaluated several typical rank -k rankings (i.e., k = 1, 5, 10, or 20). Cumulative match characteristic curves are drawn from rank-k values and are commonly used as evaluative indicators for closed-set testing. Assuming that querying and sorting operations are performed on the probe set consisting of Q vessels, the sorting results of each query are expressed in k = (k 1 , k 2 , . . . , k Q ) and CMC can be defined as:
2) MEAN AVERAGE PRECISION The average precision (AP) is given by the area enclosed by a precision-recall (P-R) curve and the coordinate axis. It indicates the performance of a Re-ID model. The AP of each query q can be calculated by:
where N is the total number of images in the test set, P(k) is the precision when the k th image can be identified, and r(k)
indicates the recall value change in the number of images identified from k−1 to k. For a total of Q queries, mAP is given by:
3) MEAN AVERAGE ORIENTATION SIMILARITY
We use mAOS to evaluate the performance of viewpoint estimation [16] :
where ϕ q is the angular difference between estimated and ground truth orientation of detection.
C. COMPARISON TO STATE-OF-THE-ART RESULTS
Using the VesselID-539 dataset, we compared the performance of our approach with several state-of-the-art methods: baseline, EmbeddingNet, MDNet [12] , and IORNet [26] . The results are summarized in Table 3 . From Table 3 , it is evident that our GLF-MVFL approach provided the best results. When compared to the baseline pipeline results, GLF-MVFL showed 9.2%, 5.5% and 6.6% increases in mAP, Rank-1 and Rank-5. Note that after discarding the last down-sampling operation of ResNet-50 by modifying the last stride from 2 to 1, both mAP and Rank-1 improvements are even greater, increasing 3.2% and 2.8% of the original GLF-MVFL results. We customized a lightweight model, GLF-MVFL (Lite), in which the backbone network uses the same RestNet-50 as the baseline network to better verify the effect of O-Quin. Table 3 shows that GLF-MVFL (Lite) exceeded the baseline by 7% on mAP; it also showed a significant improvement in Rank-1/5/10/20.
D. VISUALIZATION OF RESULTS
In this section we provide some typical visualization results to show intuitively the accuracy of our vessel re-identification model as following. Fig. 10 shows the top-10 retrieval results showing diverse viewpoints for the same vessel in our GLF-MVFL model. In contrast, the results retrieved by the baseline method are monotonous. We infer that features of the same vessel can be 
E. ABLATION STUDY AND DISCUSSION 1) EFFECT OF VESSEL DETECTOR
We tested the GLF-MVFL model to see if it could be developed further, using the viewpoint estimation approach described in Section IV. We replaced the detectors with Faster R-CNN [51] , SSD [28] , YOLOv3 (with MobileNetv2 as the backbone) and native YOLOv3 with Darknet53 [36] and conducted comparative experiments. The results are shown in Table 4 . Table 4 shows that our method gives the best tradeoff between mAP and FPS using the VesselID-539 dataset, and reduces both the time complexity (GFLOPs) and space complexity (Params). The key mAP and mAOS indexes increased by 20.4% and 16.6% over native YOLOv3. The best result is then given in the subsequent V-ReID, as shown on the right side of Table 4 . The results also show that our viewpoint estimation approach is robust and compatible with many other state-of-the-art detectors and has better scalability. Table 4 also shows that there is a positive correlation between mAOS and mAP for V-ReID.
2) EFFECT OF GLOBAL-AND-LOCAL FUSION
To evaluate the effect of our global-and-local fusion mechanism, we conducted an ablation study by removing the globaland-local fusion and attention mechanisms. Table 5 shows the results.
A comparison of the results in Table 5 shows that when we combined partial features with global features, we improved the mAP and Rank-1 to 74.9% and 61.4%, which are the highest values of all methods. Global+ Partial shows results that show large increases over Global Only, particularly the 9.5% increase for Rank-20. For our overall framework (Global + Partial + Attention), the gain comes mainly from the extraction of fine-grained partial feature and the embedding of the channel attention module. These results also suggest that using our global-and-local fusion mechanism provides a greater capacity to discriminate than the use of global features only.
3) EFFECT OF DIFFERENT RESOLUTIONS
We conducted experiments using different resolutions to evaluate the effect of input size on mAP and CMC. Table 6 shows the results of using typical input size ranges from 64 × 196 to 256 × 768 pixels. Table 6 shows that the best results are obtained when the input image size is 256×384, especially for mAP and Rank-1, which increased by 8.2% and 7.5% over the 64 × 196 input size. These data lead us to conclude that higher resolution improves performance. However, there are some bottlenecks: when further increasing resolution to 256 × 768, Rank-5, Rank-10 and Rank-20 show no improvement. Taking these results into account, we resized the input to 256 × 384 (with a height to width ratio of 2:3) for the rest of this study.
4) EFFECT OF BACKBONE NETWORK
To ensure a fair comparison between different backbone networks, we resized all images to 256 × 384 to compare our model with other state-of-the-art backbone models, ResNet-34/50/101/152, DenseNet, and SE_DenseNet, using the VesselID-539 dataset. Table 7 shows that the combination of SE and ResNet-50 gave significantly better results and increased mAP by 2.3%. In contrast, the combination of SE and DenseNet gave only a fairly minor improvement. The reason for this result is that SE reduces the redundancy of ResNet, giving a more diverse internal structure, whereas DenseNet cannot be further optimized.
In summary, our GLF-MVFL model has the advantage that, without using any temporal information (e.g., RNN) and without the need for extra re-ranking, it achieved state-ofthe-art results in marine vessel re-identification. The results demonstrate that the use of different detectors has significant effects on vessel re-identification. Thus, using an ingeniously-designed detector that can estimate the viewpoint is preferable to the use of off-the-shelf detectors. Previous experiments also demonstrate the universality of the vessel re-identification framework that we built.
VI. CONCLUSION
We have presented a global-and-local feature fusion vessel re-identification model which combines metric learning and representation learning for network training and incorporates global and local features. Experimental results demonstrate that our model accurately extracts discriminative features from ship images. This capability gives the model stateof-the-art performance in vessel re-identification. We also conducted ablation studies to identify the contribution of each component of our model to the overall performance. The VesselID-539 dataset that we created uniquely provides a large-scale dataset for marine vessel re-identification. VesselID-539 is well annotated and rich in attributes. In addition to its use for vessel re-identification, VesselID-539 can be generalized for other vision tasks at sea, such as fine-grained ship classification. Our future work has two directions. We will exploit this novel method to locate unannotated discriminative features and combine vessel re-identification with MTMC tracking for marine surveillance; and we will combine RGB images with infrared images, AIS, and video echoes from navigational radar. Our ultimate goal is to realize multi-modal re-identification of marine vessels. Due to the lack of other available large-scale datasets, we have to await the emergence of more vessel re-identification datasets to further evaluate our proposed model. 
