Most or all known methods for analysing communication complexity of unstructured search are based on the hardness of the set disjointness problem. We feel that such techniques may "hide" certain important aspects of the original problem. Intuitively, search is a much simpler task: while set disjointness is hard even for NP, a successful search inherently results in a short witness, which makes it easy for NP. The possibility to deduce hardness of search problems from that of disjointness may be just an artefact of the definitions.
Introduction
Unstructured search is a very basic computational paradigm and its natural example in the context of communication complexity is the set disjointness problem, sometimes called the intersection problem. Here every player receives a subset of [n] and the goal is to decide whether the intersection of these subsets is empty. 1 The set disjointness problem is hard in most models of communication and understanding its complexity often comes down to proving a lower bound. Most or all known lower bound methods are based on the hardness of witnessing non-intersection of the input sets: Informally, while it is easy to prove that the given subsets overlap (e.g., by pointing to an element from the intersection), it can be rather difficult to certify that the given subsets are disjoint; formally, disjointness is known to be hard even for the non-deterministic communication class NP. Due to the fact that a communication transcript can be used as a "correctness certificate" of the answer produced by a valid protocol, hardness of witnessing non-intersection implies a lower bound on the communication complexity of the set disjointness problem and a number of its modifications.
Many lower bounds on the complexity of unstructured search that are based on the hardness of witnessing non-intersection can be viewed as addressing the question "What happens if the set of target elements is empty? " -these approaches usually identify an "embedded instance" of the set disjointness problem and use it to argue hardness of the problem under consideration. These approaches often provide deep insight into the structure of the analysed problem; nevertheless, we feel that the "origin of hardness" of a search problem can be more subtle than that of disjointness: in particular, while disjointness remains hard even for NP, a successful search inherently produces a short witness, which makes it easy for NP. Accordingly, the possibility to deduce hardness of search problems from that of disjointness may be just an artefact of the definitions.
One of the most natural and elegant models of communication complexity consists of two players, whose names are Alice and Bob and who are allowed to exchange messages in order to find the answer; the complexity of a given problem-solving protocol is defined as the maximum number of bits that can be exchanged before producing the answer when each player's input is of length at most n. The players are allowed to use random bits, the answer must be correct with non-trivial constant probability -say, at least p when the input distribution is assumed to be such that no single answer can be correct with probability more than p − Ω(1). We denote this model by R p or simply by R. The complexity of a problem in R is the minimum complexity of a valid protocol for solving it.
In order to better understand the complexity of unstructured search in R, we define a version of the intersection problem that we call inevitable intersection (II), where the input comes from the uniform distribution (i.e., there is no "semantic promise"), and nevertheless every possible pair of input subsets share at least one element:
n be such that
where a binary string is viewed as the set of its coordinates with value "1". Alice receives a ∈ A, Bob receives b ∈ B and they have to output some i ∈ a ∩ b.
In particular, the communication complexity of II cannot be analysed via asking "What happens to the non-intersecting input pairs? ". Furthermore, the input matrix can be fully covered by a very small number of "monochromatic" rectangles, 2 and therefore the complexity cannot be analysed via so-called rectangle bound, not even via its generalisation smooth rectangle bound (see Section 3 for more details).
There are known communication problems where non-emptiness of the intersection is guaranteed for every possible input pair, and at the same time a strong complexity lower bound can be "derived" from that of set disjointness via a clever reduction: For example, that is the case for the clique vs. matching problem, where Alice receives m independent edges on 3m vertices, Bob receives a clique of size 2m + 1 and their goal is to find an edge that has been given to both the players. Note however, that the definition of the inevitable intersection problem is "parametrised" by the choice of A and B (cf. Definition 2), and we will only consider instances, corresponding to random choice of these sets (e.g., see Corollary 1). Because of that, an efficient reduction from the set disjointness problem to II seem unlikely: it is not clear how to guarantee membership of the input in the "very unstructured" set A×B after a reduction.
We do not have a formal proof that "a reduction from set disjointness is not possible" for II. Nevertheless, its definition has fulfilled the original goal: it has led us to a completely new "hardness argument" for the communication complexity of intersection search. The resulting bound is linear in the input size (therefore, tight) for some choice of parameters (cf. Corollary 1). 3 Besides being able to capture the complexity of II in R, the new technique provides alternative lower bound proofs for many other cases of "search-like" problems, including set disjointness.
Previous work
The field of communication complexity has been invented in [Yao79] ; a classical manuscript representing the state of the field in 1997 is [KN97] . The set disjointness problem has been studied extensively -e.g., in [BFS86, KS87, Raz92, HW07, She08, LS08, CA08, ST13]; a relatively recent overview of the related results and open problems can be found in [CP10] . The clique vs. matching problem has been defined and analysed in [RW92] .
Preliminaries
We will often view the elements of {0, 1} n as subsets of [n] and vice versa. For x ∈ {0, 1} n , let x(i) denote the i'th bit of x, and for S ⊆ [n], let x(S) ∈ {0, 1} |S| be the "projection" of x to the coordinates in S. Sometimes (e.g., in subscripts) we will write X ⊂ ∼ A when the random variable X is distributed uniformly over A.
We let log denote the base-2 logarithm; at times, we will write exp(·) instead of e · to avoid "superscript congestion".
We will use the Chernoff bound in the following form (cf. [DM05] ).
Claim 1 (Chernoff bound). Let X 1 , . . . , X n be mutually independent random variables taking
and
The following tail bound can be viewed as a variation on Markov's inequality.
Lemma 1. Let X be a random variable taking values in [a, b], then for any ∆ > 0,
and therefore,
.
Communication complexity
For a problem S, let R p (S) denote its complexity in the model R p . Unless stated otherwise, we will call R p (S) the communication complexity of S.
One of the most studied communication complexity problems is set disjointness: Alice receives x and Bob receives y as input, and they have to decide whether the two sets overlap (note that this is a function: for every input pair, there is exactly one correct answer).
In this work we study the following problem.
Informally, when Alice receives a and Bob receives b as their input to II A,B , a correct answer is any i ∈ a ∩ b (a correct answer does not have to be unique, so this is a relational problem). Note that II A,B can be viewed as a search version of Disj with an additional constraint that ∀a ∈ A, b ∈ B : a ∩ b = ∅. The most important for us is the "syntactic nature" of this constraint: an instance of II A,B is defined by the choice of A, B ⊆ {0, 1} n for every n ∈ N, and only those instances are valid where "a ∩ b = ∅" is a tautology.
Our approach
As we have already noted, most (or all) known lower bounds on the communication complexity of set disjointness and similar problems are based on the fact that it is hard to witness that the input sets do not intersect. Informally, a deterministic 2-party communication protocol of length c defines a partition of the input matrix into at most 2 c "same-answer" rectangles (the protocol is able to distinguish only between input pairs coming from different rectangles). At the same time, if there exists an efficient randomised protocol, then there must exist a reasonably-accurate deterministic protocol for every input distribution µ. A "typical" rectangle defined by such a protocol must be relatively large (otherwise the union of all rectangles would be too small to cover the whole input matrix) and nearly-monochromatic (otherwise the protocol would not be sufficiently accurate).
In the case of Disj , one can find such input distribution µ that no large (w.r.t. µ) rectangle would consist mostly of non-intersecting input pairs, and at the same time, the probability of a pair of sets (X, Y ) ∼ µ to not intersect would be close to 1 /2. The above reasoning implies that if a short randomised protocol for Disj were possible, the non-intersecting input pairs that are often produced by µ would have "no rectangle to go", thus contradicting the assumption and leading to the desired lower bound on the randomised communication complexity of Disj .
In the case of II A,B , non-emptiness of a ∩ b holds for every possible input pair (a, b) ∈ A× B, so one cannot meaningfully ask "Where do non-intersecting input pairs go? ": If a ∈ A or b ∈ B, at least one of the players would immediately notice the promise violation.
Furthermore, we will see next that the input matrix of the inevitable intersection problem can be covered by a very small number of "monochromatic" rectangles. 4 Accordingly, our problem cannot be analysed via so-called rectangle bound, and not even via its generalisation smooth rectangle bound -a very strong method, capable of proving tight bounds for such hard to analyse problems as the gap-Hamming-distance (cf. [CR11] ). 5 To analyse the communication complexity of II A,B , we will use the following approach. Consider a deterministic protocol of complexity c that solves II A,B with respect to the uniform (over A × B) input distribution U with error at most 1 /2. This protocol corresponds to a partition of A × B into at most 2 c rectangles that are "labelled" by protocol's answers, such that (X, Y ) ∼ U belongs to a rectangle labelled by some i ∈ X ∩ Y with probability at least 1 /2.
We would like to get a lower bond of the form c ∈ n Ω(1) -that is, we want to show that a partition of A × B with properties as described above must have size exp n Ω(1) . Note that there always exists a cover of A × B by n perfectly-monochromatic rectangles:
4 In the context of a relational problem, it is natural to call a rectangle (nearly-) monochromatic if there exists an answer that is correct with respect to the (most of) rectangle's entries.
5 The "smooth rectangle" technique has been developed in [Kla10] , and a systematic treatment of this and several other methods (up to the strongest partition bound ) can be found in [JK10] . All these methods correspond to certain linear programming formulations, and the convex duality is used to "translate" the problem of proving a communication complexity lower bound into a different form, where one has to find a "witness" of certain type that the communication complexity is high. These dual formulation are usually far from obvious and can often be very instructive; nevertheless, finding a good "hardness certificate" can be a rather non-trivial task on its own. where the label of r i is "i". So, we are looking for a "property of large rectangles" that would obstruct combining them into a partition of A × B, but not into a cover of it.
Let us consider a partition R of A × B into rectangles. For all i ∈ [n] and r ∈ R, let p(r, i)
For a "typical" r 0 ∈ R that is labelled by "i 0 ", we expect p(r 0 , i 0 ) to be high, but what about the rest of i -s? We will see (cf. Lemma 2) that if r 0 is large enough, then, informally speaking, p(r 0 , i) cannot be too different from the global (unconditional) expectation
for too many values of i ∈ [n] (this is the case for the rectangles defined in (1), for instance). Intuitively, a rectangle "pays" in terms of the entropy of its uniformly-random element for making some of its bits "biased" (i.e., making p(r 0 , i) significantly different from p i ). This property of large rectangles is enough to prove a strong lower bound on the cardinality of R (cf. Theorem 1). To understand how, let us consider the following extreme situation: the rectangles in R are either "small" or "large", and for a large r 0 ∈ R labelled by i 0 it holds that
Let us also assume p i ≡ k n 2 for some k ≪ n (this is almost true almost always if A and B are sufficiently large random subsets of
k , which will be the case of interest to us). If, towards contradiction, R is small then a significant fraction of its rectangles must be large -let us again take the extreme and assume that all R's members are large rectangles. Let i 1 ∈ [n] be such that at least 1 /n-fraction of A × B belongs to "i 1 "-labelled rectangles from R, and let us use the above assumptions to estimate p i 1 : On the one hand, with some probability q ≥ 1 /n, a uniformly-random input (X, Y ) belongs to a rectangle r ∈ R labelled by "i 1 " -by our assumptions, this event "contributes" roughly p(r, i 1 ) · q = 1 2 · q to the probability that X(i) = Y (i) = 1. On the other hand, with probability 1 − q the input belongs to a rectangle labelled differently, and we have assumed that in that case X(i 1 ) = Y (i 1 ) = 1 with probability roughly p i 1 , so this event "contributes" about p i 1 · (1 − q). Therefore,
which contradicts our assumption that p i ≡ k n 2 ≪ 1.
Our argument can be summarised like this: On the one hand, a large nearly-monochromatic rectangle in R "causes" a noticeable deviation (increase) of the global probability that its "label coordinate" belongs to X ∩ Y ; on the other, large rectangles cannot efficiently "absorb" the deviations caused by other large rectangles -therefore, there must be many small rectangles in R, and the partition itself must be large.
The communication complexity of II
We start by proving a lemma that limits "witnessing" against coordinate-wise intersections by a large input rectangle.
Then for
with probability higher than 1 − exp(n − M 1 /3 ) when A and B are uniformly-random subsets of k . This lemma will be the core technical tool of the lower bound proof for II A,B .
Proof of Lemma 2. Consider some
Let us see that if α is big enough, then A ′ contains a non-negligible fraction of bit strings, whose projection to S has "unnaturally low" Hamming weight. As
Therefore by Lemma 1,
As A ′ ⊆ A, the set A itself must contain enough elements, whose projection to S has low Hamming weight:
and the same holds for B.
2 , so we fix T this way without loss of generality. For all i ∈ T it holds that
where the last inequality follows from
Let us see what happens if α is non-negligible. From (2), for some S ⊆ [n]:
which can be reformulated as
Let e S def = |X(S)| ≤ k·|S| n − α 4 . For a fixed S, this event depends only on the value taken by X. First we analyse the probability of e S under X ⊂ ∼ [n] k . To do that (with accuracy sufficient for our needs), we note that in a sequence of n independent Bernoulli trials with individual success probability k n (next denoted by B ⊗n k /n ), exactly k "successes" are observed with probability at least 1 n ; moreover, the corresponding conditional distribution is coordinate-wise symmetric. Accordingly,
where the second inequality follows from the Chernoff bound (Claim 1), and the last one uses |S| ≤ n.
Next we claim that the probability of e S is unlikely to differ significantly under X ⊂ ∼
[n] k and under X ⊂ ∼ A when A is a uniformly-random subset of
[e S ] + δ for some δ < 1 to be fixed later. For a fixed S, this event depends only on the content of A (which we now view as a random object).
If instead of choosing A as a subset of size M , we would M times select a uniformlyrandom element of [n] k and "add" it to A -possibly with repetitions -then by the assumption about M , no repetition would occur with probability more than 1 /2; conditional on that, the process would indeed generate a uniformly-random subset of size
, where Y i -s are independent Bernoulli variables that take value "1" with probability Pr X⊂ ∼(
, where the second inequality follows from the Chernoff bound (Claim 1). By the union bound and since n ≥ 3,
Now let δ def = √ 3 · M − 1 /3 . Combining (3), (4) and (5), we conclude that if α ≥ n∆ 4k , then
holds with probability greater than 1 − exp n − M 1 /3 with respect to a uniformly-random
k of size M . By symmetry, the same is true if β ≥ n∆ 4k , and therefore true unconditionally. From (6) we conclude that
The latter possibility would contradict the lemma assumptions, and the former implies
The result follows.
Lemma 2
We are ready to implement the lower-bound method that has been presented in Section 3. Note that the theorem statement can be strengthened as follows: Instead of requiring that a ∩ b = ∅ for every possible a ∈ A and b ∈ B, we could let a uniformly-random pair from A × B have non-empty intersection with sufficiently high probability 1 − δ and allow protocol error strictly higher than δ (say, looking at R1 /4+δ (II A,B ) ). Since in this case a valid protocol would be "allowed" to err whenever a ∩ b = ∅, all the challenges in proving a good lower bound that this work aims to address (as discussed in Sections 1 and 3) would still be present. The reason why we impose the restriction that a ∩ b = ∅ for every possible input pair is aesthetic: we have been trying to emphasise the syntactic nature of the guarantee that the intersection was non-empty.
The above theorem can be applied like this:
√ n holds with probability 1 − 2
−Ω( 5 √ n) when A and B are uniformly-random M -subsets of
The above lower bound is linear in the input size, which is log M . Accordingly, it is tight and R1 /2 (II A,B ) ∈ Θ( 5 √ n) almost always (i.e., for almost all A and B).
Proof. Note that
√ n /10
and apply Theorem 1.
Corollary 1
Proof of Theorem 1. Let µ be the uniform distribution over A × B where |A| = |B| = M , and assume that P is a deterministic protocol of complexity c that solves II A,B with error at most 1 /2 with respect to µ, conditional on a ∩ b = ∅ for every (a, b) ∈ A × B. 6 We will keep track of the events ∀i ∈ [n] : e i Informally, we will say that a "typical" answer "i" is output by P with probability at least 1 /n and conditional on the answer "i", the probability of e i is at least 1 /2. That is, "i"-labelled 6 In the rest of the proof of Theorem 1 we implicitly assume µ, unless stated otherwise. rectangles of P "boost" the probability of e i by roughly 1 /n, which must be "compensated" by lowering the conditional probability of e i in the rest of the rectangles of P, and Lemma 2 implies that for that to happen, a "typical" rectangle must be rather small.
As P partitions A × B into 2 c rectangles, at least a (1 − n −3 )-fraction of the input pairs from A × B belong to a rectangle with both sides of size at least M ′ def = M n 3 ·2 c . Denote by R + the set of all such rectangles, by R − the rest of P's rectangles and let R = R + ∪ R − . For every r ∈ R, let ℓ(r) be the "label" of the rectangle, i.e., the answer returned by P when (X, Y ) ∈ r.
First of all, let us see that E (X,Y )⊂ ∼A×B [|X ∩ Y |] is unlikely to be too different from k 2 n :
by the Chernoff bound (Claim 1) and the lemma assumptions. By the union bound,
Pr
A,B
