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Abstract
In this paper we prove long time existence for a large class of fully nonlinear, reversible and parity preserving
Schro¨dinger equations on the one dimensional torus. We show that for any initial condition even in x, regular enough
and of size ε sufficiently small, the lifespan of the solution is of order ε−N for any N ∈ N if some non resonance
conditions are fulfilled. After a paralinearization of the equation we perform several para-differential changes of
variables which diagonalize the system up to a very regularizing term. Once achieved the diagonalization, we construct
modified energies for the solution by means of Birkhoff normal forms techniques.
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1 Introduction
This paper is devoted to get lower bounds for the lifespan of small solutions of the following fully nonlinear Schro¨dinger
type equation
i∂tu+ ∂xxu+ P~m ∗ u+ f(u, ux, uxx) = 0, u = u(x, t), x ∈ T, (1.1)
where T := R/2πZ, the nonlinearity f is a polynomial of degree q¯ ≥ 2 defined on C3 vanishing at order 2 near the
origin of the form
f(z0, z1, z2) =
q¯∑
p=2
∑
(α,β)∈Ap
Cα,β(z0)
α0(z0)
β0(z1)
α1(z1)
β1(z2)
α2(z2)
β2 , Cα,β ∈ C, (1.2)
where
Ap :=
{
(α, β) := (α0, β0, α1, β1, α2, β2) ∈ N6 s.t.
2∑
i=0
(αi + βi) = p
}
; (1.3)
the potential P~m(x) = (
√
2π)−1
∑
j∈Z pˆ(j)e
ijx is a real function with real Fourier coefficients and the term P~m ∗ u
denotes the convolution between the potential P~m(x) and u(x) = (
√
2π)−1
∑
j∈Z uˆ(j)e
ijx
P~m ∗ u(x) =
ˆ
T
P~m(x− y)u(y)dy =
∑
j∈Z
pˆ(j)uˆ(j)eijx.
Concerning the convolution potential P~m(x) we define its j-th Fourier coefficient as follows. FixM > 0 and set
pˆ(j) := pˆ~m(j) =
M∑
k=1
mk
〈j〉2k+1 , (1.4)
where ~m = (m1, . . . ,mM ) is a vector in O := [−1/2, 1/2]M and 〈j〉 =
√
1 + |j|2. We shall assume some extra
structure on the polynomial nonlinearity f . Setting z = ξ + iη in C (with ξ and η in R) we define the Wirtinger
derivatives ∂z =
1
2 (∂ξ − i∂η), ∂z = 12 (∂ξ + i∂η) and we assume the following
Hypothesis 1.1. The function f in (1.1) and in (1.2) satisfies the following :
1. parity-preserving: f(z0, z1, z2) = f(z0,−z1, z2);
2. Schro¨dinger-type: (∂z2f)(z0, z1, z2) ∈ R;
3. reversibility-preserving: f(z0, z1, z2) = f(z¯0, z¯1, z¯2),
for any (z0, z1, z2) in C
3.
We shall study equation (1.1) on the Sobolev space
Hs := Hs(T;C) :=
u(x) =∑
j∈Z
uˆ(j)
eijx√
2π
: ‖u‖2Hs :=
∑
j∈Z
|uˆ(j)|2〈j〉2s < +∞
 (1.5)
with s to be chosen big enough.
The goal of this article is to show that solutions of (1.1) produced by initial data even in x of size ε ≪ 1 are defined
over a time interval of length cNε
−N for anyN smaller thanM and for a large set of parameters ~m in [−1/2, 1/2]M .
The main result of the paper is the following.
2
Theorem 1.1 (Long time existence). FixM ∈ N and consider equation (1.1). Assume that f satisfies Hypothesis 1.1.
Then there is a zero Lebesgue measure set N ⊂ O such that for any integer 0 ≤ N ≤ M and any ~m ∈ O \ N there
exists s0 ∈ R such that for any s ≥ s0 there are constants r0 ∈ (0, 1), cN > 0 and CN > 0 such that the following
holds true. For any 0 < r ≤ r0 and any even function u0 in the ball of radius r of Hs(T;C), the equation (1.1) with
initial datum u0 has a unique solution, which is even in x ∈ T, and
u(t, x) ∈ C0
(
[−Tr, Tr];Hs(T)
)
, with Tr ≥ cNr−N .
Moreover one has that
sup
t∈(−Tr,Tr)
‖u(t, ·)‖Hs ≤ CN r.
Comments on the hypotheses. Since the Fourier coefficients in (1.4) decay as 〈j〉−3 as j goes to∞, the potential
P~m(x) is a function in H
s for any s < 5/2 (in particular it is of class C1(T;R)). In [16] (see Theorem 1.2 therein)
it is shown that, if P~m(x) is a function of class C
1 with real Fourier coefficients, under the Hypothesis 1.1 (in such a
theorem the reversibility structure of the nonlinearity in item 3 of Hyp. 1.1 is not needed) for any even function u0 in
the Sobolev spaceHs the Cauchy problem associated to the equation (1.1) with initial datum u0 is locally in time well
posed inHs(T) if s is big enough and the Sobolev norm of u0 is small enough.
In more natural problems the convolution potential is replaced by a multiplicative one. Since the convolution is a
diagonal operator on the Fourier space it is easier the study of the resonances of the equation. The particular structure
of the Fourier coefficients of the convolution potential in (1.4) is inspired to the Dirichlet spectrum of −∂xx + V (x).
Indeed (see Section 5.3 of [6] and the references therein) for any ρ ∈ N∗ it admits an asymptotic expansion of the form
λj ∼ j2 + c0(V ) + c1(V )j−2 + . . .+ cρ(V )j−2−2ρ,
where ck(V ), for k ∈ N∗, are certain multilinear functions of the Fourier coefficients of V (x).
Item 1 in Hypothesis 1.1 implies that if u(x) is even in x then so is the function f(u, ux, uxx). Since the Fourier
coefficients of P~m(x) in (1.4) are even in j, the flow of the equation (1.1) leaves invariant the space of even functions.
We assume item 2 in order to avoid the presence of parabolic terms in the nonlinearity, so that the equation (1.1) is a
Schro¨dinger type one.
Item 3, together with the fact that the convolution potential P~m(x) is real valued, makes the equation (1.1) reversible
with respect to the involution
S : u(x) 7→ u¯(x), (1.6)
in the sense that it has the form ∂tu = X(u) with S ◦X = −X ◦ S. Since f is assumed to be a polynomial function
as in (1.2), item 3 of the hypothesis is equivalent to require that the coefficients Cα,β are real. One of the important
dynamical consequences of the reversible structure of the equation is that if u(t, x) is a solution of the equation with
initial condition u0 then S(u(−t, x)) = u(−t, x) solves the same equation with initial condition u0. This symmetry of
the equation is essential for our scope and will play a fundamental role in the paper.
We have chosen to study a polynomial nonlinearity in order to avoid extra technicalities.
Birkhoff Normal Form approach and some related literature. Equation (1.1) belongs to the following general
class of problems:
ut = Lu+ f(u), (1.7)
where L is an unbounded linear operator with discrete spectrum made of purely imaginary eigenvalues λj ∈ iR, f(u)
is a non linear function and u belongs to some Sobolev space. In the last years several authors investigated whether
there is a stable behavior of solutions of small amplitude. By stable solution we mean that its Sobolev norms ‖ · ‖Hs
remain bounded for long times.
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This problem is non trivial in the case that the system (1.7) does not enjoy conservations laws able to control Sobolev
norms with high index s. In such a case the only general fruitful approach seems to be the Birkhoff Normal Form
(BNF) procedure. Below we briefly describe the basic ideas and the difficulties that arise in implementing such a
procedure.
According to the local existence theory (at a sufficiently large order of regularity), presuming that it is the case, as-
suming that the non linearity f(u) vanishes quadratically at the origin, we deduce that if the size of the initial datum
is ε ≪ 1 then the corresponding solution may be extended up to a time of magnitude 1/ε. The basic idea to prove a
longer time of existence using a BNF approach is to reduce the size of the non linearity near the origin. In other words
one looks for a change of coordinates in order to cancel out, from the non linearity, when possible, all the monomials
of homogeneity less thanN for someN ≥ 2. In this way, in the new coordinates system, one has that f(u) ∼ uN , and
hence the lifespan would be of order ε−N+1. In performing such changes of coordinates non trivial problems arise:
(i) small divisors appear: the small divisors involves linear combinations of the eigenvalues λj , j ∈ N, of the linear
operator L in (1.7) of the form
λj1 + · · ·+ λjℓ − λjℓ+1 − . . .− λjN (1.8)
for 0 ≤ ℓ ≤ N with N ∈ N. One must impose non-resonance conditions, i.e. lower bounds on the quantity in
(1.8) whether possible.
(ii) check that the changes of coordinates are well-defined and bounded, on sufficiently regular Sobolev spaces, even
if some loss of regularity appears due to the small divisors;
(iii) it is not possible to cancel out all the monomials of low degree of homogeneity from the non linearity but, starting
form (1.7), one obtains a system of the form
ut = Lu+ Z(u) + P (u),
where P (u) ∼ uN and the non linear term Z (which is usually called “resonant normal form”) commutes with
the operator L. Under some algebraic assumptions on the nonlinearity f(u) the dynamics generated by the
resonant term Z(u) is stable. The most studied models in literature are theHamiltonian and the reversible PDEs.
Without trying to be exhaustive we quote below some relevant contributions to this subject.
Concerning semi-linear PDEs (i.e. when the non linearity f(u) does not contain derivatives of u) the long time
existence problem has been extensively studied in literature in the case of Hamiltonian PDEs. We quote for instance
the papers by Bambusi [4], Bambusi-Grebert [6] and by Delort-Szeftel [12, 13]. Regarding BNF theory for reversible
PDEs we mention [15] by Grebert-Faou. The paper [5] regards long time existence of solutions for the semi-linear
Klein-Gordon equation on Zoll manifolds, here are collected all the ideas of the preceding (and aforementioned)
literature.
In the case that the non linearity f contains derivatives of u if one would follow the strategy used in the semilinear
case, one would end up with only formal results in the following sense: the change of coordinates would be unbounded
because one faces the well known problem of loss of derivatives. We remark that this loss of derivatives is originated
by the presence of derivatives in the nonlinearity and it is not a small divisors problem. In this direction we quote the
early paper concerning the pure-gravity water waves (WW) equation by Craig-Worfolk [10].
In the case that f(u) in (1.7) contains derivatives of u of order strictly less than the order of L, we quote the pa-
per by Yuan-Zhang [19]. They studied an equation of the form (1.1) with the particular nonlinearity f(u, ux) =
−(i/2π)(|u|2u)x exploiting its Hamiltonian structure.
The first rigorous long time existence result concerning quasi-linear equations, i.e. when f contains derivatives of u
of the same order of L has been obtained by Delort. In [11] the author studied quasi-linear Hamiltonian perturbations
of the Klein-Gordon (KG) equation on the circle, and in [14] the same equation on higher dimensional spheres. Here
the author introduces some classes of multilinear maps which defines para-differential operators (in the case of (KG)
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operators of order 1) enjoying a symbolic calculus. We remark that in such papers the author deeply use the fact that
the (KG) has a linear dispersion law (i.e. the operator L in this case has order 1).
A new different approach in the case of super-linear dispersion law (i.e. L has order> 1) has been proposed by Berti-
Delort in [7] for the capillary water waves equation. The starting point is to rewrite the equation as a para-differential
system which involves a para-differential term and a smoothing remainder. Hence the BNF procedure is divided into
two steps:
1. Instead of reducing directly the size of the non linearity (as done in [11] for (KG) or formally in [9] and [10] for
the (WW)) the authors perform some para-differential reductions in order to conjugate the para-differential term
to an other one which is diagonal with constant coefficients in x up to a remainder which is a very regularizing
term (i.e. maps Hs to Hs+ρ with ρ ≫ 0). In this procedure it is fundamental that the symbols of positive
order are purely imaginary, in such a way that the associated para-differential operator is skew self-adjoint.
This condition is ensured by some algebraic structure of the equation. A related regularization procedure of
the unbounded terms of the equations has been previously developed in order to study the linearized equation
associated to a quasi-linear system in the context of a Nash-Moser iterative scheme (see for instance [1, 8, 2, 3,
17, 18]).
2. The second part of the procedure consists in two sub-steps. In the first one a BNF procedure is used in order to
reduce the size of the paradifferential term. The loss of derivatives appearing in the BNF procedure affects only
the coefficients of the equations which are low frequencies thanks to the paradifferential structure; the authors
may afford to loose a large number of derivatives on these coefficients since they are working with very smooth
functions. Concerning the reduction in size of the smoothing remainder they construct some modified energies
by means of, again, a BNF-type procedure. The loss of derivatives due to the small divisors, in this case, is
compensated by the fact that the remainder is a very smoothing operator.
For more details on this strategy we refer the reader to the introduction of [7].
We mention that in [18], [17] it has been shown that a large class of fully non linear Schro¨dinger type equations admits
quasi-periodic in time, and hence globally defined and stable, small amplitude solutions. Hence it would be interesting
to study whether other stability phenomena appear.
The goal of this paper is to extend the BNF theory to a class of fully non linear Schro¨dinger equations by adapting the
ideas of [7].
Plan of the paper. First of all it is convenient to work on product spaces and consider instead of (1.1) the so called
vector NLS. We need some further notation. We define the following Sobolev spaces
H
s := Hs(T,C2) :=
(
Hs ×Hs) ∩R,
R := {(u+, u−) ∈ L2(T;C)× L2(T;C) : u+ = u−}, (1.9)
endowed with the product topology. We setH∞ := ∩s∈RHs. OnH0 we define the scalar product
(U, V )H0 :=
ˆ
T
U · V dx. (1.10)
We introduce also the following subspace of even functions of x inHs:
H
s
e = H
s
e(T;C
2) := (Hse ×Hse ) ∩H0,
Hse = H
s
e (T;C) := {u ∈ Hs : u(x) = u(−x)}.
(1.11)
We define the operator λ as λ[u] := ∂xxu+ P~m(x) ∗ u. One has that
λ[eijx] := λje
ijx, λj := (ij)
2 + pˆ(j), j ∈ Z, (1.12)
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where pˆ(j) are defined in (1.4). Let us introduce the following matrices
E :=
(
1 0
0 −1
)
, 1 :=
(
1 0
0 1
)
, (1.13)
and we define the operator Λ onHs ×Hs as
Λ :=
(
λ 0
0 λ
)
. (1.14)
With this notation equation (1.1) is equivalent to the system
U˙ := iE
[
ΛU +
(
f(u, ux, uxx)
f(u, ux, uxx)
)]
, U = (u, u¯) ∈ Hs. (1.15)
From now on we will study the system (1.15) instead of equation (1.1).
We describe here the ideas of the proof of Theorem 1.1. In Section 2 we define the classes of operators and of symbols
we need and we develop some composition theorems for classes of para-differential and smoothing operators. Such
classes of operators have been introduced and widely studied in [7].
The first step is to rewrite the system (1.15) as a para-differential system of the form (3.1) with U = U(t, x) = (u, u¯)
by using the results of Section 2. This is the content of Theorem 3.1 in Section 3. Let us describe briefly the structure
of the system obtained in Theorem 3.1. Consider a symbol a(x, ξ) having finite regularity in x. Let χ be a C∞0 cut-off
function with sufficiently small support and equal to 1 close to 0, then we set aχ(x, ξ) = F−1xˆ
(
aˆ(xˆ, ξ)χ(xˆ/〈ξ〉)). In
other words the new symbol aχ(x, ξ) is a localization in the Fourier space, and therefore a regularization in the physical
space, of the symbol a(x, ξ). Then we can define the Bony-Weyl quantization of the symbol a as follows
OpBW (a(x, ξ))ϕ =
1
2π
ˆ
ei(x−y)ξaχ
(x+ y
2
, ξ
)
ϕ(y)dydξ.
Theorem 3.1 ensures that the original system is equivalent to the following para-differential one
∂tU = iE(ΛU +Op
BW (A(U ;x, ξ))U +R(U)U) (1.16)
where R(U) is a 2 × 2 matrix of smoothing remainder, A(U ;x, ξ) is a 2 × 2 matrix of symbol with the following
properties:
• the map (x, ξ) 7→ A(U ;x, ξ) depends in a non linear way on the function U solution of (1.15);
• for any N > 1 the matrix of symbols A(U ;x, ξ) admits an expansion in homogeneous matrices of symbols up
to a non homogeneous one of size O(‖U‖NHs);
• the operator OpBW (A(U ;x, ξ)) maps Hs in Hs−2 for any s, provided that U belongs to Hs0 for s0 large
enough;
• R(U) mapsHs inHs+ρ for s large enough and ρ ∼ s.
We remark that we cannot use directly the paralinearization performed in Section 4 of [16] since we need to adapt it to
symbols and operators which admit multilinear expansions.
As first step in subsections 4.1, 4.2 we perform several changes of coordinates which diagonalize the matrixA(U ;x, ξ).
In this way the new system admitsL2-energy estimates. Since the non zero terms of the new diagonalmatrix of symbols
depends on x, this system does not admit Hs-energy estimates. Therefore subsections 4.3, 4.4, 4.5 are devoted to
conjugate this matrix to another one whose symbols are constant in x. All these results are collected in Theorem 4.1,
where we exhibit a nonlinear map Φ(U)U with the following properties:
(a) for any fixed U inHs0 , s0 large enough, the map Φ(U)[·] is a bounded linear map formHs toHs for any s ≥ 0;
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(b) set V := Φ(U)U , then one has ‖V ‖Hs ∼ ‖U‖Hs ;
(c) the function U solves (1.16) if and only if V = Φ(U)U solves a system of the form (see (4.2))
∂tV = iE(ΛV +Op
BW (L(U ; ξ))V +Q(U)U), (1.17)
for some diagonal and constant coefficients in x matrix of symbol L(U ; ξ) and where Q(U) is a ρ-smoothing
remainder for some ρ large.
The function V solving (1.17) satisfies
∂t‖V (t)‖2Hs ≤ C‖U(t)‖Hs0‖V (t)‖2Hs ,
therefore, as a consequence of Theorem 4.1, we have obtained
‖U(t)‖2
Hs
≤ C‖U(0)‖2
Hs
+ C
ˆ t
0
‖U(τ)‖Hs0 ‖U(τ)‖2Hsdτ, s ≥ s0 ≫ 1. (1.18)
The type of changes of coordinates we use in Section 4 are inspired to those used in Section 3 in [16]. There are two
key differences between this paper and the procedure followed in [16]. In the quoted paper we are only interested
in giving some energy estimates on the solution in order to prove a local existence result. Here the situation is more
complicated and we need further information in order to obtain a much longer time of existence. First of all in Theorem
4.1 we take into account that our operators and symbols admit multilinear expansions. This justify our definition of
operators and symbols in Definitions 2.3 and 2.20. On the contrary in [16] we use classes more similar to the non
homogeneous classes defined in Definitions 2.2 and 2.16. The second fundamental difference is that the final system
in (4.2) is diagonal, constant coefficients in x ∈ T, up to terms which are ρ-smoothing operators with ρ arbitrary large.
We remark that in [16] we only need bounded remainders.
In Section 5 we give the proof of Theorem 1.1. Notice that the r.h.s. in (1.18) is linear in ‖U(t)‖Hs0 since both the
matrix of symbolsL(U ; ξ) and the matrix of operatorsQ(U) areO(‖U‖Hs0 ). The aim of Sec. 5 is to prove an estimate
of the form
‖U(t)‖2
Hs
≤ C‖U(0)‖2
Hs
+ C
ˆ t
0
‖U(τ)‖N
Hs0
‖U(τ)‖2
Hs
dτ, s ≥ s0 ≫ 1, N > 2. (1.19)
After the reduction performed in Theorem 4.1, we have that the system (1.17) is very similar to a semi-linear one.
Therefore we construct modified energies to prove the bound (1.19). In such construction we exploit the reversibility
and parity preserving structures in order to prove that the resonant terms do not contribute to the energy estimates.
As explained before in the introduction we shall face the problems described in items (i)-(iii). We deal with the first
issue in subsection 5.1 where we show that the λj (defined in (1.12)) satisfy some non resonance conditions. This is
the content of Proposition 5.5.
Acknowledgements
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2 Para-differential calculus
In this Section we develop a para-differential calculus following the ideas (and notation) in [7]. We shall define several
classes of symbols and operators that depend on some extra function U (which in the application will be a solution of
(1.15)). The main difference between our classes and those in [7] depends only on the extra function U : in their case
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it stands for a zero-mean solution of the capillary water waves, while in our case it is a solution of the Schro¨dinger
equation and it may have non zero mean.
We introduce some notation. If K ∈ N, I is an interval of R containing the origin and s ∈ R+ we denote by
CK∗ (I,H
s(T,C2)) (respectively CK∗ (I,H
s(T;C))), the space of continuous functions U of t ∈ I with values in
Hs(T,C2) (resp. Hs(T;C)), which are K-times differentiable and such that the k−th derivative is continuous with
values in Hs−2k(T,C2) (resp. Hs−2k(T;C)) for any 0 ≤ k ≤ K . We endow the space CK∗ (I,Hs(T;C2)) (resp.
CK∗ (I,H
s(T;C))) with the norm
sup
t∈I
‖U(t, ·)‖K,s , where ‖U(t, ·)‖K,s :=
K∑
k=0
∥∥∂kt U(t, ·)∥∥Hs−2k . (2.1)
We denote by CK∗R(I,H
s(T,C2)), sometimes with CK∗R(I;H
s), the subspace of CK∗ (I,H
s(T,C2)) made of the
functions of t with values in Hs(T;C2) (see (1.9)). Recalling (1.11) we shall denote CK∗ (I;H
s
e (T;C
2)) (resp.
CK∗ (I;H
s(T;C))) the subspace of CK∗ (I,H
s(T,C2)) (resp. CK∗ (I;H
s
e (T;C))) made of the functions of t with
values in Hse (T;C
2) (resp. Hse (T;C)). Analogously C
K
∗R(I,H
s
e(T;C
2)) denotes the subspace of CK∗R(I,H
s(T;C2))
made of those functions which are even in x. Moreover if r ∈ R+ we set
BKs (I, r) :=
{
U ∈ CK∗ (I,Hs(T;C2)) : sup
t∈I
‖U(t, ·)‖K,s < r
}
. (2.2)
For n ∈ N∗ we denote by Πn the orthogonal projector from L2(T;C2) (or L2(T,C)) to the subspace spanned by
{einx, e−inx} i.e.
(Πnu)(x) = uˆ(n)
einx√
2π
+ uˆ(−n)e
−inx
√
2π
, (2.3)
while in the case n = 0 we define the mean
Π0u =
1√
2π
uˆ(0) =
1
2π
ˆ
T
u(x)dx.
If U = (U1, . . . , Up) is a p-tuple of functions, ~n = (n1, . . . , np) ∈ Np, we set
Π~nU := (Πn1U1, . . . ,ΠnpUp). (2.4)
For a family (n1, . . . , np+1) ∈ Np+1 we denote by
max
2
(〈n1〉, . . . , 〈np+1〉),
the second largest among the numbers 〈n1〉, . . . , 〈np+1〉.
2.1 Spaces of Smoothing operators
The following is the definition of a class of multilinear smoothing operators.
Definition 2.1 (p−homogeneous smoothing operator). Let p ∈ N, ρ ∈ R with ρ ≥ 0. We denote by R˜−ρp the space
of (p+1)-linear maps from the space (C∞(T;C2))p ×C∞(T;C) to the space C∞(T;C) symmetric in (U1, . . . , Up),
of the form
(U1, . . . , Up+1)→ R(U1, . . . , Up)Up+1, (2.5)
that satisfy the following. There is µ ≥ 0, C > 0 such that
‖Πn0R(Π~nU)Πnp+1Up+1‖L2 ≤ C
max2(〈n1〉, . . . , 〈np+1〉)ρ+µ
max(〈n1〉, . . . , 〈np+1〉)ρ
p+1∏
j=1
‖ΠnjUj‖L2, (2.6)
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for any U = (U1, . . . , Up) ∈ (C∞(T;C2))p, any Up+1 ∈ C∞(T;C), any ~n = (n1, . . . , np) ∈ Np, any n0, np+1 ∈ N.
Moreover, if
Πn0R(Πn1U1, . . . ,ΠnpUp)Πnp+1Up+1 6= 0, (2.7)
then there is a choice of signs σ0, . . . , σp+1 ∈ {−1, 1} such that
∑p+1
j=0 σjnj = 0.
We shall need also a class of non-homogeneous smoothing operators.
Definition 2.2 (Non-homogeneous smoothing operators). Let K ′ ≤ K ∈ N, N ∈ N with N ≥ 1, ρ ∈ R with
ρ ≥ 0 and r > 0. We define the class of remainders R−ρK,K′,N [r] as the space of maps (V, u) 7→ R(V )u defined on
BKs0(I, r) × CK∗ (I,Hs0(T,C)) which are linear in the variable u and such that the following holds true. For any
s ≥ s0 there exist a constant C > 0 and r(s) ∈]0, r[ such that for any V ∈ BKs0 (I, r) ∩ CK∗ (I,Hs(T,C2)), any
u ∈ CK∗ (I,Hs(T,C)), any 0 ≤ k ≤ K −K ′ and any t ∈ I the following estimate holds true∥∥∂kt (R(V )u) (t, ·)∥∥Hs−2k+ρ ≤ ∑
k′+k′′=k
C
[
‖u‖k′′,s ‖V ‖Nk′+K′,s0 + ‖u‖k′′,s0 ‖V ‖N−1k′+K′,s0 ‖V ‖k′+K′,s
]
. (2.8)
We will often use the following general class.
Definition 2.3 (Smoothing operator). Let p,N ∈ N, with p ≤ N , N ≥ 1, K,K ′ ∈ N with K ′ ≤ K and ρ ∈ R,
ρ ≥ 0. We denote by ΣR−ρK,K′,p[r,N ] the space of maps (V, t, u)→ R(V, t)u that may be written as
R(V ; t)u =
N−1∑
q=p
Rq(V, . . . , V )u+RN (V ; t)u, (2.9)
for some Rq ∈ R˜−ρq , q = p, . . . , N − 1 and RN belongs toR−ρK,K′,N [r].
Remark 2.4. Let R1(U) be a smoothing operator in ΣR−ρ1K,K′,p1 [r,N ] and R2(U) in ΣR−ρ2K,K′,p2 [r,N ], then the
operatorR1(U) ◦R2(U)[·] belongs to ΣR−ρK,K′,p1+p2 [r,N ], where ρ = min(ρ1, ρ2).
The following is a subclass of the previous class made of those operators which are autonomous, i.e. they depend on
the variable t only through the function U .
Definition 2.5 (Autonomous smoothing operator). We define, according to the notation of Definition 2.2, the class of
autonomous non-homogeneous smoothing operatorR−ρK,0,N [r, aut] as the subspace ofR−ρK,0,N [r] made of those maps
(U, V ) → R(U)V satisfying estimates (2.8) with K ′ = 0, the time dependence being only through U = U(t). In the
same way, we denote by ΣR−ρK,0,p[r,N, aut] the space of maps (U, V ) → R(U, V ) of the form (2.9) with K ′ = 0 and
where the last term belongs toR−ρK,0,N [r, aut].
Remark 2.6. We remark that if R is in R˜−ρp , p ≥ N , then (V, U) → R(V, . . . , V )U is in R−ρK,0,N [r, aut]. This
inclusion follows by the multi-linearity ofR in each argument, and by estimate (2.6). For further details we refer to the
remark after Definition 2.2.3 in [7].
2.2 Spaces of Maps
In the following, sometimes, we shall treat operators without having to keep track of the number of lost derivatives in
a very precise way. We introduce some further classes.
9
Definition 2.7 (p−homogeneous maps). Let p ∈ N, m ∈ R with m ≥ 0. We denote by M˜mp the space of (p + 1)-
linear maps from the space (C∞(T;C2))p × C∞(T;C) to the space C∞(T;C) symmetric in (U1, . . . , Up), of the
form
(U1, . . . , Up+1)→M(U1, . . . , Up)Up+1, (2.10)
that satisfy the following. There is µ ≥ 0, C > 0, and for any U = (U1, . . . , Up) ∈ (C∞(T;C2))p, any Up+1 ∈
C∞(T;C), any ~n = (n1, . . . , np) ∈ Np, any n0, np+1 ∈ N
‖Πn0M(Π~nU)Πnp+1Up+1‖L2 ≤ C(〈n0〉+ 〈n1〉+ . . .+ 〈np+1〉)m
p+1∏
j=1
‖ΠnjUj‖L2. (2.11)
Moreover, if
Πn0M(Πn1U1, . . . ,ΠnpUp)Πnp+1Up+1 6= 0, (2.12)
then there is a choice of signs σ0, . . . , σp+1 ∈ {−1, 1} such that
∑p+1
j=0 σjnj = 0. When p = 0 the conditions above
mean thatM is a linear map on C∞(T;C) into itself.
Definition 2.8 (Non-homogeneousmaps). LetK ′ ≤ K ∈ N,N ∈ N withN ≥ 1,m ∈ R withm ≥ 0 and r > 0. We
define the classMmK,K′,N [r] as the space of maps (V, u) 7→M(V )u defined on BKs0(I, r)×CK∗ (I,Hs0(T,C)) which
are linear in the variable u and such that the following holds true. For any s ≥ s0 there exist a constant C > 0 and
r(s) ∈]0, r[ such that for any V ∈ BKs0(I, r) ∩ CK∗ (I,Hs(T,C2)), any u ∈ CK∗ (I,Hs(T,C)), any 0 ≤ k ≤ K −K ′
and any t ∈ I the following estimate holds true∥∥∂kt (M(V )u) (t, ·)∥∥Hs−2k−m ≤ ∑
k′+k′′=k
C
[
‖u‖k′′,s ‖V ‖Nk′+K′,s0 + ‖u‖k′′,s0 ‖V ‖N−1k′+K′,s0 ‖V ‖k′+K′,s
]
. (2.13)
Definition 2.9 (Maps). Let p,N ∈ N, with p ≤ N , N ≥ 1, K,K ′ ∈ N with K ′ ≤ K and ρ ∈ R,m ≥ 0. We denote
by ΣMmK,K′,p[r,N ] the space of maps (V, t, u)→M(V, t)u that may be written as
M(V ; t)u =
N−1∑
q=p
Mq(V, . . . , V )u+MN (V ; t)u, (2.14)
for some Mq ∈ M˜mq , q = p, . . . , N − 1 and MN belongs to MmK,K′,N [r]. Finally we set M˜p := ∪m≥0M˜mp ,
MK,K′,p[r] := ∪m≥0MmK,K′,p[r] and ΣMK,K′,p[r,N ] := ∪m≥0ΣMmK,K′,p[r].
Definition 2.10 (Autonomous maps). We define, with the notation of Definition 2.8, the class of autonomous non-
homogeneous smoothing operator MmK,0,N [r, aut] as the subspace of MmK,0,N [r] made of those maps (U, V ) →
M(U)V satisfying estimates (2.8) with K ′ = 0, the time dependence being only through U = U(t). In the same way,
we denote by ΣMmK,0,p[r,N, aut] the space of maps (U, V )→M(U, V ) of the form (2.9) withK ′ = 0 and where the
last term belongs toMmK,0,N [r, aut].
Remark 2.11. We remark that if M is in M˜mp , p ≥ N , then (V, U) → M(V, . . . , V )U is in MmK,0,N [r, aut]. For
further details we refer to the remark after Definition 2.2.5 in [7].
2.3 Spaces of Symbols
We give the definition of a class of multilinear symbols.
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Definition 2.12 (p-homogeneous symbols). Let m ∈ R, p ∈ N. We denote by Γ˜mp the space of symmetric p-linear
maps from (C∞(T;C2))p to the space of C∞ functions in (x, ξ) ∈ T×R
U → ((x, ξ)→ a(U ;x, ξ))
satisfying the following. There is µ > 0 and for any α, β ∈ N there is C > 0 such that
|∂αx ∂βξ a(Π~nU ;x, ξ)| ≤ C〈~n〉µ+α〈ξ〉m−β
p∏
j=1
‖ΠnjUj‖L2 , (2.15)
for any U = (U1, . . . , Up) in (C∞(T;C2))p, and ~n = (n1, . . . , np) ∈ Np, where 〈~n〉 :=
√
1 + |n1|2 + . . .+ |np|2.
Moreover we assume that, if for some (n0, . . . , np) ∈ Np+1,
Πn0a(Πn1U1, . . . ,ΠnpUp; ·) 6= 0, (2.16)
then there exists a choice of signs σ0, . . . , σp ∈ {−1, 1} such that
∑p
j=0 σjnj = 0. For p = 0 we denote by Γ˜
0
0
the space of constant coefficients symbols ξ 7→ a(ξ) which satisfy the (2.15) with α = 0 and the r.h.s. replaced by
C〈ξ〉m−β .
Remark 2.13. In the sequel we shall consider functions U = (U1, . . . , Up) which depends also on time t, so that the
above definition are functions of (t, x, ξ) that we denote by a(U ; t, x, ξ).
Remark 2.14. One can easily note that, if a ∈ Γ˜mp and b ∈ Γ˜m
′
q then ab ∈ Γ˜m+m
′
p+q , and ∂xa ∈ Γ˜mp while ∂ξa ∈ Γ˜m−1p .
Remark 2.15. We have that the function
p(ξ) :=
M∑
k=1
mk
〈ξ〉2k+1 , ξ ∈ R, (2.17)
belongs to the class Γ˜00.
We shall need also a class of non-homogeneous nonlinear symbols.
Definition 2.16 (Non-homogeneous Symbols). Let m ∈ R, p ∈ N, p ≥ 1, K ′ ≤ K in N, r > 0. We denote by
ΓmK,K′,p[r] the space of functions (U ; t, x, ξ) 7→ a(U ; t, x, ξ), defined for U ∈ BKσ0(I, r), for some large enough σ0,
with complex values such that for any 0 ≤ k ≤ K − K ′, any σ ≥ σ0, there are C > 0, 0 < r(σ) < r and for any
U ∈ BKσ0(I, r(σ)) ∩ Ck+K
′
∗ (I,H
σ(T;C2)) and any α, β ∈ N, with α ≤ σ − σ0∣∣∣∂kt ∂αx ∂βξ a(U ; t, x, ξ)∣∣∣ ≤ C〈ξ〉m−β‖U‖p−1k+K′,σ0 ‖U‖k+K′,σ . (2.18)
Remark 2.17. We note that if a ∈ ΓmK,K′,p[r] withK ′+1 ≤ K , then ∂ta ∈ ΓmK,K′+1,p[r]. Moreover if a ∈ ΓmK,K′,p[r]
then ∂xa ∈ ΓmK,K′,p[r] and ∂ξa ∈ Γm−1K,K′,p[r]. Finally if a ∈ ΓmK,K′,p[r] and b ∈ Γm
′
K,K′,q[r] then ab ∈ Γm+m
′
K,K′,p+q[r].
The following is a subclass of the class defined in 2.16 made of those symbols which depend on the variable t only
through the function U .
Definition 2.18 (Autonomous non-homogeneous Symbols). We denote by ΓmK,0,p[r, aut] the subspace of Γ
m
K,0,p[r]
made of the non-homogeneous symbols (U, x, ξ) → a(U ;x, ξ) that satisfy estimate (2.18) with K ′ = 0, the time
dependence being only through U = U(t).
Remark 2.19. A symbol a(U ; ·) of Γ˜mp defines, by restriction to the diagonal, the symbol a(U, . . . , U ; ·) forΓmK,0,p[r, aut]
for any r > 0. For further details we refer the reader to the first remark after Definition 2.1.3 in [7].
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The following is the general class of symbols we shall deal with.
Definition 2.20 (Symbols). Let m ∈ R, p ∈ N, K,K ′ ∈ N with K ′ ≤ K , r > 0 and N ∈ N with p ≤ N . One
denotes by ΣΓmK,K′,p[r,N ] the space of functions (U, t, x, ξ)→ a(U ; t, x, ξ) such that there are homogeneous symbols
aq ∈ Γ˜mq for q = p, . . . , N − 1 and a non-homogeneous symbol aN ∈ ΓmK,K′,N [r] such that
a(U ; t, x, ξ) =
N−1∑
q=p
aq(U, . . . , U ;x, ξ) + aN(U ; t, x, ξ). (2.19)
We set ΣΓ−∞K,K′,p[r,N ] = ∩m∈RΣΓmK,K′,p[r,N ].
We define the subclasses of autonomous symbols ΣΓmK,K′,p[r,N, aut] by (2.19) where aN is in the class Γ
m
K,0,N [r, aut]
of Definition 2.18. Finally we set ΣΓ−∞K,K′,p[r,N, aut] = ∩m∈RΣΓmK,K′,p[r,N, aut].
We also introduce the following class of “functions”, i.e. those bounded symbols which are independent of the variable
ξ.
Definition 2.21 (Functions). Fix N ∈ N, p ∈ N with p ≤ N , K,K ′ ∈ N with K ′ ≤ K , r > 0. We denote by F˜p
(resp. FK,K′,p[r], resp. FK,K′,p[r, aut], resp. ΣFqp [r,N ], resp. ΣFK,K′,p[r,N, aut]) the subspace of Γ˜0p (resp. Γ0p[r],
resp. Γ0p[r, aut], resp. ΣΓ
0,q
p [r,N ], resp. ΣΓ
0
p[r,N, aut]) made of those symbols which are independent of ξ.
2.4 Quantization of symbols
Given a smooth symbol (x, ξ)→ a(x, ξ), we define, for any σ ∈ [0, 1], the quantization of the symbol a as the operator
acting on functions u as
Opσ(a(x, ξ))u =
1
2π
ˆ
R×R
ei(x−y)ξa(σx+ (1 − σ)y, ξ)u(y)dydξ. (2.20)
This definition is meaningful in particular if u ∈ C∞(T) (identifying u to a 2π-periodic function). By decomposing u
in Fourier series as u =
∑
j∈Z uˆ(j)(1/
√
2π)eijx, we may calculate the oscillatory integral in (2.20) obtaining
Opσ(a)u :=
1√
2π
∑
k∈Z
∑
j∈Z
aˆ
(
k − j, (1− σ)k + σj)uˆ(j)
 eikx√
2π
, ∀ σ ∈ [0, 1], (2.21)
where aˆ(k, ξ) is the kth−Fourier coefficient of the 2π−periodic function x 7→ a(x, ξ). For convenience in the paper
we shall use two particular quantizations:
Standard quantization. We define the standard quantization by specifying formula (2.21) for σ = 1:
Op(a)u := Op1(a)u =
1√
2π
∑
k∈Z
∑
j∈Z
aˆ
(
k − j, j)uˆ(j)
 eikx√
2π
; (2.22)
Weyl quantization. We define the Weyl quantization by specifying formula (2.21) for σ = 12 :
OpW (a)u := Op 1
2
(a)u =
1√
2π
∑
k∈Z
∑
j∈Z
aˆ
(
k − j, k + j
2
)
uˆ(j)
 eikx√
2π
. (2.23)
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Moreover the above formulas allow to transform the symbols between different quantizations, in particular we have
Op(a) = OpW (b), where bˆ(j, ξ) = aˆ(j, ξ − j
2
). (2.24)
We want to define a para-differential quantization. First we give the following definition.
Definition 2.22 (Admissible cut-off functions). Fix p ∈ N with p ≥ 1. We say that χp ∈ C∞(Rp × R;R) and
χ ∈ C∞(R× R;R) are admissible cut-off functions if they are even with respect to each of their arguments and there
exists δ > 0 such that
suppχp ⊂ {(ξ′, ξ) ∈ Rp × R; |ξ′| ≤ δ〈ξ〉} , χp(ξ′, ξ) ≡ 1 for |ξ′| ≤ δ
2
〈ξ〉,
suppχ ⊂ {(ξ′, ξ) ∈ R× R; |ξ′| ≤ δ〈ξ〉} , χ(ξ′, ξ) ≡ 1 for |ξ′| ≤ δ
2
〈ξ〉.
We assume moreover that for any derivation indices α and β
|∂αξ ∂βξ′χp(ξ′, ξ)| ≤ Cα,β〈ξ〉−α−|β|, ∀α ∈ N, β ∈ Np,
|∂αξ ∂βξ′χ(ξ′, ξ)| ≤ Cα,β〈ξ〉−α−β , ∀α, β ∈ N.
An example of function satisfying the condition above, and that will be extensively used in the rest of the paper, is
χ(ξ′, ξ) := χ˜(ξ′/〈ξ〉), where χ˜ is a function in C∞0 (R;R) having a small enough support and equal to one in a
neighborhood of zero. For any a ∈ C∞(T) we shall use the following notation
(χ(D)a)(x) =
∑
j∈Z
χ(j)Πja. (2.25)
Definition 2.23 (The Bony quantization). Let χ be an admissible cut-off function according to Definition 2.22. If a
is a symbol in Γ˜mp and b is in Γ
m
K,K′,p[r], we set, using notation (2.4),
aχ(U ;x, ξ) =
∑
~n∈Np
χp (~n, ξ) a(Π~nU ;x, ξ),
bχ(U ; t, x, ξ) =
1
2π
ˆ
T
χ (η, ξ) bˆ(U ; t, η, ξ)eiηxdη.
(2.26)
We define the Bony quantization as
OpB(a(U ; ·)) = Op(aχ(U ; ·)),
OpB(b(U ; t, ·)) = Op(bχ(U ; t, ·)).
(2.27)
and the Bony-Weyl quantization as
OpBW (a(U ; ·)) = OpW (aχ(U ; ·)),
OpBW (b(U ; t, ·)) = OpW (bχ(U ; t, ·)).
(2.28)
Finally, if a is a symbol in the class ΣΓmK,K′,p[r,N ], that we decompose as in (2.19), we define its Bony quantization
as
OpB(a(U ; t, ·)) =
N−1∑
q=p
OpB(aq(U, . . . , U ; ·)) + OpB(aN (U ; t, ·)), (2.29)
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and its Bony-Weyl quantization as
OpBW (a(U ; t, ·)) =
N−1∑
q=p
OpBW (aq(U, . . . , U ; ·)) + OpBW (aN (U ; t, ·)). (2.30)
For symbols belonging to the autonomous subclassΣΓmK,0,p[r,N, aut] we shall not write the time dependence in (2.29)
and (2.30).
Remark 2.24. Let a ∈ ΣΓmK,K′,p[r,N ]. We note that
OpB(a(U ; t, x, ξ)[v] = OpB(a∨(U ; t, x, ξ))[v¯], OpBW (a(U ; t, x, ξ)[v] = OpBW (a∨(U ; t, x, ξ))[v¯], (2.31)
where
a∨(U ; t, x, ξ) := a(U ; t, x,−ξ). (2.32)
Moreover if we define the operator A(U, t)[·] := OpBW (a(U ; t, x, ξ))[·] we have that A∗(U, t), its adjoint operator
w.r.t. the L2(T;C) scalar product, can be written as
A∗(U, t)[v] = OpBW
(
a(U ; t, x, ξ)
)
[v]. (2.33)
Remark 2.25. Let us define
l(ξ) := (iξ)2 + p(ξ), (2.34)
with p(ξ) defined in (2.17). By Remark 2.15 we have that l(ξ) belongs to Γ˜20. Moreover we note that the operator λ
defined in (1.12) can be written as
λ[·] = Op(l(ξ))[·] (2.35)
Remark 2.26. By formula (2.33) one has that a para-differential operatorOpBW (a(U ; t, x, ξ))[·] is self-adjoint, w.r.t.
the L2(T;C) scalar product, if and only if the symbol a(U ; t, x, ξ) is real valued for any x ∈ T, ξ ∈ R.
Proposition 2.27 (Action of para-differential operator). One has the following.
(i) Letm ∈ R, p ∈ N. There is σ > 0 such that for any symbol a ∈ Γ˜mp , the map
(U1, . . . , Up+1)→ OpBW (a(U1, . . . , Up; ·))Up+1, (2.36)
extends, for any s ∈ R, as a continuous (p+ 1)-linear map(
Hσ(T;C2)
)p ×Hs(T;C)→ Hs−m(T;C). (2.37)
Moreover, there is a constant C > 0, depending only on s and on (2.15) with α = β = 0, such that
‖OpBW (a(U ; ·))Up+1‖Hs−m ≤ C
p∏
j=1
‖Uj‖Hσ‖Up+1‖Hs , (2.38)
where U = (U1, . . . , Up). In the case that p = 0 the r.h.s. of (2.38) is replaced by C‖Up+1‖Hs . Finally, if for some
(n0, . . . , np+1) ∈ Np+2,
Πn0Op
BW (a(Π~nU ; ·))Πnp+1Up+1 6= 0, (2.39)
with ~n = (n1, . . . , np) ∈ Np, then there is a choice of signs σj ∈ {−1, 1}, j = 0, . . . , p+1, such that
∑p+1
j=0 σjnj = 0
and the indices satisfy
n0 ∼ np+1, nj ≤ Cδn0, nj ≤ Cδnp+1, j = 1, . . . , p. (2.40)
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(ii) Let r > 0,m ∈ R, p ∈ N, p ≥ 1,K ′ ≤ K ∈ N, a ∈ ΓmK,K′,p[r]. There is σ > 0 such that for any U ∈ BKσ (I, r),
the operatorOpBW (a(U ; t, ·)) extends, for any s ∈ R, as a bounded linear operator
CK−K
′
∗ (I,H
s(T;C))→ CK−K′∗ (I,Hs−m(T;C)). (2.41)
Moreover, there is a constant C > 0, depending only on s, r and (2.18) with 0 ≤ α ≤ 2, β = 0, such that, for any
t ∈ I , any o ≤ k ≤ K −K ′,
‖OpBW (∂kt a(U ; t, ·))‖L(Hs,Hs−m) ≤ C‖U‖pk+K′,σ, (2.42)
so that
‖OpBW (a(U ; t, ·))V (t)‖K−K′,s−m ≤ C‖U‖pK,σ‖V ‖K−K′,s. (2.43)
Proof. See Proposition 2.2.4 in [7].
Remark 2.28. We have the following inclusions.
• Let a ∈ ΣΓmK,K′,p[r,N ] for p ≥ 1. By Proposition 2.27 we have that the map (V, U) → OpBW (a(V ; t, ·))U
defined by (2.30) is in ΣMm′K,K′,p[r,N ] for somem′ ≥ m.
• If a ∈ ΣΓmK,K′,p[r,N ] withm ≤ 0 and p ≥ 1, then the map (V, U)→ OpBW (a(V ; t, ·))U is inΣRmK,K′,p[r,N ].
• Any smoothing operatorR ∈ ΣR−ρK,K′,p[r,N ] defines an element of ΣMmK,K′,p[r,N ] for somem ≥ 0.
In the following we shall deal with operators defined on the product spaceHs ×Hs.
Remark 2.29. From Proposition (2.27) we deduce that the Bony-Weyl quantization of a symbol is unique up to smooth-
ing remainders. More precisely consider two admissible cut off functions χ
(1)
p and χ
(2)
p according to Def. 2.22 with
δ1 > 0 and δ2 > 0. Define χp := χ
(1)
p − χ(2)p and for a in Γ˜mp set
R(U) := OpW
( ∑
n∈Np
χp(n, ξ)a(ΠnU ; ·)
)
. (2.44)
Then, by applying (2.38) with s = m, we get
∥∥Πn0R(ΠnU)Πnp+1Up+1∥∥L2 ≤ Cnσ1 · · ·nσpnmp+1 p+1∏
j=1
∥∥ΠnjUj∥∥L2 .
The l.h.s. of the equation above is non zero only if δ1 〈np+1〉 ≤ |n| ≤ δ2 〈np+1〉. As a consequence we the equivalence
max2(n1, . . . , np+1) ∼ max(n1, . . . , np+1) and hence the operatorR belongs to R˜−ρp .
A similar statement holds for the non homogeneous case.
We have the following definition.
Definition 2.30 (Matrices of operators). Let ρ,m ∈ R, ρ ≥ 0, K ′ ≤ K ∈ N, r > 0, N ∈ N, p ∈ N with p ≥ 1. We
denote by ΣR−ρK,K′,p[r,N ] ⊗M2(C) the space of 2 × 2 matrices whose entries are smoothing operators in the class
ΣR−ρK,K′,p[r,N ]. Analogously we denote by ΣMmK,K′,p[r,N ]⊗M2(C) the space of 2× 2 matrices whose entries are
maps in the class ΣMmK,K′,p[r,N ]. We also set ΣMK,K′,p[r,N ]⊗M2(C) = ∪m∈RΣMmK,K′,p[r,N ]⊗M2(C).
Definition 2.31 (Matrices of symbols). Letm ∈ R,K ′ ≤ K ∈ N, p,N ∈ N. We denote byΣΓmK,K′,p[r,N ]⊗M2(C)
the space 2× 2 matrices whose entries are symbols in the class ΣΓmK,K′,p[r,N ].
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We have the following result.
Lemma 2.32. Let ρ,m ∈ R, ρ ≥ 0,K ′ ≤ K ∈ N, r > 0,N ∈ N, p ∈ N, p ≥ 1 and considerR ∈ ΣR−ρK,K′,p[r,N ]⊗
M2(C),M ∈ ΣMmK,K′,p[r,N ]⊗M2(C) and A ∈ ΣΓmK,K′,p[r,N ]⊗M2(C). There is σ > 0 such that
R : BKs (I, r) × CK−K
′
∗ (I,H
s(T;C2))→ CK−K′∗ (I,Hs+ρ(T;C2)); (2.45)
M : BKs (I, r) × CK−K
′
∗ (I,H
s(T;C2))→ CK−K′∗ (I,Hs−m(T;C2)), (2.46)
and
OpBW (A(U ; t, ·)) : BKσ (I, r) × CK−K
′
∗ (I,H
s(T;C2))→ CK−K′∗ (I,Hs−m(T;C2)). (2.47)
Proof. The (2.45) follows by Definition 2.3 (see bound (2.8)). The (2.46) follows by Definition 2.9 (see bound (2.13)).
The (2.47) follows by Proposition 2.27.
2.5 Symbolic calculus and Compositions theorems
We define the following differential operator
σ(Dx, Dξ, Dy, Dη) = DξDy −DxDη, (2.48)
whereDx :=
1
i ∂x andDξ, Dy, Dη are similarly defined.
LetK ′ ≤ K, ρ, p, q be inN,m,m′ ∈ R, r > 0 and consider a ∈ Γ˜mp and b ∈ Γ˜m
′
q . Set
U := (U ′,U ′′), U ′ := (U1, . . . , Up), U ′′ := (Up+1, . . . , Up+1), Uj ∈ Hs(T;C2), j = 1, . . . , p+ q. (2.49)
We define the asymptotic expansion (up to order ρ) of the composition symbol as follows:
(a#b)ρ(U ;x, ξ) :=
ρ∑
k=0
1
k!
(
i
2
σ(Dx, Dξ, Dy, Dη)
)k [
a(U ′;x, ξ)b(U ′′; y, η)
]
|x=y
ξ=η
(2.50)
modulo symbols in Γ˜m+m
′−ρ
p+q .
Consider a ∈ ΓmK,K′,p[r] and b ∈ Γm
′
K,K′,q[r]. For U in B
K
σ (I, r) we define, for ρ < σ − σ0,
(a#b)ρ(U ; t, x, ξ) :=
ρ∑
k=0
1
k!
(
i
2
σ(Dx, Dξ, Dy, Dη)
)k [
a(U ; t, x, ξ)b(U ; t, y, η)
]
|x=y
ξ=η
, (2.51)
modulo symbols in Γm+m
′−ρ
K,K′,p+q[r].
Remark 2.33. By Remark 2.14 one can note that the symbol (a#b)ρ in (2.50) belongs to the class Γ˜
m+m′
p+q (with the
exponent µ in (2.15) large as function of ρ). Similarly by Remark 2.17 one can note that the symbol (a#b)ρ in (2.51)
belongs to the class Γm+m
′
p+q [r] (with σ in Def. 2.16 large as function of ρ).
We need a result which ensures that (a#b)ρ is the symbol of the composition up to smoothing remainders.
We have the following proposition.
Proposition 2.34 (Composition of Bony-Weyl operators). LetK ′ ≤ K, ρ, p, q be in N,m,m′ ∈ R, r > 0.
(i) Consider a ∈ Γ˜mp and b ∈ Γ˜m
′
q . Then (recalling the notation in (2.49)) one has that
OpBW (a(U ;x, ξ)) ◦OpBW (b(U ′′;x, ξ))−OpBW ((a#b)ρ(U ;x, ξ)) (2.52)
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belongs to the class of smoothing remainder R˜−ρ+m+m′p+q .
(ii) Consider a ∈ ΓmK,K′,p[r] and b ∈ Γm
′
K,K′,q[r]. Then one has that
OpBW (a(U ; t, x, ξ)) ◦OpBW (b(U ; t, x, ξ))−OpBW ((a#b)ρ(U ; t, x, ξ)) (2.53)
belongs to the class of non-homogeneous smoothing remainders R−ρ+m+m′K,K′,p+q [r]. If a and b are symbols in the au-
tonomous classes of Definition 2.18 then (a#b)ρ(U ; t, x, ξ) belongs to Γ
m+m′
K,K′,p+q[r, aut] and (2.53) is an autonomous
smoothing remainder inR−ρ+m+m′K,K′,p+q [r, aut].
Proof. See the proof of Proposition 2.3.2 in [7].
Consider now symbols a ∈ ΣΓmK,K′,p[r,N ], b ∈ ΣΓm
′
K,K′,q[r,N ]. By definition (see Def. 2.20) we have
a(U ; t;x, ξ) =
N−1∑
k=p
ak(U, . . . , U ;x, ξ) + aN (U ; t, x, ξ),
b(U ; t;x, ξ) =
N−1∑
k′=p
bk′(U, . . . , U ;x, ξ) + bN (U ; t, x, ξ),
ak ∈ Γ˜mk , aN ∈ ΓmK,K′,N [r], bk′ ∈ Γ˜m
′
k′ , bN ∈ Γm
′
K,K′,N [r].
(2.54)
We set also
ck′′ (U ;x, ξ) :=
∑
k+k′=k′′
(ak#bk′)ρ(U ;x, ξ), k′′ = p+ q, . . . , N − 1,
cN (U ; t, x, ξ) :=
∑
k+k′≥N
(ak#bk′)ρ(U ; t, x, ξ),
(2.55)
where the factors ak and bk′ , for k, k
′ ≤ N − 1, have to be considered as elements of ΓmK,0,k[r] and Γm
′
K,0,k′ [r]
respectively according to Remark 2.19. We define the composition symbol (a#b)ρ,N ∈ ΣΓm+m′K,K′,p+q[r,N ] as
(a#b)ρ,N (U ; t, x, ξ) := (a#b)ρ(U ; t, x, ξ) :=
N−1∑
k′′=p+q
ck′′ (U, . . . , U ;x, ξ) + cN (U ; t, x, ξ). (2.56)
The following proposition collects the results contained in Section 2.4 in [7] concerning compositions between Bony-
Weyl operators, smoothing remainders and maps.
Proposition 2.35 (Compositions). Let m,m′,m′′ ∈ R, K,K ′, N, p1, p2, p3, p4, ρ ∈ N with K ′ ≤ K , p1 + p2 < N ,
ρ ≥ 0 and r > 0. Let a ∈ ΣΓmK,K′,p1 [r,N ], b ∈ ΣΓm
′
K,K′,p2
[r,N ], R ∈ ΣR−ρK,K′,p3 [r,N ] andM ∈ ΣMm
′′
K,K′,p4
[r,N ].
Then the following holds.
(i) There exists a smoothing operatorR1 in the class ΣR−ρK,K′,p1+p2 [r,N ] such that
OpBW (a(U ; t, x, ξ)) ◦OpBW (b(U ; t, x, ξ)) = OpBW ((a#b)ρ,N (U ; t, x, ξ))+R1(U ; t) (2.57)
(ii) One has that the compositions operators
R(U ; t) ◦OpBW (a(U ; t, x, ξ)), OpBW (a(U ; t, x, ξ)) ◦R(U ; t), (2.58)
are smoothing operators in the class ΣR−ρ+mK,K′,p1+p3 [r,N ].
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(iii) One has that the compositions operators
R(U ; t) ◦M(U ; t), M(U ; t) ◦R(U ; t), (2.59)
are smoothing operators in the class ΣR−ρ+m′′K,K′,p3+p4 [r,N ].
(iv) Let R2(U,W ; t)[·] be a smoothing operator of ΣR−ρK,K′,p3 [r,N ] depending linearly onW , i.e.
R(U,W ; t)[·] =
N−1∑
q=p3
Rq(U, . . . , U,W )[·] +RN (U,W ; t)[·],
where Rq ∈ R˜−ρq and RN satisfies for any 0 ≤ k ≤ K −K ′ (instead of (2.8)) the following
‖∂kt RN (U,W ; t)V (t, ·)‖Hs−2k
≤ C
∑
k′+k′′=k
(
‖U‖N−1k′+K′,σ‖W‖k′+K′,σ‖V ‖k′′,s + ‖U‖N−1k′+K′,σ‖W‖k′+K′,s‖V ‖k′′,σ
+‖U‖N−2k′+K′,σ‖U‖k′+K′,s‖W‖k′+K′,σ‖V ‖k′′,σ
)
.
Then one has that R(U,M(U ; t)W ; t) belongs to ΣR−ρ+m′′K,K′,p3+p4 [r,N ].
(v) Let c be in Γ˜mp , p ∈ N. Then
U → c(U, . . . , U,M(U ; t)U ; t, x, ξ) (2.60)
is in ΣΓmK,K′,p+p4 [r,N ]. If the symbol c is independent of ξ (i.e. c is in F˜p), so is the symbol in (2.60) (thus it is a
function in ΣFK,K′,p+p4 [r,N ]). Moreover if c is a symbol in ΓmK,K′,N [r] then the symbol in (2.60) is in ΓmK,K′,N [r].
All the statements of the proposition have their counterpart for autonomous classes.
We omit the proof of the proposition above. We refer the reader to Propositions 2.4.1, 2.4.2, 2.4.3 in Section 2.4 of
[7].
2.6 Parity and Reversibility properties
In this Section we analyse the parity and the reversibility structure for para-differential and smoothing operators.
Denote by S the linear involution, i.e. S2 = 1,
S : C2 → C2, S :=
(
0 1
1 0
)
. (2.61)
For any U ∈ BKσ (I, r) we set
US(t) := (SU)(−t). (2.62)
Note that U ∈ L2(T;C2) belongs to the subspaceR (see (1.9)) if and only if
(SU)(x) = U(x). (2.63)
We have the following definitions.
Definition 2.36. Let p,N,K,K ′ ∈ N with p ≤ N , K ′ ≤ K and r > 0, ρ ≥ 0. LetM ∈ ΣMK,K′,p[r,N ]⊗M2(C)
(or ΣR−ρK,K′,p[r,N ]⊗M2(C) respectively) with U satisfying (2.63).
• Reality preserving maps. We say that the mapM(U ; t) is reality preserving if
M(U ; t)[V ] = SM(U ; t)[SV ]. (2.64)
18
• Anti-reality condition. We say that the mapM(U ; t) satisfies the anti-reality condition if
M(U ; t)[V ] = −SM(U ; t)[SV ]. (2.65)
• Reversible maps. We say that the mapM(U ; t) is reversible w.r.t. the involution (2.61) if one has
− SM(U ;−t) =M(US ; t)S. (2.66)
• Reversibility preserving maps. We say that the mapM(U ; t) is reversibility preserving if
SM(U ;−t) = M(US; t)S. (2.67)
• Parity preserving maps. We say that M(U ; t) is parity preserving if maps Hse (T;C2) into Hs−me (T;C2) for
somem ≥ 0 (or Hse (T;C2) intoHs+ρe (T;C2) respectively).
• (R,R,P)-maps/ operators. We say that M(U ; t) is a (R,R,P)-map (resp. (R,R,P)-operator) if it is a reality,
reversibility and parity preserving map (resp. operator).
Remark 2.37. Given a smoothing operator R ∈ ΣR−ρK,K′,p[r,N ] ⊗ M2(C) (resp. a map in ΣMK,K′,p[r,N ] ⊗
M2(C)) then the following holds true. IfR(U ; t) is reality preserving, i.e. satisfies (2.64), then it mapsHs(T;C2) into
H
s+ρ(T;C2) (resp. Hs(T;C2) into Hs−m(T;C2) for some m ≥ 0). Moreover, for any V ∈ CK−K′∗ (I,Hs(T;C))
and any smoothing remainder Q(U ; t) ∈ ΣR−ρK,K′,p[r,N ] (resp. any map in ΣMK,K′,p[r,N ]), we set
Q(U ; t)[V ] := Q(U ; t)[V¯ ]. (2.68)
One can easily check that a matrix of smoothing operators R(U ; t) ∈ ΣR−ρK,K′,p[r,N ] ⊗M2(C) (resp. a matrix of
maps in ΣMK,K′,p[r,N ]⊗M2(C)) is reality preserving according to Definition 2.36 if and only if can be written as
R(U ; t)[·] :=
(
R1(U ; t)[·] R2(U ; t)[·]
R2(U ; t)[·] R1(U ; t)[·]
)
, (2.69)
for suitable scalar smoothing operatorsR1(U ; t) and R2(U ; t) in the class ΣR−ρK,K′,p[r,N ] (resp. ΣMK,K′,p[r,N ]).
We have the following lemmata.
Lemma 2.38. Let p,N,K,K ′ ∈ N with p ≤ N , K ′ ≤ K and r > 0, ρ ≥ 0. Let M ∈ ΣMK,K′,p[r,N ]. If M is
decomposed as in (2.14) as a sum
M(V ; t)U =
N−1∑
q=p
Mq(V, . . . , V )U +MN (V ; t)U, (2.70)
in terms of homogeneous operatorsMq, q = p, . . . , N − 1, and if M satisfies the reversibility condition (2.66), respec-
tively reversibility preserving (2.67), we may assume thatMq, q = p, . . . , N − 1 satisfy the reversibility property
Mq(SU1, . . . , SUq)S = −SMq(U1, . . . , Uq), (2.71)
respectively the reversibility preserving property
Mq(SU1, . . . , SUq)S = SMq(U1, . . . , Uq). (2.72)
Proof. See Lemma 3.1.5 in [7].
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We gave the definitions of reality, parity and reversibility preserving and reversible map in the case ofM belonging to
the class ΣMK,K′,p[r,N ]. An important subclass of maps we shall use in the following have the form
M(U ; t)[·] := OpBW (A(U ; t, x, ξ))[·], A ∈ ΣΓmK,K′,p[r,N ]⊗M2(C),
for somem ∈ R. In this case we give the properties of being reality preserving, parity preserving or reversible, directly
on the matrix of symbols A.
Definition 2.39. Let m ∈ R, p,N,K,K ′ ∈ N with p ≤ N , K ′ ≤ K and r > 0, ρ ≥ 0 and consider a matrix
A(U ; t, x, ξ) ∈ ΣΓmK,K′,p[r,N ]⊗M2(C) where U satisfies (2.63).
• Reality preserving matrices of symbols. We say that a matrix A(U ; t, x, ξ) is reality preserving if
A(U ; t, x,−ξ) = SA(U ; t, x, ξ)S. (2.73)
• Anti-reality preserving matrices of symbols. We say that a matrix A(U ; t, x, ξ) is anti-reality preserving if
A(U ; t, x,−ξ) = −SA(U ; t, x, ξ)S. (2.74)
• Reversible and reversibility preserving matrices of symbols. We say that A(U ; t, x, ξ) is reversible if
− SA(U ;−t, x, ξ) = A(US ; t, x, ξ)S. (2.75)
We say that A(U ; t, x, ξ) is reversibility preserving if
SA(U ;−t, x, ξ) = A(US ; t, x, ξ)S. (2.76)
• Parity preserving matrices of symbols. We say that A(U ; t, x, ξ) is parity preserving if
A(U ; t, x, ξ) = A(U ; t,−x,−ξ). (2.77)
• (R,R,P)-matrices. We say that A(U ; t, x, ξ) is a (R,R,P)-matrix if it is a reality, reversibility and parity preserv-
ing matrix of symbols.
Remark 2.40. Consider A(U ; t, x, ξ) ∈ ΣΓmK,K′,p[r,N ] ⊗M2(C) and R(U ; t) ∈ ΣR−ρK,K′,p[r,N ] ⊗M2(C). If
A(U ; t, x, ξ) is reality preserving, i.e. satisfies (2.73), then it has the form
A(U ; t) = A(U ; t, x, ξ) :=
(
a(U ; t, x, ξ) b(U ; t, x, ξ)
b(U ; t, x,−ξ) a(U ; t, x,−ξ)
)
. (2.78)
We note also the following facts:
• if A(U ; t, x, ξ) satisfy one among the properties (2.75), (2.76), (2.77) and it is invertible, then A(U ; t, x, ξ)−1
satisfies the same property;
• if the matrix A(U ; t, x, ξ) is reversibility preserving (resp. if R(U ; t) is reversibility preserving) then the matrix
iEA(U ; t, x, ξ) (resp. the operator iER(U ; t)) is reversible.
• if the matrix A(U ; t, x, ξ) is reality preserving (resp. if R(U ; t) is reality preserving) then the matrix of symbols
iEA(U ; t, x, ξ) (resp. the operator iER(U ; t)) is anti-reality.
• if A(U ; t, x, ξ) is a reality, reversibility and parity preserving (resp. reversible, reality and parity preserving)
matrix of symbols, then the operatorOpBW (A(U ; t, x, ξ))[·] is a reality, reversibility and parity preserving (resp.
reversible, reality and parity preserving) map.
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• the matrix A(U ; t, x, ξ) is reversibility preserving if and only if its symbols verify the following
b(U ;−t, x, ξ) = b(US ; t, x, ξ),
a(U ;−t, x, ξ) = a(US ; t, x, ξ);
(2.79)
furthermore note that in the case that the symbols are autonomous (i.e. when the dependence of time is through
the function U(t, x)) the conditions above reads
b(U ;x, ξ) = b(SU ;x, ξ),
a(U ;x, ξ) = a(SU ;x, ξ);
(2.80)
Remark 2.41. Recalling (1.14) and Remark 2.25 we write
Λ[·] :=
(
OpBW (l(ξ))[·] 0
0 OpBW (l(ξ))[·]
)
. (2.81)
In particular, since the symbol l(ξ) is real and even in ξ one has that the operator Λ is reality, parity and reversibility
preserving.
Definition 2.42. Fix ρ > 0, m ∈ R, p ∈ N and let Ap ∈ Γ˜mp ⊗M2(C) and let Uj , with j = 1, . . . , p, be functions
satisfying SUj = U j (see (2.61)). We say that Ap is reversibility preserving if
Aq(SU1, . . . , SUp;x, ξ)S = SAq(U1, . . . , Up;x, ξ). (2.82)
We say that Ap is reversible if
Aq(SU1, . . . , SUp;x, ξ)S = −SAq(U1, . . . , Up;x, ξ). (2.83)
We have the following Lemma.
Lemma 2.43. Let A ∈ ΣΓmK,K′,p[r,N ]⊗M2(C) and write
A(U ; t, x, ξ) =
N−1∑
q=p
Aq(U, . . . , U ;x, ξ) +AN (U ; t, x, ξ),
with Aq ∈ Γ˜mq , q = p, . . . , N − 1 and AN ∈ ΣΓmK,K′,N [r,N ]⊗M2(C).
(i) If Aq satisfies (2.82) (resp. (2.83)), for q = p, . . . , N − 1 and AN satisfies (2.76) (resp. (2.75)), then A satisfies
(2.76) (resp. (2.75)).
(ii) If A satisfies (2.76) (resp. (2.75)) then there are symbols A
′
q ∈ Γ˜mq , satisfying (2.82) (resp. (2.83)), such that for
any U we have
A(U ; t, x, ξ) =
N−1∑
q=p
A′q(U, . . . , U ;x, ξ) +AN (U ; t, x, ξ).
Proof. See Lemma 3.1.3 in [7].
The following Lemma is the counterpart of Lemma 3.1.6 in [7].
Lemma 2.44. Composition of an operator satisfying the anti-reality property (2.65) (resp. the reversibility property
(2.66)) with one or several operators satisfying the reality property (2.64) (resp. the reversibility preserving property
(2.67)) still satisfies the reality property (2.65) (resp. reversibility property (2.66)). Composition of operators which
are parity preserving is as well the parity preserving. Composition of operators satisfying the reality property (2.64)
satisfy the reality property (2.64) as well.
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Lemma 2.45. Let C(U ; t, ·) ∈ ΣΓmK,K′,p[r,N ] ⊗M2(C) for some m ∈ R, K ′ ≤ K − 1, 0 ≤ p ≤ N and assume
that U is a solution of an equation
∂tU = iEM˜(U ; t)U, (2.84)
for some M˜ ∈ ΣMK,1,0[r,N ]⊗M2(C). Then the following hold:
(i) the symbol ∂tC(U ; t, ·) belongs to ΣΓmK,K′+1,p[r,N ]⊗M2(C);
(ii) if M˜(U ; t) is a (R,R,P) map (see Def. 2.36) and C(U ; t, x, ξ) is a (R,R,P) symbol (see Def. 2.39) then the symbol
∂tC(U ; t, ·) is reality preserving, parity preserving and reversible, i.e. satisfies respectively the (2.73), (2.77) and
(2.75).
Proof. Item (i) follows by Lemma 2.2.6 in [7]. Let us check item (ii). Assume thatC(U ; t, x, ξ) is a non-homogeneous
symbol in ΓmK,K′,p[r]. By differentiating in t the relation
SC(U ;−t, x, ξ) = C(US ; t, x, ξ)
one gets that (∂tC)(U ; t, x, ξ) is reversible. Assume now that C ∈ Γ˜mp . Since C(U ;x, ξ) is reversibility preserving
then
C(US , . . . , US; t, x, ξ)S = SC(U, . . . , U ;−t, x, ξ). (2.85)
Hence differentiating in t we get
p∑
j=1
C(US , . . . ,− (∂tU)S︸ ︷︷ ︸
j−th
, . . . , US ; t, x, ξ)S = −
p∑
j=1
SC(U, . . . , iEM˜(U, t)U︸ ︷︷ ︸
j−th
, . . . , U ;−t, x, ξ). (2.86)
Using that M˜(U ; t) is reversibility preserving we have
(∂tU)S = S(iEM˜(U ; ·)U)(−t) = −iESM˜(U ;−t)U(−t) = −iEM˜(US ; t)US(t),
which implies, together with (2.86) the (2.75) for (∂tC)(U ; t, x, ξ). The (2.73) and (2.77) follows by using the defini-
tions.
We prove a lemmawhich asserts that a (R,R,P) operatorwhich is the sum of a para-differential operator and a smoothing
remainder may be rewritten as the sum of a (R,R,P) para-differential operator and a (R,R,P) smoothing remainder.
Lemma 2.46. Fix ρ, r > 0,K ≥ K ′ > 0 in N,m′, m′′ inN. Let A(U ; t, x, ξ) =∑m′′j=−m′ Aj(U ; t, x, ξ) be a matrix
of symbols such that Aj(U ; t, x, ξ) is in ΣΓ
j
K,K′,p[r,N ] for any j = −m′, . . . ,m′′ and R(U ; t) a matrix of operators
in ΣR−ρK,K′,p[r,N ]. If the sum OpBW (A(U ; t, x, ξ)) +R(U ; t) is a (R,R,P) operator, then there exist (R,R,P) matrices
A˜j(U ; t, x, ξ) in ΣΓ
j
K,K′,p[r,N ] for any j = −m′, . . . ,m′′ and a (R,R,P) smoothing remainder R˜(U ; t) such that
OpBW (A(U ; t, x, ξ)) +R(U ; t) = OpBW (A˜(U ; t, x, ξ)) + R˜(U ; t),
with A˜(U ; t, x, ξ) =
∑m′′
j=−m′ A˜j(U ; t, x, ξ).
Proof. We show how to construct the reversibility preserving operator associated to the one of the hypothesis, the parity
and reality preserving construction is similar. Since the sum OpBW (A(U ; t, x, ξ)) +R(U ; t) is a (R,R,P) operator we
obtain
OpBW (A(U ; t, x, ξ)) +R(U ; t) =
1
2
(
OpBW (A(U ; t, x, ξ)) +R(U ; t)−OpBW (SA(US ;−t, x, ξ))S − SR(US; t)S
) (2.87)
therefore it is sufficient to define A˜(U ; t, x, ξ) := 12 (A(U ; t, x, ξ) − SA(US ;−t, x, ξ))S and 12 (R˜(U ; t) := R(U ; t)−
SR(US; t)). Consequently each term A˜j(U ; t, x, ξ) may be chosen equal to
1
2 (Aj(U ; t, x, ξ)−SAj(US ;−t, x, ξ)) for
j = −m′, . . . ,m′′.
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3 Paralinearization of NLS
The main result of this section is the following.
Theorem 3.1 (Para-linearization of NLS). Consider the system (1.15) under the Hypothesis 1.1. For any N ∈ N,
K ∈ N, r > 0 and any ρ > 0 there exists a (R,R,P)-matrix of symbols (see Def. 2.39) A(U ; t, x, ξ) belonging
to ΣΓ2K,0,2[r,N, aut] ⊗M2(C) and a (R,R,P)-operator (see Def. 2.36) R(U)[·] belonging to ΣR−ρK,0,2[r,N, aut] ⊗
M2(C) such that the system (1.15) can be written as
∂tU = iE
[
ΛU +OpBW (A(U ; t, x, ξ))[U ] +R(U)[U ]
]
, (3.1)
where E and Λ are defined respectively in (1.13) and (1.14). Moreover A(U ; t, x, ξ) has the form
A(U ; t, x, ξ) := A2(U ; t, x)(iξ)
2 +A1(U ; t, x)(iξ) +A0(U ; t, x),
Ai(U ; t, x) :=
(
ai(U ; t, x) bi(U ; t, x)
bi(U ; t, x) ai(U ; t, x)
)
,
(3.2)
where aj(U ; t, x), bj(U ; t, x) ∈ ΣFK,0,1[r,N, aut] for j = 0, 1, 2; a2(U ; t, x) is real for any x ∈ T.
In order to prove Theorem 3.1 we need to study the para-product of Bony.
For fixed p ∈ N, p ≥ 2 for any u1, . . . , up, even in x, in C∞(T;C), define the mapM as
M : (u1, . . . , up) 7→M(u1, . . . , up) :=
p∏
i=1
∂κix ui =
∑
n1,...,np∈N
p∏
i=1
((ini)
κiΠniui) (3.3)
where κi ∈ N for i = 1, . . . , p. Notice that we can also write
M(u1, . . . , up) =
∑
n0∈N
∑
n1,...,np∈N
Πn0M(Πn1u1, . . . ,Πnpup). (3.4)
We remark that the term Πn0M(Πn1u1, . . . ,Πnpup) is different from zero only if there exists a choice of signs σj ∈
{±1} such that
p∑
j=0
σjnj = 0, (3.5)
since the mapM is just a product of functions.
Fix 0 < δ < 1 and consider an admissible cut-off function χp−1 : R
p−1 ×R → R (see Def. 2.22). We define a new
cut-off function θ : Np → [0, 1] in the following way: given any ~n := (n1, . . . , np) ∈ Np we set
θ(n1, . . . , np) := 1−
p∑
i=1
χ
(i)
p−1(~n), χ
(i)
p−1(~n) := χp−1(ξ
′, ni), ξ
′ := (n1, . . . , ni−1, ni+1, . . . , np). (3.6)
We use the following notation: for any u1, . . . , up ∈ C∞(T;C) we shall write
(u1, . . . , uˆi, . . . , up) = (u1, . . . , ui−1, ui+1, . . . , up), i = 1, . . . , p, (3.7)
similarly for any U1, . . . , Up ∈ C∞(T;C2) we shall write
(U1, . . . , Uˆi, . . . , Up) = (U1, . . . , Ui−1, Ui+1, . . . , Up). i = 1, . . . , p, (3.8)
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Using the splitting in (3.6) we shall write
M(u1, . . . , up) =
p∑
i=1
Mi(u1, . . . , up) +M
Θ(u1, . . . , up),
MΘ(u1, . . . , up) := A
Θ(u1, . . . , up−1)[up] :=
∑
n1,...,np∈N
Θ(n1, . . . , np)
p∏
j=1
((inj)
κjΠnjuj),
Mi(u1, . . . , up) := A
(i)(u1, . . . , uˆi, . . . , up)[ui] :=
=
∑
n1,...,np∈N
χ
(i)
p−1(~n)
p∏
j=1
j 6=i
((inj)
κjΠnjuj)(ini)
κiΠniui.
(3.9)
In the following lemma we prove that the multilinear operator Aθ in (3.9) is a smoothing operator.
Lemma 3.2 (Remainders). There is Q in R˜−ρp−1, for any ρ ≥ 0, such that for any Ui ∈ C∞(T;C2), Up ∈ C∞(T;C),
for i = 1, . . . , p− 1, we have
Q(U1, . . . , Up−1)[Up] ≡ AΘ(u1, . . . , up−1)[Up], (3.10)
where Ui = (ui, zi)
T , zi ∈ C∞(T;C), for i = 1, . . . , p− 1, and where AΘ is defined in (3.9).
Proof. Let Ui ∈ C∞(T;C2) be of the form Ui = (ui, zi)T for i = 1, . . . , p − 1, consider also Up ∈ C∞(T;C). In
order to obtain (3.10) it is enough to choose
Q(U1, . . . , Up−1)[Up] =
∑
n1,...,np∈N
θ(n1, . . . , np)
[(
1 0
0 0
)(∏p−1
j=1(inj)
κjΠnjuj∏p−1
j=1(inj)
κjΠnjzj
)]
(inp)
κpUp. (3.11)
The “autonomous” condition in (2.7) for Q follows from the following fact: from (3.9) we have
Πn0Q(Πn1U1, . . . ,Πnp−1Up−1)[ΠnpUp] = Πn0M
Θ(Πn1u1, . . . ,Πnpup),
which is different from zero only if (3.5) holds true for a suitable choice of signs σj ∈ {±1}. In order to prove (2.6)
we need estimate, for any n0 ∈ N, the term∥∥Πn0Q(Πn1U1, . . . ,Πnp−1Up−1)[ΠnpUp]∥∥L2 = ∥∥Πn0Aθ(Πn1u1, . . . ,Πnp−1up−1)[ΠnpUp]∥∥L2 (3.12)
for
∑p
j=1 σjnj = 0 for some choice of signs σj ∈ {±1}. We note that, if there exists i = 1, . . . , p such that χ(i)p−1 ≡ 1,
i.e.
∑
j 6=i |nj | ≤ (δ/2)|ni|, then we have θ(n1, . . . , np) ≡ 0. Hence we have the following inclusion:
{(n1, . . . , np) ∈ Np : θ(n1, . . . , np) 6= 0} ⊆
p⋂
i=1
(n1, . . . , np) ∈ Np : δ2ni <∑
j 6=i
nj
 . (3.13)
This implies that there exists constants 0 < c ≤ C such that
cmax{〈n1〉, . . . , 〈np〉} ≤ max2{〈n1〉, . . . , 〈np〉} ≤ max{〈n1〉, . . . , 〈np〉}. (3.14)
Without loss of generality we can assume n1 ≤ . . . ≤ np. There exists a constant K > 0, depending on p, such that
we can bound (3.12) by
K
p∏
j=1
‖(inj)κjΠnjuj‖L2
(3.14)
≤ Kmax2{〈n1〉, . . . , 〈np〉}
µ+ρ
max{〈n1〉, . . . , 〈np〉}ρ
p∏
j=1
‖Πnjuj‖L2, (3.15)
with µ :=
∑p
i=1 κi. This is the (2.5).
24
Lemma 3.3 (Para-differential operators). For any i = 1, . . . , p there are symbols b(i)(U1, . . . , Uˆi, . . . Up;x, ξ) be-
longing to Γ˜κip−1 such that (recalling Definition 2.23)
A(i)(u1, . . . , uˆi, . . . , up)[ui] = Op
B(b(i)(U1, . . . , Uˆi, . . . , Up;x, ξ))
[(
1 0
0 0
)
Ui
]
, (3.16)
where Ui = (ui, zi)
T , zi ∈ C∞(T;C), for i = 1, . . . , p, A(i) are defined in (3.9).
Proof. We introduce the function
a(i)(u1, . . . , uˆi, . . . , up;x, ξ) :=
∏
j 6=i
(∂κjx uj)
 (iξ)κi . (3.17)
By (3.9) and Definition 2.23 we can note that
A(i)(u1, . . . , uˆi, . . . , up)[ui] = Op
B(a(i)(u1, . . . , uˆi, . . . , up;x, ξ))[ui]. (3.18)
For i = 1, . . . , p we set
b(i)(U1, . . . , Uˆi, . . . , Up;x, ξ) :=
[(
1 0
0 0
)(∏
j 6=i ∂
κj
x uj∏
j 6=i ∂
κj
x zj
)]
(iξ)κi . (3.19)
We show that b(i) belongs to the class Γ˜κip−1. Let us check condition (2.15). By symmetry we study the case i = p. We
have that
|∂αx ∂βξ b(p)(Πn1U1, . . . ,Πnp−1Up−1;x, ξ)|
(3.19),(3.17)
= |∂αx ∂βξ a(p)(Πn1u1, . . . ,Πnp−1up−1;x, ξ)|
(3.17)
≤
≤ C(α, β)
∑
sj∈N,
s1+...+sp−1=α
p−1∏
j=1
|nj |sj+κj |Πnjuj ||ξ|κp−β
≤ C(α, β)〈ξ〉κp−βmax{〈n1〉, . . . , 〈np−1〉}µ+α
p−1∏
j=1
‖Πnjuj‖L2,
(3.20)
with µ :=
∑p
i=1 κi.
Proof of Theorem 3.1. Recalling the form of the non linearity f in (1.2) we prove the thesis by studying the contribu-
tion to the system (1.15) coming from the generic monomial
Cα,β(z0)
α0(z¯0)
β0(z1)
α1(z¯1)
β1(z2)
α2(z¯2)
β2 , Cα,β ∈ R,
with (α, β) := (α0, β0, α1, β1, α2, β2) ∈ N6 and
∑2
i=0(αi + βi) = p for a fixed 2 ≤ p ≤ q¯. More precisely we show
that we can write (
Cα,βu
α0 u¯β0uα1x u¯
β1
x u
α2
xxu¯
β2
xx
Cα,β u¯
α0uβ0u¯α1x u
β1
x u¯
α2
xxu
β2
xx
)
= OpBW (A(U ; t, x, ξ))[U ] +R(U)[U ], (3.21)
where A is a (R,R,P)-matrix of symbols and R a (R,R,P)-operator. By the first item of Hypothesis 1.1 we note that we
must have α1 + β1 = 2k for some k ∈ N. For any (α, β) ∈ Ap (see (1.3)) let M be the multilinear operator defined
in (3.3) with
κi = 0, i = 1, . . . , α0 + β0,
κi = 1, i = α0 + β0 + 1, . . . , α0 + β0 + α1 + β1,
κi = 2, i = α0 + β0 + α1 + β1 + 1, . . . , p.
(3.22)
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We shall write
Cα,βu
α0 u¯β0uα1x u¯
β1
x u
α2
xxu¯
β2
xx = Cα,βM(u, . . . , u︸ ︷︷ ︸
α0−times
, u¯, . . . , u¯︸ ︷︷ ︸
β0−times
, u, . . . , u︸ ︷︷ ︸
α1−times
, u¯, . . . , u¯︸ ︷︷ ︸
β1−times
, u, . . . , u︸ ︷︷ ︸
α2−times
, u¯, . . . , u¯︸ ︷︷ ︸
β2−times
). (3.23)
Lemmata 3.2, 3.3 guarantees that there are multilinear functions b˜j, c˜j ∈ F˜p−1, j = 0, 1, 2 and a multilinear remainder
Q˜ ∈ R˜−ρp−1 such that the r.h.s. of (3.23) is equal to
2∑
j=0
OpBW
(
bj(U ;x)(iξ)
j
)
u+
2∑
j=0
OpBW
(
cj(U ;x)(iξ)
j
)
u¯+Q(U)[u],
where bj(U ;x) := b˜j(U, . . . , U ;x), cj(U ;x) := c˜j(U, . . . , U ;x) andQ(U)[·] := Q˜(U, . . . , U)[·]. Therefore(
Cα,βu
α0 u¯β0uα1x u¯
β1
x u
α2
xxu¯
β2
xx
Cα,β u¯
α0uβ0 u¯α1x u
β1
x u¯
α2
xxu
β2
xx
)
= OpB(B(U ;x, ξ))[U ] +Q1(U)[U ], (3.24)
where B(U ;x, ξ) is in ΣΓ2K,0,1[r,N, aut]⊗M2(C), Q1 ∈ ΣR−ρK,0,1[r,N, aut]⊗M2(C) for any N > 0 and ρ > 0.
Furthermore the matrix of symbols B(U ;x, ξ) has the form
B(U ;x, ξ) := B2(U ;x)(iξ)
2 +B1(U ;x)(iξ) +B0(U ;x),
Bj(U ;x) :=
(
bj(U ;x) cj(U ;x)
cj(U ;x) bj(U ;x)
)
, j = 0, 1, 2.
(3.25)
By using the formula (2.24) one constructs a matrix of symbols A(U ;x, ξ) ∈ ΣΓ2K,0,1[r,N, aut]⊗M2(C) such that
OpBW (A(U ;x, ξ))[·] = OpB(B(U ;x, ξ))[·],
up to smoothing remainders in ΣR−ρK,0,1[r,N, aut]⊗M2(C). Hence we have obtained(
Cα,βu
α0 u¯β0uα1x u¯
β1
x u
α2
xxu¯
β2
xx
Cα,β u¯
α0uβ0 u¯α1x u
β1
x u¯
α2
xxu
β2
xx
)
= OpBW (A(U ;x, ξ))[U ] +R(U)[U ], (3.26)
for some R ∈ ΣR−ρK,0,1[r,N, aut] ⊗ M2(C), therefore Lemma 2.46 guarantees that we may assume that both
A(U ;x, ξ) and R(U) are respectively (R,R,P)-matrix of symbols and (R,R,P)-operator, since we can write(
Cα,βu
α0 u¯β0uα1x u¯
β1
x u
α2
xxu¯
β2
xx
Cα,β u¯
α0uβ0 u¯α1x u
β1
x u¯
α2
xxu
β2
xx
)
= M(U, . . . , U︸ ︷︷ ︸
p−1
)[U ], (3.27)
for some (R,R,P)-mapM ∈ ΣMK,0,1[r,N, aut]⊗M2(C). The fact that, after applying Lemma 2.46, the new matrix
A(U ;x, ξ) has still the form (3.2) can be easily deduced from (2.87) of the proof of such a lemma.
4 Regularization
We proved in Theorem 3.1 that for anyN ∈ N and any ρ > 0 the equation (1.1) is equivalent to the system (3.1).
The key result of this section is the following.
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Theorem 4.1 (Regularization). Fix N > 0, ρ ≫ N and K ≫ ρ . There exist s0 > 0 and r0 > 0 such that for any
s ≥ s0, 0 < r ≤ r0 and any U ∈ BKs (I, r) solution even in x ∈ T of (3.1) the following holds.
There exist two (R,R,P)-maps
Φ(U)[·], Ψ(U)[·] : CK−K′∗R (I,Hs(T;C2))→ CK−K
′
∗R (I,H
s(T;C2)),
withK ′ := 2ρ+ 4 satisfying the following:
(i) there exists a constant C depending on s, r andK such that
‖Φ(U)V ‖K−K′,s ≤ ‖V ‖K−K′,s
(
1 + C ‖U‖K,s0
)
‖Ψ(U)V ‖K−K′,s ≤ ‖V ‖K−K′,s
(
1 + C ‖U‖K,s0
) (4.1)
for any V in CK−1∗R (I,H
s);
(ii) Φ(U)[·] − 1 and Ψ(U)[·]− 1 belong to the class ΣMK,K′,1[r,N ]⊗M2(C); moreover Ψ(U)[Φ(U)[·]]− 1 is
a smoothing operator in the class ΣR−ρK,K′,1[r,N ]⊗M2(C);
(iii) the function V = Φ(U)U solves the system
∂tV = iE
(
ΛV +OpBW (L(U ; t, ξ))V +Q1(U)V +Q2(U)U
)
, (4.2)
where Λ is defined in (1.14), the operators Q1(U)[·] and Q2(U)[·] are (R,R,P) smoothing operators in the class
ΣR−ρ+mK,K′,1[r,N ]⊗M2(C) for somem > 0 depending onN , L(U ; t, ξ) is a (R,R,P)-matrix in ΣΓ2K,K′,1[r,N ]⊗
M2(C) and has the form
L(U ; t, ξ) :=
(
m(U ; t, ξ) 0
0 m(U ; t,−ξ)
)
, m(U ; t, ξ) = m2(U ; t)(iξ)
2 + m0(U ; t, ξ), (4.3)
where m2(U ; t) is a real symbol inΣFK,K′,1[r,N ], m0(U ; t, ξ) is inΣΓ0K,K′,1[r,N ] and both of them are constant
in x ∈ T.
During this sections we shall use the following notation.
Definition 4.2. We define the commutator between the operators A and B as [A,B]− = A ◦ B − B ◦ A and the
anti-commutator as [A,B]+ = A ◦B +B ◦A.
4.1 Diagonalization of the second order operator
The goal of this subsection is to transform the matrix of symbolsE(1+A2(U ; t, x))(iξ)
2 (whereA2(U ; t, x) is defined
in (3.2)) into a diagonal one up to a smoothing term.
Proposition 4.3. Fix N > 0, ρ ≫ N and K ≫ ρ, then there exist s0 > 0, r0 > 0, such that for any s ≥ s0, any
0 < r ≤ r0 and any U ∈ BKs (I, r) solution of (3.1) the following holds. There exist two (R,R,P)-maps
Φ1(U)[·], Ψ1(U)[·] : CK−1∗R (I,Hs)→ CK−1∗R (I,Hs),
satisfying the following
(i) there exists a constant C depending on s, r andK such that
‖Φ1(U)V ‖K−1,s ≤ ‖V ‖K−1,s
(
1 + C ‖U‖K,s0
)
‖Ψ1(U)V ‖K−1,s ≤ ‖V ‖K−1,s
(
1 + C ‖U‖K,s0
) (4.4)
for any V in CK−1∗R (I,H
s);
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(ii) Φ1(U)[·] − 1 and Ψ1(U)[·] − 1 belong to the class ΣMK,1,1[r,N ] ⊗ M2(C); Ψ1(U)[Φ1(U)[·]] − 1 is a
smoothing operator in the class ΣR−ρK,1,1[r,N ]⊗M2(C);
(iii) the function V1 = Φ1(U)U solves the system
∂tV1 = iE
(
ΛV1 +Op
BW (A(1)(U ; t, x, ξ))V1 +R
(1)
1 (U)V1 +R
(1)
2 (U)U
)
, (4.5)
where Λ is defined in (1.14),A(1)(U ; t, x, ξ) = A
(1)
2 (U ; t, x)(iξ)
2+A
(1)
1 (U ; t, x)(iξ)+A
(1)
0 (U ; t, x) is a (R,R,P)
matrix in the class ΣΓ2K,1,1[r,N ]⊗M2(C) with A(1)j (U ; t, x) in ΣFK,1,1[r,N ]⊗M2(C) for j = 0, 1, 2 and
A
(1)
2 (U ; t, x) =
(
a
(1)
2 (U ; t, x) 0
0 a
(1)
2 (U ; t, x)
)
, (4.6)
with a
(1)
2 (U ; t, x) real valued, the operators R
(1)
1 (U)[·] and R(1)2 (U)[·] are (R,R,P) smoothing operators in the
class ΣR−ρ+2K,1,1 [r,N ]⊗M2(C).
Proof. The matrix E(1+A2(U ; t, x)) in (3.1) and (3.2) has eigenvalues
λ±(U ; t, x) = ±
√
(1 + a2(U ; t, x))2 − |b2(U ; t, x)|2,
which are real and well defined since U is, by assumption, in BKs (I, r) with r small enough. The matrix of eigenfunc-
tions is
M(U ; t, x) =
1
2
(
1 + a2(U ; t, x) + λ
+(U ; t, x) −b2(U ; t, x)
−b2(U ; t, x) 1 + a2(U ; t, x) + λ+(U ; t, x)
)
,
it is invertible with inverse
M(U ; t, x)−1 =
1
det(M(U ; t, x))
(
1 + a2(U ; t, x) + λ
+(U ; t, x) b2(U ; t, x)
b2(U ; t, x) 1 + a2(U ; t, x) + λ
+(U ; t, x)
)
= 2
(
1
λ+(U ;t,x)
b2(U ;t,x)
λ+(U ;t,x)(λ+(U ;t,x)+a2(U ;t,x))
b2(U ;t,x)
λ+(U ;t,x)(λ+(U ;t,x)+a2(U ;t,x))
1
λ+(U ;t,x)
) .
Therefore one has
M(U ; t, x)−1E(1+A2(U ; t, x))M(U ; t, x) =
(
λ+(U ; t, x) 0
0 λ−(U ; t, x)
)
= E
(
λ+(U ; t, x) 0
0 λ+(U ; t, x)
)
.
(4.7)
By using the last item in Remark 2.40, since the matrix E(1+ A2(U ;x)) is reversibility preserving, we have that the
matrixM(U ; t, x) (and therefore the matrixM−1(U ; t, x) by the first item in Remark 2.40) is reversibility preserving.
Arguing in the same way one deduces that both the matrices are (R,R,P). In particular the matrix in (4.7) is (R,R,P).
Note that by Taylor expanding the function
√
1 + x at x = 0 one can prove that the matrices M(U ; t, x) − 1,
M(U ; t, x)−1−1 andM(U ; t, x)−1E(1+A2(U ; t, x))M(U ; t, x)−1 belong to the space ΣFK,0,1[r,N ]⊗M2(C).
We set
Φ1(U ; t, x)[·] := OpBW
(
M(U ; t, x)−1
)
[·],
Ψ1(U ; t, x)[·] := OpBW (M(U ; t, x)) [·],
these are (R,R,P) maps according Definition 2.36, moreover by using Propositions 2.35, 2.27 and the discussion above
one proves items (i) and (ii) of the statement. The function V1 := Φ1(U)U solves the equation
∂tV1 =Op
BW (∂t(M(U ; t, x)
−1))U +OpBW (M(U ; t, x)−1)∂tU
(3.1)
= OpBW (∂t(M(U ; t, x)
−1))U+
+ OpBW (M(U ; t, x)−1)iE
(
ΛU +OpBW (A(U ; t, x, ξ)U +R(U)U)
)
.
(4.8)
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We know by previous discussions that U = Ψ1(U)V1 + R˜(U)U for a (R,R,P) smoothing operator R˜(U) belonging to
ΣR−ρK,0,1[r,N ]⊗M2(C); plugging this identity in the equation (4.8) we get
∂tV1 = Op
BW (∂t(M(U ; t, x)
−1))OpBW (M(U ; t, x))V1+
OpBW (M(U ; t, x)−1)iE
((
Λ +OpBW (A(U ; t, x, ξ)
)
OpBW (M(U ; t, x))V1
)
+
˜˜
R(U)U
(4.9)
where ∂t(M(U ; t, x)
−1) is a reversible, reality and parity preserving matrix of symbols in the class ΣΓ0K,1,1[r,N ] ⊗
M2(C) thanks to Lemma 2.45 and˜˜
R(U)[U ] =
(
OpBW (∂tM(U ; t, x)
−1) + OpBW (M(U ; t, x)−1) ◦OpBW (iE(Λ +A(U ; t, x, ξ)))
) [
R˜(U)U
]
+OpBW (M(U ; t, x)−1)iER(U)U
is a reality, parity preserving and reversible smoothing operator (according to Def. 2.36) in the class ΣR−ρ+2K,1,1 [r,N ]⊗
M2(C) thanks to Proposition 2.35 and Remark 2.40. Owing to Proposition 2.35, the first summand in the r.h.s. of
(4.9) is equal to
OpBW
(
∂t(M(U ; t, x)
−1)M(U ; t, x)
)
V1 +Q1(U)V1,
whereQ1(U)[·] is a reversible, parity and reality preserving smoothing operator in the class ΣR−ρK,1,1[r,N ]⊗M2(C)
and ∂t(M(U ; t, x)
−1)M(U ; t, x) is in ΣΓ0K,1,1[r,N ]⊗M2(C). Recalling that A(U ; t, x, ξ) has the form (3.2), Λ has
the form (1.14), using Proposition 2.35 and (4.7) we expand the second summand in the r.h.s. of (4.9) as follows
iEΛV1 + iEOp
BW
((
λ+(U ; t, x)− 1 0
0 λ+(U ; t, x)− 1
)
(iξ)2
)
V1 + iEOp
BW
(
A
(1)
1 (U ; t, x)(iξ)
)
V1
+ iEOpBW
(
A˜
(1)
0 (U ; t, x)
)
V1 +Q2(U)V1
whereQ2(U)[·] is a smoothing operator in the classΣR−ρK,1,1[r,N ]⊗M2(C), A˜(1)0 (U ; t, x) andA(1)1 (U ; t, x) are matri-
ces of functions in the classΣFK,1,1[r,N ]⊗M2(C). Moreover, by Lemmata 2.46 and 2.44, each matrix A˜(1)0 (U ; t, x),
A
(1)
1 (U ; t, x)(iξ) and A
(1)
2 (U ; t, x)(iξ)
2 is (R,R,P) according to Definition 2.39 and the operator Q2(U) is reversible,
reality and parity preserving according to Definition 2.36. Therefore the theorem is proved by setting
a
(1)
2 (U ; t, x) := λ
+(U ; t, x)− 1,
A
(1)
0 (U ; t, x) := A˜
(1)
0 (U ; t, x)− iE(∂t(M(U ; t, x)−1)M(U ; t, x)),
R
(1)
2 (U) := −iE ˜˜R(U)U,
R
(1)
1 (U) := −iE(Q1(U) +Q2(U)).
4.2 Diagonalization of lower order operators
Proposition 4.4. There exist s0 > 0, r0 > 0, such that for any s ≥ s0, any 0 < r ≤ r0 and any U ∈ BKs (I, r) solution
of (3.1) the following holds. There exist two (R,R,P)-maps
Φ2(U)[·], Ψ2(U)[·] : CK−ρ−2∗R (I,Hs)→ CK−ρ−2∗R (I,Hs),
satisfying the following
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(i) there exists a constant C depending on s, r andK such that
‖Φ2(U)V ‖K−ρ−2,s ≤ ‖V ‖K−ρ−2,s
(
1 + C ‖U‖K,s0
)
‖Ψ2(U)V ‖K−ρ−2,s ≤ ‖V ‖K−ρ−2,s
(
1 + C ‖U‖K,s0
) (4.10)
for any V in CK−ρ−2∗R (I,H
s);
(ii) Φ2(U)[·] − 1 and Ψ2(U)[·] − 1 belong to the class ΣMK,ρ+2,1[r,N ] ⊗M2(C); Ψ2(U)[Φ2(U)[·]] − 1 is a
smoothing operator in the class ΣR−ρK,ρ+2,1[r,N ]⊗M2(C);
(iii) the function V2 = Φ2(U)V1 (where V1 is the solution of (4.5)) solves the system
∂tV2 = iE
(
ΛV2 +Op
BW (A(2)(U ; t, x, ξ))V2 +R
(2)
1 (U)V2 +R
(2)
2 (U)U
)
, (4.11)
where Λ is defined in (1.14), A(2)(U ; t, x, ξ) =
∑2
j=−(ρ−1) A
(2)
j (U ; t, x, ξ) is a (R,R,P) matrix in the class
ΣΓ2K,ρ+2,1[r,N ]⊗M2(C) with A(2)j (U ; t, x, ξ) diagonal matrices in ΣΓjK,ρ+2,1[r,N ]⊗M2(C) for j = −(ρ−
1), . . . , 2 and
A
(2)
2 (U ; t, x, ξ) =
(
a
(2)
2 (U ; t, x)(iξ)
2 0
0 a
(2)
2 (U ; t, x)(iξ)
2
)
, a
(2)
2 (U ; t, x) ∈ ΣFK,ρ+2,1[r,N ]
A
(2)
1 (U ; t, x, ξ) =
(
a
(2)
1 (U ; t, x)(iξ) 0
0 a
(2)
1 (U ; t, x)(iξ)
)
, a
(2)
1 (U ; t, x) ∈ ΣFK,ρ+2,1[r,N ]
(4.12)
with a
(2)
2 (U ; t, x) equals to a
(1)
2 (U ; t, x) in (4.6) real valued, the operatorsR
(2)
1 (U)[·] andR(2)2 (U)[·] are (R,R,P)
smoothing operators in the class ΣR−ρ+2K,ρ+2,1[r,N ]⊗M2(C).
Proof. Consider the following matrix
D1(U ; t, x, ξ) :=
(
0 d1(U ; t, x, ξ)
d1(U ; t, x,−ξ) 0
)
, (4.13)
where the symbol d1(U ; t, x, ξ) is in the class ΣΓ
−1
K,1,1[r,N ]. Note that (1 + D1(U ; t, x, ξ))(1 − D1(U ; t, x, ξ)) is
equal to the identity modulo a matrix of symbols inΣΓ−2K,1,1[r,N ]⊗M2(C). Define the following matrices of symbols
in ΣΓ−2K,1,1[r,N ]⊗M2(C)
G1(U ; t, x, ξ) := 1−
(
1+D1(U ; t, x, ξ)♯(1−D1(U ; t, x, ξ))
)
ρ
Q1(U ; t, x, ξ) := (1−D1) +
(
(1−D1)♯G1
)
ρ
+ . . .+
(
(1−D1)♯G1♯ . . . ♯G1︸ ︷︷ ︸
ρ−times
)
ρ
, (4.14)
where in the right hand side of the latter equation we omitted, with abuse of notation, the dependence on U , x and ξ.
Then one has(
(1+D1)♯Q1
)
ρ
=
(
(1+D1)♯(1−D1)
)
ρ
+
+
(
(1+D1)♯(1−D1)♯G1
)
ρ
+ . . .+
(
(1+D1)♯(1−D1)♯G1♯ . . . ♯G1
)
ρ
= (1−G1) +
(
(1−G1)♯G1
)
ρ
+ . . .+
(
(1−G1)♯G1♯ . . . ♯G1
)
ρ
= 1− (G1♯ . . . ♯G1)ρ,
(4.15)
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moreover the matrix of symbols
(
G1♯ . . . ♯G1)ρ is in the class ΣΓ
−2ρ
K,1,1[r,N ]⊗M2(C). We set
Φ2,1(U)[·] := OpBW (1+D1(U ; t, x, ξ))[·], Ψ2,1(U)[·] := OpBW (Q1(U ; t, x, ξ)). (4.16)
The previous discussion proves that the maps Φ2,1(U) and Ψ2,1(U) satisfy the estimates (4.10) with ρ = 1, moreover
thanks to Prop. 2.35 and Remark 2.28 there exists a smoothing remainderR(U) in the class ΣR−2ρK,1,1[r,N ]⊗M2(C)
such that (Ψ2,1(U) ◦ Φ2,1(U))V = V +R(U)U .
The function V2,1 := Φ2,1(U)V1 solves the equation
∂tV2,1 =Op
BW (∂tD1(U ; t, x, ξ))V2,1 +Φ2,1(U)
[
iEOpBW (A(1)(U ; t, x, ξ))Ψ2,1(U)V2,1+
+ iEΛΨ2,1(U)V2,1 + iER
(1)
1 (U)Ψ2,1(U)V2,1 + iER
(1)
2 (U)U
]
+
+
[
OpBW (∂tD1(U ; t, x, ξ)) + iE
(
Λ +OpBW (A(1)(U ; t, x, ξ)
)
+R
(1)
1 (U))
]
R(U)U.
(4.17)
Owing to Lemma 2.45 the matrix of symbols ∂tD1(U ; t, x, ξ) is in the class ΣΓ
−1
K,2,1[r,N ] ⊗M2(C). The last sum-
mand in the r.h.s. of (4.17) is a (R,R,P) smoothing remainder in the class ΣR−2ρ+2K,2,1 [r,N ] ⊗M2(C) thanks to Lem-
mata 2.45, 2.44, 2.46 and Proposition 2.35. Recalling that A(1)(U ; t, x, ξ) = A
(1)
2 (U ; t, x)(iξ)
2 +A
(1)
1 (U ; t, x)(iξ) +
A
(1)
0 (U ; t, x), we have, up to a (R,R,P) smoothing operator in the class ΣR−ρK,2,1[r,N ]⊗M2(C), that
iΦ2,1(U)Op
BW
(
E
(
1+A
(1)
2 (U ; t, x)
)
(iξ)2
)
Ψ2,1(U) = iOp
BW
(
E
(
1+A
(1)
2 (U ; t, x)(iξ)
2
))
+
+i
[
OpBW
(
D1(U ; t, x, ξ)
)
,OpBW
(
E
(
1+A
(1)
2 (U ; t, x)
)
(iξ)2
)]
−
+OpBW
(
M1(U ; t, x, ξ)
)
,
whereM1(U ; t, x, ξ) is a (R,R,P) matrix of symbols in ΣΓ
0
K,2,1[r,N ]⊗M2(C), here the commutator [·, ·]− is defined
in Definition 4.2 (actually M1(U ; t, x, ξ) belongs to ΣΓ
0
K,1,1[r,N ] ⊗ M2(C), but we preferred to embed it in the
above larger class in order to simplify the notation; we shall do this simplification systematically). The conjugation of
A
(1)
1 (U ; t, x)(iξ) is, up to a (R,R,P) smoothing operator in ΣR−ρK,2,1[r,N ]⊗M2(C),
iΦ2,1(U)Op
BW
(
EA
(1)
1 (U ; t, x)(iξ)
)
Ψ2,1(U) = iOp
BW
(
EA
(1)
1 (U ; t, x)(iξ)
)
+OpBW
(
M2(U ; t, x, ξ)
)
for a (R,R,P) matrix of symbolsM2(U ; t, x, ξ) in ΣΓ
0
K,2,1[r,N ]⊗M2(C). Therefore the matrix of operators of order
one is given by
i
[
OpBW
(
D1(U ; t, x, ξ)
)
,OpBW
(
E
(
1+A
(1)
2 (U ; t, x)
)
(iξ)2
)]
−
+ iEA
(1)
1 (U ; t, x)(iξ) =
iE
(
OpBW
(
a
(1)
1 (U ; t, x)(iξ)
)
M+
M+ Op
BW
(
a
(1)
1 (U ; t, x)(iξ)
))
whereM+ := Op
BW
(
b
(1)
1 (U ; t, x)(iξ)
) − [OpBW (d1(U ; t, x, ξ)),OpBW (1 + a(1)2 (U ; t, x)(iξ)2)]
+
, thus our aim is
to choose the symbol d1(U ; t, x, ξ) in such a way thatM+ at the principal order is 0. Developing the compositions by
means of Proposition 2.35 we obtain that, at the level of principal symbol, we need to solve the equation
2d1(U ; t, x, ξ)(1 + a
(1)
2 (U ; t, x))(iξ)
2 = b
(1)
1 (U ; t, x)(iξ).
We choose the symbol d1(U ; t, x, ξ) as follows
d1(U ; t, x, ξ) :=
(
b
(1)
1 (U ; t, x)
2(1 + a
(1)
2 (U ; t, x))
)
· γ(ξ),
γ(ξ) :=
{ 1
iξ |ξ| ≥ 1/2,
odd continuation of class C∞ |ξ| ∈ [0, 1/2).
(4.18)
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Note that by Taylor expanding the function x 7→ (1+x)−1 one gets that d1(U ; t, x, ξ) in (4.18) is a symbol in the class
ΣΓ−1K,2,1[r,N ], therefore by symbolic calculus (Prop. 2.35) one has thatM+ is equal to Op
BW (˜b0(U ; t, x, ξ)) + R˜(U)
for a symbol b˜0(U ; t, x, ξ) in ΣΓ
0
K,2,1[r,N ] and a smoothing operator R˜(U) in ΣR−ρK,2,1[r,N ].
The symbol d1(U ; t, x, ξ) defined in (4.18) satisfies the equation d1(U ;−t, x, ξ) = d1(US ; t, x, ξ) since both the
symbols a
(1)
2 (U ; t, x) and b
(1)
1 (U ; t, x) fulfil the same condition, therefore by Remark 2.40 (see the last item) we
deduce that the matrix D1(U ; t, x, ξ) is reversibility preserving. By hypothesis the symbol b
(1)
1 (U ; t, x) is odd in x,
a
(1)
2 (U ; t, x) is even and then, since γ(ξ) is odd in ξ, we have d1(U ; t, x, ξ) = d1(U ; t,−x,−ξ), which means that the
matrix D1(U ; t, x, ξ) is parity preserving. Furthermore D1(U ; t, x, ξ) is reality preserving by construction, therefore
we can deduce that such a matrix is a (R,R,P) matrix of symbols. Therefore the function V2,1 solves the system
∂tV2,1 = iE
(
OpBW (A(2,1)(U ; t, x, ξ))V2,1 +R
(2,1)
1 (U)V2,1 +R
(2,1)
2 (U)U
)
A(2,1)(U ; t, x, ξ) =
(
a
(1)
2 (U ; t, x) 0
0 a
(1)
2 (U ; t, x)
)
(iξ)2 +
(
a
(1)
1 (U ; t, x) 0
0 a
(1)
1 (U ; t, x)
)
(iξ)+
+
(
a
(2,1)
0 (U ; t, x, ξ) b
(2,1)
0 (U ; t, x, ξ)
b
(2,1)
0 (U ; t, x,−ξ) a(2,1)1 (U ; t, x,−ξ)
)
.
Suppose now that there exist j ≥ 1 (R,R,P) mapsΦ2,1(U), . . . ,Φ2,j(U) such that V2,j := Φ2,1(U) ◦ . . . ◦Φ2,j(U)[V1]
solves the problem
∂tV2,j = iE
(
ΛV2,j +Op
BW (A(2,j)(U ; t, x, ξ))V2,j +R
(2,j)
1 (U)V2,j +R
(2,j)
2 (U)U
)
,
where R
(2,j)
1 (U) and R
(2,j)
2 (U) are in the class ΣR−ρK,j+1,2[r,N ]⊗M2(C) and
A(2,j)(U ; t, x, ξ) =
2∑
j′=−j
A
(2,j)
j′ (U ; t, x, ξ),
A
(2,j)
j′ (U ; t, x, ξ) =
(
a
(2,j)
j′ (U ; t, x, ξ) 0
0 a
(2,j)
j′ (U ; t, x,−ξ)
)
∈ ΣΓj′K,j+1,2[r,N ]⊗M2(C), j′ = −j + 1, . . . , 2,
a
(2,j)
2 (U ; t, x, ξ) = a
(1)
2 (U ; t, x)(iξ)
2 ∈ R
A
(2,j)
−j (U ; t, x, ξ) =
(
a
(2,j)
−j (U ; t, x, ξ) b
(2,j)
−j (U ; t, x, ξ)
b
(2,j)
−j (U ; t, x,−ξ) a(2,j)−j (U ; t, x,−ξ)
)
∈ ΣΓ−jK,j+1,2[r,N ]⊗M2(C).
We now explain how to construct a map Φj+1(U) which diagonalize the matrix A
(2,j)
−j (U ; t, x, ξ) up to lower order
terms. Define
Φ2,j+1(U) := 1+Op
BW
(
Dj+1(U ; t, x, ξ)
)
; Dj+1(U ; t, x, ξ) :=
(
0 dj+1(U ; t, x, ξ)
dj+1(U ; t, x,−ξ) 0
)
,
with dj+1(U ; t, x, ξ) a symbol in ΣΓ
−j−2
K,2+j,2[r,N ]. An approximate inverse Ψ2,j+1(U) := Op
BW (Qj+1(U)) can be
constructed exactly as done in (4.14) and (4.15). Reasoning as done above one can prove that the function V2,j+1 :=
Φ2,j+1(U)V2,j solves the problem
∂tV2,j+1 = iE
(
ΛV2,j+1 +
2∑
j′=−j+1
A
(2,j)
j′ (U ; t, x, ξ)V2,j+1 +R
(2,j+1)
1 (U)V2,j+1 +R
(2,j+1)
2 (U)U
)
+ i
[
OpBW
(
Dj+1(U ; t, x, ξ)
)
, EOpBW
(
1+A
(2,j)
2 (U ; t, x, ξ)
)]
−
+ iEOpBW
(
A
(2,j)
−j (U ; t, x, ξ)
)
.
(4.19)
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Developing the commutator above one obtains that the sum of the last two terms in (4.19) is equal to
iE
(
OpBW
(
a
(2,j)
−j (U ; t, x, ξ)
)
Mj,+
Mj,+ Op
BW
(
a
(2,j)
−j (U ; t, x, ξ)
)
,
)
whereMj,+ := Op
BW
(
b
(2,j)
−j (U ; t, x, ξ)
)− [OpBW (dj+1(U ; t, x, ξ)),OpBW ((1 + a(1)2 (U ; t, x))(iξ)2)]
+
, therefore,
repeating the same argument used in the case of the symbol of order one, one has to choose
dj+1(U ; t, x, ξ) :=
(
b
(2,j)
−j (U ; t, x, ξ)
2
(
1 + a
(1)
2 (U ; t, x)
)) · γ(ξ),
γ(ξ) :=
{ 1
(iξ)2 |ξ| ≥ 1/2,
odd continuation of class C∞ |ξ| ∈ [0, 1/2).
Therefore we obtain the thesis of the theorem by setting Φ2(U) := Φ2,1(U) ◦ . . . ◦ Φ2,ρ−1(U) and Ψ2(U) :=
Ψ2,ρ−1(U) ◦ . . . ◦Ψ2,1(U).
4.3 Reduction to constant coefficients: paracomposition
In this section we shall reduce the operatorOpBW (A
(2)
2 (U ; t, x, ξ)), given in terms of the diagonal matrix (4.12), to a
constant coefficients one up to smoothing remainders. We shall conjugate the system (4.11) under the paracomposition
operatorΦ⋆U := ΩB(U) ·1 defined in Section 2.5 of [7], induced by a diffeomorphism of T1, ΦU : x 7→ x+β(U ; t, x),
for a small periodic real valued function β(U ; t, x) to be chosen. Indeed in Lemma 2.5.2 of [7] it is shown that if
β(U ; t, x) is a real valued function in ΣFK,K′,1[r,N ] with r small enough, then for any K ′ ≤ K the map ΦU is a
diffeomorphism of the torus into itself, whose inverse may be written as Φ−1U : y 7→ y + γ(U ; t, y) for some small and
real valued function γ(U ; t, y) in ΣFK,K′,1[r,N ]. We recall below the alternative construction of Φ⋆U given in [7]. Set
β(t, x) := β(U ; t, x) and we define the following quantities
B(τ ; t, x, ξ) = B(τ, U ; t, x, ξ) := −ib(τ ; t, x)(iξ),
b(τ ; t, x) :=
β(t, x)
(1 + τβx(t, x))
.
(4.20)
Then one defines the paracomposition operator associated to the diffeomorphism ΦU as Φ
⋆
U := ΩB(U)(1) · 1, where
ΩB(U)(τ) is the flow of the linear para-differential equation
d
dτ
ΩB(U)(τ) = iOp
BW (B(τ ; t, x, ξ))ΩB(U)(τ),
ΩB(U)(0) = id.
(4.21)
The well-posedness issues of the problem (4.21) are studied in Lemma 2.5.3 of [7].
The goal is to conjugate the system (4.11) under the paracomposition operator Φ⋆U . Therefore it is necessary to study
the conjugate of the differential operator ∂t. This has been already done in Proposition 2.5.9 in [7], we restate below
such a proposition being slightly more precise on the thesis. In other words we emphasize an algebraic property that
could be deduced from the proof therein. Such a property was not crucial in their context, however will be very useful
for our purposes.
Proposition 4.5. Let ρ > 0, K ≫ ρ, r ≪ 1 and a symbol β(U ; t, x) in ΣFK,ρ+2,1[r,N ]. If, according to notation
(4.20), ΩB(U)(τ) is the flow of (4.21), then
ΩB(U)(τ) ◦ ∂t ◦ Ω−1B(U) = ∂t +ΩB(U)(τ) ◦ (∂tΩ−1B(U)(τ))
= ∂t +Op
BW
(
e(U ; t, x, ξ)
)
+R(U ; t),
(4.22)
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where
e(U ; t, x, ξ) = e1(U ; t, x)(iξ) + e0(U ; t, x, ξ), (4.23)
with e1(U ; t, x) ∈ ΣFK,ρ+3,1[r,N ], e0(U ; t, x, ξ) is in ΣΓ−1K,ρ+3,1[r,N ] and R(U ; t) is a smoothing remainder be-
longing to ΣR−ρK,ρ+3,1[r,N ]. Moreover Re(e) ∈ ΣΓ−1K,ρ+3,1[r,N ].
Proof. The difference between our thesis and the one of Prop. 2.5.9 in [7] is that we have the additional information
that, at the highest order, the symbol e(U ; t, x, ξ) is homogeneous in the variable ξ. This properties follows by equations
(2.5.49), (2.5.50) in [7] and the fact that the symbol B(U ; t, x, ξ) in (4.20) is homogeneous in ξ.
Proposition 4.6. In the notation of Prop. 4.5 there exists a real valued function β(U ; t, x) ∈ ΣFK,ρ+2,1[r,N ] such
that the function V3 := Φ
⋆
UV2 (where V2 is a solution of (4.11)) solves the following problem
∂tV3 = iE
(
ΛV3 +Op
BW (A(3)(U ; t, x, ξ))V3 +R
(3)
1 (U)V3 +R
(3)
2 (U)U
)
, (4.24)
where A(3)(U ; t, x, ξ) =
∑2
j=−(ρ−1) A
(3)
j (U ; t, x, ξ) is a (R,R,P) matrix in the class ΣΓ
2
K,ρ+3,1[r,N ]⊗M2(C) with
A
(3)
j (U ; t, x, ξ) diagonal matrices in ΣΓ
j
K,ρ+3,1[r,N ]⊗M2(C) for j = −(ρ− 1), . . . , 2 and
A
(3)
2 (U ; t, ξ) =
(
a
(3)
2 (U ; t)(iξ)
2 0
0 a
(3)
2 (U ; t)(iξ)
2
)
, a
(3)
2 (U ; t) ∈ ΣFK,ρ+3,1[r,N ]
A
(3)
1 (U ; t, x, ξ) =
(
a
(3)
1 (U ; t, x)(iξ) 0
0 a
(3)
1 (U ; t, x)(iξ)
)
, a
(3)
1 (U ; t, x) ∈ ΣFK,ρ+3,1[r,N ]
(4.25)
with a
(3)
2 (U ; t) real valued and independent of x, the operators R
(3)
1 (U)[·] and R(3)2 (U)[·] are (R,R,P) smoothing
operators in the class ΣR−ρ+mK,ρ+3,1[r,N ]⊗M2(C) for somem = m(N) > 0.
Proof. The function V3 := Φ
⋆
UV2 solves the following problem
∂tV3 = (∂tΦ
⋆
U )(Φ
⋆
U )
−1V3 +Φ
⋆
U
(
iE
(
Λ +OpBW (A(2)(U ; t, x, ξ))
))
(Φ⋆U )
−1V3
+Φ⋆U (iER
(2)
1 (U))(Φ
⋆
U )
−1V3 +Φ
⋆
U (iER
(2)
2 (U)U).
(4.26)
Our aim is to choose β(U ; t, x) in such a way that the coefficient in front of (iξ)2 in the new symbol is constant in
x ∈ T. Recalling that A(2)(U ; t, x, ξ) has the form (4.12), we have, by Theorem 2.5.8 in [7], that the term
Φ⋆U
(
iE
(
Λ +OpBW (A(2)(U ; t, x, ξ))
))
(Φ⋆U )
−1V3 (4.27)
in (4.26) is equal to
iE
[
Λ +OpBW
(
r(U ; t, x)(iξ)2 0
0 r(U ; t, x)(iξ)2
)
V3 +Op
BW (A+1 (U ; t, x)(iξ))V3 +Op
BW (A+0 (U ; t, x, ξ))V3
]
(4.28)
up to smoothing remainders in ΣR−ρK,ρ+3,1[r,N ]⊗M2(C), where
r(U ; t, x) = (1 + a
(2)
2 (U ; t, y))(1 + γ(U ; t, y))
2
|y=x+β(U;t,x)
− 1,
A+1 (U ; t, x) ∈ ΣFK,ρ+3,1[r,N ]⊗M2(C) and A+0 (U ; t, x, ξ) ∈ ΣΓ0K,ρ+3,1[r,N ]⊗M2(C) are diagonal matrices of
symbols.
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We define
γ(U ; t, y) = ∂−1y

√√√√ 1 + a(3)2 (U ; t)
1 + a
(2)
2 (U ; t, y)
− 1
 , (4.29)
where
a
(3)
2 (U ; t) :=
2π
ˆ
T
1√
1 + a
(2)
2 (U ; y)
dy
−1

2
− 1. (4.30)
Thanks to this choice we have
r(U ; t, x) ≡ a(3)2 (U ; t),
moreover the paracomposition operator Φ⋆U is parity and reversibility preserving, satisfies the anti-reality condition
for the following reasons. The real valued function γ(U ; t, x) in (4.29) satisfies γ(U ;−t, x) = γ(US ; t, x) since
a
(2)
2 (U ; t, x) satisfies the same equation, moreover γ(U ; t, x) is an odd function since is defined as a primitive of the
even function a
(2)
2 (U ; t, x). It follows that also the function β(U ; t, x) satisfies the same properties, therefore the matrix
of symbols
B(τ, U ; t, x, ξ) =
β(U ; t, x)
1 + τβx(U ; t, x)
ξ (4.31)
is a (R,R,P) matrix in ΣΓ1K,ρ+3,1[r,N ]. Therefore the operator ΩB(U)(1) generated by Op
BW (iB(U ; t, x, ξ)) is parity
and reversibility preserving and it satisfies the anti-reality condition (2.65) by Lemma 4.2.2 in [7]. Thanks to this the
term in (4.27) is a parity and reality preserving and reversible vector field, therefore owing to Lemma 2.46 each term
of the equation (4.28) (together with the omitted smoothing remainder) is a parity and reality preserving and reversible
vector field.
The term Φ⋆U (iER
(2)
1 (U))(Φ
⋆
U )
−1V3 +Φ
⋆
U (iER
(2)
2 (U)U) in (4.26) is analysed as follows. First of all both the opera-
tors Φ⋆U (iER
(2)
1 (U))(Φ
⋆
U )
−1 and Φ⋆U (iER
(2)
2 (U) are reversible, parity and reality preserving thanks to Lemma 2.44.
Moreover we remark that the paracomposition operator may be written as
Φ⋆U = ΩB(U)(1) = U +
N−1∑
p=2
Mp(U, . . . , U)U +MN(U ; t)U, (4.32)
whereMp ∈ M˜mp ,MN (U ; t) ∈MmK,ρ,N [r] for somem > 0 depending only onN . This is a consequence of Theorem
2.5.8 in [7]. Therefore as a consequence of Prop. 2.35 the operators Φ⋆U (iER
(2)
1 (U))(Φ
⋆
U )
−1 and Φ⋆U (iER
(2)
2 (U)
belong to the class ΣR−ρ+2mK,ρ+3,1[r,N ]⊗M2(C).
We are left to study the term (∂tΦ
⋆
U )(Φ
⋆
U )
−1V3 in (4.26). This is nothing but −Φ⋆U (∂tΦ⋆U )−1V3, therefore by Prop.
4.5 it is equal to ∂t + Op
BW
(
e(U ; t, x, ξ) · 1)+ R(U ; t) with e(U ; t, x, ξ) and R(U ; t) given by Prop. 4.5. Since the
map Φ⋆U satisfies the anti-reality condition (2.65) its derivative ∂Φ
⋆
U is reality preserving, therefore by Lemma 2.44
the maps −Φ⋆U (∂tΦ⋆U )−1 is reality preserving. Since the map Φ⋆U is reversibility preserving and parity preserving,
one reasons in the same way as above to prove that its derivative with respect to t is parity preserving and reversible.
Therefore thanks to Lemma 2.46 we can also assume that both the matrix of symbols e(U ; t, x, ξ) · 1 and the operator
R(U ; t) above are reality and parity preserving and reversible.
4.4 Reduction to constant coefficients: elimination of the term of order one
In this section we shall eliminate the matrix of order one by conjugating the system through a multiplication operator.
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Proposition 4.7. There exist s0 > 0, r0 > 0 such that for any s ≥ s0, r ≤ r0 and any U ∈ BKs (I, r) solution of (3.1)
the following holds. There exist two (R,R,P) maps
Φ4(U), Ψ4(U) : C
K−(ρ+4)
∗R (I;H
s(T))→ CK−(ρ+4)∗R (I;Hs(T))
(i) there exists a constant C depending on s, r andK such that
‖Φ4(U)V ‖K−(ρ+4),s ≤ ‖V ‖K−(ρ+4),s
(
1 + C ‖U‖K,s0
)
‖Ψ4(U)V ‖K−(ρ+4),s ≤ ‖V ‖K−(ρ+4),s
(
1 + C ‖U‖K,s0
) (4.33)
(ii) Φ4(U)− 1, Ψ4(U)− 1 belong to ΣMK,ρ+4,1[r,N ]⊗M2(C), moreover Φ4(U) ◦Ψ4(U) = 1+R(U)U with
R(U) is in ΣR−ρK,ρ+4,1[r,N ]⊗M2(C) and it is reversible, parity and reality preserving.
(iii) The function V4 = Φ4(U)V3 (where V3 solves (4.24)) solves the problem
∂tV4 = iE
(
ΛV4 +Op
BW (A(4)(U ; t, x, ξ))V4 +R
(4)
1 (U)V4 +R
(4)
2 (U)U
)
, (4.34)
where A(4)(U ; t, x, ξ) is a (R,R,P) matrix of symbols in ΣΓ2K,ρ+4,1[r,N ]⊗M2(C) and it has the form
A(4)(U ; t, x, ξ) = A
(3)
2 (U ; t)(iξ)
2 +
0∑
j=−(ρ−1)
A
(4)
j (U ; t, x, ξ) (4.35)
where the diagonal matrix A
(3)
2 (U ; t) is x-independent and it is defined in (4.25), A
(4)
j (U ; t, x, ξ) are diagonal
matrices belonging to the class ΣΓjK,ρ+4,1[r,N ] ⊗M2(C) for j = −(ρ − 1), . . . , 0. The operators R(4)1 (U)
andR
(4)
2 (U) are (R,R,P) and belong to the class ΣR−ρ+mK,ρ+4,1[r,N ]⊗M2(C) for somem ∈ N depending onN .
Proof. Let s(U ; t, x) be a function in ΣFK,ρ+3,1[r,N ] to be chosen later, define the map
Φ4(U)[·] := OpBW
(
es(U ;t,x) 0
0 es(U ;t,x)
)
[·]. (4.36)
Suppose moreover that Φ4(U) in (4.36) is a (R,R,P) map. Since s(U ; t, x) is in ΣFK,ρ+3,1[r,N ] then by Taylor
expanding the exponential function one gets that the symbol es(U ;t,x) − 1 is in ΣFK,ρ+3,1[r,N ], in particular the map
Φ4(U) satisfies items (i) and (ii) in the statement. The matrix in (4.36) is invertible, therefore the map
Ψ4(U)[·] := OpBW
(
e−s(U ;t,x) 0
0 e−s(U ;t,x)
)
[·] (4.37)
is an approximate inverse Ψ4(U) for the map Φ4(U) (i.e. satisfying the conditions in the items (i) and (ii) of the
statement). To prove this last claim one has to argue exactly as done in the proof of Prop. 4.3.
The function V4 := Φ4(U)V3 solves the equation
∂tV4 = (∂tΦ4(U))[Ψ4(U)V4]
+ Φ4(U)iE
[
ΛV4 +A
(3)(U ; t, x, ξ)Ψ4(U)V4 +R
(3)
1 (U)Ψ4(U)V4 +R
(3)
2 (U)U
]
+ R˜(U)U,
(4.38)
where R˜(U)U is equal to(
∂tΦ4(U)
)
R(U)U +Φ4(U)iE
([
Λ +OpBW (A(3)(U ; t, x, ξ))
]
R(U)U +R
(3)
1 (U)R(U)U
)
,
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where R(U) is the (R,R,P) smoothing operator in ΣR−ρK,ρ+4,1[r,N ] ⊗M2(C) such that Ψ4(U) ◦ Φ4(U)V4 = V4 +
R(U)U and the matrix A(3)(U ; t, x, ξ) =
∑2
j=−(ρ−1) A
(3)
j (U ; t, x, ξ) is defined in the statement of Prop. 4.6. There-
fore R˜(U) is a (R,R,P) smoothing remainder in the class ΣR−ρ+mK,ρ+4,1[r,N ] ⊗M2(C) thanks to Lemma 2.44, Prop.
2.35 and to the fact that R(U) is a (R,R,P) smoothing remainder.
The term (∂tΦ4(U))Ψ4(U) is of order 0 thanks to Lemma 2.45, and Prop. 2.35; moreover it is reversible, parity
and reality preserving thanks to Lemma 2.44 since Ψ4(U) is (R,R,P) and (∂tΦ4(U)) is reversible, parity and reality
preserving.
The term Φ4(U)iER
(3)
2 (U)U is reversible, reality and parity preserving thanks to Lemma 2.44.
Using symbolic calculus (Prop. 2.35) one can prove that the term of order one in (4.38) is the following(
2sx(U ; t, x)(1 + a2(U ; t)) + a1(U ; t, x)
)
(iξ), (4.39)
therefore we have to choose the function s(U ; t, x) as
s(U ; t, x) = −∂−1x
(
a
(3)
1 (U ; t, x)
2(1 + a2(U ; t))
)
.
Note that the the function s(U ; t, x) is well defined since a
(3)
1 (U ; t, x) is an odd function in x (therefore its mean
is zero) and the denominator stays far away from zero since r0 is small enough. With this choice the map Φ4(U)
defined in (4.36) is (R,R,P) and therefore the ansatz made at the beginning of the proof is correct. Furthermore the
term Φ4(U)iE
[
ΛV4 + A
(3)(U ; t, x, ξ)Ψ4(U)V4] in (4.38) is equal to iE[ΛV4 + Op
BW (A˜(U ; t, x, ξ)V4 + Q(U)V4)],
whereQ(U) is a (R,R,P) smoothing remainder in ΣR−ρK,ρ+4,1[r,N ]⊗M2(C) and
A˜(U ; t, x, ξ) = A
(3)
2 (U ; t)(iξ)
2 +
0∑
j=−(ρ−1)
A˜j(U ; t, xξ),
is a (R,R,P) diagonal matrix of symbols such that A˜j(U ; t, x, ξ) is in ΣΓ
j
K,ρ+4,1[r,N ]⊗M2(C) thanks to Prop. 2.35
and Lemma 2.46.
4.5 Reduction to constant coefficients: lower order terms
Here we reduce to constant coefficients all the symbols from the order 0 to the order ρ−1 of the matrixA(4)(U ; t, x, ξ)
in (4.35).
Proposition 4.8. There exist s0 > 0, r0 > 0, such that for any s ≥ s0, any 0 < r ≤ r0 and any U ∈ BKs (I, r) solution
of (3.1) the following holds. There exist two (R,R,P)-maps
Φ5(U)[·], Ψ5(U)[·] : CK−2ρ−4∗R (I,Hs)→ CK−2ρ−4∗R (I,Hs),
satisfying the following
(i) there exists a constant C depending on s, r andK such that
‖Φ5(U)V ‖K−2ρ−4,s ≤ ‖V ‖K−2ρ−4,s
(
1 + C ‖U‖K,s0
)
‖Ψ5(U)V ‖K−2ρ−4,s ≤ ‖V ‖K−2ρ−4,s
(
1 + C ‖U‖K,s0
) (4.40)
for any V in CK−2ρ−4∗R (I,H
s);
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(ii) Φ5(U)[·] − 1 and Ψ5(U)[·] − 1 belong to the class ΣMK,2ρ+4,1[r,N ] ⊗M2(C); Ψ5(U)[Φ5(U)[·]] − 1 is a
smoothing operator in the class ΣR−ρK,2ρ+4,1[r,N ]⊗M2(C);
(iii) the function V5 = Φ5(U)V4 (where V4 is the solution of (4.34)) solves the system
∂tV5 = iE
(
ΛV5 +Op
BW (A(5)(U ; t, ξ))V5 +R
(5)
1 (U)V5 +R
(5)
2 (U)U
)
, (4.41)
where Λ is defined in (1.14), A(5)(U ; t, ξ) is a (R,R,P) diagonal and constant coefficient in x matrix in
ΣΓ2K,2ρ+4,1[r,N ]⊗M2(C) of the form
A(5)(U ; t, ξ) = A
(3)
2 (U ; t)(iξ)
2 +A
(5)
0 (U ; t, ξ),
with A
(3)
2 (U ; t) of Prop. 4.6 and A
(5)
0 (U ; t, ξ) in ΣΓ
0
K,2ρ+4,1[r,N ] ⊗ M2(C); the operators R(5)1 (U) and
R
(5)
2 (U) are (R,R,P) smoothing remainders in the classΣR−ρ+mK,2ρ+4,1[r,N ]⊗M2(C) for somem inN depending
on N .
Proof. We first construct a map which conjugates to constant coefficient the term of order 0 in (4.34) and (4.35).
Consider a symbol n0(U ;x, ξ) in ΣΓ
−1
K,ρ+4,1[r,N ] to be determined later and define
Φ5,0(U) := 1+Op
BW (N0(U ; t, x, ξ)) := 1+Op
BW
(
n0(U ; t, x, ξ) 0
0 n0(U ; t, x,−ξ)
)
.
Suppose moreover that the map Φ5,0(U) defined above is (R,R,P). It is possible to construct an approximate inverse of
the map above (i.e. satisfying items (i) and (ii) of the statement) of the form
Ψ5,0(U) = 1−OpBW (N0(U ; t, x, ξ)) + OpBW
(
(N0(U ; t, x, ξ))
2
)
+OpBW (N˜0(U ; t, x, ξ))
proceeding as done in the proof of Prop. 4.4 by choosing a suitable matrix of symbols N˜0(U ; t, x, ξ) in the class
ΣΓ−3K,ρ+4,1[r,N ] ⊗M2(C). Let R(U) in ΣR−ρK,ρ+4,1[r,N ] ⊗M2(C) be the smoothing remainder such that one has
Ψ5(U)[Φ5(U)[·]]− 1 = R(U). Then the function V5,0 = Φ5,0(U)V4 solves the following problem
∂tV0,5 =(∂tΦ5,0(U))Ψ5,0V5,0
+Φ5,0(U)iE
(
Λ +OpBW (A(4)(U ; t, x, ξ))
)
Ψ5,0(U)V5,0
+Φ5,0(U)iER
(4)
1 (U)Ψ5,0(U)V5,0
+Φ5,0(U)iER
(4)
2 (U)U + R˜(U)U,
(4.42)
where A(4)(U ; t, x, ξ), R
(4)
1 (U) and R
(4)
2 (U) are the ones of equation (4.34), while R˜(U) is the operator[
(∂tΦ5,0(U)) + Φ5,0(U)iE
(
Λ +OpBW (A(4)(U ; t, x, ξ)) + Φ5,0(U)iER
(1)
4 (U)
]
R(U).
The operator R˜(U) belongs to the class ΣR−ρ+m′K,ρ+5,1[r,N ]⊗M2(C) for somem′ ∈ N thanks to Prop. 2.35, moreover
it is reversible, parity and reality preserving by Lemma 2.44. The first summand in the r.h.s. of (4.42) is equal to
OpBW (∂tN0(U ; t, x, ξ)) ◦ OpBW (1 − N0(U ; t, x, ξ) + N˜0(U ; t, x, ξ)) therefore by Lemmata 2.45, 2.46 and Prop.
2.35 can be decomposed as the sum of a para-differential operator of order −1 and a smoothing remainder, both of
them reversible, parity and reality preserving. The third and the fourth summands in (4.42) are (R,R,P) remainders in
the class ΣR−ρ+m′K,2ρ+4,1[r,N ]⊗M2(C) by Lemma 2.44 and Prop. 2.35.
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The remaining term Φ5,0(U)iE
(
Λ +OpBW (A(4)(U ; t, x, ξ))
)
Ψ5,0(U)V5,0 is equal to
iE
(
Λ +OpBW (A
(3)
2 (U ; t)(iξ)
2)
)
V5,0 +
[
OpBW (N(U ; t, x, ξ), iEOpBW ((1+A2(U ; t))(iξ)
2))
]
−
V0,5
+ iEOpBW (A
(4)
0 (U ; t, x, ξ))
−OpBW (N0(U ; t, x, ξ)) ◦OpBW (iE(1+A2(U ; t))(iξ)2) ◦OpBW (N0(U ; t, x, ξ))
+ OpBW (iE(1+A2(U ; t))(iξ)
2) ◦OpBW (N0(U ; t, x, ξ)2)
(4.43)
up to operators of order −1 coming from the compositions with OpBW (N˜(U ; t, x, ξ)). Every operator here can be
assumed to be reversible, parity and reality preserving thanks to Lemmata 2.44 and 2.46. The last two summands in
(4.43) cancel out up to a (R,R,P) operator of order −1 thanks to Prop. 2.35. In order to reduce to constant coefficient
the term of order 0 in (4.43) we develop the commutator [·, ·]− and we choose n0(U ; t, x, ξ) in such a way that the
following equation is satisfied
2(n0(U ; t, x, ξ))x(1 + a
(3)
2 (U ; t)(iξ)) + a
(4)
0 (U ; t, x, ξ) =
1
2π
ˆ
T
a
(4)
0 (U ; t, x, ξ)dx; (4.44)
proceeding as done in the proof of Prop. 4.4 we choose the symbol n0(U ; t, x, ξ) as follows:
n0(U ; t, x, ξ) =
∂−1x
(
1
2π
´
T
a
(4)
0 (U ; t, x, ξ)dx− a(4)0 (U ; t, x, ξ)
)
2(1 + a
(3)
2 (U ; t))
γ(ξ);
γ(ξ) : =
{ 1
iξ |ξ| ≥ 1/2,
odd continuation of class C∞ |ξ| ∈ [0, 1/2).
The symbol above is well defined since the denominator stays far away from zero since the function U is small, the
numerator is well defined too since it is the periodic primitive of a zero mean function; moreover it is parity preserving
and reversibility preserving, therefore the ansatz made at the beginning of the proof is satisfied. Therefore we have
reduced the system to the following
∂tV5,0 = iE
(
Λ +OpBW (A(5,0)(U ;x, ξ))V5,0 +R
(5,0)
1 (U)V5,0 +R
(5,0)
2 (U)U
)
,
where R
(5,0)
1 (U) and R
(5,0)
2 (U) are (R,R,P) smoothing remainder in the class ΣR−ρ+m
′
K,ρ+4,1[r,N ]⊗M2(C), the matrix
of symbols A(5,0)(U ; t, x, ξ) is in ΣΓ2K,ρ+5,1[r,N ]⊗M2(C) and it has the form
A(5,0)(U ; t, x, ξ) = A
(3)
2 (U ; t)(iξ)
2 +A
(5,0)
0 (U ; t, ξ) +A
(5,0)
−1 (U ; t, x, ξ),
with A
(3)
2 (U ; t) coming from Prop. 4.6, A
(5,0)
0 (U ; t, ξ) is equal to (
1
2π
´
A
(4)
0 (U ; t, x, ξ)dx)γ(ξ) and A
(5,0)
−1 (U ; t, x, ξ)
is a matrix of symbols in ΣΓ−1K,ρ+5,1[r,N ]⊗M2(C).
Suppose now that there exist j + 1, j ≥ 0, (R,R,P) maps Φ5,0(U), . . . ,Φ5,j(U) maps such that the function V5,j :=
Φ5,0(U) ◦ · · · ◦ Φ5,j(U)V4 solves the problem
∂tV5,j = iE
(
ΛV5,j +Op
BW (A(5,j)(U ; t, x, ξ))V5,j +R
(5,j)
1 (U)V5,j +R
(5,j)
2 (U)U
)
(4.45)
where R
(5,j)
1 (U), R
(5,j)
2 (U) are (R,R,P) smoothing remainders in the class ΣR−ρ+m
′
K,ρ+5+j,1[r,N ] ⊗M2(C) and where
A(5,j)(U ; t, x, ξ) is a (R,R,P) diagonal matrix of symbols in ΣΓ2K,ρ+5+j,1[r,N ]⊗M2(C) of the form
A(5,j)(U ; t, x, ξ) = A
(3)
2 (U ; t)(iξ)
2 +
0∑
ℓ=−j
A
(5,j)
ℓ (U ; t, ξ) +A
(5,j)
−j−1(U ; t, x, ξ),
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with A
(5,j)
ℓ (U ; t, ξ) in ΣΓ
ℓ
K,ρ+5+j,1[r,N ] ⊗M2(C) and constant in x for ℓ = −j, . . . , 0, while A(5,j)−j−1(U ; t, x, ξ) is
in ΣΓ−j−1K,ρ+5+j,1[r,N ] and may depend on x. We explain how to construct a map Φ5,j+1(U) which put to coefficient
in x the term of order−j − 1. Let nj+1(U ; t, x, ξ) be a symbol in ΣΓ−j−2K,ρ+5+j,1[r,N ] and consider the map
Φ5,j+1(U) := 1+Op
BW (Nj+1(U ; t, x, ξ)) := 1+Op
BW
(
nj+1(U ; t, x, ξ) 0
0 nj+1(U ; t, x,−ξ)
)
.
Arguing as done in the proof of Prop. 4.4 one obtains the approximate inverse of the map above Ψ5,j(U) = 1 −
OpBW (Nj+1(U ; t, x, ξ)) modulo lower order terms. The same discussion made at the beginning of the proof, con-
cerning the conjugation through themapΦ5,0(U), shows that the functionV5,j+1 := Φ5,j+1(U)V5,j solves the problem
∂tV5,j+1 = iE
(
ΛV5,j+1 +Op
BW (A(5,j+1)(U ; t, x, ξ))V5,j+1 +R
(5,j+1)
1 (U)V5,j+1 +R
(5,j+1)
2 (U)U
)
, (4.46)
where R
(5,j+1)
1 (U) and R
(5,j+1)
2 (U) are smoothing remainders in the class ΣR−ρ+m
′
K,ρ+5+j,2[r,N ] ⊗M2(C) and where
A(5,j+1)(U ; t, x, ξ) has the form
A
(3)
2 (U ; t)(iξ)
2 +
0∑
ℓ=−j
A
(5,j)
ℓ (U ; t, ξ) +A
(5,j)
−j−1(U ; t, x, ξ) + 2
(
Nj+1(U ; t, x, ξ),
)
x
(1 +A
(3)
2 (U ; t)(iξ)).
The equation we need to solve is
2(nj+1(U ; t, x, ξ))x(1 + a
(3)
2 (U ; t)(iξ)) + a
(5,j)
−j−1(U ; t, x, ξ) =
1
2π
ˆ
T
a
(5,j)
−j−1(U ; t, x, ξ)dx,
which has the same structure of (4.44) and hence one can define the symbol nj+1(U ; t, x, ξ) as done above.
To conclude the proof we define the maps Φ5(U) := Φ5,0(U) ◦ · · · ◦ Φ5,ρ−1(U) and Ψ5(U) := Ψ5,ρ−1(U) ◦ · · · ◦
Ψ5,0(U).
At this point we can prove Theorem 4.1.
proof of Theorem 4.1. It is enough to define Φ(U) := Φ5(U) ◦ Φ4(U) ◦Φ⋆U ◦Φ2(U) ◦Φ1(U) and Ψ(U) := Ψ1(U) ◦
Ψ2(U) ◦ (Φ⋆U )−1 ◦Ψ4(U) ◦Ψ5(U).
5 Proof of the main theorem
The aim of this section is to prove the following Theorem which, together with Theorem 3.1, implies Theorem 1.1.
Theorem 5.1. Fix N > 0 and assume M ≥ N (see (1.4)), K ∈ N, ρ ∈ N such that K ≫ ρ ≫ N and consider
system (3.1). There is a zero measure set N ⊆ O such that for any ~m outside the set N and if ρ > 0 is large enough
there is s0 > 0 such that for any s ≥ s0 there are r0, c, C > 0 such that for any 0 ≤ r ≤ r0 the following holds. For
all U0 ∈ Hse with ‖U0‖Hs ≤ r, there is a unique solution U(t, x) of (3.1) with
U ∈
K⋂
k=0
Ck([−Tr, Tr];Hs−2ke (T;C2)), (5.1)
with Tr ≥ cr−N . Moreover one has
sup
t∈[−Tr,Tr ]
‖∂kt U(t, ·)‖Hs−2k ≤ Cr, 0 ≤ k ≤ K. (5.2)
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The proof of the result above is divided into two main steps.
We need some further notation. For any n ∈ N, we define
Π+n :=
(
1 0
0 0
)
Πn, Π
−
n :=
(
0 0
0 1
)
Πn (5.3)
the composition of the spectral projector Πn, defined in (2.3) with the projector from C
2 to C× {0} (resp. {0} × C).
For a function U satisfying (2.63), i.e. of the form U = (u, u¯)T , the projectors Π±n act as follows. Let ϕn(x) =
1/
√
π cos(nx) be the Hilbert basis of the space of even L2(T;C) functions, then, if uˆ(n) =
´
T
u(x)ϕn(x)dx, one has
ΠnU =
(
uˆ(n)
uˆ(n)
)
ϕn(x), Π
+
nU = uˆ(n)e+ϕn(x), Π
−
nU = uˆ(n)e−ϕn(x), e+ =
(
1
0
)
, e− =
(
0
1
)
. (5.4)
We now give the following definition.
Definition 5.2 (Kernel of the Adjoint Action). Fix p ∈ N∗, ρ > 0 and consider a symbol a ∈ Γ˜2p.
(i)We denote by JaK(U ; t, x, ξ) the symbol in Γ˜2p the symbol defined, for n1, . . . , np ∈ N, as
JaK
(
Π+n1U, . . . ,Π
+
nℓ
U,Π−nℓ+1U, . . . ,Π
−
np
U ; t, x, ξ
)
= a
(
Π+n1U, . . . ,Π
+
nℓ
U,Π−nℓ+1U, . . . ,Π
−
np
U ; t, x, ξ
)
,
for p even, ℓ = p/2 and
{n1, . . . , nℓ} = {nℓ+1, . . . , np}, (5.5)
while for p odd and 0 ≤ ℓ ≤ p, or p even and 0 ≤ ℓ ≤ p with ℓ 6= p/2 we set
JaK
(
Π+n1U, . . . ,Π
+
nℓ
U,Π−nℓ+1U, . . . ,Π
−
np
U ; t, x, ξ
)
= 0.
(ii) Let a ∈ ΣΓ0K,K′,1[r,N ] of the form
a(U ; t, x, ξ) =
N−1∑
k=1
ak(U ; t, x, ξ) + aN (U ; t, x, ξ), ak ∈ Γ˜0k, aN ∈ ΣΓ0K,K′,N [r,N ],
we define the symbol JaK(U ; t, x, ξ) as
JaK(U ; t, x, ξ) :=
N−1∑
k=1
JakK(U ; t, x, ξ) + aN (U ; t, x, ξ).
(iii) For a diagonal matrix of symbols A ∈ ΣΓ0K,K′,1[r,N ]⊗M2(C) of the form
A(U ; t, x, ξ) =
(
a(U ; t, x, ξ) 0
0 a(U ; t, x,−ξ)
)
,
we define
JAK(U ; t, x, ξ) :=
(
JaK(U ; t, x, ξ) 0
0 JaK(U ; t, x,−ξ)
)
. (5.6)
In the following lemma we consider the problem ∂tZ = iE
(
ΛZ +OpBW (m2(U)(iξ)
2)Z +OpBW
(
JAK(U ; t, ξ)
)
[Z]
)
,
Z(0, x) = Z0 ∈ Hse
(5.7)
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with m2(U) in (4.3), A being a diagonal (R,R,P) matrix of bounded symbols independent of x in ΣΓ
0
K,K′,1[r,N ] ⊗
M2(C) andU ∈ CK∗R(I,Hse(T;C2))∩BKs0 (I, r). We prove that the (R,R,P) structure of the matrixA(U ; t, ξ) (together
with the fact that it is constant in x) guarantees a symmetry which produces a key cancellation in the energy estimates
for the problem (5.7), more precisely we show that the multilinear part of the matrix JAK(U ; t, ξ) does not contribute
to the energy estimates.
Lemma 5.3. Let N ∈ N, r > 0, K ′ ≤ K ∈ N. Using the notation above consider Z = Z(t, x) the solution of the
problem (5.7). Then one has
d
dt
‖Z(t, ·)‖2
Hs
≤ C‖U(t, ·)‖N
Hs
‖Z(t, ·)‖2
Hs
. (5.8)
Proof. Consider the Fourier multipliers 〈D〉s := Op(〈ξ〉s). We have that
d
dt
‖Z‖2
Hs
=
(
〈D〉s
[
iE(ΛZ +OpBW (m2(U)(iξ)
2) + OpBW (JAK(U ; t, ξ))[Z])
]
, 〈D〉sZ
)
H0
+
(
〈D〉sZ, 〈D〉s
[
iE(ΛZ +OpBW (m2(U)(iξ)
2) + OpBW (JAK(U ; t, ξ))[Z])
])
H0
(5.9)
where (·, ·)H0 is defined in (1.10). The contribution given by Λ and OpBW (m0(U)(iξ)2)[·] is zero since they are
independent of x (therefore they commute with 〈Ds〉) and their symbols are real valued (hence they are self-adjoint on
H
0 thanks to Remark 2.26). Let us consider the symbol JAK(U ; t, ξ). By definition we have that
JAK(U ; t, ξ) =
N−1∑
p=1
JApK(U, . . . , U ; t, ξ) +AN (U ; t, ξ)
with Ap ∈ Γ˜0p, p = 1, . . . , N − 1, and AN ∈ ΣΓ0K,K′,N [r,N ]. The contribution of OpBW (AN (U ; t, ξ))[Z] in the
r.h.s. of (5.9) is bounded by the r.h.s. of (5.8). We show that JApK are real valued for p = 1, . . . , N − 1, this implies
that, since they do not depend on x, they do not contribute to the sum in (5.9). By hypothesis the matrix of symbols
A(U ; t, ξ) is reversibility preserving, i.e. satisfies (2.76), therefore, by Lemma 2.43, we may assume that Ap satisfy
condition (2.82) for any p = 1, . . . , N − 1. Since Ap is reality preserving then we can write (see Remark 2.40)
Ap(U ; t, ξ) =
(
a˜p(U ; t, ξ) 0
0 a˜p(U ; t,−ξ)
)
, (5.10)
for some symbol a˜p ∈ Γ˜mp independent of x. Recalling Def. 5.2, since Ap is a symmetric function of its arguments,
we have, for ℓ, p, n1, . . . , np satisfying the conditions in (5.5), that
JApK
(
Π+n1SU, . . . ,Π
+
nℓ
SU,Π−n1SU, . . . ,Π
−
nℓ
SU ; t, ξ
)
S
= SJApK
(
Π+n1U, . . . ,Π
+
nℓ
U,Π−n1U, . . . ,Π
−
nℓ
U ; t, ξ
)
.
(5.11)
We recall that Π+nSU = Π
−
nU using (5.4). On the component Ja˜pK the condition (5.11) reads
Ja˜pK
(
Π−n1U, . . . ,Π
−
nℓ
U,Π+n1U, . . . ,Π
+
nℓ
U ; ξ
)
= Ja˜pK
(
Π+n1U, . . . ,Π
+
nℓU,Π
−
n1U, . . . ,Π
−
nℓU ;−ξ
)
.
(5.12)
The condition (2.77) (which holds since Ap is parity preserving) implies that a˜p(U, . . . , U ; t, ξ) is even in ξ since it
does not depend on x. Therefore by symmetry we deduce that
Ja˜pK
(
Π+n1U, . . . ,Π
+
nℓ
U,Π−n1U, . . . ,Π
−
nℓ
U ; t, ξ
)
is real valued. This concludes the proof.
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The first important result is the following.
Theorem 5.4 (Normal form 1). LetN, ρ,K > 0 as in Theorem 4.1. There existsN ⊂ O with zero measure such that
for any ~m ∈ O \ N the following holds. There exist K ′′ > 0 such that K ′ := 2ρ + 4 < K ′′ ≪ K , s0 > 0, r0 > 0
(possibly different from the ones given by Theorem 4.1) such that, for any s ≥ s0, 0 < r ≤ r0 and any U ∈ BKs (I, r)
solution even in x ∈ T of (3.1) the following holds. There is an invertible (R,R,P)-map
Θ(U)[·] : CK−K′′∗R (I,Hs(T;C2))→ CK−K
′′
∗R (I,H
s(T;C2)),
satisfying the following:
(i) there exists a constant C depending n s, r andK such that
‖Θ(U)[V ]‖K−K′′,s ≤ ‖V ‖K−K′′,s(1 + C‖U‖K,s0),
‖(Θ(U))−1[V ]‖K−K′′,s ≤ ‖V ‖K−K′′,s(1 + C‖U‖K,s0),
(5.13)
for any V ∈ CK−K′′∗R (I,Hs(T;C2));
(ii) Θ(U)− 1 and (Θ(U))−1 − 1 belong to the class ΣMK,K′′,1[r,N ]⊗M2(C);
(iii) the functionW = Θ(U)[V ], where V solves (4.2), satisfies
∂tW = iE
(
ΛW +OpBW (L1(U ; t, ξ))[W ] +Q
(1)
1 (U ; t)[W ] +Q
(1)
2 (U ; t)[U ]
)
(5.14)
where Q
(1)
1 , Q
(1)
2 ∈ ΣR−ρ+m1K,K′′,1[r,N ] ⊗M2(C), for somem1 > 0 depending on N (larger thanm in Theorem
4.1), are (R,R,P)-operators and L1(U ; t, ξ) is a (R,R,P)-matrix in ΣΓ
2
K,K′′,1[r,N ] ⊗ M2(C) with constant
coefficients in x ∈ T and which has the form (recalling Def. 5.2)
L1(U ; t, ξ) :=
(
m(1)(U ; t, ξ) 0
0 m(1)(U ;−ξ)
)
, m(1)(U ; t, ξ) = m2(U)(iξ)
2 + Jm
(1)
0 K(U ; t, ξ), (5.15)
where m2(U) is given in (4.3) and m
(1)
0 (U ; t, ξ) ∈ ΣΓ0K,K′′,1[r,N ].
5.1 Non-resonance conditions
ForM ∈ N and ~m = (m1, . . . ,mM ) ∈ O := [−1/2, 1/2]M we define, recalling (1.4), (1.12), for any N ≤ M and
0 ≤ ℓ ≤ N the function
ψℓN (~m,~n) = λn1 + . . .+ λnℓ − λnℓ+1 − . . .− λnN
=
ℓ∑
j=1
(inj)
2 −
N∑
j=ℓ+1
(inj)
2 +
M∑
k=1
mk
 ℓ∑
j=1
1
〈nj〉2k+1 −
N∑
j=ℓ+1
1
〈nj〉2k+1
 , (5.16)
where ~n = (n1, . . . , nN ) ∈ NN with the convention that
∑m′
j=m aj = 0 whenm > m
′. We have the following lemma.
Proposition 5.5 (Non resonance condition). There exists N ⊂ O with zero Lebesgue measure such that, for any
~m ∈ O \ N , there exist γ,N0 > 0 such that the inequality
|ψℓN (~m,~n)| ≥ γmax(〈n1〉, . . . , 〈nN 〉)−N0 , (5.17)
holds true for any ~n = (n1, . . . , nN) ∈ NN if N is odd. In the case that N is even the (5.17) holds true if ℓ 6= N/2
and for any ~n inNN such that
{n1, . . . , nℓ} 6= {nℓ+1, . . . , nN}. (5.18)
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Proof. First of all we show that, if N, ℓ, ~n are as in the statement of the proposition, the function ψℓN (~m,~n) is not
identically zero as function of ~m. We can write
ψℓN (~m,~n) = a
(ℓ)
0 (~n) +
N∑
k=1
mka
(ℓ)
k (~n) +
M∑
k=N+1
mka
(ℓ)
k (~n),
where
a
(ℓ)
0 (~n) :=
ℓ∑
j=1
(inj)
2 −
N∑
j=ℓ+1
(inj)
2; a
(ℓ)
k (~n) :=
ℓ∑
j=1
1
〈nj〉2k+1 −
N∑
j=ℓ+1
1
〈nj〉2k+1 , k ≥ 1 (5.19)
for 0 ≤ ℓ ≤ N . We show that there exists at least one non zero coefficient a(ℓ)k (~n) for 1 ≤ k ≤ N .
Let q inN∗ such that there are N1, . . . , Nq inN
∗ satisfying N1 + . . .+Nq = N and
{n1, . . . , nN} =
{
n1,1, . . . , n1,N1 , . . . , nq,1 . . . , nq,Nq
}
where {
nj,i1 = nj,i2 ∀ i1, i2 ∈ {1, . . . , Nj} , ∀ j ∈ {1, . . . , q} ,
nj,1 6= ni,1 ∀ i 6= j.
Note that, since 〈x〉 = √1 + x2 for x ∈ R, then 〈nj,1〉 6= 〈ni,1〉 for any i 6= j. According to this notation the element
in (5.19) can be rewritten as
a
(ℓ)
k (~n) =
q∑
j=1
1
〈nj,1〉2k+1
(N+j −N−j ), (5.20)
where N+j , resp. N
−
j , is the number of times that the term 〈nj,1〉2k+1 appears in the sum in equation (5.19) with sign
+, resp. with sign −, and henceN+j +N−j = Nj . Note that ifN+j −N−j = 0 for any j = 1, . . . , q, then the condition
(5.18) is violated.
Define the (N × q)-matrix
Aq(~n) :=

1
〈n1,1〉3
. . . . . . 1〈nq,1〉3
1
〈n1,1〉5
. . . . . . 1〈nq,1〉5
...
. . .
. . .
...
1
〈n1,1〉2N+1
. . . . . . 1〈nq,1〉2N+1
 .
We have
N∑
k=1
mka
(ℓ)
k (~n) =
(
Aq(~n)~σ
(ℓ)
q
)
· ~mN , ~σ(ℓ)q :=
(
(N+1 −N−1 ), . . . , (N+q −N−q )
)T
, (5.21)
where ~mN := (m1, . . . ,mN ) and “·” denotes the standard scalar product on RN . By the above reasoning the vector
~σ
(ℓ)
q is different from ~0. We claim that the vector ~v := Aq(~n)~σ
(ℓ)
q has at least one component different from zero.
Denote by Aqq(~n) the (q × q)-sub-matrix of Aq(~n) made of its firsts q rows.
The matrix Aqq(~n) is, up to rescaling the k-th column by the factor 〈n1,k〉3, a Vandermonde matrix, therefore
det(Aqq(~n)) =
 q∏
j=1
1
〈nj,1〉3
 ∏
1≤i<k≤q
(
1
〈ni,1〉 −
1
〈nk,1〉
)
, (5.22)
which is different from zero since ni,1 6= nk,1 for any 1 ≤ i < k ≤ q; this implies that Rank(Aq(~n)) = q, hence the
claim follows since σ
(ℓ)
q 6= ~0.
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Fix γ > 0, N ≤M ∈ N, N0 ∈ N and 0 ≤ ℓ ≤ N ; we introduce the following “bad” set
BN,N0(~n, γ, ℓ) :=
{
~m ∈ O : |ψℓN (~m,~n)| < γmax
(〈n1〉, . . . , 〈nN 〉)−N0} . (5.23)
We give an estimate of the sub-levels of the function ψℓN (~m,~n). By the discussion above there exists 1 ≤ k′ ≤ q such
that a
(ℓ)
k′ (~n) 6= 0, set k∞ ∈ {1, · · · , q} the index such that a(ℓ)k∞(~n) =
(
Aqq(~n)~σ
(ℓ)
)
k∞
=
∥∥Aqq(~n)~σℓ∥∥∞ > 0. We start
by proving that there exist constants c≪ 1 and b≫ 1, both depending only on q (and hence only onN ), such that
|∂mk∞ψℓN (~m,~n)| ≥
c
max
(〈n1〉, . . . , 〈nN 〉)b . (5.24)
We have
|∂mk∞ψℓN (~m,~n)| = |a(ℓ)k∞(~n)|
(5.21)
= |(Aqq(~n)~σ(ℓ)q )k∞ | ≥ K(detAqq(~n)), (5.25)
where 1 ≫ K = K(N) > 0 depends only on N . The last inequality in (5.25) follows by the fact that Aqq(~n) is
invertible, hence
1 ≤ |(Aqq(~n))−1Aqq(~n)~σ(ℓ)q | ≤ (detAqq(~n))−1N2CN
∥∥∥Aqq(~n)~σ(ℓ)q ∥∥∥
∞
,
with CN > 0 and we have used q ≤ N . By formula (5.22) one can deduce that
| detAqq(~n)| ≥
K˜
max
(〈n1〉, . . . , 〈nN 〉)b
where b and K˜ depend only on N . The latter inequality, together with (5.25), implies the (5.24). Estimate (5.24)
implies that
meas
(
BN,N0(~n, γ, ℓ)
)
≤ γ
cmax
(〈n1〉, . . . , 〈nN〉)N0−b .
Hence, for N0 ≥ b+ 2 +N , one obtains
meas
( ⋂
γ>0
⋃
~n∈NN
BN,N0(~n, γ, ℓ)
)
≤ lim
γ→0
γ
c
∑
~n∈NN
1
max
(〈n1〉, . . . , 〈nN 〉)N0−b = 0.
By setting
N :=
⋃
0≤N≤M
⋂
γ>0
⋃
~n∈NN
BN,N0(~n, γ, ℓ),
one gets the thesis.
5.2 Normal forms
In this Section we prove Theorem 5.4. The proof will be based on an iterative use of the following lemma.
Lemma 5.6. Fix p,K,N ∈ N, r, ρ > 0, 1 ≤ p ≤ N − 1 andK ′ ≤ K . For U ∈ BKs0 (I, r)∩CK∗R(I;Hse) be a solution
of (3.1) consider the system
∂tV = iE
(
ΛV +OpBW (L˜(p)(U ; t, ξ))[V ] +G
(p)
1 (U ; t)[V ] +G
(p)
2 (U ; t)[U ]
)
, (5.26)
where G
(p)
1 (U ; t), G
(p)
2 (U ; t) ∈ ΣR−ρK,K′,1[r,N ] ⊗M2(C) are (R,R,P)-operator and L˜(p)(U ; t, ξ) is a diagonal and
constant coefficients in x (R,R,P)-matrix of the form
L˜(p)(U ; t, ξ) :=
(
m(p)(U ; t, ξ) 0
0 m(p)(U ; t,−ξ)
)
, m(p)(U ; t, ξ) = m2(U ; t)(iξ)
2 + m
(p)
0 (U ; t, ξ), (5.27)
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where m2(U ; t) is the real symbol in ΣFK,K′,1[r,N ] given in (4.3), while m(p)0 (U ; t, ξ) ∈ ΣΓ0K,K′,1[r,N ] is such that
(recalling Def. 5.2)
m
(1)
0 (U ; t, ξ) =
N−1∑
j=1
m
(1)
j (U, . . . , U ; t, ξ) +m
(1)
N (U ; t, ξ),
m
(p)
0 (U ; t, ξ) =
p−1∑
j=1
Jm
(p)
j K(U, . . . , U ; t, ξ) +
N−1∑
j=p
m
(p)
j (U, . . . , U ; t, ξ) +m
(p)
N (U ; t, ξ), 2 ≤ p ≤ N − 1,
(5.28)
where
m
(p)
j ∈ Γ˜0j , j = 1, . . . , N − 1, m(p)N ∈ ΣΓ0K,K′,N [r,N ]. (5.29)
For r small enough and ~m outside the subset N given by Proposition 5.5 the following holds. There is s0 > 0 such
that for s ≥ s0, there is an invertible (R,R,P)-map
Θp(U)[·] : CK−K′∗R (I,Hs(T;C2))→ CK−K
′
∗R (I,H
s(T;C2)), (5.30)
satisfying the following:
(i) there exist C depending on s, r,K such that
‖Θp(U)[V ]‖K−K′,s ≤ ‖V ‖K−K′,s(1 + C‖U‖K,s0),∥∥∥(Θp(U))−1[V ]∥∥∥
K−K′,s
≤ ‖V ‖K−K′,s(1 + C‖U‖K,s0),
(5.31)
for any V ∈ CK−K′∗R (I,Hs(T;C2));
(ii) Θp(U)− 1 and (Θp(U))−1 − 1 belong to the class ΣMK,K′,1[r,N ]⊗M2(C);
(iii) the functionW = Θp(U)[V ] satisfies
∂tW = iE
(
ΛW +OpBW (L˜(p+1)(U ; t, ξ))[W ] +G
(p+1)
1 (U ; t)[W ] +G
(p+1)
2 (U ; t)[U ]
)
, (5.32)
where V satisfies (5.26). The operators G
(p+1)
1 (U ; t), G
(p+1)
2 (U ; t) are (R,R,P)-operators in the class
ΣR−ρ+m˜K,K′+1,1[r,N ]⊗M2(C) for some m˜ > 0, L˜(p+1)(U ; t, ξ) is a (R,R,P)-matrix inΣΓ2K,K′+1,1[r,N ]⊗M2(C)
with constant coefficients in x ∈ T and it has the form
L˜(p+1)(U ; t, ξ) :=
(
m(p+1)(U ; t, ξ) 0
0 m(p+1)(U ; t,−ξ)
)
, m(p+1)(U ; t, ξ) = m2(U ; t)(iξ)
2 + m
(p+1)
0 (U ; t, ξ),
(5.33)
where m2(U ; t) is given in (4.3), the symbol m
(p+1)
0 (U ; t, ξ) is in ΣΓ
0
K,K′+1,1[r,N ] and it has the form
m
(p+1)
0 (U ; t, ξ) =
p∑
j=1
Jm
(p)
j K(U, . . . , U ; t, ξ) +
N−1∑
j=p+1
m
(p+1)
j (U, . . . , U ; t, ξ) +m
(p+1)
N (U ; t, ξ), (5.34)
wherem
(p)
j ∈ Γ˜0j , j = 1, . . . , p are given in (5.29) and
m
(p+1)
j ∈ Γ˜0j , j = p+ 1, . . . , N − 1, m(p+1)N ∈ Γ0K,K′+1,N [r]. (5.35)
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Proof. Let f(U ; t, ξ) be a symbol in Γ˜0p which has constant coefficients in x ∈ T. Consider the system
∂τW (τ) = Op
BW (F̂ (p)(U ; t, ξ))[W (τ)], F̂ (p)(U ; t, ξ) :=
(
f(U ; t, ξ) 0
0 f(U ; t,−ξ)
)
. (5.36)
Supposemoreover that the matrix F̂ (p)(U ; t, ξ) is a (R,R,P)-matrix of symbols. By standard theory of ODEs on Banach
spaces the flow Θτp(U)[·] of (5.36) is well defined for τ ∈ [0, 1]. We set Θp(U)[·] := Θτp(U)[·]|τ=1 . Estimates (5.31)
hold by direct computation. Item (ii) follows by Taylor expanding Θτp(U)[·] in τ = 0 and by using Remark 2.28 and
item (i) of Lemma 2.35. The same argument implies the following further properties of the map Θp(U)[·]:
Θp(U)[·] = 1+OpBW (F̂ (p)(U ; t, ξ)) + OpBW (C+(U ; t, ξ))[·] +R+(U ; t)[·], (5.37)
(Θp(U))
−1[·] = 1−OpBW (F̂ (p)(U ; t, ξ)) + OpBW (C−(U ; t, ξ))[·] +R−(U ; t)[·], (5.38)
for some (R,R,P)-matrices of symbols C+(U ; t, ξ), C−(U ; t, ξ) independent of x belonging to ΣΓ0K,K′,p+1[r,N ] ⊗
M2(C) and some (R,R,P)-operators R+(U ; t)[·], R−(U ; t)[·] belonging to ΣR−ρK,K′,1[r,N ] ⊗M2(C) (actually the
homogeneity of these remainders is bigger than p but, at this level, we do not emphasize this property and we embed
them in the remainders of homogeneity 1).
Finally, since F̂ (p)(U, . . . , U ; t, ξ) is a (R,R,P)-matrix of symbols then the flow Θτp(U)[·] is reversibility preserving.
Indeed, by setting Gτ = SΘτp(U ;−t)−Θτp(SU ; t)S, one can note that
∂τG
τ = F̂ (p)(SU ; t)Gτ ,
with G0 = 0, where we used that SF̂ (p)(U ;−t) = F̂ (p)(SU ; t) (which is (2.67)). This implies that Gτ ≡ 0 for
τ = [0, 1], which means that Θp(U ; t) is reversibility preserving.
Since U solves (3.1), there is a (R,R,P)-mapM ∈ ΣMm˜K,0,1[r,N ]⊗M2(C), for some m˜ > 0, such that
∂tU = iEΛU + iEM(U ; t)[U ]. (5.39)
Hence, by taking the derivative w.r.t. the variable t in (5.37), we have
∂t(Θp(U))[·] =
p∑
j=1
OpBW (F̂ (p)(U, . . . , ∂tU︸︷︷︸
j−th
, U, . . . , U ; t, ξ))
+ OpBW (∂tC
+(U ; t, ξ))[·] + (∂tR+(U ; t))[·]
=
p∑
j=1
OpBW (F̂ (p)(U, . . . , iEΛU︸ ︷︷ ︸
j−th
, U, . . . , U ; t, ξ))+
+ OpBW (B(U ; t, ξ))[·] + R˜+(U ; t)[·],
(5.40)
for some B(U ; t, ξ) ∈ ΣΓ0K,K′+1,p+1[r,N ]⊗M2(C), and R˜+(U ; t) ∈ ΣR−ρ+m˜K,K′+1,1[r,N ]⊗M2(C), where we used
Proposition 2.35 (in particular items (iv), (v)) and m˜ is the loss given byM in (5.39). We fix 0 ≤ ρ′ = ρ− m˜ which
is possible since ρ≫ 1. Now ifW = Θp(U)[V ] one has that
∂tW = Θp(U)
[
iE
(
Λ +OpBW (L˜(p)(U ; t, ξ)) +G
(p)
1 (U ; t)
)]
(Θp(U))
−1[W ]
+ Θp(U)G
(p)
2 (U ; t)U + (∂tΘp(U))(Θp(U))
−1[W ] =
= iE
(
ΛW +OpBW (L˜(p)(U ; t, ξ))[W ]
)
+
p∑
j=1
OpBW (F̂ (p)(U, . . . , iEΛU︸ ︷︷ ︸
j−th
, U, . . . , U ; t, ξ))[W ]+
+ iEOpBW (C1(U ; t, ξ))[W ] + iEG3(U ; t)[W ] + iEG4(U ; t)[U ],
(5.41)
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for some (R,R,P)-matrix of symbols C1(U ; t, ξ) independent of x belonging to ΣΓ
0
K,K′+1,p+1[r,N ] ⊗M2(C) and
some (R,R,P)-operatorsG3(U ; t)[·], G4(U ; t)[·] belonging to ΣR−ρ
′
K,K′,1[r,N ]⊗M2(C). In the previous computation
we used Proposition 2.35, the (5.37), (5.38) and (5.40). In the notation of item (iii) of the statement we look for
F̂ (p)(U, . . . , U ; t, ξ) such that
p∑
j=1
f(U, . . . , iEΛU︸ ︷︷ ︸
j−th
, U, . . . , U ; t, ξ) + im(p)p (U, . . . , U ; t, ξ) = iJm
(p)
p K(U ; . . . , U ; t, ξ). (5.42)
Recalling the definition of the operator Λ in (1.14) (see also (1.12), (1.4), and (5.16)), we have that, passing to Fourier
series, the equation (5.42) is equivalent to
ψℓp(~m,~n)f
(
Π+n1U, . . . ,Π
+
nℓ
U,Π−nℓ+1U, . . . ,Π
−
np
U ; t, ξ
)
= −m(p)p
(
Π+n1U, . . . ,Π
+
nℓ
U,Π−nℓ+1U, . . . ,Π
−
np
U ; t, ξ
)
in the following cases:
• p is odd, 0 ≤ ℓ ≤ p and for any ~n = (n1, . . . , np) ∈ Np;
• p is even , 0 ≤ ℓ ≤ p with ℓ 6= p/2 and for any ~n = (n1, . . . , np) ∈ Np;
• p is even, ℓ = p/2 and for any ~n = (n1, . . . , np) ∈ Np such that
{n1, . . . , nℓ} 6= {nℓ+1, . . . , np}.
By estimate (5.17) on ψℓp(~m,~n), we get that f(U, . . . , U ; t, ξ) is a symbol in Γ˜
0
p and does not depend on x since so
does m
(p)
p . Furthermore, since L˜(p) in (5.27) is a (R,R,P)-matrix of symbols, one has that F̂ (p)(U, . . . , U ; t, ξ) in
(5.36) is even in ξ, and reality preserving (i.e. satisfies resp. (2.77) and (2.78)). Finally, since m
(p)
p (U, . . . , U ; t, ξ)
satisfies (2.82) and the function ψℓp(~m,~n) in (5.16) is real and even in each component of ~n, one has that the symbol
F̂ (p)(U, . . . , U ; t, ξ) satisfies (2.82). Thanks to the choice of f above the equation (5.41) has the form (5.32) for a
suitable (R,R,P)-matrix of symbols L˜(p+1) of the form (5.33).
Proof of Theorem 5.4. LetN be the set of parameters ~m ∈ [−1/2, 1/2]M given in Proposition 5.5. We apply Lemma
5.6 to the system (4.2) since it has the form (5.26) with p = 1, L˜(1)  L in (4.3), G
(1)
1 , G
(1)
2  Q1, Q2, and
ρ  ρ − m (with m given by Theorem 4.1). The lemma guarantees the existence of a map Θ1(U)[·] (see (5.30))
such that the function W1 = Θ1(U)[V ] satisfies a system of the form (5.32) with L˜
(2) given in (5.33) with p = 1
and where G
(2)
1 , G
(2)
2 are some operators in ΣR−ρ
(1)
K,K′+1,1[r,N ] ⊗M2(C). Here ρ(1) = ρ −m − m˜ where m˜ is the
loss of derivatives produced by the map M(U ; t) given in (5.39). This new system still satisfies the hypotheses of
Lemma 5.6, hence we may apply it iteratively. We obtain a sequence of mapsΘj(U)[·] for j = 1, . . . , N − 1 such that
Wj := Θj(U)[Wj−1] satisfies a system of the form (5.32) for suitable matrices of symbols L˜
(j+1) given in (5.33) with
p = j and where the remainders G
(j+1)
1 , G
(j+1)
2 belong to ΣR−ρ
(j)
K,K′+j,1[r,N ] ⊗M2(C) where ρ(j) ∼ ρ −m − jm˜,
which is positive since ρ≫ N in Theorem 4.1. We set
Θ(U)[·] := ΘN−1(U) ◦ · · · ◦Θ1(U)[·],
which satisfies items (i), (ii) because each map Θj , j = 1, . . . , N − 1 has similar properties by Lemma 5.6. With this
choice, the constant coefficients in xmatrix of symbolsL1(U ; t, ξ) in (5.14) is transformed into L˜
(N−1)(U ; t, ξ) (given
in (5.33), (4.3) and (5.34) with p = N − 1), which satisfies (5.15). The smoothing remainders Q(1)1 (U ; t), Q(2)2 (U ; t)
belong to the class ΣRρ−m1K,K′′,1[r,N ]⊗M2(C) whereK ′′ ∼ K ′ +N andm1 = m+ (N − 1)m˜.
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5.3 Modified energies
In this subsection we give the proof of Theorem 5.1. We introduce the classes of multilinear forms which will be used
to construct modified energies for a system of the form (5.14). The following definition is Definition 4.4.1 in [7].
Definition 5.7. Let ρ, s ∈ R with ρ, s ≥ 0 and p ∈ N. One denotes by L˜s,−ρp,± the space of symmetric (p + 2)-linear
forms
(U0, . . . , Up+1)→ L(U0, . . . , Up+1)
defined on C∞(T;C2) and satisfying for some µ ∈ R+ and any (n0, . . . , np+1) ∈ Np+2 and any (U0, . . . , Up+1) ∈
(C∞(T;C2))p+2,
|L(Πn0U0, . . . ,Πnp+1Up+1)| ≤ Cmax(〈n0〉, . . . , 〈np+1〉)2s−ρ
×max
3
(〈n0〉, . . . , 〈np+1〉)µ+ρ
p+1∏
j=0
‖ΠnjUj‖L2
(5.43)
wheremax3(〈n0〉, . . . , 〈np+1〉) is the third largest value among 〈n0〉, . . . , 〈np+1〉, and such that
L(Πn0U0, . . . ,Πnp+1Up+1) 6= 0⇒
p+1∑
j=0
σjn0 = 0, (5.44)
for some choice of the signs σj ∈ {+1,−1} for j = 0, . . . , p+ 1, and for any U0, . . . , Up+1 satisfying (2.63),
L(SU0, . . . , SUp+1) = ±L(U0, . . . , Up+1). (5.45)
The following lemma collects some properties of the class L˜s,−ρp,± which are proved in Section 4.4 of [7].
Lemma 5.8. The following facts hold true.
(i) Fix ρ ≥ 0, p ∈ N∗ and consider R ∈ R˜−ρp satisfying (2.72) (resp. (2.71)). One has that the L(U0, . . . , Up+1)
defined as the symmetrization of
(U0, . . . , Up+1)→
ˆ
T
(〈D〉sSU0)(〈D〉sR(U1, . . . , Up)Up+1)dx (5.46)
belongs to L˜s,−ρp,+ (resp. L˜s,−ρp,− ).
(ii) Let L ∈ L˜s,−ρp,± . Then for any m ≥ 0 such that ρ > m + 1/2 and any s > ρ + µ + m + 1/2, L extends as a
continuous (p+ 2)-linear form onHs(T;C2)× · · · ×Hs(T;C2)×Hs−m(T;C2)×Hs(T;C2)× · · · ×Hs(T;C2).
(iii) Let p = 2ℓ with ℓ ∈ N∗ and L ∈ L˜s,−ρp,− . For U even in x satisfying (2.63) one has, for n0, . . . , nℓ ∈ N∗,
L(Π+n0U, . . . ,Π
+
nℓ
U,Π−n0U, . . . ,Π
−
np+1
U) = 0. (5.47)
(iv) Let ~m be outside the subset N and N0 given by Proposition 5.5. The for any L ∈ L˜s,−ρp,− there is L˜ ∈ L˜s,−ρ+N0p,+
such that
p+1∑
j=0
L˜(U, . . . , EΛU︸ ︷︷ ︸
j−th
, . . . , U) = iL(U, . . . , U), (5.48)
where E and Λ are defined in (1.13) and (1.14) respectively.
(v) Let L ∈ L˜s,−ρp,± and M ∈ ΣMmK,K′,q[r,N ] ⊗M2(C) (see Def. 2.9) which is reality preserving and reversible
(resp. reversibility preserving) according to Def. 2.36. Then
U → L(U, . . . , U,M(U ; t)U,U, . . . , U) (5.49)
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can be written as the sum
∑N−p−q−1
q′=0 Lq′ , for some Lq′ ∈ L˜s,−ρ+mp+q+q′,∓ (resp. L˜s,−ρ+mp+q+q′,±), plus a term that, at any time
t, is
O(‖U(t, ·)‖p+2
Hs
‖U(t, ·)‖N−pK′,σ + ‖U(t, ·)‖p+1Hs ‖U(t, ·)‖NK′,σ‖U(t, ·)‖K′,s) (5.50)
if s > σ ≫ ρ and if ‖U(t, ·)‖K′,σ is bounded.
Lemma 5.9 (First energy inequality). Let U(t, x) ∈ BKs (I, r) be the solution of (3.1) with r small enough. If
ρ > 0 is large enough there are constants s ≥ s0 ≫ K ≥ ρ ≫ ρ′′ ≫ N and multilinear forms Lp ∈ L˜s,−ρ
′′
p,− ,
p = 1, . . . , N − 1, such that for s ≥ s0 the following holds.
Consider the functions V = Φ(U)[U ], given by Theorem 4.1, andW = Θ(U)[V ] given by Theorem 5.4. Then, for any
s ≥ s0, one has
d
dt
ˆ
T
|〈D〉sW (t, x)|2dx =
N−1∑
p=1
Lp(U, . . . , U) +O(‖U(t, ·)‖N+2Hs ) (5.51)
for t ∈ I . Moreover
C−1s ‖W‖Hs ≤ ‖U‖Hs ≤ Cs‖W‖Hs , (5.52)
for some constant Cs > 0.
Before giving the proof of Lemma 5.9 we need to prove the following.
Lemma 5.10. Let U(t, ·) be the solution of (3.1) defined on some interval I ⊂ R and belonging to C0(I;Hse(T;C2)).
For any 0 ≤ k ≤ K there is a constant Ck such that, as long as ‖U(t, ·)‖Hs ≤ 1 with s≫ K , one has
‖∂kt U(t, ·)‖Hs−2k ≤ Ck‖U(t, ·)‖Hs . (5.53)
Proof. We argue by induction. Clearly (5.53) holds for k = 0. Assume (5.53) holds for k = 0, . . . , k′ ≤ K − 1. Since
by assumption ‖U(t, ·)‖Hs ≤ 1, then
k′∑
k=0
‖∂kt U(t, ·)‖Hs−2k ≤ C˜k′ ,
for some C˜k′ uniformly for t ∈ I . In order to get (5.53) it is sufficient to show ‖∂k
′+1
t U(t, ·)‖Hs−2(k′+1) ≤ C‖U(t, ·)‖Hs .
Using (3.1) we have that
∂k
′+1
t U = iE(Λ∂
k′
t U + ∂
k′
t
(
OpBW (A(U ; t, x, ξ))[U ]
)
+ ∂k
′
t
(
R(U ; t)[U ]
)
)
= iEΛ∂k
′
t U + iE
∑
j1+j2=k′
OpBW (∂j1t A(U ; t, x, ξ))[∂
j2
t U ]
+ iE
∑
j1+j2=k′
(∂j1t R(U ; t)))[∂
j2
t U ].
(5.54)
By (2.42) in Proposition 2.27, (2.8) with K ′ = 0 (recalling Remark 2.6), the inductive hypothesis and using that
‖U(t, ·)‖Hs ≤ 1, we get
‖∂k′+1t U(t, ·)‖Hs−2(k′+1) ≤ C‖U(t, ·)‖Hs . (5.55)
This concludes the proof.
Proof of Lemma 5.9. Since the maps Φ,Θ are (R,R,P)-maps, then the function W = Θ(U)[Φ(U)[U ]] is even in x
and satisfies (2.63). In particular, by items (ii) of Theorems 4.1 and 5.4, we have that
W = U +
N−1∑
p=1
Mp(U, . . . , U)[U ] +MN(U ; t)[U ], (5.56)
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for some (R,R,P) mapsMp ∈ M˜p ⊗M2(C), p = 1, . . . , N − 1 andMN ∈ ΣMK,K′,N [r,N ]⊗M2(C).
We remark also that, by Lemma 5.10 and (2.1), we have ‖U(t, ·)‖K,s ≤ Cs,K‖U(t, ·)‖Hs for some Cs,K > 0.
According to system (5.14), recalling (5.15), Remark 2.41 and Definition 5.2, we get
d
dt
ˆ
T
|〈D〉sW (t, x)|2dx = 2Re i
ˆ
T
(〈D〉sW )[OpBW (l(ξ) + m2(U ; t)(iξ)2)E〈D〉sW ]dx
+ 2Re i
ˆ
T
(〈D〉sW )[OpBW (Jm(1)0 K(U ; t, x, ξ)(iξ)2)E〈D〉sW ]dx
+ 2Re i
ˆ
T
(〈D〉sW )(〈D〉sEQ(1)1 (U ; t)[W ])dx
+ 2Re i
ˆ
T
(〈D〉sW )(〈D〉sEQ(1)2 (U ; t)[U ])dx.
(5.57)
The contribution of the first integral is zero since the symbol l(ξ) + m2(U ; t)(iξ)
2 is real. By using Lemma 5.3 we
have that the contribution of the second integral is bounded by
O(‖U(t, ·)‖N
Hs
‖W‖2
Hs
)
Let us consider the fourth integral term in (5.57). By definition we have that
Q
(1)
2 (U ; t)[U ] =
N−1∑
p=1
Q
(1)
2,p(U, . . . , U)[U ] +Q
(1)
2,N(U ; t)[U ]
whereQ
(1)
2,p ∈ R˜−ρ
′
p ⊗M2(C), p = 1, . . . , N − 1 andQ(1)2,N ∈ R−ρ
′
K,K′′,N [r]⊗M2(C) are (R,R,P)-operators and with
ρ≫ ρ′ ≫ N given in Theorem 5.4. The contribution given by the term Q(1)2,N (U ; t) is bounded by
O(‖U(t, ·)‖N+2Hs ).
Furthermore the operators Q
(1)
2,p(U, . . . , U) satisfy (2.72) by Lemma 2.38 (iEQ
(1)
2,p satisfies (2.71) by Remark 2.40).
Hence the contribution to the fourth integral in (5.57) coming from the terms Q
(1)
2,p(U, . . . , U) can be written as in
(5.46). By item (i) of Lemma 5.8 such contributions can be written as L˜p(U, . . . , U) for some multilinear form
L˜p(U0, . . . , Up+1) belonging to L˜s,−ρ
′
p,− . Consider now the operatorQ
(1)
1 (U ; t) in the third integral in (5.57). If ρ
′ ≫ ρ′′
is large enough, then, by (5.56) and item (iii) of Proposition 2.35, we get
Q
(1)
1 (U ; t)[W ] =
N−1∑
p=1
Q˜p(U, . . . , U)[U ] + Q˜N (U ; t)[U ],
for some Q˜p ∈ R˜−ρ′′p ⊗M2(C), p = 1, . . . , N − 1 and Q˜N ∈ R−ρ
′′
K,K′′,N [r] ⊗M2(C) which are (R,R,P)-operators.
Hence the contribution of the third integral can be studied as done for the term coming fromQ
(1)
2 (U ; t). This concludes
the proof.
Proof of Theorem 5.1. Let s > 0 large and r > 0 small enough. By Theorem 1.2 in [16] for any u0 ∈ Hs(T;C)
with ‖u0‖Hs ≤ r, there is a unique solution u(t, x) of (1.1) with initial condition u(0, x) = u0(x) belonging to
C1(I;Hs−2(T;C)) ∩ C0(I;Hs(T;C)) with I = (−Tr, Tr), Tr > 0.
By Theorem 3.1 the function U = (u, u¯) solves the problem (3.1) with initial condition U0 = (u0, u¯0), furthermore by
Lemma 5.10 such a solution belongs to the ball BKs (I, r).
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We now prove that Tr ≥ cr−N for some c > 0 depending on s. By applying to the system (3.1) Theorems 4.1 and 5.4
we have that U(t, x) solves (3.1) if and only if the functionW (t, x) given in Theorem 5.4 solves (5.14). By Lemma
5.9 we have that
‖U‖Hs ∼ ‖W‖Hs , (5.58)
and that (5.51) holds.
We claim that there are multilinear forms Fp ∈ L˜s,−ρ
′′+ρ˜
p,− for p = 1, . . . , N − 1, for some ρ˜ < ρ′′ (the constant ρ′′ is
given in Lemma 5.9), such that, by setting
G(U,W ) :=
ˆ
T
|〈D〉sW (t, x)|2dx+
N−1∑
p=1
Fp(U, . . . , U), (5.59)
the following conditions hold:
‖U‖2
Hs
∼ ‖W‖2
Hs
∼ G(U,W ), (5.60)
d
dt
G(U,W ) ≤ K1‖U(t, ·)‖N+2Hs , t ∈ [−Tr, Tr], (5.61)
for some K1 > 0 depending on s,N . To prove this fact we reason as follows. Note that system (3.1) can be written,
by Remark 2.28, as
∂tU = iEΛU +M(U ; t)[U ], (5.62)
for someM ∈ ΣMmK,0,1[r,N ]⊗M2(C),m ≥ 0. We show that it is possible to find recursively multilinear forms
L˜p ∈ L˜s,−ρ
′′+(N0+m)(p−1)+N0
p,+ , 1 ≤ p ≤ N − 1,
L(q)p ∈ L˜s,−ρ
′′+(N0+m)q
p,− , q + 1 ≤ p ≤ N − 1,
(5.63)
such that, for q = 1, . . . , N − 1,
d
dt
[ˆ
T
|〈D〉sW (t, x)|2dx+
q∑
p=1
L˜p(U(t, ·), . . . , U(t, ·))
]
=
N−1∑
p=q+1
L(q)p (U(t, ·), . . . , U(t, ·)) +O(‖U(t, ·)‖N+2Hs ).
(5.64)
Here m > 2 is the loss coming form M(U ; t) in (5.62), the constant N0 is in (5.17) of Proposition 5.5. This loss is
compensated by the fact that ρ > 0 in Theorem 4.1 is arbitrary large, and hence also ρ′′ can be taken large enough. We
argue by induction on q. For q = 0 the (5.64) follows by (5.51). Assume inductively that (5.64) holds for q− 1. Let us
define L˜q ∈ L˜s,−ρ′′+(N0+m)(q−1)+N0 as the multilinear form given by item (iv) of Lemma 5.8 applied to L = L(q−1)q .
We get
d
dt
L˜q(U(t, ·), . . . , U(t, ·)) = i
q+1∑
j=0
L˜q(U, . . . , U︸ ︷︷ ︸
j−times
, EΛU,U, . . . , U)
+ i
q+1∑
j=0
L˜j(U, . . . , U︸ ︷︷ ︸
j−times
,M(U ; t)[U ], U, . . . , U).
(5.65)
Using items (iv) and (v) of Lemma 5.8 we have that
d
dt
L˜q(U(t, ·), . . . ,U(t, ·)) = −L(q−1)q (U, . . . , U)
+
N−q−3∑
j=0
L′j(U, . . . , U) +O(‖U‖N+2Hs ),
(5.66)
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for some L′j ∈ L˜s,−ρ
′′+(N0+m)(q−1)+m+N0
p+2+j,− . Thus we get (5.64) at rank q. We conclude by setting Fp in (5.59) equals
to L˜p. Since r is small enough, then, thanks to item (ii) of Lemma 5.8, equation (5.58) and Lemma 5.10, we get
G(U,W ) ≤ Cs(‖U(t, ·)‖2Hs + ‖U‖3Hs),
as long as ‖U(t, ·)‖Hs ≤ Cr, therefore (5.60) holds. The (5.61) follows by (5.64) for q = N − 1.
The thesis follows by using the following bootstrap argument. The integral form of (5.61) is
G(U(t, ·),W (t, ·)) ≤ G(U(0, ·),W (0, ·)) +K1
ˆ t
0
‖U(τ, ·)‖N+2
Hs
dτ, (5.67)
and by (5.60) we have that
G(U(0, ·),W (0, ·)) ≤ c0r2,
for some c0 depending on s. FixK2 = K2(s,N) > 1 and let T¯ the supremum of those T such that
sup
t∈[−T,T ]
G(U(t, ·),W (t, ·)) ≤ K2r2. (5.68)
Assume, by contradiction, that T¯ < c˜r−N . Then, if K1 is the constant appearing in the r.h.s. of (5.67), we have
G(U(t, ·),W (t, ·)) ≤ c0r2 +K1
ˆ t
0
KN+22 r
N+2dτ
≤ c0r2 +K1KN+22 rN+2T¯
≤ c0r2 +K1KN+22 rN c˜r−Nr2
≤ r2(c0 +K1KN+22 c˜) ≤ K2r2 34 ,
(5.69)
for c˜ > 0 small enough and K2 ≫ c0 large enough hence the contradiction. By (5.60) the reasoning above implies
also that
sup
t∈[−T,T ]
‖U(t, ·)‖Hs ≤ Cr, T ≥ c˜r−N ,
for some fixed C > 0 depending on s,N . This is (5.2) for k = 0. Moreover by Lemma 5.10 we also obtain that
∂kt U(t, ·) satisfies
sup
t∈[−T,T ]
‖∂kt U(t, ·)‖Hs−2k ≤ Cr, T ≥ c˜r−N ,
if r is small, s≫ K and where C is a large enough constant depending onK .
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