Quantum particles from classical probabilities in phase space by Wetterich, C.
ar
X
iv
:1
00
3.
07
72
v2
  [
qu
an
t-p
h]
  1
5 D
ec
 20
11
Quantum particles from classical probabilities in phase space
C. Wetterich
Institut fu¨r Theoretische Physik
Universita¨t Heidelberg
Philosophenweg 16, D-69120 Heidelberg
Quantum particles in a potential are described by classical statistical probabilities. We formulate
a basic time evolution law for the probability distribution of classical position and momentum such
that all known quantum phenomena follow, including interference or tunneling. The appropriate
quantum observables for position and momentum contain a statistical part which reflects the rough-
ness of the probability distribution. “Zwitters” realize a continuous interpolation between quantum
and classical particles. Such objects may provide for an effective one-particle description of classical
or quantum collective states as droplets of a liquid, macromolecules or a Bose-Einstein condensate.
They may also be used for quantitative fundamental tests of quantum mechanics. We show that
the ground state for zwitters has no longer a sharp energy. This feature permits to put quantitative
experimental bounds on a small parameter for possible deviations from quantum mechanics.
I. INTRODUCTION
An effective one-particle picture may be useful for col-
lective systems in many circumstances. An example is a
droplet of water. For many problems we may wish to re-
duce its description to states characterized only by position
and momentum variables x and p. In many circumstances
such a description will be probabilistic, based on a proba-
bility distribution in phase space w(x, p). A problem can
find an effective one-particle description if the time evo-
lution of w(x, p) can be computed from the knowledge of
w(x, p) alone, typically in the form of a differential equation
∂tw(x, p; t) = F
[
w(x, p; t)
]
, (1)
with F [w] a functional of w. This should hold at least
approximately. In case of an evolution equation (1) the
information contained in w(x, p; t0) at some initial time t0
is sufficient in order to predict the dynamics at later times.
The time evolution of the probability distribution for
the particle will depend on its environment. We assume
here a stationary situation for the environment for which
the space dependence can be encoded in a function V (x).
A classical particle would feel an effective force given by
the gradient of a potential V (x), but we will consider here
more general situations how the environment influences the
dynamics. Interesting experiments with droplets of a liquid
have indeed created an environment where the observed
motion is quite different from classical particles [1]. In
analogy to the potential we will assume that V (x) has the
dimension of an energy, while the interpretation may differ
from a static potential energy. The aim of this paper is an
investigation how different possible forms of the evolution
equation (1) influence the dynamics of the “particle”. We
find a particular form of this evolution equation for which
eq. (1) becomes effectively the Schro¨dinger equation for a
quantum particle in a potential V (x).
For a classical point particle the evolution equation (1)
is given by the Liouville equation,
∂tw = −Lˆw,
Lˆ =
p
m
∂x − ∂V
∂x
∂p (2)
with m the mass of the particle and V (x) some external
potential. Here x, p are the position and momentum in
six-dimensional phase space, with easy generalization to a
lower dimensionality of space. In general, the dynamics of
droplets will differ from classical point particles, and one
expects an effective evolution equation different from eq.
(2). Indeed, the droplet has many internal degrees of free-
dom or microstates that have to be integrated out in order
to arrive at a probability distribution in phase space and
its time evolution (1). One obtains w(x, p) by selecting
some appropriate observables x and p and summing over
the probabilities of all microstates of the droplet that have
common values of x and p. The effective evolution equa-
tion obtains by averaging over the detailed dynamics of the
microstates. This is, in general, a complicated procedure.
The precise form of eq. (1), including the possibility to
find such a simplification at all, depends on the choice of
x and p. In this paper we will not attempt to compute the
evolution equation (1) from microphysics. We will rather
explore some general consequences of evolution equations
that differ from the Liouville equation (2). Besides clas-
sical systems as droplets or other collective systems with
internal degrees of freedom one may also envisage an effec-
tive one-particle description of collective quantum systems
as macromolecules or a Bose-Einstein condensate.
One may even take the point of view that for microscopic
particles a probabilistic description is always appropriate,
and that the basic evolution law (1) is not known a priori.
The Liouville equation for point particles may emerge only
in some suitable “classical limit”. We will see that on a
more fundamental level the generalized setting of eq. (1)
allows for the description of a microscopic quantum particle
in a potential, provided we choose an appropriate form of
the evolution equation. In this case, the Schro¨dinger equa-
tion will be derived from a coarse graining of the evolution
equation (1).
Indeed, it has been shown [2, 3] that quantum parti-
cles and classical particles can be described within the
same probabilistic framework. For both one can use as
a basic concept a probability distribution w(x, p) which
depends on position x and momentum p. The associ-
ated real wave function in phase space, ψC(x, p), obeys
2w(x, p) = ψ2C(x, p). This common description shows new
features both for the classical particle and for the quantum
particle. For the classical particle we abandon the trajec-
tories as a basic concept - sharp trajectories follow only as
a limiting case for infinitely sharp probability distributions
w(x, p). The particle - wave duality, often believed to be
characteristic for quantum physics, also applies to classical
particles. For a quantum particle a real wave function de-
pending on both momentum and position is unusual. We
will see how ψC(x, p) can be related to the familiar complex
quantum wave function ψQ(x) or ψQ(p) which depends ei-
ther on position or on momentum, but not on both.
We will formulate the basic law for the dynamics of a
particle as an evolution law for the classical wave func-
tion. We will write it as a first order differential equation
in time for ψC(x, p), in analogy to the Schro¨dinger equa-
tion for quantum mechanics. Such an evolution equation
can be directly related to the associated evolution equation
(1) for the probability density. For a classical particle, the
evolution equation for the classical wave function is equiva-
lent to the Liouville equation, while for a quantum particle
ψC(x, p) follows a different evolution law. The latter will
be shown to be equivalent to the Schro¨dinger equation for
the quantum wave function ψQ(x), or the associated von-
Neumann equation for the density matrix.
A one-particle description of water droplets or Bose-
Einstein condensates will neither behave exactly as a clas-
sical nor as a quantum particle. The effective evolution
equation for such “particles” will be somewhere inbetween,
with detailed form depending on the concrete collective sys-
tem. In order to get a first glance on the possibilities we
investigate here simple interpolations between the quantum
and classical behavior. Indeed, since standard classical par-
ticles and quantum particles can be described within the
same setting, only differing by the time evolution of the
probability distribution, we can consider the possibility of
“zwitters” - particles with properties interpolating between
the quantum particle and the classical particle as a func-
tion of some continuous parameter γ [2]. While for γ = 0
a quantum particle shows interference in a double slit ex-
periment, the classical particle for γ = π/2 passes through
only one of the slits without interference effects. Partic-
ularly interesting systems are close to quantum particles
with a small parameter γ, since they permit to quantify
fundamental tests of the validity of quantum mechanics.
Precision measurements can test the “quantumness” in a
quantitative way by putting bounds on γ.
One may also view the formalism developed in the
present paper as a realization of quantum mechanics within
the framework of classical statistics [2, 3]. The material
presented in this work therefore serves a double purpose.
On the one side we attempt first steps for the understand-
ing of generalized evolution equations for an effective one-
particle description of collective systems. On the other side
it may be considered as a contribution to the interpretation
of quantum mechanics. In this context we emphasize that
our implementation of a quantum particle within classical
statistics is not a deterministic local hidden variable the-
ory. It rather assumes that the fundamental description
of the real world is intrinsically probabilistic. In ref. [3–
5] the basic conceptual settings how quantum physics can
emerge from a classical statistical ensemble have been de-
scribed in detail. It was shown how the quantum formalism
with non-commuting operators arises form a description of
a subsystem. We have discussed explicitly quantum me-
chanically entangled states [6], [4], [5] and shown that the
measurement correlation 〈AB〉m is equivalent to the usual
quantum correlation and violates Bell’s inequalities [7].
In the present paper we present an explicit non-linear
time evolution equation for the phase space density w(x, p)
such that all expectation values and correlations of position
and momentum observables take the same values as for a
quantum particle in a potential. This clearly demonstrates
that a quantum particle can be described by an appro-
priate classical statistical ensemble, including the striking
phenomena of interference and tunneling. The exact co-
incidence of all measurable quantities with the predictions
of quantum mechanics holds provided we choose the ap-
propriate observables for position and momentum and the
appropriate measurement correlation based on conditional
probabilities.
We have shown in ref. [8] that it is possible, in principle,
to formulate a classical statistical ensemble for a quantum
particle such that the position and momentum observables
can be associated to standard classical observables which
take a fixed value in every state of some microscopic en-
semble. However, for the description of a quantum particle
by a probability distribution in phase space w(x, p) it is
not clear a priori if the position and momentum observ-
ables should be directly associated with x and p. We will
actually see that this is not the case.
In the present paper we include in our statistical formu-
lation a new type of “statistical observables” [8] that mea-
sure statistical properties of the probability distribution as
its roughness in position or momentum. The expectation
value of such a statistical observable is computable for any
given w(x, p). However, statistical observables do not as-
sume fixed values for a given point in phase space (x, p). (In
this respect, statistical observables are conceptually similar
to entropy in a thermodynamic equilibrium ensemble. In
contrast to entropy, they are defined for every given w(x, p)
and do not require a particular equilibrium configuration.)
By the use of statistical observables the probabilistic de-
scription of a quantum particle gets rather simple and can
be achieved in terms of the probability density in phase
space w(x, p). The statistical observables may ultimately
be derived from standard classical observables formulated
on a more microscopic level, but this is not essential in our
context.
For the possible continuous interpolations between a
quantum particle and a classical particle we discuss both
the possibility of sharpened observables for quantum par-
ticles and the effects of a time evolution interpolating
between quantum and classical particles. We denote by
“zwitters” those effective one-particle systems whose dy-
namics is described by an interpolating time evolution.
They behave neither purely quantum nor purely classi-
cal. In a larger sense, a water droplet or a Bose-Einstein
3condensate whose dynamics is characterized by an effec-
tive evolution equation (1) may be called a zwitter. Even
though the definition of the interpolation is not unique, it
is instructive to discuss zwitters for a specific realization
of the interpolation. The specific interpolation discussed
in the present paper results in a broadening of the energy
level of the ground state for zwitters, as compared to a
sharp ground state energy for a quantum particle. Mea-
suring the energy width of the ground state can therefore
experimentally constrain a small parameter γ for devia-
tions from quantum mechanics.
The very possibility of a continuous interpolation be-
tween quantum and classical particles within a formula-
tion based on a classical statistical probability distribution
in phase-space is perhaps the most convincing demonstra-
tion that there is no conceptual jump between quantum
and classical. We emphasize that this is not the same as
taking the classical limit in the quantum formalism. The
latter can be done easily for the Wigner function by letting
~ → 0. However, the Wigner function is not a probability
density.
This paper is organized as follows: In sect. II we recall
the probabilistic formulation for a single classical particle
in terms of a wave function [8]. The concept of the classi-
cal wave function allows for the introduction of statistical
observables which can be computed from the probability
density for a classical particle. They are intimately related
to the basic probabilistic formulation and find no appro-
priate role for single classical trajectories. In sect. III we
describe the quantum particle in the same formulation as
the classical particle. However, the choice of observables
for position and momentum and the basic time evolution
law for the probability density are now modified. We dis-
cuss in sect. IV several conceptual issues in quantum me-
chanics that find an analogue in the coarse graining of the
information that occurs in the translation from a statisti-
cal ensemble of molecules to a statistical description of a
droplet.
Sect. V addresses the quantum density matrix that can
be associated to any given classical wave function ψC(x, p).
This establishes how the usual quantum formalism with
pure state wave functions either depending on position or
on momentum, but not on both, is embedded in our de-
scription of a wave function in phase space.
In sect. VI we turn to the concept of energy which shows
important differences between the classical and quantum
objects. Sect. VII discusses possible continuous interpola-
tions between a classical particle and a quantum particle.
In sect. VIII the interpolation of observables is investi-
gated, while sect. IX explores the interpolation of the evo-
lution equation and addresses experimental tests for “par-
ticle models” in the vicinity of quantum mechanics. Our
conclusions are presented in sect. X.
II. CLASSICAL WAVE FUNCTION AND
STATISTICAL OBSERVABLES
The basic concept of this section is the “classical” wave
function in phase-space ψC(x, p). This real function is re-
lated to the probability density in phase-space, w(x, p), by
w(x, p) = ψ2C(x, p). (3)
Up to a sign the classical wave function is fixed by w(x, p)
ψC(x, p) = s(x, p)
√
w(x, p) , s(x, p) = ±1. (4)
As we have discussed in detail in ref. [8], this sign is largely
determined by analyticity properties. The classical wave
function plays for the description of a single classical par-
ticle the same role as the quantum wave function for a
quantum particle. It is a normalized probability amplitude∫
x,p
ψ2C(x, p) = 1, (5)
where
∫
x
=
∫
d3x,
∫
p
=
∫
d3p/(2π)3 and we use ~ = 1
unless stated otherwise. In contrast to the quantum wave
function, ψC(x, p) depends both on x and p and is real. The
definition (3) guarantees that w is positive, w(x, p) ≥ 0,
and the normalization (5) ensures the normalization of the
probability density.
The expectation values of observables are computed ac-
cording to the usual quantum rule
〈A〉 =
∫
x,p
ψC(x, p)AψC(x, p). (6)
In particular, the classical position and momentum observ-
ables Xcl and Pcl commute and can be represented by x
and p. Functions of classical position and momentum obey
〈F (Xˆcl, Pˆcl)〉 =
∫
x,p
ψ2C(x, p)F (x, p), (7)
in accordance with the classical statistical rule in terms of
w(x, p).
The classical wave function ψC(x, p) is the central object
for casting a probabilistic theory of classical particles into
the quantum formalism. Particle-wave duality applies to a
classical particle just as for a quantum particle. While the
detection of a particle is a discrete yes/no event of finding
the particle in a detector or not, the probability amplitude
ψC(x, p) carries the continuous wave aspects.
The notion of trajectories is not basic in our probabilis-
tic description - classical trajectories only arise as limiting
cases if w(x, p) is an arbitrarily sharp distribution. In con-
sequence, we cannot use Newton’s laws for trajectories as a
basic formulation of the dynamics of the theory. The basic
dynamic equation should rather be formulated as a time
evolution equation for the probability density w(x, p). We
will formulate it as a linear equation for the classical wave
function
i∂tψC(x, p) = HψC(x, p). (8)
4Here we have used the form of a Schro¨dinger equation in
order to make the analogy to the quantum formulation
apparent. Since ψC(x, p) is a real function, H should be
a purely imaginary operator. We stress that the evolution
equation for ψC defines the evolution equation for w in an
unambiguous way since w = ψ2C . While eq. (8) is linear
in ψC , the equivalent equation for w(x, p may become non-
linear.
For an appropriate choice of H the time evolution of
the probability distribution is determined by the Liouville
equation, as standard for a classical particle. This is the
case if H equals the Liouville operator up to a factor i
HL = −iLˆ = −i p
m
∂x + i
∂V
∂x
∂p. (9)
SinceHL is linear in the derivatives ∂x and ∂p the evolution
equation for w remains linear as well in this case,
∂tw = −Lˆw. (10)
It is well known that the Liouville equation (10) follows
from Newton’s laws for statistical ensembles of classical
particles. We employ it here as the basic dynamical equa-
tion for a single classical particle. In turn, Newton’s laws
for trajectories of classical particles follow from eq. (10) in
the limit of infinitely sharp probability distributions. For
any nonzero width of w(x, p), however, the distribution will
broaden in the course of the time evolution [8, 9], as well
known from the dispersion of quantum particles.
With the use of the Liouville operator (9) our discus-
sion of the classical wave function shares some important
features with the Hilbert space formulation of classical me-
chanics by Koopman and von Neumann [10]. Linear evo-
lution equations of this type have been studied for com-
plex wave functions depending on x and p [11]. Further-
more, the Hilbert space formulation of classical mechanics
has triggered many interesting formal developments [12].
We emphasize, however, that for our approach it is crucial
that ψC(x, p) is a real function. A complex wave function
contains an additional degree of freedom associated to its
phase and cannot be constructed from w(x, p) (up to ir-
relevant sign ambiguities). We also will modify the time
evolution by choosing H different from HL. (In a different
context and conceptual setting a nonlinear evolution of a
wave function for classical particles has been discussed in
ref. [13].)
The concept of a classical wave function with expectation
values of observables defined by eq. (6) permits the use of
“derivative observables” that are not familiar in classical
statistics. For example, we may use the operators
Xs = i∂p , Ps = −i∂x. (11)
Even powers of Xs or Ps are real operators and can be
interpreted as observables in the quantum formalism. (The
expectation values of odd powers vanish.) For example, the
expectation value of P 2s is defined by eq. (6)
〈P 2s 〉 =
∫
x,p
(
∂xψC(x, p)
)2
, (12)
which differs from − ∫x,p ∂2xw(x, p) = 0. One finds that
〈P 2s 〉 measures the “roughness” of the probability distribu-
tion in position space [8]. We can compute 〈P 2s 〉 in terms
of the probability density w without using ψ, but the ex-
pression is non-linear
〈P 2s 〉 =
1
4
∫
x,p
w−1(∂xw)
2 =
1
4
∫
x,p
w(∂x lnw)
2, (13)
where we use ∂xw = 2ψC∂xψC . The use of the “statistical
observables” Xs and Ps will become apparent in the next
section where we describe a quantum particle in terms of
the classical probability distribution w(x, p).
III. QUANTUM PARTICLES FROM CLASSICAL
PROBABILITIES
In this section we show explicitly how all the properties
of a quantum particle can be described in terms of classi-
cal probabilities. For this purpose we use the classical wave
function ψC(x, p), which encodes the information about the
classical probability distribution w(x, p) = ψ2C(x, p). As
compared to the classical particle, the quantum particle
needs two modifications: (i) the use of quantum observ-
ables instead of classical observables, and (ii) a different
time evolution of the classical probability density in phase
space.
1. Quantum observables
The quantum observables XQ and PQ for position and
momentum are defined by the operators
XQ = x+
i
2
∂
∂p
, PQ = p− i
2
∂
∂x
, (14)
They obey the usual commutation relation in quantum me-
chanics
[XQ, PQ] = i. (15)
The expectation value for an arbitrary sequence of such
observables is computed from the classical probability dis-
tribution by the usual quantum rule
〈F (XQ, PQ)〉 =
∫
x,p
ψC(x, p)F (XQ, PQ)ψC(x, p). (16)
We observe that the quantum observables involve the sta-
tistical observables Xs and Ps.
XQ = Xcl +
1
2
Xs , Ps = Pcl +
1
2
Ps. (17)
A convenient tool for the computation of expectation
values of products of XQ and PQ is the Wigner function
ρw(x, p) [14], [15]. It is defined here in terms of the classical
wave function ψC(x, p) by
ρw(x, p) = (18)∫
r,r′,s,s′
ψC(x+
r
2
, p+ s)ψC(x +
r′
2
, p+ s′) cos(s′r − sr′).
5Since the classical wave function ψC is directly related to
the probability distribution w by eq. (4), this Wigner func-
tion can be expressed in terms of the probability density in
phase space. We may call the map from w(x, p) to ρw(x, p)
the quantum transform of w. (It requires an appropriate
choice of the sign function s(x, p).) We also emphasize that
at this point the quantum wave function or density ma-
trix is not yet introduced for the quantum particle. The
choice of the quantum transform (18) can be motivated by
a coarse graining procedure that we have discussed more
extensively ref. [2]. One can verify by explicit calculation
that the expectation values of totally symmetrized prod-
ucts of XQ and PQ obey the simple relation
〈Fs(XQ, PQ)〉 =
∫
x,p
F (x, p)ρw(x, p). (19)
This is the same expression for expectation values in terms
of the Wigner function as in quantum mechanics. We can
therefore identify the Wigner function (18) with the stan-
dard Wigner function of a quantum particle. Since XQ
and PQ have also the same commutator as in quantum
mechanics, all correlation functions of XQ and PQ which
are computed by the rule (6) from the probability density
in phase space w(x, p) are precisely the same as the ones
computed for a quantum particle with a quantum density
matrix or wave function that leads to the same Wigner
function ρw(x, p).
We emphasize that the concepts of the classical wave
function, the statistical observables, the Wigner function
(18) and the quantum observables (14) can be defined for
an arbitrary one-particle probability distribution w(x, p).
They do not depend on the issue if the time evolution is
given by the classical evolution or something else. This
recalls us that for collective systems as water droplets some
thought is needed for a determination of a position and
momentum observables that correspond best to a given
type of measurement.
2. Quantum evolution of probabilities in phase
space
If we keep the classical dynamical law for the evolution of
the probability density in terms of the Liouville equation
(8), (9), (10), the time evolution of the correlation func-
tions for XQ and PQ will differ from the time evolution in
quantum mechanics. The classical time evolution does not
induce the standard von Neumann equation for ρw. Actu-
ally, the quantum correlations defined by products of XQ
and PQ are interesting objects even for a classical particle
governed by the Liouville equation. They constitute a pos-
sible alternative for the observables measuring position and
momentum for a classical particle. Of course, in the classi-
cal limit (~ → 0) the correlations for XQ and PQ coincide
with the classical correlations for Xcl and Pcl.
If we want to describe a quantum particle in our formal-
ism based on the probability density in phase space we have
to modify the fundamental evolution law for w(x, p). We
will do so by postulating in the evolution equation for the
classical wave function (8) a different Hamiltonian, namely
HW = −i p
m
∂x + V
(
x+
i
2
∂p
)
− V
(
x− i
2
∂p
)
, (20)
such that the new fundamental evolution law for the prob-
ability density w is specified by
i∂tψC(x, p) = HWψC(x, p). (21)
In consequence, the classical probability density w(x, p)
obeys a new non-linear time evolution equation instead of
the Liouville equation.
∂tw(x, p) = −2
√
w(x, p)LW
√
w(x, p),
LW = iHW . (22)
We note that LW is a real operator. The evolution equation
(22) is of the general type (1) discussed in the introduction.
This new fundamental dynamical equation reduces to
the Liouville equation in the classical limit ~ → 0, as can
be seen easily by restoring the ~-factors in the fundamental
evolution law
∂tw = −2
√
wLW
√
w, (23)
LW =
p
m
∂x + iV
(
x+
i~
2
∂p
)
− iV
(
x− i~
2
∂p
)
.
We observe LW (~→ 0) = Lˆ. It is straightforward to verify
that with eq. (21) the time evolution of ρw obeys the usual
time evolution for the density matrix of a quantum particle,
∂tρw =
{
− p
m
∂x − iV
(
x+
i
2
∂p
)
+ iV
(
x− i
2
∂p
)}
ρw.
(24)
We emphasize that in our approach the time evolution (24)
of ρw is a consequence of the fundamental evolution law
(23).
In summary, the expectation values of the quantum ob-
servables XQ and PQ and all their correlation functions
obey all the relations for a quantum particle in a poten-
tial, including their time evolution. Starting at some initial
time t0 with a classical probability distribution which cor-
responds to a given ρw(x, p), all quantum laws for a quan-
tum particle in a potential are obeyed for all times, includ-
ing characteristic phenomena as interference and tunneling.
These correlation functions are the only thing measurable
in this system - demonstrating that quantum mechanics
can be described in terms of a classical probability distri-
bution in phase space.
3. Classical and quantum probabilities
The probability to find a particle at the quantum posi-
tion x is given by
wQ(x) =
∫
p
ρw(x, p), (25)
implying
〈f(XQ)〉 =
∫
x
f(x)wQ(x). (26)
6In terms of the classical wave function ψC(x, p) one finds
wQ(x) =
∫
r,q,q′
ψC
(
x+
r
2
, q
)
ψC
(
x+
r
2
, q′
)
cos
[
(q′−q)r].
(27)
This differs from the probability to find the particle at the
classical position x, given by
wC(x) =
∫
p
ψ2C(x, p) =
∫
p
w(x, p), (28)
with
〈f(Xcl)〉 =
∫
x
f(x)wC(x). (29)
We may write wQ(x) in the form
wQ(x) =
∫
z,z′,q,q′
ψC(z, q)L˜Q(x; z, z
′, q, q′)ψC(z
′, q′) (30)
with L˜Q(x) the operator indicating if the particle is present
at position x or not. (L˜Q stands here for a “location ob-
servable” and should not be confounded with the Liouville
operator or other operators for the time evolution.) For
the classical position one has
L˜C(x; z, z
′, q, q′) = δ(x− z)δ(z − z′)δ(q − q′), (31)
while for the quantum quantum position one finds
L˜Q(x; z, z
′, q, q′) = 2 cos
[
2(q − q′)(x− z)]δ(z − z′). (32)
We observe that L˜Q also involves locations (x−z) different
from x. Furthermore, L˜Q is no longer a diagonal operator
in momentum space.
4. Classical and quantum observables
On the level of the classical wave function we can define
both quantum and classical observables for position and
momentum. They obey the commutation relations
[Xcl, XQ] = 0 , [Pcl, PQ] = 0,
[Xcl, PQ] =
i
2
, [XQ, Pcl] =
i
2
. (33)
We can express both the classical Hamiltonian HL and
the quantum Hamiltonian HW in terms of the associated
operators
HL =
2
m
Pcl(PQ − Pcl) + 2V ′(Xcl)(XQ −Xcl),
HW =
2
m
Pcl(PQ − Pcl) + V (XQ)− V (2Xcl −XQ). (34)
This yields the general commutator relations
i[HL, Xcl] =
1
m
Pcl , i[HL, Pcl] = −V ′(Xcl),
i[HW , XQ] =
1
m
PQ , i[HW , PQ] = −V ′(XQ). (35)
Using the Heisenberg picture the time evolution of the clas-
sical observables Xcl, Pcl with Hamiltonian HL is the same
as the time evolution of the quantum observables XQ, PQ
with Hamiltonian HW . For the special case of a harmonic
potential the classical and quantum Hamiltonians coincide,
HL = HW , and the time evolution of the probability den-
sity in phase space is identical.
IV. CORRELATIONS AND INCOMPLETE
STATISTICS
Having realized quantitatively all dynamical features of
a quantum particle within a classical statistical ensemble
one may address some of the conceptual questions of quan-
tum mechanics. Several of them are actually very simi-
lar to questions that arise within a statistical treatment of
classical collective systems as effective one-particle states.
The central issue concerns the coarse graining of the infor-
mation that occurs in the transition from a description in
terms of microstates or substates (say an ensemble for the
molecules in the water droplet) to a subsystem for the ef-
fective one-particle description (say the probability density
w(x, p) for the water droplet). The probability density for
the positions and momenta of 1020 water molecules con-
tains much more information than the function w(x, p) for
the collective droplet. In the process of coarse graining
of the information one therefore discards a great amount
of the conceptually possible information on the substate
level. One has to think which statistical quantities “sur-
vive” this loss of information. In particular, classical cor-
relation functions, which are defined for the ensemble of
microstates, may not carry over to the ensemble for the
subsystem, leading to “incomplete statistics” [17], [3]. This
notion of incomplete statistics is crucial for an understand-
ing of the correlations in quantum systems.
Indeed, the water droplet can serve as an illustration
for several of the issues encountered by an embedding of
quantum mechanics into classical statistics. The precise
definition of the “substates” is not important in this con-
text. They may be related to internal degrees of freedom
as deformation modes on a hydrodynamic level, or prop-
erties of individual molecules on the level of a microscopic
description of liquids.
The first conceptual point concerns the role of observ-
ables on the level of an effective one-particle description
and the issue of incomplete statistics. “One-particle ob-
servables” are those for which expectation values can be
computed unambiguously from the classical wave function
ψC(x, p). Two different classical observables A1 and A2 on
the substate level may have identical expectation values for
all possible one-particle wave functions ψC(x, p) and asso-
ciated probability distributions w(x, p). From the point
of view of the effective “one-particle subsystem” they are
identical observables. All classical observables An with
this property may be grouped into an associated equiva-
lence class of one-particle observables A. Measurements in
the subsystem cannot resolve between different members
of the equivalence class. Nevertheless, the observables A1
and A2 can be different classical observables for a more
microscopic description of the droplet. If the information
concerning the internal degrees of freedom of the droplet
can be resolved, the observables A1 and A2 can yield differ-
ent values for these internal degrees of freedom. From the
point of view of the one-particle subsystem the unresolved
internal degrees of freedom are part of the “environment.
The notion of “environment” is taken here in the sense of
information not employed and not available for the descrip-
7tion of the subsystem. As evident for the water droplet,
this does not involve necessarily a separation between sub-
system and environment in space, or in the sense of no
causal influence.
The notion of equivalence classes of classical observables
for the description of properties of the one-particle subsys-
tem has important consequences for the choice of corre-
lation functions that describe a sequence of two measure-
ments of properties of the subsystem. Let us consider a
further observable B (not in the equivalence class A). The
microscopic classical correlation functions A1 ·B and A2 ·B
are often different. This difference concerns properties of
the environment. In other words, if the substate observ-
ables A1, A2 and B can all be mapped to one-particle ob-
servables whose expectation value can be computed from
ψC(x, p), this does not imply that the substate observables
A1 ·B and A2 ·B can also be mapped to one particle observ-
ables. Explicit simple examples where this is not possible
can be found in ref. [3].
Under such circumstances the classical correlationsA1 ·B
and A2 · B cannot be computed anymore from ψC(z, p) -
the absence of this information is the meaning of incom-
plete statistics. In contrast, an idealized sequence of two
measurements of subsystem properties should only depend
on the equivalence classes for A and B. It should therefore
be described by a correlation function that differs from the
classical correlation function. One can show [3] that quan-
tum observables are indeed associated to such equivalence
classes, and that quantum correlations are compatible with
the structure of equivalence classes. The association of a
quantum observable with a whole equivalence class of clas-
sical observables avoids conflicts with the Kochen-Specker
theorem [16], as demonstrated explicitly in ref. [3].
The property of incomplete statistics [17], [3] where the
measurement correlation is not based on joint probabili-
ties, is a key point [4], [3] for an understanding of quan-
tum mechanics. Indeed, complete statistical systems, for
which the measurement correlation employs the joint prob-
abilities, have to obey Bell’s inequalities [18]. The exper-
imental verification of a violation of Bell’s inequalities is
in agreement with our argument that joint probabilities
cannot be used for a sequence of ideal measurements in
the one-particle subsystem. One may conceive the embed-
ding of quantum mechanics into classical statistics within
a fundamental probabilistic setting [19] of probabilistic re-
alism. On the level of microscopic states joint probabilities
may be available. However, on the level of the one-particle
subsystem a description in terms of complete statistics is
typically no longer possible [3]. For incomplete statistics
the EPR-paradoxon [20] can be resolved satisfactorily [3],
[4].
In the setting of sects. II, III the one-particle state is
characterized by the “classical wave function” ψC(x, p).
This contains the information that specifies the statisti-
cal subsystem. (We will see in sect. V that this informa-
tion can be reduced further in case of a quantum parti-
cle.) We emphasize the genuinely probabilistic concept of
a one-particle state. In general, it is characterized by a dis-
tribution of values of the observables Xcl and Pcl, rather
than by the sharp values for a “classical trajectory state”.
One-particle states for which the statistical observables of
the type X2s or P
2
s are well defined cannot have an arbi-
trary sharp distribution. For example a “classical trajec-
tory state”, where w(x, p) has support only for one partic-
ular point (x, p) in phase space, does not admit the statis-
tical observables X2s and P
2
s . The notion of a one-particle
state, characterized by ψC(x, p), should not be confounded
with the states of the classical statistical ensemble, char-
acterized by points in phase space (x, p).
For the observables Xcl and Pcl for classical position and
momentum the joint probabilities are still available on the
level of the one-particle subsystem. Indeed, the joint prob-
ability to find the value x for the observable Xcl, and p for
the observable Pcl, is precisely given by w(x, p). “Classical
correlations functions” as 〈Xcl · Pcl〉 are well defined for
these observables. In contrast, the observables XQ and PQ
for quantum position and momentum do not admit joint
probabilities. One may want to represent the “quantum
observables” XQ and PQ as classical statistical observables
on a substate level [8]. On this substate level the classical
products XQ · PQ can be well defined classical observables
for some specific choice of substate observablesXQ and PQ.
(Recall that this choice is not unique.) However, the clas-
sical product XQ ·PQ is not among the one-particle observ-
ables. It is not computable in terms of the wave function
ψC(x, p). In particular, the observables XQ and PQ have
no values that can be associated to a point in phase space
(x, p). A classical product XQ · PQ with fixed values for a
phase space point (x, p) cannot be defined either. One can
find probability distributions or classical wave functions for
which either XQ or PQ has a fixed value, but not both si-
multaneously. Also on this level there is no meaning of a
classical product XQ ·PQ. On the other hand, the quantum
products XQPQ and PQXQ are well defined in the usual
sense of multiplication of operators. They are computable
from the classical wave function ψC(x, p) and can be used
for measurement correlations describing a sequence of two
measurements in the one-particle subsystem.
A further important property of quantum observables is
visible in the one-particle picture of a water droplet. On
the microscopic level certain observables may only take dis-
crete values. According to the rules of classical statistics
these values in the spectrum of the classical observable are
the only possible outcomes of measurements. An observ-
able remains a one-particle observable if its expectation
value can be computed from the information contained in
the classical wave function ψC(x, p). However, it does not
necessarily take a fixed value in every one-particle state.
In general, on the level of the one-particle subsystem the
observables become probabilistic observables [4], [21]. For
any state ψC(x, p) of the subsystem they have a probabilis-
tic distribution of the values in their spectrum. This issue
becomes particularly important if we also want to describe
discrete internal properties of a particle, for example its
spin in a given direction [4–6].
8V. QUANTUM DENSITY MATRIX
Since we have described the probability distribution in
phase space and its time evolution is terms of a wave func-
tion, we can use all the familiar techniques of the quantum
formalism. In particular, we can change the basis of the
Hilbert space. We will use this in order to extract from
the classical wave function ψC(x, p) the quantum density
matrix ρQ(x, x
′). This further coarse graining of the infor-
mation maps the probability distribution for the classical
statistical ensemble for a one-particle state to the familiar
formalism of quantum mechanics.
1. Position basis
A useful basis is the “position basis” where the wave
function,
ψ˜C(x, y) =
∫
p
eip(x−y)ψC
(
x+ y
2
, p
)
= ψ˜∗C(y, x), (36)
obtains by a Fourier transform from the “phase space ba-
sis” ψC(z, p). (In general, ψ˜C(x, y) is a complex function.)
In this basis the quantum Hamiltonian takes a particularly
simple form
HW = HQ − H˜Q , [HQ, H˜Q] = 0, (37)
with
HQ = − 1
2m
∂2x + V (x),
H˜Q = − 1
2m
∂2y + V (y). (38)
The classical wave function associated to a pure state
quantum mechanical wave function ψQ(x) reads in this ba-
sis
ψ˜C(x, y) = ψQ(x)ψ
∗
Q(y). (39)
As is well known, the quantum mechanical Schro¨dinger
equation for ψQ(x) with Hamiltonian HQ (38) translates to
the von-Neumann equation for the quantum density matrix
ρQ(x, x
′), and by a partial Fourier transform to eq. (24)
for the Wigner function. With eq. (39) the wave func-
tion ψ˜C(x, y) coincides with the quantum density matrix
ρQ(x, y). In turn, we find for pure quantum states the
simple relation
ρw(x, p) = ψC(x, p). (40)
One may verify that for the special case of a quantum pure
state the general definition of ρw by the folding (18) agrees
with eq. (40). Eq. (40) does not hold for mixed quantum
states.
It is a characteristic property of the quantum Hamilto-
nian HW (34) that it can be decomposed into two com-
muting pieces (37), with
HQ =
1
2m
P 2Q + V (XQ) , H˜Q =
1
2m
P˜ 2Q + V (X˜Q), (41)
where
X˜Q = 2Xcl −XQ , P˜Q = PQ − 2Pcl, (42)
with commutators
[X˜Q, P˜Q] = i, (43)
[X˜Q, XQ] = [X˜Q, PQ] = [P˜Q, XQ] = [P˜Q, PQ] = 0.
In terms of the statistical observables Xs, Ps one has
X˜Q = Xcl − 1
2
Xs , P˜Q = −
(
Pcl − 1
2
Ps
)
. (44)
We observe that a reflection of the phase space momen-
tum p→ −p results in
Xs → −Xs , Pcl → −Pcl, (45)
whileXcl and Ps remain invariant. This reflection therefore
induces
XQ → X˜Q , PQ → P˜Q , HQ → H˜Q , HW → −HW . (46)
The quantum time evolution is invariant under the time
reflection t → −t , p → −p. Eq. (37) constitutes a “de-
composition property” of the quantum Hamiltonian, which
can be written as the difference of two commuting pieces
which are mapped into each other by time reflection with
associated momentum reflection. One may postulate the
decomposition property as a fundamental characteristics
of the time evolution of the probability distribution which
describes a quantum particle. In general, this property is
not realized for the classical time evolution which uses HL.
2. Coarse graining
From the classical wave function (36) we can construct
the “classical density matrix” in the usual way,
ρ˜C(x, x
′, y, y′) = ψ˜C(x, y)ψ˜
∗
C(x
′, y′) = ψ˜C(x, y)ψ˜C(y
′, x′).
(47)
We may proceed to a “coarse graining” by “integrating out
the y-variable” or “taking a subtrace”
ρQ(x, x
′) =
∫
y
ρ˜C(x, x
′y, y). (48)
As it should be, the coarse grained density matrix ρQ obeys
the properties of a quantum mechanical density matrix
ρ∗Q(x
′, x) = ρQ(x, x
′) ,
∫
x
ρQ(x, x) = 1. (49)
The quantity ρ˜C(x, x
′, y, y′) is by construction a positive
matrix. The coarse graining preserves this positivity such
that ρQ(x, x
′) is a positive matrix with all eigenvalues pos-
itive or zero.
The quantum position and momentum observables
XQ, PQ do not involve the variable y, such that expecta-
tion values can be computed from ρQ by the usual quantum
rule
〈F (XQ, PQ)〉 = tr{F (XQ, PQ)ρQ},
XQ = x , PQ = −i∂x. (50)
9The decomposition property of the quantum time evolution
implies the von-Neumann equation for the time evolution
of ρQ
∂tρQ = −i[HQ, ρQ]. (51)
This holds for an arbitrary classical wave function ψC(x, p)
or phase-space probability w(x, p), both for situations de-
scribing pure or mixed quantum states. Finally, the Wigner
transform of ρQ is given by ρw in eq. (18). This is the origin
of the definition by this particular folding. We have dis-
cussed the association of a quantum particle with a coarse
grained classical probability distribution in ref. [2].
VI. QUANTUM AND CLASSICAL ENERGY
The notion of energy is very different for quantum and
classical particles. This holds even for a harmonic poten-
tial. We define the classical and quantum energy by
HQ =
1
2m
P 2Q + V (XQ) , Hcl =
1
2m
P 2cl + V (Xcl). (52)
One verifies that the quantum energy is conserved by the
quantum evolution
[HW , HQ] = 0, (53)
while the classical energy is conserved by the classical evo-
lution
[HL, Hcl] = 0. (54)
For the special case of a harmonic oscillator, where HW =
HL, both HQ and Hcl are conserved.
The two energy observables do not commute, however,
[HQ, Hcl] =
1
2m
[P 2Q, V (Xcl)]−
1
2m
[P 2cl, V (XQ)], (55)
where we may use the general relations
[P 2Q, V (Xcl)] = −
1
4
V ′′(Xcl)− iV ′(Xcl)PQ,
[P 2cl, V (XQ)] = −
1
4
V ′′(XQ)− iV ′(XQ)Pcl. (56)
1. Harmonic potentials
Let us consider first the special case of a harmonic po-
tential in one space dimension
V (x) =
c
2
x2. (57)
For the harmonic oscillator the eigenstates of HQ have the
usual equidistant discrete spectrum, which follows from the
operator algebra. Indeed, we can introduce the quantum
mechanical eigenstates ψQ,n(x) in a basis where XQψQ =
xψQ. In this basis the eigenfunctions of HQ obey
HQψQ,n(x) = EnψQ,n(x) = ω
(
n+
1
2
)
ψQ,n(x),
ω =
√
c
m
. (58)
The classical wave function which corresponds to the quan-
tum mechanical eigenstate of HQ is given by
ψC,n(z, p) =
∫
r
e−iprψQ,n
(
z +
r
2
)
ψ∗Q,n
(
z − r
2
)
, (59)
where we use now z = (x+y)/2 as argument of the classical
probability distribution and wave function. In particular,
the ground state of the quantum harmonic oscillator
ψQ,0(x) =
(mω
π
)1/4
exp
(
−mωx
2
2
)
(60)
corresponds to a static classical wave function ψC,0(z, p)
and probability distribution w0(z, p) given by
ψC,0(z, p) = 2 exp(−mωz2) exp
(
− p
2
mω
)
,
w0(z, p) = 4 exp(−2mωz2) exp
(
− 2p
2
mω
)
= 4 exp
{
− 4
ω
(
p2
2m
+ V (z)
)}
. (61)
In contrast, the classical energy has a continuous spec-
trum of positive energies, ǫ ≥ Vmin = 0,
Hclψ(z, p; ǫ) = ǫψ(z, p; ǫ). (62)
We may concentrate on static probability distributions
with 〈Pcl〉 = 0, as
wǫ(z, p; ǫ) = ωδ
(
p2
2m
+ V (z)− ǫ
)
. (63)
According to the Liouville equation this probability dis-
tribution is static. The expectation values of the classical
kinetic and potential energy obey the virial theorem
1
2m
〈P 2cl〉 = 〈V (Xcl)〉 =
ǫ
2
. (64)
The energy dispersion vanishes for eq. (63)
〈H2cl〉 − 〈Hcl〉2 =
∫
z,p
(
p2
2m
+ V (z)
)2
wǫ(z, p)− ǫ2 = 0.
(65)
We emphasize that the vanishing classical energy disper-
sion is not sufficient to fix the classical probability distri-
bution uniquely (in contrast to the quantum energy). An-
other example with a vanishing energy dispersion is given
by
w(z, p; ǫ) =
π
L
θ
(
ǫ−V (z))(δ(p− pˆ(z))+δ(p+ pˆ(z))) (66)
where we use
Pˆ (z) =
√
2m
(
ǫ− V (z)) , V (z) = c
2
z2,
L =
√
8ǫ/c. (67)
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For this probability distribution the expectation values of
classical kinetic and potential energy do not obey the virial
theorem
1
2m
〈P 2cl〉 = 2V (Xcl)〉 =
2ǫ
3
. (68)
The distribution (66) is not static.
2. Static probability distributions
Static probability distributions according to the Liouville
equation can be obtained if w(z, p) depends on the phase-
space coordinates only through the combination E(z, p) =
p2/2m + V (z), w(z, p) = w
(
E(z, p)
)
, or if the associated
classical wave functions take this form
ψC(z, p) = ψ
(
E(z, p)
)
. (69)
They can be written as superpositions of the wǫ given by
eq. (63), or the associated wave functions ψǫ =
√
wǫ,
ψC(z, p) =
∫ ∞
0
dǫF (ǫ)ψǫ(z, p). (70)
The quantum eigenstates ψC,n(z, p) are static states of this
form. It is an interesting question if these states are some-
how singled out, in particular the quantum ground state
(61).
The most general static classical wave function is an
eigenstate of HL with eigenvalue 0,
HLψC(z, p) = 0. (71)
It is necessarily of the form (69), ψC = ψ(E), normalized
according to ∫ ∞
0
dEψ2(E) = ω. (72)
Superpositions of static classical wave functions remain
static. We can expand the most general static classical
wave function in terms of eigenstates of the classical en-
ergy according to eq. (70), with
ψǫ(E) =
√
ωδ1/2(E − ǫ), (73)
where δ1/2 may be defined by an appropriate limit of a
Gauss function. Alternatively, one may choose an expan-
sion in terms of the eigenfunctions ψn(E) of the quantum
energy
ψ(E) =
∞∑
n=0
cnψn(E). (74)
At this stage nothing seems to single out the discrete quan-
tum basis ψn(E) as compared to the continuous classical
basis ψǫ(E).
On the level of the probability distributions in phase
space or the classical wave functions we have a continuity of
static distributions, namely all ψ(E) normalized according
to eq. (72). The eigenstates of the quantum energy, ψn(E)
form a discrete subset. The stability properties of small
fluctuations around a given static state ψ¯(E) do not single
out the “quantum states” ψn(E) either. Since the time
evolution equation is linear and HLψ¯(E) = 0, the time
evolution of a fluctuation δψ(z, p) = ψ(z, p)−ψ¯(E) remains
independent of the choice of ψ¯(E). What singles out the
quantum states ψn(E) is the additional property that they
are eigenstates of the quantum energy
HQψC,n(z, p) =
{
1
2m
(
p− i
2
∂z
)2
+V
(
z +
i
2
∂p
)}
ψC,n(z, p)
=
(
n+
1
2
)
ωψC,n(z, p). (75)
We may conjecture that small deviations from a harmonic
potential or the interaction with the environment are re-
sponsible for the special role of the quantum states ob-
served in Nature.
3. Unharmonic potentials
For unharmonic potential the classical and quantum
time evolution of the probability density no longer coincide,
HL 6= HW . For the classical time evolution the classical
energy is conserved, while for the quantum time evolution
the quantum energy is conserved,
[HL, Hcl] = 0 , [HW , HQ] = 0. (76)
If the fundamental evolution law for the probability distri-
bution in phase space is given by the quantum evolution
(21) it seems therefore natural that the eigenstates of HQ
are singled out by the dynamics.
For the classical time evolution the most general static
wave function is again given by ψ(E), normalized now ac-
cording to ∫ ∞
Emin
dEfN (E)ψ
2(E) = 1,
fN(E) =
√
m
2π2
∫
x
(
E − V (x))−1/2, (77)
where the x-integral is bounded to V (x) ≤ E. (For the
harmonic oscillator fN (E) = ω
−1.)
The static states for the quantum time evolution
are more complicated. First we may show that all
pure quantum states which correspond to eigenvalues to
HQ , HQψQ,n(x) = EnψQ,n(x), lead to static classical
wave functions according to the construction (59),
HWψC,n(z, p) = 0. (78)
Linear combinations
ψ¯C(z, p) =
∑
n
qnψC,n(z, p) (79)
are also static. With
HQψC,n(z, p) = EnψC,n(z, p) (80)
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we find the average quantum energy in such a static state
〈HQ〉 =
∑
n
q2nEn, (81)
provided the states ψC,n are orthogonal,∫
z,p
ψC,n(z, p)ψC,n(z, p) = δnm. (82)
In this case we may associate q2n with a probability pn to
find the state ψC,n, since the normalization of ψ¯(z, p) in
eq. (79) requires
∑
n
pn =
∑
n
q2n = 1. (83)
In particular, the minimal value for 〈HQ〉 is obtained for
the quantum mechanical ground state, p0 = 1, pn6=0 = 0.
4. Stability of atoms
In summary, the quantum time evolution of the proba-
bility distribution in phase space is characterized by a con-
served quantum energy HQ. This is bounded from below
if the potential has the appropriate properties (the same
as for quantum mechanics). The minimal value of HQ cor-
responds to the quantum mechanical ground state. The
associated probability distribution in phase space is static.
If the particle can exchange quantum energy with its en-
vironment - as the electron in an atom by radiation - it is
plausible that often the asymptotic state of the time evo-
lution (including the exchange with the environment) is
given by the state with the minimal quantum energy. This
clearly singles out the quantum ground state among all
possible static probability distributions. In other words,
we have found a possible explanation for the identity of
atoms in a purely classical statistical framework! Of course,
The modification of the time evolution of the classical wave
function by replacingHL → HW is crucial for this purpose.
It would be very interesting to find out if similar properties
carry over to zwitters if collective states are described by
an evolution law close to a quantum particle.
VII. CONTINUOUS INTERPOLATION
BETWEEN QUANTUM AND CLASSICAL
PARTICLE
We have described a classical particle and a quantum
particle within the same formalism. Both concepts find a
formulation within a classical statistical ensemble. A con-
venient way to display the information contained in the
classical probability density w(x, p) is the classical wave
function ψC(x, p), with w = ψ
2
C . The use of the classical
wave function permits us to employ the same quantum for-
malism for classical and quantum particles. It is also con-
venient to highlight the main differences between classical
and quantum particles: the use of different observables for
position and momentum and a different time evolution of
the probability density in case of unharmonic potentials.
Both differences vanish in the classical limit that may for-
mally be taken as ~→ 0.
It is possible to interpolate continuously between the
quantum particle and the classical particle. Observables
that interpolate between the quantum observables and clas-
sical observables correspond to the possibility of “sharp-
ened measurements”. On the other hand, we will denote
particle like objects that realize an interpolated time evo-
lution as “zwitters” - they are neither purely quantum nor
purely classical [2]. It will be interesting to find out which
objects and measurements can be well approximated by
zwitters or sharpened measurements. The mathematical
construction is free of contradictions, but the coarse grain-
ing of a real collective system to an effective one-particle
subsystem may be rather complicated in practice. Thus
the question of the existence of zwitters may partly become
an experimental issue. In particular, experiments can test
quantitatively how pure is the quantum behavior of parti-
cles in a given experimental setting. This holds not only
for effective one particle states but also on a fundamental
level.
Interpolations are possible both for the question which
observables are appropriate and for the time evolution of
the probability density. For a free particle or a particle in
a harmonic potential the classical and quantum Hamiltoni-
ans coincide. The distinction between classical and quan-
tum behavior reduces then to the choice of the appropriate
observables, with the possibility of a continuous interpola-
tion.
The interpolation between a quantum and a classical
particle is not unique. There are many different possi-
bilities to choose interpolating observables or interpolating
Hamiltonians. It seems likely to us that the choice of a spe-
cific interpolation is not an issue of fundamental physics.
As we have discussed in the introduction, any collective
state that admits an effective one-particle description with
an evolution equation (1) that differs from the two extreme
cases of a classical particle or a quantum particle can be
considered as a zwitter. A one-particle picture of a water
droplet will not behave as a classical particle.
The difference between a classical point particle and an
effective one-particle description of a droplet results from
the unresolved degrees of freedom in the second case. For
example, we may choose the center of mass coordinate and
the total momentum of the droplet in order to character-
ize the one-particle states (x, p). With m the mass of the
droplet we can define the kinetic energy Ekin = p
2/(2m).
For a droplet in a static external potential we may also
define a potential energy by evaluating the potential at
the position of the center of mass V (x). However, Hcl =
Ekin + V (x) is not conserved, since it is possible to trans-
fer energy from the internal degrees of freedom to Hcl and
vice versa, for example by a deformation of the droplet.
If the potential has a local maximum with height V0 and
the initial energy Hcl is smaller than V0, a classical point
particle cannot cross such a barrier. In contrast, this is not
excluded for a droplet since Hcl is not conserved. The pass-
ing of a barrier under suitable circumstances resembles the
tunneling in quantum mechanics. Since the Liouville equa-
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tion implies a conserved Hcl we infer that for a droplet
the time evolution of the probability distribution w(x, p)
cannot obey the Liouville equation. The droplet does not
behave as a classical point particle but rather resembles
a zwitter. Further differences to a classical point particle
arise if the potential is not static but only stationary in a
statistical sense that the ensemble average does not depend
on time.
While it is rather obvious that the droplet-dynamics de-
viates from a classical point particle it is not guaranteed
that it behaves as a zwitter. A zwitter requires an effec-
tive one-particle description in the sense of eq. (1). (For
example, it is possible that the description of a droplet
needs additional stochastic terms in the evolution equa-
tion, or a realistic approximation may involve additional
degrees of freedom beyond (x, p).) Within the setting (1)
we have specialized to evolution equations that are linear
in the classical wave function ψC . Furthermore, in the
setting of this paper the influence of the environment is
encoded in a function V (x), and the specification how the
dynamics is influenced by the presence of V (x). While all
this is not the most general setting, we find it rather likely
that this specific restricted form of zwitters can actually be
realized in suitable experimental settings or physical situ-
ations, at least to a good approximation. In contrast to
our description of a microscopic quantum particle there is
no need, however, to identify the parameter ~ in eq. (23)
- or zwitter-generalizations of it - with Planck’s constant.
For a description of collective states by zwitters ~ will play
the role of an effective macroscopic or mesoscopic constant,
which is adapted to the particular situation.
On the other hand, for microscopic particles it is well
conceivable that there are profound reasons for the quan-
tum evolution law (23) and the choice of quantum observ-
ables (17) in terms of a more fundamental quantum field
theory. In ref. [22] we have obtained the quantum formal-
ism for a multi-particle theory from a probabilistic formu-
lation of time within the framework of a classical statistical
ensemble. In refs. [23, 24] we have formulated time evo-
lution laws for classical statistical ensembles that describe
the dynamics of quantum field theories for fermions. In
such a setting the time evolution of the probability dis-
tribution for a quantum particle discussed in this paper
describes the idealized situation of a perfectly isolated sin-
gle particle. Such a scenario explains why ~ is universal. In
particular, we have proposed in ref. [24] an evolution equa-
tion for a classical statistical ensemble of Ising spins that is
equivalent to a quantum field theory for Dirac fermions in
an arbitrary electromagnetic field. The non-relativistic ap-
proximation for one-particle states yields the Schro¨dinger
equation for a quantum particle in a potential. In this
model ~ appears as a pure conversion constant of units and
can be identified with Planck’s constant. In many parts of
the present paper we set ~ = 1 such that distance and in-
verse momentum units can be converted into each other
using the appropriate microscopic or effective macroscopic
value for ~.
Within a fundamental quantum field theory zwitters can
describe deviations from a perfectly isolated one-particle
quantum state. One may associate the quantum subsystem
with the information contained in the quantum density ma-
trix. A zwitter-Hamiltonian could then describe the lack
of complete isolation. Indeed, a zwitter-Hamiltonian will
result in a lack of unitarity of the time evolution of ρQ. In
this case a zwitter-Hamiltonian can describe the phenom-
ena of decoherence [25] or syncoherence [4]. We will find in
sect. IX that the ground state energy of an atom acquires
a nonzero width in case of a zwitter-Hamiltonian. Again,
this could be interpreted as a lack of isolation.
Many effective time evolution equations for a quantum
density matrix in case of imperfect isolation have been in-
vestigated in the past, for example by coupling the quan-
tum particle to a heat bath and integrating out the degrees
of freedom of the heat bath subsequently. The particularity
of the zwitter particles is related to the fact that the quan-
tum density matrix describes a subsystem of a particular
“extended subsystem”. This extended subsystem is given
by the generalized particle, as described by the classical
wave function ψC(x, p). In turn, the generalized particle
is treated as a perfectly isolated object. In particular, the
time evolution of ψC remains unitary for all choices of the
zwitter-Hamiltonian. The lack of unitary appears only on
the level of ρQ.
Furthermore, the generalized particle is described by a
pure state of the extended quantum formalism in phase-
space. (Of course, one may generalize this setting by cou-
pling the generalized particle to an environment or admit-
ting mixed density matrices ρC in phase space.) The em-
bedding of the quantum subsystem into an extended iso-
lated system, that can be described by phase-space prob-
abilities, entails particularities for the lack of isolation of
the quantum system. This distinguishes zwitters from a
more general setting for incomplete isolation. It also justi-
fies the use of the concept of zwitter particles, in contrast
to particles coupled to an outside environment.
It would be interesting to find experimental settings that
realize a zwitter particle in the context of a fundamental
quantum theory. One may speculate that single atoms are
characterized by an extremely small or vanishing interpo-
lating parameter γ, such that the usual quantum descrip-
tion applies (almost) perfectly. Larger γ could perhaps be
expected for macro-molecules containing a very large num-
ber of atoms, or for condensates of ultracold atoms that
can be treated as single quantum degree of freedom.
We finally emphasize the logical possibility that the in-
terpolation is not universal, but that a universal lower
bound for γ could exist. In fact, in lowest order in γ many
possible interpolations coincide. It thus remains an ex-
perimental challenge to establish quantitative bounds for
γ even for the simplest quantum objects as the hydrogen
atom.
Summarizing this section, experiments testing zwitters
can cover a wide range of physical phenomena, from clas-
sical collective systems to quantum collective systems, and
from effective macroscopic one-particle states to tests of
microscopic fundamental quantum laws. Among the many
possibilities we will discuss in the following sections only
a few particularly simple interpolations between classical
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and quantum. While some characteristic features of zwit-
ters can be uncovered in this way, much richer interest-
ing structures could perhaps be revealed in a more general
treatment.
VIII. SHARPENED OBSERVABLES
In this section we investigate the possibility that cer-
tain types of position or momentum measurements could
be described by “sharpened observables” that differ from
the usual quantum observables XQ and PQ. One may fo-
cus the discussion of this question to quantum particles,
i.e. assuming that the time evolution of the wave function
in phase-space ψC(x, p) is given by the quantum equation
(20), (21). A generalization to classical particles or zwit-
ters is possible. The expression “sharpened observables”
considers the interpolation between quantum and classical
observables from the point of view of a quantum particle.
From the point of view of a classical particle the same inter-
polation would correspond to “smoothened observables”.
The sharpened observables will involve the classical po-
sition and momentum observables Xcl and Pcl. For quan-
tum particles the expectation values of operators involving
Xcl and Pcl can indeed be computed for a quantum pure
state, due to the relation (39) which fixes the classical wave
function in phase-space for any pure state quantum wave
function ψQ. For mixed quantum states the relation be-
tween ρQ and ψC is not unique - different ψC can lead to
the same ρQ. In this case the measurement of sharpened
observables could provide additional information about ψC
which is not contained in ρQ.
For the interpolation between quantum and classical po-
sition and momentum observables we define the “sharpened
observables” as
Xβ = cos
2 βXQ + sin
2 βXcl = Xcl +
1
2
cos2 βXs,
Pβ = cos
2 βPQ + sin
2 βPcl = Pcl +
1
2
cos2 βPs, (84)
with “sharpness parameter” s = sin2 β between zero for
quantum measurements and one for classical measure-
ments. In consequence, also the commutation relation be-
tween Xβ and Pβ interpolates continuously between the
quantum particle for β = 0 and the classical particle for
β = π/2,
[Pβ , Xβ] = −i cos2 β. (85)
For the time evolution of the interpolated observables we
employ the Heisenberg picture of the quantum formalism.
Using the commutation relations (35) and
i[HL, XQ] =
1
m
PQ , i[HW , Xcl] =
1
m
Pcl,
i[HL, PQ] = −V ′(Xcl)− V ′′(Xcl)(XQ −Xcl),
i[HW , Pcl] = −1
2
(
V ′(XQ) + V
′(2Xcl −XQ)
)
. (86)
allows us to compute the time evolution of the interpolated
operators Xβ and Pβ in dependence on the choice of the
Hamiltonian HL or HW or linear combinations thereof.If
the correlation functions involving Xβ and Pβ are known
for some initial time t0, the time evolution in the Heisen-
berg picture determines these correlations for t 6= t0.
We will concentrate here on the special case of the har-
monic oscillator for which the quantum and classical time
evolution coincide. Indeed, for the special case of a har-
monic potential, V = (c/2)x2, one has
HW = HL =
1
m
PclPs + cXclXs. (87)
Thus Xβ, Pβ obey the standard time evolution according
to
X˙β = i[H˜,Xβ] =
1
m
Pβ ,
P˙β = i[H˜, Pβ ] = −V ′(Xβ) = −cXβ. (88)
The time evolution for the sharpened position observable
is given in this case for all β by
〈X¨β〉 = − 1
m
〈V ′(Xβ)〉 = − c
m
〈Xβ〉. (89)
Also the time evolution of the dispersion is independent of
β, as may be verified from the commutation relations
i[HW , X
2
β] =
1
m
{Pβ , Xβ},
i[HW , P
2
β ] = −c{Pβ, Xβ},
i[HW , {Pβ, Xβ}] = −2cX2β +
2
m
P 2β . (90)
This extends to appropriately symmetrized higher correla-
tion functions whose time evolution can be computed from
the operator equations (88) without use of the commuta-
tor (85). This shows that for free particles or a harmonic
potential one cannot determine β from the time evolution
of symmetrized correlations for position and momentum.
On this level we cannot distinguish quantum and classical
observables.
The issue is different if the probability distribution is
known. Consider a harmonic oscillator in the quantum
ground state, with probability distribution w0 given by eq.
(61) and 〈Xβ〉 = 〈Pβ〉 = 0. We find for the dispersions
〈X2β〉 =
∫
z,p
ψ0(z, p)(z +
i
2
cos2 β∂p)
2ψ0(z, p)
=
∫
z,p
[
z2 + cos4 β
(
1
2mω
− p
2
m2ω2
)]
w0(z, p)
=
1
4mω
(1 + cos4 β) (91)
and similarly
〈P 2β 〉 =
mω
4
(1 + cos4 β). (92)
We observe that the dispersion is minimal for the classi-
cal observables, cos2 β = 0. In particular, the uncertainty
product
(〈X2β〉〈P 2β 〉)1/2 =
1 + cos4 β
4
(93)
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admits for sharpened observables a smaller value than al-
lowed by the quantum mechanical uncertainty relation,
which is saturated for β = 0, cos4 β = 1. One may therefore
test experimentally if a given measurement realizes a pure
quantum measurement or a sharpened measurement. For
example, one may measure the position and/or momentum
dispersion for a molecule in the ground state. For molecules
which are well approximated by a harmonic potential one
can extract from the relations (91)-(93) a bound for the
sharpness parameter sin2 β. We notice that the value of β
may depend on the choice of the device for position and
momentum measurements. Different types of apparatus
may realize different types of measurements.
Beyond the special case of harmonic potentials the time
evolution of expectation values and correlations involving
Xβ and Pβ differs from the ones involving XQ and PQ.
This can be used for an experimental determination of β
or for putting bounds on β.
IX. ZWITTERS - CONTINUOUS
INTERPOLATION OF EVOLUTION EQUATION
Zwitters interpolate between the classical and quantum
time evolution. We consider here a particular interpolation
by using for the evolution equation of the classical wave
function i∂tψC = HγψC , with interpolating Hamiltonian
Hγ =
2
m
Pcl(PQ − Pcl) + cos2 γ
(
V (XQ)− V (2Xcl −XQ)
)
+2 sin2 γV ′(Xcl)(XQ −Xcl)
= cos2 γHW + sin
2 γHL. (94)
For γ = 0 we recover the quantum time evolution Hγ =
HW , while γ = π/2 realizes the classical time evolution
Hγ = HL. For harmonic potentials Hγ is independent of
γ. Zwitters correspond to intermediate values of γ in case
of unharmonic potentials.
Let us now concentrate on intermediate values of γ where
cos2 γ differs from 1 and 0. We may first ask if a conserved
energy exists that commutes with the zwitter Hamiltonian
Hγ and equals the quantum energy HQ for γ = 0 and the
classical energy Hcl for γ = π/2. We show in the appendix
that this is not the case. The absence of a conserved energy
is compatible with time translation symmetry, since the
generator of the time translations is the trivially conserved
Hγ . We will explore the consequences of this important
property of zwitters below.
The choice of the interpolating Hamiltonian
Hγ is not unique. For example, one could
replace the potential term in eq. (20) by
cos−2 γ
[
V
(
x+ i cos
2 γ
2 ∂p
)
− V
(
x− i cos2 γ2 ∂p
)]
. It is
well conceivable that for small values of γ the different
interpolations lead to qualitatively similar results (or even
coincide in leading order in γ after a possible multiplicative
rescaling). This can only be settled by more extended
investigations. We do not enter this discussion here and
rather concentrate on one specific example for a zwitter
particle, as given by eq. (94).
1. Static zwitter states
Next we turn to an investigation of possible static states
for zwitters. By definition of the time evolution the static
states are eigenvalues of Hγ with eigenvalue zero,
Hγψ = 0. (95)
For a generic unharmonic potential these states are not
eigenstates of a suitable energy operator with nonzero
eigenvalues. Whatever reasonable energy observable we
define, the measurement values will be distributed with a
nonzero width for static states, rather than being sharp.
Correspondingly, eigenvalues of a given energy operator
will not be static with respect to the time evolution in-
duced by Hγ .
This situation has interesting consequences for a possi-
ble experimental detection of zwitters. The ground state of
an atom or molecule is expected to correspond to a static
probability distribution. For zwitters, this state does no
longer have a sharp energy, in contrast to quantum me-
chanics. Experimental bounds on the width of the ground
state can therefore limit the “zwitter parameter” sin2 γ.
As an example, we may consider the quantum energy
HQ. We choose a discrete basis of pure quantum eigen-
states, HQψQ,n = EnψQ,n. The static ground state can be
expanded in a corresponding basis
(
z = (x+ y)/2),
ψ¯0(z, p) =
∑
n,m
λnmψnm(z, p) , Hγψ¯0 = 0, (96)
where the classical basis functions
ψnm(z, p) =
∫
d(x − y)[e−ip(x−y)]ψn(x)ψ∗m(y) (97)
obey
HQψnm(z, p) = Enψnm(z, p). (98)
We observe that Hγ does not commute with HQ,
[Hγ , HQ] =
sin2 γ
2m
{
2i
[
V ′
(
XQ + X˜Q
2
)
−V ′(XQ) + 1
2
V ′′
(
XQ + X˜Q
2
)
(XQ − X˜Q)
]
PQ
+V ′′
(
XQ + X˜Q
2
)
− V ′′(XQ)
+
1
4
V ′′′
(
XQ + X˜Q
2
)
(XQ − X˜Q)
}
. (99)
It is instructive to consider a cubic correlation∼ dx3/6 to a
harmonic potential V (x) (cf. eq. (113)). The commutator
is then proportional to d
[Hγ , HQ] = − id sin
2 γ
16m
{
(XQ − X˜2Q)2, PQ
}
+ . . . . (100)
In consequence, besides λ00 the expansion coefficients λnm
are also nonvanishing (∼ d sin2 γ) for excited states of HQ
with En > E0.
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2. Ground state broadening for zwitters
We conclude that the quantum energy has a nonzero
width in the static ground state
〈(HQ − 〈HQ〉)2〉0 =
∫
z,p
ψ¯0(HQ − 〈HQ〉)2ψ¯0 (101)
=
∑
n,m
(En −
∑
p,q
Ep|λpq|2)2|λnm|2 ∼ d2 sin4 γ > 0.
We can rewrite this formula in terms of positive coefficients
cn =
∑
m
|λnm|2 ≥ 0 ,
∑
n
cn = 1, (102)
observing cn>0 ∼ d2 sin4 γ. The average value of 〈HQ〉 is
larger than E0,
〈HQ〉0 =
∑
n,m
En|λnm|2 =
∑
n
cnEn,
〈HQ〉0 − E0 =
∑
n
cn(En − E0) ∼ d2 sin4 γ. (103)
This yields the general formula for the width of the ground
state energy
〈∆E2〉0 = 〈H2Q〉0 − 〈HQ〉20
=
∑
n
cn(En − 〈HQ〉0)2. (104)
The static ground is no longer the state with the lowest pos-
sible value of the quantum energy but also contains small
admixtures of excited states. This can be used to put ex-
perimental bounds on γ. On the other hand, if a system
starts with the lowest energy eigenstate of HQ, this state
will change in time since Hγψn=0,m 6= 0. The system will
“spontaneously populate” excited states of HQ.
3. Effective zwitter potential
Let us assume that measurements or interactions with
other systems only involve the quantum operators which
can be constructed from XQ and PQ. All expectation val-
ues and correlations can then be expressed in terms of the
coarse grained quantum density matrix ρQ(x, x
′) defined
by eq. (48). We may therefore project the time evolution
of the classical wave function onto a corresponding time
evolution of ρQ(x, x
′). This cannot be expressed in terms
of ρQ alone, since the evolution equation
i∂tρQ(x, x
′) =
(
HQ(x)−HQ(x′)
)
ρQ(x, x
′) (105)
+ sin2 γ
∫
y
(
∆(x, y)−∆(x′, y))σ(x, x′y)
involves the diagonal elements of the “classical density ma-
trix” in position space, ρ˜C(x, x
′, y, y′), namely
σ(x, x′, y) = ρ˜C(x, x
′, y, y) , ρQ(x, x
′) =
∫
y
σ(x, x′, y).
(106)
In eq. (105) we define ∆(x, y) as
∆(x, y) = V ′
(
x+ y
2
)
(x− y)− V (x) + V (y). (107)
In turn, σ obeys the evolution equation
i∂tσ(x, x
′, y) =
{
HQ(x)−HQ(x′) + sin2 γ
(
∆(x, y)
−∆(x′, y))}σ(x, x′, y). (108)
For a pure quantum state one has the factorization prop-
erty ρ˜C(x, x
′, y, y′) = ρQ(x, x
′)ρQ(y
′, y) and this motivates
the ansatz
σ(x, x′, y) = ρQ(x, x
′)ρQ(y, y) + δ(x, x
′, y). (109)
Neglecting first δ one finds for the time evolution of the
quantum density matrix a modified equation
i∂tρQ = [H
(γ)
Q , ρQ], (110)
with
H(γ) = HQ +Wγ ,
Wγ = sin
2 γ
∫
y
∆(x, y)ρQ(y, y). (111)
The time evolution remains unitary since H
(γ)
Q is a her-
mitean operator. It is, however, no longer linear since the
correction term Wγ involves ρQ. Zwitters feel a modified
effective potential
Vγ(x) = V (x) +Wγ(x). (112)
We will call Vγ(x) the “zwitter potential” since this is the
potential that zwitter particles “feel” effectively in their
time evolution according to eq. (110). We recall that the
zwitter potential is a dynamical quantity which depends on
the state of the zwitter particle. The non-linearity of the
effective evolution equation may be somewhat reminiscent
of non-linear evolution equations for quantum condensates.
Let us consider a general quartic potential
V (x) = a+ bx+
c
2
x2 +
d
6
x3 +
e
24
x4. (113)
For example, this may describe the first terms of a Taylor
expansion for small deviations from a harmonic potential.
The “dynamical term” in the zwitter potential reads
Wγ(x) =
sin2 γ
24
{
(3〈XQ〉x2 − 3〈X2Q〉x− x3 + 〈X3Q〉)d
+(〈XQ〉x3 − 〈X3Q〉x−
1
2
x4 +
1
2
〈X4Q〉)e
}
. (114)
This shows the general feature that Vγ does not only de-
pend on x, but also on the expectation values 〈XnQ〉 of
various powers of XQ. This reflects the nonlinear charac-
ter of the time evolution since the expectation values 〈XnQ〉
depend in turn on ρQ(y, y) or, for a pure quantum state,
on |ψQ(y)|2.
4. Approximate zwitter ground state
For small γ we can compute iteratively the static solu-
tion which corresponds to the lowest value of 〈HQ〉. This
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state will be identified with the zwitter ground state. For
this purpose we start with the ground state of the quan-
tum Hamiltonian HQ, corresponding to γ = 0. Next we
evaluate 〈XnQ〉 in the ground state of HQ. This yields the
lowest order approximation for the dynamic term in the
zwitter potential Wγ . For the first correction to the zwit-
ter ground state we construct the solution ψ
(γ)
0 of the sta-
tionary Schro¨dinger equation with the new potential Vγ .
This corresponds to a static density matrix ρ
(γ)
Q,0, classical
wave function ψ
(γ)
0 (z, p) according to eq. (59), and clas-
sical probability distribution w
(γ)
0 = (ψ
(γ)
0 )
2. For small γ
this static state will be a very good approximation for the
zwitter ground state. We observe that this static solution
is an eigenstate of H
(γ)
Q = HQ +W
(0)
γ with energy E
(γ)
0 .
For the example of a quartic potential (d = 0) the quartic
coefficient in the zwitter potential V
(0)
γ is shifted by a factor
1− sin2 γ/2 as compared to V and there is a constant shift
∼ 〈X4Q〉. The correction to the energy in lowest order
E
(γ)
0 − E0 = 〈Wγ〉 (115)
vanishes since 〈Wγ〉 = 0. In lowest order perturbation
theory one therefore has
〈HQ〉 = E(γ)0 = E0, (116)
such that the mean energy is changed at most by effects
∼ sin4 γ, in accordance with eq. (103). Furthermore, HQ
will not have a sharp value in the static state, since ψ
(γ)
0 is
not an eigenstate of HQ.
5. Zwitter ground state for Coulomb potential
It is clear that strong experimental bounds on γ require
that the potential V (x) is known with high precision in
addition to the feasibility of high precision energy mea-
surements. A good candidate is the Coulomb-potential
V (~r) = c/|r|, with c = −e2/4π = −α for the hydrogen
atom. It leads to a correction (105) of the time evolution
equation with
∆(~x, ~y) = −c
(
4
~x2 − ~y2
|~x+ ~y|3 +
1
|~x| −
1
|~y|
)
. (117)
In order to compute W
(0)
γ we have to evaluate 〈∆〉0 in the
ground state ψQ,0 of HQ,
W (0γ (~x) = sin
2 γ
∫
y
ψ∗Q,0(~y)∆(~x, ~y)ψQ,0(~y). (118)
Since ψQ,0 depends only on |~y|, the only ~x-dependence of
the angular integration in eq. (118) involves∫
y
|~x+ ~y|−3f(|y|) = 2π
∫ ∞
0
d|y|f(|y|)
∫ 1
−1
d cosϕ (|x|2 + |y|2 + 2|x||y| cosϕ)−3/2 (119)
= 2π
∫ ∞
0
d|y|f |y|)
|x||y|
(
1
||x| − |y|| −
1
|x|+ |y|
)
.
Neglecting x-independent terms this yields our result for
the zwitter potential
W (0)γ = −c sin2 γ
f(|x|)
|x| , (120)
f(|x|) = 5− 16π
∫ ∞
|x|
d|y||ψQ,0(|y|)|2
(
1 +
|x|
|y|
)
,
and we observe
f(|x| → 0) = 1 , f(|x|)→∞) = 5. (121)
Within reasonable accuracy we can replace f(x) by a con-
stant f¯ within the interval 1 ≤ f¯ ≤ 5.
In this approximation the static state which corresponds
to the lowest eigenvalue of HQ +W
(0)
γ corresponds to the
usual ground state wave function, but with a shifted con-
stant in the Coulomb potential
Vγ(~x) =
c˜
|x| , c˜ = c(1− sin
2 γf¯). (122)
For the hydrogen atom, the shifted Bohr radius and shifted
Rydberg constant result in a zwitter ground state wave
function
ψ
(γ)
0 (x) = (πa
(γ)3)−
1
2 exp
{
− |x|
a(γ)
}
, (123)
where
a(γ) =
a
1− sin2 γf¯ , (124)
and a = α/µ is the Bohr radius.
6. Ground state broadening for Coulomb
potential
One of the most interesting quantities for experimental
tests of γ may be the energy width of the zwitter ground
state ∆E, since for γ = 0 the quantum ground state has a
sharp energy (∆E = 0). We compute ∆E for the Coulomb
potential in the approximation where the zwitter ground
state obeys eq. (124). For this purpose we expand the
zwitter ground state (124) in terms of the usual eigenstates
of the quantum observables HQ, L
2 and Lz,
ψ
(γ)
0 (x) =
∑
n,l,m
anlmψnlm(x), (125)
with
a100 =
∫
x
ψ∗100(x)ψ
(γ)
0 (x)
= 4(a(γ)a)−
3
2
∫ ∞
0
drr2 exp
{
−
(
1
a
+
1
a(γ)
)
r
}
=
8(a(γ)a)3/2(
a(γ) + a
)3 ≈ 1− 38 sin4 γf¯2, (126)
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and
a200 =
∫
x
ψ∗200(x)ψ
(γ)
0 (x)
=
√
2(a(γ)a)−3/2
∫ ∞
0
drr2
(
1− r
2a
)
exp
{
−
(
1
2a
+
1
a(γ)
)
r
}
= 2
√
2(a(γ)a)3/2(a− a(γ))
(
a+
1
2
a(γ)
)−4
≈ −32
√
2
81
sin2 γf¯ ,
a21m = 0. (127)
More generally, angular momentum conservation implies
anlm = 0 for l 6= 0. The static state ψ(γ)0 is a superposition
of s-wave states. The coefficients cn in eq. (103) are given
by cn = |an00|2.
We can compute the average of the quantum energy in
the static state (124) directly (c = −e2/4π = −α for the
hydrogen atom)
〈HQ〉 =
∫
x
ψ(γ)(x)
(
− ∆
2µ
+
c
|x|
)
ψ
(γ)
0 (x)
= −c
2µ
2
(1− sin2 γf¯)2 + c sin2 γf¯〈 1|x| 〉
= −c
2µ
2
(1− sin4 γf¯2) = E0 + δE(γ), (128)
with E0 the ground state energy of the quantum hydrogen
atom (γ = 0). In order to derive eq. (128) we use 〈1/|x|〉 =
1/a(γ) = −(1− sin2 γf¯)cµ. We observe the relative shift in
the mean energy
δE(γ)
|E0| = sin
4 γf¯2. (129)
The energy width of the static state obtains as
∆E = (〈H2Q〉 − 〈HQ〉2)1/2
= |c| sin2 γf¯
(
〈 1|x|2 〉 − 〈
1
|x| 〉
2
)1/2
≈ c2µ sin2 γf¯ = 2 sin2 γf¯ |E0|. (130)
The relative energy broadening is proportional to sin2 γ
∆E
|E0| = 2 sin
2 γf¯ . (131)
For small sin2 γ the energy shift δE(γ) is much smaller than
the energy width ∆E of the static state. It is suppressed
by a further factor sin2 γ,
δE(γ)
∆E
=
1
2
sin2 γf¯ . (132)
7. Coarse grained static state
In lowest order in sin2 γ the association of the zwitter
ground state with the static state with lowest 〈HQ〉 seems
rather appealing. Going beyond this order requires more
thought what one means by a zwitter ground state. In
particular, it is not obvious if the concept of a “ground
state” for zwitters should be given by a completely static
probability distribution. We rather pursue here the notion
of a “coarse grained static state”, for which only the y-
integral of the classical density matrix is time-independent
∂t
∫
y
ρ˜C(x, x
′, y, y) = 0. (133)
We may call this a quasi-static state or coarse grained
static state. Obviously, the condition (133) is much weaker
than the one for a static probability distribution, i.e.
∂tρ(x, x
′, y, y′) = 0. The condition (133) is sufficient
for static expectation values of all quantum observables,
since it corresponds to a static quantum density matrix,
∂tρQ(x, x
′) = 0. In other words, a coarse grained static
state allows for time-fluctuations of the classical probabil-
ity distribution, provided that the coarse grained density
matrix ρQ(x, x
′) remains static.
Using the Hamiltonian Hγ for the time evolution of zwit-
ters the condition (133) reads∫
y
{
HQ(x)−HQ(x′) + sin2 γ
(
∆(x, y) −∆(x′, y))}
×ρ˜C(x, x′, y, y) = 0. (134)
Inserting eq. (109) one obtains the equivalent condition
(
H
(γ)
Q (x) −H(γ)Q (x′)
)
ρQ(x, x
′) = − sin2 γQ(x, x′), (135)
with
Q(x, x′) =
∫
y
(
∆(x, y)−∆(x′, y))δ(x, x′, y). (136)
In turn, the time evolution of Q obeys
i∂tQ(x, x
′) =
(
H
(γ)
Q (x)−H(γ)Q (x′)
)
Q(x, x′)
+ sin2 γR(x, x′), (137)
with
R(x, x′) =
∫
y
ρ(x, x′, y, y)
[(
∆(x, y) −∆(x′, y))2 (138)
− ≪ ∆(x, y) −∆(x′, y)≫ (∆(x, y)−∆(x′, y))],
and
≪ ∆(x, y)≫ =
∫
y
∆(x, y)ρQ(y, y). (139)
In general, ∂tQ does not vanish for Q = 0 due to R 6= 0.
Therefore the r.h.s. of eq. (135) cannot vanish for all t.
However, we observe that H
(γ)
Q is time independent if ρQ
is static. Thus the condition (135) requires for a coarse
18
grained static state that Q is time independent, ∂tQ = 0.
In turn, we conclude from the vanishing of the l.h.s. of eq.
(137) that Q ∼ sin2 γ. For small sin2 γ we may therefore
neglect the term ∼ sin2 γQ in eq. (135). It amounts to
a correction ∼ sin4 γ, while the leading difference between
H
(γ)
Q and HQ is of the order sin
2 γ due toWγ (114). In this
approximation ρQ corresponds to a static density matrix
with respect to a unitary, but non-linear, quantum time
evolution given by the modified Hamiltonian H
(γ)
Q in eq.
(111). It seems likely that the states with lowest 〈HQ〉 cor-
respond to the pure state discussed above. This discussion
justifies the neglection of δ in eq. (109).
Experimental efforts for establishing a bound on the
zwitter parameter z = sin2 γ may concentrate on the efforts
of measuring or restricting a nonzero width of the “zwit-
ter ground state” which corresponds to the coarse grained
static state with lowest 〈HQ〉. Beyond the Coulomb po-
tential, this may be particularly interesting for potentials
for which the quantum particle has an almost degenerate
ground state. One expects sizable effects for values of sin2 γ
for which ∆E becomes comparable to the energy difference
between the two lowest energies of the quantum particle,
E1 − E0. On the other hand, since sin2 γ is proportional
to 1/E0 according to eq. (131), small ∆E combined with
larger E0 may give the most stringest bounds. In this con-
text we note the long relaxation time of nuclear spin po-
larized 3He which has been reported in ref. [26]. This
places a bound on the energy width of the ground state
∆E < 0.6 · 10−20eV. If we take for E0 the nuclear binding
energy this would yield a bound |γ| . 3 · 10−14, where we
assume f¯ in eq. (131) to be of the order one. One may
speculate that a minimal value for γ2 could be associated
with the ratio (E0/MF )
n, where MF is some scale of fun-
damental physics. If one identifies MF with the Planck
mass the above bound for γ would imply n ≥ 2.
X. CONCLUSIONS AND DISCUSSION
In this paper we have described quantum particles in
terms of classical probabilities in phase-space. This demon-
strates that quantum physics can be formulated in terms of
the basic concepts of a classical probabilistic theory. Quan-
tum and classical particles can both be described within the
same conceptual setting and mathematical formalism. Two
basic features distinguish the dynamics and measurements
of a quantum particle from a classical particle.
(i) The time evolution of the probability density in phase
space is governed by a new basic dynamical law that re-
places the Liouville equation. The fundamental time evolu-
tion equation remains a linear first order differential equa-
tion for the classical wave function ψC(x, p), which is re-
lated to the probability density by w(x, p) = ψ2C(x, p). In
general, this equation involves higher orders in the momen-
tum derivatives, however. It becomes therefore a non-linear
equation when expressed in terms of the probability den-
sity w. In contrast to the Liouville equation, the “quan-
tum evolution” of ψC or w is no longer compatible with
the notion of sharp trajectories of particles. The classical
trajectories and Newtons’ laws emerge only in the classi-
cal limit when the action is large as compared to ~. This
feature is familiar from quantum mechanics.
(ii)Measurements of properties of a quantum particle are
related to quantum observables for position and momen-
tum which differ from the classical observables. While the
classical observables have a well defined value for every
point (x, p) in phase-space, this does not hold for the quan-
tum observables. The quantum observables partly involve
genuinely statistical properties of the probability distribu-
tion, as its roughness in position and momentum. These
statistical aspects cannot be associated to a single point
in phase space, and the quantum observables are there-
fore not simply functions of x and p. On the level of the
classical wave function ψC(x, p) the quantum observables
are associated to linear operators, while the expression in
terms of w(x, p) becomes non-linear.
Both ”‘quantum features”’ (i) and (ii) are singled out
by their consistence with a coarse graining of the classical
probabilities, whereby part of the information contained in
w(x, p) is typically discarded. The quantum evolution and
the quantum observables remain meaningful for the coarse
grained subsystem of the statistical ensemble. This does
not hold for the classical time evolution according to the
Liouville equation, nor for the classical observables. We
can therefore associate the characteristic quantum effects
with the coarse graining to a subsystem.
On the level of the probability distribution in phase space
w(x, p) or the associated classical wave function ψC(x, p)
the classical observables are well defined for quantum parti-
cles, and the quantum observables are well defined for clas-
sical particles. This raises the question which observables
can be associated to which type of measurement. We have
investigated the possibility of sharpened observables that
interpolate continuously between the quantum observables
and classical observables. For the sharpened observables
Heisenberg’s uncertainly relation is weakened.
The common conceptual and formal setting for quantum
particles and classical particles also allows for a continuous
interpolation of the basic dynamical law between the clas-
sical evolution and the quantum evolution. Zwitters are
particles for which the basic evolution law is neither purely
classical nor purely quantum, but rather in-between. We
have characterized this interpolation by a zwitter parame-
ter sin2 γ which interpolates between the quantum evolu-
tion for γ = 0 and the classical evolution for γ = π/2. For
all values of γ we have the same conceptual setting based
on the probability distribution in phase-space. This differs
from other, more formal, interpolations, as replacing ~ by
~ cos2 γ in the time evolution of the Wigner function.
Zwitters are interesting candidates for an effective one-
particle description of classical or quantum collective states
as droplets of a liquid or a Bose-Einstein condensate. The
characterization by a single particle means that the time
evolution can be described by a probability density or clas-
sical wave function in phase space, without the need of
adding further information. We believe that for a wide
range of circumstances the deviation of the dynamics of
such objects from pointlike classical particles or from quan-
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tum particles can be cast into the formalism for zwitters.
We hope that zwitters may yield an adequate and rather
simple description of experiments and physical situations
involving such collective states. This may cover collective
classical states as droplets of a liquid or dust particles that
do not follow precisely the classical trajectories of point
particles. Zwitters may also account for collective quantum
states as a Bose-Einstein condensate or macromolecules.
For these effective one-particle descriptions zwitters are not
fundamental, and the value of ~ can reflect some macro-
scopic property.
On the other hand, zwitters may also be used for fun-
damental tests of quantum mechanics. For small values of
γ consistent theories very close to quantum mechanics can
be realized. This permits precision tests for the validity of
quantum physics by putting experimental bounds on the
zwitter parameter z = sin2 γ. Potential candidates for ob-
taining strong bounds on z are precision measurements of
the energy-width of the ground state of atoms, molecules,
or other quantum objects. We have discussed this issue
in detail. Other venues may be precision tests of quan-
tum interference experiments or tunneling. We hope that
our approach opens the door for interesting experimental
tests how well quantum mechanics works quantitatively,
rather than staying with yes/no decisions between quan-
tum physics and classical physics.
APPENDIX A: ABSENCE OF CONSERVED
ENERGY FOR ZWITTERS
In this appendix we argue that for zwitters defined by the
particular interpolating Hamiltonian Hγ (94) no conserved
energy exists (besides the trivially conserved generator of
time translations Hγ itself). This involves the search for
an energy operator Hˆ which commutes with Hγ . We have
therefore to explore the commutation relations for different
pieces that could be additive building blocks of Hˆ with HW
and HL.
With
HL = Hkin + VL , Hkin =
1
2m
(P 2Q − P˜ 2Q),
VL = V
′
(
XQ + X˜Q
2
)
(XQ − X˜Q)
HW = HQ − H˜Q, (A.1)
one has the commutation relations
[HQ, H˜Q] = 0 , [Hcl, HL] = 0,
[HQ, HL] =
1
2m
[P 2Q, VL]− [Hkin, V (XQ)],
[H˜Q, HL] =
1
2m
[P˜ 2Q, VL]− [Hkin, V (X˜Q)], (A.2)
and
[HQ, Hcl] =
1
2m
[
P 2Q, V
(
XQ + X˜Q
2
)]
− 1
8m
[(
P 2Q + P˜
2
Q − 2PQP˜Q
)
, V (XQ)
]
,
[H˜Q, Hcl] =
1
2m
[
P˜ 2Q, V
(
XQ + X˜Q
2
)]
(A.3)
− 1
8m
[
(P 2Q + P˜
2
Q − 2PQP˜Q), V (X˜Q)
]
.
We notice that the last four commutators typically differ
from zero such that the existence of a conserved energy is
not obvious.
Next we investigate the commutation relations for dif-
ferent possible pieces composing Hˆ . We list
[P 2Q, V (XQ)] = −2iV ′(XQ)PQ − V ′′(XQ),
[PQP˜Q , V (XQ)] = −iV ′(XQ)P˜Q, (A.4)
and
[
P 2Q, V
(
XQ + X˜Q
2
)]
=
−iV ′
(
XQ + X˜Q
2
)
PQ − 1
4
V ′′
(
XQ + X˜Q
2
)
,
[
PQP˜Q , V
(
XQ + X˜Q
2
)]
= − i
2
V ′
(
XQ + X˜Q
2
)
(PQ + P˜Q)− 1
4
V ′′
(
XQ + X˜Q
2
)
, (A.5)
as well as
[P 2Q, VL] = −2iV ′
(
XQ + X˜Q
2
)
PQ
−V ′′
(
XQ + X˜Q
2
)(
1 + i(XQ − X˜Q)PQ
)
−1
4
V ′′′
(
XQ + X˜Q
2
)
(XQ − X˜Q),
[P˜ 2Q, VL] = 2iV
′
(
XQ + X˜Q
2
)
P˜Q
+V ′′
(
XQ + X˜Q
2
)(
1− i(XQ − X˜Q)P˜Q
)
−1
4
V ′′′
(
XQ + X˜Q
2
)
(XQ − X˜Q), (A.6)
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and
[PQP˜Q, VL] = iV
′
(
XQ + X˜Q
2
)
(PQ − P˜Q)
− i
2
V ′′
(
XQ + X˜Q
2
)
(XQ − X˜Q)(PQ + P˜Q)
−1
4
V ′′′
(
XQ + X˜Q
2
)
(XQ − X˜Q), (A.7)
For the energy observable Hˆ we make the ansatz of a
linear combination
Hˆ =
A
2m
P 2Q +
A˜
2m
P˜ 2Q +
B
m
PQP˜Q + EV (XQ)
+E˜V (X˜Q) + FV
(
XQ + X˜Q)
2
)
. (A.8)
This yields the commutation relation with Hγ
[Hγ , Hˆ] =
1
2m
{
2i(A cos2 γ − E)V ′(XQ)PQ
−2i(A˜ cos2 γ − E˜)V ′(X˜Q)P˜Q
+2iB cos2 γ
(
V ′(XQ)P˜Q − V ′(X˜Q)PQ
)
+(A cos2 γ − E)V ′′(XQ)− (A˜ cos2 γ − E˜)V ′′(X˜Q)
+[2i(A−B) sin2 γ − iF ]V ′
(
XQ + X˜Q
2
)
PQ
−[2i(A˜−B) sin2 γ − iF ]V ′
(
XQ + X˜Q
2
)
P˜Q
+(A− A˜) sin2 γV ′′
(
XQ + X˜Q
2
)
(A.9)
+i sin2 γV ′′
(
XQ + X˜Q
2
)
(XQ − X˜Q)
[(A+B)PQ + (A˜+B)P˜Q]
+
1
4
(A+ A˜+ 2B) sin2 γV ′′′
(
XQ + X˜Q
2
)
(XQ − X˜Q)
}
.
The classical Hamiltonian corresponds to A = A˜ =
1/4, B = −1/4, E = E˜ = 0, F = 1 and commutes
with Hγ for sin
2 γ = 1, while the quantum Hamiltonian
obeys A = E = 1, A˜ = B = E˜ = F = 0, and commutes
with Hγ for cos
2 γ = 1. For intermediate values of γ and
generic unharmonic potentials the relation [Hγ , Hˆ ] = 0 has
no nontrivial solution. Adding further terms to Hˆ does not
change the situation. Generically, no nontrivial conserved
energy exists for zwitters of the type defined by eq. (94).
As an example we may consider the “zwitter energy”
Eγ = cos
2 γHQ + sin
2 γHcl, (A.10)
which interpolates between the quantum energy for γ = 0
and the classical energy for γ = π/2. This corresponds to
A = cos2 γ+sin2 γ/4, A˜ = −B = sin2 γ/4, E = cos2 γ, E˜ =
0, F = sin2 γ and we infer the commutator
[Hγ , Eγ ] =
cos2 γ sin2 γ
2m
{
i
[
V ′
(
XQ + X˜Q
2
)
−1
2
V ′(XQ)− 1
2
V ′(X˜Q)
]
(PQ + P˜Q)
+i[V ′(X˜Q)− V ′(XQ)]PQ
+V ′′
(
XQ + X˜Q
2
)
− 3
4
V ′′(XQ)− 1
4
V ′′(V˜Q)
+iV ′′
(
XQ + X˜Q
2
)
(XQ − X˜Q)PQ
+
1
4
V ′′′
(
XQ + X˜Q
2
)
(XQ − X˜Q)
}
. (A.11)
Performing a Taylor expansion of V using eq. (113) we
find that in leading order (e = 0) only the cubic term
contributes to the commutator
[Hγ , Eγ ] = − id cos
2 γ sin2 γ
16m
(XQ − X˜Q)2(PQ + P˜Q).
(A.12)
As it should be, the commutator vanishes for γ = 0, π/2
and for a harmonic potential.
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