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Resumo
A reabilitação é um processo relevante para a recuperação de disfunções e para uma melhor
realização das Atividades de Vida Diária (AVDs) do paciente. Portanto, o desenvolvimento de
tecnologias para este campo tem uma importância significativa, pois o aprimoramento da
reabilitação pode afetar muitas pessoas.
Este trabalho propõe um sistema robótico para a reabilitação dos membros superiores
utilizando um robô colaborativo e um algoritmo de controle inteligente, o que torna a solução
robusta e adaptável para cada paciente. O robô UR3 da Universal Robots© foi usado como
base para a implementação de dois algoritmos de Reinforcement Learning (RL), o SARSA e o
Q-learning, aplicados a esse problema de reabilitação. O objetivo deste sistema é fornecer
um treinamento de força comum, aplicando uma resistência ao movimento realizado pelo
paciente.
Basicamente, esta tese está dividida em duas partes principais. A primeira foi o desenvolvi-
mento de uma simulação composta pelo UR3 e um modelo do corpo humano na plataforma
V-REP, que pudesse ser controlado através de uma interface dedicada ou, externamente,
através do MATLAB usando os algoritmos de Reinforcement Learning. Essa simulação foi
criada com uma interface gráfica para visualização e uma interface homem-máquina, para
controlar o sistema robótico com o algoritmo RL, construído no MATLAB. Os resultados
obtidos com a simulação apresentaram o comportamento esperado do sistema.
A segunda parte foi o experimento do sistema real com um indivíduo saudável. O exper-
imento foi dividido em duas fases: a primeira considerando o treinamento apenas em um
eixo e a segunda nos três eixos cartesianos. Os algoritmos utilizados foram os mesmos da
simulação, mas, neste caso, foram implementados na linguagem Python. Os resultados são
apresentados quer em simulação quer com o robô real e validam a metodologia desenvolvida
e aplicada.
Os resultados obtidos com o experimento real do sistema para a apenas um eixo foram
comparados com a simulação do modelo do braço humano proposto em outros trabalhos
vi
para validar a metodologia aplicada.
Este trabalho representa uma contribuição importante para o campo da reabilitação, pois
apresenta um novo recurso para ajudar terapeutas e pacientes a obter melhores resultados
no processo de reabilitação.
Palavras-chave: Reinforcement Learning; Reabilitação Robótica; Modelo do Braço Humano;
Robôs Colaborativos; Reabilitação dos Membros Superiores.
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Abstract
Rehabilitation is a relevant process for the recovery from dysfunctions and improves the reali-
sation of patient’s Activities of Daily Living (ADLs). Therefore, the development of technologies
for this field has significant importance because the improvement of the rehabilitation can
affect many people.
This work proposes a robotic system for the rehabilitation of the upper limbs using a
collaborative robot and an intelligent control algorithm that makes the solution robust and
adaptable to each patient. The UR3 from Universal Robots© was used to implement two
Reinforcement Learning algorithms, the SARSA and Q-learning, applied to this rehabilitation
problem. The goal of this system provides a common training force applying resistance on
the movement performed by the patient.
This thesis is divided into two main parts. The first one was the development of a simula-
tion composed by the UR3 and a human model in V-REP platform that could be controlled
through a dedicated interface or externally through the MATLAB using the self-control al-
gorithms. This simulation was created with a graphical interface for visualisation, and a
human-machine interface, to control the robotic system with RL algorithm, built on MATLAB.
The results obtained with the simulation presented the expected system behaviour.
The second part was the experiment of the real system with a healthy subject. The
experiment was divided in two phases the first considering the training only in one axis and
second in the three Cartesian axes. The used algorithms were the same as the simulation, but
in this case, they were implemented in Python language. The experiment considering one
axis presents satisfactory results, while for the three axes the results were not so good. The
obtained results with the real system experiment for one and three axis were compared with
the human arm model proposed in other studies to validate the applied methodology.
This work represents an important contribution for the field because presents a new
feature to help therapists and patients to get better results in the rehabilitation process.
viii
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The rehabilitation field is becoming increasingly important because more people need to
regain body functions lost in traumas, diseases, and due to ageing. This importance is
clearly expressed when it is analysed the increase of the absolute number of Years Lived with
Disability (YLDs), between 2005 and 2015, a rise of 17 million has been recorded [1]. This data
represents all people suffering from any disability and takes into account the life estimate in
each world region. According to a study presented by the World Health Organization (WHO)
in [2], the number of YLDs was approximately 119 thousand million in 2015, with almost 1000
million people showing disabling health conditions. About 74% of the YLDs recorded in 2015
are linked to health conditions whose rehabilitation may be beneficial, and this represents
about 740 million people worldwide who need these services.
Define a concept of rehabilitation is difficult because the disability represents a diversified
set of health conditions. It is classified by International Classification of Functioning, Dis-
ability and Health (ICF) [3] in three inter-connected areas: impairments, activity limitations
and participation restrictions. Impairments are problems in body function or alteration
in body structures. Activity limitations are difficulties in executing any activity of daily life.
Participation restrictions are problems with the involvement in any area of life (for example:
facing discrimination or limited transportation). Therefore the rehabilitation is important
principally in the first and second areas and impact in the third secondarily. Thus the reha-
bilitation definition that will guide this work is introduced by WHO in the World Report on
Disability [4] that defines as a “set of measures that assist individuals who experience, or are
likely to experience, disability to achieve and maintain optimal functioning in interaction
with their environments”.
To endorse the importance of improving the rehabilitation was also created by WHO [5]
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an action plan that presents the objectives that must be taken into account in decisions of
Member States, partners and WHO itself, this plan is valid between 2014 and 2021. Among the
objectives exposed, are presented concerns about the technologies applied to rehabilitation,
called Assistive technologies, specifically the article 35 presents:
“Assistive technologies are evolving quickly and include any item, piece of equip-
ment or product, whether it is acquired commercially, modified or customised,
that is used to increase, maintain or improve the functional capabilities of individ-
uals with disability. [...] Assistive technologies play a significant role in enabling
people with disability to function and participate.”
Therefore, it is evident that there is a concern for developing new assistive technologies
and making them accessible. An assistive technology must be suitable to the user and its
environment to increase independence and improve participation in daily activities [4].
Examples of assistive devices are prostheses, orthoses, wheelchairs, hearing aids, ocular
devices, talking books and speech synthesisers. The objective of this introduction is to
contextualise the main diseases that can lead the patient to dysfunction, the objective of this
work, and the thesis structure.
1.1 Robotics Physiotherapy and Diseases
The rehabilitation process requires a different approach depending on the situation that
caused the current health condition. Some several conditions and diseases may lead a
patient to develop partially or totally dysfunctions. Some of these diseases already received a
previous approach using robotics and represent a considerable contribution to the field. In
a literature review accomplished by Ruiz [6], was explored which are the main diseases that
rehabilitation robots are applied. Among all data presented, the upper limbs are principally
assisted when there is the occurrence of Stroke or Parkinson’s Disease. The concerns about
the post-stroke patients lead to numerous studies and several approaches using the robotics,
and it is interesting to explain this disease and why it is so researched.
2
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According to WHO the stroke can be defined as a cardiovascular disease, caused by the
interruption of blood flow in the brain [7]. The dysfunction produced by the stroke depends on
the location of occurrence, but the main ones are somatosensory deficits, pain, visual deficits,
motor deficits, changes in muscle tone and others [8]. The development of technologies to
rehabilitation after stroke is significant because, as stated by Mackay and Mensah [7], annually
about 15 million people are affected by the disease and approximately 10 million develop
dysfunction that complicates the realisation of daily activities. The robotic devices resulting
from concern about the stroke are diversified and created for various purposes. The studies
related in this work takes into account the approaches for the upper limbs.
Some interesting devices that help post-stroke patients may be presented. One of them
helps the physiotherapy of the hand of post-stroke patients is shown in [9]. The device was
designed to encapsulate the human hand when the movement happens. It records data refer-
ring to force and position, and this information is presented to the therapist and may improve
the therapy on the patient’s side. A mechanism address to rehabilitation of the shoulder of
post-stroke patients is shown in [10]. The proposed system uses six Degrees of Freedom
(DOF) and is attached to the shoulder. So, the system also promotes the improvement of
rehabilitation because increase the workspace, provide acute alignment between the robot
and patient’s rotation axes, and does not require additional adjustment.
1.2 Objectives
This section explains the goals for both environments, the simulation and the real. The
objectives are divided in topics to facilitate the understand, and are:
• Development of an environment simulation in the software V-REP with the main ele-
ments of this approach:
– Model of the UR3’s robotic arm from Universal Robots;
– Model of the human body taking into account the joints of shoulder and elbow;
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• Modelling the robotic rehabilitation physiotherapy using the Reinforcement Learning
technique using the following algorithms:
– Q-Learning: off-policy algorithm;
– SARSA Learning: On-Policy algorithm;
• Implement the RL algorithms developed in the simulation to test, analyse, and correct
some problems before the real robot use.
• Use the collaborative robot (UR3) to implement the developed RL algorithms, training
the system and collect the results.
• Compare the obtained results from the real experiment with a model of human arm to
validate the approach used.
1.3 Thesis Structure
• Chapter 1: Introduction
– Contains a contextualisation about the rehabilitation physiotherapy, motivations
and the objective of this work.
• Chapter 2: State of the art
– Contains the literature review about the rehabilitation robots, the simulation in
this field, the common characteristics, and deviations between this work and those
found in literature.
• Chapter 3: Theoretical background
– Briefly explains the theoretical background used in the development, the subjects
addresses are the Reinforcement Learning, the modelling of the human arm and
the explanation about some tools used.
• Chapter 4: Methodology
4
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– Explains the proposed simulation structure, the real structure, and the implemen-
tation of Reinforcement Learning Algorithms to the proposed problem.
• Chapter 5: Results
– Presentation of the obtained results in all experiments performed, including the
simulation. Also the analysis and discussion of the main observed characteristics
of the implemented system are presented.
• Chapter 6: Conclusion





This chapter presents some relevant works that address the assistive devices for physical
rehabilitation, specifically for upper limbs through the use of robotics, besides the existing
robotic rehabilitation systems in the literature and the different approaches of each work are
explained. Also the common characteristics and the deviations of this work in relation to the
other is presented.
2.1 Robotics Rehabilitation
The rehabilitation robots are one of the possibilities that the modern robotics provided. There
are many types of robots with different purposes that are used to provided helps to specific
tasks or improve the physiotherapy of the patients. In 2001, Tejima [11] accomplished a review
of several works, classifying the types of rehabilitation robots according to their tasks and
separating them in four groups: the augmentative robots, the augmentative mobility, robots
for help care-givers, and the therapy robots.
The augmentative robots are used to improve a specific or multiple tasks on the patient
side, as the pick and place of an object or an orthoses that allows the patient perform some
task. Devices used to improve the mobility of the patient, as the robotic wheelchair, are from
the augmentative mobility group. The robots for help care-givers are those devices that help
nurses or care-givers to accomplished a task, as to move the body of a patient. Robots used in
occupational or physical therapy compose the fourth group and are the focus of this work.
The therapy robots also can be separated according to operation and support provided
to the patient. Badesa, Morales, Sabater-Navarro, et al. [12] presented this classification: the
assistive and resistive mode.
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• In the assistive mode the robot causes the movement in the limb of the patient, gener-
ating forces that replace or add up to the patient’s strength.
• During the active movement of the patient the robot in resistive mode stores the data
about the performed exercise, as position, force, velocity and other. The robot can also
be set to exert different levels of resistance to the motion.
The first concepts of the industrial robotics appear in the late 40’s, but only in 1954 a
robotic manipulator with memory was patented by George Charles Devol and in 1961 the
same started to be used in industrial level for the General Motors. The robotic manipulators
are the electro-mechanical structures controlled by a software, usually anthropomorphic,
i.e., similar to human arm. The idea of use this robotic systems to rehabilitation begun years
late, in the 80’s the use of robotics in contact with humans or even near by them was not
recommended due their physical dimensions and accident history. Only in 1999, with a
research accomplished by Budapest University of Technology and Economics, a common
industrial manipulator was used to perform the physiotherapy rehabilitation, this project was
called REHAROB [13].
The objective of REHAROB project is help the treatment of shoulder and elbow of hemi-
paretic patients [14]. The Hemiparesis is a sequel of stroke that some patients may develop
depending on the location of the brain injury, however a study conducted by Taub, Miller,
Novack, et al. [15] in 1993 evidenced that the motion therapy has a positive effect in patients
with this health condition. The realisation of this therapy can be quite stressful for the thera-
pist because repetitive movements must be performed several times, thus the application of
a robot in there cases represent an improvement for rehabilitation [16]. The REHAROB is a
robotic system composed by two ABB industrial robots, the IRB 140 connected to upper arm
and the IRB 1400H connected to lower arm, and this system is shown in the Figure 2.1. The
mechanical design is presented in [14].
The exercises conducted by the robotic system are result of a research about conventional
movements performed in this type of physiotherapy and were found 45 motions which
are respectively presented in [17]. The validation and the verification of the efficiency was
8
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Figure 2.1: The REHAROB system connected to upper and lower limb of a patient (Modified from Toth, Fazekas,
Arz, et al. [16]).
conducted by a clinical test presented in [16]. The clinical tests consisted of two groups, the
first with four healthy persons and the second with eight patients. Each patient received
an accumulated 30 minutes of robotic physiotherapy during 20 consecutive working days,
totalizing 7200 minutes of robotic operation in the whole group of patients plus 3600 minutes
of operation during the system preparation. The results demonstrated an improvement in the
patients on: the range of motion, the spasticity of the antigravity, the muscle strength, and the
Functional Independence Measure.
Currently, there are many types of robotic systems commercially applied to rehabilitation,
some of these examples are the devices provided by Hocoma©, the ARMEO® robots [18].
These robots are already used in therapy clinics around the world and some studies shown
the contributions to the rehabilitation of the patients, as the presented in [19], [20] and [21].
A list of other devices used for upper limb rehabilitation is shown in [22], are displayed the
characteristics of each system and for which part of the limb is designed.
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2.1.1 Collaborative Robots and Rehabilitation
The interaction between human and robots, where both can be in the same room with a high
level of safety could be impossible in the 80’s. However, currently, it is perfectly possible due
to emergence of collaborative robots (cobots). The idea of use cobots is nothing new, in 1996
Colgate, Edward, Peshkin, et al. [23] in the paper Cobots: Robots for collaboration with human
operators presented a system with this purpose.
At the industry level, the cobots already took their places. This type of robots are used
for several tasks as pick and place, welding and other precision tasks. The examples of this
industrial robots are: the UR3 from Universal Robots© [24], the LBR iiwa from KUKA© [25]
and the YuMi from ABB© [26]. The UR3 was used to develop this work.
Some authors use cobots to rehabilitation purposes. One of these approaches was accom-
plished by Papaleo, Zollo, Spedaliere, et al. [27]. In their paper, a cobot of KUKA with 7 DOF
which adapts to patient needs in real-time was used. The patient is attached to end-effector of
the robot, so the system applies an assistive force when the patient cannot complete certain
trajectory or a resistive force when moving away from it. A experimental validation was
conducted taking into account healthy behaviour and a simulated post-stroke behaviour
when the patients intentionally fail in the motion. The results of the system are interesting
because the robot acquires the patient data about the movement and use to modifying the
task complexity.
Another project that uses cobot-based approach to achieve rehabilitation is the Universal
RoboTrainer [28] [29]. This system uses a Universal Robot to train disabled upper limbs,
and the idea is based on studies that prove the effectiveness of repetitive movements in the
treatment of dysfunctions. Some tests with this device have been performed. One of them
addresses the confidence in the medical human-robot iterations shown in [30], and presents
the main issues in that approach on the patient side, as signs of distress in the exercises,
concern and expectation about the movements attached to a robot arm, and others.
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2.1.2 Virtual Scenarios for Rehabilitation Robotics
Another tool employed to rehabilitation is the virtual scenarios that are used with several
purposes. In literature many works have been found using this approach to create better
systems, provide visual feedback to the patient or test devices by simulating the environment.
Rehabilitation robots are potentially problematic because works with the human contact and,
for this reason, requires a high level of safety. Therefore, the clinical test for assessment of
new technologies is sometimes not possible and consequentially delay the development of
the project, so the simulation also have the purpose to accelerate this system where there is
the human contact.
A simulation of rehabilitation environment with a model of the human limb can be seeing
in [31]. It presents the design and simulation of an exoskeleton with eight DOF to upper
limb rehabilitation. The model of the upper limb was developed in Opensim, the design
and the mechanical structure was constructed in Solidworks, and the MATLAB was used to
perform the dynamic simulation through the Simmechanics. This dynamic simulation helped
to model a predictive dynamics problems in the motion of the elbow considering the torque
square and the minimum execution time for the desired rotation.
A model of a upper limb integrated in a virtual reality (VR) can be seeing in [32], the
proposed work establish a method to estimate the posture of the human limb attached to the
exoskeleton. The joint angle measurements and the constraints of exoskeleton are used to
estimate the human limb joint angle in virtual reality. The robot-based system used was the
Armeo Spring exoskeleton, a standard robotic system commercially used in rehabilitation
field. The simulation was performed in V-REP platform and signals were measured from
ARMEO through software and hardware provided by outsources. The simulation can be seen
in Figure 2.2, where Figure 2.2a shows the environment simulation and Figure 2.2b presents
the system that was simulated.
Du, Sun, Su, et al. [33] presents other approach that uses a VR to perform the rehabilitation
with the robotic system, in this case the system was developed in ROS/Gazebo and presented
an immersive VR display. When the patient perform the movements, the robotic system
11
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(a) Simulation on V-REP (b) Robotic System with Human
Figure 2.2: Simulation of a Robotic Rehabilitation System [32]
acquire the data and transmits to ROS/Gazebo, thereby patient can see in real time your
performance inside the simulated environment. Therefore, the patients could gain intuitive
feelings about arm’s movement through visual feedback. The virtual scene is a standard
kitchen with various objects and a human body, this scene represents some ADLs.
2.2 Intelligent Rehabilitation Robotics
A rehabilitation robot can be controlled in many ways depending on the work environment,
the performed tasks, and how the contact with the patient will be. The problem of the several
existing control types is the adaptation to each patient. This adaptation generates a huge
wasted time to set up the parameters and the system to the new person that interact with it.
So, develop adaptive robots to deal with the patients in a dynamic manner is very important
to the field [34].
Some authors address their papers to adaptive controls and developing interesting sys-
tems, is the case of the Krebs, Palazzolo, Dipietro, et al. [35] where is proposed a performance-
based progressive robot therapy. The work uses the MIT-MANUS, and the objective is to
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deliver an optimal therapy for each patient. The system uses a game when the patient receives
feedback through a display according to the movement performed. This game is a series of
point-to-point moves that the patient achieves with a determined level of robot assistance.
While the movement is going on, the robot acquires the EMG, speed, and time signals to
evaluate the patient’s performance. Thus, according to this, change the robot’s parameters for
a new interaction. The performance values analysed are the ability to initiate a movement,
move from a starting position to the target, aim its movement along the target axis and reach
the target position. When a patient executes a right movement, the system decreases its
stiffness, providing less guidance to the patient and challenging him to improve furthermore.
The study conducted by Kahn, Rymer, and Reinkensmeyer [36] presents another force
oriented adaptive control to assist the chronic stroke patient. The developed algorithm is
implemented in an ARM-Guide device that consists of a servo motor controlling a position of
the patient’s arm. The signals of measured speed to determine an assistive or resistive force
for the next movement are used. The measured velocity is compared with the desired value for
this variable, when this velocity is smaller than the desired one, the patient is classified with an
injury and the system provide an assistive force to complete the next movement. Otherwise,
a resistive force is applied, and the patient is classified as a healthy person. The system was
tested during eight weeks using this type of control with one hemiparetic individual, and the
results were: improvement of the reach distance in exercises, higher velocity after the therapy
sessions, and consequently shorter times to complete the functional tasks.
The control used in this work is based on Reinforcement Learning (RL) approach, this
type of algorithms uses environment feedback to update its parameters providing an adaptive
control making this method an innovative approach.
2.3 Common characteristics and deviations
The main goal of this project is to develop a robotic system to assist the rehabilitation of
patients with upper limb dysfunction, principally in the shoulder. It is emphasized that the
system is built to meet the needs of patients that are capable to perform the limb’s movement,
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however with a deficient strength and not in the whole Range of Motion (ROM).
The operation of the proposed structure is classified as resistive mode [12], this means that
the robot will exert a resistance force and will acquire the data from the patient’s performance.
When the patient perform the exercise repetitively the upper limbs are able to recover the
lost strength, as shown in [16]. The data acquired from this system on the proposed exercises
are the performed strength of the arm (in three dimensional axes and the resultant) and the
variations of it, the execution velocity of the tasks and the ROM. All information are available
to the therapist.
This system is based in the collaborative robot (UR3) from Universal Robots© and the
control of the force applied on the movement is provided through a self-control algorithm
based in the RL approach. The self-control algorithms is developed using MATLAB to com-
municate with the dynamic simulation, and using Python when the actual robot is used. It
is noticed in [16] that a long time is wasted in the set up of the system for each patient and
exercise, this is avoided by using an autonomous control algorithm because it is adaptable to
patient needs (force) on a free trajectory, i.e., the therapist may indicate any path to the patient
without having to configure the movement on the robot and, when there is a realisation of the
motion, the autonomous algorithm gives the resistance force independently of the exercise’s
directions.
The self-control algorithm needs a training period before the human contact, besides is
necessary to predict the dynamic problems of the system to ensure patient safety, similarly to
the tests accomplished by [31]. Therefore, a simulated environment is proposed to perform the
system tests and acquire data to analyse and evaluate it. The simulation is performed through
V-REP from Coppelia Robotics. The main elements are a human body model, simulating
principally the shoulder joints, and a UR3 model. All simulated dynamic parts of the cobot
were already implemented (dynamic model provided by Coppelia Robotics). However, the
human arm representation were developed through the combination of linear joints and




This chapter presents the theoretical background involved in the development of the proposed
system. The introduced knowledge refers to the control implemented, the kinematic iterations
between the robot and human arm, and the used tools to develop this work.
3.1 Reinforcement Learning
In this work the Reinforcement Learning (RL) algorithms to control the robotic system were
explored. These algorithms use feedback from the environment to adapt and update its
parameters. The RL is a type of unsupervised machine learning technique because the
algorithms do not use a database or previous knowledge to training, but the signals measured
from the environment are used to award rewards, which will determine the correct behaviours
of the structure. Therefore, it is important to know the concept of these types of algorithms.
The study presented in this section was based on the references [37], [38], [39], and [40].
Interact with the environment is the capacity of every living being. These interactions
provided important biofeedback because these signals are used to improve skills. As an
example, a human child uses an RL technique when learns to balance, walk or waves its
arms without an explicit teacher. This technique may also be used by machines to improve
their behaviours in dynamic situations because it provides an adaptive control referenced
on environment. The main challenge in working with this concept is knowing how to get
feedback from the environment, which of these signals are essential, which actions to take,
and how to differentiate right and wrong actions. All these concerns should be taken into
account before making a decision.
In a decision process, an agent within a determined environment must take a correct
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decision to choose a specific action in a set of possible actions, in order to move from a state
to another and learn which actions in those states return a better reward. It is necessary to
know the main elements that compose an RL technique to explore this concept.
3.1.1 Elements of Reinforcement Learning
The RL is formed by two main elements, the agent and the environment. To explain these,
it will be used as an example a game of chess. In this game the agent is the player and the
environment is the chess game. The player must decide on a set of possible action, that
represents all the movements of all pieces, which one will be taken. Depending on the action
the game will move from a specific state to another, these states represent the possible new
configurations of the pieces in game. These states are dynamically changed until there is a
winner.
Another elements also compose an RL, and are described as: the policy, the reward signal,
the value function, and optionally a model of the environment.
The policy defines how an agent will learn, i.e., the actions will be taken with a purpose,
in the chess game the policy is compared with the strategy taken by the player to pursue
a positive result. The reward signals defines the goal of the RL problem and depending on
the strategy of the player, if the player wants take the maximum pieces of the opponent the
reward signal must be modelled differently of when the player strategy is take the opponent’s
strongest pieces [37]. The value function related the optimal criteria with policies, in other
words, this function evaluate how good it is for the agent perform a determined action in that
specific state, this concept is difficult to analyse in a chess game because is subjective, but
one way to look at how this function works would be to assess whether the player is winning
or not the game [38]. The model of the environment represents a way to predict the next state
and next reward given an action taken, this model will not always exist, in the example this
model could be a set of probabilities to predict the next opponent’s move.
The described elements compose a generic RL and the concepts presented will guide this
work. This type of algorithm is constructed to make a decision in a dynamic process and to
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adapt the next choice to the environment, therefore it is important to know which concepts
make up this operation. To study RL problems, the Markov Decision Process (MDP) is used
[37].
3.1.2 Markov Decision Process (MDP)
An MDP is a mathematical framework for modelling the environment in a decision making,
i.e, when a decision-maker is about to actuate in a specific environment some elements must
be taken into account, such as the current state of the system, the next desired state, the
actions that can be taken and the probabilities of these actions leading to the desired place. All
these processes and elements can be described mathematically through the MDP framework.
The formulations presented here were explained by Szepesvári [39]. The MDP is defined as a
triplet M = (S, A,P0), where S represents the set of states, A is the set of actions, and P0 is the
transition probabilities. The P0 presents a value to each state-action pair (s, a) ε S × A. Thus
the probability of a system moving from a state s1 to some other state s2 given an action a
chosen in s1 state is:
P (s1, a, s2) = P0(
{
y
}×R | s1, a) (3.1)
Therefore, the same action taken in the same state does not always result in the same
next state. Also, it is necessary to formulate the immediate reward function, which gives the
expected immediate reward when an action a is chosen in s1 state, taken into account the
probabilities mentioned above:









represents the search for the reward in the data set R(s1,a), the problem
is that this data is not always available in table form, and sometimes this value of immediate
reward is obtained from the environment. Another significant value is the final reward R f i nal ,
or the reward awarded when is reached the goal, and this is obtained only one time. To better
17
Chapter 3. Theoretical Background
illustrate the Figure 3.1 presents an MDP process graphically.
Figure 3.1: A generic MDP with three states [41]
Figure 3.1 shows three states s0, s1 and s2, in each state two actions can be taken a0 and
a1. The black arrows represent the transition probabilities and the yellow arrows the rewards
that can be obtained. In that configuration, the decision-maker can start in any state, and the
goal is reached on the +5 yellow arrow. So, if the decision-maker starts in state s1, it should
choose the action a0 to get a chance to reach the goal. If it starts in another state, it must first
moves to state s1. This Figure does not show the immediate reward, but the final one. This
immediate reward can be imagined as a positive value awarded if the agent approaches +5
yellow arrow.
The modelling of the environment is the first step to implement an RL algorithm. Other
elements that need the modelling inside the framework of the RL problem is: the policy that
will guide system learning, and how the updates of the RL algorithm will be performed.
3.1.3 Monte Carlo Methods
Almost all RL algorithms involve estimating value functions, which determines how good it is
for the agent to be in some state. In each decision, the agent expects future rewards that will
define this notion of “how good”, so learning methods for estimating the value functions and
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discovery optimal policies is important [37]. A learning procedure that uses the experience
from the contact with the environment to create the knowledge are the Monte Carlos methods.
This procedure is a way of solving the RL problem based on averaging sample results.
Learning the state-value function for a given policy to predict the returns obtained is
the core of the RL problem. Let’s suppose the goal of estimating the value of Vπ(s1), which
represents the expected return starting from a state s1 under the policy π. A set of episodes
obtained following π and passing through s1 is used to find out the function. Each episode
consists of the set of interactions with the environment that the agent perform, starting at
state sx and finishing at sy . Each occurrence of state s1 in an episode is called a visit to s1.
Sutton and Barto [37] presents pseudo-code that illustrates a simple and generic estimation
of the value Vπ(s1) is presented in Algorithm 1.
Algorithm 1 Monte Carlo Method
1: function STATE-VALUE FUNCTION
2: Initialise:
3: π← policy to be evaluated
4: V ← an arbitrary state value function
5: Retur ns(s1) ← an empty list, for all s ε S
6: Repeat forever:
7: Generate an episode using π
8: For each state s1 appearing in the episode:
9: G ← return following the first occurrence of s1
10: Append G to Retur ns(s1)
11: V (s1) ← average(Retur ns(s1))
12: end function
The code represents a simple way to evaluate a state s1 under the policy π. This approach
requires a reward model linked to the environment for the rewards to be awarded because
there is no modelling that links rewards to states, i.e., it is not possible to award a reward
without knowing if this is the right way. However, the goal of an RL is evaluating all state-action
pairs using the same structure of the Monte Carlo methods, in other words, will be granted
to all state-action pair a value calculated through the defined policy and using the rewards
acquired.
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3.1.4 Temporal-Difference Learning
The Temporal-Difference (TD) Learning is a method to solve the RL problems, that merges
the directly learning from experience with the constant update of the values learned, without
waiting for a final outcome [37]. Thus, a reward model linked to the environment is no longer
necessary because the award needs to wait until the next time step. Thereby, the update rule
for the state value (Vπ(s1)) is:
V (s1) ←V (s1)+α(
[
R1 +γV (s2)−V (s1)
]
) (3.3)
In Equation (3.3) the value of the state s1 is updated taking into account the value of
reward acquired in s2 plus the value of the same state. The constants α and γ are named
learning rates and both are values in the range [0,1]. As explained the same action in the same
state may lead to two different results, this means that the update of state values must be
done with caution, thus if the value of γ is close to one, the update based on the next state will
have a huge impact. The α is used to ensure that V (s1) growth is not so accelerate that it takes
the system to a non optimal response, i.e., if the value of α is close to one the system runs the
risk of understanding that any path that seems right is the better one [37].
3.1.5 SARSA Learning and Q-Learning algorithms
All knowledge presented above guides the idea of an algorithm to solve an RL problem. How-
ever, to a complete solution, it is still necessary to use the state-action pair. The Equation (3.3)
is again used, but in this case, the value is updated inside a matrix, the Q-matrix. This matrix
correlates the pair-values and provides an excellent method to solve the problems.
The first control algorithm explained is the SARSA Learning, this algorithm uses all con-
cepts seen and provided a value function very close to Equation (3.3). So, the update of a
pair (s1, a1) is accomplished taking into account the state s2 achieved after performing a1,
the action a2 chosen in the state s2 and the reward R1 awarded after the action a1, as shown




Q(s1, a1) ←Q(s1, a1)+α(
[
R1 +γQ(s2, a2)−Q(s1, a1)
]
) (3.4)
Notice that this is an on-policy algorithm, that is, the policy of choosing an action is taken
into account in the Equation (3.4). The SARSA algorithm is shown in [39]. There are also the
off-policy structures, which uses the same concept described, but do not take into account
the action choice. Q-Learning is an example of this type of algorithm. The difference from
SARSA is the structure of the state-action pair update. So, the value function uses the state
achieve s2 and the reward R1 to assign the value to the (s1, a1) pair. Thus, the configuration of
Q-Learning is (s1,a1,R1,s2). The Equation (3.5) shown this value function.
Q(s1, a1) ←Q(s1, a1)+α(
[
R1 +γmax(Q(s2, :))−Q(s1, a1)
]
) (3.5)
In Equation (3.5) the update disregard the action a2, and uses the maximum state-action
value max(Q(s2, :)) for the state s2. An example of Q-matrix for both algorithms is presented
in Figure 3.2. As can be seen, the states are related to the matrix lines and the actions are
linked to the columns.
Figure 3.2: A generic Q-matrix with 2 states and 2 actions.
Some features are used to evaluate the performance of an RL algorithm. As the goal of
the agent is known, the optimal behaviour will be the convergence to the goal in as few steps
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as possible. This optimal number of steps will only be known when enough episodes have
passed. Another way to evaluate the agent’s behaviour is the number of rewards per episode.
This number should increase as the agent learns, and is shown in the Figure 3.3 which presents
these values for a generic RL problem. Other ways to assess whether the agent is making the
right decision is using environment parameters as the rewards acquired per episode.
Figure 3.3: Rewards per Episode for a generic RL problem - SARSA and Q-Learning [37]
.
Know each algorithm and its value functions represented in Equations (3.4) and (3.5) is
essential and makes it possible to study how actions should be chosen. This is an essential
part of the knowledge, because the correct choice of the action to achieve a goal is the main
objective of this algorithm.
3.1.6 Policy and Action Choice
As seen in Section 3.1.5 both Q-Learning and SARSA Learning present a Q-matrix that corre-
lates the state-action values with the reward acquired by that pair, these values are a way to
evaluate the desired behaviour of a system. In these algorithms, the Q-matrix values are also
used to perform the choice of the next action.
In a simple RL problem, a policy to guide the action choice may be the greedy policy.
Basically, there is a search for the best action in the current state through an analysis of the
Q-matrix values, for example, the Figure 3.2 presents a generic Q-matrix, if the system is in
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state s1, the greedy policy will search which one action has the most significant value, a1 or
a2, and based on this will decide the next action. The choice through the greedy policy is
demonstrated in pseudo-algorithm 2, considering a state sx .
Algorithm 2 Greedy Policy
1: function ACTION CHOICE
2: πg ← maximum element of Q(sx , :)
3: Index ← the indexes of the matrix for πg
4: Acti on ← the second term of Index (represent the better action)
5: end function
This is a simple way to determine the next action, but is not the better way. In RL problems
the agent faces a conflict between exploration and exploitation, this means that the agent
besides choosing the better action must also explore new possibilities to avoid getting stuck
in a behaviour that seems correct but not the optimal. Therefore, in most cases, a modified
greedy policy called ε-greedy policy is used. Basically, in this case, a random value in the
range [0,1] is generated and compared with the ε value. The ε must be a constant close to 0,
in this case is used ε= 0.1. If the random number generated is larger than ε the greedy policy
is chosen, else the next action is also chosen randomly. The pseudo-algorithm 3 shows the
action choice structure based on the ε-greedy policy.
Algorithm 3 ε-Greedy Policy
1: function ACTION CHOICE
2: ε← 0.1
3: Generates a random number between 0 and 1
4: if r andom >= ε then
5: Choose the greedy policy
6: else
7: Choose a randomly action
8: end if
9: end function
The use of this technique ensures that there will always be an exploration, and the agent
will learn all possible ways to complete a specific task. With all the knowledge presented in
this section is possible to implement these algorithms to a rehabilitation problem.
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3.2 Impedance Control for Human arm
It is relevant to understand how is the behaviour of the human arm and its response in the
movement execution, to accomplish a complete study about the rehabilitation of the upper
limbs. Some authors have already studied this subject and created some models to simulate
the human arm responses in a dynamic environment. In an investigation conducted by
Ajoudani [42] the human arm may be modelled as a Mass-Spring-Damper (MSD) system in its
end-effector, this means that the human arm can be described as a function of Equation (3.6)
Fext = Mhm∆χ̈+Dhm∆χ̇+Khm∆χ (3.6)
This equation relates an external force Fext with the parameters of the arm’s movement
in an equilibrium situation. Mhm , Dhm , and Khm represents the virtual matrices of mass,
damping and stiffness of the system, the values of ∆χ̈, ∆χ̇ and ∆χ are the variations in
acceleration, velocity and position of the human arm. The main challenge in using this model
to simulate the arm’s response is knowing the parameters that represent the human limb:
Mhm , Dhm , and Khm . Usually, these values are found, taking into account some physical tests
with an individual representing the set of people targeted by the study.
Fu and Cavusoglu [43] conducted a study that aimed to know these values of the human
arm. In this paper, a model of the human arm is also considered using the MSD approach, but
in this model, the human limb is described as two sets of spring-dampers and one mass. The
experiments to define the human arm function and the values that represent the limb was
performed with the Phantom Premium 1.5a, a haptic device that measures the end-effector
force. The system used to acquire theses values and the model is presented in Figure 3.4.
As can be seen in Figure 3.4b the model is more complex that the accomplished in [42].
Therefore, a new transfer function Har m must be found to represent this system. The Equa-
tion (3.7) presents this new human arm function, correlating the Fsensor (force measured at
the end-effector) as input and position of the arm Xar m as an output. The Equation 3.7 is in
Laplace notation. With this transfer function the experiments were conducted in order to
found the following terms b1, b2, k1, k2 and M that represent the human limb values.
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(a) System based on Haptic Device (b) Model of Human Limb
Figure 3.4: Human Arm Modeling [43]
Har m(s) = Xar m(s)
Fsensor (s)
= M s
2 + (b1 +b2)s +k1 +k2
b1M s3 + (b1b2 +k1M)s2 + (b2k1 +b1k2)s +k1k2
(3.7)
The accomplished experiment considered 135 subjects using the system represented in
Figure 3.4a and presents the model parameters for the three axes (X, Y, and Z) which are
presented in the Table 3.1.
Table 3.1: Nominal Arm Model Parameters [43]
Axis M (Kg) k1 (N/m) k2 (N/m) b1 (N*s/m) b2 (N*s/m)
X-axis 0.2179 379.5 78.75 1.8390 4.645
Y-axis 0.2692 552.4 105.3 3.6090 6.430
Z-axis 0.2041 769.9 271.7 0.7764 18.060
These values about the human limb mentioned in Table 3.1 together with the Equa-
tion (3.7) are enough to simulate the human arm response. However, Yang, Wang, Tong, et
al. [44] show that the model of the human limb can be further simplified in the rehabilitation
field, since the movements performed by the patients are slow and extend for long periods of
time, contradicting the classical perturbation approach presented in [42] and [43]. Therefore,
this approach considers only the spring factor and the position to describe the human limb
response. The Equation (3.8) shows the simplification.
Fext = k(xd −x) (3.8)
25
Chapter 3. Theoretical Background
The Fext represents the vector (3x1) of desired force in the directions X, Y, Z, k is the matrix
(3×3) of system’s stiffness, and the term xd −x is the displacement of the end-effector.
The Equation (3.8) shows a way to describe the human arm behaviour depending on the
position and the stiffness of the arm, and this approach will be used to compare the results
obtained with the system that will be proposed in this work. The factor k that describes the
human arm parameters only was studied for healthy subjects in previous works, so that there
is no data for disabled people.
3.3 Tools used in the development
This section presents some tools used in the development of the intelligent system for robotics
rehabilitation, principally the physical elements of the system, since these are the main parts
that most limit the potential of the proposed structure. Therefore, it will be addressed the
collaborative robot and the force sensor.
3.3.1 The UR3 collaborative robot
The UR3 is a collaborative robotic arm from Universal Robots, and it is shown in Figure 3.5.
This robot has a static base, six revolution joints that grant a movement with 6-DOF, and 3 kg
of payload [45]. Some other essential features for this work are presented in Table 3.2.
Notice that in the Figure 3.5 each joint is shown by the letters A, B, C, D, E, and F, that
respectively represents the Base, Shoulder, Elbow, Wrist 1, Wrist 2, Wrist 3.





Infinite rotation on end joint
Speed:
360 degrees/sec (Wrist joints)
180 degrees/sec (Other joints)
Communication:
TCP/IP 100 Mbit: IEEE 802.3u, 100BASE-TX
Ethernet socket & Modbus TCP
Programming: Polyscope graphical user interface
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Figure 3.5: Design of UR3 and its respective joints
.
As can be seen, the robot range is 500 mm (depending on the initial position), this value is
the first limitation for the system proposed, because there are cases where the range of the
human arm is more extensive than the robot.
Each joint of the robot has a range of +/- 360º, so the UR3 can reach any position and
angulation, as long as global limitations are respected. As stated, the robot has six joints, and
not all are equal, they have different sizes, and this influences the maximum strength they are
capable to execute [46]. The UR3 is formed by three different joint’s sizes and, consequently,
three distinct joint’s torque. The Table 3.3 presents these parameters.
Table 3.3: Maximum joint’s torque (UR3) [46]
Joint Size Maximum Torque
Wrist 3 Size 0 12 Nm
Wrist 2 Size 0 12 Nm
Wrist 1 Size 0 12 Nm
Elbow Size 1 28 Nm
Shoulder Size 2 56 Nm
Base Size 2 56 Nm
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The value of maximum torque of the joints presented is enough for this development
because these limitations will not overcome when motion is being referenced in the tool
attached to the UR3.
To develop ordinary industrial tasks, such as pick and place, robot programming is per-
formed through a graphical user interface (GUI) called teach pendant. This interface is
simplified to the user, presenting the essential functions and fast development of program-
ming. In this work, besides the programming in Polyscope it will be insert a self-control
algorithm developed in Python. The communication between the UR3 and this algorithm is
performed through a MODBUS protocol, that will be addressed later.
At the end-effector of the UR3, there are two essential devices, the force sensor and a tool.
The force sensor will be presented in Section 3.3.2. The tool is a 3D printed device attached to
the force sensor, and the contact between the human and the robot happens through it. All
movements, forces, positions and other variables will be referenced at the 3D printed device.
3.3.2 Force Sensor
The main device to catch the environment feedback is the force torque sensor FT 300 from
ROBOTIQ. The UR3 is also capable of measuring the forces on its end-effector, however this
measurement is much less accurate and therefore insufficient for our needs. The accuracy for
this force measurement according to the manufacture is 3.5N [47].
The FT 300 sensor is easily connectable to the UR3 and capt the values of force and torque
in the three Cartesian axes and orientation [48]. The relevant specification for this work are
presented in Table 3.4.
Table 3.4: Technical Specification of ROBOTIQ FT-300 [48]
Specifications Fx - Fy - Fz Mx - My - Mz
Measuring Range +/- 300 N +/- 30 Nm
Signal Noise 0.1 N 0.005 Nm
Recommended threshold for contact detection 1 N 0.02 Nm
Data output rate 100 Hz
This sensor is suitable to the development because the measures of the human force do
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not exceed the maximum of the sensor. The value of the signal noise must be taken into
account as the robot cannot initiate a movement if the read value is smaller than the noise.
In fact, all values that not exceed the threshold of 1 N should not be considered as a contact.
The output rate of the data exerts great influence in the data acquire, this means that the
sensor only is able to capture 100 measures of force per second, this value will be later used to
calculate the force sample size. The Figure 3.6 presents this force sensor.






In this chapter will be presented the solutions adopted to develop the simulation, the RL
algorithms and the real system. In Section 4.1 the simulated environment to test the system
with the self-control is presented. Section 4.2 shows the modelling of the proposed system
using the techniques of Reinforcement Learning. Section 4.3 offers the communication be-
tween softwares to accomplish the simulation with the self-control provided by RL algorithms.
Finally, Section 4.4 shows the implementation of the algorithms in the collaborative robot
(UR3), and the communication between the self-control and the environment.
4.1 Simulated Environment
This section shows the development of the elements and codes composing the simulated
environment used to test the insertion of the RL algorithms to the rehabilitation field.
The proposed system was made in V-REP platform. V-REP is a simulation software that
integrates a robot simulator with a development environment and can simulate robotic
arms, mobile robots, sensors, tools and many different scenes. The Integrated Development
Environment (IDE) is programmed in LUA language. V-REP also presents tools for commu-
nications with remote Application Programming Interface (API) as MATLAB [49]. Another
important model in V-REP is the human body which can be simulated walking, actuating legs
and arms [50].
The simulation has three essential parts: The virtual scenario with the robot and the
manikin, the codes that control the simulation, and the human-machine interface. Basically,
the components used in the simulation are made by mechanical parts and joints. The dynamic
properties of mechanical parts that can be changed in the simulation are mainly mass, inertial
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moment, and texture. The joints can also be configured, but its dynamic properties refer to
movement, as maximum torque, target velocity and position control — all these features in
V-REP results in a simulation very close to the real environment.
4.1.1 Virtual Scenario
The virtual scenario was created to present the graphic part, where it is possible to visualise
the models used to simulate the robot and the human. In this scenario, it is possible to relay all
the dynamic configurations of the elements as joints and structural parts. The Figure 4.1a and
4.1b show the collaborative robot, and the human body structure inserted in the simulated
environment. Both models are provided by V-REP platform.
(a) UR3 model (b) Manikin model
Figure 4.1: Models in V-REP platform
The simulated robot is the UR3 from Universal Robotics©. It has six joints that can
be simulated separately and some mechanical parts representing the dynamic structure.
The Figure 4.2a shows the active elements for the simulated UR3 model. Within the V-REP
platform, it is possible to modify the properties of each structural element, however for the
robot it is only necessary the modifications in the joints functioning, since the mechanical
parts already had the same characteristics of the real robot. The functioning mode of the
joint, configured in Torque/force Mode, was the only modified property, the configuration




(a) Structural Elements of UR3 (b) Dynamic Properties Tab of a UR3’s joint
Figure 4.2: UR3 Configuration
At the end-effector of the UR3 is attached a force sensor that will show the exact force of the
human arm during the entire simulation. Notice that this sensor is represented in Figure 4.2a
by the UR3_connection. The element called Connector has the function of connecting the UR3
to the human arm and was created through a CAD design, it has specific properties (Mass
value near zero) so that the simulation is not influenced.
The used Manikin is a particular case because only the human arm is used, then, the es-
sential joints for this approach are those that represent the shoulder. The dynamic properties
resemble those made on the robot joints so that the functioning will be in the Torque/force
mode. For the Manikin, the structural parts must be configured to approximate the simu-
lation to a real case. Therefore, the data used comes from a study accomplished by Ribeiro,
Estivalet, and Loss [51] where is presented a model to estimate the force and the torque during
the abduction of the shoulder. The experiment consists in the execution of the abduction
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movement by the patient and the measure of the performed force through a dynamometer.
The considered patient in this experience is a man with 1.78 m and 85 kg. In this case study,
the maximum torque measured was 41 Nm. In the simulation, the system was prepared to
receive these values. Thus, the dynamic property configured in the Manikin was the weight to
approximate the simulation to the real case.
Finally, the Figure 4.3 shows the complete virtual scenario with all pre-configured elements.
The human arm is connected to the robot through the connector, and, because of the joint’s
settings, when the human arm starts a move, the UR3 will follow the movement.
Figure 4.3: Complete virtual scenario with all elements
.
4.1.2 Simulation Codes
The codes were developed in LUA language and were divided into two main scripts, one called
by threaded child script and other called by non-threaded script. The main difference between
both scripts is the mode of each on runs during the simulation. The non-threaded child script
runs just once after the start of the simulation and when it is called by other function, such
as the press of buttons. In this script, we find the codes referring to the development of the
human-machine interface (HMI) and all functions linked to it. The threaded script runs in
loop during the entire simulation, and this script contains the codes about the movement




The Figure 4.4 may be used to illustrate the operation and function of both scripts. It is
worth remembering that the simulation is performed through small steps (100ms). Shorter
step times could be used, but computational expense would be very high. In the illustration,
a user inserts the configurations through the HMI, this data is read by the non-threaded child,
sent to threaded child script, and these settings finally are used in the simulated elements. In
each simulation step, the elements present a response from the environment that returns via
scripts and is displayed in the HMI.
Figure 4.4: Operation of non-threaded and threaded child script
.
The operation shown in Figure 4.4 only represents the simulation being executed using
the parameters that are set by the user, and in this mode, the robot resistance to the human
movement is changed according to the wishes of them. However, the use of simulation has a
second purpose, which is to test the RL algorithms, this latter function can be accessed by the
user through the HMI and will be presented in Section 4.3.
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4.1.3 Human Machine Interface (HMI)
The HMI was configured in XML. Its functions refer to the configuration of the main parame-
ters in the simulation, also to display the feedback from the environment, and to insert the
self-control algorithm.
The HMI was divided into three tabs. The first and second tabs are used when the user
gives the configurations about the movement. However, the third is used to configure the
communication with the external API (MATLAB) and insertion of the RL algorithm. In Figure
4.5a and 4.5b are shown the tabs “General Settings” and “Control Panel”, sequentially. The first
tab configures the main parameters linked to human arm movement (1 and 2), the resistance
torque of the UR3 (3), and the possible variation of the patient force, which can be random
(button “random failures”) or given by the user (4 and 5). When the button “Add New Values
to Arm” is pressed, the simulation starts and the table is filled with the configured parameters.
The second tab, called “Control Panel”, presents some results of the movement as torque
of the robot’s joints and torque of the human arm, and the data measured by the force sensor.
The button “Test” is used to perform a test in the system with the following parameters:
Human arm torque (30 N.m), shoulder target position (300 degrees), UR3’s resistance torque
(2 N.m), and without failures in the movement.
The third tab called “MATLAB Communication” is responsible by the communication
with the external API, and is presented in Figure 4.6, basically when the button “A” is pressed
the simulator can send and receive signals from MATLAB. If the button “B” is activated, the
V-REP send a request to the external API to initiate the self-control module. The table showed
in tab only presents the information about the communication. This operation will be better
commented in the Section 4.3.
With the functioning of the simulation explained and its dynamic properties performed, it
is possible to start developing the autonomous control algorithm that will be tested in the
simulation to control the resistance force that the UR3 will provide to the movement.
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(a) “General Settings” Tab (b) “Control Panel” Tab
Figure 4.5: Simulation settings - Tabs 1 and 2
4.2 Modelling the System as an RL Problem
As stated in Section 3.1, a modelling of the problem must be accomplished to enable the
insertion of the RL algorithm. For this, it is essential to know the parts that make up the system.
Notice that this modelling is used for both simulation and operation in a real environment.
4.2.1 Agent and Environment
The first element to consider is the agent that will interact with the environment, the UR3
collaborative robot. The model of the robot is presented in Figure 3.5 and its limitations are
shown in Section 3.3.1. The essential feedback measured from the environment is the force
value collected through the force sensor. Besides, can also be acquired the data about position
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Figure 4.6: “MATLAB Communication”
.
and velocity for each joint, and end-effector.
Environment modelling is a bit more complicated and should take into consideration the
goals of this work. This environment can be imagined as the interaction between the human
arm and the agent. Using the MDP framework is possible to study this problem as a set of
states S that can be reached using another set of action A performed in each state.
The objective of the self-control algorithm is to provide a resistance to the force performed
by the human arm. On the robot’s side, the states must be linked to the effects produced by
the UR3, i.e., each value of force performed will form a different state. However, this approach
is not sufficient to describe the system as a whole because the data about the patient force
is neglected. Each state can also be imagined as a value of the set of forces performed by
the patient, but still, some of the environment information would not be used. To solve this
problem, the state approach in this works considers the force in the patient’s and the robot’s
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side. Therefore a state will be described as a force pair P f ,R f , to ensure that all information
were used.
The approach described to modelling the environment disregards the position of both UR3
end-effector and human arm, and this represents a benefit to the system because there is no
more dependence on this variable. In fact, if the position was also a control variable, the states
would have five dimensions P f ,R f , Xpos ,Ypos , Zpos , which would represent a considerable
computational expense.
4.2.2 Actions, Policy and Reward Signal
The goal of an RL algorithm is to perform a better decision taking into account the current
state of the agent. This decision is chosen through the policy, that consider the reward signal
as feedback for the system, and refer to the next action that the agent will perform. So, it is
appropriate to study the modelling of action, policy, and reward signal together because these
three concepts complement each other.
Before the explanation about these three concepts, it is important to clarify what will be
the values of the Q-matrix. As stated in Section 3.1.5, the Q-matrix correlates the states with
the actions, in this work this matrix will be three-dimensional P f ,R f , a because the states
are presented as a force pair. For a linear movement only 1 Q-matrix will be used to describe
the behaviour of the system, but when the movement performed is in a 3D space will be
used three different matrix to present the behaviour to the three axes. Figures 4.7a and 4.7b
presents an illustration of these two approaches for the Q-matrix used in this work.
If the method of three matrix was used, another matrix should correlate these and will be
described later.
In this work, the agent’s goal is to provide a resistance force to the movement. Thus the
actions that will be modelled to this problem are represented by the possible decisions that
the system can make: increase the resistance force, decrease the same resistance or hold this
value — remembering that these forces are always referenced in the UR3’s end-effector.
The update of the Q-matrix is based on the states, the actions described, and on the reward
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(a) Q-matrix to the linear movement (b) Q-matrix to the 3D movement
Figure 4.7: Two approaches for Q-matrix used in this work
signals. These reward signals are assigned using the environment feedback, and in this case,
these data are the force collected by the sensor. So in the first iteration, the Q-matrix start with
all values equal to zero, and thus a random action should be chosen. When the first action is
chosen, an evaluating of this choice happens by means of a reward and thus changing the
value inside the Q-matrix.
The assign of this reward should be based on the expected behaviour of the system. As
the work focuses on the improving of the patient’s force, the reward should be assigned when
there is a detection of increases in the patient’s strength. However, perceive this improvement
is not easy, so to get around this situation, a previous test of maximum force of the patient’s
arm will be performed.
Making the UR3 static and asking the patient to perform the maximum possible force in
the X Y Z -axes will enable the system to get this value for each axis. Then, this force will be
recorded in a variable, shown to the therapist, and used to award the reward to the agent.
Another parameter that will be configured by the therapist is the expected force of the patient
during the motion. This will be done by indicating the upper and lower limits, in percentage
of the force measured in the first test. All these parameters and values will be shown in the
web interface. In this work, as an example, the minimum and maximum limits will be taken
as 70% and 85%.
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The policy used to accomplish the decision is called ε-greedy policy, exemplified in pseudo
algorithm 3, and uses the Q-matrix values to choose the next action, in the first iteration this
action will be often randomly chosen, but after a certain number of episodes the decision
will make based on the best action for the system. It can be predicted that the action will be:
increase the resistance when the force of patient is larger than the resistance, decrease in the
opposite situation and hold the force when the force sensor reads a value between the range
established by the therapist.
With the modelling of the problem, the RL algorithms may be implemented to solve the
problem of this work. Both algorithms were used to collect results in the simulation and in
the real case.
The algorithms applied to the Rehabilitation problem in this work are the Q-Learning
and SARSA Learning, an off-policy and an on-policy algorithm, respectively. The Figure 4.8
illustrates the operation of both. Notice that one of the differences between the first and the
second algorithms is one more process in the second. The other difference is in the update
Equations (3.4) (SARSA Learning) and (3.5) (Q-Learning). The first takes into consideration
the next action to the update.
4.3 Communication Between MATLAB and V-REP
This section will present the communication between the MATLAB (Remote API) and V-REP
software, in the implementation of the self-control in the simulation. The development of
this communication is valid for the two algorithms implemented. First of all, it is essential to
analyse how the simulation will proceed in terms of inserting autonomous control. For this, a
flowchart representing the whole control of the virtual functioning is shown in Figure 4.9.
The communication established between V-REP and MATLAB operates in synchronous
mode [52]. Basically, in this mode, the simulation in the platform only runs after receiving a
request from the API. Thus, a trigger should be created in the MATLAB to inform the V-REP
that the simulation may start. The Figure 4.10 shows a general operation for the synchronous
mode. Notice that only after MATLAB sent the trigger, the simulation remains running during
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Figure 4.8: Block diagram of both algorithms Q-Learning and SARSA Learning
.
one step (100ms in this case). The adopted step simulation was 100 ms because this is the
smallest value the system can perform processing without spending so much time. Other
values could be chosen, but if the simulation step was longer, some system characteristics
could be lost. On the contrary, if the simulation step was shorter, excessive computation times
would make the system implementation impossible.
All codes used to accomplish the simulation in Manual Mode and Autonomous Mode
were developed in the LUA and MATLAB language. However, when the approach is on the
real robot, these codes should be adapted.
4.4 Using the Collaborative Robot (UR3)
This section addresses the implementation of the self-control algorithms in the collaborative
robot. The details of the developed control in Python will be: the communication between
the control system and the UR3, the essential problems found in the measure the data, how
was the collection of samples, and the issues linked to the resistance force provided by the
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Figure 4.10: Synchronous Mode bettwen V-REP and an external API [52]
.
robot. The Figure 4.11 shows the architecture of the proposed approach using the real robot.
The item “1” in figure 4.11 represents the user who interacts with the robot by moving his
arm, resulting in the application of forces on different Cartesian axes (X, Y, Z) acting on the
robot tool. Item “2” is the robot itself, which is a collaborative manipulator. This manipulator
is equipped with a force-torque sensor FT-300 (item “3”), capable of measuring force in the X,
Y and Z directions of the Cartesian plane and orientations. Coupled to the force sensor is a
cone-shaped 3D printed tool (item “4”) where the user can hold and perform movements with
the robot. This printed piece has high rigidity, able to withstand the force exerted by the user
on the robot, this iteration of forces between the robot and the user is represented by item “5”.
The item “6” represents the Reinforcement Learning (RL) algorithms (Q-learning and SARSA),
which, depending on the movement performed by the human, will adjust the resistance to
movement with the rehabilitation manipulator. Finally, item “7” indicates MODBUS TCP
communication between the robot and the computer running the python application. The
robot sends the force data applied to all axes, which is processed by the program, which
returns the resistance force that the robot will apply in the iteration with the user.
It is also worth to remember that the control algorithms developed for the real system
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Figure 4.11: System Architecture of proposed approach.
only concern to the autonomous mode. Manual mode will not be used to control the real
robot, unlike simulation.
4.4.1 Development of the self-control in Python
The self-control developed in Python using the same algorithms presented in the simulation
(Q-learning and SARSA). Both algorithms was implemented separately and their results
compared.
The MATLAB was used to implement the algorithms in the simulation part because
the V-REP presents a synchronous communication that can be applied with this software.
However, when the real UR3 is used is more simple to use the control of the collaborative robot
through an own platform the “Polyscope GUI” that uses the touch screen teach pendant with
a proprietary programming language as shown in Section 3.3.1. The robot, through its own
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programming language, allows the communication with a remote API through a MODBUS
protocol.
The use of the MODBUS protocol requires a quick response from the external API because
the data acquired by the robot will be sent to this and a return response will go back to the
UR3, in real-time. Despite being an excellent tool for development, the use of the MATLAB
in real-time requires an excessive computational expense. This is a huge problem in this
case, because, besides the real-time processing of the information measured by the robot, the
algorithm must still make the calculations with three-dimensional matrices as presented in
Section 4.2.
Then, the chosen language to develop the RL algorithms was Python 3.7.4. This is a
high-level language programming, easily implemented and widely used to data science and
Artificial Intelligence (AI). Besides, there are numerous developed applications available on
the Internet using Python to control the UR3 through the MODBUS protocol. Another benefit
is the various modules that can be installed to provide an easy programming, in this work the
essential modules used are: “pyModbusTCP.client”, “numpy”, and “random”.
The MODBUS protocol is used by the UR3 to perform the communication through a
TCP/IP protocol. Therefore, this robot can send or receive messages through an “’intranet”
(private network) or “Internet” (public network). The MODBUS of the UR3 has 16-bits ports,
some of these ports only can be used to acquire specific data, and are not configurable. The
description of these specific MODBUS ports are presented in [53]. Other ports can be used to
obtain or send variables created by the user to control the system.
The main element to measure the force performed by the patient is the force sensor
attached at the end-effector of the UR3. This sensor is explained in Section 3.3.2. This sensor
also communicates through a port (63351) and provides the variable for the three Cartesian
axes. The MODBUS ports used in this work will be presented forward in the Table 4.1.
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Table 4.1: Used MODBUS ports
MODBUS port Description




400 Position in X
63351 Sensor Force
4.4.2 Force Measurements and Resistance provided by UR3
As explained in Section 3.3.2, the force sensor will be the main element to acquire the data
about the patient’s arm. The sensor is capable of measuring the forces and torques in the
three Cartesian axes, totalling six different values to describe the movement. However, only
the three values linked to the force will be used.
Two experiments were accomplished, the first executing a linear movement in only one
axis and the second in the 3D space. For linear motion, one axis will be in free drive and
the other two locked. It is intuitive to think of working with only the force measured in the
free axis. However, even with the axes locked, there are measurements of force in the three
dimensions. This forces should be considered in the algorithm because they carry a piece
of movement information. Therefore, to get around this problem, the resultant force is used
by the algorithm as the parameter to award rewards and calculate the Q-matrix. The second
experiments use the forces in each axis to calculate the corresponding Q-matrix.
When the sensor recorded a force, the algorithm uses this value to decide what will be the
new resistance force provided by the UR3. The insertion of this resistance force in the robot is
accomplished using the command of force mode (own UR3 command), shown in Figure 4.12.
This command is found in the manual of the URScript Programming language [54].
Figure 4.12: Force Mode Command [54]
.
The command presented in Figure 4.12 depends on some parameters, the first called
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“task_frame” is the pose vector reference of movement, in this work, the vector contains the
values of the tool installed at the force sensor to facilitate the human grab. This tool showed
in Figure 4.13 was not developed in this work, but was taken from another previous thesis.
The pose vector refers to the positions and rotation in Cartesian axes. The second parameter
is the “selection_vector”, is a six-value vector where is possible lock or unlock a linear axis
or a rotation axis. The values of these variables are X ,Y , Z ,Rx,R y,Rz, if the value is 1, the
axis is accessible to the movement. Otherwise, the axis is locked. The other parameter is the
“wrench” that represents the forces performed in each linear or rotation axis. The parameter
“type” basically choose the way that how the force will be interpreted. The final parameter
“limits” will represent the maximum allowed speeds for the unlocked axes and the maximum
deviation for the locked axes.
Figure 4.13: Tool to help the human hand grab
.
The parameters configured for the force mode depend on which axis will be in free mode,
if just one linear axis is unlocked, so just the force in this axis should be modified. Otherwise,
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the set will be in the three forces. The operation of this function is interesting because the
values for the forces performed in the axis can be changed dynamically, perfectly fitting the
problem.
The decision performed by the system refers to the absolute value of the resistance force.
However, depending on the direction of the movement the value recorded by the sensor will
be negative. The negative and positive values indicate the direction of the movement. As the
resistance was set positive in the first iterations, the UR3 had the desired behaviour only in
one direction. To solve this problem a function in the algorithm to recognise the direction of
the force measured by the sensor and compensated in this in the resistance was inserted. So,
when the force measured is positive, the resistance will be negative, otherwise will be positive.
The force sensor is the most important element to measure the environment feedback.
However, the continuous use of this sensor results in the calibration issues. Therefore, if the
sensor is calibrated at this time, probably after three or four iteration, it will not be presenting
reliable values. To fix this problem, at the beginning of all iterations a command is sent to the
UR3 to reset the values of the sensor. It is important that the calibration is performed when
there is no applying force to the sensor.
When the command “force_mode” is employed the robot exert a force in one or more
axes against the human force. However, if the human initiate a execution of some exercise
and drop the tool of the UR3 in the middle, probably the robot will initiate some movement
without a restriction (initially provided by the human hand) in the same direction as the
last force command that the self-control algorithm provide. To solve this problem another
function was implemented, when a force around or equal zero is detected, the algorithm
starts counting until a preset value, if a force is detected by the sensor before the end of the
counting the system keep running normally, otherwise, when the preset value is reached the
resistance force is set to zero and the UR3 stops its movement.
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4.4.3 Force Signal Sampling
To acquire the force signal from human arm the force sensor is used. However, even with a
good calibration, some signals measurement may be wrong due to, for example, dynamic
alteration of the direction, hand grip weakness, random measure errors, and noise signal.
Therefore, the strategy is to get samples of force signal and average these values. But to use
this tactics, it is relevant to think about the sample size.
As the system will operate with a human, the resistance force must respond in real time
the force of the patient. So, if the system takes a long time to calculate the decision or collect
the samples, the human will realise this phenomenon. So, the sample size must be limited to
the human’s ability to perceive touch, according to a database presented in [55], the touch
reaction time is about 155 ms. So, the samples must be collected and processed in a less time.
Also, the signals have a maximum sampling frequency that is limited by the sensor or
MODBUS communication. In this case, the limitation is provided by the force sensor output
data which has a speed of 100 Hz. This means that every 10 ms a signal is collected by the
sensor and sent to the algorithm. Other value that should be taken into account is the time
that the self-control algorithm waste to make the decision.
thp ≥ nsi g tsamp + tpr ocessi ng (4.1)
Therefore, the goal is to change the force without the human realising. This limitation is
considered in the Equation (4.1).
Where, thq is the time of human perception or 155 ms, nsi g is the number of signals that
compose one sample, tsi g is the time to collect one signal or the time to sent the signal via
MODBUS protocol, and tpr ocessi ng is the time spent to calculate the new decision.
So, to calculate the value of nsi g , the value of tpr ocessi ng should be known. However, in
the best case, the computational expense may be considered too small and near by zero.
Therefore, the Equation (4.1) could be disregard the tpr ocessi ng element. Thus, the number of
signals that can compose one sample can be calculate based in the parameters established.
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nsi g ≤ 15. (4.2)
The maximum number of signals that compose a sample will be 15. And this value will
be used to measure the results. All elements of the implementation in the real system will be
explained, thus the real robot used in the real environment is shown in the Figure 4.14. The
camera that appears in the image is used in other works that use the same robot.






This chapter presents the essential results obtained through the developed topics explained
in this thesis. At first will be showed the results referring to the simulation of the system with
the self-control running or not. After that, the results about the training of the real system will
be presented and compared with the simulation outcome. Finally, it is exhibit the simulation
of the model of the human arm presented in the Section 3.2, and the results are compared
with the one axis experiment with a healthy person.
5.1 Simulation Results
All parts connected to the development of the simulation environment and its functioning
will be showed in this section that is divided in the presentation of the developed graphic
part, the force measurements acquired in the simulation and the values obtained with the
insertion of the RL algorithms.
To test the simulated system through the interface, the values considered in the arm are
provided from [51], thus the maximum torque of shoulder is 41 N.m. The failures in the
movement are set to occur in 17% of the path and stop in 42% and are presented as a decrease
in force that the shoulder is capable to perform. A value of 6 N.m is configured to be the
maximum torque that the robot joints can execute in opposition to the movement. Figure
5.1 show the configured values in the HMI tab (presented in Section 4.1.3). These values will
be the reference for all results presented in simulation without the self-control algorithm
insertion.
After setting the values the simulation can be running to test that determined situation of
forces, positions and failures. The simulation environment is presented in the Figures 5.2a
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Figure 5.1: “General Settings” Tab with the values configured (simulation)
.
and 5.2b. Notice that the following figures presents the movement in 40% and 67% of the
proposed system path, respectively. The proposed system path represents the go forward
shoulder movement.
(a) Simulated System - 40% of the path (b) Simulated System - 67% of the path
Figure 5.2: Simulated Movement of human arm
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While the simulation running, the “Control Panel” tab record the values of the movement
in some points of the system. This data can helps the physiotherapist to analyse the simulated
situation. As an example the Figures 5.3a and 5.3b shows this values in the same conditions of
Figures 5.2a and 5.2b.
(a) Data - 40% of the path (b) Data - 67% of the path
Figure 5.3: Data related to movement
As expected, the Shoulder torque remaining in 41 N.m. However, in the elbow reference,
this variable changes according to the arm’s position. It is interesting analyse the UR3 torque
individually, the simulation shows that hardly it exceed the 12 N.m, even with the arm applying
a larger value of torque. Finally, the most significant value is that measured by the force sensor.
As the arm move around the three axes, it can be seen a considerable value throughout the
motion in each axis, and the values are fluctuate according to the arm’s position. So, a value
that could represent the force exercised by the entire arm is the resultant force calculated with
the force in each axis measured by the sensor. This force value is showed in the Figure 5.4.
Notice that there is a great variation in the curve, this represent the failure between 17% and
42% of the movement trajectory.
The curve presented in Figure 5.4 represents only a specific situation. However, when the
objective is to provide forces according to a variable human arm force some control should
be implemented. In this case the control is performed by an RL algorithm, this means that,
after some training, the network is able to calculate and deliver this value linked to the human
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Figure 5.4: Resultant Force (Force Sensor)
.
force.
As soon as the self-control module is active, the human arm will execute the movement of
raise up, using the shoulder as the main joint. The movement of the human arm pulls the
robot attached in the wrist. However, the raising up of arm suffers a resistance force provided
by the link with the robotic system, and this value is acquired and sent to MATLAB.
With the data acquired to the contact with the patient, the RL algorithm updates its values
and find a better resistance force that the UR3 should perform, then this information return to
V-REP through the synchronous communication and the UR3’s maximum torque is changed.
This process occurs in loop until the simulation stop or the maximum number of iterations in
the RL algorithm is reached. This value of resistance is given as a percentage of maximum
force that human arm can execute.
In the first episode, the behaviour of the measured force is not constant and can vary a
lot, however after a few number of episodes this force tends to be constant. In Figure 5.5 the
acquired force is shown after a few number of episodes.
As mentioned before, the RL insertion of the autonomous mode works with the update
of a maximum torque in the collaborative robot in order to correct the resistance force. This
update is shown in Figure 5.6, and as expected in the first episode, the torque increase until a
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Figure 5.5: Resultant Force with the insertion of self control module
value and stands around it, remaining in this condition in the other episodes. The maximum
torque applied in the test was set to 5 N.m because if the value were larger, the arm could not
move.
Figure 5.6: Maximum Torque Update of UR3 in some episodes
Lastly, it is relevant to show the learning of the self-control module. That behaviour of
the system can be presented through the average reward obtained over the episodes. This
information represents the evolution of the system after a number of episodes and can be
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seen in Figure 5.7, Notice that in figure the y-axis represents the average reward to a set of 10
episodes and the x-axis exposes this set, i.e., the first value in the x-axis represents 10 episodes
and so on.
Figure 5.7: Average reward of the RL algorithm
5.2 Experimental Results
The results are measured using the RL algorithm as the self-control model applied in the UR3
to training with a healthy person. The patient has 23 years old, 1,92 meters, and 0.81 meters of
arm’s length. The set up of the experiment is: the individual stands in front of the robot, grabs
the UR3’s end-effector as shown by Figure 5.8, and moves the robot along a path stipulated by
the experiment therapist.
At first the patient was requested to move the end-effector of the robot only along the
x-axis. The UR3 was configured also to move in the same axis. Remember that before the
movement begins, the force sensor attached to the robot is re-calibrated to not interfere in the
measurements. When the patient starts the motion, the sensor starts the measuring and these
data are used to feed the RL technique. To a complete study, two similar algorithms called
Q-learning and SARSA were used. These concepts were explained in the Section 3.1. The
results obtained with the SARSA algorithm will be showed. However, the Q-learning results
58
5.2. Experimental Results
Figure 5.8: Force training with the patient
will be placed on Appendix A. The objective of this first experiment is training the algorithm
to provide a resistance force according to the patient’s needs, moving along one axis.
After completed the first stage of the experiment, the patient was requested to move the
robot in any direction. This makes the decision of the system much more complex, because
the robot should deliver the force in three axes and none of them can interfere in the others.
Notice that on both stages of the experiment the patient tried to execute a movement with a
constant velocity.
The “force_mode” command explained in Section 4.4.2 is used to control the robot with the
information passed by the SARSA algorithm, i.e., the SARSA algorithm receive the information
about the movement, calculates the resistance and through the “force_mode” command pass
this information to the UR3. The command as stated in Figure 4.12 has some parameters that
should be configured. The first is the “task_frame” which represents in which position will
be referenced the application of the resistance by the robot. The “selection_vector” controls
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Table 5.1: Command force_mode applied on the two experiments
Task Frame Selection Vector Wrench Limits
tool_pose() [1, 0, 0, 0, 0, 0] [ResX , 0, 0, 0, 0, 0] [0.15, 0.15, 0.15, 0.1, 0.1, 0.1]
tool_pose() [1, 1, 1, 0, 0, 0] [ResX , ResY , ResZ , 0, 0, 0] [0.15, 0.15, 0.15, 0.1, 0.1, 0.1]
which axis will be enabled for movement. The value of resistance force in inserted on the
robot through the “wrench” parameter. “type” refers to how the robot interprets the force
frame. The variable “limits” represents the limit velocity for each Cartesian or rotation axis
enabled. These parameters except “type” are shown in Table 5.1.
In Table 5.1 the “tool_pose()” represents the end-effector vector of position in Cartesian
and rotation axes. The six position vector (X, Y, Z, RX, RY and RZ) in column Section Vector)
represents which axes will be enable in the motion. If the value inside the vector is one the axis
is active, if the value is zero the axis cannot execute any movement. The variables represented
by ResX , ResY and ResZ are the forces calculated by the SARSA algorithm and that will be
executed by the robot. The “limits” column shown the limit values for the velocity in each axis
in m/s. The “Type” is not metioned in Table 5.1 because have the value 2 for all experiments
and represents a simple executing force along the selected axis.
The experimental results presented on this section will be divided in two parts, the one
axis and the three axes experiment, respectively.
5.2.1 The one axis experiment
This part refers to the first iteration of the intelligent system with the patient arm. The system
records the values of the movement provided by sensors and robots. The first variable shown
in Figure 5.9 is the velocity of the UR3’s end-effector. It is expected that the velocity stands
around value and it seems to happen during all training for the two algorithms. The value of
this velocity is 150 mm/s and the variation between the negative and positive value occurs
due to the changing of direction of movement. It is also noticed some overtaking in the
velocity’s curve. This may occur due to measurement errors or the motion changing.
It is expected that the velocity stands around a value and it seems to happens during
all training for the two algorithms. The value of this velocity is 150 mm/s and the variation
60
5.2. Experimental Results
Figure 5.9: Recorded velocity on the movement - SARSA algorithm
between the negative and positive value occur due to the changing of direction of movement.
It is also noticed some overtaking in the velocity’s curve, this may occur due measurement
errors related to the movement’s direction changes.
Another variable recorded during the system training is the position of the UR3’s end-
effector. As the behaviour is independently of the trajectory, this curve is not always be well
defined. However, the position is also important when it is performed the comparison with
the human arm model, then the Figure 5.10 presents this variable for the SARSA algorithm.
Even disregarding the trajectory some pattern in the movement may be noticed. This
happens because the limitation of the robotic arm. This curve can be also compared with
the values of resistance force provided by the UR3. To analyse how this value changes and
when this happens, the Figure 5.11 shows the comparison between the curves. Notice that it
is presented a set of episodes to facilitate the reading of the data.
The position curve almost every time represents the force direction of the human arm.
This means that the resistance applied by the UR3 shall be the same behaviour, but inverted.
61
Chapter 5. Results and Discussion
Figure 5.10: Recorded position on the movement - SARSA algorithm
Figure 5.11: Comparison between position and resistance force - SARSA algorithm
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The UR3’s force showed in Figure 5.11 is calculated by the self-control using as an input
the measured resultant force by the sensor. It is also considered as a goal of the system, that
the same variable is around the value of 25 N , inside a proposed range (20 N - 40 N ). The
system cannot guarantee that the forces are always inside the proposed range, however, most
times has to seek this target. The Figure 5.12 shows this data to the entire training. Notice that
the data represents the force measured in the three axes (X Y Z ). Even that motion is only in
one axis, there are reading forces in all axes and these variables should be considered.
Figure 5.12: The measured resultant force by the sensor - SARSA algorithm
Figure 5.12 presents many values that exceed the 40 N. Some of these values can be
considering that the patient can execute this force for a short period (time). However, this
value not always represents reality. Even with the technique used to mitigate the reading
errors, some of them were detected, principally when the patient changes the direction of the
movement. Therefore, the analysis must be done considering the average value of the force,
which seems to be around 28 N , and this is acceptable behavior. This overtakes are also a
result of the force applied in the other axes recorded by the sensor. Thus, if the forces on the
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other directions were disregarded, the force should perform better.
There are forces applied in the other axes that are recorded by the sensor and this explain
some of the overtakes noticed in the curve. Thus, if the force recorded on the other directions
was diregard, the curve will be presented a better behaviour as shown in Figure 5.13.
Figure 5.13: The measured force by the sensor on the x-axis - SARSA algorithm
Figure 5.13 presents the force for the measurements about the x-axis. The value of the
force depends on the direction of the movement. So, the reading of this variable should
only be considered the value module. However, this curve also shows to the reader that the
systems choose the next resistance force independently of the direction, promoting an almost
constant variation in the x-axis force.
Inside the set of proposed actions there is no correct action that the system can make,
however, there are correct actions in some situations. It is expected that the self-control
chooses these correct actions to get the rewards and at the end of training the negative be
smaller than the positive. This objective is reached and the Figure 5.14 shows a comparison
between the number of positive (+1) and negative (-1) rewards assigned. The number of
64
5.2. Experimental Results
positive rewards, where the system recorded a human arm force inside the proposed range, is
at least two times larger than the negative rewards.
Figure 5.14: Rewards assigned by the SARSA algorithm
The goal pursued was successfully achieved, precisely because the force of the human
arm remained around the force established during almost all training. However, it is not clear
what is the better resistance force that the robot should deliver to the patient in each episode.
The data recorded on the selected force shows exactly this situation, as stressed in Figure 5.15.
Nevertheless is possible to analyze that the robot didn’t learn the better force, but the learning
was the best moments to increase or decrease the force.
It was noticed that empirically an UR3 force of 6 N is capable to ensure that the arm will
execute a force close to expected, but this value depends on the position of the patient relative
to the robot. Thus, sometimes a smaller or higher resistance force is required to accomplish
the goals. As the system is dynamic and complex, 500 interactions were not enough to make
the system to fit optimally, but it is possible to verify that this same number of episodes was
enough for the robot to have the expected behavior.
65
Chapter 5. Results and Discussion
Figure 5.15: The UR3’s applied force - SARSA algorithm
5.2.2 The three axes experiment
In this experiment stage, the patient was free to move the UR3’s end-effector to any possible
place, respecting the limitation of the robot. Before the training starts, the sensor was again
re-calibrated due to the same reasons for the first part. The tests were performed using only
the SARSA algorithm because showed a fast convergence compared to Q-learning in the
previous experiment.
As the algorithm works with a more complex system and should provide the resistance
force in the three axes, some modifications had to be made. There are two ways to implement
the RL algorithm in this experiment stage. The first is considering three different choices,
one resistance force for each axis, i.e., each axis has their own Q-matrix and these matrices
are updated separately, this method was also represented in Section 4.2.2. The other way is
considering the increment of the resistance force separately, but the reward is awarded to the
entire system, i.e., only one Q-matrix is responsible to capture the information that represents
the entire system, but the choices are made separately considering the values that represent
the force in the determined axis. This second method to accomplish this experiment was
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developed after the failure of the first.
Using this first method the goal was leading the patient to execute a force between 20
and 40 N, but the system behaviour was different. As the system learns separately which
resistance force should be performed considering each axis, the reward will be awarded taking
into account only the force executed in that axis. However, if the patient move the robot along
only one or two axis, the sensor will record a force near by zero in that other axis. So, when
the force is smaller than the expected, the RL algorithm will put a greater resistance force in
that direction. Therefore, after some time, a provided resistance could be so larger that the
patient will not be capable to execute any motion, or the robotic arm would push the arm in
the opposite direction. The Figures 5.16 and 5.17 present the force in one axis (X-axis) and the
resultant force measured by the sensor, respectively.
Figure 5.16: Measured force in X-axis
Notice that in the Figure 5.16 the fore starts in zero and growing indefinitely, the same
happens for the other axis, this means that the resultant in the ninetieth iteration is larger
that the force applied by the human arm, and at that moment started to be driven by the
robot. When this happens, the force immediately decrease, and this moment can be seen in
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Figure 5.17: Resultant force measured by the sensor
the Figure 5.17.
After consider the results of this training a crucial error was detected. The rewards was
awarded considering the expected resistance force for the three axes, that is, the x-axis would
try to keep the arm performing a force of 40 N, in the worst case, as well as the Y and Z axes.
Thus, the algorithm only will award the system when a force between 34.64 N and 69.28 N
was measured, considering the axes forces equals.
The other method was proposed to correct the errors of the first, instead award each axis,
the algorithm assign the reward using the resultant force. Thus, the system will know which
human’s force is acceptable and will provide the resistance force based on this. The choice to
increase or decrease the resistance is made using the updated values of the Q-matrix. This
technique shows a better behaviour, because the force in each axis will not grow up fast and
the resistance felt by the patient was described as sufficient.
The resultant force measured by the sensor shows a better behaviour compared with
the previous method, this data is presented in Figure 5.18. This force is too large in the first
iteration, but in the sequence it seems to normalise near by an acceptable value.
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Figure 5.18: Resultant force measured by the sensor
The same happens for the robot force. As the Figure 5.19 shows, the force seems to
remain near by a value of 4N. The same happens for the other two axes and is presented
in the Appendix B. Is also important remember that the learning is linked to the actions of
increasing, deceasing or maintaining the force.
Even using this technique, the learning was not perfectly suitable to this problem. The
algorithm grants the rewards based on the resultant force and this ensures that the system
always will search for a value of force inside of the range specified in the algorithm. However,
as only one Q-matrix controls the three axes the value of an axis interfere in another, thus
the system will not learn the better force for any movement in each axis, but will learn some
range of values that can be used in the three axis to seek the desired resultant force.
Perhaps the solution for this problem is to create an algorithm that is capable to perform
a decision based on the robot force, the measured resultant force, the action and the three
axis. This implies in a Q-matrix with six dimensions. Another solution is to implement three
tri-dimensional Q-matrix, each one to evaluate each axis, and another that evaluate the entire
movement.
69
Chapter 5. Results and Discussion
Figure 5.19: robot force in X-axis
5.3 Model of Human Arm
This section is a part of the results that shows a simulation of the human model presented in
Section 3.2 and has the goal to provide some force values to compare with the experimental
results presented in the Section 5.2.
Using Equation 3.8 as a reference, is possible to discover which human arm’s force is
necessary to move it along the path established. To that Equation 5.1 is added the opposite
force provided by the robot, thus the equation can be rewritten to find the force performed by
the arm.
Far m = k(xd −x)+Fr ob (5.1)
The model will be used based on the experiment with one axis because is simpler and the
obtained results using the SARSA algorithm for this experiment were better. The k will be a
single value that only represents the stiffness in x-axis and will be 200 N/m. The experiments
performed by Ajoudani [42] found similar k values. The k value is dynamic and changes
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according to the position of the arm, the muscle strength, the direction of the movement, and
the force execute by the limb in the situation. It is valid to remember that the factors M and D
were neglected because the Figure 5.9 shows a movement velocity almost constant.
Then, if the Equation 5.1 is applied with the data obtained by the system, the result are
the Far m value for that situation, and this is presented in Figure 5.20. When this Figure is
compared with the Figure 5.13 many similarities appear, proving the concept used. The
possible errors could be assigned to the dynamic of the movement.
Figure 5.20: Human Arm force based on Equation 5.1
The use of the Equation 5.1 may also aim to find the k value for this patient. In this case,
the used human arm force is that measured by the sensor. For the experiment using the
SARSA algorithm in the x-axis the average k value is 190.63 N/m.
The use of the human arm model applied to this experiment can be beneficial for the
further experimentation, because is possible to define this value for the patient during the
training and uses it to feed the RL algorithm to find a better solution for this problem.
It is also important to comment that no experiments were found where this k value is
calculated for people with upper limb dysfunction. Thus, it is not possible to compare the
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In the course of this thesis a system based on the UR3 robot from Universal Robots© to help
the upper limb physiotherapy of patients with some dysfunction providing a force training for
the limb was developed. The focuses of this work were the self-control algorithms used, based
on the RL algorithms: SARSA and Q-learning. These algorithms have the purpose to present
an alternative way to control this type of system when the expected behaviour is dynamic
and specified to each patient. So, the aim is making this system more robust and simple in
the therapist and patient perspective, and also decrease the time of system configuration
observed in other solutions.
At first, to help the development and test of these algorithms was proposed a simulation
in the V-REP platform, the environment had the UR3 and the human arm model to simulate
the contact between these elements. The algorithms, in this part, were implemented in
the MATLAB platform and were prepared to deal with the force problem. Synchronous
communication between these platforms was configured giving to the algorithm control
over the simulation data. The results of this part of the experiment were satisfactory because
the system has an expected behaviour in terms of resistance force provided to the human
movement.
Sequentially, the tested algorithms were implemented in the real robot to test the system
with a human subject. The algorithms were converted to Python because this language
presented some advantages over the MATLAB, principally in terms of communication speed
with the UR3. The tests with the human subject were prepared in two acts, the first was
enabling only one axis and implementing the two algorithms studied, and the second was
enabling the three axes and using only the SARSA algorithm due its fast convergence.
The results obtained with subject also followed the expected behaviour, although some
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errors due to dynamics movements and measurements. Therefore, it can be stated that the
robot was able to perform a resistance according to the patient force and direction. However,
the experiment with the three axes do not presented satisfactory results. Although the system
is capable to perform the resistance according to the patient force and direction, the learning
was not the better value of force for each situation, but which action is correct (increase,
decrease or hold) on the axes that return the sought human arm value.
The development of this work has already provided the production of an article of sci-
entific interest. In conclusion, the work proposed a contribution for the rehabilitation field,
using a robotic system and a self-control algorithm to provide a simpler and robust tool to
the therapists and patients. This proposed solution can also be applied in several fields of
industrial robotics due to its flexibility.
6.1 Future Works
Based on the presented work, it is possible to identify several points that can support future
studies. The studies to be carried out in the future can be searched through the following
topics:
• This work uses revolute joints to emulate the shoulder in the simulation part, despite
the satisfactory results, it will be an asset the use of a human arm model to emulate the
joints and get better results that describe the movement of the human arm;
• The position was disregarded in this work due the initial objective to create a system
without the need of a path planning, but this data is critical to analyse the results and
how the variation of this data interfere in the value of resistance that should be provided
by the robot to the patient. Therefore, it is proposed a mapping of the possible positions
that the robot can reach and use this data to assign the rewards to the system. Another
way to deal with the position problem is to implement some neural network to predict
the next position and use this value to feed the RL algorithm. If the system is capable to
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predict the next position, the three axes problem becomes simpler because the system
can predict how forces will be distributed along the axes based on the next position;
• Is also proposed, to make a robust solution, to calculate the k values in each iteration
and use to feed the RL algorithm. This value can be an optimal parameter to determine
the condition of the human arm and its improvement during the physiotherapy. It
is interesting, for the research purposes, to establish a database about the k values
measured from the contact with patients.
• Lastly, it is also recommended, the use of this system on patients with upper limb
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The Q-learning results for the one axis
experiment
This Appendix has the goal to show the results collected with the experiment performed in
the x-axis using the Q-learning algorithm. Another information and analyses about these data
is presented in Section 5.2.1.
The Figure A.1 shows the velocity of the UR3 end-effector. Similar to the SARSA this value
seems to be constant. The positive and negative variation represents the direction of the
movement.
Figure A.1: Recorded velocity on the movement - Q-learning algorithm
The position of the end-effector also seems to be the same behaviour when is using the
Q-learning or SARSA. This variable for the Q-learning is shown in Figure 5.10.
A1
Appendix A. The Q-learning results for the one axis experiment
Figure A.2: Recorded position on the movement - Q-learning algorithm
It is important to present the comparison between the position and the force curves, to
verify in which moment the force is applied in each iteration. The Figure A.3 presents these
curves.
The values measured by the force sensor using the Q-learning algorithm are presented in
Figure A.4 that represents the resultant force and Figure A.5 that shows the force only in the
x-axis. Remember that there are force in Y and Z axes and this is the motivation to present the
resultant force.
The rewards obtained by the Q-learning are presented in Figure A.6 and shows a great
difference between the positive and negative rewards. The positive rewards in this case were
four times greater than the negative.
The robot force applied in the movement is shown in Figure A.7 and this value also was
measured using the Q-learning.
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Figure A.3: Comparison between position and resistance force - Q-learning algorithm
Figure A.4: The measured resultant force by the sensor - Q-learning algorithm
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Figure A.5: The measured force by the sensor on the x-axis - Q-learning algorithm
Figure A.6: Rewards assigned by the Q-learning algorithm
A4
Figure A.7: The UR3’s applied force - Q-learning algorithm
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Other Results from the three axes
experiment
This Appendix presents the forces applied by the robot in the Y and Z axes. The values are
measured during the training of the three axes experiment. The Figure B.1 shows the UR3
force for the Y-axis, and the Figure B.2 for the z-axis.
Figure B.1: robot force in Y-axis
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Figure B.2: robot force in Z-axis
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