We present an efficient indexing method to locate 1-dimeneional subsequences witbin a collection of sequences, such that the subsequences match a given (query) pattern within a specified tolerance. 
Introduction
The problem we focus on is the design of fast searching methods that will search a database with time-series of real numbers, to locate subsequences that match a query Permission to cc y without fee all or part of this material Is J granted provid that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association of Computing Machinery. To copy otherwise, or to republish, requires a fee anct/orspecific permission. Similarity queries can been clsaaified into two categories:
. Whole Matching.
Given a collection of N data sequences of real numbers S1, Sa, . . . . SN and a query sequence Q, we want to find those data aequencee that are within distance e from Q. Notice that data and query sequences must have the same length.
q Subsequence Matching.
Given N data sequences Sl,sz,...,SN of arbitrary lengths, a query sequence Q and a tolerance e, we want to identify the data sequences Si (1 < i < N) that cent ain matching subsequences (i.e. subsequences with distance < c from Q). Report those data sequences, along with the correct offsets within the data sequences that best match the query sequence. (We assume that we are given a function D(S, Q), which gives the distance of the sequences S and Q. For example, V() can be the Euclidean distance.)
The case of 'whole match' queries can be handled as The F-index works as follows: Given N sequences, all of the same length n, we apply the n-point Discrete Fourier Transform (DFT) and we keep the first few coefficients.
Let's assume that we keep f numbers -thus, each sequence is mapped into a point in an fdimensional space. These points are organized in an R*-tree, for faster searching.
In the typical query, the user specifies a query sequence Q (of length n again) and a tolerance c, requesting all the data sequences that are within distance e from Q. To resolve this query, (a) we apply the n-point DFT on the sequence Q, we keep the f features, thus mapping Q into a f-dimensional point t in feature space; (b) we use the F-index to retrieve all the points within distance c from qf; (c) we discard the false alarms (see more explanations in Lemma 1), and we return the rest to the user. Here, we generalize the 'F-index' method, which was designed to handle 'whole matching' queries, Our goal 
Proofl Let Q be the query object, O be a qualifying object, and c be the tolerance. We want to prove that if the object O qualifies for the query, then it will be retrieved when we issue a range query on the feature space. That is, we want to prove that
However, this is obvious, since as random walk or brownian walk) which models stock movements and exchange rates (eg., [10, 20] ). For b >2 we have the black noise whose spectrum is even more skewed than the spectrum of brown noise; black noise models successfully signals like the water level of a river as it varies over time [20] .
Symbols
Definitions.
N
Number of data sequences.
Si
The i-th data sequence (1 < i < N).
Len ( Here, we examine the problem of subsequence matching.
Specifically, the problem is defined as follows:
We are given a collection of N sequences of real numbers S1, Sz, SN, each one of potentially different length.
The user specifies query subsequence Q of length Len(Q) (which may vary) and the tolerance q that is, the maximum acceptable dis-similarity (= distance).
We want to find quickly all the sequences Si ( 1< i < N), along wit-h the correct offsets k, such' that the subsequence S~[k : k+ Len(Q)
-1] matches the query sequence:
The brute-force solution is to examine sequentially every possible subsequence of the data sequences for a match. We shall refer to this method by 'SequentialScan' method.
Next, we describe a method that uses a small space overhead, to achieve order of magnitudes savings over the 'SequentialScan' method.
The main symbols used through the paper and their definitions are summarized in Table 1 .
Sketch of the approach -'ST-index'
Without loss of generality, we assume that the minimum query length is w , where w (> 1) depends on the application.
For example, in stock price databases, analysts are interested in weekly or monthly patterns because shorter patterns are susceptible to noise [12] .
Notice that we never lose the ability to answer shorter than w queries, because we can always resort to sequential scanning. figure) , and that we keep the first =2 features (eg, the amplitude of the first and second coefficient of the w-point DFT). When the window of length w is placed at offset=O on S1, we obtain the first point of the trail Cl; as the window slidee over S1, we obtain the rest of the points of the trail Cl. The trail C'z is derived by S2 in the same manner. Figure 4 gives an example of trails, using a real timeseries (stock-price movements).
One straightforward way to index these trails would be to keep track of the individual points of each trail, storing them in a spatial access method. We call this method '1-naive' method, where 'I' stands for 'Index'
(as opposed to sequential scanning). When presented with a query of length w and tolerance c, we could extract the features of the query and search the spatial access method for a range query with radius e; the retrieved points would correspond to promising subsequences; after discarding the false alarms (by retrieving all those subsequences and calculating their actual distance from the query) we would have the desired answer set, Notice that the method will not miss any qualifying subsequence, because it satisfies the condition of Lemma 1.
However, storing the individual points of the trail in an R*-tree is inefficient, both in terms of space as well as search speed. The reason is that, almost every point in a data sequence will correspond to a point in thẽ -dimensional feature space, leading to an index with a 1:f increase in storage requirements. Moreover, the search performance will also suffer because the R-tree will become tall and slow. As we shall see in the section with the experiments, the 'I-naive' method ended up being almost twice as slow as the 'Sequentia/Scan' .
Thus, we want to improve the 'l-naive' method, by making the representation of the trails more compact.
The solution we propose exploits the fact that successive points of the trail will probably be similar, at the same time we still guarantee 'no false dismissals': when a query arrives, we shall retrieve all the MBRs that intersect the query region; thus, we shall retrieve all the qualifying sub-trails, plus some false alarms (sub-trails that do not intersect the query region, while their MBR does). Cl (in the north-west side), haa been divided into three sub-trails (and MBRs), whereas the second one, labeled C'2 (in the south-east side), has been divided in five subtrails.
Notice that it is possible that MBRs belonging to the same trail may overlap, ss C'2 illustrates. 
3.2
Insertion -Methods to divide trails into sub-trails
As we saw before, each data sequence is mapped into a 'trail' in feature space. Then the question arising is: how should we optimally divide a trail in feature space into sub-trails and eventually MBRs, so that the number of disk accesses is minimized?
A first idea would be to pack points in sub-trails according to a pre-determined, fixed number (e.g., 50). However, there is no justifiable way to decide the optimal value of this constant. Another idea would be to use a simple th of the stored sequence for this subtrail size (e.g.
Len(S)
). However, both heuristics may lead to poor results. Figure 3 illustrates the problem of having a pre-determined sub-trail size. It shows a trail with 9 points, and it assumes that the We collectively refer to all the above heuristics as the 'I-fixed' method, because they use an index, with some fixed-length sub-trails. Clearly, the 'I-naive' method is a special csse of the 'I-fixed' method, when the sub-trail length is set to 1.
Thus we are looking for a method that will be able to adapt to the distribution of the points of the trail.
We propose to group points into sub-trails by means of an 'adaptive' heuristic, which is based on a greedy algorithm.
The algorithm uses a cost function, which tries to estimate the number of disk accesses for each of the options. The resulting indexing method will be called 'I-adaptive'. This is the lsst of the four alternatives we have introduced. Table 2 lists all of them, along with a brief description for each method. To complete the description of the 'I-adaptive 'method, we have to define a cost function and the concept of marginal cost of a point.
In [19] we developed a formula which, given the sides~= (Ll, L2, . . . Ln ) of the n-dimensional MBR of a node in an R-tre~, estimates the average number of disk accesses DA(L) that this node will contribute for the average range query:
The formula sssumes that the address space hss been normalized to the unit hyper-cube ( [0, l) we retrieve thesub-trails whose MBRs intersect the query region using our index; then, we examine the corresponding subsequences of the data sequences, to discard the false alarms.
Notice that the retrieved MBRs of sub-trails is a superset of the sub-trails we should actually retrieve;
if a sub-trail intersects the query region, its MBR will definitely do so (while the reverse is not necessarily true). Thus themethod introduces no false dismissals.
Handling longer queries (Len(Q) > w) is more complicated.
Thereason is that the 'ST-index''knows' only about subsequences of length w. A straightforward approach would be to select a subsequence (e.g., the prefix) of Q of length w, and use our 'ST-indez' to search for data subsequences that match the prefix of Q within tolerance~. We call this method 'PrejixSearch'. This will clearly return a superset of the qualifying subsequences: a subsequence Tthat is within tolerance c of the query sequence Q (Len(Q) = Len(T)) will have all its (sub) subsequences withb tolerance < e from the corresponding subsequence of Q. In general we can prove the following lemma: 
( 15) u Using th~'PrefizS;arch' method, the query region in feature space is a sphere of radius e, and therefore, it has volume proportional to cf. Next, we show how to reduce the volume of the query region and subsequently, the number of false alarms. Without loss of generality, we assume that Len(Q) is an integral multiple of w;
if this is not the case, we use Lemma 2 and keep the longest prefix that is a multiple of w.
Len ( 
where V indicates disjunction. Proof. By contradiction: If all the pairs of subsq uences have distance > ej@, then, by adding all these distances, the distance of Q and S will be > c, which is a contradiction.
More formally, since for i = O, ..., p -1 
This means that the proposed 'iWultiPiece ' search method is likely to produce fewer false alarms, and therefore better response time than the 'PrejixSearch' method, whenever we have j > 2 features.
Experiments
We implemented the 'ST-index' method using the 'adaptive' heuristic ss described in section 3, and we ran experiments on a stock prices database of 329,000 points, obtained from sf i. sant af e. edu. Each point was a real number, having a size of 4 bytes. For both figures the window size w was 512
points.
The smooth evolution of both curves justifies our method to group successive points of the feature space in MBRs.
An R*-tree [9] was used to store the MBRs of each sub-trail in feature space.
We carried out experiments to measure the performance of the most promising method: 'I-adaptive'.
For each setting, we asked queries with variable selectivities, and we measured the wall-clock time on a dedicated machine.
More specifically, query sequences were generated by taking random offsets into the data sequence and obtaining subsequences of length Len(Q) from those offsets.
For each such query sequence, a tolerance~was specified and the query was run with that tolerance. This method was followed in order to eliminate any bias in the results that may be caused by the index structure, which is not uniform at the leaf level. Unless otherwise specified, in all the experiments we used w = 512 and Len(Q) = w.
We carried out four groups of experiments, as follows:
Comparison of the the proposed 'I-adaptive 'method against the 'I-naive' method (the method that has sub-trails, each one consisting of one point).
Experiments to compare the response time of our method ( '1-adaptive') with sequential scanning for queries of length w.
with queries longer than w.
Experiments with a larger, synthetic data set, to see whether the superiority of our method holds for other dat asets.
Comparison with the 'I-naive' method. Figure   5 illustrates the index size as a function of the length of the sub-trails for the three alternatives ( '1-naive' , 'I-fixed' and 'I-adaptive '). Our method requires only 5Kb, while the 'I-naive' method requires %24 MB. The 'I-fixed' method gives varying results, according to the length of its sub-trails.
The large size of the index for the 'I-naive' method hurts its search performance as well: in our experiments, Response time -'Short' queries. We start examining our method's response time using the shortest acceptable queries, that is, queries of length equal to the window size (Len(Q) = w). We used 512 points for Len(Q) and w. Figure 6 gives the relative response time of the sequential scanning method (Z) vs. our index assisted method (T,, where r stands for 'R-tree'), by counting the actual wall-clock time for each method. The horizontal axis is the selectivity; both axes are in logarithmic scales. The query selectivity varies up to 10% which is fairly large in comparison with our 329,000 points time-series database. We see that our method achieves from 3 up to 100 times better response time for selectivities in the range from 10-4 to 10%.
We carried out similar experiments for Len(Q) = w = 256, 128 etc., and we observed similar behavior and similar savings. Thus, we omit those plots for brevity.
Our conclusion is that our method consistently achieves large savings over the sequential scanning. 0.01 0.1 selectivity in logNext we examine the relative performance of the two methods for queries that are longer than w. As explained in the previous section, in these cases we have to split the query and merge the results ( WultiPiece' method). As illustrated in Figure 7 , again the proposed 'I-adaptive 'method outperforms the sequential scanning, from 2 to 40 times. Synthetic data.
In Figure 8 we examine our technique's performance against a time-series database consisting of 500,000 points produced by a random-walk method. These points were generated with a starting value of 1.5, whereas the step increment on each step was + .001. Again we remark that our method outperforms sequential scanning from 100 to 10 times approximately for selectivitiea up to 10%.
5

Conclusions
We have presented the detailed design of a method that efficiently handles approximate (and exact) queries for subsequence matching on a stored collection of data sequences.
This method generalizes the work in which examined the 'whole matching' case (i.e., all queries and all the sequences in the time-series database had to have the same length). The idea in the proposed method is to map a data sequence into a set of boxes in feature space; subsequently, these can be stored in any spatial access method, such as the R*-tree.
The main contribution is that we have designed in detail the fimt, to our knowledge, indexing method for subsequence matching.
The method has the following desirable features:it achieves orders of magnitude savings over the sequential scanning, as it was showed by our experiments on real data, it requires small space overhead, it is dynamic, and q it is provably 'correct', that is, it never misses qualifying subsequences (Lemmaa 1-3)
Notice that the proposed method can be used with any set of feature-extraction functions (in addition to DFT), as well as with any spatial access method that handles rectangles.
Future work includes the extension of this method for 
