Peer-to-Peer (P2P) networking, and interestmanagement techniques considering dynamics of the area of interest. The model is shown to significantly improves overall system performance and enhances infrastructure stability in terms of load, network overlay, and other performance characteristics.
In MM-VISA, a set of master nodes regulate the operation of the MMOG, while each individual master also provides overlay services with the active participation of the players in its zone. In that sense, the system is hybrid as it combines the benefits of both centralized and distributed systems. In this model, most of the visibility issues and game functionalities are solved by the local ALM structure and through the master, who is also a member of the ALM tree. In addition, the master can learn the state of other zones through the exchange of explicit messages with other masters when needed. The thesis also makes the following contributions in the context of its proposed hybrid architecture:
• Clustering of Players: within the same zone, players of different type are grouped together in order to stabilize the P2P trees inside that zone.
• Message Overhead Reduction: bandwidth and processing is reduced by eliminating message delivery between players who, even though they are in the same group, are not within each other's visibility radius.
• Zone Crossing: connection/disconnection rate between a player and multiple masters is stabilized when the player crosses a given zone boundary back and forth repeatedly, which can happen during a battle in repeated shoot-and-run, return and shoot-and-run, ...
• Visibility: a player to see inside another zone when the player's visibility crosses into that zone.
• Seamless Player Handoff: how two masters should hand of a player from one master to the other without the player noticing any discontinuity or losing any updates.
• Expedited State Sharing: to allow for faster message propagation in the system.
• Load Balancing: three load-balancing techniques are presented -two for uniform and one for non-uniform zonal MMOGs. With the explosion of the number of images in personal and on-line collections, efficient techniques for navigating, indexing, labeling and searching images become more and more important. In this work we will rely on the image content as the main source of information to retrieve images. We study the representation of images by topic models in its various aspects and extend the current models. Starting from a bagof-visual-words image description based on local image features, images representations are learned in an unsupervised fashion and each image is modeled as a mixture of topics/object parts depicted in the image. Thus topic models allow us to automatically extract high-level image content descriptions which in turn can be used to find similar images. Further, the typically lowdimensional topic-model-based representation enables efficient and fast search, especially in very large databases. In this thesis we present a complete image retrieval system based on topic models and evaluate the suitability of different types of topic models for the task of large-scale retrieval on realworld databases. Different similarity measure are evaluated in a retrieval-by-example task.
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Next, we focus on the incorporation of different types of local image features in the topic models. For this, we first evaluate which types of feature detectors and descriptors are appropriate to model the images, then we propose and explore models that fuse multiple types of local features. All basic topic models require the quantization of the otherwise high-dimensional continuous local feature vectors into a finite, discrete vocabulary to enable the bag-of-words image representation the topic models are built on. As it is not clear how to optimally quantize the high-dimensional features, we introduce different extensions to a basic topic model which model the visual vocabulary continuously, making the quantization step obsolete.
On-line image repositories of the Web 2.0 often store additional information about the images besides their pixel values, called metadata, such as associated tags, date of creation, ownership and camera parameters. In this work we also investigate how to include such cues in our retrieval system. We present work in progress on (hierarchical) models which fuse features from multiple modalities.
Finally, we present an approach to find the most relevant images, i.e., very representative images, in a large web-scale collection given a query term. Our unsupervised approach ranks highest the image whose image content and its various metadata types gives us the highest probability according to a the model we automatically build for this tag. pixels on a screen with a resolution of only 320x240 pixels is not possible without a high amount of processing power at the receiving device. The transmission of such a high quality video stream over a wireless link may additionally consume a large part of the available network capacity, which then may interfere active network connections of other devices. A limited network capacity may additionally prevent the device from decoding and displaying the video stream at all. One solution of these problems is to perform an adaptation of the video stream to the requirements of mobile devices during the transmission of the stream to the client.
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In this work we investigated different protocols and mechanisms that allow for dynamic adaptation of video streams to the requirements of mobile devices. Therefore, we developed a multimedia gateway system that provides video adaptation during the transmission of a stream to the client. This gateway system is working completely transparent for the user because the gateway can be discovered automatically by the client. For the process of video adaptation itself we concentrate on compressed domain video transcoding mechanisms that avoid a time-consuming complete decoding and encoding of the video stream.
An adaptation of solely the spatial resolution of the stream is typically not sufficient to meet the requirements of the requesting device. On the contrary, the spatial and the detail resolution may also need to be updated. Existing approaches, however, are mainly restricted to the adaptation of only one of these aspects. In this work we investigated the impact of different adaptation dimensions on the visual quality of the adapted stream. Based on these results, we were able to
