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Zusammenfassung
Moderne berechnungsintensive Algorithmen, beispielsweise adaptive numerische Lo¨sungsverfahren
fu¨r partielle Differentialgleichungen, arbeiten oftmals auf komplexen, dynamischen Datenstruktu-
ren. Die Implementierung solcher Algorithmen auf Parallelrechnern mit verteiltem Speicher mittels
Datenpartitionierung wirft zahlreiche Probleme auf (z.B. Lastverteilung). Im Rahmen der vorlie-
genden Arbeit wurde das neue parallele Programmiermodell Dynamic Distributed Data (DDD) ent-
wickelt, durch das die Parallelisierungsarbeit vom Design der verteilten Datenstrukturen bis hin
zur Erstellung des portablen, parallelen und effizienten Programmcodes (sowohl fu¨r bereits existie-
rende Programme als auch fu¨r Neuentwicklungen) unterstu¨tzt wird. Als Motivation diente dabei
die Einsicht, daß bestehende parallele Programmiermodelle (auf message-passing-Basis) nur un-
genu¨gende Abstraktionen zur Verfu¨gung stellen, welche die Realisierung solcher Verfahren schwer
bis unmo¨glich machen.
Dem DDD-Konzept liegt ein graphbasiertes formales Modell zugrunde. Dabei wird die Daten-
struktur des jeweiligen Programms (z.B. unstrukturierte Gitter) formal auf einen verteilten Graphen
abgebildet, der aus mehreren lokalen Graphen besteht. Das formale Modell dient als Spezifikation
des Programmiermodells und gleichzeitig zur Definition der wichtigen in dieser Arbeit verwendeten
Begriffe. Aus einer Vielzahl von bestehenden Datenkonsistenzmodellen wird fu¨r DDD das Prinzip
der lean consistency abgeleitet, das dem Anwendungsprogramm erlaubt, ein beliebiges Konsistenz-
modell je nach den Bedu¨rfnissen des auszufu¨hrenden parallelen Algorithmus frei zu definieren.
Der Systemarchitektur von DDD-basierten Anwendungen liegt ein Schichtenmodell zugrunde, den
Kern stellt dabei die DDD-Programmbibliothek dar. Diese bietet Funktionen zur dynamischen De-
finition verteilter Datentypen und zur Verwaltung lokaler Objekte. In den ¨Uberlappungsbereichen
der lokalen Graphen stehen abstrakte Kommunikationsfunktionen in Form von sog. Interfaces zur
Verfu¨gung. Die wesentliche Neuerung gegenu¨ber nahezu allen bestehenden Arbeiten ist jedoch die
Mo¨glichkeit zur dynamischen Vera¨nderung des verteilten Graphen; dies ermo¨glicht es beispielswei-
se, dynamische Lastverteilung, Gitterverfeinerung/-vergro¨berung oder Gittergenerierungsverfahren
einfach und effizient zu implementieren. Damit ko¨nnen beliebig komplexe Datentopologien dyna-
misch erzeugt, migriert und wieder entfernt werden.
In vorliegender Arbeit werden außerdem die Implementierung der DDD-Bibliothek und eine um-
fangreiche Untersuchung ihrer Leistungsmerkmale beschrieben. Erst das Zusammenspiel aus spe-
ziellen Datenstrukturen und (neuartigen) Algorithmen in der DDD-Implementierung erlaubt, ein
portables, wartbares und gleichzeitig effizientes Softwareprodukt bereitzustellen. Aus dem weiten
Bereich von Applikationen, den das DDD-Modell abdeckt, werden schließlich zwei numerische
Anwendungsprojekte detailliert beschrieben.
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Kapitel 1
Motivation und Einfu¨hrung
1.1 Ausgangspunkt
Datenstrukturen kompliziertester Topologie bilden die Grundlage, auf der eine Vielzahl von
teils neuartigen, teils wohlbekannten Algorithmen aus allen Bereichen von Technik und Na-
turwissenschaften berechnungsintensive Prozeduren durchfu¨hren. Dabei u¨bersteigt der Auf-
wand an Rechenzeit- und Speicherplatzressourcen oftmals die Leistungsfa¨higkeit bestehender
Monoprozessor-Architekturen; dies macht den Einsatz von skalierbaren, massiv parallelen Syste-
men unumga¨nglich (siehe dazu sog. grand challenges, [74, S. 118f]). Zwischen den Bedu¨rfnissen
der Anwender und den Angeboten der Rechnerarchitekten klafft jedoch eine unu¨bersehbare Lu¨cke:
der Entwurf komplexer, verteilter Datenstrukturen samt zugeho¨riger Algorithmen und deren Imple-
mentierung ist derzeit nur mit unangemessen hohem Aufwand an Personal und Entwicklungszeit
mo¨glich. ¨Ahnlich wie bei der Programmierung mittels Assemblercode bieten die zur Verfu¨gung
stehenden Programmiermodelle zwar die no¨tige Funktionalita¨t, sind aber zu maschinennah.
Sobald jedoch die Portierungsdauer eines bislang nur sequentiell eingesetzten Programms auf eine
neue Parallelrechnerarchitektur die Zeit zwischen zwei Rechnergenerationen u¨bersteigt, steht der
Einsatz dieser Technologie zumindest in industriellem Kontext ernsthaft in Frage. Weiterentwick-
lungen der anwendungsbezogenen, algorithmischen Aspekte eines bestehenden Codes einerseits so-
wie aller die parallele Implementierung betreffenden Aspekte andererseits sollten vom Standpunkt
des Software Engineering aus weitgehend unabha¨ngig voneinander sein. Beim heutigen Stand der
Softwaretechnik sind diese beiden Richtungen jedoch oftmals eng verquickt; jede Fortentwicklung
des intendierten Verfahrens erfordert Integration mit der parallelen Implementierung und umgekehrt.
Daher beno¨tigt man quadratischen Entwicklungsaufwand, um die notwendigen Qualita¨tsfaktoren
einzuhalten (dies sind Korrektheit, Lesbarkeit, Erweiterbarkeit, Wiederverwendbarkeit, Portabilita¨t,
aber gerade im Kontext dieser Arbeit auch Effizienz [136]).
Als Ansatzpunkt zur Lo¨sung obiger Problematik bietet die Informatik verschiedene Vorgehenswei-
sen an, die sich auf einem Kontinuum einordnen lassen:
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 automatische Parallelisierung des sequentiellen Programmcodes durch einen entsprechend
ma¨chtigen Compiler (bisher bestenfalls Ansa¨tze, Teillo¨sungen und unterstu¨tzende Werkzeuge
[74, Kap. 10 und 11])
 spezielle, fu¨r die Formulierung paralleler Abarbeitung geeignete Programmiermodelle bzw. -
sprachen (vgl. Abschnitt 1.6)
 herko¨mmliche, explizite Formulierung der Parallelita¨t durch den Anwendungsentwickler (un-
ter Verwendung von message-passing [91, S. 529ff])
Die Parallelisierung komplizierter Anwendungen auf reiner message-passing-Basis fu¨hrt zu schwer-
wiegenden Problemen (vgl. Abschnitt 1.4). Andererseits ist jeder weitgehend automatisierte Paral-
lelisierungsansatz sofort auf explizite Angaben des Anwendungsentwicklers angewiesen (z.B. u¨ber
Datenlokalita¨t im parallelen Algorithmus), sobald die Anforderungen zum einen an die Komplexita¨t
und Generalita¨t der zugrundeliegenden (sequentiellen) Algorithmen, zum anderen an Effizienz und
Portierbarkeit der resultierenden parallelen Programme nur genu¨gend hoch sind.
Eine praktikable Lo¨sung la¨ßt sich durch einen Kompromiß erreichen: Schra¨nkt man die Klasse
der zu parallelisierenden Algorithmen geeignet ein und erlaubt die Angabe expliziter, anwendungs-
abha¨ngiger Informationen durch den Entwickler, so la¨ßt sich eine Vorgehensweise zur Parallelisie-
rung angeben, die einen weiten Bereich der in der Praxis vorkommenden Anwendungsfa¨lle abdeckt
und gleichzeitig die angesprochenen Kriterien des Software Engineering erfu¨llt. Die vorliegende
Arbeit schla¨gt dazu ein Konzept sowie dessen Realisierung vor, das auf eine Vielzahl von (gera-
de industriell) relevanten Fa¨llen anwendbar ist und den Entwicklungsaufwand von parallelen real-
world-Anwendungen drastisch verringert. Der Schwerpunkt kann dabei nicht auf der Bereitstellung
eines vollautomatischen, allgemeingu¨ltigen Parallelisierungswerkzeugs liegen; stattdessen konzen-
triert sich das vorgestellte Konzept auf einfache, portable und effiziente Einsetzbarkeit im Sinne
eines offenen Systems [75], das auch als Basis fu¨r ku¨nftige, semi-automatische Parallelisierungs-
methoden dienen kann (vgl. Abschnitt 6.3.3). Zusa¨tzliche Vorteile des Konzepts sind leichte Wart-
barkeit und erhebliche Vereinfachung der Weiterentwicklung des parallelen Programmcodes. In
solcher Hinsicht leistet diese Arbeit einen Beitrag zur ¨Uberwindung der oben beschriebenen Lu¨cke
zwischen ressourcenintensiven Anwendungen und leistungsfa¨higen Rechnerarchitekturen.
1.2 Architekturen von Ho¨chstleistungsrechnern
Derzeitige Rechnerarchitekturen erzielen hohe und ho¨chste Leistungen durch folgende Konzep-
te der parallelen Ausfu¨hrung der Operationen: Vektorisierung, shared-memory-Parallelita¨t und
distributed-memory-Parallelita¨t.
Vektorisierung, bereits seit Ende der 70er Jahre eingesetzt (z.B. Cray 1S), nutzt Parallelita¨t feinster
Granularita¨t. Komplexe Operationen werden in einfachere Operationen aufgespalten, die in Form
von Vektor-Pipelines angeordnet werden. Damit ko¨nnen mehrere komplexe Operationen quasi-
parallel ausgefu¨hrt werden. Diese Idee liegt heute bereits allen ga¨ngigen Mikroprozessoren zugrun-
de, entweder als datenparallele Variante oder in Form von Superskalar-Architekturen. Der Vorteil
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des Konzepts ist die direkte Implementierbarkeit in Hardware mit teilweiser Unterstu¨tzung durch
vektorisierende Compiler, so daß auf der Ebene einer ho¨heren Programmiersprache keine Anpas-
sungsarbeit no¨tig ist. Dieser Ansatz ermo¨glicht sehr effiziente Programmcodes, ist jedoch ungeeig-
net fu¨r Verfahren, die komplexe indirekte Adressierungsschemata benutzen (z.B. adaptive numeri-
sche Verfahren mit Verfeinerung/Vergro¨berung des Rechengitters). Beispiele aktueller Maschinen,
die auf Vektorisierungstechniken beruhen, sind Cray Triton, Cray J90, NEC SX4, Fujitsu VPP600
oder Hitachi SR2201.
Shared-Memory-Parallelrechner bieten als Programmiermodell einen einheitlichen, globalen Adreß-
raum fu¨r alle Prozessoren der Maschine. Zwischen den Prozessoren und dem physikalischen Spei-
cher liegt ein Kommunikationsnetzwerk, u¨ber das Adressen und Daten zwischen Prozessor und
Speicherchip versendet werden. Oft sind einige Speicherbereiche direkt einzelnen Prozessoren zu-
geordnet; auf diese kann daher schneller zugegriffen werden als auf solche, die anderen Prozessoren
zugeordnet sind. Da sich die zu leistende Arbeit in den Schleifen eines Programms verbirgt, kann die
Parallelisierung durch Aufteilung der Schleifen (gegebenenfalls nach entsprechenden Transforma-
tionen des Programmcodes, z.B. loop splitting) zumindest halbautomatisch geschehen (d.h. durch
den Compiler, evtl. mit Annotationen durch den Programmentwickler). In Hwang [74, S. 567ff]
sind dafu¨r notwendige Techniken der Abha¨ngigkeitsanalyse (dependency analysis) dargestellt. Pro-
bleme dieses Konzepts sind derzeit die mangelnde Skalierbarkeit (die Obergrenze liegt bei etwa
27 bis 28 Prozessoren), hohe Kosten (z.B. fu¨r das Kommunikationsnetzwerk) und unterschiedliche
Speicher-Zugriffszeiten trotz konzeptionell globalem Adreßraum. Letztere Eigenschaft bewirkt, daß
trotz (halb-)automatischer Parallelisierungsmo¨glichkeit auf Anwendungsebene die Datenlokalita¨t
beru¨cksichtigt werden muß. Beispiele aktueller Maschinen des shared-memory-Typs sind Cray Tri-
ton, Cray J90, NEC SX4, BBN GP1000, SGI/Cray Origin oder auch Tera MTA.
Die beiden letztgenannten Architekturen erscheinen vom Standpunkt dieser Arbeit besonders be-
merkenswert, da sie a¨hnliche Ziele verfolgen, allerdings durch Entwicklung von Hardware. Bei der
SGI/Cray Origin-Architektur (eine Weiterentwicklung des Stanford DASH-Prototyps [100]) soll ei-
ne verteilte Speicherhierarchie ein skalierbares, effizientes Distributed-Shared-Memory-Konzept in
Hardware umsetzen. Jeder Rechenknoten besteht aus zwei R10000-Prozessoren, dem lokalen Spei-
cher und einem Controller (sog. hub), der fu¨r die verteilte Verwaltung des gemeinsamen Speichers
zusta¨ndig ist. Die Daten der jeweils einem Prozessor zugeordneten Cache-Speicher werden u¨ber ein
spezielles, directory-basiertes Protokoll konsistent gehalten (cache-coherence protocol). Sobald ein
Prozessor eine Speicherseite ha¨ufig benutzt, wird diese in dessen lokalen Speicher migriert. Auf die-
se Art wird Datenlokalita¨t automatisch erkannt und ausgenutzt [111]. Die Entwickler der Tera MTA-
Architektur versuchen, Parallelita¨t durch hardwareunterstu¨tzte leichtgewichtige Prozesse (threads)
zu ermo¨glichen. Um Prozeßwechsel schnell (d.h. in einem Taktzyklus) durchfu¨hren zu ko¨nnen,
entha¨lt jeder Prozessor alle thread-bezogenen Daten vielfach (z.B. Register). Als zusa¨tzliche Be-
sonderheiten dieser Architektur sind das dreidimensionale, ausgedu¨nnte Kommunikationsnetzwerk
mit Prozessoren oder Speicherbausteinen als Knoten und zusa¨tzliche Kontrollbits je Speicherwort
zu nennen. Die zweite Eigenschaft (sog. tagged memory) ermo¨glicht z.B. transparente indirekte
Zugriffe ohne Beteilung eines Prozessors und Synchronisation von Prozessen mit der Granularita¨t
eines Speicherworts [2]. Einige Software-Varianten mit a¨hnlichen Techniken wie diese Architektu-
ren werden in Abschnitt 1.6 kurz diskutiert.
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Bei Distributed-Memory-Parallelrechnern ist jedem Prozessor ein lokaler Speicher zugeordnet, auf
den von den anderen Prozessoren des Rechners nicht zugegriffen werden kann. Die Kommunikation
zwischen den Prozessoren findet hauptsa¨chlich u¨ber den Austausch von Nachrichten (d.h. message-
passing) statt. Demzufolge stehen an der Programmierschnittstelle nicht ein globaler Adreßraum,
sondern viele lokale Adreßra¨ume (einer fu¨r jeden Prozessor) zur Verfu¨gung. Die Interprozessor-
Kommunikation wird durch geeignete Kommunikationsnetzwerke unterstu¨tzt (z.B. Crossbars oder
2D/3D-Felder). Vorteile des distributed-memory-Konzepts sind dessen Skalierbarkeit und die Ko-
sten der Hardware; der hauptsa¨chliche Nachteil ist die Komplexita¨t der parallelen Programme. Diese
ru¨hrt vom Fehlen eines einheitlichen Adreßraums und der Notwendigkeit zur expliziten Kommuni-
kation her; eine globale Sicht ist also nicht gegeben, aber fu¨r die meisten Applikationen notwendig.
Aktuelle Parallelrechner dieses Typs sind beispielsweise Intel Paragon, Cray T3E, IBM SP2, Hita-
chi ST2201 oder Parsytec CC. Konzeptionell fallen Cluster von handelsu¨blichen Workstations oder
PCs (z.B. unter Windows NT) ebenfalls in diese Kategorie.
In vorliegender Arbeit soll der Schwerpunkt auf massiver Parallelita¨t und skalierbaren Systemen lie-
gen, deshalb werden distributed-memory-Architekturen im Brennpunkt des Interesses stehen. Das
im Verlauf der Arbeit entwickelte Konzept soll eine komfortable Parallelisierungsmo¨glichkeit bie-
ten, ohne dafu¨r einen einheitlichen Adreßraum vorauszusetzen.
1.3 Berechnungsintensive, graphbasierte und dynamische
Algorithmen
In diesem Abschnitt wird eine Klasse von Algorithmen spezifiziert, fu¨r die die Anwendung des
hier beschriebenen Konzepts sinnvoll erscheint; Abb. 1.1 gibt dazu einen ¨Uberblick. Zuna¨chst sol-
len alle berechnungsintensiven Anwendungen in Betracht gezogen werden, deren Rechenaufwand
so von der zugrundeliegenden Datenbasis abha¨ngt, daß auf parallelen Rechnersystemen mit physi-
kalischer distributed-memory-Architektur die Verfolgung einer Datenpartitionierungs-Strategie na-
heliegt, wobei alle beteiligten Prozessoren dasselbe Programm auf (gro¨ßtenteils) disjunkten Teil-
mengen der gesamten Datenbasis ausfu¨hren. Dieses sogenannte SPMD-Modell (single program
over multiple data streams) kann als Spezialfall des MIMD-Maschinenmodells (multiple instructi-
ons over multiple data streams) aus dem Klassifikationsschema nach Flynn [53] betrachtet werden,
wobei es Parallelita¨t mittlerer Granularita¨t auf Prozedur- bzw. Unterprogrammebene mit moderatem
Kommunikationsaufwand verbindet [74, S. 61ff]. Als prominente Vertreter dieser Anwendungs-
klasse sollen hier hauptsa¨chlich numerische Lo¨sungsverfahren fu¨r (partielle) Differentialgleichun-
gen bzw. -gleichungssysteme (kurz: PDG) behandelt werden, wie sie z.B. in Form von Euler- und
Navier-Stokes-Gleichungslo¨sern im Bereich der Computational Fluid Dynamics (kurz: CFD) Ver-
wendung finden.
Eine grundsa¨tzliche Entwurfsentscheidung la¨ßt sich bereits von der sequentiellen Implementierung
solcher Anwendungen ablesen: Im einfacheren Fall basieren Algorithmen auf (ggf. mehrdimensio-
nalen) Feldern, auf die mittels linearer Indexrechnung (direkt) zugegriffen werden kann; im zwei-
ten, weitaus komplizierteren Fall verwenden Algorithmen graphbasierte Strukturen, die nur durch
rekursive Zugriffe erschlossen werden ko¨nnen [91, Kap. 11]. Fu¨r die Klasse der Gleichungslo¨ser
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Datenparallele Algorithmen
dynamischstatisch
Datenbasis: Felder Datenbasis: Graphen
Abbildung 1.1: Eigenschaften von Algorithmen, bei denen das vorgestellte Parallelisierungskon-
zept anwendbar ist.
ergibt sich diese Entscheidung aus der Wahl der zur Diskretisierung des Problemraums verwendeten
Gitter: regelma¨ßige, strukturierte Gitter werden durch Felder implementiert, unstrukturierte Gitter
durch spezialisierte Graphen (z.B. UG [10,13], CEQ [67], KASKADE [43,49,97] oder PLTMG [8]).
Natu¨rlich sind auch Hybridformen denkbar: Verfahren auf blockstrukturierten Gittern verwenden
Kombinationen von strukturierten Gittern (als Felder) und deren Nachbarschaftsbeziehungen (als
Graphen) [98, 122].
Die Umsetzung graphbasierter Strukturen im Rahmen von bestimmten Implementierungen ge-
schieht abstrakt mittels eines Referenz-Konzeptes; Objekte (Knoten des Graphen), welche die not-
wendigen Daten enthalten, verweisen dabei u¨ber Referenzen (gerichtete Kanten des Graphen) auf-
einander, was eine potentiell beliebige Datentopologie erlaubt. Im Hinblick auf gebra¨uchliche Pro-
grammiersprachen wird dies z.B. durch hardwarenahe pointer (in der Programmiersprache ANSI C),
Indexberechnungen (bei Verwendung von Fortran) oder durch vom Benutzer definierte Referenz-
Klassen (in objektorientierten Sprachen) verwirklicht.
Was bedeutet diese Entwurfsentscheidung nun im wesentlichen fu¨r die parallele Implementierung?
Im einfacheren Fall werden die (mehrdimensionalen) Felder der Datenbasis entlang einer oder
mehrerer Dimensionen (ggf. zyklisch) aufgespalten und die entstehenden Teilfelder den einzelnen
Prozessoren1 des Parallelrechners zugeordnet (z.B. implizit durch den Compiler bei Verwendung
1Selbstversta¨ndlich kann in einem allgemeineren (feingranularen) Kontext sowohl Prozeß als auch Prozessor gemeint
sein; im Rest der Arbeit wird jedoch als Sprechweise Prozessor beibehalten.
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der array notation in Fortran 90 [46, 105, S. 244ff] oder auch durch DISTRIBUTE-Direktiven und
FORALL-Konstrukt in HPF [54]). Da eine so geartete Aufteilung als einfache arithmetische Bezie-
hung von Prozessortopologie und Feldindizes dargestellt werden kann, liegt die komplette Struktur
der gesamten Datenbasis jedem Prozessor als globale Information vor. Dies vereinfacht alle in Ab-
schnitt 1.4 beschriebenen Probleme und wurde bereits in vielen vorausgehenden Arbeiten behandelt.
Deshalb soll dieser Fall nicht (bzw. ho¨chstens indirekt als Spezialisierung des allgemeinen, graph-
basierten Falls) Gegenstand dieser Arbeit sein.
Basiert der zu parallelisierende Algorithmus dagegen auf graphartigen Strukturen, muß der gege-
bene Graph auf geeignete Weise in Subgraphen aufgespalten werden; die entstehenden Teilgraphen
werden wieder den einzelnen Prozessoren des Parallelrechners zugeordnet. Bei dieser Art der Auf-
teilung existiert jedoch im allgemeinen keine arithmetische Abbildungsfunktion, die aus der Sicht
eines einzelnen Prozessors die globale Datenbasis beschreiben wu¨rde: die einzige vollsta¨ndige In-
formation u¨ber die Aufteilung des globalen Graphen ist eben dieser Graph selbst. Die daraus resul-
tierenden Probleme werden im na¨chsten Abschnitt detaillierter behandelt.
Das hier behandelte Parallelisierungskonzept soll gerade fu¨r allgemeine, graphbasierte Algorithmen
anwendbar sein, indem es ein Datenmodell zur Verfu¨gung stellt, das die Aufteilung in Subgraphen
und deren Prozessorzuordnung unterstu¨tzt. Im Beispiel der PDG-Lo¨sungsverfahren bedeutet dies:
Das unstrukturierte Gitter (Graph) als Diskretisierung des Problemgebiets wird in Teilgitter (Sub-
graphen) aufgespalten, die den Prozessoren geeignet zugeordnet werden.
Betrachtet man nun die Klasse der graphbasierten Anwendungen, so lassen sich wiederum zwei
grundsa¨tzliche Fa¨lle unterscheiden:
1. Der Graph wird in einer Initialisierungsphase (zu Laufzeitbeginn) erzeugt und nachtra¨glich
nicht mehr vera¨ndert.
2. Der Graph und damit die Topologie der Datenbasis vera¨ndern sich dynamisch zur Laufzeit.
Das anzuwendende Parallelisierungskonzept muß zur Unterstu¨tzung des zweiten, weitaus kompli-
zierteren Falles Mo¨glichkeiten vorsehen, die Topologie der bereits verteilten Datenbasis (d.h. die
Struktur und Verteilung der Subgraphen) konsistent zu manipulieren. Diese dynamische Kompo-
nente erfordert die vollsta¨ndige Unterstu¨tzung des jeweiligen Referenzkonzepts durch das parallele
Programmiermodell.
Typische PDG-Lo¨sungsverfahren, die dynamische Vera¨nderungen des Gitters zur Laufzeit erfor-
dern, sind die adaptiven Verfahren. Dabei wird wa¨hrend des iterativen Lo¨sungsprozesses das Diskre-
tisierungsgitter durch Verfeinerung bzw. Vergro¨berung dergestalt vera¨ndert, daß es Besonderheiten
der Lo¨sungsfunktion widerspiegeln kann (z.B. [8, 10, 43, 67]). Dies ermo¨glicht Einsparungen in der
Rechenzeit bei gleichzeitiger Erho¨hung der Genauigkeit des Verfahrens. Als Repra¨sentant adaptiver
numerischer Verfahren auf unstruktierten Gittern und gleichzeitig als Hauptbeispiel der Anwen-
dung des vorgestellten Parallelisierungskonzepts dient das Finite-Volumen-Verfahren CEQ (siehe
Abschnitt 5.2).
Neben adaptiven numerischen Verfahren basieren viele andere Algorithmen aus verschiedensten
Bereichen auf dynamischer Konstruktion bzw. Vera¨nderung der jeweiligen Datenbasis. Als kleiner
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Ausschnitt seien hier lediglich einige Beispiele willku¨rlich herausgegriffen: Generierung von Git-
tern fu¨r Probleme aus dem Ingenieurbereich [140], Konstruktion von adaptiven Energiehyperfla¨chen
aus der Computer-Chemie [28], Simulation von Vorga¨ngen aus der Astrophysik [117].
Zum Abschluß dieses Abschnitts sollen noch einmal die Eigenschaften der Anwendungsklasse zu-
sammengefaßt werden, die sich fu¨r die Parallelisierung durch das im folgenden beschriebene Kon-
zept anbietet:




Notwendig: der Algorithmus legt eine SPMD-Strategie nahe (Datenpartitionierung)
Vorteilhaft: die Datenbasis hat die Struktur eines Graphen (Referenzkonzept)
Optional: die Datenbasis unterliegt topologischen ¨Anderungen (Dynamik)
Dabei ist es gerade die letzte, optionale Eigenschaft, welche die Neuartigkeit des Konzepts aus-
macht: die Mo¨glichkeit zu dynamischen Vera¨nderungen der Datentopologie zur Laufzeit unter Auf-
rechterhaltung von Effizienz und Portierbarkeit als integraler Bestandteil des Parallelisierungskon-
zepts.
1.4 Probleme der Parallelisierung
Die grobe Vorgehensweise zur Parallelisierung von Anwendungen mit allen drei zuvor erla¨uterten
Eigenschaften ist sofort klar: Der gesamte (globale) Graph muß zerlegt und auf die lokalen Spei-
cher2 der beteiligten Prozessoren verteilt werden. Bei ho¨herem Detaillierungsgrad treten jedoch
schwerwiegende Probleme auf, deren Spektrum von grundsa¨tzlichen, algorithmischen Anforde-
rungen (z.B. Notwendigkeit zur Lastbalancierung) bis hin zu technischen Implementierungsfra-
gen (z.B. Verwaltung von redundanten Daten und deren Konsistenz) reicht. Im einzelnen sind
dies [18, 22, 126]:
Lastverteilung: Die Verteilung des Graphen auf die lokalen Speicher und damit die Zuordnung
von Arbeitsaufwand zu den vorhandenen Prozessoren muß ausgewogen erfolgen (Lastbalan-
cierung), um die effiziente Ausfu¨hrung des parallelen Programms zu gewa¨hrleisten. Sobald
die Topologie des verteilten Graphen zur Laufzeit maßgeblich vera¨ndert wird, ist die Last pro
Prozessor im allgemeinen nicht mehr gleichverteilt, was zu einer Neuverteilung der Daten-
basis fu¨hren muß. Aus Skalierungsgru¨nden muß das dynamische Lastbalancierungsverfahren
dabei selbst als paralleler Algorithmus ablaufen; die jeweils vorhergehende Verteilung muß in
Betracht gezogen werden, um den Umverteilungsaufwand gering zu halten [10, 70]. Da die
Struktur des Graphen und damit die beste Lastverteilung stark von der jeweiligen Anwendung
abha¨ngt, kann das Problem der Lastverteilung vom Betriebssystem oder von der Rechnerhard-
ware nur sehr eingeschra¨nkt und ineffizient gelo¨st werden. Es bleibt somit ein Problem der
Anwendungsebene (oder geeigneter Programmbibliotheken).
2Selbst bei skalierbaren Parallelrechnern mit einem gemeinsamen Adreßraum sind von jedem einzelnen Prozessor aus
verschiedene physikalische Speicherbereiche auch unterschiedlich effizient zugreifbar (siehe Abschnitt 1.2). Es gibt also
in bezug auf Speicherzugriffe durchaus einen Lokalita¨tsbegriff, auch wenn dieser an der Programmierschnittstelle nicht
immer sichtbar ist (vgl. NUMA-Architekturen [74, S. 22f]).
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Globale Referenzen: Fu¨r die Implementierung der Datenbasis wird ein Referenzkonzept beno¨tigt
(S. 15). Die im sequentiellen Fall verwendeten Referenzen basieren jedoch auf einem ein-
heitlichen Adreßraum und werden beim Vorhandensein von mehreren lokalen Adreßra¨umen
sofort unbrauchbar.
Um diesen Konflikt aufzulo¨sen, mu¨ssen entweder globale Referenzen implementiert oder We-
ge zur Vermeidung der Notwendigkeit von globalen Referenzen gefunden werden. Die erste
Lo¨sung impliziert einen konzeptuellen Unterschied der sequentiellen bzw. parallelen Imple-
mentierung und kann deshalb ho¨chstens auf Compiler-Ebene (wenn nicht bereits in der Rech-
nerhardware) sinnvoll eingesetzt werden. Zwar ko¨nnen shared-memory-Architekturen wie
z.B. SGI Origin oder Tera MTA Hardwareunterstu¨tzung in Form eines globalen Adreßraums
bieten, unzureichende Performance von entfernten Speicherzugriffen und hohe Hardwareko-
sten sind jedoch derzeit noch Nachteile dieser Technologie (vgl. Abschnitt 1.2).
Mit der zweiten Lo¨sung ergeben sich Folgeprobleme: Beispielsweise werden wa¨hrend der Da-
tenumverteilung aufgrund der dynamischen Lastbalancierung komplexe Strukturen, die mit-
tels des Referenzkonzepts konstruiert wurden, aus dem lokalen Speicher eines Prozessors in
den eines anderen u¨bertragen. Alle Referenzen, die dieser Prozedur unterworfen sind, werden
beim Transfer u¨ber die Grenze zweier lokaler Adreßra¨ume ungu¨ltig und mu¨ssen wa¨hrend der
¨Ubertragung umgerechnet werden.
Datenredundanz: Durch die Aufteilung des globalen Graphen entstehen an den Grenzen zwischen
benachbarten Subgraphen (sog. inter-processor-Grenzen) inkonsistente Situationen, in wel-
chen bestimmte Annahmen u¨ber Nachbarschaften von Objekten bzw. Knoten des Graphen
ungu¨ltig werden. Bei Zugriffen u¨ber die Nachbarschaftsrelation kann das beno¨tigte Datum im
Speicher eines fremden Prozessors liegen.
Um diese Problemfa¨lle auszuschließen, ohne die ¨Ubersichtlichkeit des Programms und
die Gesamteffizienz (durch oftmalige Zugriffe auf nicht-lokale Speicherbereiche) zu beein-
tra¨chtigen, mu¨ssen an den inter-processor-Grenzen redundante Kopien von einzelnen Ob-
jekten erzeugt werden. Diese Lokalisierung der Nachbarschaftsrelation erzwingt jedoch ein
Protokoll, welches die Daten der redundanten Kopien konsistent ha¨lt. Die Eigenschaften sol-
cher Protokolle haben wesentlichen Einfluß auf die Effizienz des parallelen Programms und
beinhalten somit kritische Designentscheidungen (vgl. Abschnitt 2.3.8). In einem entspre-
chenden shared-memory-System wu¨rde diese Redundanz und die notwendigen Konsistenz-
protokolle in der verteilten Speicherhierarchie repra¨sentiert werden, z.B. in verteilten Caches
der SGI Origin-Architektur (Abschnitt 1.2).
Aus Sicht des parallelen Programms muß zur Einhaltung des Konsistenzprotokolls ein Infor-
mationsaustausch zwischen den Prozessoren auf der bestehenden, statischen Datentopologie
stattfinden. Die dabei entstehenden Kommunikationsschemata auf komplexen Prozessor- und
Datentopologien ko¨nnen bei unzureichender Organisation zu Effizienzverlusten fu¨hren, die
von Latenzzeiten in der Kommunikation oder u¨berma¨ßiger Zwischenspeicherung von Daten
herru¨hren.
Aufgrund dieser Probleme scheint eine layer-basierte Strategie zur Implementierung von Program-
men mit dynamischen Datenstrukturen auf distributed-memory-Rechnern unvermeidbar. Der An-
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wendungsteil eines parallelen Programmes sollte dem sequentiellen Code mo¨glichst entsprechen
oder sogar identisch sein; nur dadurch kann eine einfache Wartung und Weiterentwicklung des
Programmcodes garantiert werden. Dazu muß eine Abstraktionsebene spezifiziert werden, die es
erlaubt, die Funktionalita¨t zur Bewa¨ltigung obiger Probleme in eine tiefere Schicht des Program-
miermodells zu verlagern.
1.5 Entwurfsziele und Lo¨sungsansatz
Aus den bisher diskutierten Aspekten la¨ßt sich eine Reihe von Entwurfszielen fu¨r die Entwicklung
des Parallelisierungskonzepts ableiten:
 Vorhandene sequentielle Programme, welche die drei Eigenschaften Datenpartitionierbar-
keit, Graphstruktur und Dynamik (vgl. S. 17) aufweisen, mu¨ssen mit vergleichsweise gerin-
gem Aufwand auf Parallelrechner u¨bertragen werden ko¨nnen. Der Großteil des bestehenden
Programmcodes muß dabei unangetastet bleiben, um spa¨tere, simultane Weiterentwicklung
und Wartung von sequentiellem und parallelem Programm zu ermo¨glichen.
 Ebenso muß die komfortable Neuentwicklung paralleler Programme mo¨glich sein, ohne je-
doch auf Einzelheiten der zugrundeliegenden Rechnerarchitektur Bezug nehmen zu mu¨ssen.
 Einmal parallelisiert, sollen Anwendungsprogramme mit minimalem Aufwand auf alle
ga¨ngigen Rechnerplattformen portiert werden ko¨nnen.
 Die Laufzeit- und Speichereffizienz der resultierenden parallelen Programme soll nicht we-
sentlich hinter parallelen Programmen zuru¨ckbleiben, die durch den Anwendungsentwickler
von Hand auf die Eigenschaften und Bedu¨rfnisse eines gegebenen Rechnersystems eingestellt
wurden (manuelles tuning).
 Eine klare Abstraktionsebene soll die anwendungsbezogenen Teile des parallelen Programms
von den auf das parallele Programiermodell bezogenen Teilen abgrenzen. Dies erfolgt auf-
grund der Problemstellung am zweckma¨ßigsten an der Datenschnittstelle, also bei der Vertei-
lung des dynamischen Graphen.
 Trotz der Datenabstraktion soll der Entwickler der Anwendung an klar definierten Schnittstel-
len explizites Wissen, z.B. u¨ber die Lokalita¨t der Daten, einbringen ko¨nnen. Dies soll in einer
Weise geschehen, die unabha¨ngig vom jeweils aktuellen Stand der Parallelrechnerarchitektur
ist (z.B. distributed- oder shared-memory-Architekturen).
Aufgrund obiger Anforderungen ist das hier vorgestellte Parallelisierungskonzept aus folgenden Be-
standteilen zusammengesetzt: ein formales Datenmodell, die Spezifikation der Abstraktionsebene,
ein zugeho¨riger Konsistenzbegriff und eine portable, effiziente Implementierung des Konzepts in
Form einer Programmbibliothek.
Das formale Datenmodell beschreibt die globale Datenbasis und ihr verteiltes Gegenstu¨ck in Form
von Graphen sowie den Begriff konsistente Verteilung. Es bildet somit den Kern des gesamten
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Konzepts. Die konzeptuell wichtige Abstraktionsebene wird anschließend durch zusa¨tzliche Be-
schreibung einer funktionalen Schnittstelle (auf obigem Datenmodell) spezifiziert. Dies schließt
die schon angesprochene Datenredundanz an den inter-processor-Grenzen ein. Fu¨r die redundan-
ten Daten wird ist ein Konsistenzprotokoll beno¨tigt, das sich an den Bedu¨rfnissen der Anwendung
orientiert (z.B. Konsistenz der ¨Uberlappungsbereiche bei Gittern numerischer Anwendungen) und
daher durch den Entwickler der Anwendung spezifizierbar sein muß.
Schließlich beinhaltet das Konzept eine Programmbibliothek, die eine Implementierung der funk-
tionalen Abstraktionsebene darstellt. Als wichtigste Eigenschaften der Funktionalita¨t dieser Bi-
bliothek sind Portabilita¨t, verwirklicht durch Abstu¨tzung auf ein einfaches, allgemein verfu¨gbares
(oder entsprechend leicht implementierbares) Programmiermodell (vom Typ message-passing),
und Effizienz zu nennen. Dabei kann letztere durch Ausnu¨tzung von Einschra¨nkungen der
Ziel-Anwendungsklasse (z.B. Graphen, nur lokale Referenzen, geeignete Datenredundanz) und
Beru¨cksichtigung von Eigenschaften des zugrundeliegenden Programmiermodells (z.B. nicht-
blockierende Kommunikation, Minimierung von Kommunikationszeiten und Nachrichtenanzahl)
erreicht werden.
Zur Parallelisierung einer bestehenden Anwendung wird deren Datenbasis zuna¨chst in das parallele
Datenmodell eingebettet, wodurch bereits die Funktionalita¨t an der Abstraktionsebene erschlossen
wird. Zur vollsta¨ndigen Anbindung muß noch die gewu¨nschte Verteilung der Daten sichergestellt
werden und das Konsistenzprotokoll implementiert werden. Beide Vorga¨nge sind anwendungs-
abha¨ngig und damit fu¨r den Anwendungsentwickler explizit, werden aber durch geeignete Kon-
strukte des Parallelisierungskonzepts unterstu¨tzt.
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1.6 Verwandte Arbeiten
Die Problematik der Verwaltung von verteilten, dynamischen Graphstrukturen auf lose gekoppelten
Parallelrechnern war und ist Gegenstand einer Vielzahl von Forschungs- und Entwicklungsarbei-
ten. In diesem Abschnitt sollen die wichtigsten Ansa¨tze dargestellt und klassifiziert werden; diese
lassen sich dabei nach dem jeweils zugrundeliegenden bzw. bereitgestellten Programmiermodell in
folgende Klassen einteilen:
 user-level-Modelle
 verteilte Objekte (auf compiler/runtime-Ebene)
 leichtgewichtige Prozesse (Threads)
 datenparallele und funktionale Sprachen, algorithmische Skelette u.a¨.
 Distributed Shared Memory
Das in dieser Arbeit beschriebene Konzept ist ein typisches user-level-Modell: die gesamte Funk-
tionalita¨t steht in Form einer Programmbibliothek zur Verfu¨gung und beno¨tigt keine Unterstu¨tzung
durch einen speziellen Compiler oder besondere Betriebssystemfunktionen. ¨Ahnliche Ansa¨tze wer-
den daher besonders ausfu¨hrlich behandelt. Ansa¨tze auf Basis von verteilten Objekten und leichtge-
wichtigen Prozessen ko¨nnen fu¨r a¨hnliche Anwendungen wie das hier beschriebene Konzept einge-
setzt werden und werden deshalb ebenfalls genauer analysiert.
Bei der Verwendung von datenparallelen Sprachen (z.B. Fortran 90 [105], HPF [54], oder auch [63])
gibt der Anwender dem Compiler u¨ber parallele Sprachkonstrukte Hinweise auf Art und Ort der Par-
allelita¨t des implementierten Verfahrens; der Compiler u¨bernimmt (evtl. in Verbindung mit einem
geeigneten Laufzeitsystem [95]) die eigentliche Datenverteilung und Konsistenzerhaltung. Funktio-
nale Sprachen (z.B. Haskell [62] oder Sisal [135] mit parallelem Laufzeitsystem) erlauben es, aus
einer funktionsorientierten Formulierung des Programms (frei von Seiteneffekten) einen Datenfluß-
graph zu erstellen, aus dem die vorhandene Parallelita¨t abgelesen werden kann. Der Programmierer
wird so von expliziter Parallelisierungsarbeit isoliert. Andere Ansa¨tze versuchen, u¨ber die Bereit-
stellung von algorithmischen Skeletten (vgl. [39, 42], Anwendung z.B. in Skil [26, 27]) die Grund-
eigenschaften paralleler Programme zu kapseln, um sie einem Anwender transparent verfu¨gbar zu
machen. Alle drei Ansa¨tzen haben gemein, daß ihr Einsatz nur bei Software-Neuentwicklungen
mo¨glich ist; fu¨r das enorme Reservoir an bestehender Software ko¨nnen diese Techniken nicht oder
nur in kleinen, manuell bestimmten Teilen verwendet werden (z.B. Sisal Foreign Language Inter-
face). Das in dieser Arbeit vorgestellte Konzept dagegen la¨ßt die Wiederverwendung bestehender
Programme (software reuse) problemlos zu.
Im Konzept des Distributed Shared Memory (DSM, siehe [32, 112]) wird die Parallelita¨t auf die
Ebene des Betriebssystems verlagert, indem ein allen Prozessoren gemeinsamer, globaler Adreß-
raum bereitgestellt wird. Alle Zugriffe auf den gemeinsamen Adreßraum mu¨ssen effizient auf die
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tatsa¨chlichen, physikalisch verteilten Speicher abgebildet werden. Dies kann durch einen spezi-
ellen Betriebssystemkern, Bibliotheksroutinen mit compilergenerierten Aufrufen oder Sourcecode-
Transformationen geschehen. Oftmals werden DSM-Systeme in das Betriebssystemkonzept der vir-
tuellen Speicherverwaltung integriert, wodurch die Gro¨ße der von mehreren Prozessoren sichtbaren
Speicherblo¨cke auf die Seitengro¨ße der Speicherverwaltung festgelegt wird. Je nach Art des Konsi-
stenzprotokolls von verteilten, an der Programmiermodell-Schnittstelle jedoch gemeinsamen Daten
kann es zu unerwu¨nschten Effekten kommen: hohe Aufsetzzeiten durch fehlende Minimierung der
Nachrichtenanzahl, zyklische Migration von Objekten (sog. thrashing) oder disjunkte Speicherzu-
griffe auf dieselbe Seite, was unno¨tige Konsistenzoperationen erfordert (sog. false sharing). Bei
manchen shared-memory-Architekturen wird der globale Adreßraum bereits von der Hardware un-
terstu¨tzt bzw. vollsta¨ndig implementiert und nicht erst auf Betriebssystemebene nachtra¨glich virtuell
erzeugt (z.B. SGI Origin, Abschnitt 1.2). In der hier vorgestellten Arbeit wird die Lokalita¨t expli-
zit formuliert; dadurch ergibt sich zwar ein komplizierteres Programmiermodell, das aber deutlich
effizientere, vor allem aber skalierbare parallele Applikationen ermo¨glicht.
Die obige grobe Klassifikation erlaubt nicht fu¨r jedes Konzept eine eindeutige Zuordnung, oftmals
la¨ßt sich ein Ansatz mehreren Bereichen zuordnen (z.B. kann Distributed Shared Memory auf Ba-
sis von message-passing implementiert werden oder ko¨nnen algorithmische Skelette als Grundlage
einer datenparallelen Sprache dienen). Trotzdem wurden die bestehenden Ansa¨tze grob aufgeteilt,
um einen Vergleich des hier vorgestellten Konzepts mit verwandten Arbeiten zu ermo¨glichen. Im
Zweifelsfall werden einzelne Ansa¨tze in mehreren Kategorien aufgefu¨hrt.
1.6.1 Modelle auf user-level
In den letzten Jahren wurde eine Vielzahl von Programmbibliotheken bzw. Spracherweiterungen
zur Unterstu¨tzung von verteilten Gitter- bzw. Graphstrukturen entwickelt. Die folgende Tabelle gibt
eine alphabetische ¨Ubersicht der bestehenden Ansa¨tze, aufgeschlu¨sselt u.a. nach den Kriterien Dy-
namik, Gitterart- und -dimension, Plattformen und Datentypen. Alle Ansa¨tze haben gemeinsam,
daß sie ein ma¨chtigeres Programmiermodell auf das bestehende, nachrichtenbasierte Modell auf-
setzen. Der Programmierer der parallelen Anwendung sieht nach Mo¨glichkeit nur noch verteilte
Datenstrukturen, die vom System auf verteilte Speicher und message-passing-Kommunikation ab-
gebildet werden. Fu¨r den Einsatz dieser Werkzeuge ist allerdings keine Unterstu¨tzung durch den
Compiler notwendig, weshalb sie auch als user-level-Modelle bezeichnet werden ko¨nnen.
Eine ausfu¨hrliche Fassung der nachfolgenden Tabelle und eine kurze Erla¨uterung der verwende-
ten Abku¨rzungen finden sich in Anhang E am Ende dieser Arbeit. Informationen zu einigen der
enthaltenen Konzepte und eine Vorform des zugrundegelegten Klassifikationsschemas wurden ei-
ner Studie von Parashar [114] entnommen. Es wurden jedem Konzept hier wie in Anhang E die
hauptsa¨chlich an der Entwicklung beteiligte Institution sowie Literaturverweise hinzugefu¨gt, um
eine schnelle Zuordnung zu ermo¨glichen.
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Bezeichnung Institution
dynamisch/statisch Dimension Modell
Datentypen Gitterart
MP-Modell Plattformen
Applikationsbereich Zielsprache
A++/P++ [98, 99] Univ. of Colorado & Los Alamos National Lab.
dynamisch (gitterweise) 1-8 Dim SPMD
integer, double blockstrukturierte Gitter
PVM, MPI WsC
Anwendungen auf strukturierten Gittern C++
BlockComm [60] Argonne National Laboratory
statisch 1-5 Dim SPMD
F77-Datentypen strukturierte Gitter
Chameleon [61] Cray, IBM, Intel u.a., WsC
Anwendungen auf strukturierten Gittern F77
CHAOS ( PARTI) [107, 119, 133] University of Maryland
dynamisch beliebig SPMD
C-/F77-Datentypen unstrukturierte Gitter
PVM, MPI, NX u.a. Intel, IBM SP1, CM-5
adaptive unstrukturierte Anwendungen C, F77
CHAOS++ ( CHAOS) [34, 35] University of Maryland
dynamisch beliebig SPMD
C++ Klassen und Typen allgemeine Graphen
PVM, MPI, NX u.a. Intel, IBM, CM-5
OO-Anwendungen mit dynamischen Datenstrukturen C++
CLIC (auch: GMD Communications Library) [122] GMD, St. Augustin
dynamisch auf Blockebene 2-3 Dim SPMD
F77-Datentypen blockstrukturierte Gitter
PARMACS 6.0 [69] Cray, IBM, Intel u.a., WsC
blockstrukturierte Anwendungen F77
Canopy [52] Fermi National Accelerator Laboratory
statisch beliebig SPMD
C-/F77-Datentypen strukturierte Gitter
eigene KS CHIP Cray T3D, Sequent
Anwendungen auf strukturierten Gittern C, F77
Concurrent Graph (oder: SCPlib) [139, 145] California Institute of Technology
dynamisch auf Threadebene beliebig taskparallel
beliebig allgemeine Graphen
eigene KS Cray, IBM, Intel u.a., WsC
CFD, Partikelmethoden, Monte Carlo ?
Tabelle 1.1: ¨Ubersicht existierender Konzepte zur Verwaltung ver-
teilter dynamischer Datenbasen (dreiteilig).
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Bezeichnung Institution
dynamisch/statisch Dimension Modell
Datentypen Gitterart
MP-Modell Plattformen
Applikationsbereich Zielsprache
DAGH [113, 115] University of Texas at Austin, TX
dynamisch beliebig SPMD
Fortran Datentypen blockstrukturierte Gitter
MPI Cray, IBM, WsC
adaptive Mehrgitterverfahren (AMR) C++ (und F77/F90)
DIME [148, 150] California Institute of Technology
dynamisch 2 Dim SPMD
C Datentypen Dreiecksgitter
Express OS NCube, Transputer, Intel
FE (fu¨r Navier-Stokes) C
Dome [4] Carnegie Mellon University
dynamisch beliebig (Einbettung) SPMD
VuM von C++-Typen strukturierte Gitter
PVM heterogene WsC
Anwendungen auf strukturierten Gittern C++
Global Arrays (GA) [110] Pacific Northwest Laboratory
dyn. array-Verwaltung 2 Dim MIMD
integer, double strukturierte Gitter
interrupt-driven, TCGMSG Intel, IBM, KSR, WsC
Computer-Chemie C, F77
GRIDS [56–58] Universita¨t Stuttgart
statisch beliebig SPMD
F77 Datentypen unstrukturierte Gitter
eigene KS SPPL IBM, Intel Paragon
gitterbasierte Anwendungen (z.B. CFD) F77
LOCO [84–86] K. U. Leuven, Belgien
dynamisch beliebig SPMD
C Typen, Strukturen beliebig
PVM, NX Intel, WsC
adaptive numerische Verfahren, auch MG C
LPARX (vorher: GenMP [5]) [87, 88] University of California, San Diego
dyn. array-Verwaltung 1-4 Dim SPMD
C++ Typen/Klassen blockstrukturierte Gitter
eigene KS MP++ PVM, u.a.
ML, adaptive FD, Partikelmethoden C, C++ und F77
Tabelle 1.1: ¨Ubersicht existierender Konzepte zur Verwaltung ver-
teilter dynamischer Datenbasen (dreiteilig).
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Bezeichnung Institution
dynamisch/statisch Dimension Modell
Datentypen Gitterart
MP-Modell Plattformen
Applikationsbereich Zielsprache
Nearest Neighbor Tool (NNT) [123] Forecast Systems Laboratory
statisch 1-3 Dim SPMD
F77-Datentypen strukturierte Gitter
PCL (Forecast Systems Lab) Intel u.a., WsC
Wettervorhersagemodelle (mittels FD) F77
OPlus [31] Oxford University
statisch beliebig SPMD
F77-Datentypen unstrukturierte Gitter
PVM, MPI PVM, MPI
gitterbasierte Anwendungen (z.B. CFD) F77
PARTI [38, 138] ICASE, VA; Syracuse Univ., NY; Yale Univ., CT
statisch beliebig SPMD
C-/F77-Datentypen unstrukturierte Gitter
NX Intel, IBM SP1, CM-5
unstrukturierte (Mehrgitter-)Verfahren (z.B. CFD) C, F77
PetSc [6, 7] Argonne National Laboratory
statisch beliebig SPMD
verteilte VuM, Datenfelder strukturiert/unstrukturiert
MPI MPI
numerische Anwendungen (z.B. CFD) C, C++, F77
Runtime System Library (RSL) [106] Argonne National Laboratory
dyn. Gitterschachtelung 2-3 Dim Host/Node
F77-Datentypen strukturierte Gitter
Chameleon [61], PICL IBM SP-1, Intel Delta
Modelle zur Wettervorhersage und Geophysik F77
SUMAA3d [77, 78] Argonne National Laboratory
dynamisch 2 Dim SPMD
integer, double Dreiecksgitter
MPI MPI
Anwendungen auf unstrukturierten Gittern C
Tabelle 1.1: ¨Ubersicht existierender Konzepte zur Verwaltung ver-
teilter dynamischer Datenbasen (dreiteilig).
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Die meisten dieser Werkzeuge sind auf bestimmte verteilte Gitterstrukturen beschra¨nkt; dabei erlau-
ben einige nur die Verteilung und Verwaltung strukturierter Gitter bzw. die Verteilung von Vektoren
und vollbesetzten Matrizen (BlockComm, Canopy, Dome, NNT, RSL). Die Leistungsfa¨higkeit die-
ser Konzepte ist aus Sicht der Ziele dieser Arbeit sehr eingeschra¨nkt; sie stellen jedoch die zeitlich
ersten schichtenorientierten Ansa¨tze dar, die versuchen, von reinen message-passing-Programmen
zu abstrahieren.
Andere Konzepte sehen die Verwaltung blockstrukturierter Gitter vor (A++/P++, CLIC, LOCO,
LPARX); dies bedeutet Dynamik auf einer Ebene mittlerer bis grober Granularita¨t. Jeder Block
ist ein strukturiertes Gitter, die Nachbarschaftsbeziehungen zwischen den Blo¨cken bilden einen
allgemeinen Graphen. Diese Datenstruktur bot fru¨h die Mo¨glichkeit, Dynamik und Adaptivita¨t
auch auf Parallelrechnern bereitstellen zu ko¨nnen; daher sind ausgereifte Werkzeuge verfu¨gbar
(z.B. A++/P++, CLIC). Probleme bereiten jedoch die Erzeugung blockstrukturierter Gitter fu¨r kom-
plexe Problemgeometrien sowie die Lastverteilung dieser gro¨bergranularen Datenstrukturen. Ein in-
teressantes blockstrukturiertes Konzept neueren Datums ist die DAGH-Programmbibliothek, bei der
beliebigdimensionale Gitter mit Hilfe von selbsta¨hnlichen Abbildungen linearisiert werden (space-
filling curves [128,129]); das so entstandene eindimensionale Feld hat im wesentlichen die gleichen
Lokalita¨tseigenschaften wie das urspru¨ngliche Gitter. Diese interessante Technik ist aber zugleich
die Schwa¨che des Konzepts: komplexe Geometrien ko¨nnen nicht behandelt werden.
Einige weitere Ansa¨tze bieten verteilte unstrukturierte Gitter (CHAOS, DIME, GRIDS, OPlus,
PARTI, PetSc, SUMAA3d). Bei der Mehrzahl dieser Konzepte ist nur eine einmalige statische
Verteilung des unstrukturierten Gitters mo¨glich; eine spa¨tere, evtl. mehrmalige Umverteilung ist
nicht vorgesehen. Dies schließt z.B. die Parallelisierung adaptiver numerischer Verfahren aus. Die
Verbindung von unstrukturierten Gittern und dynamischer Umverteilung bieten nur die Konzepte
CHAOS, DIME und SUMAA3d.
Das bereits in PARTI implementierte Inspector/Executor-Schema wurde im CHAOS-Projekt auf
das Konzept der Lightweight Communication Schedules erweitert. Die Grundidee, einen
”
Fahr-
plan“ fu¨r die oft verwendeten Kommunikationsschemata von iterativen Verfahren einmal vorab zu
berechnen (Inspector) und dann oft zu verwenden (Executor), ist ein in vielen Arbeiten angewen-
detes Prinzip. Das in vorliegender Arbeit beschriebene Modell sieht eine a¨hnliche, aber sehr viel
ma¨chtigere und flexiblere Abstraktion vor (DDD Interfaces, Abschnitt 2.4.2).
Die CHAOS-Bibliothek bietet Zugriffe auf verteilte Array-Elemente u¨ber globale Indizes; dies
wurde mit Hilfe einer verteilt speicherbaren translation table realisiert, in der fu¨r jeden globalen
Index der Prozessor verzeichnet ist, der das zugeho¨rige Array-Element speichert. Bei jedem Zugriff
auf nichtlokale Daten muß daher zuna¨chst mit dem Prozessor kommuniziert werden, der den Eintrag
aus der translation table besitzt. Bei einer dynamischen Umverteilung der Daten muß die translation
table aufwendig neu erstellt werden. Sowohl in PARTI als auch im Nachfolgeprojekt CHAOS muß
die Irregularita¨t der Daten auf indirekte Zugriffe u¨ber Indexfelder abgebildet werden; eine effiziente
Implementierung von Referenzen zwischen Datenobjekten (z.B. u¨ber pointer in ANSI C) wie in
dieser Arbeit beschrieben ist nicht mo¨glich.
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Die PetSc-Programmbibliothek bietet neben verteilten Vektoren und Matrizen (mit entspre-
chenden Konsistenz-Operationen) ebenfalls die aus PARTI/CHAOS bekannten Inspector/Executor-
Strukturen, eingebettet in ein klar definiertes, objekt-orientiertes Konzept [7].
Die Ziele des SUMAA3d-Projekts beinhalten alle Schlu¨sselprobleme zur Entwicklung von paralle-
len Verfahren auf unstrukturierten, adaptiven Gittern. Dazu geho¨ren neben Aspekten der Gittergene-
rierung, -gla¨ttung und -verfeinerung natu¨rlich Methoden zur effizienten, skalierbaren Lo¨sung von li-
nearen Gleichungssystemen, aber auch modernste virtual-reality-Visualisierungsmethoden (z.B. in-
teraktive adaptive Gitterfeinerung im CAVE [55]). Derzeit (Stand 1997) werden in SUMAA3d
jedoch nur zweidimensionale Dreiecksgitter unterstu¨tzt; dies gilt ebenfalls fu¨r das DIME-Projekt.
Eine Generalisierung auf drei Dimensionen, andere Gittertypen oder gar allgemeine Graphen kann
eine komplette Neuentwicklung der existierenden Programmsysteme erfordern.
Sehr wenige bestehende Software-Werkzeuge behandeln das Problem verteilter allgemeiner Gra-
phen (CHAOS++, Concurrent Graph). Es gibt zwar eine Vielzahl von Ansa¨tzen fu¨r die Bereit-
stellung verteilter Objekte (siehe na¨chsten Abschnitt), die jedoch den Effizienzanforderungen aus
dem Bereich der numerischen Anwendungen oftmals nicht genu¨gen. Das objektorientierte Konzept
CHAOS++ kommt dem in dieser Arbeit vorgestellten Modell am na¨chsten. Es bietet zwei we-
sentliche Abstraktionen: Mobjects sind bewegliche Objekte, die ein pack/unpack-Funktionenpaar
besitzen mu¨ssen, um in Nachrichtenpuffer kopiert werden bzw. wieder im Speicher etabliert werden
zu ko¨nnen. Gobjects sind global adressierbare Objekte, die Kopien auf anderen Prozessoren besitzen
ko¨nnen und auf die mittels globaler Zeiger (sog. foreign pointer [84] oder auch global pointer [35])
verwiesen werden kann. Durch die Anwendung objektorientierter Konzepte ( ¨Uberladen von Ope-
ratoren, mehrfache Vererbung) ko¨nnen so elegant durch Zeiger verkettete, verteilte Graphstrukturen
implementiert werden; einige Detailprobleme machen sich jedoch mit mangelnder Effizienz be-
merkbar: jede globale Referenz auf ein Objekt eines anderen Prozessors wird mittels dessen Prozes-
sornummer und der lokalen Adresse auf diesem Prozessor repra¨sentiert; somit verdoppelt sich der
Speicheraufwand fu¨r alle Zeiger (vgl. Abschnitt 3.4.7). Zudem wird nicht nur die Kommunikation
fu¨r die Migration von kompletten Objektkopien mittels des jeweiligen pack/unpack-Funktionenpaars
abgewickelt, sondern auch der Datentransfer zwischen lokalen Objekten. Daher werden beim Kon-
sistentmachen von Daten an einer Prozessorgrenze fu¨r jedes Objekt an dieser Grenze zwei virtuelle
Funktionen aufgerufen, die im schlechtesten Fall nur einen double-Wert ein- bzw. auspacken. Dies
kann einen erheblichen zusa¨tzlichen Laufzeitaufwand bedeuten. Daru¨berhinaus vergro¨ßert sich je-
des Objekt einer Klasse mit virtuellen Funktionen mindestens um die Gro¨ße eines Zeigertyps (Im-
plementierungsdetail der Sprache C++), was ebenfalls Speicherprobleme bewirken kann.
1.6.2 Verteilte Objekte
Ein beliebter Ansatz zur Einfu¨hrung von Parallelita¨t ist die Erweiterung bestehender objektorientier-
ter Sprachen um parallele Konstrukte. Ein Beispiel, die Programmbibliothek CHAOS++ [34, 35],
wurde im vorherigen Abschnitt bereits genannt; dort wurde die Sprache C++ um global adressier-
bare und migrierbare Objekte erweitert. In diesem und a¨hnlichen Ansa¨tzen wird der Schwerpunkt
meistens auf ein leicht zu bedienendes, mit dem objektorientierten Konzept verschra¨nktes Program-
miermodell gelegt. Zusa¨tzlich streben manche Ansa¨tze noch an, die Datenverteilung einer Kombina-
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tion aus Compiler und Laufzeitsystem zu u¨berlassen; der Anwendungsprogrammierer muß lediglich
die Gleichzeitigkeit von Objektausfu¨hrungen (concurrency) und evtl. die Kommunikation zwischen
den einzelnen Objekten handhaben.
In vorliegender Arbeit wird ein Ansatz vorgestellt, der zwar auf verteilten Objekten aufsetzt, aber
stets Mengen von diesen Objekten bearbeitet und auf diesen Mengen (in der OO-Literatur als collec-
tions bezeichnet) Kommunikationsprimitive zur Verfu¨gung stellt (vgl. Kapitel 2). Dies kann effizient
implementiert und doch mit klar definierten Schnittstellen versehen werden, wie im Rest der Arbeit
gezeigt wird: jedes einzelne verteilte Objekt kann dabei sehr feingranulare Arbeit erledigen; durch
die Zusammenfassung in Objektmengen ko¨nnen die feingranularen Objekte effizient gebu¨ndelt wer-
den.
Stellt man jedoch Gleichzeitigkeit auf Ebene einzelner Objekte bereit, so du¨rfen die von diesen Ob-
jekten ausgefu¨hrten Aufgaben nicht mehr so feine Granularita¨t haben, um gleiche Effizienz und Ska-
lierbarkeit wie im vorliegenden Ansatz zu erreichen. Dennoch sollen nun die wichtigsten Konzepte
bzw. Projekte verteilter Objekte vorgestellt werden; derzeit sind diese zwar fu¨r die hier angestrebte
Algorithmen-Klasse noch nicht konkurrenzfa¨hig zum Konzept dieser Arbeit, dies kann sich jedoch
mit zunehmend schnelleren Kommunikationsnetzwerken, neuen Rechnerarchitekturen und immer
ausgereifteren Compilertechnologien innerhalb der na¨chsten Dekade a¨ndern.
Da der Schwerpunkt hier auf Anwendungen des wissenschaftlichen Rechnens liegen soll, wer-
den in diesem Abschnitt nur Konzepte beru¨cksichtigt, die Varianten der Sprache C++ darstellen
(z.B. Ansa¨tze fu¨r Smalltalk werden ausgeklammert). Bei den meisten Ansa¨tzen wird die Sprache
um parallele Erweiterungen und Konzepte erga¨nzt; einige wenige schra¨nken die Funktionalita¨t ein
(z.B. bei Adreßoperationen und Zeigern), um dem Compiler die Arbeit zu erleichtern (z.B. im Con-
cert-Projekt [37]). Ein Klassifikationsmerkmal fu¨r parallele objektorientierte Ansa¨tze ist die bevor-
zugte Art der Parallelita¨t; deshalb wird im folgenden zwischen taskparallelen und datenparallelen
Ansa¨tzen unterschieden.
Taskparallele Ansa¨tze. Taskparallele Ansa¨tze erweitern die gegebene Programmiersprache um
Konstrukte, die es dem Anwendungsprogrammierer ermo¨glichen Nebenla¨ufigkeit, Lokalita¨t,
Kommunikation und Task/Prozessor-Zuordnung zu spezifizieren. Damit werden beliebige,
irregula¨re Kommunikations- und Parallelita¨tsstrukturen unterstu¨tzt. Kernkonzepte sind der
global pointer zur Bereitstellung eines globalen Namensraumes und der Aufruf von Metho-
den nichtlokaler Objekte u¨ber RPC-a¨hnliche Mechanismen (Remote Procedure Call); jeder
Zugriff auf nichtlokale Daten lo¨st also eine Kommunikation aus. Die Kontrolle der Granu-
larita¨t der Objekte obliegt dem Anwender, durch die aufwendigen Kommunikationsprimitive
ist diese jedoch nach unten beschra¨nkt. Fu¨r viele Anwendungen sind solche Ansa¨tze daher
ungeeignet, z.B. bei iterativen numerischen Verfahren. Die inha¨rente Datenparallelita¨t dieser
Verfahren ist orthogonal zum taskparallelen Konzept. Beispiele: Compositional C++ [33],
Charm++ [80–82], Mentat [59].
Datenparallele Ansa¨tze. Basierend auf der Annahme, daß sich die zu parallelisierende Arbeit ei-
nes Programms auf viele gleichartige Objekte verteilt, werden als datenparallele Sprach-
erweiterungen Mengen von diesen Objekten gebildet, die partitioniert und den Prozessoren
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zugeordnet werden ko¨nnen (a¨hnlich wie in nicht-objektorientierten, datenparallelen Spra-
chen). Ausgehend von einer objektorientierten Sprache (z.B. C++), bieten diese Ansa¨tze Kon-
strukte an, um zu einer gegebenen Klasse eine collection-Klasse (z.B. in pC++ [103, 104])
oder aggregate-Klasse (z.B. in C** [96]) zu erzeugen. Der Compiler muß Schleifen u¨ber den
Elementen einer solchen u¨bergeordneten Klasse in lokale Schleifen u¨ber den Teilmengen der
einzelnen Prozessoren umformen und die Methodenaufrufe entsprechend anpassen. Neben
dieser aus dem SIMD-Prinzip abgeleiteten Kernfunktionalita¨t bieten die einzelnen Ansa¨tze
noch zusa¨tzliche Eigenschaften: pC++ bietet z.B. einen globalen Namensraum fu¨r Objekte;
C** sog. slices, um Teile von aggregate-Klassen einzeln anzusprechen (z.B. eine Zeile einer
Matrix).
Gemischte Ansa¨tze. Gemischte Ansa¨tze bieten sowohl datenparallele Konstrukte (z.B. Objekt-
collections) als auch taskparallele Konstrukte an. Im Concert-System [37] z.B. werden einer
eingeschra¨nkten Variante von C++ Sprachmittel zur Spezifikation von Nebenla¨ufigkeit hinzu-
gefu¨gt (conc-Schlu¨sselwort). Gleichzeitig wird durch aggressive Optimierungsverfahren auf
Compilerebene und mit Hilfe eines Laufzeitsystems mo¨gliche Datenparallelita¨t erkannt und
durch spezielle Techniken in effiziente parallele Programme umgesetzt (z.B. object inlining,
method inlining).
Zur Implementierung der Laufzeitsysteme zu den oben beschriebenen Ansa¨tzen wird meistens
thread-basierte Parallelita¨t verwendet; selbst im Concert-System, dessen Compiler und Laufzeit-
system mit großem Aufwand auf die Generierung effizienter Programme getrimmt wurden3, ist so
die Granularita¨t der Objekte in den existierenden Anwendungen noch eine Gro¨ßenordnung von der
Feinheit entfernt, die in unstrukturierten, dynamischen Anwendungen no¨tig ist (siehe Eigenschaften
auf S. 17).
1.6.3 Leichtgewichtige Prozesse (Threads)
Gegenu¨ber den user-level-SPMD-Modellen, bei denen der Zugang zur Parallelita¨t u¨ber Datenauf-
teilung und explizite Kommunikation erfolgt, ermo¨glichen Ansa¨tze auf der Basis von leichtgewich-
tigen Prozessen (Threads) implizite Parallelita¨t ohne Zutun des Anwenders. Sind die einzelnen
Durchla¨ufe von Programmschleifen frei von Datenabha¨ngigkeiten (evtl. signalisiert durch Anno-
tationen durch den Programmentwickler), so ko¨nnen diese in Form von Threads gleichzeitig aus-
gefu¨hrt werden. Sobald ein solcher Prozeß auf nicht-lokale Daten zugreifen muß, wird eine Kom-
munikation angestoßen und der Prozeß solange zuru¨ckgestellt, bis die Kommunikationsanforde-
rung erfu¨llt ist. Die Datenaufteilung bestimmt also implizit die Struktur der Parallelit a¨t. Typischer-
weise gibt es also sehr viele Threads im System, so daß eine effiziente Ausfu¨hrungskontrolle (das
sog. scheduling) eine Herausforderung darstellt.
Dieses Konzept wurde bereits in verschiedenen Architekturen in Hardware umgesetzt; dazu muß
der Prozessor schnelle Kontextwechsel unterstu¨tzen (z.B. bei Tera MTA durch vielfache Regi-
stersa¨tze, Abschnitt 1.2). Um jedoch portable Programme auf der Basis von Threads zu entwickeln,
3Der Compiler beno¨tigt zur ¨Ubersetzung von 5000-10000 Programmzeilen mehrere Stunden! [36]
30 Motivation und Einfu¨hrung
muß auf allen Plattformen die gleiche, geeignete Programmierschnittstelle angeboten werden, de-
ren Implementierung hauptsa¨chlich durch ein (Software-)Laufzeitsystem unterstu¨tzt wird. Dieses
muß auf alle no¨tigen Rechner-Plattformen portiert werden. Einige Beispiele aus der Vielzahl der
Softwaresysteme, denen das Thread-Modell zugrundeliegt, sind Cilk [25], Concert [37], Elite [16],
Olden [124, 125], Multipol [146, 151] und TAM [41].
Cilk [25] bietet Erzeugung und Kontrolle von Threads samt zugeho¨riger Synchronisationsmecha-
nismen als Erweiterung der Sprache C. Damit das Laufzeitsystem leicht implementierbar und un-
abha¨ngig vom C-Laufzeitsystem bleibt, muß die Nebenla¨ufigkeit in Cilk explizit formuliert werden.
Die Synchronisation zwischen einzelnen Threads geschieht u¨ber sog. continuations; dies sind Daten
bzw. Variablen, die von einem Thread beschrieben und von einem anderen Thread erwartet werden
(u¨bliche Technik, Syntax in Form von Argumenten einer Funktion). Neben einer Implementierung
fu¨r verschiedene Systeme (z.B. Intel Paragon, SGI Power Challenge) wurden theoretische Modelle
zur Performance-Modellierung von Cilk-Scheduler und parallelen Anwendungen erarbeitet.
Das Concert-Projekt [37] wurde im vorigen Abschnitt bereits angefu¨hrt. Die Nebenla¨ufigkeit wird
hier ebenfalls u¨ber Threads erschlossen. Diese werden allerdings direkt vom Laufzeitsystem er-
zeugt und verwaltet, auf Ebene des Anwendungsprogramms sind keine Threads sichtbar (implizite
Threadkontrolle). Als Besonderheit ist hier das hybride Stack/Heap-Ausfu¨hrungsmodell hervorzu-
heben: Threads ko¨nnen zuna¨chst effizient auf dem lokalen Stack aufgesetzt werden (entsprechend
einem normalen Funktionsaufruf); sofern no¨tig, kann der Thread auf den dynamisch allokierten
Heap ausgelagert werden. Diese Technik ermo¨glicht im allgemeinen schnelle Kontextwechsel zwi-
schen logischen Threads.
Im Erlangener Elite-Projekt [16] werden leichtgewichtige Threads auf Ebene des Anwendungs-
programms untersucht. Der Elite-Scheduler verwendet Lokalita¨tsinformation eines Hardware-
Monitors (z.B. cache-miss-Raten) zur Entscheidung u¨ber Aktivierung bzw. Suspendierung von
Threads. ¨Uber den speziell entwickelten Sleeping Threads-Mechanismus wird (mittels weniger
¨Anderungen im Betriebssystemkern) die Implementierung von effizienten user-level-Threads auf
Basis von Betriebssystem-Threads gro¨berer Granularita¨t ermo¨glicht [89].
Bei Olden [124, 125] wird das Hauptgewicht auf die Unterstu¨tzung dynamischer, rekursiver Da-
tenstrukturen gelegt. Jedem Aufruf zur dynamischen Allokierung von Speicher wird die logische
Nummer des Prozessors als Argument mitgegeben, dessen lokaler Speicher benutzt werden soll.
Greift spa¨ter ein Thread auf diesen Speicher zu, so wird ein Trap-Ereignis ausgelo¨st, das die Migra-
tion des Threads auf den Prozessor durchfu¨hrt, der den Speicher besitzt. Nebenla¨ufigkeit wird durch
die explizite Einfu¨hrung von sog. futures (d.h. continuations) in den Programmcode eingefu¨gt.
Das Laufzeitsystem von Multipol [146, 151] setzt implizit Threads ein, um einen Satz von verteil-
ten, irregula¨ren Datenstrukturen zur Verfu¨gung zu stellen. Beispiele solcher Datenstrukturen sind
Hashtabelle, Ereignisgraph oder Task-Warteschlangen. Neben eingebauten Scheduling-Strategien
kann der Anwendungsprogrammierer zusa¨tzliche Strategien implementieren. Um auf distributed-
memory-Systemen hohen Kommunikationsaufwand zu vermeiden, kann das Laufzeitsystem Nach-
richten aggregieren, d.h. viele kleine zu wenigen großen Nachrichten zusammenfassen.
Eine fru¨he Arbeit beschreibt die Threaded Abstract Machine (TAM [41]), deren Programmiermodell
als Grundlage fu¨r Compiler anderer, ho¨herer Sprachen benutzt werden kann. Die Threads werden
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hier vom Compiler erzeugt; Kommunikation zwischen Threads erfolgt u¨ber das Paradigma der Ac-
tive Messages [141]. Active Messages ist eine Form von message-passing, bei der beim Empfang
einer Nachricht ein Interrupt ausgelo¨st wird, der eine Handler-Funktion aufruft. Diese nimmt die
Nachricht entgegen und arbeitet sie in die laufende Berechnung ein. Im Kontext der TAM bedeutet
dies, Entscheidungen zur Aktivierung von Threads aufgrund ankommender Nachrichten anzustos-
sen.
Threads erlauben meist eine elegante Formulierung von Nebenla¨ufigkeit bzw. Parallelita¨t, sei es in
impliziter Form als Basis fu¨r ho¨here Programmiermodelle oder in expliziter Form auf Anwendungs-
ebene. Leider ist die Erzeugung und Verwaltung von solchen leichtgewichtigen Prozessen ohne
Hardware-Unterstu¨tzung oftmals teuer im Vergleich zur Rechenzeit eines feingranularen Objekts;
je nach Implementierung und Architektur kann die Erzeugungszeit mehreren hundert Fließkomma-
operationen entsprechen. Fu¨r iterative numerische Verfahren im besonderen ist daher eine derartige,
feingranulare Parallelisierung nach heutigem Stand nicht praktikabel (siehe auch Schlußbemerkung
in Abschnitt 1.6.2).
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Kapitel 2
Dynamic Distributed Data: Konzept
Im folgenden Kapitel wird, ausgehend vom Lo¨sungsansatz aus Abschnitt 1.5, ein Konzept zur Paral-
lelisierung von Algorithmen auf dynamischen, graphartigen Datenstrukturen vorgestellt. Die daraus
folgende Architektur paralleler Programme, die zugrundeliegende Spezifikation und die Funktiona-
lita¨t bzw. die Implementierung der resultierenden Programmbibliothek wurden, inspiriert durch die
Hauptaspekte der Problematik, unter dem Begriff Dynamic Distributed Data (kurz: DDD) zusam-
mengefaßt.
Das Kapitel gliedert sich in vier Abschnitte. Zuna¨chst wird die Struktur paralleler Anwendungspro-
gramme bei Verwendung des DDD-Konzepts u¨bersichtshaft dargelegt; nach einem Einschub u¨ber
statische und dynamische Lastverteilung und deren Einbettung ins DDD-Konzept schließt sich die
formale Beschreibung des zugrundeliegenden Daten- und Konsistenzmodells an. Zum Schluß wird
die Funktionalita¨t der DDD-Programmbibliothek und ihre Gliederung aus der Sicht eines Anwen-
dungsprogramms beschrieben.
Daru¨berhinaus sei an dieser Stelle bereits auf Abschnitt 5.1 hingewiesen, in welchem viele prakti-
sche Gesichtspunkte zum Einsatz des hier vorgestellten DDD-Konzepts anwendungsbezogen aufge-
listet sind. In Zusammenhang mit der Funktionalita¨tsbeschreibung weiter unten in diesem Kapitel
wird damit dem potentiellen DDD-Benutzer ein schneller Einstieg ermo¨glicht.
2.1 Struktur paralleler Anwendungsprogramme
Wie bereits im letzten Kapitel dargelegt, wird die Basis des DDD-Parallelisierungskonzepts durch
die Partitionierung und anschließende Verteilung des globalen Datengraphen gebildet. Ein vorhan-
denes, sequentielles Anwendungsprogramm wird somit zuna¨chst u¨ber seine Datenstrukturen an das
parallele Modell gekoppelt. Dabei wird die bisherige Datenbasis auf das DDD-Modell des verteil-
ten Graphen abgebildet. Dadurch bleibt die bisherige Funktionalita¨t der Anwendung unberu¨hrt, das
Programm ist also nach der Ankopplung noch immer sequentiell (auf einem Prozessor) lauffa¨hig.
Eine formale Spezifikation der Graph-Schnittstelle wird weiter unten in Abschnitt 2.3 gegeben.
Nach der Einbettung der sequentiellen Datenbasis in das parallele Modell ko¨nnen die verteilte Kon-
struktion sowie die dynamische Verteilung des Graphen und ebenfalls die anwendungsgesteuerte
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Abbildung 2.1: Schichtenmodell eines parallelen Anwendungsprogramms beim Einsatz von DDD.
Kontrolle der Datenkonsistenz durchgefu¨hrt werden. Zu diesen Zwecken benutzt das Anwendungs-
programm die Funktionen und Routinen der DDD-Bibliothek (beschrieben in Abschnitt 2.4); diese
arbeiten auf der verteilten Datenbasis, die natu¨rlich der formal definierten Graphschnittstelle ent-
spricht. Abb. 2.1 zeigt den Zusammenhang: der Programmcode der Anwendung bleibt gegenu¨ber
der rein sequentiellen Version gro¨ßtenteils unvera¨ndert; durch das formale Graphmodell ist eine
klare Abstraktionsebene definiert, fu¨r welche die DDD-Bibliothek eine genau spezifizierte Funk-
tionalita¨t anbietet. Die Implementierung dieser Funktionalita¨t ist von der Anwendung aus nicht
sichtbar.
Auf der Hardwareseite wird o.B.d.A. ein Parallelrechner mit verteiltem Speicher angenommen,
dessen message-passing-Funktionalita¨t u¨ber eines von vielen ga¨ngigen Programmiermodellen
zuga¨nglich ist. Um die Portabilita¨t des DDD-Modells und damit der Anwendungsprogramme zu
gewa¨hrleisten, setzen die Funktionen der DDD-Bibliothek nicht direkt auf einem bestimmten die-
ser Programmiermodelle auf, sondern verwenden stattdessen grundlegende Funktionen der ein-
geschobenen PPIF-Zwischenschicht (parallel processing interface). Diese faßt blockierende und
nichtblockierende Kommunikationsroutinen unter einem virtual-channel-Konzept zusammen (sie-
he [12], Anhang A.1).
Diese PPIF-Zwischenschicht steht fu¨r alle ga¨ngigen message-passing-Programmiermodelle zur
Verfu¨gung: MPI, PVM, NX (z.B. Intel Paragon), Cray-SHMEM sind einige Beispiele. Damit
sind parallele Anwendungen auf der Basis von DDD auf den meisten Supercomputer-Plattformen
lauffa¨hig.
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Da sequentielle Anwendungen auf dynamischen Datenstrukturen oftmals die (dynamische) Spei-
cherverwaltung nicht direkt dem Betriebssystem u¨berlassen, sondern ein eigens entwickeltes Spei-
cherverwaltungsmodul einsetzen, muß ein Parallelisierungskonzept fu¨r solche Anwendungen eine
Integrationsmo¨glichkeit mit fremden Speicherverwaltungen vorsehen. Dazu wird im Rahmen des
DDD-Konzepts eine MemMgr-Schnittstelle (memory manager, siehe Abb. 2.1) definiert, wobei die
DDD-Bibliothek selbst zur dynamischen Speicherverwaltung nur Funktionen benutzt, die an der
MemMgr-Schnittstelle bereitgestellt werden mu¨ssen. Dies ermo¨glicht die Integration der Speicher-
verwaltung von DDD-Bibliothek und Anwendungsprogramm: Sollte die Anwendung ein eigenes
Speicherverwaltungsmodul verwenden, so kann dieses ebenfalls die MemMgr-Funktionen bereit-
stellen; falls die Anwendung bereits direkt auf Betriebssystemfunktionen (z.B. malloc(), free()) auf-
setzt, so wird dies auch die DDD-Bibliothek so handhaben.
Alle zur Parallelisierung no¨tigen Funktionen, die weder bereits im PPIF-Modul noch im DDD-
Modul enthalten sind, werden entweder direkt in das Anwendungsprogramm integriert oder in einem
eigenen Modul Schnittstelle Anwendung/DDD zusammengefaßt (vgl. Abb. 2.1). Auf diese Weise ist
es mo¨glich, durch Einsatz eines Pra¨prozessors alle Bezu¨ge auf die parallelisierte Programmversi-
on abzuschalten und somit sequentielle und parallele Version des Programms zu integrieren. Die
eigentliche Parallelisierungsarbeit beschra¨nkt sich also auf die Erstellung dieses Schnittstellenmo-
duls, wozu in erster Linie folgende Aufgaben geza¨hlt werden:
 Durchfu¨hrung und Initialisierung der Datenankopplung (siehe dazu Abschnitt 2.4.1)
 Bereitstellung von Operationen aus der Anwendung (d.h. callback-Funktionen), die vom
DDD-Laufzeitsystem aufgerufen werden ko¨nnen (sog. Handler, vgl. Abschnitt 2.4.5)
 Lastbalancierung, d.h. gleichma¨ßige Verteilung der Datenbasis bei gleichzeitiger Minimie-
rung von redundanten Daten (Abschnitt 2.2)
 Lastverteilung, d.h. Strategie zur Migration der Daten, um die von der Lastbalancierungskom-
ponente geforderte Verteilung samt ¨Uberlappung herzustellen (vgl. ebenfalls Abschnitt 2.2)
Um den Arbeitsaufwand noch u¨ber den Einsatz von DDD hinaus zu reduzieren, ko¨nnen einzelne
Teilaufgaben von spezielleren Werkzeugen unterstu¨tzt bzw. automatisiert werden. Dies wird fu¨r die
Teilaufgabe der Lastbalancierung im na¨chsten Abschnitt angedeutet; fu¨r die anderen Teilaufgaben
wird an dieser Stelle lediglich auf Abschnitt 6.3.3 verwiesen.
2.2 Lastbalancierung und DDD
Die Aufgabe der Verteilung der Datenbasis la¨ßt sich in zwei Phasen untergliedern [10]: zuna¨chst
muß die neue Partitionierung bestimmt werden, dazu dienen Verfahren der sog. Lastbalancie-
rung. Dieser Vorgang vera¨ndert die Datentopologie noch nicht, sondern berechnet lediglich eine
gleichma¨ßige Verteilung der Datenbasis unter verschiedenen Zusatzbedingungen (z.B. Minimierung
der redundanten Daten und damit des Kommunikations- bzw. Speicheraufwands, Vermeidung mehr-
fach zusammenha¨ngender Teilbereiche). Als zweite Phase folgt der Vorgang der Lastverteilung; dies
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beinhaltet die eigentliche Migration der Datenbasis gema¨ß den Resultaten aus der ersten Phase so-
wie die Aufrechterhaltung von redundanten Teilen der Datenbasis (z.B. ¨Uberlappungsbereiche eines
Gitters).
Die letztere Phase, also die Migration von Teilen der Datenbasis, ist in der DDD-Konzeption
beru¨cksichtigt. DDD unterstu¨tzt das Versenden von verteilten Objekten und die Erzeugung von
redundanten Daten, also Objektkopien auf verschiedenen Prozessoren. Der Anwendungsprogram-
mierer muß den Vorgang der Datenverteilung auf die Befehle abbilden, die DDD zur Verfu¨gung
stellt; dies sind im wesentlichen Kommandos zur Erzeugung von Objektkopien auf entfernten Pro-
zessoren bzw. zur Lo¨schung von lokalen Objektkopien (vgl. Abschnitt 2.4.3). Diese Abbildung
kann fu¨r kompliziert strukturierte Datenbasen aufwendig sein, kann aber durch spezielle Werkzeuge
unterstu¨tzt werden (Abschnitt 6.3.3).
Die erste Phase, d.h. die Balancierung der Datenbasis und damit der Prozessorlast, ist stark an-
wendungsabha¨ngig und wurde deshalb nicht ins DDD-Konzept integriert. Je nach Anwendungs-
bereich muß der Lastbalancierer auf die speziellen Eigenschaften und Anforderungen dieses Be-
reichs abgestimmt werden; oftmals sind jedoch speziell entwickelte Werkzeuge zur Lastverteilung
verfu¨gbar, die unkompliziert in das parallele Anwendungsprogramm eingebaut werden ko¨nnen.
Beno¨tigt das zu parallelisierende Verfahren keine dynamische Vera¨nderung der Datentopologie, so
reicht eine einmalige Verteilung der Daten zu Beginn der Laufzeit des Programms, also ein stati-
sches Lastverteilungsverfahren. Bei sta¨ndiger Vera¨nderung der Datentopologie dagegen kann eine
sta¨ndige Nachfu¨hrung des Lastgleichgewichts notwendig sein, dies muß ein dynamisches Lastver-
teilungsverfahren leisten [149]. Bei den hier angestrebten SPMD-Programmen wird die dynamische
Vera¨nderung der Datenbasis phasenweise auftreten, der dadurch no¨tige quasistatische oder auch ite-
rativ statische Lastverteilungsalgorithmus ist ein Spezialfall der dynamischen Strategien. Aus der
Sicht der drei Komponenten Anwendung, DDD und Lastbalancierungskomponente ergibt sich fol-
gendes Bild:
 Das Anwendungsprogramm benutzt DDD und dessen Funktionalita¨t als komfortable, verteilte
Datenbasis. Es ruft den Lastbalancierer auf, wann immer die Datenbasis derart vera¨ndert wur-
de, daß ein Ungleichgewicht in der Prozessorlast auftritt, um das Gleichgewicht wiederher-
zustellen. Danach benutzt das Anwendungsprogramm die DDD-Bibliothek, um das Ergebnis
des Lastbalancierungswerkzeugs in die Tat umzusetzen.
 Die DDD-Bibliothek stellt der Anwendung die verteilte Datenbasis zur Verfu¨gung und fu¨hrt
die Umverteilung durch, sobald der Lastbalancierer eine neue Verteilung errechnet hat.
 Die Lastbalancierungskomponente hat Zugriff auf die durch DDD verteilte Datenbasis und
errechnet neue Verteilungen auf der Basis der alten Verteilung und zusa¨tzlicher Informationen
(z.B. Prozessorlast pro zu verteilendem Objekt), sobald das Anwendungsprogramm die Not-
wendigkeit zur Umverteilung feststellt. Da der Lastbalancierer keine Umverteilung der Daten
vornimmt, beno¨tigt er die Funktionen der DDD-Bibliothek im allgemeinen nicht (es sei denn,
er arbeitet selbst parallel).
Da die Lastbalancierungskomponente klare Schnittstellen sowohl zum Anwendungsprogramm als
auch zum DDD-Laufzeitsystem aufweist, ko¨nnen bereits hinreichend bekannte Lastbalancierungs-
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verfahren leicht und unabha¨ngig vom restlichen Programmsystem in parallele Anwendungen inte-
griert werden. Zum schnellen Einstieg steht eine Reihe von (zumindest zu Forschungszwecken)
frei verfu¨gbaren Werkzeugen zur Verfu¨gung, die eine quasistatische Lastverteilung erlauben, als
Beispiele seien hier Chaco [71], Metis [83], Jostle [143], TOP/DOMDEC [51], Scotch [118] und
PARTY [121] genannt.
Die verfu¨gbaren Lastbalancierungsstrategien, die unter anderem in den genannten Graphpartitionie-
rungswerkzeugen zur Anwendung kommen, werden nach [149] bzw. [11, Anhang A] in drei Klassen
eingeteilt:
 Verfahren der diskreten Optimierung versuchen, das Minimum eines gegebenen Kostenfunk-
tionals zu finden. Da exakte Verfahren fu¨r realistisch große Probleme wegen ihrer exponenti-
ellen Komplexita¨t nicht verwendet werden ko¨nnen, wurden nichtdeterministische Heuristiken
(z.B. Simulated Annealing oder Genetische Algorithmen) oder deterministische Heuristiken
(z.B. Kernighan-Lin-Verfahren oder Greedy-Verfahren) entwickelt. In der Praxis werden aus
Rechenzeitgru¨nden jedoch meist nur deterministische Heuristiken eingesetzt.
 Verfahren zur Graphpartitionierung bestimmen (teilweise rekursiv) Aufteilungen des Gra-
phen in zwei oder mehr Teilgraphen. Dazu geho¨ren geometrieorientierte Verfahren (z.B. RCB
und RIB) sowie graphorientierte Verfahren (z.B. Spektrale Bisektion [126, 134]).
 Diffusionsverfahren ko¨nnen als dezentrale Verfahren verteilt und damit skalierbar eingesetzt
werden. Jeder Prozessor gibt Teile seines lokalen Graphen an seine Nachbarprozessoren ab
oder erha¨lt von diesen neue Teile (z.B. [64, 72]).
Die algorithmischen Problemfelder, bei denen eine Parallelisierung mittels statischer Lastbalancie-
rung nicht ausreicht, sind breit gestreut: adaptive Gitter (z.B. fu¨r instationa¨re Berechnungen), Git-
tergenerierung, Partikelmethoden (z.B. in der Astrophysik), branch-and-bound-Verfahren, parallele
Datenbanken, oder parallele ereignisgesteuerte Simulation sind nur einige Bereiche, bei denen eine
dynamische Umverteilung stattfinden muß. Die fu¨nf wichtigsten Forderungen an ein dynamisches
Lastbalancierungsverfahren sind [70]:
1. Die Lastbalancierung muß selbst verteilt ablaufen, um mit der Problemgro¨ße zu skalieren.
2. Die Lastbalancierung muß schnell im Vergleich zur eigentlichen Berechnungsaufgabe sein
(im statischen Fall genu¨gt ein Pra¨prozessor nahezu ohne Laufzeitvorgaben).
3. Die Lastbalancierung muß speichersparend ablaufen (vgl. Nachbemerkung zum iterativen
Lasttransfer in Abschnitt 3.4.7).
4. Der Lastbalancierer muß auf anwendungs- und problemabha¨ngige Informationen
zuru¨ckgreifen; die dynamische Strategie kann nicht ebenso leicht hinter einer abstrak-
ten Schnittstelle verborgen werden wie im statischen Fall.
5. Der Lastbalancierer muß die vorherige Verteilung in die Entscheidung einbeziehen; das Da-
tenvolumen bei der Umverteilung muß minimiert werden.
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Bei der Entwicklung eines dynamischen Lastbalancierungsverfahrens muß ein Kompromiß
zwischen folgenden Faktoren gefunden werden: Lastungleichheit, Kommunikationsaufwand,
Ha¨ufigkeit der Umverteilung, Kosten der Umverteilung, Datenvolumen bei der Umverteilung, Kom-
plexita¨t des Programmcodes. Diese Faktoren sind abha¨ngig von der Art des gestellten Anwendungs-
problems, vom Algorithmus zu dessen Lo¨sung und von der zugrundeliegenden Hardware. Ein in-
teressantes Beispiel fu¨r den Einfluß der verschiedenen Faktoren auf die Gu¨te der Lastbalancierung
bietet die Klasse der adaptiven Mehrgitterverfahren. Dabei muß sowohl die horizontale Kommuni-
kation zwischen den Prozessorpartitionen des gleichen Gitters als auch die vertikale Kommunikation
zwischen Gittern verschiedenen Verfeinerungsgrades beru¨cksichtigt werden. Neben der geforderten
Gleichverteilung der Last muß also ein Kostenfunktional minimiert werden, das die verschiedenen
Einflu¨sse von zusa¨tzlich no¨tiger Kommunikation zusammenfaßt. In [93] wird dazu ein Clustering-
Verfahren vorgestellt, bei dem der verteilte Graph durch Clusterbildung vergro¨bert wird, um so den
mo¨glichen Kommunikationsaufwand zu reduzieren und gleichzeitig das Lastverteilungsproblem an
sich zu vereinfachen.
(Quasi-)dynamische Lastbalancierung ist ein aktuelles Forschungsthema [48, 143]. Das DDD-
Konzept kann zu diesem Thema einen Beitrag leisten, indem es die Erstellung von komplexen,
parallelen Programmen mit dynamischen Vera¨nderungen der Datenbasis ermo¨glicht. Im Sinn von
Forderung 1-3 bietet DDD die notwendigen Effizienzeigenschaften, im Hinblick auf Forderung 4
die no¨tige Abstraktion durch das zugrundeliegende formale Graphenmodell (Abschnitt 2.3). Bis-
lang muß durchaus noch als Problem fu¨r die Entwicklung dynamischer Lastbalancierungsstrategien
die fehlende Verfu¨gbarkeit von parallelen Codes gesehen werden, die ada¨quate Testumgebungen
bieten ko¨nnten.
2.3 Formales Modell
Im folgenden Abschnitt wird ein formales Modell einer verteilten Datenstruktur und deren Erzeu-
gung beschrieben. Abb. 2.2 zeigt die Vorgehensweise in vereinfachter Form.
Der angestrebten verteilten Datenstruktur im parallelen Algorithmus (Abb. 2.2, rechts) liegt eine
korrespondierende Datenstruktur des (existierenden) sequentiellen Algorithmus zugrunde. Diese
globale Datenstruktur (Abb. 2.2, links) soll dazu dienen, die Anforderungen an Funktionalita¨t und
Konsistenz definieren. Sie bildet somit die Basis fu¨r die korrekte und effizienzorientierte Verteilung
der Daten.
Das abstrakte Datenmodell benutzt Graphen, um die Eigenschaften der verschiedenen Datenstruk-
turen zu definieren. Dabei besteht die verteilte Struktur aus mehreren lokalen Graphen (Abb. 2.2),
die jeweils einem der beteiligten Prozessoren zugeordnet sind bzw. in dessen Speicher abgebildet
werden. Der Schritt vom globalen zum verteilten Graph entspricht der eigentlichen Parallelisierung
des Programms bzw. der Verteilung (Partitionierung) der Datenstruktur und kann durch das forma-
le Modell einfach und konstruktiv beschrieben werden. Ein einfaches Beispiel begleitet dabei die
Darlegung des formalen Modells.
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Abbildung 2.2: Parallelisierung und Datenverteilung im DDD-Modell
2.3.1 Globale Sicht der Datenstruktur
Die globale Datenstruktur wird in Analogie zu ihrer Implementierung auf einem sequentiellen Rech-
ner definiert; auf einem Parallelrechner dient diese Struktur als Grundlage zur genauen Spezifikation
der verteilten Daten. Dabei repra¨sentiert ein globaler Graph die globale Datenstruktur im formalen
Modell, der aus globalen Objekten und einer Referenzrelation zwischen diesen Objekten zusam-
mengesetzt wird. Abb. 2.3 zeigt ein einfaches Beispiel eines solchen Graphen.
DEFINITION 1 (GLOBALES OBJEKT)
Ein globales Objekt o˜ 2 ˜O sei definiert durch o˜ = (type;data) mit Struktur type und Dateninhalt
data.
˜O sei die Menge aller globalen Objekte.
Globale Objekte ko¨nnen gema¨ß ihrer Strukturbeschreibung type klassifiziert werden; type be-
schreibt dabei den internen Aufbau eines bestimmten Objekttyps als Menge von Elementen, d.h. Tu-
peln (position,size,element), mit folgender Bedeutung:
 position erlaubt die Lokalisierung des beschriebenen Elements dieser Strukturdefinition.
 size 2 N gibt die Gro¨ße (d.h. den Speicherbedarf) des beschriebenen Elements an.
 element2 ˜E gibt den Typ des Elements an; ˜E ist dabei die Menge der bei globalen Objekten
zula¨ssigen Elementtypen.
Der Dateninhalt data la¨ßt sich als Menge von Paaren (position,value) schreiben; dabei sei
jedem Element der Typbeschreibung ein solches Paar u¨ber die position-Angabe zugeordnet.
DEFINITION 2 (GLOBALE REFERENZRELATION)
Die Notation
o˜i
ref
,! o˜ j
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bezeichne die Situation, daß ein (referenzierendes) Objekt o˜i ein zweites (referenziertes) Objekt o˜ j
referenziert. Die globale Referenzrelation ˜R sei nun definiert durch
8o˜i; o˜ j : (o˜i; o˜ j) 2 ˜R , o˜i
ref
,! o˜ j;
stellt also die Menge aller in der globalen Datenstruktur vorkommenden Referenzen dar.
Als Typ type(r˜) der Referenz r˜ 2 ˜R soll im folgenden der Typ des referenzierten Objekts verstanden
werden:
8(o˜i; o˜ j) 2 ˜R : type((o˜i; o˜ j)) = type(o˜ j)
Aus den globalen Objekten und der Referenzrelation la¨ßt sich nun leicht ein globaler Graph kon-
struieren, der die Struktur der Datenbasis genau repra¨sentiert.
DEFINITION 3 (GLOBALER GRAPH)
Der globale Graph ˜G (zur sequentiellen Programmversion) wird aus den globalen Objekten ˜O (Kno-
ten) und den globalen Relationen ˜R (Kanten) durch ˜G = ( ˜O; ˜R) konstruiert.
˜G ist ein gerichteter Graph, da die oben definierte Referenzrelation nicht symmetrisch sein muß.
Fu¨r alle Objekte des Graphen wird die data-Komponente im allgemeinen unterschiedlich sein; jede
type-Komponente entspricht allerdings im Normalfall genau einem (zusammengesetzten) Datentyp
des Anwendungsprogramms, es gibt also eine beschra¨nkte Zahl von ¨Aquivalenzklassen bezu¨glich
der type-Eigenschaft. Dies spiegelt die folgende Definition wider.
DEFINITION 4 (MENGE DER DDD-TYPEN)
Die Menge der DDD-Typen T sei die Menge der Typbeschreibungen aller Objekte aus ˜O, also:
T = ft j 9o˜ 2 ˜O mit type(o˜) = tg.
Zur vollsta¨ndigen Spezifikation fehlt nun noch die Menge der Elementtypen; mit der element-
Eigenschaft werden die im Programm vorkommenden Datentypen je nach ihrer Relevanz fu¨r das
formale Modell klassifiziert. Die oben definierte Referenzrelation muß im Programm geeignet
implementiert werden, dies kann je nach Programmiersprache beispielsweise durch hardwarena-
he pointer (also Speicheradressen, z.B. in ANSI C) oder durch Indexrechnungen (z.B. in Fortran 77)
geschehen. Elemente, welche die Referenzrelation implementieren, werden mit dem Elementtyp
ObjPtr bezeichnet; alle anderen (Daten-)Elemente sind vom Typ Data.
DEFINITION 5 (MENGE DER GLOBALEN ELEMENTTYPEN)
Die Menge der globalen Elementtypen ˜E wird definiert als ˜E = fData;ObjPtrg; es wird also
zwischen Daten- und Zeigerelementen unterschieden.
Die genaue Beziehung zwischen der Referenzrelation und den Elementen vom Typ ObjPtr regelt
folgende Definition:
DEFINITION 6 (IMPLEMENTIERUNG VON REFERENZEN, NULLREFERENZ)
Fu¨r jedes ObjPtr-Element e 2 t eines globalen Objekts o˜i mit der Typbeschreibung type(o˜i) = t 2
T gilt:
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Abbildung 2.3: Einfaches Beispiel eines globalen Graphen.
 entweder entha¨lt das zugeho¨rige Datum einen Verweis auf ein globales Objekt o˜ j und imple-
mentiert damit die Referenzrelation o˜i ref,! o˜ j
 oder es entha¨lt die Nullreferenz o˜i
ref
,!.
Die ungu¨ltige Referenz (Nullreferenz) wird also als Referenz auf ein (nicht existierendes) Nullob-
jekt  betrachtet.
Aus praktischen Gru¨nden ist es sinnvoll, daru¨berhinaus als weitere Elementtypen wiederum Objekte
eines bestimmten DDD-Typs zuzulassen; diese hierarchische Form der Typdefinition geht einher mit
Techniken zur Datentypdefinition, die aus diversen Programmiersprachen bekannt sind (z.B. Klas-
senhierarchien in C++). Dies vereinfacht in der Praxis die Definition von DDD-Typen, wird hier
jedoch weggelassen, um das formale Modell nicht unno¨tig aufzubla¨hen.
Als einfaches Beispiel zeigt Abb. 2.3 eine Datenstruktur bzw. den dazugeho¨rigen Graphen ˜G mit
vier globalen Objekten f o˜1; o˜2; o˜3; o˜4 g und folgender Referenzrelation:
˜R = f (o˜1; o˜3);(o˜1; o˜4);(o˜2; o˜1);(o˜4; o˜1);(o˜4; o˜2) g
2.3.2 Lokale Sicht der Datenstruktur
Bei einer auf den Parallelrechner verteilten Datenstruktur gibt es erstmals einen Lokalita¨tsbegriff, da
sich jedes Objekt in einem der verschiedenen Adreßra¨ume aufhalten kann. Um diesen im Modell zu
repra¨sentieren, wird die bisherige Objekt-Definition um eine Prozessornummer erga¨nzt.
DEFINITION 7 (LOKALES OBJEKT)
Ein (lokales) Objekt o 2 O sei definiert durch o = (type;data;proc;prop) mit Struktur type, Daten-
inhalt data, Prozessornummer proc 2 P und zusa¨tzlicher Eigenschaft prop. O sei die Menge aller
lokalen Objekte.
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Die Menge der (abstrakten) Prozessoren P kann dabei reale Prozessoren, aber auch Prozesse be-
zeichnen. Ebenso muß der Lokalita¨tsbegriff nicht unbedingt u¨ber verschiedene Adreßra¨ume, son-
dern kann auch u¨ber den Zugriffsaufwand auf eigene bzw. fremde Objekte definiert werden (z.B. bei
NUMA-Rechnerarchitekturen [74, S. 22f]). Die zusa¨tzliche Objekt-Eigenschaft prop wird an dieser
Stelle noch nicht beno¨tigt und daher erst in Abschnitt 2.3.7 als Erweiterung genauer definiert.
Da der interne Aufbau bei lokalen bzw. globalen Objekten keine prinzipiellen Unterschiede aufweist,
kann die Strukturbeschreibung type im wesentlichen beibehalten werden. Lediglich die Menge der
vorkommenden Elementtypen wird erweitert: Lokale Objekte ko¨nnen einerseits Daten enthalten, die
auf jedem Prozessor gu¨ltig sind (z.B. auf das Diskretisierungsgebiet bezogene Ortsvektoren), ande-
rerseits aber auch Daten, die nur auf einem bestimmten Prozessor Gu¨ltigkeit besitzen (z.B. Informa-
tionen zur Speicherverwaltung). Erstere Datenelemente bekommen nun den Typ GData, letztere
den Typ LData.
DEFINITION 8 (MENGE DER LOKALEN ELEMENTTYPEN)
Die Menge der lokalen Elementtypen E wird definiert als E = fGData;LData;ObjPtrg; es wird
also zwischen globalen und lokalen Datenelementen und Zeigerelementen unterschieden.
Zu jedem Prozessor p 2 P kann nun die lokale Objektmenge Op definiert werden:
8p 2 P : Op := fo j proc(o) = pg:
Fu¨r die Menge aller lokalen Objekte O gilt
O =
[
p2P
Op;
die Mengen Op bilden also eine Zerlegung von O.
DEFINITION 9 (LOKALE REFERENZRELATIONEN, LOKALE GRAPHEN)
Definiert man die lokalen Referenzrelationen Rp durch
8p 2 P : (oi;oj) 2 Rp , oi 2Op^oj 2 Op^oi
ref
,! oj;
so lassen sich (voneinander unabha¨ngige) lokale Graphen konstruieren durch
8p 2 P : Gp = (Op;Rp):
Dabei ist es wichtig festzustellen, daß bislang u¨ber den Zusammenhang zwischen den lokalen Re-
ferenzrelationen Rp und der globalen Referenzrelation ˜R keine Aussage getroffen wurde. Dieser
Zusammenhang ist erst fu¨r die tatsa¨chliche Umsetzung eines verteilten Graphen auf dem Parallel-
rechner wichtig und bleibt hier deshalb explizit unerwa¨hnt.
In Abb. 2.4 ist ein einfaches Beispiel zweier lokaler Graphen dargestellt. Die Prozessormenge P
entha¨lt zwei Prozessornummern fA;Bg; die Menge aller lokalen Objekte O= f o1;o2;o3;o4;o5;o6 g
wird durch die proc-Zuordnung in zwei lokale Objektmengen zerlegt:
OA = f o2;o5;o6 g
OB = f o1;o3;o4 g
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Abbildung 2.4: Einfaches Beispiel zweier lokaler Graphen.
Als wichtige Eigenschaft der Zerlegung in lokale Graphen ist anzumerken, daß Referenzen zwi-
schen verschiedenen lokalen Graphen (d.h. u¨ber Prozessorgrenzen) durch Definition 9 explizit aus-
geschlossen sind; die Zerlegung war im Beispiel nur deshalb mo¨glich, da kein Objekt aus OA eines
der Objekte aus OB referenziert und umgekehrt.
2.3.3 Verteilte Sicht der Datenstruktur
Die einzelnen lokalen Graphen sind per definitionem unzusammenha¨ngend. Um aus diesen nun
eine zusammenha¨ngende, verteilte Datenstruktur zu konstruieren, sind zwei Modelle denkbar. Diese
ru¨hren von zwei Mo¨glichkeiten zur exakten Definition der Referenzrelationen  ref,!  her.
Modell L: Durch die zusa¨tzliche Restriktion
8oi;oj 2 O : oi
ref
,! oj ) proc(oi) = proc(oj)
werden Referenzen u¨ber Adreßraumgrenzen verboten. Dieses Verbot erlaubt die effiziente
Implementierung von indirekter Adressierung mittels hardwarenaher pointer (analog zum se-
quentiellen Programm).
Modell G: Die obige Restriktion wird nicht erhoben, daher sind Referenzen mo¨glich, fu¨r die
9oi;oj 2O : oi
ref
,! oj ^proc(oi) 6= proc(oj)
gilt. Dies ist a¨quivalent zur Implementierung eines globalen Adreßraums.
Im DDD-Konzept wird Modell L benutzt; daher sind die Mo¨glichkeiten zur Speicheradressierung
beschra¨nkt. Ohne Unterstu¨tzung durch geeignete Hardware scheint eine portable, aber gleichzei-
tig effiziente Implementierung der Funktionalita¨t von Modell G nicht mo¨glich. Die wesentliche
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Schwierigkeit bei einer Umsetzung von Modell G in Form von Hardware oder Software ist, daß die
Lokalita¨t der Referenzen nicht beru¨cksichtigt (d.h. nicht in Skalierbarkeit und Effizienz umgesetzt)
werden kann. In einer typischen graphbasierten Anwendung verweisen Referenzen ho¨chstens auf
Adreßra¨ume benachbarter Prozessoren; bei einer allgemeinen Bereitstellung von Modell G (also
von Zeigern auf beliebige Speicherstellen im globalen Adreßraum, sog. foreign pointer [84]) kann
jedoch keinerlei Lokalita¨tsinformation ausgenutzt werden. Jede Referenz kann u¨berallhin zeigen.
Dies fu¨hrt zu Systemen mit Problemen bei der Erhaltung der Konsistenz, mangelnder Skalierbarkeit
und erho¨htem Speicherbedarf (siehe auch Abschnitt 3.4.7). Einen praktischen Kompromiß ko¨nnte
die Erweiterung der grundlegenden (und effizienten) Funktionalita¨t von Modell L durch die komfor-
tablere, aber ineffiziente Adressierungstechnik von Modell G darstellen.
Da sich durch die Einschra¨nkung aus Modell L die Verkopplung der lokalen Graphen durch Refe-
renzen verbietet, muß diese Verkopplung auf Objektebene stattfinden. Dies soll im folgenden formal
konstruiert werden.
Die Abbildung id : O 7! I ordne jedem Objekt einen Index aus der beliebigen Indexmenge I zu. Lo-
kale Objekte ko¨nnen somit zu Gruppen zusammengefaßt werden, von denen jede einen eindeutigen
id-Index erha¨lt. Weiterhin wird durch id die Abbildung dobj : I 7! P(O) induziert gema¨ß
dobj(i 2 I ) := fo j id(o) = ig;
wobei P(O) die Potenzmenge der Objekte darstellt. Jedem Index i 2 I wird also durch dobj einein-
deutig eine Menge von Objekten (als Teilmenge von O) zugeordnet, die im folgenden als verteiltes
Objekt betrachtet werden soll.
DEFINITION 10 (VERTEILTE OBJEKTE)
Zu jedem Index i 2 I wird ein verteiltes Objekt oˆi 2 P(O) definiert durch
8i 2 I : oˆi := dobj(i):
ˆO sei die Menge aller verteilten Objekte ( ˆO P(O)).
Ein verteiltes Objekt ist also eine Menge von (lokalen) Objekten, die auf verschiedene Prozessoren
verteilt sein ko¨nnen. ¨Ublicherweise werden die type-Strukturbeschreibungen innerhalb eines ver-
teilten Objekts u¨bereinstimmen, so daß sich das verteilte Objekt als Einheit von auf die Prozessoren
verteilten Objektkopien verstehen la¨ßt.
DEFINITION 11 (VERTEILTE REFERENZRELATION, VERTEILTER GRAPH)
Definiert man die verteilte Referenzrelation ˆR durch
(oˆi; oˆ j) 2 ˆR , 9ok 2 oˆi : 9ol 2 oˆ j : 9p 2 P : (ok;ol) 2 Rp;
so la¨ßt sich der verteilte Graph ˆG einfach durch
ˆG = ( ˆO; ˆR)
aus den verteilten Objekten ˆO (Knoten) und der verteilten Referenzrelation ˆR (Kanten) konstruieren.
2.3 Formales Modell 45
o2
^
^
o4
o^1
^
^G
o3
B
A
G
G
o6
o5
o4
o1
o2
o3
Abbildung 2.5: Beispiel eines verteilten Graphen. Die Pfeile stellen die verteilte Referenzrelation
dar und sind daher nicht den Prozessoren zugeordnet.
Unter Modell L entsteht der verteilte Graph also durch ¨Uberlagerung aller lokalen Graphen: der
verteilte Graph muß nun geeignet konstruiert werden, um fu¨r eine gegebene Datenstruktur die Mo-
dell L-Einschra¨nkung zu erfu¨llen.
Abb. 2.5 zeigt als Beispiel einen verteilten Graphen ˆG durch ¨Uberlagerung der beiden lokalen Gra-
phen GA und GB aus Abb. 2.4. Die verteilten Objekte (gestrichelte Kreise) werden wie folgt kon-
struiert:
oˆ1 = f o1;o5 g; oˆ2 = f o2 g; oˆ3 = f o4;o6 g; oˆ4 = f o3 g
Fordert man fu¨r eine gegebene verteilte Referenzrelation, daß jede Referenz auf allen Prozessoren
repra¨sentiert wird, die beide beteiligten Objekte (in Kopie) speichern, so erha¨lt man konsistente
lokale Referenzrelationen.
DEFINITION 12 (KONSISTENTE LOKALE REFERENZRELATIONEN)
Durch eine gegebene verteilte Referenzrelation ˆR wird eine konsistente lokale Referenzrelation Rpcons
zu Prozessor p 2 P induziert gema¨ß:
8(oˆi; oˆ j) 2 ˆR : 8ok 2 oˆi : 8ol 2 oˆ j : proc(ok) = p^proc(ol) = p) (ok;ol) 2 Rpcons:
Es gilt also stets Rp  Rpcons, aber nicht unbedingt Rp = Rpcons.
2.3.4 Parallelisierung/Verteilung
Bislang besteht keine formale Beziehung zwischen einem (gegebenen) globalen Graph ˜G und et-
waigen verteilten Graphen ˆG. Auf der Basis des bisherigen formalen Modells la¨ßt sich jedoch eine
46 Dynamic Distributed Data: Konzept
D
^G
o^4
^
^^
o3
o2o1
B
A
G~
o1 o2
o3 o4
~
G
~
o6
~ G~
o5
o4
o1
o2
o3
Abbildung 2.6: Parallelisierung/Verteilung im Beispiel.
konsistente Verteilung D (distribution) einfach als Homomorphismus D : ˜O 7! ˆO bezu¨glich der Re-
lationen ˜R bzw. ˆR definieren.
Die Homomorphismuseigenschaft
(o˜1; o˜2) 2 ˜R ) (D(o˜1);D(o˜2)) 2 ˆR
garantiert dabei das konsistente Ineinandergreifen der beteiligten Referenzrelationen. Wenn also im
sequentiellen Programmablauf ein Objekt o˜1 das Objekt o˜2 referenziert, so muß es im parallelen
Programmablauf einen Prozessor p 2 P und zwei lokale Objekte o1 2D(o˜1) bzw. o2 2D(o˜2) geben
mit proc(o1) = p und proc(o2) = p, so daß Prozessor p die Referenz lokal speichert (also (o1;o2) 2
Rp).
Der Begriff der Verteilung D bezeichnet dabei keinen konkreten Lastverteilungsvorgang, sondern
lediglich ein formales Kriterium, ob ein gegebener verteilter Graph eine korrekte Umsetzung des
gewu¨nschten globalen Graphen darstellt. Insbesondere ist die Existenz einer solchen Verteilung D
fu¨r einen gegebenen verteilten Graphen ˆG keine konstruktive Aussage u¨ber die Art und Weise, wie
die einzelnen lokalen Graphen Gp hergestellt werden mu¨ssen.
Fu¨r das in Abb. 2.6 dargestellte Beispiel kann offensichtlich folgender Isomorphismus D angege-
ben werden, der die Korrektheit des verteilten Graphen ˆG bezu¨glich des globalen (spezifizierten)
Graphen ˜G sicherstellt:
D(o˜1) = oˆ1; D(o˜2) = oˆ2; D(o˜3) = oˆ4; D(o˜4) = oˆ3
2.3.5 Vom globalen Graph zu lokalen Graphen
Die formale Konstruktion einer Verteilung D im Zusammenhang mit Def. 11 bewirkt bislang nur,
daß jede Referenz aus dem globalen Graph irgendwie im verteilten Graph repra¨sentiert wird. Aus
dem Vergleich der Abbildungen 2.4 und 2.6 erkennt man jedoch, daß z.B. die Referenz (oˆ1; oˆ3) 2
ˆR zwar im lokalen Graph von Prozessor B als (o1;o4) 2 RB repra¨sentiert wird, nicht jedoch auf
2.3 Formales Modell 47
Prozessor A, obwohl die lokalen Objekte o5 und o6 vorhanden wa¨ren. Es gilt also (o5;o6) =2 RA
(wohl aber (o6;o5) 2 RA).
Nach Def. 11 ist eine lokale Referenz ausreichend, um eine globale Referenz zu repra¨sentieren. Im
praktischen Einsatz wird man dagegen mit dieser inkonsistenten Speicherung von verteilten Refe-
renzrelationen unzufrieden sein, da sie zu Fehlern und vor allem zur Entkopplung des verteilten
Graphen bei ha¨ufiger Umverteilung fu¨hren kann (durch Verlust von Referenzen).
In solchen Fa¨llen wird man als zusa¨tzliche Bedingung fordern, daß jede verteilte Referenz auf jedem
Prozessor gespeichert wird, dem dies mo¨glich ist. Dies bedeutet, daß die lokalen Referenzrelationen
konsistent im Sinn von Def. 12 sein mu¨ssen. Formal wird gefordert:
8p 2 P : Rp != Rpcons
Das Beispiel aus den Abbildungen dieses Abschnitts wa¨re also unter dieser Forderung keine konsi-
stente Verteilung.
2.3.6 Entwurf von Verteilungen
In der Praxis geht man vom Graphen ˜G aus und versucht, eine verteilte Struktur ˆG mit den zu-
geho¨rigen lokalen Graphen Gp dergestalt zu entwerfen, daß ein geeigneter Homomorphismus D
existiert. Die Eigenschaften der Verteilung D wirken dabei konstruktiv fu¨r den Entwurf der verteil-
ten Datenstruktur.
Entwurfsbeispiel
Legt man im ga¨ngigsten Fall eine bijektive Verteilung (d.h. einen Isomorphismus) zugrunde, so
ergibt sich eine eineindeutige Zuordnung zwischen Objekten aus ˜O und solchen aus ˆO. Der mini-
male verteilte Graph (im Sinn der Anzahl von lokalen Objekten) la¨ßt sich nun durch Erfu¨llen der
Modell-L-Einschra¨nkung problemlos entwerfen:
1. Bestimme eine echte Zerlegung der Datenstruktur ˜G in Teilstrukturen, die den vorhandenen
Prozessoren zugeordnet werden.
2. Ordne jedem Objekt aus ˜O genau eine Objektkopie zu, deren proc-Zugeho¨rigkeit aus obiger
Zerlegung bestimmt wird.
3. Referenzen aus ˜R, deren isomorphe Entsprechung aus ˆR innerhalb eines Prozessors zu liegen
kommt, ko¨nnen sofort als lokale Referenzen ausgedru¨ckt werden.
4. Andere Referenzen sind im Modell L nicht zugelassen und mu¨ssen aufgelo¨st werden, indem
auf einem der beteiligten Prozessoren eine neue Objektkopie des Objekts des anderen Prozes-
sors hinzugenommen wird. Diese Objektkopie ermo¨glicht die lokale Darstellung der bisher
globalen Referenz.
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Oftmals wird sich aus dem vorgegebenen Algorithmus, der auf der Datenbasis aufsetzt, die Not-
wendigkeit ergeben, mehr lokale Objekte als im minimalen Fall zu verwenden. Dies kann mehrere
Gru¨nde haben:
 Der verteilte Graph repra¨sentiert zwar die gewu¨nschte globale Referenzrelation, einzelne lo-
kale Objekte werden jedoch weniger Referenzen enthalten als die zugeho¨rigen verteilten Ob-
jekte. Fu¨r die Praxis heißt dies, daß Zeiger lokal inkonsistent sein ko¨nnen. Durch Hinzunahme
zusa¨tzlicher Kopien la¨ßt sich dies vermeiden.
 Da Zugriffe auf nicht-lokale Objekte erho¨hte Kommunikationszeit bedeuten, mu¨ssen ebenfalls
Objektkopien erga¨nzt werden, um die Laufzeiteffizienz zu erho¨hen. Diese Vorgehensweise
wird in Kap. 5 in realistischem Anwendungskontext genauer beschrieben.
2.3.7 Erweiterung: zusa¨tzliche Objekt-Eigenschaften
Die meisten Operationen auf der Objektmenge werden nicht auf die Gesamtheit der Objekte ange-
wendet, sondern lediglich auf eine ihrer Teilmengen. Zur Auswahl dieser Teilmengen wird das obige
Modell im folgenden um zwei Objekt-Eigenschaften erweitert: Priorita¨t und Attribut. Dazu wird
die bei der Definition des lokalen Objekts (Def. 7 in Abschnitt 2.3.2) eingefu¨hrte Komponente prop
geeignet festgelegt:
prop(o) = (prio;attr)
Erweiterung: Priorita¨t
¨Uber die Objekt-Eigenschaft prio kann jedem lokalen Objekt o eine Priorita¨t prio(o) 2Π N0 zu-
gewiesen werden. Die Priorita¨t kann dazu dienen, Konsistenz-Protokolle auf Anwendungsebene zu
definieren; beispielsweise kann eine bestimmte Objektkopie jedes verteilten Objekts ausgezeichnet
und bei entsprechenden Operationen bevorzugt behandelt werden (siehe Abschnitt 2.3.8).
Erweiterung: Attribut
¨Uber die Objekt-Eigenschaft attr kann jedem verteilten Objekt oˆ ein Attribut attr(oˆ) 2 A zugewie-
sen werden, wobei die gesamte Objektmenge durch A in Teilmengen ( ¨Aquivalenzklassen) aufge-
spalten wird. Die Attribut-Eigenschaft dient dazu, verteilte Objekte in bezug auf die anzuwendenden
Algorithmen zu unterscheiden; beispielsweise ko¨nnen einzelne Elemente ihrer jeweiligen Ebene in
einer Multilevelhierarchie zugeordnet und dadurch getrennt behandelt werden.
2.3.8 Datenkonsistenz im DDD-Konzept
Die Erzeugung eines verteilten Graphen im Sinne der vorausgehenden Abschnitte impliziert die
Existenz von redundanten Objektkopien, u¨ber welche die einzelnen lokalen Graphen aneinanderge-
koppelt werden. Die GData-Elemente dieser Objektkopien ko¨nnen als kleine Speicherabschnitte
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betrachtet werden, die zwar verteilt sind, aber doch gleiche Daten enthalten sollten: sie sind also
kleine distributed-shared-memory-Abschnitte.
Ein iteratives numerisches Verfahren, welches auf dem verteilten Graph aufsetzt, wird nun wa¨hrend
jeder Iteration einzelne Daten jedes Objekts neu berechnen, was zur Inkonsistenz der zusammen-
geho¨renden Objektkopien und damit der verteilten Objekte fu¨hrt. Die Effizienz des gesamten Ver-
fahrens setzt sich dabei sowohl aus der parallelen Effizienz als auch der numerischen Effizienz zu-
sammen [15, 126], wobei erstere durch erho¨hte Prozessorsynchronisation bzw. -kommunikation,
letztere durch ¨Anderung des numerischen Algorithmus aufgrund der Parallelisierung bzw. den
Verzicht auf konsistente Daten in den lokalen Objekten gemindert wird (soweit dies numerisch
u¨berhaupt sinnvoll ist). Konsistenzerhaltung erfordert jedoch gerade Kommunikation, was einen
Kompromiß notwendig macht; dessen Parameter werden durch die eingesetzte Parallelrechner-
Hardware einerseits und durch die Anforderungen des numerischen Verfahrens andererseits be-
stimmt. Die Einstellung des gewu¨nschten Konsistenzgrades u¨ber ein entsprechendes Protokoll zur
Synchronisation und Kommunikation muß deshalb dem Anwendungsprogramm obliegen.
¨Ubertra¨gt man nun dieselbe Situation auf eine Implementierung fu¨r Parallelrechner mit gemein-
samem Speicher (d.h. Multiprozessoren mit shared-memory oder skalierbare Architekturen auf
distributed-shared-memory-Basis, kurz DSM [32], siehe auch Abschnitte 1.2 und 1.6), so lassen
sich die dort etablierte Theorie und Terminologie der Datenkonsistenzmodelle auch hier anwenden.
Welche Konsistenzmodelle bietet die existierende Literatur also an? Hwang [74, S. 248ff] definiert
das Speichermodell als das Verhalten des gemeinsamen Speichers aus der Sicht der Prozessoren. Als
grundlegende Speicherprimitive gelten dabei Lese-/Schreiboperationen (load/store) und Synchroni-
sationsoperationen (z.B. swap, atomares load-store oder conditional store). Bei gegebenen Instruk-
tionsreihenfolgen des Multiprozessors lassen sich alle erlaubten Reihenfolgen der Speicherprimitive
als partielle Ordnung definieren (sog. ordering of events [47]). Jedes Speichermodell bedeutet einen
Kompromiß zwischen mo¨glichst minimalen Einschra¨nkungen des Anwendungsprogramms (bei Mo-
dellen mit strengen Konsistenzanforderungen) und einer mo¨glichst effizienten Implementierbarkeit
des Prozessor/Speicher-Gesamtsystems (bei Modellen mit niedrigen Konsistenzanforderungen).
Beim restriktivsten Modell, der sequentiellen Konsistenz (sequential consistency [92]), entspricht die
Abarbeitungsreihenfolge der Speicherprimitive (sowohl fu¨r Daten als auch fu¨r Instruktionen) genau
dem Programmablauf, es liegt also eine strenge Ordnung (strong ordering) vor. Dieses Modell bietet
dem Benutzer zwar ho¨chste Garantien in bezug auf Einhaltung programmierter Speicherzugriffsrei-
henfolgen, kann jedoch nicht effizient und skalierbar implementiert werden. Als Ausweg bieten sich
schwa¨chere Ordnungen der Speicherzugriffe an, die sich effizienter (aber auch komplexer) imple-
mentieren lassen. Als Beispiel seien hier weak consistency (strenge Ordnung nur der Synchronisa-
tionsoperationen [47]), processor consistency (strenge Ordnung der Schreiboperationen jedes Pro-
zessors) und release consistency (Kombination aus weak und processor consistency [74, S. 487f])
genannt.
Im DDD-Konzept gelten nun folgende Randbedingungen:
 Sequentielle Konsistenz des Speichermodells ist fu¨r eine Vielzahl von iterativen numerischen
Verfahren nicht notwendig; stattdessen bieten sich natu¨rliche Synchronisationspunkte jeweils
nach einer vollsta¨ndig durchgefu¨hrten Iteration an.
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 Die Hardwaregrundlage des Gesamtsystems sind Parallelrechner mit physikalisch verteiltem
Speicher; wegen der von der ¨Ubertragungsmenge unabha¨ngigen Aufsetzzeit der Interprozes-
sorkommunikation ist die Anzahl der versendeten Nachrichten zu minimieren.
 Auf Anwendungsprogrammebene sollen alle Informationen u¨ber Objektkopien oder Kom-
munikationsverwaltung hinter der DDD-Schnittstelle verborgen sein; es sollten lediglich
einfache, aber ma¨chtige Grundoperationen zur Definition von Konsistenzprotokollen zur
Verfu¨gung stehen.
Um den obigen Bedingungen zu genu¨gen, wurde ein flexibles, gro¨ßtenteils vom Benutzer gesteu-
ertes Konsistenzmodell gewa¨hlt, das den Bedu¨rfnissen der jeweiligen (numerischen) Anwendung
angepaßt werden kann (lean consistency, [20]). Dabei werden gemeinsame Daten (d.h. lokale Ob-
jekte) nicht automatisch synchronisiert; vom Anwendungsprogramm aus ko¨nnen jedoch Kommuni-
kationen an geeigneten (wenigen) Synchronisationspunkten angestoßen werden. Die dazu no¨tigen
Abstraktionen sind:
1. Durch die Priorita¨t des lokalen Objekts werden eine oder mehrere Kopien ausgezeichnet (sie-
he Abschnitt 2.3.7).
2. Interfaces sind Mengen von verteilten Objekten, fu¨r die gemeinsame Synchronisationen
durchgefu¨hrt werden ko¨nnen; dabei sind keine globalen, sondern nur lokale Synchronisa-
tionen bezu¨glich des Prozessor-Nachbarschaftsgraphs no¨tig (Details siehe Abschnitt 2.4.2).
3. gather/scatter-Funktionen definieren diejenigen Komponenten jedes lokalen Objekts, die der
Synchronisation unterworfen werden.
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Verwaltungsfunktionen
Abbildung 2.7: ¨Uberblick zur Funktionalita¨t von DDD.
2.4 Funktionalita¨t der DDD-Bibliothek
Das im vorigen Abschnitt 2.3 konstruierte Modell einer verteilten Datenstruktur soll nun in ein par-
alleles Programmiermodell eingebettet werden; die DDD-Bibliothek stellt eine ada¨quate Implemen-
tierung dieses Programmiermodells dar. Die zugeho¨rige Gliederung der Schnittstelle ist in Abb. 2.7
dargestellt und soll im folgenden kurz umrissen werden.
Die in der DDD-Bibliothek realisierten Funktionen lassen sich vier Teilbereichen zuordnen:
Verwaltungsfunktionen: Der TypeManager dient zur Spezifikation der verteilten Anwendungsda-
tentypen; dies geschieht zur Laufzeit durch Deklaration bzw. Definition der type-Eigenschaft
der lokalen Objekte. Damit ko¨nnen also dynamisch neue DDD-Typen erzeugt werden. Der
ObjectManager stellt Funktionen zum Erzeugen und Lo¨schen von lokalen Objekten sowie zur
Manipulation der Objekteigenschaften Priorita¨t und Attribut bereit.
Interfacefunktionen: Interfaces dienen zur Kommunikation auf statischen Datentopologien, wie
sie z.B. zum Update von numerischen Daten an Gebietsra¨ndern bei Domain-Decomposition-
Verfahren no¨tig ist; in diesem Fall ist das Interface die Gesamtheit aller u¨berlappenden Ge-
bietsra¨nder. Ein Interface wird zu Laufzeitbeginn als X = (TX ;A;B) definiert, wobei TX  T
eine Teilmenge aller DDD-Typen darstellt und A und B Mengen von Priorita¨ten zur Auswahl
von Interfaceobjekten sind. Jedes einmal definierte Interface kann jederzeit zur Kommuni-
kation verwendet werden und wird wa¨hrend aller topologischen ¨Anderungen der verteilten
Datenstruktur konsistent gehalten.
Transferfunktionen: Dieser Teilbereich entha¨lt Funktionen zur dynamischen Vera¨nderung der ver-
teilten Datentopologie zur Laufzeit. Dies beinhaltet z.B. Operationen zur Erzeugung von lo-
kalen Objektkopien auf anderen Prozessoren. Jeder Transferprozeß la¨uft optimiert (im Sinn
der beno¨tigten Anzahl von Nachrichten) ab; sa¨mtliche Interfaces werden trotz topologischer
Vera¨nderung konsistent gehalten.
Identifikationsfunktionen: Ein Weg, eine verteilte Datenstruktur zu erhalten, ist die Erzeugung
lokaler Objekte auf den verschiedenen Prozessoren, die nachtra¨glich zu verteilten Objekten
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zusammengefu¨gt werden (identification). Alle Mechanismen zur Identifikation werden (kon-
form zum formalen Modell im vorigen Abschnitt) in diesem Modul zur Verfu¨gung gestellt.
Identifikationstupel beliebiger Form und Gro¨ße dienen dazu, um (lokale) Objekte zu verteilten
Objekten zu vereinen. Der Identifikationsprozeß la¨uft wie der Transferprozeß optimiert ab.
Die Verwaltungsfunktionen von DDD (also TypeManager und ObjectManager) bilden die Grund-
lage der DDD-Funktionalita¨t und sind deshalb in Abb. 2.7 in der unteren Ha¨lfte dargestellt. Die
Funktionen aus den anderen Teilbereichen (Interfaces, Transfer, Identifikation) lassen sich sinnvoll
nur im Zusammenhang mit den Verwaltungsfunktionen nutzen, sind aber ansonsten voneinander
unabha¨ngig.
Die DDD-Programmbibliothek wurde in ANSI C implementiert und ist somit auf einer Vielzahl
von Parallelrechnerarchitekturen lauffa¨hig; alle Funktionen sind im jeweils aktuellen, versions-
abha¨ngigen DDD Reference Manual [19] detailliert beschrieben. Die wichtigsten Aspekte zu
Zweck, Kontext und Benutzung der Funktionen sollen jedoch im verbleibenden Teil dieses Ab-
schnitts dargelegt werden, nach den obigen Teilbereichen gegliedert.
2.4.1 Verwaltungsfunktionen
Funktionalita¨t des TypeManagers
Die zu parallelisierende Anwendung verwendet im allgemeinen Objekte verschiedener Datentypen,
z.B. Knoten und Elemente zur Repra¨sentation der Diskretisierung eines Finite-Elemente-Verfahrens.
Die Funktionen der DDD-Bibliothek kennen jedoch zuna¨chst nur den einheitlichen Datentyp lokales
Objekt, die Abbildung der Anwendungstypen auf die DDD-Schnittstelle geschieht erst zur Laufzeit.
Der DDD-TypeManager stellt eine Schnittstelle zur Verfu¨gung, die es dem Benutzer erlaubt, dyna-
misch alle Informationen u¨ber die zu verteilenden Datentypen seines Programms zu spezifieren, die
von der DDD-Bibliothek beno¨tigt werden. Dies sind hauptsa¨chlich folgende:
Struktur: Welche Komponenten hat der Anwendungsdatentyp (Position, Gro¨ße)?
Globale/lokale Daten: Welche Komponenten der Anwendungsdatentypen sind global, d.h. auf
allen Prozessoren gu¨ltig? Welche sind dagegen nur von lokaler Bedeutung?
Referenzen: Welche Komponenten der Anwendungsdatentypen enthalten Verweise (d.h. Referen-
zen oder pointer) auf andere (verteilte) Datentypen? Welchen Typ haben diese referenzierten
Daten?
Die Strukturkomponenten der Anwendungsdatentypen mu¨ssen also gerade auf die in Abschnitt 2.3.2
beschriebene Elementtypmenge E abgebildet werden. Dies geschieht in zwei Stufen: Zuna¨chst wer-
den die beno¨tigten Datentypen deklariert (DDD TypeDeclare()); mit der dabei erzeugten, eindeuti-
gen Typ-ID (DDD TYPE) wird die genaue Struktur definiert (DDD TypeDefine()).
Um der Mo¨glichkeit der hierarchischen Definition von Datentypen (z.B. verschachtelte struct-
Definitionen in ANSI C, Vererbung und Klassenhierarchie in C++) Rechnung zu tragen, kann auch
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die Definition der zu verteilenden Datentypen mit Hilfe des TypeManagers hierarchisch erfolgen
(vgl. S. 41). Durch die Orientierung an den Gegebenheiten der Zielsprachen besteht fu¨r zuku¨nftige
DDD-Versionen die Mo¨glichkeit, die TypeManager-Funktionalita¨t in einen Pra¨prozessor/Compiler
zu integrieren und somit einen Schritt in Richtung der (semi-)automatischen Parallelisierung vorzu-
bereiten.
Bereits bei Definition der DDD-Typen werden alle vorkommenden lokalen Objekte in die zwei
Klassen DDD-Objekte und registrierte Datenobjekte eingeteilt. Diese unterscheiden sich sowohl im
zusa¨tzlichen Speicherbedarf fu¨r die Parallelisierung, als auch in ihrer Referenzierbarkeit im Sinn
von Def. 9 (lokale Referenzrelationen). Die genauen Eigenschaften dieser beiden Objektklassen
sind:
DDD-Objekte: diese lokalen Objekte werden mit einer zusa¨tzlichen Komponente DDD HEADER
ausgestattet, die alle Verwaltungsinformationen des DDD-Laufzeitsystems entha¨lt. Jedes lo-
kale DDD-Objekt entha¨lt Informationen u¨ber sein verteiltes Objekt und eine global eindeutige
Identifikationsnummer und ist damit im Sinn von Definition 9 referenzierbar.
Registrierte Datenobjekte: der Typ dieser lokalen Objekte wird zwar ebenfalls beim TypeMana-
ger registriert, die Objekte selbst enthalten jedoch keine Komponente DDD HEADER. Date-
nobjekte speichern somit keinerlei Information u¨ber ihr verteiltes Objekt sowie ihre Identifi-
kationsnummer; daher sind sie zwar im Sinn von Definition 9 nicht referenzierbar, ko¨nnen
aber selbst DDD-Objekte referenzieren. Damit erfordern registrierte Datenobjekte kei-
nen zusa¨tzlichen Speicheraufwand. Bei sehr kleinen Objekten (z.B. zur Implementierung
du¨nnbesetzter Matrizen, vgl. Abschnitt 5.3.2), fu¨r welche die weitere Komponente einen nicht
zu vernachla¨ssigenden Zusatzaufwand bedeuten wu¨rde, muß diese Einschra¨nkung in Kauf ge-
nommen werden.
Die Zuordnung der Anwendungsdatentypen zu diesen beiden Objektklassen kann in hohem Maß
entscheidend fu¨r die Effizienz eines parallelen Programms sein; verwendet man nur DDD-Objekte,
so ist die Verteilung der Datenbasis zwar auf jeden Fall durchfu¨hrbar, der zusa¨tzlich erforderliche
Speicheraufwand kann jedoch so groß sein, daß die Anwendung des resultierenden parallelen Pro-
gramms auf gro¨ßere Probleme sinnlos wird. Datenobjekte schaffen hier Abhilfe. In Abschnitt 5.1.2
soll diese Problematik noch einmal genauer betrachtet werden, um dem Parallelisierer die notwen-
dige Hilfestellung zu geben.
Funktionalita¨t des ObjectManagers
Sobald mit dem TypeManager gu¨ltige DDD-Typen vereinbart (d.h. deklariert und definiert) wurden,
ko¨nnen lokale Objekte dieser Typen erzeugt werden. Da das Erzeugen bzw. Lo¨schen lokaler Objekte
sowohl der zu parallelisierenden Anwendung als auch den Funktionen der DDD-Bibliothek selbst
mo¨glich sein muß, wurden mit dem DDD-ObjectManager drei Schnittstellen auf verschiedenen
Abstraktionsstufen definiert (siehe Abb. 2.8):
Speicherschnittstelle: Es wird je eine Funktion zum Allokieren (DDD ObjNew()) bzw. zur Frei-
gabe (DDD ObjDelete()) von Speicherplatz eines lokalen Objekts bereitgestellt. Dabei wird
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z.B. ANSI Cz.B. C++
Anwendungsprogramm, DDD-Transfermodul
SpeicherverwaltungDDD-Objektverwaltung
Konstruktor/Destruktor-
Schnittstelle
Schnittstelle
ObjGet/ObjUnGet-
ObjNew/ObjDelete-
Schnittstelle
Abbildung 2.8: Die drei Schnittstellen des DDD-ObjectManagers. Diese werden vom Anwendungs-
programm und vom DDD-Transfermodul benutzt, um neue Objekte zu kreieren bzw. um nicht mehr
beno¨tigte freizugeben.
uninitialisierter Speicher umgesetzt; die Implementierung setzt anwendungsbezogen auf dem
bereits beschriebenen MemMgr-Konzept (Abschnitt 2.1) auf.
Konstruktor/Destruktor-Schnittstelle: Eine Hauptaufgabe des ObjectManagers ist die An-
bzw. Abmeldung von lokalen Objekten beim Laufzeitsystem von DDD. Diese Funktionalita¨t
kann durch die Funktionen der Konstruktor/Destruktor-Schnittstelle verwendet werden (Ter-
minologie in Anlehnung an C++). Der Konstruktor initialisiert ein neues lokales Objekt, der
Destruktor meldet es beim DDD-Laufzeitsystem ab.
Get/Unget-Schnittstelle: Diese Schnittstelle stellt die ho¨chste Abstraktionsstufe dar; sie verwendet
die Funktionen der beiden zuvor beschriebenen Schnittstellen, um fertige Objekte zu allokie-
ren und beim Laufzeitsystem anzumelden (DDD ObjGet()) bzw. um Objekte abzumelden
und anschließend ihren Speicher freizugeben (DDD ObjUnGet()).
2.4.2 Interfacekommunikation
Einmalige Interface-Definition
Jede Kommunikation auf einer bestehenden verteilten Datenstruktur zum Austausch von Informa-
tionen zwischen den lokalen Graphen dieser Struktur erfolgt u¨ber Interfaces. Dabei finden Kom-
munikationsvorga¨nge nur innerhalb von verteilten Objekten statt; im u¨blichen Fall also zwischen
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verschiedenen lokalen Objektkopien eines verteilten Objekts. Quellen und Ziele der Kommunikati-
on werden u¨ber die Zuordnung der in Abschnitt 2.3.7 eingefu¨hrten Priorita¨t gesteuert.
Die Definition eines Interfaces X beno¨tigt folgende Angaben:
X = (TX ;A;B)
mit einer Teilmenge der DDD-Typen TX  T und Teilmengen der Priorita¨ten A;B  Π. Fu¨r eine
nichtleere Schnittmenge A\B findet eventuell ein Sendevorgang an gleichpriore Kopien statt; gilt
A = B = Π, so wird ein Datenaustausch zwischen allen Kopien durchgefu¨hrt.
Fu¨r die gesamte Datenstruktur wird automatisch ein Standardinterface vorgesehen, das ein Interface
auf allen DDD-Typen t 2 T mit Priorita¨tsmengen A = B = Π darstellt. Sofern andere Interfaces
beno¨tigt werden, mu¨ssen diese vor ihrer Verwendung einmalig mit der DDD IFDefine()-Funktion
beim DDD-Laufzeitsystem angemeldet werden.
Aus der Menge TX la¨ßt sich fu¨r einen gegebenen verteilten Graphen ˆG = ( ˆO; ˆR) die Menge der fu¨r
das Interface X relevanten (lokalen) Objekte OX angeben:
OX = fo 2O j type(o) 2 TX g
Dabei soll unter der Objektmenge OX die Menge all derer lokalen Objekte verstanden werden, die
aufgrund ihres DDD-Typs am Interface X beteiligt sein ko¨nnten (und nicht etwa die Menge aller
Objekte, die tatsa¨chlich am Interface X beteiligt sind).
Nach der Definition eines Interfaces X entha¨lt dieses stets alle lokalen Objekte o 2 O(X ), deren
Priorita¨ten sich in das durch die Mengen A und B gebildete Schema einordnen lassen (Details zur
Implementierung siehe Abschnitt 3.2). Die Menge dieser tatsa¨chlich am Interface beteiligten Objek-
te O(X ) ist stets eine Teilmenge von OX (also O(X )OX ). Wird die Topologie des verteilten Gra-
phen zur Laufzeit gea¨ndert (durch Aufruf von Funktionen aus dem Transfer- bzw. Identifymodul),
so bleiben alle zuvor definierten Interfaces konsistent, ohne daß die dazu notwendigen Anpassungen
auf Ebene des Anwendungsprogramms sichtbar werden.
Ha¨ufige Verwendung von Interfaces: Kommunikationsarten
Die Definition eines Interface geschieht einmalig zur Laufzeit, danach kann das Interface verwen-
det werden, um das anwendungsorientierte Konsistenzmodell zu realisieren (siehe Abschnitt 2.3.8).
Dabei werden jeweils Zeitpunkt der Synchronisation, Kommunikationsart und die zu u¨bertragenden
Datenmengen flexibel bestimmt. Zuna¨chst lassen sich aus der Definition der Interfaces drei ver-
schiedene Kommunikationsarten ableiten:
A* B: jedes lokale Objekt
o1 2 OX \Op mit prio(o1) 2 A
schickt Daten an alle Kopien
o2 2OX \Oq q 6= p mit prio(o2) 2 B:
Diese Vorwa¨rtskommunikation wird durch die Funktion DDD IFOneway() angestoßen.
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A) B: wie oben, aber A und B vertauscht. Diese Ru¨ckwa¨rtskommunikation wird ebenfalls durch
die Funktion DDD IFOneway() angestoßen.
A
 B: Austausch in beide Richtungen. Diese bidirektionale Kommunikation wird durch die Funk-
tion DDD IFExchange() angestoßen.
Die beiden Funktionen zur Kommunikation auf Interfaces beno¨tigen folgende Parameter:
 ein vorher definiertes Interface X
 die Richtung dir der Kommunikation (nur bei unidirektionaler Kommunikation)
 die Gro¨ße size der zu u¨bertragenden Daten pro A/B-Paar von lokalen Objekten (in [byte])
 eine benutzerdefinierte Funktion gather() zum Einsammeln der Daten eines lokalen Objekts
auf Senderseite
 eine benutzerdefinierte Funktion scatter() zum Austeilen (bzw. Bearbeiten) der Daten auf
Empfa¨ngerseite
Die Angabe zweier Funktionen (gather()/scatter()) zum objektweisen Ein-/Auspacken der
u¨bertragenen Daten erlaubt neben dem einfachen Konsistenthalten gemeinsamer, aber verteilter Da-
ten auch kompliziertere Operationen, z.B. beliebige Reduktionsoperationen auf den lokalen Kopien
eines verteilten Objekts oder Versenden von Daten, die nirgendwo tatsa¨chlich gespeichert, sondern
nur nach Bedarf berechnet werden.
Alle Kommunikationen werden durch das Interfacemodul zu mo¨glichst wenigen Nachrichten (mes-
sages) zusammengefaßt, d.h. von jedem Prozessor p zu jedem Prozessor q la¨uft ho¨chstens eine
Nachricht. Dieses Schema ermo¨glicht skalierbare Programme, da jeder Prozessor nur mit seiner un-
mittelbaren Umgebung im Prozessorgraph kommuniziert. Die Aufrufe zur Interfacekommunikation
erfolgen blockierend oder nicht-blockierend (siehe dazu Abschnitt 3.2.3) und mu¨ssen von allen am
jeweiligen Interface beteiligten Prozessoren angestoßen werden.
2.4.3 Transfer von Objekten
Bei der im ersten Kapitel beschriebenen Klasse der dynamischen Anwendungen (z.B. adaptive nu-
merische Verfahren) unterliegt die verteilte Datentopologie zur Laufzeit Vera¨nderungen, die den
Transfer von lokalen Objekten zwischen beliebigen Prozessoren bzw. die Erzeugung von verteilten
Objekten no¨tig machen; diese Funktionalita¨t u¨berhaupt und effizient bereitzustellen ist die wichtigste
Neuerung des DDD-Konzepts (vgl. andere Ansa¨tze, Abschnitt 1.6). Das Transfermodul beinhaltet
dazu u.a. Operationen zur Erzeugung bzw. Vernichtung von Kopien lokaler Objekte auf beliebigen
Prozessoren. Im einzelnen sind dies:
 die Funktion DDD XferCopyObj(), die eine Kopie eines gegebenen lokalen Objekts auf ei-
nem fremden Prozessor mit einer bestimmten Priorita¨t erzeugt; alle an dem zugeho¨rigen ver-
teilten Objekt beteiligten Prozessoren werden informiert.
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 die Funktion DDD XferDeleteObj(), die ein gegebenes lokales Objekt lo¨scht; alle an dem
zugeho¨rigen verteilten Objekt beteiligten Prozessoren werden informiert.
 die Funktion DDD PrioritySet(), die die Priorita¨t eines gegebenen lokalen Objekts auf einen
neuen Wert setzt; alle an dem zugeho¨rigen verteilten Objekt beteiligten Prozessoren werden
u¨ber diese Priorita¨tsa¨nderung informiert.
 die Funktion DDD XferAddData(), die einem zu transferierenden DDD-Objekt zusa¨tzliche
Datenobjekte zuordnet (siehe Abschnitt 2.4.1); diese werden mit u¨bertragen und stehen somit
der neuen lokalen Objektkopie wieder zur Verfu¨gung.
Diese Operationen ko¨nnen natu¨rlich im MIMD-Stil auf jedem Prozessor unterschiedlich ausgefu¨hrt
werden; damit im Fall einer großen Nachrichtenaufsetzzeit im zugrundeliegenden message-passing-
Modell noch effiziente Ausfu¨hrungszeiten erzielt werden ko¨nnen, wurde als Rahmen ein transakti-
onsorientiertes Schema gewa¨hlt. Jeder Prozessor signalisiert den Beginn einer globalen Transfer-
operation durch einen Aufruf der Funktion DDD XferBegin(). Danach ko¨nnen obige Operationen
in beliebiger Folge aufgerufen werden; diese werden jedoch nicht sofort ausgefu¨hrt, sondern auf je-
dem Prozessor getrennt aufgezeichnet und erst bei globalem Aufruf der Funktion DDD XferEnd()
als Ganzes durchgefu¨hrt.
Dieses Vorgehen bietet mehrere Vorteile:
 Die sofortige Ausfu¨hrung einzelner Transferoperationen wu¨rden einseitige Kommunikations-
primitive erfordern; dagegen stehen bei gesammelter Ausfu¨hrung im SPMD-Stil Umfang,
Sender und Empfa¨nger aller no¨tigen Nachrichten vor der Kommunikation fest, es ko¨nnen also
(allgemeiner verfu¨gbare) Rendezvousprimitive verwendet werden.
 Aus denselben Gru¨nden ist eine Optimierung der Kommunikation mo¨glich, z.B. kann die
Anzahl der beno¨tigten Nachrichten minimiert werden, um die Aufsetzzeiten gering zu halten.
 Bis zur Ausfu¨hrung des DDD XferEnd()-Kommandos werden lediglich Transferoperationen
aufgezeichnet, die Datenstruktur selbst wird noch nicht vera¨ndert. Dieser Vorteil des transak-
tionsorientierten Konzepts erleichtert die Benutzung des Transfermoduls.
 Da die topologische Vera¨nderung des verteilten Graphen im Anwendungsprogramm als ato-
mare Operation erscheint, ko¨nnen auch die im vorangehenden Abschnitt eingefu¨hrten Inter-
faces nach Abschluß des DDD XferEnd()-Kommandos wieder konsistent zur Verfu¨gung ge-
stellt werden. Es werden also den Interfaces dynamisch lokale Objekte hinzugefu¨gt oder aus
diesen entfernt.
Betrachtet man die Transferfunktionen als atomare Kommandos an ein DDD-Laufzeitsystem, so
sind beliebige Kombinationen dieser Kommandos auf jedes verteilte Objekt anwendbar. Da diese
Kommandos in verteilter Weise von verschiedenen Prozessoren wa¨hrend einer Transferphase initi-
iert werden ko¨nnen, ist es no¨tig, die Wirkung auf das jeweilige verteilte Objekt genau festzulegen.
Die detaillierte Spezifikation der Transferkommandos und ihrer Auswirkungen ist dieser Arbeit bei-
gefu¨gt (Anhang B).
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2.4.4 Identifizierung lokaler Objekte
Das Transfermodul bietet die Mo¨glichkeit, verteilte Objekte durch Kopieren lokaler Objekte zu
generieren. In der Praxis reicht diese Mo¨glichkeit jedoch oft nicht aus, z.B. wenn ein verteilter Graph
(aus Dateien oder u¨ber Netzverbindungen) direkt in die verteilten Speicher des Parallelrechners
gelesen werden soll. In dieser Situation ist es notwendig, lokale Objekte getrennt voneinander zu
erzeugen und erst danach zu einem verteilten Objekt zu verkoppeln. Dies leistet das Identifymodul.
Die Grundoperation der Identifikation ist die Verkopplung von genau zwei lokalen Objekten zu
einem verteilten Objekt, bei mehr als zwei Objekten mu¨ssen alle beteiligten lokalen Objekte jeweils
paarweise behandelt werden. Die Voraussetzungen der Identifikation eines Objektpaars sind:
1. Beide beteiligten Prozessoren kennen den jeweiligen Partnerprozessor (Identifikation mit ei-
nem unbekannten Partner ist nicht mo¨glich).
2. Pro Objektpaar ko¨nnen sich beide Prozessoren ohne Kommunikation auf einen lokal eindeu-
tigen Identifikator einigen.
Soll beispielsweise der verteilte Graph aus Abb. 2.5 erzeugt werden, so haben die beteiligten Pro-
zessoren nach Erzeugung der Objekte (Prozessor A erzeugt o2, o5 und o6, Prozessor B erzeugt o1,
o3 und o4) folgende Identifikationen durchzufu¨hren:
Prozessor A:
IdentifyBegin()
Identify(o5, B, (ObenLinks))
Identify(o6, B, (UntenRechts))
IdentifyEnd()
Prozessor B:
IdentifyBegin()
Identify(o4, A, (UntenRechts))
Identify(o1, A, (ObenLinks))
IdentifyEnd()
Es werden also jeweils das lokale Objekt, der Partnerprozessor und ein Identifikator angegeben, der
hier beispielhaft aus geometrischen Beziehungen abgeleitet ist (z.B. ObenLinks, UntenRechts). Wie
im Transfermodul werden die einzelnen Operationen mit einem Begin/End-Paar geklammert, was
zu denselben Vorteilen fu¨hrt.
Ein Identifikator Λi (z.B. (UntenRechts)) wird als Tupel aus Einzelidentifikatoren λi; j gebildet, um
maximale Flexibilita¨t zu erreichen:
Λi = (λi; j); mit j = 1 : : :ni
Hierbei ist ni die Anzahl der Einzelidentifikatoren (ni  1). Zur Wahl des Einzelidentifikators gibt
es folgende Mo¨glichkeiten:
 λi; j ist eine ganze Zahl (Funktion DDD IdentifyNumber())
 λi; j ist eine Zeichenkette beliebiger La¨nge (Funktion DDD IdentifyString())
 λi; j ist ein verteiltes Objekt, das beiden Prozessoren bereits bekannt ist oder das selbst in
diesem Identifikationsvorgang identifiziert wird (Funktion DDD IdentifyObject())
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Der letzte Einzelidentifikator beinhaltet dabei die wichtige Mo¨glichkeit, sich bei der Identifikation
hierarchisch auf Objekte zu beziehen, die wiederum erst identifiziert werden sollen. Dies ermo¨glicht
es, komplexe Identifikationsvorga¨nge auf einfache topologische Beziehungen zwischen den Objek-
ten zuru¨ckzufu¨hren (Beispiele siehe Abschnitte 5.2.6 und 5.3.3). Diese topologischen Beziehungen
mu¨ssen wa¨hrend des Identifikationsvorgangs partiell geordnet werden ko¨nnen und du¨rfen daher kei-
ne Zyklen enthalten.
Jedes Identifikationstupel Λi wird aus ni einzelnen Aufrufen der jeweiligen Identify-Funktion zu-
sammengesetzt; im Normalfall ist die Reihenfolge dieser ni Aufrufe relevant und bestimmt den
Aufbau des Tupels. Fu¨r Identifikationsvorga¨nge, in denen die Reihenfolge der Einzelidentifikatoren
innerhalb eines Tupels nicht relevant sein soll oder sogar aus der lokalen Sicht jedes Prozessors nicht
sinnvoll bestimmt werden kann, wird vom Identifymodul optional eine Sortierung durchgefu¨hrt; die
Tupel werden in dieser Option also als Mengen von Einzelidentifikatoren aufgefaßt. Die Gesamtda-
tenmenge des Identifikationstupels ist nicht kritisch, da die Daten nur zur Sortierung benutzt, aber
nicht verschickt werden mu¨ssen.
Die Funktionalita¨t des DDD-Identifymoduls und vor allem die hierarchische Identifikation von ver-
teilten Objekten steht in dieser Form in keinem anderen Programmpaket zur Verfu¨gung. Die Ver-
bindung aus einer allgemeinen, funktionalen Schnittstelle und einer effizienten Implementierung hat
sich in vielen Anwendungen als sinnvoll erwiesen (z.B. parallele Ein-/Ausgabe, verteilte Gitterver-
feinerung; Beispiele siehe Kap. 5).
2.4.5 Benutzerdefinierte Handler-Funktionen
Alle bisher beschriebenen DDD-Module stellen dem Anwendungsprogramm in der Hauptsache
Funktionen zur Verfu¨gung, die von diesem aufgerufen werden und Operationen auf der verteil-
ten Datenstruktur durchfu¨hren. In einigen Fa¨llen tritt jedoch der umgekehrte Fall ein: das DDD-
Laufzeitsystem beno¨tigt zur Durchfu¨hrung der Operationen Funktionalita¨t aus der Anwendung. Dies
wird durch ein Handler-Konzept realisiert: DDD-Handler sind dabei benutzerdefinierte Funktionen
(sog. callback-Funktionen), die vom Anwendungsprogramm zur Verfu¨gung gestellt werden mu¨ssen,
um der DDD-Bibliothek gewisse Operationen zu ermo¨glichen.
Die vorhandenen Handler lassen sich in folgende Kategorien einteilen (fu¨r Details siehe [19]):
Speicherverwaltung: Die Schnittstelle zum Speichermanager ist im wesentlichen eine Sammlung
von Handlern (siehe Abschnitt 2.1).
Objektverwaltung: Dies sind Handler, die vom ObjektManager zur Initialisierung von Objekten
beno¨tigt werden.
Interfacekommunikation: Die im Abschnitt 2.4.2 beschriebenen gather/scatter-Funktionen sind
Handler, die das Einsammeln bzw. Auspacken der Daten fu¨r die Interfacekommunikation
u¨bernehmen.
Transferkontrolle: Mit den Handlern dieser Kategorie ko¨nnen Abha¨ngigkeiten von Objekten
bezu¨glich des Transfers ausgedru¨ckt werden; dies betrifft sowohl die Abha¨ngigkeit verschie-
dener DDD-Objekte als auch die Zuordnung von zusa¨tzlichen Datenobjekten.
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Die Handler der Speicherverwaltung werden zur Linkzeit festgelegt; alle anderen Handler ko¨nnen
zur Laufzeit beliebig dynamisch umkonfiguriert werden. Dabei geho¨rt zu jedem DDD-Typ t 2 T
ein Satz von Handlern, die im objektorientierten Sinn als Mitgliedsfunktionen der Klasse t gesehen
werden ko¨nnen. Wird ein Handler eines DDD-Typs nicht konfiguriert, so wird gegebenenfalls ein
Standardhandler (innerhalb der DDD-Bibliothek) aufgerufen. Diese Vorgehensweise entspricht dem
objektorientierten Konzept der virtuellen Mitgliedsfunktion.
Kapitel 3
Dynamic Distributed Data:
Implementierung
Nach der Vorstellung des DDD-Konzepts im vorausgehenden Kapitel sollen nun wichtige Im-
plementierungsaspekte des aktuellen Prototyps umrissen werden. Die interne Struktur der Pro-
grammbibliothek spiegelt dabei die Gliederung ihrer Schnittstelle zum Anwendungsprogramm (sie-
he Abb. 2.7) wider, wobei eine Basisschicht an Datenstrukturen und zugeho¨rigen Operationen ver-
wendet wird, die allen Teilmodulen zugrundeliegt. Diese Schicht wird im ersten Abschnitt dieses
Kapitels beschrieben. In den drei folgenden Teilen wird nacheinander auf die DDD-Module Inter-
faces, Identifikation und Transfer eingegangen. Wichtige Randbedingungen bei der Umsetzung des
Konzepts in eine Programmbibliothek sind dabei Effizienz und Portabilita¨t.
3.1 Basismodul: Datenstrukturen, Typ- und Objektmanager
Das Basismodul beinhaltet als gemeinsame Grundlage aller Funktionen der DDD-Bibliothek wich-
tige Datenstrukturen sowie die Funktionen von Typ- und Objektmanager (d.h. grundlegende Ver-
waltungsfunktionen). Die Datenstruktur DDD HEADER faßt die fu¨r jedes DDD-Objekt no¨tige Ver-
waltungsinformation zusammen, Couplinglisten speichern lokale Kopplungsinformationen zur Re-
pra¨sentation verteilter Objekte. Die globale Typbeschreibungstabelle entha¨lt die Definitionen aller
zur Laufzeit angemeldeten DDD-Typen. Die lokale Objekttabelle ist eine Tabelle von Zeigern auf
alle lokalen Objekte eines Prozessors; die zugeho¨rige lokale Couplingtabelle ist eine Tabelle von
Zeigern auf die Couplinglisten der lokalen Objekte. Die folgenden Abschnitte behandeln obige
Datenstrukturen und Tabellen im einzelnen.
3.1.1 Die Datenstruktur DDD HEADER
Die wichtigsten Eigenschaften der von DDD verwalteten Objekte werden in der Datenstruktur
DDD HEADER gespeichert. Diese umfaßt sowohl Eintra¨ge, die fu¨r alle lokalen Kopien eines ver-
teilten Objekts gelten, als auch individuelle Eintra¨ge. Tabelle 3.1 gibt einen ¨Uberblick.
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Tabelle 3.1: Die Teilstruktur DDD HEADER eines DDD-Objekts.
Datenstruktur DDD HEADER
Datentyp Name Bedeutung Einheitlich fu¨r:
DDD TYPE type DDD-Typ verteiltes Objekt
DDD GID gid globale ID verteiltes Objekt
DDD ATTR attr Attribut verteiltes Objekt
DDD PRIO prio Priorita¨t lokales Objekt
int index Index in lokaler Objekttabelle lokales Objekt
int flags Flags, verschieden genutzt lokales Objekt
Der Parameter type beschreibt den DDD-Typ des verteilten Objekts (Abschnitt 2.3.1, Def. 4), wie
er beim Erzeugen des Objekts mittels DDD ObjGet() angegeben wurde. Der Datentyp DDD TYPE
wird dabei als Index in eine globale Typbeschreibungstabelle aufgefaßt, in welcher der interne Auf-
bau jedes definierten Objekttyps gespeichert wird.
Der zu jedem verteilten Objekt geho¨rende Index aus der Indexmenge I (id : O 7! I , S. 44) wird
als global eindeutige ID ebenfalls in der DDD HEADER-Struktur gespeichert. Das Verha¨ltnis von
verteiltem Objekt und der zugeho¨rigen Menge von lokalen Objekten wird somit direkt in die Im-
plementierung u¨bernommen. Die Erzeugung einer global eindeutigen ID fu¨r jedes lokal erzeugte
Objekt geschieht durch Konkatenation eines Referenzza¨hlers mit der jeweils lokalen Prozessornum-
mer. Jeder Prozessor verwaltet dazu einen eigenen Referenzza¨hler, der bei Erzeugung eines neuen
lokalen Objekts inkrementiert wird. Diese lokale Art der Erzeugung gewa¨hrleistet die Skalierbar-
keit des Mechanismus. Die Konkatenation wird maschinennah auf Bitebene durchgefu¨hrt; durch die
Breite des fu¨r die globale ID verwendeten Datentyps wird zwar die theoretische Obergrenze fu¨r die
Anzahl gleichzeitig existierender verteilter Objekte eingeschra¨nkt, die reale Beschra¨nkung stellt in
der Praxis jedoch der auf dem Parallelrechner verfu¨gbare Hauptspeicher dar. Bei extensiver Erzeu-
gung und Vernichtung von Objekten (z.B. im Rahmen einer parallelen, instationa¨ren Berechnung)
kann es dennoch geschehen, daß einer der Referenzza¨hler u¨berla¨uft; dies macht die Neunumerierung
der global eindeutigen IDs notwendig, die zu diesem Zeitpunkt gu¨ltig sind.
Als zusa¨tzliche Eigenschaft des verteilten Objekts wird als Komponente attr das Attribut ebenfalls
im DDD HEADER gespeichert. Der DDD HEADER jedes lokalen Objekts entha¨lt außerdem die Ei-
genschaft Priorita¨t als Komponente prio (Abschnitt 2.3.7). Neben einer Komponente flags, die
von anderen Modulen der DDD-Bibliothek zu verschiedensten Aufgaben genutzt wird, entha¨lt die
DDD HEADER-Struktur schließlich noch den Index in der lokalen Objekt- bzw. Couplingtabelle,
welche in Abschnitt 3.1.3 na¨her beschrieben werden.
Um nun den Funktionen der DDD-Bibliothek stets Zugriff auf die objektbezogenen Verwaltung-
daten zu ermo¨glichen, wird in jedem lokalen Objekt zusa¨tzlich zu allen Komponenten des sequen-
tiellen Programms eine DDD HEADER-Struktur gespeichert. Diese kann innerhalb des Objekts an
eine beliebige Position gesetzt werden, wobei der Offset fu¨r jeden DDD-Typ spezifisch in der Typ-
beschreibungstabelle festgelegt wird (vgl. Tabelle 3.3). Abb. 3.1 verdeutlicht dies und stellt zwei
zusa¨tzliche Datentypen vor: DDD OBJ als Zeiger auf von DDD verwaltete Objekte, DDD HDR als
Zeiger auf deren jeweiligen DDD HEADER. Das Anwendungsprogramm verwendet ausschließlich
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DDD-Objekt
DDD_HEADER-Offset
DDD_OBJ
DDD_HDR
DDD_HEADER
Abbildung 3.1: Die DDD HEADER-Struktur als Teil eines DDD-Objekts und dazugeho¨rige Daten-
typen. DDD HDR und DDD OBJ sind Zeiger auf die DDD HEADER-Struktur bzw. auf das DDD-
Objekt selbst.
Zeiger vom Typ DDD OBJ; die ¨Ubergabe eines Objekts an die DDD-Bibliothek geschieht mittels
des Typs DDD HDR.
3.1.2 Die Couplingliste
Zur Repra¨sentation des im vorigen Kapitel vorgestellten verteilten Datenmodells genu¨gt strengge-
nommen bereits die im DDD-Header jedes lokalen Objekts gespeicherte gid-Komponente (Kap. 2).
Fu¨r den Einsatz in der Praxis muß jedoch eine Zusatzdatenstruktur geschaffen werden, die den ef-
fizienten Zugriff auf die Menge der lokalen Objekte eines verteilten Objekts erlaubt. Diese wurde,
in etwas verallgemeinerter Form entnommen aus [10], in Form von sogenannten Couplinglisten
implementiert.
Fu¨r jedes lokale Objekt, das in mehr als einer Kopie auf dem Parallelrechner existiert, wird eine
Liste von COUPLING-Strukturen gespeichert. Fu¨r ein gegebenes verteiltes Objekt oˆ speichert also
jeder beteiligte Prozessor p 2 Poˆ mit
Poˆ = fproc(o) j o 2 oˆg
zum lokalen Objekt olokal 2 oˆ\Op eine Couplingliste cplpoˆ als Menge von Prozessor/Priorita¨ts-Tupeln
wie folgt:
cpl
p
oˆ = f(olokal;proc(o);prio(o)) j o 2 oˆ^proc(o) 6= pg
Jede der COUPLING-Strukturen c 2 cplpoˆ repra¨sentiert dabei eine Kopie des Objekts auf einem an-
deren Prozessor. Alle Prozessoren q =2 Poˆ speichern keine lokalen Objekte aus oˆ und daher auch
keine zugeho¨rige Couplingliste cplqoˆ (formal jedoch: cplqoˆ = /0). Die lokale Couplingmenge cplp
eines Prozessors p sei schließlich die Vereinigung aller Couplinglisten auf p:
cpl
p
=
[
oˆ2 ˆO
cpl
p
oˆ
Die erforderlichen COUPLING-Komponenten sind (Tabelle 3.2): Prozessornummer der Objektko-
pie (vom Typ DDD PROC), Priorita¨t der Objektkopie (vom Typ DDD PRIO) und wiederum diverse
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Tabelle 3.2: Einzelner Eintrag der Couplingliste: die Struktur COUPLING.
Datenstruktur COUPLING
Datentyp Name Bedeutung
DDD PROC proc Partnerprozessor
DDD PRIO prio Priorita¨t
unsigned char flags Flags, verschieden genutzt
DDD HDR obj Zeiger auf olokal
COUPLING* next Verkettung in Couplingliste
DDD-Objekt Coupling-Liste
flagsflags
prio
proc
prio
proc
flags
prio
proc
DDD_HEADER
Abbildung 3.2: Couplingliste eines verteilten Objekts, bestehend aus vier lokalen Objekten. Die
Couplingliste entha¨lt drei COUPLING-Strukturen, das vierte Objekt ist lokal vorhanden und beno¨tigt
daher keinen Platzhalter.
Flags. Die Speicherung erfolgt mittels einer einfach verketteten Liste, deren erstes Element u¨ber
die lokale Couplingtabelle adressiert wird (Abschnitt 3.1.3). Die Details sind fu¨r ein verteiltes Ob-
jekt, bestehend aus vier lokalen Kopien, in Abb. 3.2 veranschaulicht, wobei die Adressierung u¨ber
die Couplingtabelle mit einem Doppelstrich symbolisiert wird. Aus der Abbildung la¨ßt sich eben-
falls ersehen, daß eine Ru¨ckverzeigerung von jeder COUPLING-Struktur zum zugeho¨rigen lokalen
Objekt olokal existiert, was zur Repra¨sentation der DDD-Interfaces beno¨tigt wird.
3.1.3 Lokale Objekttabelle, lokale Couplingtabelle
Von vielen Funktionen der DDD-Bibliothek wird der Zugriff auf die lokale Objektmenge Op jedes
Prozessors p beno¨tigt. Daher wird auf jedem Prozessor eine Tabelle von Zeigern auf die lokalen
Objekte gespeichert, die in zwei Bereiche unterteilt wird: im ersten Abschnitt werden alle DDD-
Objekte mit nichtleeren Couplinglisten referenziert, im zweiten Abschnitt die u¨brigen lokalen Ob-
jekte. Beide Abschnitte sind ansonsten unsortiert; jeweils nach Bedarf kann eine nach beliebigen
Kriterien sortierte Kopie dieser lokalen Objekttabelle angelegt werden.
Die Couplinglisten der lokalen Objekte aus dem ersten Abschnitt der lokalen Objekttabelle ko¨nnen
mittels der lokalen Couplingtabelle referenziert werden. Durch den index-Eintrag in der Struktur
DDD HEADER wird also sowohl die Couplingliste eines lokalen Objekts (fu¨r 1  index  ncpl ) als
auch der Verweis aus der lokalen Objekttabelle erreicht (fu¨r 1 index nob j). Dabei ist nob j = jOpj
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Abbildung 3.3: Zusammenhang von lokaler Couplingtabelle und lokaler Objekttabelle. Es gilt auf
jedem Prozessor stets die Beziehung 0 ncpl  nob j = jOpj.
die Anzahl der lokalen Objekte und ncpl die Anzahl der lokalen Objekte mit nichtleerer Couplingli-
ste; Abb. 3.3 soll diesen Zusammenhang verdeutlichen.
Die Operationen Einfu¨gen und Lo¨schen auf dieser Doppeltabelle werden im Rahmen des ObjectMa-
nagers implementiert; die Konsistenz z.B. beim Lo¨schen von Objekten mit index  ncpl wird durch
geeignete Tauschoperationen auf den Tabellenindizes gewahrt. Der Zugriff auf alle Couplinglisten
bzw. alle lokalen Objekte mit Kopien kann u¨ber die beschriebene Datenstruktur effizient erfolgen.
3.1.4 Dynamische Typbeschreibung
In Abschnitt 2.4.1 wurde bereits die Funktionalita¨t des TypeManagers beschrieben. Um die
gewu¨nschte Mo¨glichkeit der dynamischen Definition von DDD-Typen bereitstellen zu ko¨nnen, stu¨tzt
sich der TypeManager auf die globale Typbeschreibungstabelle, welche auf allen Prozessoren repli-
ziert wird. Tabelle 3.3 zeigt die wesentlichen Komponenten eines Typbeschreibungsdatensatzes.
Zur Ausgabe von Informationen zur Laufzeit erha¨lt jeder DDD-Typ bei seiner Deklaration einen
Typnamen name. Die Strukturbeschreibung type (Definition 7, S. 41) wird in einem Feld element[ ]
als Tabelle (der La¨nge nElements) von Elementbeschreibungsstrukturen ELEM DESC gespeichert
(Tabelle 3.4). Jede dieser Elementbeschreibungstrukturen entha¨lt neben dem Typ des Elements (laut
Definition 8, S. 42) dessen Gro¨ße und seinen Offset in der Gesamtdatenstruktur. Zusa¨tzlich wird fu¨r
Elemente vom Typ ObjPtr der referenzierte DDD-Typ reftype gespeichert, da diese Information
wa¨hrend des Objekttransfers beno¨tigt wird.
Wa¨hrend der Erzeugung von lokalen Objekten im Transfermodul mu¨ssen lokale Objekte zwischen
Nachrichtenpuffer und lokalem Speicher (und umgekehrt) kopiert werden. Diese Operation wird
allerdings nur auf den GData-Elementen des Objekts durchgefu¨hrt (vgl. S. 42); daher wird in der
66 Dynamic Distributed Data: Implementierung
Tabelle 3.3: Einzelner Eintrag der Typbeschreibungstabelle.
Datenstruktur TYPE DESC
Datentyp Name Bedeutung
char name[ ] Typname (in Klartext)
ELEM DESC element[ ] Elementtabelle (siehe Abschnitt 2.3.1)
int nElements Anzahl der Elemente
HandlerPtr handler[ ] Handlertabelle
int size Gro¨ße eines Objekts (in [byte])
int nPointers Anzahl von Referenzen
int offsetHeader DDD HEADER-Offset (in [byte])
unsigned char* cmask Kopiermaske
Tabelle 3.4: Die Struktur ELEM DESC zur Elementbeschreibung.
Datenstruktur ELEM DESC
Datentyp Name Bedeutung
int offset Offset des Elements im Objekt
size t size Gro¨ße des Elements (in [byte])
int type Elementtyp 2 E (laut Def. 8, S. 42)
DDD TYPE reftype referenzierter DDD-Typ (fu¨r type=ObjPtr)
Typbeschreibung eine Kopiermaske cmask vorgehalten, die schematisch alle LData-Elemente aus-
blendet und so einen effizienten Kopiervorgang ermo¨glicht (siehe Abb. 3.4). Zusa¨tzliche Informa-
tionen wie die Gesamtgro¨ße size eines Objekts des gegebenen Typs oder die Anzahl aller gespei-
cherten Referenzen pro Objekt nPointers dienen zur schnellen Berechnung von Nachrichten- und
Puffergro¨ßen beim Transfer des Objekts (vgl. Abschnitt 3.4).
Schließlich wird in jeder Typbeschreibungsstruktur eine Tabelle von Funktionen handler[ ] ge-
speichert, welche die fu¨r diesen DDD-Typ gu¨ltigen DDD-Handler implementieren (vgl. Ab-
schnitt 2.4.5). Somit ko¨nnen Handler zur Laufzeit beliebig konfiguriert und dynamisch umkonfigu-
riert werden. Steht ein Handler eines bestimmten DDD-Typs zum Aufruf an, wird zuna¨chst mittels
des zugeho¨rigen Eintrags der Tabelle handler[ ] gepru¨ft, ob eine Funktion konfiguriert wurde. Falls
keine Handlerfunktion eingetragen ist, wurde der Tabelleneintrag auf 0 gesetzt; in diesem Fall kann
eine Standardfunktion aufgerufen werden.
3.2 Interfaces: Repra¨sentation, Konstruktion und Benutzung
Das Interfacemodul bietet Kommunikation auf statischen Datentopologien (Abschnitt 2.4.2). Um
diese Aufgabe effizient durchfu¨hren zu ko¨nnen, beno¨tigt die Implementierung eine geeignete Re-
pra¨sentation der bisher nur abstrakt definierten DDD-Interfaces; diese soll im folgenden Abschnitt
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Kopiermaske
Objektkopie im
lokalen Speicher
Nachrichtenpuffer
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GDataGDataGData LDataLData
Abbildung 3.4: Beispiel fu¨r den Einsatz der Kopiermaske cmask. Die Objektkopie im Nachrichten-
puffer wird in einer effizienten Programmschleife in den lokalen Speicher u¨bertragen, wobei die ein-
zelnen GData-Komponenten kopiert, die LData-Komponenten jedoch durch logische Verknu¨pfung
ausgeblendet werden. Damit ist effizientes Kopieren bis auf Bitebene mo¨glich.
behandelt werden. Die Grundidee der Interface-Implementierung ist, die bereits erla¨uterten Coup-
linglisten zu nutzen, um durch gleiche Sortierung auf verschiedenen Prozessoren mo¨glichst viel
Information u¨ber Objektkopplungen ohne Kommunikation (d.h. implizit) herzuleiten und nur die
Nutzdaten u¨ber das Interface zu u¨bertragen.
Die folgende Implementierungsbeschreibung der Interfacefunktionalita¨t ist in drei Teile gegliedert:
zuna¨chst werden die Datenstrukturen zur Repra¨sentation der Interfaces beschrieben, danach der
dynamische Aufbau dieser Datenstrukturen und schließlich die Benutzung zur eigentlichen Kom-
munikation auf Interfaces.
3.2.1 Repra¨sentation der Interfaces
Interfaces als Couplinglisten
Die Repra¨sentation der Interfaces fußt auf den oben beschriebenen COUPLING-Strukturen. Ein
Interface X = (TX ;A;B) wird als verteilte Datenstruktur implementiert, wobei jeder Prozessor p
eine Datenstruktur X p speichert. Den Kern dieser lokalen Repra¨sentation X p bildet eine sortierte
Liste von Zeigern auf COUPLING-Strukturen, die aus der lokalen Couplingmenge cplp gewonnen
wird; dazu wird zuna¨chst die Couplingmenge cplpX  cpl
p bestimmt, die alle COUPLING-Strukturen
c := (olokal;proc(o);prio(o)) 2 cpl
p entha¨lt, fu¨r die mindestens einer der beiden Fa¨lle
 Fall A* B: prio(olokal) 2 A^prio(o) 2 B
 Fall A) B: prio(o) 2 A^prio(olokal) 2 B
erfu¨llt ist. Die Couplingrichtung dir(c) ergibt sich dann zu
 dir(c) =DirAB, falls (A* B)^:(A) B)
68 Dynamic Distributed Data: Implementierung
 dir(c) =DirBA, falls (A) B)^:(A* B)
 dir(c) =DirABA, falls (A* B)^ (A) B).
Die Zeigerliste zu X p wird schließlich aus der Menge cplpX durch Sortierung erzeugt, und zwar
gema¨ß dem Schlu¨ssel
1: proc(o); 2: dir(c); 3: attr(oˆ); 4: id(oˆ) (3.1)
Auf das Attribut des zur jeweiligen Couplingliste geho¨renden verteilten Objekts oˆ sowie auf die glo-
bale ID kann jeweils durch die DDD HEADER-Struktur des lokalen Objekts olokal zugegriffen werden.
Abb. 3.5 gibt eine vereinfachte ¨Ubersicht der Datenstrukturen, die ein DDD-Interface auf einem
Prozessor repra¨sentieren. Im Zentrum dieser Abbildung ist die sortierte Zeigerliste beispielhaft dar-
gestellt; jeder Eintrag (d.h. jede Zeile) der Proc/IFDir/Attr/GID-Tabelle entspricht einem Zeiger auf
eine COUPLING-Struktur. Man erkennt zuna¨chst die Sortierung der Liste in Abschnitte gleichen
Zielprozessors (Spalte Proc, Eintra¨ge P1 und P2), die weitere Unterteilung je nach Couplingrich-
tung (Spalte IFDir) und die absteigende Sortierung nach dem jeweiligen Attributswert des verteilten
Objekts (Spalte Attr).
Die letzte Spalte GID deutet die feinste Sortierung nach global eindeutiger ID an, wobei im Bei-
spiel o.B.d.A. eine konstante Anzahl von drei COUPLING-Strukturen pro Attributswert gewa¨hlt
wurde: vom ersten Eintrag der Tabelle an gerechnet entha¨lt das Interface zuna¨chst drei Eintra¨ge
mit Couplingrichtung DirAB und attr = 7, dann drei Eintra¨ge mit attr = 2, danach drei Eintra¨ge
mit Couplingrichtung DirBA und attr = 4, etc. Im allgemeinen werden die Anzahl verschiedener
globaler IDs bei gleichem Attributswert und ebenfalls die Anzahl verschiedener Attributswerte bei
gleicher Couplingrichtung von der Beschaffenheit der verteilten Datenbasis abha¨ngen.
Jeder Abschnitt gleichen Zielprozessors q der Gesamtliste X p soll im folgenden mit X p!q bezeich-
net werden; jedes dieser Teilinterfaces X p!q wird in der Implementierung durch eine Datenstruk-
tur vom Typ IF PROC repra¨sentiert, die jeweils (neben der Prozessornummer q selbst) Anfang
und La¨nge der Abschnitte gleicher Couplingrichtung speichert. Sie bildet damit eine summari-
sche Beschreibung der im zugeho¨rigen Abschnitt der Zeigerliste gespeicherten Daten (linker Teil in
Abb. 3.5).
Sa¨mtliche IF PROC-Strukturen werden linear verkettet und bilden somit wieder die Gesamtliste
X p. Die Abschnitte gleicher Couplingrichtung dir sollen mit X p!q
dir
bezeichnet werden; die sortierte
Liste der verteilten Objekte zum Interfaceabschnitt X p!q
dir
sei ˆO(X p!q
dir
).
Beno¨tigt man keine Unterteilung eines Interfaces nach seinen Attributswerten, so reicht der bisher
beschriebene Teil der Datenrepra¨sentation aus (vgl. Abschnitt 3.2.3). Soll jedoch Kommunikation
nur auf Teilmengen eines Interfaces stattfinden (z.B. zur Kommunikation auf einem verteilten Gitter
eines Mehrgitterverfahrens), so wird die im na¨chsten Abschnitt beschriebene Datenstruktur genutzt.
Repra¨sentation der Attribute
Fu¨r viele Anwendungsklassen (z.B. Multilevelverfahren) ist es no¨tig, nur Teile eines Interfaces
X , ausgewa¨hlt nach der Eigenschaft Attribut der verteilten Objekte, ansprechen und verwenden
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Abbildung 3.5: Datenstrukturen eines DDD-Interfaces, aus der lokalen Sicht eines Prozessors.
zu ko¨nnen. Daher muß eine Erweiterung der Interface-Datenstruktur vorgesehen werden, die den
Zugriff auf diese Untermengen eines Interfaces erlaubt.
Fu¨r ein gegebenes Objekt-Attribut a 2A sei X pja die gema¨ß Schlu¨ssel 3.1 sortierte Couplingmenge
cpl
p
X ja  cpl
p
X , die nur Couplings zu den verteilten Objekten oˆ 2 ˆO(X p) entha¨lt, fu¨r die attr(oˆ) = a
gilt. Bei analoger Vorgehensweise fu¨r die Teilinterfaces X p!q entsteht eine Zerlegung in kleinere
Teilinterfaces X p!qja zu jedem Attribut a 2 A , die in der Implementierung durch die Datenstruk-
tur IF ATTR repra¨sentiert werden. Diese Datenstruktur, im rechten Teil von Abb. 3.5 durch senk-
rechte graue Balken dargestellt, speichert wie die Datenstruktur IF PROC Anfang und La¨nge der
Abschnitte gleicher Couplingrichtung, allerdings beschra¨nkt auf Couplings aus cplpX ja.
Ein Beispiel: zur Kommunikation aller Objekte mit attr = 4 im dargestellten Interface wird nur
eine IF ATTR-Struktur gefunden; diese befindet sich im Zeigerlistenbereich mit proc= P1 und be-
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wirkt damit eine Nachricht an/von Prozessor P1. Dabei stehen fu¨r eine Kommunikation in Richtung
DirBA (Ru¨ckwa¨rtskommunikation) drei Objekte zur Verfu¨gung, und in Richtung DirABA (Kom-
munikation ohne ausgezeichnete Richtung) ebenfalls drei Objekte. In Richtung DirAB befinden
sich keine Objekte im Teilinterface X pj4.
Die IF ATTR-Strukturen gleichen Attributs werden linear (in vertikaler Richtung) verkettet und
bilden somit die Repra¨sentation von X pja; zusa¨tzlich wird eine horizontale Verkettung gespeichert
(gestrichelte Pfeile in Abb. 3.5), welche die Zerlegung von X p!q in die einzelnen X p!qja darstellt.
Die horizontale Verkettung dient dazu, das gesuchte Attribut aufzufinden; die vertikale Verkettung
wird sodann zum Durchlaufen aller Objekte im Interface mit dem gegebenen Attribut benutzt.
Zusammenhang der lokalen Teilinterfaces
Fu¨r den spa¨teren Einsatz der Interfaces im verteilten System mu¨ssen diese ebenfalls auf die Prozes-
soren verteilt gespeichert werden. Um den Zusammenhang zweier Teilinterfaces X p!q und X q!p
zu einer Interfacedefinition X = (TX ;A;B) zu verstehen, betrachte man exemplarisch ein verteiltes
Objekt oˆ und zwei lokale Objekte o1;o2 2 oˆ, wobei gerade p = proc(o1) und q = proc(o2) gel-
ten soll. Aus Symmetriegru¨nden tritt auf Prozessor q der Fall A ) B genau dann auf, wenn auf
Prozessor p der Fall A * B gilt und umgekehrt. Somit gilt fu¨r Coupling c1 = (o1;q; prio(o2)) auf
Prozessor p und Coupling c2 = (o2; p; prio(o1)) auf q genau einer der folgenden vier Fa¨lle:
1. oˆ ist nicht im Interface X (wegen c1 =2 cplpX und c2 =2 cplqX )
2. dir(c1) = DirAB und dir(c2) = DirBA (d.h. die Vorwa¨rtsrichtung der Kommunikation geht
von p nach q)
3. dir(c1) = DirBA und dir(c2) = DirAB (d.h. die Vorwa¨rtsrichtung der Kommunikation geht
von q nach p)
4. dir(c1) = DirABA und dir(c2) = DirABA (d.h. es gibt keine ausgezeichnete Richtung der
Kommunikation)
Wegen dieses Zusammenhangs und der Sortierung von X p bzw. X q nach Attribut und globaler ID
der verteilten Objekte innerhalb von Bereichen gleicher Couplingrichtung gilt folgende Beziehung,
die zusa¨tzlich in Abb. 3.6 grafisch dargestellt ist:
ˆO(X p!qDirAB) = ˆO(X
q!p
DirBA)
ˆO(X p!qDirBA) = ˆO(X
q!p
DirAB) (3.2)
ˆO(X p!qDirABA) = ˆO(X
q!p
DirABA)
Diese Beziehung dru¨ckt die zu Beginn dieses Abschnitts angesprochene implizite Information aus:
die Sortierungen der Teilinterfaces auf den Prozessoren p und q entsprechen einander, so daß keine
weitere Identifizierung der am Interface beteiligten Objekte no¨tig ist. Schickt man als Nachricht
zwischen den Prozessoren Nutzdaten, die dieser Sortierung entsprechen, so kann die Zuordnung auf
der Empfa¨ngerseite implizit stattfinden (Anmerkung: das gleiche Prinzip kommt ebenfalls in den
Modulen Identifikation und Transfer zur Anwendung).
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Abbildung 3.6: Die Beziehung zweier Teilinterfaces X p!q und X q!p auf zwei Prozessoren p und q.
Die Reihenfolge bei entsprechender Couplingrichtung ist auf beiden Prozessoren gleich.
3.2.2 Konstruktion der Interfaces
Um eine modulare und fehlersichere Implementierung des Interfacemoduls zu ermo¨glichen, wurde
die Konstruktion und Benutzung von Interfaces streng gekapselt. Die Schnittstelle des Interface-
moduls sieht aus diesem Grund keine Funktionen vor, um die Interface-Datenstruktur inkrementell
an kleinere topologische Vera¨nderungen des verteilten Graphen durch das Transfermodul bzw. das
Identifymodul anzupassen; in der Praxis sind solche ¨Anderungen jedoch ohnehin meist so umfang-
reich, daß sich inkrementelle Anpassungen nicht lohnen und stattdessen die Interfaces nach jeder
Transfer- bzw. Identify-Operation wieder neu aufgebaut werden.
Die Schnittstelle zur Konstruktion von Interfaces besteht somit aus nur einer Funktion
IFCreateFromScratch(DDD IF X ),
die das gegebene Interface X gegebenenfalls lo¨scht, initialisiert und schließlich neu aufbaut. Dazu
greift die Funktion auf die Grunddaten zum jeweiligen Interface zuru¨ck, die aus den Definitionsdaten
(aus der Anmeldung des Interfaces) und den Laufzeitdaten (aus der letzten Konstruktionsphase)
bestehen. Die Konstruktion eines Interfaces erfolgt ohne jegliche Kommunikation auf Basis der
bestehenden Couplingmenge cplp und gliedert sich in folgende Phasen:
1. Bestimmung der fu¨r das Interface X relevanten Couplingmenge cplpX aus der gesamten Coup-
lingmenge cplp auf jedem Prozessor p. Dazu wird die lokale Couplingtabelle durchlaufen,
wobei jedes lokale Objekt auf Zugeho¨rigkeit zum Interface u¨berpru¨ft wird.
2. Lokale Sortierung der Couplingmenge cplpX gema¨ß Schlu¨ssel 3.1.
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3. Aufbau der erforderlichen IF PROC- und IF ATTR-Strukturen auf Basis der sortierten Li-
ste cplpX . Dazu wird die sortierte Liste aus (2) einmal durchlaufen.
4. Aufbau zusa¨tzlicher Datenstrukturen zur Gewa¨hrleistung effizienten Zugriffs wa¨hrend der In-
terfacebenutzung. Dies ist im wesentlichen eine Liste von Zeigern auf die lokalen Objekte
aus ˆO(X p!q) fu¨r die jeweiligen Teilinterfaces.
5. Aufbau der Kommunikationskana¨le, die fu¨r Kommunikationen auf dem Interface beno¨tigt
werden.
Zeit- und Speicheraufwand zur Interfacekonstruktion
Der pro Interface erforderliche Speicherbedarf ist gering, da nur Listen von Zeigern auf Coupling-
strukturen und zusa¨tzlich wenige IF PROC- bzw. IF ATTR-Strukturen beno¨tigt werden. Die Gro¨ße
der Zeigerlisten ist durch jcplpX j gegeben. Der Zeitbedarf des Interfaceaufbaus ist ebenfalls un-
bedeutend, da neben einem mehrmaligen Durchlaufen der Liste zur Couplingmenge cplpX nur ein
Sortiervorgang derselben Liste notwendig ist (O(n log(n)) im mittleren Fall, mit n = jcplpX j). In
Abschnitt 4.3.2 sind zeitliche Meßdaten zur Konstruktion von Interfaces niedergelegt.
3.2.3 Kommunikation auf Interfaces
Die Benutzerschnittstelle des Interfacemoduls bietet mehrere Funktionen zur Kommunikation auf
Interfaces; diese lassen sich nach mehreren, orthogonalen Eigenschaften klassifizieren:
Kommunikationsrichtung: Die Interfacekommunikation kann in eine bestimmte Richtung
(DDD IFOneway()) oder bidirektional (DDD IFExchange()) stattfinden (vgl. 2.4.2).
Attribut: Die Kommunikation kann auf dem ganzen Interface X oder auf einem Teil eines Interfa-
ces X ja (ausgewa¨hlt nach dem Objektattribut a) stattfinden.
Mechanismus: Die Kommunikation kann blockierend oder nichtblockierend stattfinden. Die nicht-
blockierende Variante ermo¨glicht es, zwischen dem Start und der Abfrage auf Beendigung
der Interfacekommunikation sinnvolle Rechenarbeit einzuschieben, um die ¨Uberlappung von
Kommunikation und Berechnung zu ermo¨glichen.
Durch die oben beschriebenen Mo¨glichkeiten ergeben sich insgesamt acht verschiedene Funktionen;
bezieht man weitere Erga¨nzungen der hier beschriebenen Funktionalita¨t mit ein (z.B. Variabilita¨t
der Datengro¨ße pro Objekt im gleichen Interface), so vervielfacht sich diese Zahl noch. Um nun
eine u¨bersichtliche Implementierung der vielfa¨ltigen Kommunikationsfunktionen zu erreichen, die
aber gleichzeitig effizient arbeitet, wurden alle nach außen sichtbaren Funktionen einheitlich aus
parametrisierbaren Teilschritten zusammengesetzt, die in Abb. 3.7 als Struktogramm dargestellt sind
und im folgenden in der tatsa¨chlich ausgefu¨hrten Reihenfolge kurz beschrieben werden:
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Bereitstellung von Nachrichtenpuffern
Fu¨r alle X q!p:
Asynchrone receive-Kommunikation
Fu¨r alle X p!q:
Aufbau der Nachricht, nichtblockierender send-Aufruf
Solange Nachrichten aus X q!p erwartet werden:
Empfang der Nachricht und Auspacken
Warten auf Beendigung der Sendevorga¨nge
Freigabe der Nachrichtenpuffer
Abbildung 3.7: Ablaufschema der Interfacekommunikation, auf Prozessor p.
1. Bereitstellung von Speicher fu¨r zu versendende und fu¨r zu empfangende Nachrichten.
Die Gro¨ße der beiden Nachrichtenpuffer pro Teilinterface wird aus der Anzahl der Objekte
im jeweiligen Teilinterface X p!q (bzw. einer Teilmenge davon) und der zu u¨bertragenden
Datengro¨ße pro Objekt berechnet und in der zugeho¨rigen IF PROC-Struktur gespeichert.
2. Initiierung der asynchronen receive-Kommunikationen. Je nach Implementierung des zu-
grundeliegenden message-passing-Modells ist es unter Umsta¨nden vorteilhaft, den Empfangs-
teil einer asynchronen Kommunikation vor dem Empfang der Nachricht anzustoßen, um das
Anlegen eines zusa¨tzlichen Datenpuffers und das nachtra¨gliche Kopieren der Daten in den
benutzerdefinierten Puffer zu vermeiden (z.B. bei Intel Paragon, vgl. Abschnitt 4.6).
3. Aufbau der zu versendenden Nachrichten und Senden. Dieser Teilschritt setzt sich aus einer
Anzahl von Schleifen u¨ber die Objekte im Interface zusammen, die den Sendenachrichtenpuf-
fer durch objektweise Aufrufe der benutzerdefinierten gather-Funktion mit Daten fu¨llen. Aus
Effizienzgru¨nden werden dazu nicht die Couplinglisten cplpX benutzt, sondern die wa¨hrend der
Interfacekonstruktion aufgebauten Zeigerlisten auf die lokalen Objekte aus ˆO(X p!q).
Je nach Kommunikationsrichtung werden dabei die folgenden Teilinterfaces eingepackt:
Unidirektional/vorwa¨rts: (X p!qDirAB, X
p!q
DirABA)
Unidirektional/ru¨ckwa¨rts: (X p!qDirBA, X
p!q
DirABA)
Bidirektional: (X p!qDirAB, X
p!q
DirBA, X
p!q
DirABA)
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Direkt nach dem Einpacken der Daten eines Teilinterfaces X p!q wird die zugeho¨rige Nach-
richt an den Empfa¨ngerprozessor q gesendet. Die nichtblockierende Version der jeweiligen
Kommunikationsfunktion endet, nachdem alle Teilinterfaces behandelt wurden. Alle folgen-
den Schritte werden bei der blockierenden Version direkt ausgefu¨hrt, bei der nichtblockieren-
den Version dagegen durch den Benutzer zu einem spa¨teren Zeitpunkt aufgerufen.
4. Warten auf Nachrichtenempfang und Auspacken sofort nach Empfang. In einer Schleife
werden nacheinander alle Teilinterfaces zyklisch abgefragt; sobald eine Nachricht vom zu-
geho¨rigen Sendeprozessor empfangen wurde, kann diese ausgepackt werden. Dazu wird
(analog zum vorherigen Einpackschritt) durch objektweise Aufrufe der benutzerdefinierten
scatter-Funktion der Empfangsnachrichtenpuffer geleert und dessen Daten in die vorhandenen
Objekte im Interface integriert. Durch einen timeout-Mechanismus werden Verklemmungen
durch Hardware-Ausfall in gewissem Maß abgefangen und erkannt bzw. ignoriert (Fehlerto-
leranzaspekt).
Aus der Beziehung der lokalen Teilinterfaces 3.2 (S. 70) ergeben sich je nach Kommunikati-
onsrichtung Auspackvorga¨nge auf folgenden Interfaceabschnitten:
Unidirektional/vorwa¨rts: (X q!pDirBA, X
q!p
DirABA)
Unidirektional/ru¨ckwa¨rts: (X q!pDirAB, X
q!p
DirABA)
Bidirektional: (X q!pDirBA, X
q!p
DirAB, X
q!p
DirABA)
5. Warten auf Beendigung der Sendevorga¨nge. Wurden alle Nachrichten empfangen und ausge-
packt, sind im Normalfall auch alle lokal angestoßenen Sendevorga¨nge beendet; dies wird in
diesem Teilschritt sichergestellt.
6. Freigabe des Speichers fu¨r Nachrichtenpuffer. Zu Beginn des Kommunikationsvorgangs wur-
den fu¨r jedes Teilinterface zwei Nachrichtenpuffer angelegt; diese werden nun nicht mehr
beno¨tigt und ko¨nnen freigegeben werden. Optional ko¨nnen die Nachrichtenpuffer bis zum
na¨chsten Gebrauch des Interfaces vorgehalten werden, um den Aufwand fu¨r Speicherverwal-
tung zu sparen.
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3.3 Der Identifikationsmechanismus
3.3.1 Globale IDs und Grundidee der Identifikation
In Abschnitt 3.1.1 wurde bereits auf die Erzeugung von globalen IDs fu¨r verteilte Objekte einge-
gangen. Damit diese global eindeutige Namensgebung in einem verteilten Namensraum effizient
und skalierbar implementiert werden kann, mußten folgende Eigenschaften des Mechanismus zur
Namensverwaltung eingehalten werden:
 Globale IDs (d.h. Namen) werden nur lokal erzeugt und sind zuna¨chst nur dem sie erzeu-
genden Prozessor bekannt. Durch Eincodierung der Prozessornummer kann die Erzeugung
verteilt, ohne Kommunikation und doch global eindeutig durchgefu¨hrt werden.
 Es ko¨nnen nur solche Objekte referenziert werden, die lokal vorhanden sind (Einschra¨nkung
in Modell L, siehe 2.3.3). Damit muß fu¨r eine Referenzierung auch die globale ID des refe-
renzierten Objekts vorhanden sein.
 Die globale ID eines Objekts, das auf einem gegebenen Prozessor nicht gespeichert wird (und
daher auch nicht von anderen seiner lokalen Objekte referenziert werden kann), ist diesem
nicht bekannt. Entsprechend wird bei Lo¨schung eines lokalen Objekts dessen globale ID
nicht la¨nger gespeichert.
 Durch den Transfer von Objekten werden deren globale IDs dem Empfa¨ngerprozessor be-
kannt gemacht, dies ist eine von zwei Mo¨glichkeiten zur Erzeugung von (echten) verteilten
Objekten.
Das Identifymodul bietet nun die andere Mo¨glichkeit, um lokale erzeugte IDs anderen Prozessoren
bekanntzumachen; die Grundidee bei der Identifikation zweier lokaler Objekte in bezug auf die
verteilte Namensvergabe ist, mittels einer implizit definierten Operation aus den alten globalen IDs
der beiden lokalen Objekte die globale ID des neu erzeugten, verteilten Objekts zu errechnen und
diese den beteiligten lokalen Objekten zuzuweisen. In der hier beschriebenen Implementierung
wird dazu die Minimumoperation verwendet, d.h. die kleinere der beiden alten globalen IDs setzt
sich durch. Beide beteiligten Prozessoren ko¨nnen diese Operation unabha¨ngig voneinander, jedoch
mit demselben Ergebnis durchfu¨hren, wenn ihnen beide alten globalen IDs zur Verfu¨gung stehen.
Die in die globale ID eincodierte Prozessornummer gibt somit im allgemeinen nicht den Prozessor
wieder, auf dem ein verteiltes Objekt erzeugt wurde.
Sollen nun zwischen zwei Prozessoren in einem Vorgang mehrere lokale Objekte identifiziert wer-
den, so ist es notwendig, die jeweils zu identifizierenden Objekte paarweise einander zuzuordnen.
Der naive Ansatz, die Identifikatoren in einer Nachricht an den anderen Prozessor zu schicken, schei-
tert spa¨testens bei komplexen Identifikationstupeln an der Effizienz der Datenu¨bertragung. Gelingt
es jedoch, auf beiden Prozessoren die gleiche Sortierung der Identifikationstupel herzustellen, so ist
es ausreichend, die sortierte Liste der globalen IDs zwischen den Prozessoren auszutauschen. Der
Kernpunkt der Identify-Implementierung ist also, eine totale Ordnung auf allen mo¨glichen Identifi-
kationstupeln zu finden.
Die beiden folgenden Abschnitte erkla¨ren zuna¨chst den groben Ablauf eines Identifikationsvorgangs
und schließlich die oben erwa¨hnte totale Ordnung.
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3.3.2 Ablauf des Identifikationsvorgangs
Das transaktionsorientierte Schema des Identifikationsvorgangs fu¨hrt zu folgenden Phasen wa¨hrend
der Programmausfu¨hrung (vgl. Abschnitt 2.4.4):
1. Kommandophase. Das Anwendungsprogramm leitet die Identifikation durch globalen Aufruf
der Funktion DDD IdentifyBegin() ein. Die dann folgenden Identify-Aufrufe werden auf
jedem Prozessor lokal zwischengespeichert. Der globale Aufruf von DDD IdentifyEnd()
beendet diese Phase; der eigentliche Identifikationsvorgang beginnt.
Die vom Anwendungsprogramm geforderten Identifikatoren Λi = (λi; j) der lokalen Objekte
werden je nach Wahl des Einzelidentifikators λi; j (d.h. einer der Typen ganze Zahl, Zeichen-
kette oder ein bereits bekanntes bzw. ebenfalls zu identifizierendes verteiltes Objekt) u¨ber
je eine Identify-Funktion bereitgestellt; zur tempora¨ren Speicherung wird fu¨r jeden dieser
Funktionsaufrufe intern eine IDENTINFO-Struktur erzeugt. Gleichzeitig wird fu¨r jeden Part-
nerprozessor eine Liste angelegt, in der alle auf diesen Prozessor bezogenen IDENTINFO-
Strukturen gespeichert werden, um eine Vorsortierung der Kommandos zu erreichen.
2. Vorbereitungsphase. Zu jeder der in der Kommandophase angelegten Listen muß spa¨ter eine
Nachricht an den jeweiligen Partnerprozessor gesendet bzw. von ihm empfangen werden, die
alle notwendigen Informationen u¨ber die zu identifizierenden lokalen Objekte entha¨lt; in die-
ser Phase wird nun zuna¨chst Speicher fu¨r jede zu versendende bzw. zu empfangende Nachricht
bereitgestellt.
Danach wird die Sortierung gema¨ß der im folgenden Abschnitt vorgestellten totalen Ordnung
auf Identifikationstupeln listenweise durchgefu¨hrt; aus diesem Sortiervorgang geht zu jedem
Partnerprozessor eine sortierte Liste hervor, bei der jeder Eintrag folgende Form hat:
Eintrag in lokaler Identifikationstabelle
DDD HDR hdr DDD HEADER des lokalen Objekts
DDD GID gid globale ID des lokalen Objekts
DDD PRIO prio Priorita¨t des lokalen Objekts
Schließlich wird der Sendepuffer zu jedem Partnerprozessor mit den Eintra¨gen gid und prio
aus der zugeho¨rigen Tabelle gefu¨llt.
3. Kommunikation. Wie im oben beschriebenen Interfacemodul werden zuna¨chst Kana¨le zu den
Kommunikationspartnern aufgebaut und anschließend die Empfangsfunktionen der nicht-
blockierenden Kommunikation initiiert. Danach werden die Sendepuffer an den Partnerpro-
zessor geschickt. Wie schon im Interfacemodul ist der Kernpunkt des verteilten Algorithmus,
notwendige Informationen lokal von den Kommunikationspartnern nach einem implizit be-
kannten Verfahren zu generieren anstatt sie mittels Kommunikation zu verbreiten.
4. Identifikation. Nachdem jeweils eine der Nachrichten empfangen wurde, ko¨nnen die darin be-
schriebenen Identifikationsvorga¨nge durchgefu¨hrt werden. Dies beinhaltet zwei Schritte, die
von beiden Prozessoren unabha¨ngig voneinander auf ihrem jeweils lokalen Objekt durch-
gefu¨hrt werden:
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1. Aus der globalen ID des lokalen Objekts (zuga¨nglich u¨ber den Eintrag gid in der gesen-
deten Tabelle) und der globalen ID des fremden Objekts (Eintrag gid in der empfangenen
Tabelle) wird u¨ber die Minimumfunktion von beiden Prozessoren dieselbe neue globa-
le ID berechnet und dem jeweils lokalen Objekt zugewiesen. Die Zuweisung erfolgt
u¨ber den Verweis auf die DDD HEADER-Struktur des lokalen Objekts in der gesendeten
Tabelle (Eintrag hdr).
2. Der Couplingliste des lokalen Objekts olokal wird ein neuer Eintrag (olokal;proc;prio) hin-
zugefu¨gt, wobei proc den Partnerprozessor der Identifikation und prio den prio-Eintrag
in der empfangenen Tabelle bezeichnet. Der Couplingeintrag steht fu¨r das fremde, jetzt
identifizierte Objekt.
5. Abschluß. Schließlich werden die ordnungsgema¨ße Beendigung aller Sendevorga¨nge kontrol-
liert, der Speicher fu¨r alle Nachrichtenpuffer freigegeben und zuletzt die Konsistenz der zuvor
angemeldeten Interfaces wiederhergestellt.
Aus der Sicht eines Prozessors p muß pro Partnerprozessor q in der Identifikation eine Nachricht
gesendet bzw. eine Nachricht empfangen werden. Der Kommunikationsaufwand fu¨r eine solche
Nachricht ha¨ngt linear von der Anzahl nq der den Prozessor q betreffenden Identify-Tupeln Λi ab,
da fu¨r jedes Λi konstant zwei Werte gesendet werden mu¨ssen. Der lokale Rechenaufwand fu¨r die
Identifikation wird asymptotisch von der Sortierung der Tupel bestimmt, die im mittleren Fall die
Komplexita¨t O(nq log(nq)) aufweist. Alle anderen Schritte (z.B. die Identifikation selbst) haben
lineare Komplexita¨t O(nq), was von der symmetrischen Struktur der Identify-Kommandos an der
Anwendungsschnittstelle herru¨hrt.
3.3.3 Eine Ordnung auf Identifikationstupeln
Gema¨ß Abschnitt 3.3.2 werden die Identifikationskommandos (d.h. die IDENTINFO-Strukturen)
zuna¨chst nach dem jeweiligen Partnerprozessor vorsortiert, so daß es an dieser Stelle ausreicht,
nur Identifikationskommandos an einen Partnerprozessor zu betrachten. Daru¨berhinaus werden die
Kommandos nach der (alten) globalen ID der zu identifizierenden Objekte sortiert, so daß neben der
Sichtweise auf die Kommandos selbst (und damit auf die Einzelidentifikatoren) auch der Zugriff auf
die Identifikationstupel Λi mo¨glich ist.
Das Ziel ist es nun, eine totale Ordnung auf Identifikationstupeln so zu definieren, daß von beiden
beteiligten Prozessoren die gleiche Sortierung der Identifikationstupel erzeugt werden kann. Laut
Definition der Identifikationskommandos muß zu jedem Kommando eines Prozessors ein entspre-
chendes Kommando des anderen Prozessors aufgerufen worden sein; daher existieren die Kom-
mandos stets paarweise, was eine Grundbedingung fu¨r diese Sortierung ist. Ebenso muß sich die
Struktur jedes Tupelpaars eindeutig entsprechen, dadurch kann die Ordnung auf Tupeln auf die Ord-
nungen der Einzelidentifikatoren zuru¨ckgefu¨hrt werden. Die meisten dieser Einzelordnungen sind
sofort klar: fu¨r DDD IdentifyNumber() und DDD IdentifyString() ko¨nnen die betreffenden Ord-
nungen auf ganzen Zahlen bzw. Zeichenketten verwendet werden. Fu¨r bereits identifizierte Objekte
(bei DDD IdentifyObject()) kann ebenfalls die Ordnung ganzer Zahlen auf Basis der globalen IDs
eingesetzt werden.
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Abbildung 3.8: Beispiel einer Identifikation mittels zu identifizierender Objekte. Darstellung
der Identifikationskommandos als partielle Ordnung; Pfeile deuten eine wird-identifiziert-durch-
Identifikator-Relation an, gestrichelte Linien zeigen die zu identifizierenden Objekte an. Die Zahlen
sind beispielhafte globale IDs vor der Identifikation.
Ein besonderes Problem stellt jedoch die Identifikation mittels Objekten dar, die selbst erst wa¨hrend
des aktuellen Vorgangs identifiziert werden. Diese Identifikatoren sind a priori nicht beiden Prozes-
soren bekannt, ko¨nnen also nicht ohne weiteres als Sortiergrundlage eingesetzt werden. Abb. 3.8
zeigt ein Beispiel, unter anderem wurden folgende Identifikationskommandos erteilt:
Prozessor P1:
IdentifyBegin()
IdentifyNumber(o10 , P2, λ)
IdentifyObject(o12 , P2, o11)
IdentifyObject(o11 , P2, o10)
: : :
IdentifyEnd()
Prozessor P2:
IdentifyBegin()
IdentifyNumber(o23 , P1, λ)
IdentifyObject(o21 , P1, o22)
IdentifyObject(o22 , P1, o23)
: : :
IdentifyEnd()
Im Beispiel soll also das lokale Objekt o10 auf Prozessor P1 mit Objekt o23 auf Prozessor P2 iden-
tifiziert werden; dies geschieht hier u¨ber den Identifikator λ (ganze Zahl), der beiden Prozessoren
bekannt ist. Gleichzeitig soll auch das Objekt o11 auf P1 mit o22 auf P2 identifiziert werden; als Iden-
tifikator wird dazu auf das verteilte Objekt zuru¨ckgegriffen, das erst aus der Identifikation von o10
mit o23 entsteht. In Abb. 3.8 ist dieser Zusammenhang durch jeweils einen Pfeil dargestellt. Ebenso
wird die Identifikation von o12 auf P1 und o21 auf P2 mit dem verteilten Objekt durchgefu¨hrt, daß
aus der gleichzeitigen Identifikation von o11 mit o22 hervorgeht.
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Die Verwendung der globalen IDs der Identifikator-Objekte als Grundlage der Ordnung auf den
Identifikationstupeln fu¨hrt nun zu einem Fehler bei der Sortierung und damit der Zuordnung von zu
identifizierenden Objekten. Denn im Beispiel wu¨rde auf Prozessor P1 wegen o10 < o11 die Sortier-
reihenfolge (o11;o12) und auf P2 wegen o22 < o23 die Reihenfolge (o21;o22) gelten. Die Identifika-
tion erfolgt gema¨ß der Sortierreihenfolge, damit wu¨rden das Objekt o11 mit o21 und das Objekt o12
mit o22 identifiziert. Dies ist offensichtlich falsch.
Tatsa¨chlich bilden die DDD IdentifyObject()-Kommandos einen zyklenfreien, gerichteten Gra-
phen, wobei die Identifikation die Bestimmung der Isomorphie zweier Graphen darstellt. Zur Kon-
struktion des Graphen gilt die Beziehung
o1 ,! o2 , IdentifyObject(o1 , P, o2)
fu¨r Partnerprozessor P. Jeder Knoten des so entstehenden Graphen wird mit einem level-of-
indirection-Wert (kurz: loi-Wert) markiert, der angibt, wieviele indirekte Identifikationen fu¨r
das betreffende Objekt no¨tig sind. Objekte des Graphen, von denen keine Pfeile ausgehen,
sind entweder bereits verteilte Objekte (z.B. Objekt o16 in Abb. 3.8) oder werden selbst u¨ber
DDD IdentifyNumber() oder DDD IdentifyString() identifiziert (z.B. Objekte o10 und o23). Diese
Objekte (die
”
Bla¨tter“ des gerichteten Graphen) werden mit loi= 0 markiert. Alle anderen Objekte
oi erhalten den loi-Wert
loi(oi) = 1+ max
o2succ(oi)
loi(o)
wobei succ(oi) die Menge der auf oi folgenden Objekte im Graphen darstellt. In Abb. 3.8 wurden
die Objekte beider Graphen bereits nach ihrem loi-Wert ebenenweise dargestellt.
Zur korrekten Sortierung werden nun die Identifikationstupel zuna¨chst nach dem loi-Wert des be-
treffenden Objekts vorsortiert und danach innerhalb des gleichen loi-Werts endgu¨ltig geordnet, aus-
gehend von loi= 0. Als Sortierschlu¨ssel dient jeweils nicht die globale ID des Identifikator-Objekts,
sondern dessen Index in seiner jeweiligen loi-Ebene. Im Beispiel gilt also zuna¨chst folgende Ord-
nung:
Prozessor P1
Objekt Ident-Tupel loi Index
o16 – 0 0
o10 (λ) 0 1
o11 (10) 1
o15 (10,16) 1
o12 (11) 2
o13 (12,15) 3
Prozessor P2
Objekt Ident-Tupel loi Index
o16 – 0 0
o23 (λ) 0 1
o24 (23,16) 1
o22 (23) 1
o21 (22) 2
o20 (21,24) 3
Die Tupel wurden also jeweils nach ihrem loi-Wert sortiert, innerhalb der Ebene loi= 0 wurden die
Tupel dann endgu¨ltig sortiert und in der Spalte Index durchnumeriert. In allen restlichen Tupeln
wird sodann die globale ID der Objekte mit loi= 0 durch diesen Index ersetzt, danach wird die
Ebene loi= 1 sortiert. Dies ergibt folgende Ordnung:
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Prozessor P1
Objekt Ident-Tupel loi Index
o16 – 0 0
o10 (λ) 0 1
o11 (1) 1 2
o15 (1,0) 1 3
o12 (11) 2
o13 (12,15) 3
Prozessor P2
Objekt Ident-Tupel loi Index
o16 – 0 0
o23 (λ) 0 1
o22 (1) 1 2
o24 (1,0) 1 3
o21 (22) 2
o20 (21,24) 3
In zwei weiteren Schritten wird genauso verfahren, bis der Algorithmus beim ho¨chsten loi-Wert und
mit einer kompletten Sortierung der Tupel endet:
Prozessor P1
Objekt Ident-Tupel loi Index
o16 – 0 0
o10 (λ) 0 1
o11 (1) 1 2
o15 (1,0) 1 3
o12 (2) 2 4
o13 (4,3) 3 5
Prozessor P2
Objekt Ident-Tupel loi Index
o16 – 0 0
o23 (λ) 0 1
o22 (1) 1 2
o24 (1,0) 1 3
o21 (2) 2 4
o20 (4,3) 3 5
Nun ist die Tabelle eine Repra¨sentation der beiden korrespondierenden Graphen aus Abb. 3.8, die
Identifikation kann stattfinden:
Prozessor P1 Prozessor P2
o10 o23
o11 o22
o15 o24
o12 o21
o13 o20
Aus Effizienzgru¨nden werden die Identifikationstupel Λi innerhalb jeder loi-Ebene grob vorsortiert:
zu jedem Identifikationstupel Λi wird aus der Anzahl und den Typen der Einzelwerte λi; j eine Tupel-
ID berechnet, nach der die Tupel dann sortiert werden. Erst bei Objekten gleicher Tupel-ID werden
tatsa¨chlich die Einzelidentifikatoren verglichen. Falls vom Benutzer als Option die Reihenfolge-
unabha¨ngigkeit der Einzelidentifikatoren innerhalb jedes Tupels gewa¨hlt wurde, werden die Einze-
lidentifikatoren pro Tupel noch sortiert, bevor die Tupel-IDs berechnet und die Tupel innerhalb der
loi-Ebene sortiert werden. In obigem Beispiel wurde diese Option aber nicht ausgewa¨hlt, so daß
die Reihenfolge der Identify-Kommandos fu¨r die Ordnung der Einzelidentifikatoren innerhalb des
Tupels maßgebend ist (Objekte o15, o13, o24 und o20).
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3.4 Das Transfermodul
3.4.1 Teilprobleme der Implementierung
Die Grundfunktionalita¨t des Transfermoduls erlaubt jedem beteiligten Prozessor, Kopien lokaler
Objekte auf beliebigen anderen Prozessoren zu erzeugen, lokale Objekte zu lo¨schen und die Prio-
rita¨t von lokalen Objekten zu a¨ndern. Zur Implementierung dieser Funktionalita¨t mu¨ssen folgende
Teilprobleme gelo¨st werden:
Minimierung von Nachrichten: Die jeweils lokal von der Anwendung erteilte Menge von
DDD XferCopyObj()-Transferkommandos (Anzahl n) muß nach Zielprozessor geordnet auf
mo¨glichst wenige zu sendende Nachrichten (Anzahl O(1) < n) abgebildet werden, die al-
le notwendigen Daten der zu kopierenden Objekte enthalten mu¨ssen. Auf reinen message-
passing-Rechnern mit hoher Latenzzeit je Nachricht kann dadurch der Transfer mo¨glichst
effizient durchgefu¨hrt werden.
Auspackvorgang: Beim Auspacken von Objektkopien mu¨ssen diese in die vorhandene Datenstruk-
tur eingepaßt werden. Dies beinhaltet rein technische Speicherverwaltungsaspekte, aber auch
die Vorgehensweise bei Kollisionen mit bereits vorhandenen Kopien desselben verteilten Ob-
jekts. Die Details sind in einer Spezifikation der Transferkommandos und ihrer Auswirkungen
niedergelegt (s. Anhang B).
Couplingkonsistenz: Auf die Erzeugung neuer lokaler Objekte mittels DDD XferCopyObj(), die
Vernichtung von lokalen Objekten mittels DDD XferDeleteObj() und die Priorita¨tsa¨nderung
einzelner lokaler Objekte mittels DDD PrioritySet() eines verteilten Objekts oˆ muß eine An-
passung der verteilt gespeicherten Couplinglisten cplpoˆ auf allen Prozessoren p 2 Poˆ erfolgen.
Fu¨r die Auswirkungen mehrerer Transferkommandos auf das entstehende verteilte Objekt sie-
he wieder Anhang B.
Transfer von Referenzen: Beim Transfer von Objekten, die Referenzen auf andere lokale Objekte
enthalten (z.B. pointer in ANSI C), muß eine Abbildung der Referenzen vom Adreßraum
des sendenden Prozessors in den Adreßraum des empfangenden Prozessors erfolgen. Dazu
wird den lokalen Objekten aus einer Transfernachricht eine Symboltabelle beigegeben, die
eine Abbildung von Referenzen aus diesen Objekten auf die globalen IDs der referenzierten
Objekte darstellt. Beim Empfang einer solchen Nachricht kann die Symboltabelle dann mit
den bereits vorhandenen lokalen Objekten abgeglichen werden. Damit werden schließlich die
Referenzen aus den transferierten Objekten auf die neuen Ziele umgesetzt.
Der na¨chste Abschnitt gibt einen ¨Uberblick des Ablaufs eines Transfervorgangs; die folgenden Ab-
schnitte widmen sich den oben angesprochenen Teilproblemen ausfu¨hrlicher.
3.4.2 Ablauf eines Transfervorgangs
Wie bereits in Abschnitt 2.4.3 dargelegt, werden die eigentlichen Transferkommandos vom
Anwendungsprogramm erst dann abgesetzt, wenn von allen Prozessoren durch die Funktion
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DDD XferBegin() die Transferphase eingeleitet wurde. Alle Transferkommandos werden danach
durch DDD-interne Datenstrukturen geeignet repra¨sentiert, der eigentliche Transfervorgang mit
sa¨mtlichen Kommunikationen findet erst nach dem globalen Aufruf der DDD XferEnd()-Funktion
statt. Die Implementierung dieser DDD XferEnd()-Funktion soll nun beschrieben werden.
Zuna¨chst la¨ßt sich der Transfervorgang in drei große Phasen gliedern: Senden von Objekten, Senden
von Informationen zur Couplingkonsistenz, Aufbau aller DDD-Interfaces. Genauer betrachtet ist
die Implementierung der DDD XferEnd()-Funktion zwar komplizierter, bleibt aber dennoch eine
Serie von strikt aufeinanderfolgenden Phasen. Die Reihenfolge dieser Phasen ist zwingend und
ergibt sich aus deren Datenabha¨ngigkeiten bzw. der Spezifikation der Transferkommandos und ihrer
Auswirkungen (Anhang B). Im Rest des Kapitels wird auf die Regeln C1 bis C4, P1, D1, M1 bis
M4 Bezug genommen; dies meint stets die Regeln gema¨ß dieser Spezifikation.
1. Aufbereitung der DDD XferCopyObj()-Kommandos. Die Liste der auf jedem Prozessor er-
teilten DDD XferCopyObj()-Kommandos wird sortiert und um nach Regel C1 bzw. Re-
gel C4 u¨berflu¨ssige Kommandos bereinigt. Dem Anwendungsprogramm wird dadurch
ermo¨glicht, ohne den Einsatz von Flags zur Kontrolle von Doppelnennungen zu arbeiten und
gegebenenfalls mehrmals das gleiche Transferkommando zu erteilen, ohne daß der Transfer-
mechanismus tatsa¨chlich die doppelte Arbeit leisten muß.
Fu¨r jedes Kommando zur Erzeugung eines lokalen Objekts oneu 2 oˆ von Prozessor p an Prozes-
sor q (mit q =2 Poˆnoneu ) wird q als NewOwner vermerkt; in den Objektnachrichten wird spa¨ter
die (bisherige) Couplingliste cplpoˆ komplett an q verschickt, damit dieser im Fall der Annahme
des lokalen Objekts seinerseits eine konsistente Couplingliste aufbauen kann. Daru¨berhinaus
werden NewOwner-Prozessoren zum gleichen verteilten Objekt (falls vorhanden) gegenseitig
u¨ber ihre neuen lokalen Objekte informiert.
Die bisherigen Eigentu¨mer der lokalen Kopien von oˆ (also pi 2 Poˆ mit pi 6= p) werden eben-
falls u¨ber diesen potentiellen neuen Couplingeintrag informiert; auch dies soll bereits in den
Objektnachrichten geschehen. Die zusa¨tzlichen, in den Objektnachrichten zu verschickenden
Informationen werden der na¨chsten Phase in Form von zwei Listen u¨bergeben: die OldCpl-
Liste fu¨r bereits existierende Couplings an NewOwner-Prozessoren, die NewCpl-Liste fu¨r neu
einzutragende Couplings.
2. Vorbereitung der Objektnachrichten. Die Verwaltung und Versendung sa¨mtlicher Nachrichten
wa¨hrend des DDD-Transfers geschieht mittels der LowComm-Kommunikationsschicht (s. An-
hang A.3). Diese bietet abstrakte Kommunikationsfunktionen im Nachbarschaftsgraph der
Prozessoren, mit deren Hilfe beliebig strukturierte Nachrichten (bestehend aus Tabellen und
einfachen Datenblo¨cken) verschickt werden ko¨nnen. Damit LowComm die Nachrichtenpuf-
fer einrichten kann, mu¨ssen zuerst Anzahl, Empfa¨nger und jeweilige Gro¨ße der Nachrichten
ermittelt werden.
Sa¨mtliche Informationen, die in den Objektnachrichten verschickt werden mu¨ssen, werden
gesammelt und nach Empfa¨ngerprozessor sortiert. Die Anzahl der Eintra¨ge der Tabellen und
die Gro¨ße der Datenblo¨cke innerhalb der Nachrichten werden berechnet und dem LowComm-
Modul mitgeteilt. Die genaue Struktur der Objektnachrichten wird in Abschnitt 3.4.3 be-
schrieben.
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Die LowComm-Schicht stellt fu¨r jede zu sendende Nachricht einen Pufferspeicher passender
Gro¨ße bereit; mit Hilfe des Notify-Moduls (s. Anhang A.2) werden die Empfa¨nger informiert,
worauf deren LowComm-Schicht die Empfangspuffer anlegt.
3. Einpacken/Verschicken der Objektnachrichten. Die von LowComm bereitgestellten Sende-
puffer ko¨nnen nun mit den notwendigen Informationen gefu¨llt werden; dazu geho¨ren zuna¨chst
die Objekte selbst, aber auch die OldCpl- und NewCpl-Listen. In Abschnitt 3.4.3 wird der Ein-
packvorgang genauer beschrieben. Nach Fertigstellung der Nachrichten werden diese vom
LowComm-Modul an die jeweiligen Empfa¨nger gesendet.
Wa¨hrend das Kommunikationssystem des jeweiligen Parallelrechners die Nachrichten u¨bertra¨gt,
ko¨nnen lokale Aufgaben durchgefu¨hrt werden. Dazu geho¨rt hauptsa¨chlich das Lo¨schen derjeni-
gen lokalen Objekte, die dafu¨r wa¨hrend der Kommandophase durch einen DDD XferDeleteObj()-
Aufruf ausgewa¨hlt wurden, sowie die Ausfu¨hrung der DDD PrioritySet()-Kommandos. Durch die
¨Uberlappung von Kommunikation und Durchfu¨hrung lokaler Operationen wird das Gesamtsystem
optimal ausgelastet.
4. Aufbereitung der DDD PrioritySet()-Kommandos. Die Liste der auf jedem Prozessor erteil-
ten DDD PrioritySet()-Kommandos wird sortiert und um nach Regel P1 u¨berflu¨ssige Kom-
mandos bereinigt. Dies ermo¨glicht der Anwendung (analog zu Phase 1), ohne la¨stige Verwal-
tung von Flags zur Vermeidung von Doppelnennungen auszukommen.
5. Ausfu¨hrung der DDD XferDeleteObj()-Kommandos. Die Liste der auf jedem Prozessor er-
teilten DDD XferDeleteObj()-Kommandos wird sortiert und um nach Regel D1 u¨berflu¨ssige
Kommandos bereinigt. Die verbleibenden Kommandos werden in die vorherige Ordnung
zuru¨cksortiert, damit die Objekte in der vorgeschriebenen Reihenfolge gelo¨scht werden
ko¨nnen. Auch hier ist die Reihenfolge der Phasen wichtig, da das Lo¨schen von Objekten im
allgemeinen erst erfolgen darf, nachdem in Phase 3 die Objektnachrichten zusammengestellt
wurden.
Das Lo¨schen lokaler Objekte wird je nach verwendeter ObjectManager-Schnittstelle
(vgl. Abschnitt 2.4.1) von verschiedenen benutzerdefinierten Handlern oder vom DDD-
ObjectManager selbst durchgefu¨hrt. In jedem Fall ist es mo¨glich, wa¨hrend dieser Phase weite-
re lokale Objekte zu lo¨schen: die erforderlichen Couplinganpassungen werden noch in diesem
Transfervorgang bearbeitet. Dadurch kann das Lo¨schen einer Hierarchie von verteilten Ob-
jekten einfach und u¨bersichtlich implementiert werden.
Zur Implementierung dieser Eigenschaft wird eine DelCpl-Liste aufgebaut, deren Eintra¨ge
anderen Prozessoren die Lo¨schung eines lokalen Objekts signalisieren sollen. Diese Liste
wird wa¨hrend der Phase 9 an die entsprechenden Prozessoren geschickt und dort ausgewertet
(evtl. auch an die NewOwner-Prozessoren aus Phase 1). Gleichzeitig werden in den DelCpl-
Eintra¨gen die Couplingliste zum jeweiligen verteilten Objekt gespeichert; falls Prozessor p ein
lokales Objekt o1 2 oˆ lo¨scht, aber Prozessor q gleichzeitig ein anderes lokales Objekt o2 2 oˆ
an p schickt, so kann die Couplingliste mit entsprechenden ¨Anderungen wiederhergestellt
werden. Andernfalls wird sie weggeworfen.
6. Ausfu¨hrung der DDD PrioritySet()-Kommandos. In dieser Phase werden die nach Phase 4
verbliebenen DDD PrioritySet()-Kommandos ausgefu¨hrt, sofern gema¨ß Regel M1 kein
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DDD XferDeleteObj()-Kommando fu¨r das gleiche Objekt erteilt wurde (in diesem Fall
wu¨rde das Objekt sowieso gelo¨scht).
Die Ausfu¨hrung beinhaltet zwei Teile: zuna¨chst werden die Priorita¨t des lokalen Objekts o2 oˆ
auf den neuen Wert umgesetzt und gegebenenfalls ein benutzerdefinierter Handler aufgerufen,
der Seiteneffekte dieser Priorita¨tsa¨nderung beru¨cksichtigen kann. Danach werden alle Prozes-
soren p 2 Poˆ und die NewOwner-Prozessoren (falls vorhanden) von der ¨Anderung informiert;
dies geschieht in Form einer ModCpl-Liste, die in Phase 9 an die entsprechenden Prozessoren
geschickt wird.
7. Auspacken empfangener Objektnachrichten. Sobald alle Nachrichten vom LowComm-Modul
in Empfang genommen wurden, beginnt der Auspackvorgang. Dazu geho¨rt die Integration der
empfangenen lokalen Objekte in die vorhandene Datenbasis, aber auch die Auswertung der
mitgeschickten Konsistenzinformationen. In Abschnitt 3.4.4 wird dieser komplexe Vorgang
genauer beschrieben.
Nach dem Auspackvorgang sind alle neuen Objekte in den lokalen Speichern etabliert, zu lo¨schende
Objekt tatsa¨chlich entfernt und die Priorita¨tsa¨nderungen durchgefu¨hrt. Was die lokalen Objekte
angeht, ist der Transfervorgang also abgeschlossen. Viele Informationen u¨ber die Konsistenz der
Objektkopien, also u¨ber den erforderlichen Zustand der Couplinglisten, wurden jedoch noch nicht
propagiert; die Couplingkonsistenz muß erst in den folgenden beiden Phasen wiederhergestellt wer-
den.
8. Vorbereitung der Couplingnachrichten. Die in den vorherigen Phasen erstellten Listen
(d.h. DelCpl-Liste aus Phase 5, ModCpl-Liste aus Phasen 6 und 7, AddCpl-Listen aus Pha-
se 7) werden sortiert und um u¨berflu¨ssige Eintra¨ge bereinigt. ¨Uber die zugrundeliegenden
logischen Abla¨ufe informiert Abschnitt 3.4.5.
9. Austausch/Anwendung der Couplingnachrichten. Jede der drei in Phase 8 erwa¨hnten Li-
sten kann als eine Liste von Kommandos an andere Prozessoren aufgefaßt werden. Die-
se Kommandos werden nun sortiert und wiederum mit Hilfe des LowComm-Moduls an die
Empfa¨ngerprozessoren geschickt. Diese fu¨hren dann folgende Aktionen aus:
 fu¨r jeden DelCpl-Eintrag wird der entsprechende Couplinglisteneintrag gelo¨scht,
 fu¨r jeden ModCpl-Eintrag wird der entsprechende Couplinglisteneintrag modifiziert,
 fu¨r jeden AddCpl-Eintrag wird ein entsprechender Couplinglisteneintrag hinzugefu¨gt.
10. Wiederherstellung der Interfaces. Durch die Auspackvorga¨nge fu¨r die Objekt- bzw. Coup-
lingnachrichten wurde die verteilte Datenstruktur vera¨ndert. Dies beinhaltet nicht nur die
Menge der lokalen Objekte auf jedem Prozessor, sondern natu¨rlich auch die Couplinglisten
der Objekte. Da die zuvor definierten Interfaces direkt auf den Couplinglisten aufgebaut sind,
mu¨ssen diese der neuen verteilten Datenstruktur angepaßt werden. Dies geschieht durch Auf-
ruf der Interfacefunktion IFCreateFromScratch(), die Interfaces auf der Basis der neuen
Couplingsituation neu konstruiert.
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...
Symboltabelle
Objektspeicher
OldCpl-Tabelle
Objekttabelle
NewCpl-Tabelle
Objektkopie
tabelle 2
tabelle 1
Datenobjekt-
Datenobjekt-
Kontrollinformation
Abbildung 3.9: Die Nachrichtenstruktur im Transfermodul.
3.4.3 Einpackvorgang
Die Organisation der Objektnachrichten und ihre Verschickung an die korrekten Empfa¨nger wird
dem LowComm-Modul u¨berlassen; die Aufgabe, die relevanten Daten in die Nachrichtenpuffer ein-
zufu¨llen, verbleibt beim Transfermodul. Im folgenden sollen die Struktur der Objektnachrichten
und das Einpacken der Objektdaten genauer beschrieben werden.
Die Struktur der Objektnachrichten
Abbildung 3.9 zeigt die Struktur einer Transfernachricht in schematischer Form. Neben wenigen
Kontrollinformationen, die von LowComm zur internen Beschreibung der Nachricht beno¨tigt wer-
den, und einigen kleineren Tabellen machen den Großteil einer Nachricht u¨blicherweise die eigent-
lichen Objektkopien aus, die aus dem lokalen Speicher eines Prozessors direkt in die Nachricht ko-
piert werden. Jedem Objekt sind gegebenenfalls noch von ihm abha¨ngige, registrierte Datenobjekte
zugeordnet (vgl. Abschnitt 2.4.1).
Die vier Tabellen in jeder Nachricht haben folgende Bedeutung:
 Die Symboltabelle entha¨lt eine global eindeutige Abbildungsfunktion fu¨r Referenzen inner-
halb der Nachricht (vgl. Abschnitt 3.4.6).
 Die Objekttabelle dient als Inhaltsverzeichnis des Objektspeichers am Ende der Nachricht.
Hier werden z.B. die Position der zugeho¨rigen Objektkopie im Objektspeicher oder die Prio-
rita¨t des neuen lokalen Objekts abgelegt.
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Fu¨r alle einzupackenden lokalen Objekte:
Neuer Eintrag in Objekttabelle
Kopieren des lokalen Objekts in den Objektspeicher
Erweiterung der Symboltabelle
Fu¨r alle DDD XferAddData()-Aufrufe:
Aufruf des Einpackhandlers HANDLER XFERGATHER
Erweiterung der Symboltabelle
OldCpl-Tabelle fu¨llen
NewCpl-Tabelle fu¨llen
Objekt- und Symboltabelle sortieren
Globalisierung von Referenzen
Abbildung 3.10: Einpackvorgang einer Objektnachricht.
 Die OldCpl-Tabelle entha¨lt die in Phase 1 erzeugten OldCpl-Eintra¨ge, die dem NewOwner-
Empfangsprozessor dazu dienen sollen, eine Vorabversion der Couplingliste eines neuen lo-
kalen Objekts zu erstellen.
 Die NewCpl-Tabelle entha¨lt die ebenfalls in Phase 1 erzeugten NewCpl-Eintra¨ge, die dem
Empfangsprozessor die Entstehung von neuen lokalen Objekten auf anderen Prozessoren si-
gnalisieren sollen. Mit dieser Information aus den eingehenden Objektnachrichten kann jeder
Prozessor seinen Couplinglisten neue Eintra¨ge hinzufu¨gen.
Einpacken der Objektdaten
Das Struktogramm in Abb. 3.10 zeigt die Vorga¨nge beim Einpacken der Objektdaten einer einzelnen
Nachricht. Fu¨r jedes in einer Transfernachricht enthaltene Objekt olokal werden folgende Schritte
durchgefu¨hrt:
1. Der Objekttabelle wird ein Eintrag hinzugefu¨gt, der als wichtigste Daten Offset und La¨nge des
Bereichs im Objektspeicher bezeichnet, welcher die Objektkopie und die davon abha¨ngigen
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Datenobjekte entha¨lt. Hier wird auch die Gesamtla¨nge der Datenobjekttabellen abgelegt so-
wie die Objektgro¨ße, sofern diese von der anfangs deklarierten Objektgro¨ße abweicht.
2. Das Objekt olokal wird aus dem lokalen Speicher in die Nachricht kopiert. Die Priorita¨t des neu
zu erzeugenden Objekts wird direkt in seine Kopie innerhalb der Nachricht eingefu¨gt.
3. Die Symboltabelle wird erweitert (Details siehe Abschnitt 3.4.6).
4. Wa¨hrend der Kommandophase wurden neben Transferkommandos fu¨r eigentliche DDD-
Objekte nach Bedarf auch Transfervorga¨nge fu¨r registrierte Datenobjekte mittels des
DDD XferAddData()-Kommandos angestoßen (vgl. Abschnitte 2.4.1, 2.4.3). Dabei wurden
der DDD-Typ des Datenobjekts und die Anzahl der Datenobjekte je DDD-Typ als Parameter
angegeben. Nun wird fu¨r jeden DDD XferAddData()-Aufruf eine Datenobjekttabelle gene-
riert, die im Objektspeicher der Nachricht direkt hinter dem zugeho¨rigen lokalen Objekt zu
liegen kommt (siehe Abb. 3.9). Dies geschieht in folgenden Schritten:
(a) Ein benutzerdefinierter Transferkontrolle-Handler wird aufgerufen. Dies ist eine Funkti-
on des Anwendungsprogramms, welche die zusa¨tzlichen Datenobjekte eines DDD-Typs
in die Nachricht kopiert (Transferhandler HANDLER XFERGATHER).
(b) Die Symboltabelle der Nachricht wird erweitert. Dies geschieht analog zu den transfe-
rierten DDD-Objekten wie in Abschnitt 3.4.6 beschrieben.
Aufgrund der Einbeziehung in die Symboltabelle ko¨nnen Datenobjekte genauso wie DDD-Objekte
Referenzen auf DDD-Objekte enthalten, die beim Transfer korrekt umgerechnet werden. Diese
wichtige Funktion der DDD-Bibliothek steht also zur Verfu¨gung, obwohl kein zusa¨tzlicher Spei-
cher fu¨r etwaige DDD HEADER-Strukturen pro Objekt belegt wird. Dies ist z.B. zur Implemen-
tierung du¨nnbesetzter Matrizen in numerischen Lo¨sungsverfahren (vgl. Abschnitt 5.3.2) oder zur
Repra¨sentation der Referenzen als eigene Klasse (vgl. Abschnitt 5.2.4) von großem Vorteil.
Als zusa¨tzliche Funktionalita¨ten stehen daru¨berhinaus das gleichzeitige Verschicken von Datenob-
jekten variabler Gro¨ße und das Verschicken von ungetypten Datenstro¨men beliebiger La¨nge zur
Verfu¨gung. Damit ko¨nnen jedem verschickten DDD-Objekt beliebige Daten hinzugefu¨gt werden.
Nach der Schleife u¨ber alle Objektkopien in dieser Nachricht werden die verbleibenden Tabel-
len (d.h. OldCpl-Tabelle und NewCpl-Tabelle) gefu¨llt. Dann werden die Objekt- und die Sym-
boltabelle sortiert, um auf der Auspackseite lineare Vergleiche effizient zu ermo¨glichen. Danach
werden die Referenzen innerhalb der Nachricht mit Hilfe der Symboltabelle globalisiert (genauer
in Abschnitt 3.4.6). Sobald alle Daten eingepackt wurden, tra¨gt das LowComm-Modul noch die
notwendigen Kontrollinformationen ein und schickt die Nachrichten an ihre Empfa¨nger. Da die
Empfangsvorga¨nge bereits in einer fru¨heren Phase nichtblockierend angestoßen wurden, stehen auf
Empfa¨ngerseite bereits Puffer zur Verfu¨gung, um die ankommenden Nachrichten aufzunehmen.
In Abb. 3.11 sind die Aktionen beim Ein- und Auspackvorgang aus Sicht eines Schichtenmodells
dargestellt. Auf der Einpackseite werden zuna¨chst die Transferhandler HANDLER XFERGATHER
fu¨r alle DDD-Objekte aufgerufen, denen Datenobjekte zugeordnet wurden. Danach werden die in
den Nachrichten enthaltenen Referenzen globalisiert und die Nachrichten in den Kanal geschickt
(waagrechter Pfeil).
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Abbildung 3.11: ¨Ubersicht zum Transfer als Schichtenmodell zur Kommunikation; dargestellt sind
wichtige Aktionen beim Ein- und Auspackvorgang. Die Tabelle (rechter Bildteil) zeigt die Bedingun-
gen, die fu¨r eine Aktion beim Auspacken gelten mu¨ssen (siehe Abschnitt 3.4.4).
3.4.4 Auspackvorgang
Sobald der Empfang aller Objektnachrichten abgeschlossen ist, ko¨nnen diese auf dem
Empfa¨ngerprozessor ausgepackt werden. Die Hauptaufgaben wa¨hrend des Auspackens sind das
Etablieren der in den Nachrichten enthaltenen Objektkopien im lokalen Speicher, das Wiederher-
stellen der Referenzen unter Zuhilfenahme der Symboltabellen und die (zumindest teilweise) Wie-
derherstellung der Konsistenz der verteilten Datenstruktur.
Integration empfangener Objekte
Fu¨r den Auspackvorgang ist zuna¨chst ein Vorverarbeitungsschritt notwendig, im dem die zusam-
mengefaßte Objekttabelle als ein Kompendium aller Inhaltsverzeichnisse der eingehenden Nach-
richten erstellt wird; diese beschreibt somit die Menge aller neu zu erzeugenden lokalen Objekte.
Aus dieser Objekttabelle werden alle gema¨ß Regel C2 (Anhang B) u¨berflu¨ssigen Eintra¨ge als solche
markiert. Dieser Fall tritt ein, wenn das Kommando zur Erzeugung eines verteilten Objekts auf meh-
reren Prozessoren gegeben wurde; nach Regel C2 wird das Kommando mit der ho¨chsten Priorita¨t
beru¨cksichtigt.
Danach wird fu¨r jeden verbleibenden Eintrag der Transfer des lokalen Objekts aus der Nachricht in
den lokalen Speicher gema¨ß Regel C3 durchgefu¨hrt. Die Kopierfunktion, die das Objekt aus dem
Objektspeicher der Nachricht in den lokalen Adreßraum u¨bertra¨gt, basiert aus Effizienzgru¨nden auf
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der in der DDD-Typbeschreibung gespeicherten Kopiermaske cmask; wie bereits in Abschnitt 3.1.4
beschrieben wurde, werden dabei nur die GData-Elemente eines Objekts kopiert. Regel C3 be-
stimmt, wie bei Kollisionen zwischen eingehenden Objekten und bereits existierenden lokalen Ob-
jekten zu verfahren ist.
Um Kollisionen nach Regel C3 u¨berhaupt festzustellen, werden die sortierte, zusammengefaßte Ob-
jekttabelle und eine Tabelle der lokalen Objekte jeweils nach globaler ID sortiert. Beide Tabellen
werden dann eintragsweise verglichen, um mit linearem Aufwand gleiche Eintra¨ge zu finden. Bei
diesem Vorgehen ko¨nnen lokale Objekte mit leeren Couplinglisten außer acht gelassen werden, da
diese ohnehin nur auf dem empfangenden Prozessor bekannt sind und daher nicht von einem ande-
ren Prozessor geschickt werden konnten. In der Praxis (z.B. bei numerischen Lo¨sungsverfahren fu¨r
partielle Differentialgleichungen, siehe Kap. 5) werden lokale Objekte mit nichtleeren Couplingli-
sten (d.h. Objekte an den Interfaces) die Ausnahme und lokale Objekte mit leeren Couplinglisten
(d.h. Objekte ohne Kopien) die Regel bilden, was die effiziente Durchfu¨hrbarkeit des Transfers ga-
rantiert. Die dort auftretenden geometrischen Problemgebiete werden durch Gitter diskretisiert, die
in Gittergraphen mit großem Volumen, aber kleiner Oberfla¨che resultieren.
Bei der Bestimmung von Kollisionen nach den Regeln C2 und C3 wird jedes eingehende Objekt mit
einer
”
Neuheits“-Markierung versehen (vgl. rechte Tabelle in Abb. 3.11):
 neue Objekte werden mit XFER NEW markiert,
 u¨berschriebene Objekte werden mit XFER UPDATE markiert,
 abgewiesene Objekte werden mit XFER REJECT markiert.
Nachdem alle Objekte in die bestehende Datenbasis integriert wurden, ko¨nnen die Symboltabellen
der empfangenen Nachrichten aktualisiert werden; danach ko¨nnen die Referenzen der neuen lokalen
Objekte korrekt eingesetzt werden (siehe Abschnitt 3.4.6).
Transferhandleraufrufe und abha¨ngige Datenobjekte
Als na¨chster Schritt wa¨hrend des Auspackvorgangs werden die jeweils zu den Objekten gespeicher-
ten Datenobjekttabellen ausgewertet. Dazu werden die einzelnen Datenobjekte zuna¨chst innerhalb
des Nachrichtenpuffers mit dem Umrechnungsmechanismus aus Abschnitt 3.4.6 behandelt, um die
in ihnen enthaltenen Symboltabellenindizes ebenfalls in lokale Referenzen umzuwandeln. Danach
wird dann wiederum eine benutzerdefinierte Handlerfunktion aufgerufen, welche die jetzt mit kor-
rekten Referenzen auf lokale Objekte ausgestatteten Datenobjekte in die bereits teilweise etablierte
Datenstruktur hinzufu¨gen soll (Transferhandler HANDLER XFERSCATTER).
Fu¨r die empfangenen Objekte werden nun – je nach ihrer Behandlung in den Regeln C2 und C3 –
weitere Transferhandler aufgerufen, die es der Anwendung erlauben, auf die mo¨glichen ¨Anderungen
der Datenstruktur mit entsprechenden Seiteneffekten differenziert zu reagieren; ihre Aufrufreihen-
folge und die Bedingungen ihrer Aufrufe ist in Abb. 3.11 dargestellt (weitere Details siehe [19]).
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Auswertung der OldCpl- bzw. NewCpl-Tabellen
Aus den beiden Couplingtabellen, die vorab in den Objektnachrichten versendet wurden, ko¨nnen
bereits wichtige Informationen gewonnen werden; der Zustand allgemeiner Konsistenz der verteilten
Objekte und Couplinglisten wird jedoch erst nach Phase 9 erreicht. Abschnitt 3.4.5 bescha¨ftigt sich
genauer mit der Erhaltung der Couplingkonsistenz und damit der verteilten Objekte.
3.4.5 Couplingkonsistenz
Die Auswirkungen der Transferkommandos DDD XferDeleteObj() und DDD PrioritySet() auf
einem Prozessor p beziehen sich jeweils auf nur ein lokales Objekt o 2 oˆ. Damit die Couplingliste
des zugeho¨rigen verteilten Objekts oˆ konsistent bleibt, wu¨rde eine Nachricht an alle Prozessoren
q 2 Poˆ mit q 6= p genu¨gen. Das dritte Transferkommando DDD XferCopyObj() erlaubt es jedoch,
neue lokale Objekte auf bisher nicht beteiligten (d.h. NewOwner-) Prozessoren p0 =2 Poˆ zu erzeugen.
In der dadurch erzeugten Prozessormenge P 0oˆPoˆ reicht ein Kommunikationsschritt im allgemeinen
nicht aus, um alle beteiligten Prozessoren p 2 P 0oˆ u¨ber alle ¨Anderungen zu informieren, was zu
inkonsistenten Couplinglisten fu¨hrt (Beispiele siehe Anhang D.1).
Um obigem Problem zu begegnen, wurde den Objektnachrichten eine zweite Kommunikationspha-
se (Phase 9) nachgeschaltet, in der alle Prozessoren direkt auf die Couplinglisten anderer Prozesso-
ren Einfluß nehmen ko¨nnen. Dazu werden aufgrund von bestimmten Ereignissen entweder soforti-
ge ¨Anderungen der lokalen Couplinglisten durchgefu¨hrt oder Kommandos zur Anpassung fremder
Couplinglisten generiert. In der folgenden Liste werden die Ereignisse und ihre Folgen im einzelnen
beschrieben.
 Aus den OldCpl-Eintra¨gen werden die Couplinglisten neuer Objekte konstruiert; da Entschei-
dungen dritter Prozessoren in diesem Stadium noch nicht bekannt sind, werden die so erzeug-
ten Couplinglisten im allgemeinen noch nicht korrekt sein.
 In Phase 5 wurden die Couplinglisten fu¨r gelo¨schte lokale Objekte in Form einer DelCpl-
Liste zwischengespeichert. Falls ein anderer Prozessor die Erzeugung eines lokalen Objekts
desselben verteilten Objekts veranlaßt hat, wird die Couplingliste wieder rekonstruiert (ent-
sprechend Regel M3).
 Jeder NewCpl-Eintrag, der sich auf ein empfangenes Objekt bezieht, wird in einen Coupling-
listeneintrag umgesetzt. Ebenso wird jeder NewCpl-Eintrag behandelt, der sich auf ein bereits
vorhandenes Objekt bezieht; dies geschieht als Ausfu¨hrung der in Phase 1 angestoßenen Kon-
sistenzaktionen.
Hierbei muß fu¨r mehrere NewCpl-Eintra¨ge an ein bereits vorhandenes Objekt verteilt eine
konsistente Entscheidung gema¨ß Regel C2 getroffen werden, Abb. 3.12 zeigt ein Beispiel:
Das verteilte Objekt oˆ = fo1;o2;o3g sei vor dem Transfer auf den Prozessoren P1, P2 und
P3 gespeichert. Beim Transfer senden P2 und P3 jeweils ihr lokales Objekt an Prozessor P4.
Gleichzeitig wird in Phase 1 je ein NewCpl-Eintrag erzeugt und an Miteigentu¨mer P1 gesen-
det. Prozessor P4 endscheidet gema¨ß Regel C2 die Annahme von o2 (wegen ho¨herer Priorita¨t);
diese Entscheidung muß P1 aus den beiden NewCpl-Eintra¨gen rekonstruieren.
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Abbildung 3.12: Beispiel zur verteilten Erzeugung von konsistenten Couplinglisten.
DDD XferCopyObj()-Kommandos beim Transfervorgang (a) und notwendige Couplinginfor-
mation nach dem Transfer (b). Gestrichelte Linien deuten Couplinglisteneintra¨ge an.
 Falls ein Prozessor ein lokales Objekt verschickt hat, dessen Priorita¨t sich durch die Annah-
me eines soeben empfangenen lokalen Objekts erho¨hte, muß dieser Prozessor den Empfa¨nger
nachtra¨glich u¨ber diese ¨Anderung informieren. Dies geschieht u¨ber das Anstoßen einer Coup-
linga¨nderung durch Erzeugung eines Eintrags in die ModCpl-Liste.
 Fu¨r DDD PrioritySet()-Kommandos, die nicht nach Regel M1 durch ein
DDD XferDeleteObj()-Kommando ausgelo¨scht wurden, wird die Couplinga¨nderung
auf entfernten Prozessoren durch Erzeugung eines Eintrags in die ModCpl-Liste ausgelo¨st.
 Fu¨r DDD XferDeleteObj()-Kommandos, die nicht nach Regel M3 durch erneutes Empfan-
gen eines lokalen Objekts ausgelo¨scht wurden, wird die Lo¨schung des Couplingeintrags auf
entfernten Prozessoren durch Erzeugung eines Eintrags in die DelCpl-Liste ausgelo¨st.
Aus den generierten Tabellen (d.h. AddCpl, ModCpl und DelCpl) werden schließlich Nachrichten er-
stellt, mit Hilfe des LowComm-Moduls verschickt und von den Empfa¨ngern lokal ausgefu¨hrt (Phase
9). Danach ist die gesamte verteilte Datenstruktur wieder konsistent.
3.4.6 Transfer von Referenzen
Das letzte Teilproblem, das hier gesondert beschrieben wird, ist der korrekte Transfer von Referen-
zen zwischen DDD-Objekten. Diese sind im Normalbetrieb nur im lokalen Adreßraum gu¨ltig und
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mu¨ssen deshalb beim Einpacken in die Objektnachricht auf die globalen IDs der referenzierten Ob-
jekte abgebildet werden. Beim Auspacken der Nachricht muß der umgekehrte Vorgang stattfinden.
Erstellung der Symboltabelle auf Einpackseite
Wa¨hrend des Einpackvorgangs (Abschnitt 3.4.3) wird zu jeder Objektnachricht eine Symboltabelle
erstellt. Dabei wird zu jeder vom Objekt olokal ausgehenden Referenz
olokal
ref
,! oref
auf ein Objekt oref ein Symboltabelleneintrag erzeugt, der neben der globalen ID von oref auch einen
Verweis auf die Stelle in der Nachricht entha¨lt, an der das zugeho¨rige Strukturelement vom Typ
ObjPtr 2 E in der Objektkopie von olokal zu liegen kommt. Damit kann von jedem Eintrag der
Symboltabelle die Kopie der zugeho¨rigen Referenz adressiert und manipuliert werden.
Die globale ID des referenzierten Objekts oref erha¨lt man dabei wie folgt: Bei der Definiti-
on des DDD-Typs von olokal (vgl. TypeManager, Abschnitt 3.1.4) wurde als reftype-Komponente
der Elementbeschreibungsstruktur der DDD-Typ von oref angegeben. Damit kann aus der Typ-
beschreibungstabelle der Offset der DDD HEADER-Struktur im Objekt oref bestimmt werden; aus
dieser Struktur la¨ßt sich schließlich die globale ID entnehmen. Die Mo¨glichkeit eines variablen
DDD HEADER-Offsets bedarf also wegen obiger Ableitung einer exakten Definition der DDD-Typen
aller Referenzen.
Globalisieren der Referenzen vor dem Senden
Bevor die Objektnachricht verschickt werden kann, mu¨ssen alle Referenzen globalisiert werden,
dabei werden die bisher nur im lokalen Adreßraum gu¨ltigen Zeiger auf DDD-Objekte durch deren
globale ID ersetzt. Abb. 3.13 zeigt diesen Vorgang am Beispiel. Nach der Abarbeitung aller Objekte
nach dem obigen Schema entha¨lt die Symboltabelle einen Eintrag fu¨r jede Referenz innerhalb der
Nachricht. Abb. 3.13a zeigt ein Objekt o1 innerhalb der Nachricht, das u¨ber sein Element ref1 das
lokale Objekt o2 referenziert. Entsprechend gibt es einen Symboltabelleneintrag, der die Abbildung
von der globalen ID von o2 (also gid2) auf die Speicherstelle des lokal gu¨ltigen Zeigers repra¨sentiert.
Der ref-Eintrag der Symboltabelle zeigt also auf die Speicherstelle innerhalb der Nachricht, an der
sich die Referenz ref1 befindet.
Nun wird die im vorigen Schritt konstruierte Symboltabelle nach ihrem gid-Eintrag sortiert, damit
die Zuordnung auf der Empfa¨ngerseite effizient durchgefu¨hrt werden kann (vgl. 3.4.4). Diese Sor-
tierung hat im mittleren Fall die Komplexita¨t O(n log(n)), wobei n durch die Anzahl der Referenzen
in der Symboltabelle gegeben ist.
Die eigentliche Globalisierung besteht darin, daß alle Referenzen durch den Index in der Symbolta-
belle ersetzt werden. Da auch auf der Empfa¨ngerseite der DDD-Typ jedes empfangenen Objekts (im
Beispiel o1) und damit die Struktur der ObjPtr-Elemente bekannt ist, kann dort aus der globalen
ID in der Symboltabelle der neue, gu¨ltige Zeiger auf das referenzierte Objekt bestimmt werden, falls
dieses u¨berhaupt existiert. Im Beispiel (Abb. 3.13b) wird also der Zeiger im Element ref1 durch den
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Abbildung 3.13: Beispiel einer Objektreferenz als Eintrag in die Symboltabelle auf der Senderseite,
die gestrichelte Linie trennt den Nachrichtenpuffer (links) vom lokalen Speicher (rechts). Eintrag
eines Zeigers auf die referenzierende Stelle und der globalen ID des referenzierten Objekts (a);
danach Sortierung der Symboltabelle nach globaler ID und Umsetzung der Referenz auf den Index
der Symboltabelle (b).
Symboltabellenindex 2 ersetzt. Der Ersetzungsvorgang kann effizient durch einmaliges Durchlau-
fen der Symboltabelle durchgefu¨hrt werden, da ihr ref-Eintrag genau die Stelle angibt, wo der Index
eingetragen werden muß.
Lokalisieren der Referenzen auf der Empfangsseite
Nachdem alle ankommenden Objekte in den lokalen Speicher u¨bertragen wurden, mu¨ssen die Sym-
boltabellen in den empfangenden Nachrichten bearbeitet werden. Dazu wird zu jeder globalen ID
aus einem Symboltabelleneintrag das zugeho¨rige lokale Objekt gesucht; sofern dieses vorhanden
ist, wird im ref-Eintrag der Symboltabelle ein Zeiger auf dieses Objekt gespeichert. Die Menge der
lokalen Objekte, die u¨berhaupt als referenzierte Objekte in Frage kommen, beschra¨nkt sich auf loka-
le Objekte mit nichtleeren Couplinglisten (siehe S. 89) unter Hinzunahme der soeben empfangenen
und neu erzeugten Objekte (vgl. Abschnitt 3.3).
Nachdem die Symboltabelle einer Nachricht komplettiert wurde, ko¨nnen die bereits etablierten loka-
len Objekte dieser Nachricht mit den korrekten Referenzen versehen werden. Abb. 3.14 zeigt diesen
Vorgang am Beispiel aus Abb. 3.13. Das lokale Objekt o1 wurde bereits im Speicher des empfan-
genden Prozessors etabliert, statt der korrekten Referenz auf das lokale Objekt o02 mit der globalen
ID gid2 entha¨lt es aber noch den Symboltabellenindex 2 (Abb. 3.14a). In den ref-Eintrag der Sym-
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Abbildung 3.14: Beispiel zur Lokalisierung einer Objektreferenz auf der Empfa¨ngerseite, die ge-
strichelte Linie trennt den Nachrichtenpuffer (links) vom lokalen Speicher (rechts). (a) Zuordnung
einer globalen ID in der Symboltabelle zu einem vorhandenen Objekt o02; (b) danach Umsetzung des
Symboltabellenindex im neuen Objekt o1 auf die gu¨ltige Referenz.
boltabelle wurde aber bereits der Zeiger auf das hier tatsa¨chlich vorhandene Objekt o02 eingetragen.
Im Lokalisierungsschritt werden nun alle Index-Eintra¨ge in den neuen Objekten durch den entspre-
chenden Zeiger ersetzt, sofern das referenzierte Objekt lokal existiert. Im Beispiel (Abb. 3.14b) wird
also als Referenz ref1 der Zeiger auf o02 aus der Symboltabelle u¨bertragen, wodurch die Situation auf
der Senderseite wiederhergestellt ist (siehe Abb. 3.13a). Der ref-Eintrag der Symboltabelle wird
also auf der Einpackseite als Zeiger auf eine Referenz und auf der Auspackseite als Zeiger auf ein
referenziertes Objekt benutzt.
Wird nach Regel C3 ein existierendes lokales Objekt mit einem ankommenden Objekt vereinigt, so
du¨rfen keine Referenzen verlorengehen. Die bereits existierenden Referenzen bleiben gu¨ltig, neue
Referenzen werden zusa¨tzlich eingetragen. In Abbildung 3.15 sind die fu¨nf Mo¨glichkeiten fu¨r das
verteilte Objekt oˆ mit fo1;o2;o3g  oˆ in einem Beispiel dargestellt:
1. Beide Referenzen sind nicht gu¨ltig. Nicht gu¨ltige (Null-)Referenzen (d.h. Referenzen auf 
bzw. null, siehe Def. 6 auf S. 40) verweisen auf Objekte, die lokal nicht vorhanden sind (es
gibt evtl. Objekte o 2 oˆ, bei welchen diese Referenz tatsa¨chlich auf ein Objekt verweist). In
diesem Fall entsteht wieder eine nicht gu¨ltige Referenz.
2. Nur die ankommende Referenz ist gu¨ltig. Das referenzierte Objekt o0 war zum Zeitpunkt des
Empfangs von o1 noch nicht vorhanden, wurde jedoch in der Zwischenzeit etabliert. Die
Referenz wird auf dieses Objekt gesetzt.
3.4 Das Transfermodul 95
o'
ref
o'
o3
ref
o'null
null nullnull
ref
o' o'
o'
null
1
2
3
4
5
o'
ref
refrefref o' undefo''
o1
ref
ref
ref
ref
ref
o2
ref
ref
ref
Abbildung 3.15: ¨Uberlagerung von Referenzen auf der Empfa¨ngerseite. Objekt o1 existiert bereits,
wa¨hrend Objekt o2 transferiert wurde. Aus beiden soll ein Objekt o3 durch ¨Uberlagerung erzeugt
werden.
3. Nur die existierende Referenz ist gu¨ltig. Auf dem Sendeprozessor war zum Zeitpunkt des Sen-
dens von o2 kein lokales Objekt o 2 dobj(o0) vorhanden, deshalb entha¨lt o2 keine gu¨ltige
Referenz. Das Objekt o0 ist jedoch auf dem Empfangsprozessor vorhanden, also muß die
Referenz in o3 erhalten bleiben.
4. Beide Referenzen verweisen auf das gleiche Objekt o0. Die erzeugte Referenz wird ebenfalls
auf dieses Objekt gesetzt.
5. Die Referenzen verweisen auf verschiedene Objekte. Formal darf dieser Fall nicht eintreten
und lo¨st daher einen Laufzeitfehler aus. Optional kann auch eine der beiden Referenzen (stets
die ankommende oder die bereits existierende) ausgewa¨hlt werden.
Der Mechanismus zur Globalisierung/Lokalisierung von Referenzen arbeitet natu¨rlich fu¨r beliebig
komplexe Fa¨lle, wie z.B. bei verteilter Speicherung von Referenzen mit Transfer zwischen disjunk-
ten Paaren von Prozessoren; er ist damit die direkte algorithmische Umsetzung der Definition der
verteilten Referenzrelation (Def. 11, Kap. 2). Eine effiziente Umsetzung wird ermo¨glicht, indem von
allen beteiligten Objekt- bzw. ID-Mengen sortierte Listen vorgehalten werden, die geeignet simultan
durchlaufen werden ko¨nnen. Dies stellt in jedem Fall lineare Ausfu¨hrungskomplexita¨t sicher.
3.4.7 Nachbemerkungen
Lokale vs. globale Referenzen
Der programmtechnische Aufwand zur Realisierung des Transfermoduls ist hoch und macht ca. ein
Drittel des gesamten Programmcodes der DDD-Bibliothek aus. Ein Großteil davon resultiert aus der
Vermeidung von globalen Referenzen; dies macht aber gerade den besonderen Vorteil des Paralleli-
sierungskonzepts aus: eine Implementierung von globalen Referenzen ha¨tte na¨mlich die Erga¨nzung
jeder Referenz durch die referenzierte Prozessornummer zur Folge, was vor allem aus Speicher-
platzgru¨nden in der Praxis oftmals nicht tragbar wa¨re. In den weiter unten beschriebenen nume-
rischen Anwendungen auf unstrukturierten Gittern (Kap. 5) stellen C-pointer (also Referenzen in
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Form von Speicheradressen) einen erheblichen Anteil am gesamten Speicherbedarf des jeweiligen
Programms dar, dies wu¨rde bei zusa¨tzlicher Speicherung der referenzierten Prozessornummer wie
z.B. in CHAOS++ [34, 35] vorgesehen den Bedarf an Hauptspeicher drastisch erho¨hen. Außerdem
kann aus implementierungstechnischen Gru¨nden der Speicher fu¨r die Objekte, welche nur lokale
Referenzen enthalten, ho¨chstens mit erheblichem Laufzeitverlust dynamisch reduziert werden. Bei
jeder Referenzierung mu¨ßte dann abgefragt werden, ob diese lokal oder global geschehen muß.
Im DDD-Modell dagegen sind Referenzen stets lokal, die Kopplungen zwischen den Adreßra¨umen
finden u¨ber die Verknu¨pfung von lokalen Objekten statt. So kann je nach der zugrundeliegenden
Architektur und nach der Compilerumgebung stets die effizienteste verfu¨gbare Implementierung fu¨r
Referenzen gewa¨hlt werden.
Iterativer Lasttransfer
Bereits in [10] wurde beschrieben, daß ein Transfervorgang fu¨r große Datenmengen bei erheblichen
topologischen Vera¨nderungen des verteilten Graphen sehr speicherintensiv sein kann. Sobald der
verfu¨gbare Speicher auf jedem Prozessor zu ungefa¨hr einem Drittel verbraucht ist, die Umvertei-
lung sich aber auf den kompletten Graphen erstreckt, wird fu¨r die zu sendenden Nachrichtenpuf-
fer mindestens das zweite und fu¨r die zu empfangenden Nachrichtenpuffer auch noch das dritte
Speicherdrittel verwendet. Bezieht man in diese Abscha¨tzung ebenfalls die Hilfsstrukturen (z.B.
Symboltabellen) mit ein, so reicht der lokale Speicher bald nicht mehr aus.
In diesem Fall ist es unabdingbar, das Auftragsvolumen eines Transfervorgangs in kleinere Teilauf-
tra¨ge zu zerlegen. In [10] war die parallele Anwendung vom Lasttransferalgorithmus nicht durch
eine abstrakte Schnittstelle getrennt, so daß zur Auswahl der Kommandos in jedem Teilauftrag Infor-
mationen aus beiden Programmteilen verwendet werden konnten. Die DDD-Bibliothek muß jedoch
ohne zusa¨tzliches Wissen u¨ber die Struktur des zu verteilenden Graphen eine Aufteilung vornehmen
ko¨nnen.
Der iterative Lasttransfer wurde in der aktuellen DDD-Programmbibliothek noch nicht realisiert;
derzeit kann die Aufteilung des Transfervolumens nur auf Anwendungsebene stattfinden. Dazu
muß das Anwendungsprogramm die DDD-Transferkommandos eines Transfervorgangs selbsta¨ndig
derart in Teilmengen aufspalten, daß nach jedem Teiltransfer wieder ein konsistenter Graph ent-
steht. Dies ist jedoch mit zusa¨tzlichem Aufwand an Laufzeit verbunden, da zur Herstellung von
Graphkonsistenz in den Zwischenstadien zusa¨tzliche Kommunikation und Berechnung notwendig
ist (z.B. mu¨ssen alle DDD-Interfaces nach jedem Teilschritt wieder konsistent hergestellt werden).
Als Erweiterung der derzeitigen DDD-Transferfunktionalita¨t ist daher ein transparenter, iterativer
Transfervorgang vorgesehen. Dazu werden zuna¨chst alle Daten verschickt, die zur Konsistenz des
gesamten Transfervorgangs no¨tig sind (z.B. Symboltabellen). Danach wird u¨ber die Menge an zu
verschickenden lokalen Objekten iteriert (der Objektspeicher hat den gro¨ßten Anteil an der Nach-
richtengro¨ße im Transfer); in jeder Iteration wird eine Teilmenge von zu verschickenden Objekten
eingepackt, verschickt und im Zielspeicher etabliert. Der Speicher fu¨r Nachrichtenpuffer kann so
o¨fter verwendet werden. Gleichzeitig werden lokale Objekte gelo¨scht, wo dies erforderlich und im
Rahmen des iterativen Vorgehens mo¨glich ist. Abschließend wird die Couplingkonsistenz gema¨ß
Abschnitt 3.4.5 wiederhergestellt.
Kapitel 4
Leistungsmerkmale zur
Implementierung
In diesem Kapitel werden Aussagen zu Leistungsmerkmalen der im vorigen Kapitel beschriebenen
Implementierung der DDD-Bibliothek zusammengefaßt. Dazu wurden Messungen zu Laufzeitver-
halten und Effizienz fu¨r anwendungsorientierte Szenarien auf verschiedenen Parallelrechnerarchi-
tekturen durchgefu¨hrt, die so konstruiert wurden, daß daraus aussagekra¨ftige Kenngro¨ßen abgeleitet
werden ko¨nnen. Einige der Messungen werden daru¨berhinaus mit Modellen zur Implementierung
verglichen. Hierbei soll auf eine Fu¨lle von Details verzichtet und stattdessen einige fu¨r den DDD-
Anwender wichtige Grundregeln herausgearbeitet werden, wiederum thematisch nach den einzelnen
DDD-Modulen geordnet.
Zur Durchfu¨hrung der Messungen wurde eigens eine Meßapplikation entwickelt, die ebenso porta-
bel wie die DDD-Bibliothek sofort auf neue Architekturen gebracht und dort zur Effizienzbewertung
benutzt werden kann. Diese Anwendung wurde in eine Meßumgebung eingebettet, die es erlaubt,
entweder gezielt einzelne Messungen durchzufu¨hren oder eine komplette Benchmarksuite samt Aus-
wertung und Berechnung von abgeleiteten Kenngro¨ßen ablaufen zu lassen.
4.1 Verwendete Parallelrechner
Die nachfolgenden Meßreihen und Experimente wurden auf einer Auswahl verschiedener Parallel-
rechnerplattformen durchgefu¨hrt. An dieser Stelle soll jedoch kein ausfu¨hrlicher Vergleich von kon-
kurrierenden Rechnersystemen pra¨sentiert, sondern ein Eindruck des Verhaltens der vorliegenden
DDD-Implementierung gegeben werden. Als Hardwaregrundlagen fu¨r die folgenden Messungen
wurden folgende Rechner eingesetzt:
 Cray T3E. 512 Rechenknoten mit jeweils einem DEC-Alpha-EV5-Prozessor (300 MHz,
600 MFlops, 1200 MIPS) und 128 MByte Hauptspeicher (Speicherbandbreite 1:2GBsec ). Cache-
Koha¨renz-Protokoll in Hardware. Kommunikationsnetzwerk als 3D-Torus, Virtual-Cut-
Through-Routing, (Einzelverbindung mit Bandbreite 500MBsec bidirektional). Betriebssystem
UNICOS/mk (mit CHORUS-Microkernel). Message-Passing-Modell MPI, Kennzeichnung:
CRAYT3E.
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 Hitachi SR2201. 32 Rechenknoten mit jeweils einem HARP-1E (Hitachi Advanced RISC
Processor; 150 Mhz, 300 MFlops) und 256 MByte Hauptspeicher (Bandbreite Prozes-
sor/Speicher 1:2GBsec ). Verbindungsnetzwerk als 2D- bzw. 3D-Torus u¨ber Crossbar (Band-
breite 300MBsec je Prozessor). Betriebssystem Hi-UX/MPP (mit Mach 3.0 Microkernel) auf
Rechenknoten, OSF/1 auf sonstigen Knoten. Message-Passing-Modell MPI, Kennzeichnung:
HITACHI.
 NEC SX4. 1 Rechenknoten mit 32 SX-4 Vektorprozessoren (jew. 125 MHz, 2 GFlops Vektor-
leistung in 8 Pipelines, 250 MFlops skalare Leistung), und 8 GByte gemeinsamer Hauptspei-
cher (SSRAM) u¨ber Crossbar (Bandbreite Prozessor/Speicher 16 GBsec ). Betriebssystem Super-
UX. Message-Passing-Modell MPI-SX (PThreads), Kennzeichnung: NECSX4.
 Intel Paragon. 113 Rechenknoten mit jeweils zwei i860XP-Prozessoren (einer fu¨r Rechenlei-
stung, einer als Kommunikationsprozessor; jeweils 50 MHz, 75 MFlops, 50 MIPS) und 32
bzw. 64 MByte Hauptspeicher (Speicherbandbreite 400 MBsec ). Kommunikationsnetzwerk als
2D-Gitter, Wormhole-Routing (Einzelverbindung mit 25µsec Startupzeit und Bandbreite von
200MBsec ). Betriebssystem OSF/1 (basierend auf Mach Microkernel). Message-Passing-Modell
NX, Kennzeichnung: PARAGON.
4.2 Kommunikation mittels PPIF
Szenario
Als Grundlage der DDD-Funktionalita¨t dient die Schnittstelle zum message-passing-Modell des Par-
allelrechners; diese wurde in Form der PPIF-Kommunikationsschicht gekapselt (vgl. Anhang A.1).
In diesem Abschnitt werden nun einige Leistungsmerkmale der PPIF-Kommunikationsprimitive fu¨r
die im weiteren Verlauf dieses Kapitels betrachteten Plattformen beschrieben: dies sind blockierende
Kommunikationsprimitive (SendSync/RecvSync fu¨r synchrone Kommunikation) sowie nichtblockie-
rende Kommunikationsprimitive (SendASync/RecvASync fu¨r asynchrone Kommunikation).
Die Prozessoren werden dabei entsprechend ihrer logischen Nummer in einem Ring angeordnet, je-
der Prozessor erha¨lt je einen Kanal zum linken und rechten Nachbarprozessor im Ring. Dann wird
eine Nachricht durch den Ring gereicht, wobei im Fall der nichtblockierenden Kommunikations-
primitive sofort nach der Ausfu¨hrung der Sende- bzw. Empfangsaufrufe auf Freigabe des Kanals
gewartet wird. Die Kommunikationsleistung wird also unidirektional gemessen. Beim Aufbau des
Szenarios wird davon ausgegangen, daß die Entfernung von je zwei Prozessoren im Kommunikati-
onsgraphen vernachla¨ssigt werden kann; ga¨ngige Routing-Techniken (z.B. cut-through routing [91,
S. 45]) legen dies nahe. In der Praxis sollten jedoch die vordefinierten Kommunikationsstrukturen
der PPIF-Schnittstelle benutzt werden, da dann ein mo¨glichst optimales Mapping der Kommunika-
tionstopologie auf die Hardware erfolgen kann, wo dies mo¨glich ist.
Messungen
Aus den Parametern Anzahl der Ringdurchla¨ufe ncycles und Prozessorzahl P kann die durchschnitt-
liche Zeit thop pro einzelner Kommunikation ermittelt werden; dabei werden die Parameter derart
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Tabelle 4.1: Aufsetzzeit und Durchsatz der PPIF-Kommunikationsschicht. auf verschiedenen Archi-
tekturen, synchrone und asynchrone Kommunikation.
Architektur synchron asynchron
ts [µsec] bnet [MBsec ] ts [µsec] bnet [
MB
sec ]
CRAYT3E 30.4 277.0 24.3 77.7
HITACHI 48.7 208.2 67.7 208.2
NECSX4 506.9 3198.6 1489.0 378.3
PARAGON 49.5 69.0 57.8 69.3
eingestellt, daß alle Startup-Effekte (z.B. Speicherallokierung) verschwinden. In jeweils einer Meß-
reihe wird die Nachrichtengro¨ße variiert und daraus die Aufsetzzeit pro Nachricht ts (startup oder
latency) und der Durchsatz des Verbindungsnetzwerks bnet (bandwidth oder throughput, mit der
Transferzeit pro Byte tbyte = 1=bnet) bestimmt. Tabelle 4.1 gibt ts und bnet der synchronen bzw. asyn-
chronen Kommunikation fu¨r die getesten Plattformen wieder (ncycles = 200;P = 16).
Diskussion
Sofern der jeweiligen PPIF-Implementierung wieder ein message-passing-Modell zugrundeliegt
(z.B. die NX-Schicht auf PARAGON), wu¨rde man durch direkte Benutzung dieser Schicht eine kleine
Leistungssteigerung erzielen. Der Overhead durch PPIF-Benutzung ist jedoch sehr gering (jeweils
ca. ein Funktionsaufruf und Setzen von Kontrollvariablen) und betra¨gt stets weniger als 2 % fu¨r ts
bzw. 1 % fu¨r bnet der in Tabelle 4.1 angegeben Werte.
Die Implementierung der MPI-SX-Schicht fu¨r die NECSX4-Architektur basiert auf Posix-Threads.
Der hohe Durchsatzwert bnet der synchronen Kommunikation stimmt mit direkten Messungen von
MPI-SX-Funktionen u¨berein; durch den gemeinsamen Hauptspeicher ko¨nnen die message-passing-
Funktionen auf Kopiervorga¨nge im SSRAM abgebildet werden. Die gemessenen Aufsetzzeiten
und der Durchsatz im asynchronen Fall sind (verglichen mit Messungen der Kommunikationsband-
breite auf zwei Prozessoren) eher schlecht; durch die threadbasierte Implementierung ha¨ngen die
Aufsetzzeiten und bnet (asynchron) von der Strategie des Thread-Schedulings und der Prozessor-
synchronisation ab, was sich im gemessenen Szenario (Ring) negativ auswirkt. Bei praktischen
Anwendungen ist jedoch eher mit den hier gemessenen Werten zu rechnen als mit einem einfachen
2-Prozessor-Benchmark.
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(b)(a)
Abbildung 4.1: (a) Beispiel einer Torus-Struktur auf sechs Prozessoren, mit Px = 3, Py = 2, n = 4
und damit lp = 16. (b) Gitter eines Prozessors mit einer ¨Uberlappungsreihe. Die Interfaces sind
jeweils durch Balken zwischen den Gebieten hervorgehoben.
4.3 Performance der DDD-Interfaces
4.3.1 Kommunikation u¨ber Interfaces
Szenario
Als Szenario zur Messung der Kommunikationsleistung u¨ber DDD-Interfaces wird ein regelma¨ßiges
zweidimensionales Gitter aus einheitlichen Objekten (Knoten) gewa¨hlt, das zu einem Torus ge-
schlossen wird. Die Aufteilung auf eine variierbare Anzahl von Prozessoren wird analog durch-
gefu¨hrt, so daß die (virtuelle) Topologie der Prozessoren ebenfalls einen 2D-Torus bildet.
Der Prozessorgraph habe also die Gro¨ße PxPy, wobei jeder beteiligte Prozessor einen quadrati-
schen Gitterausschnitt der Seitenla¨nge n Knoten erha¨lt, was zu einer Gesamtla¨nge des Interfaces
pro Prozessor von lp = 4n unidirektional und somit 8n bidirektional fu¨hrt (Abb. 4.1). Die inneren
Knoten jedes Prozessors haben keinen Einfluß auf die Kommunikationsleistung der Interfaces und
mu¨ssen daher in diesem Benchmark weder erzeugt noch gespeichert werden.
Folgende Parameter werden in die Messungen einbezogen:

¨Ubertragene Information pro Knoten sn (in byte).
 Gesamtla¨nge des Interfaces pro Prozessor lp.
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Abbildung 4.2: Meßreihen zur Interface-Kommunikation: Meßprogramm als eine von mehreren,
gleichzeitigen Anwendungen (1) und als Einzelanwendung (2). (PARAGON, 16 Prozessoren, Mittel
u¨ber 100 Kommunikationen, sn = 8byte, L pro IF = lp).
Messungen
Bei der ersten Messung wird die Interface-Gesamtla¨nge lp im Bereich 0–4000 variiert; dabei wer-
den Messungen auf einer durch mehrere zur selben Zeit laufenden Anwendungen belasteten Intel
Paragon mit Messungen auf der freien Maschine (dedicated use) verglichen. Abb. 4.2 zeigt exempla-
risch je einen Fall: beide Kurven weisen lineare Abha¨ngigkeit von lp auf und sind auch quantitativ
gleich. Im belasteten Fall kann es jedoch zu Sto¨rungen durch den Restbetrieb kommen, die maximal
ca. 25 % betragen.
In der zweiten Messung wird die Abha¨ngigkeit der Kommunikationszeit von den u¨bertragenen Da-
tenmengen erfaßt; dazu wird die Informationsmenge pro Knoten sn bei konstanter Interfacela¨nge
variiert (Abb. 4.3). Um den lokalen Aufwand fu¨r die Ausfu¨hrung der gather/scatter-Funktionen,
welche die Daten aus den Knoten in die Nachrichtenpuffer bzw. umgekehrt kopieren, vom restli-
chen Aufwand (im wesentlichen zum Senden/Empfangen der Einzelnachrichten) abzugrenzen, wird
eine zusa¨tzliche Meßreihe mit abgeschalteten gather/scatter-Funktionen (also leeren Nachrichten)
durchgefu¨hrt. Die Nachrichten werden trotzdem weiterhin (bei gleicher La¨nge der Nachrichten-
puffer) versendet. Der Aufwand zur Ausfu¨hrung der Kopierfunktionen (d.h. vor allem memcpy())
betra¨gt somit ca. 39 % der gesamten Kommunikationszeit.
Auswertung
Sa¨mtliche Messungen zur Interface-Kommunikation legen lineare Abha¨ngigkeiten der Laufzeit von
beiden Parametern nahe; daher werden die gemessenen Werte durch Geraden approximiert und
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Abbildung 4.3: Meßreihen zur Interface-Kommunikation: Vergleich von gesamter Kommunikation
(mit gather/scatter) und Kommunikation ohne Einpack- bzw. Auspackvorga¨nge (ohne gather/scatter)
(PARAGON, 16 Prozessoren, Mittel u¨ber 100 Kommunikationen, lp = 400 Objekte im Interface).
der mittlere quadratische Fehler als Gu¨temaß angegeben. Aus den ermittelten Geradensteigungen
ko¨nnen fu¨r gegebene Parallelrechnerarchitekturen und die zugrundliegenden Programmiermodelle
Abscha¨tzungen angegeben werden, welche dem Anwender von DDD als Richtlinie fu¨r die Paralleli-
sierungsarbeit dienen ko¨nnen.
Danach la¨ßt sich die durchschnittliche Laufzeit fu¨r eine Kommunikation auf einem DDD-Interface
nach folgender Formel ermitteln:
Tif = C4;Tsetup + lp(C
4;T
elem + sn(C
4;T
data +C
4;T
copy)) (4.1)
Die maschinenabha¨ngigen Konstanten haben folgende Bedeutung:
C4;Tsetup: Aufsetzzeit pro Aufruf einer DDD-Interface-Kommunikation. Dieser Wert setzt sich
aus DDD-internem Aufwand (z.B. Bereitstellung der Nachrichtenpuffer) und maschinen-
abha¨ngigem Aufwand (z.B. Aufsetzzeit der Nachrichten) zusammen. Er ist insbesondere bei
kurzen Interfaces und geringem Datenaufkommen am Interface relevant.
C4;Telem: Aufsetzzeit pro Objekt im Interface. Dieser Wert ru¨hrt vom Durchlaufen der Interfacelisten
und den Aufrufen der gather/scatter-Funktionen her. Dies ist besonders bei kleinem Daten-
aufkommen je Objekt und langen Interfaces relevant.
C4;Tdata: ¨Ubertragungszeit pro Datenmenge. Dieser Wert bestimmt den Durchsatz der DDD-
Interfaces und ist nach oben durch den Durchsatz des zugrundeliegenden message-passing-
Modells begrenzt. Fu¨r großes Datenaufkommen ist dieser Wert bestimmend fu¨r die Kommu-
nikationsleistung der Interfaces.
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Tabelle 4.2: Kommunikation mittels DDD-Interfaces: architekturabha¨ngige Kenngro¨ßen.
Architektur C4;Tsetup [µsec] C
4;T
elem [µsec] C
4;T
data [
µsec
byte ] C
4;T
copy [
µsec
byte ]
CRAYT3E 189 1.17 0.0149 0.0195
HITACHI 394 1.21 0.0104 0.0055
PARAGON 301 1.58 0.0431 0.0408
C4;Tcopy: kumulierte Ausfu¨hrungszeit aller gather/scatter-Funktionen. Da diese Funktionen haupt-
sa¨chlich Daten zwischen den lokalen Objekten und dem Nachrichtenpuffer kopieren, wird
dieser Wert von der lokalen Rechnerarchitektur (d.h. Prozessor, Cache, Speicher, Bus) be-
stimmt, jedoch nicht von der Leistung des Kommunikationsnetzwerks.
Tabelle 4.2 gibt die Konstanten wieder, wie sie aus einer Vielzahl von Messungen auf der jeweili-
gen Parallelrechnerarchitektur gewonnen werden ko¨nnen (mittlerer quadratischer Fehler der linea-
ren Approximation stets kleiner als 1%). Aufgrund der hohen Aufsetzzeit im Verha¨ltnis zu sehr
guten Durchsatzwerten (vgl. Tabelle 4.1) ko¨nnen fu¨r die NECSX4-Architektur obige Konstanten
nicht ermittelt werden, die Kommunikationszeit Tif liegt im gewa¨hlten Szenario unabha¨ngig von
den Parametern lp und sn stets im Bereich von 140,160 msec.
Diskussion
Im gewa¨hlten Szenario (Torus von Prozessoren und Daten) hat die Prozessoranzahl unter der Bedin-
gung PxPy > 8 auf keiner der getesteten Architekturen nennenswerten Einfluß auf die gemessenen
Gro¨ßen (bis auf NECSX4, s.o.). Um diese Eigenschaft genauer beschreiben zu ko¨nnen, wird die Pro-
zessoranzahl bei festgehaltenen lokalen Parametern und dadurch entsprechend die Torus-Struktur
variiert. Abb. 4.4 zeigt zwei verschiedene Plattformen im Vergleich; die qualitative Analyse er-
gibt eine geringere Laufzeit fu¨r Px < 3_Py < 3. In solchen Fa¨llen sind na¨mlich zwei benachbarte
Prozessoren auch u¨ber die gegenu¨berliegende Seite ihres lokalen Gitters benachbart, was zu einer
geringeren Zahl von Nachbarn im Prozessorgraph und damit zu ku¨rzeren Aufsetzzeiten bei der Kom-
munikation fu¨hrt. Das DDD-Interfacemodul verpackt dann die Objekte beider Seiten des Gitters in
eine Nachricht. Sobald dagegen jeder Prozessor vier echte Nachbarn besitzt, ist der Nachbarschafts-
graph gesa¨ttigt.
Gleichzeitig ist es wichtig festzustellen, daß die berechneten Konstanten nur das gewa¨hlte Szenario
beschreiben. Dies ist zwar im allgemeinen sinnvoll, da sich die reale Anwendungssituation nicht so
regelma¨ßig darstellt wie im Szenario der Messung, was ohnehin eine Mittelung erfordert. Stellt man
sich jedoch z.B. ein Szenario mit einer um eine Dimension ho¨heren Konnektivita¨t vor, so hat jeder
Prozessor ca. sechs Nachbarn. Die Aufsetzzeit C6;Tsetup beispielsweise wird dann quantitativ nicht der
gemessenen aus Tabelle 4.2 entsprechen. Zudem stellt sich die Frage, warum die Aufsetzzeiten
C4;Tsetup um soviel gro¨ßer sind als die reinen asynchronen PPIF-Aufsetzzeiten ts aus Tabelle 4.1.
Um beide Fragen zu beantworten wurde ein alternatives Szenario erarbeitet. Dabei wird anstatt
einer Torus-Konnektivita¨t ein sternfo¨rmiger Nachbarschaftsgraph aufgebaut. Prozessor 0 besitzt
104 Leistungsmerkmale zur Implementierung
0.4
0.5
0.6
0.7
0.8
0.9
1
0 10 20 30 40 50 60 70
T 
[m
illis
ec
]
Prozessoren
Paragon
T3E
Abbildung 4.4: Meßreihen zur Interface-Kommunikation: Zeit fu¨r die Interfacekommunikation bei
verschiedenen Prozessorzahlen und jeweils entsprechend skaliertem Gitter; verschiedene Plattfor-
men im Vergleich (Mittel u¨ber 1000 Kommunikationen, lp = 400 Objekte im Interface, sn = 8byte).
je ein Interface zu jedem anderen Prozessor; somit hat ersterer die gesamte Interfacela¨nge P lp,
die anderen dagegen nur die La¨nge lp (u¨bertragene Information pro Objekt sn = 8 byte). Variiert
man nun sowohl die Prozessorzahl P als auch die Interfacela¨nge lp, so la¨ßt sich aus den Meßreihen
folgende Formel fu¨r die Kommunikationszeit Tif(P; lp) interpolieren:
Tif(P; lp) =
CP;?setup
z }| {
(C1 +C2P)+
CP;?elem
z }| {
(C3+C4P) lp [µsec] (P 1)
mit C1 =,79:0; C2 = 79:3; C3 =,2:0; C4 = 1:65 (fu¨r PARAGON)
Man erkennt, daß sowohl die Aufsetzzeit pro Interfacekommunikation CP;?setup als auch die Zeit pro
Objekt im Interface CP;?elem von der Anzahl der Prozessoren in der Sterntopologie abha¨ngt. Setzt
man lp = 0, erha¨lt man die (prozessorabha¨ngige) Aufsetzzeit, die fu¨r Nachrichten der Nutzla¨nge 0
auftreten wu¨rde; natu¨rlich wird die reale Implementierung fu¨r lp = 0 keine echte Kommunikation
anstoßen. Fu¨r P = 4 entspricht C4;?setup in etwa der Aufsetzzeit C
4;T
setup aus obigem Szenario. Die kleine
Zeitdifferenz la¨ßt sich auf unterschiedliche Synchronisation der Prozessoren p 6= 0 zuru¨ckfu¨hren:
im Torus kommuniziert jeder Prozessor mit mehreren Nachbarn, im Stern nur Prozessor 0.
4.3.2 Konstruktion von Interfaces
Sobald vom Anwendungsprogramm ein neues DDD-Interface definiert wird oder nach einer
fru¨heren Interface-Definition verteilte Objekte erzeugt, umverteilt oder vernichtet werden, muß
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DDD die Datenstrukturen des Interfaces neu aufbauen. Dieser Prozeß der Konstruktion von Inter-
faces wurde bereits in Abschnitt 3.2 genau beschrieben. Insbesondere werden nach jedem Transfer-
oder Identifikationsvorgang alle Interfaces neu konstruiert. Die Kosten fu¨r diesen Vorgang sollen im
folgenden ermittelt werden.
Die Implementierung der Interface-Konstruktion hat folgende Eigenschaften:
 Das Standardinterface muß auf jeden Fall konstruiert werden, dieses entha¨lt alle verteilten
Objekte eines Prozessors. Danach werden alle benutzerdefinierten Interfaces konstruiert.
 Es sind ausschließlich die Objekte betroffen, die tatsa¨chlich Kopien auf anderen Prozessoren
besitzen. Rein lokale Objekte sind fu¨r die Interfacekonstruktion nicht relevant.
 Die Konstruktion ist eine lokale Arbeit und daher ohne Kommunikation durchfu¨hrbar.
Szenario
Tabelle 4.3 zeigt den Zeitaufwand zur Konstruktion von vier verschiedenen Interfaces. In jeder
Messung werden durch Identifikation eine Torus-Struktur a¨hnlich der des vorherigen Abschnitts
erzeugt und danach vier verschiedene Interfaces explizit konstruiert.
 Das Standard-Interface X0 entha¨lt alle echt verteilten Objekte.
 Interface X1 entha¨lt alle Objekte mit bestimmten, gegebenen Priorita¨ten. Diese Priorita¨ten
werden so gewa¨hlt, daß X1 ebensoviele Objekte entha¨lt wie das Standard-Interface X0.
 Die Priorita¨tsmengen A und B von Interface X2 werden so gewa¨hlt, daß nur jedes zweite
lokale Objekt ins Interface eingeordnet wird. Somit entha¨lt X1 doppelt soviele Objekte wie
X2.
 Schließlich werden die Priorita¨tsmengen von Interface X3 so gewa¨hlt, daß kein Objekt ins
Interface gelangt. X3 ist also ein leeres Interface.
Die Anzahl von verteilten Objekten je Prozessor lp wird variiert; jeder Prozessor konstruiert also
sowohl zum Standard-Interface X0 als auch zu X1 vier Teilinterfaces der La¨nge lp=4 und zu Inter-
face X2 vier Teilinterfaces der La¨nge lp=8 (jeweils zu den vier Nachbarprozessoren).
Die in Tabelle 4.3 angegebenen Phasen entsprechen der Vorgehensweise in der aktuellen Implemen-
tierung (wie in Abschnitt 3.2.2 angegeben). Die Summe der Laufzeiten der fu¨nf Phasen und der
hier nicht angegebenen (vernachla¨ssigbaren) Zeit fu¨r Speicherverwaltung ergibt die Gesamtzeit zur
Interfacekonstruktion Tifc.
Diskussion
In Phase 1 muß fu¨r jedes Interface die lokale Couplingmenge durchlaufen werden, wobei fu¨r das
Standard-Interface keine weiteren Operationen notwendig sind. Fu¨r alle anderen (benutzerdefinier-
ten) Interfaces muß jedes lokale Objekt auf Zugeho¨rigkeit zum Interface u¨berpru¨ft werden. Die Zeit
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Tabelle 4.3: Laufzeiten zur Konstruktion von vier Interfaces (auf CRAYT3E-Architektur).
Phasen (Zeiten in [msec])
lp Tifc [msec] Phase 1 Phase 2 Phase 3 Phase 4 Phase 5
Standard-Interface X0 (jcplpX0 j= lp)
4 0.07 0.01 0.02 0.03 0.00 0.00
16 0.11 0.01 0.05 0.03 0.00 0.00
64 0.43 0.02 0.28 0.10 0.00 0.02
256 1.69 0.06 1.52 0.09 0.00 0.01
1024 8.88 0.30 8.17 0.39 0.00 0.01
4096 48.36 1.08 44.42 2.83 0.00 0.01
16384 262.47 4.16 246.37 11.90 0.00 0.01
65536 1282.71 16.74 1217.84 48.09 0.00 0.01
Interface X1 (jcplpX1 j= lp)
4 0.09 0.01 0.01 0.03 0.01 0.00
16 0.13 0.02 0.04 0.03 0.01 0.00
64 0.41 0.06 0.27 0.04 0.01 0.00
256 1.99 0.20 1.59 0.11 0.04 0.00
1024 9.71 0.99 7.95 0.46 0.25 0.01
4096 55.17 4.82 44.56 3.09 2.61 0.01
16384 290.66 20.36 246.61 12.96 10.66 0.01
65536 1392.91 80.79 1217.56 51.65 42.82 0.01
Interface X2 (jcplpX2 j=
lp
2 )
4 0.05 0.01 0.00 0.02 0.00 0.00
16 0.07 0.01 0.02 0.02 0.00 0.00
64 0.16 0.03 0.09 0.02 0.01 0.00
256 0.70 0.14 0.46 0.05 0.02 0.00
1024 3.62 0.69 2.60 0.19 0.10 0.01
4096 20.57 3.64 14.10 1.59 1.18 0.01
16384 107.01 15.23 80.01 6.40 5.31 0.01
65536 493.27 60.31 385.78 25.70 21.40 0.01
Interface X3 (jcplpX3 j= 0)
4 0.02 0.00 0.00 0.00 0.00 0.00
16 0.03 0.01 0.00 0.00 0.00 0.00
64 0.04 0.02 0.00 0.00 0.00 0.00
256 0.11 0.08 0.00 0.00 0.00 0.00
1024 0.48 0.44 0.00 0.00 0.00 0.00
4096 2.48 2.43 0.00 0.00 0.00 0.00
16384 10.53 10.49 0.00 0.00 0.00 0.00
65536 42.04 41.99 0.00 0.00 0.00 0.00
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fu¨r Phase 1 ist demzufolge bei X0 stets klein, bei den anderen Interfaces ho¨her. Bei nichtleeren
Interfaces macht die Laufzeit dieser Phase nur einen relativ kleinen Anteil an der Gesamtlaufzeit
aus.
Phase 2 ist im wesentlichen ein Sortiervorgang der Objekte, die in Phase 1 ausgewa¨hlt wurden (also
Sortierung der Couplingmengen cplpX ). Die Komplexita¨t dieses Sortierprozesses ist im mittleren Fall
O(n log(n)), mit n = jcplpX j. Die Auswertung des Sortierschlu¨ssels ist verha¨ltnisma¨ßig aufwendig,
wodurch sich eine große Konstante fu¨r den Sortieraufwand ergibt. Fu¨r die Interfaces X0, X1 und X2
bildet Phase 2 den gro¨ßten Anteil an der Gesamtrechenzeit, bei Interface X3 entfa¨llt dieser Schritt
aufgrund der leeren Couplingmengen cplpX3 .
Der Aufwand der Phasen 3 und 4 ha¨ngt linear von der Gro¨ße der Couplingmenge ab; in diesen
Phasen werden die Interface-Datenstrukturen weiter aufbereitet. Phase 5 ist aus Sicht der Laufzeit
nicht relevant.
Setzt man die Werte aus Tabelle 4.3 zu den Ergebnissen der anderen Messungen ins Verha¨ltnis und
bezieht dies auf eine gegebene parallele Applikation, so gewinnt man einen Eindruck von der Aus-
gewogenheit der benutzten DDD-Funktionalita¨t. Die Zeit zur Konstruktion von X1 mit lp = 65536
entspricht beispielsweise 15 Kommunikationen auf X1 oder betra¨gt ca. 77% des vorausgehenden
Identifikationsvorgangs (siehe auch im na¨chsten Abschnitt).
Fu¨r Anwendungen, bei welchen das Verha¨ltnis Konstruktion/Benutzung von Interfaces ungu¨nstig
ausfa¨llt, wu¨rde sich die weitere Optimierung der DDD-Implementierung zur Konstruktion von In-
terfaces lohnen. Dabei bietet sich die Mo¨glichkeit an, die Couplingmengen cplpX vor Phase 2 mit
Hilfe geeigneter Datenstrukturen vorzusortieren und/oder in kleinere Teilmengen aufzuspalten, um
den Sortiervorgang in Phase 2 zu beschleunigen. So ko¨nnte ein großer Anteil der Konstruktionszeit
eingespart werden.
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4.4 Laufzeiten zur Identifikation
Szenario
Das Szenario zur Bestimmung der Leistung des Identify-Moduls wird wie im Fall der Interface-
Kommunikation an einen typischen Anwendungsfall angelehnt. Auch hier wird eine Torus-Struktur
aufgebaut, um die Messungen soweit wie mo¨glich unabha¨ngig von der Anzahl der Prozessoren
zu machen. Jeder Prozessor hat vier Nachbarn, wobei er mit jedem dieser Nachbarprozessoren
n verteilte Objekte erzeugt. Dies ergibt eine Gesamtzahl von Identifikationen von lp = 4n (a¨hnlich
wie im Interface-Szenario). Ebenfalls wird das Innere jedes Prozessorgebiets nicht abgespeichert,
um große Werte fu¨r lp testen zu ko¨nnen, die sonst auf den zur Verfu¨gung stehenden Maschinen nicht
in den Hauptspeicher passen wu¨rden. Der einzige Unterschied zum Interface-Szenario ist, daß pro
Prozessornachbarschaft nicht zwei Reihen von Objekten, sondern nur eine erzeugt wird; dies ist fu¨r
die gemessenen Gro¨ßen jedoch irrelevant.
Messungen
In den Meßreihen werden absolute Laufzeiten zu Identifikationsvorga¨ngen fu¨r verschiedene
Hardware-Plattformen erfaßt und mit anderen Kennzahlen verglichen. Jeder Prozessor identifiziert
je lp=4 Objekte mit vier Nachbarprozessoren. Jeder der dazu no¨tigen lp Identifikatoren Λi wird
durch eine feste Anzahl Nid von Einzelidentifikatoren λi; j gebildet (vgl. Abschnitt 2.4.4). In der
Praxis heißt dies, daß pro zu identifizierendem Objekt fu¨r Nid = 1 ein DDD IdentifyNumber()-
Aufruf und fu¨r Nid = 2 zwei DDD IdentifyNumber()-Aufrufe benutzt werden. Im zweiten Fall
wird hier DDD IdentifyNumber() zuna¨chst fu¨r alle lp Objekte einmal und danach in umgekehrter
Reihenfolge ein zweites Mal aufgerufen, um die Messungen nicht durch gute Vorsortierungen zu
verfa¨lschen. Obwohl hier jedes Objekt mit genau Nid Einzelidentifikatoren identifiziert wird, ist es
in realen Anwendungen mo¨glich (und meistens no¨tig), die Anzahl der Einzelidentifikatoren ni pro
Identifikator Λi frei zu variieren.
Tabelle 4.4 zeigt folgende Werte in Abha¨ngigkeit von der Anzahl zu identifizierender Objekte lp:
Nid: Anzahl der Einzelidentifikatoren λi; j pro Identifikator Λi eines zu identifizierenden Objekts.
Tident: Die absolute, gemittelte Zeit fu¨r den Identifikationsvorgang (Laufzeit der Funktion
DDD IdentifyEnd() ohne Konstruktion von Interfaces) in [sec].
Tident=Tif: Anzahl der Interface-Kommunikationen, deren Dauer dem Identifikationsvorgang ent-
spricht. Dies dient als Anhaltspunkt fu¨r die relativen Kosten der Identifikation.
Tident=lp: Dauer des Identifikationsvorgangs, bezogen auf die Anzahl identifizierter Objekte.
Tifc: Die mittlere Zeit zum Aufbau des Standardinterfaces fu¨r die gegebene Konstellation (Archi-
tektur und lp, vgl. Abschnitt 4.3.2).
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Tabelle 4.4: Laufzeiten von Identifikationsvorga¨ngen im typischen Torus-Szenario, fu¨r ein und zwei
Einzelidentifikatoren pro Objekt; dazu Vergleich mit Interface-Kommunikation und -Konstruktion.
Nid = 1 Nid = 2
lp Tident[sec] TidentTif
Tident
lp [µsec] Tident[sec]
Tident
Tif
Tident
lp [µsec] Tifc[sec]
CRAYT3E
4 0.0004 2 98 0.0004 2 104 0.0001
16 0.0005 3 34 0.0006 3 40 0.0001
64 0.0010 3 15 0.0021 7 32 0.0004
256 0.0074 13 29 0.0098 18 38 0.0017
1024 0.0185 11 18 0.0661 42 65 0.0089
4096 0.0870 14 21 0.3962 66 97 0.0484
16384 0.4003 17 24 2.1130 88 129 0.2625
65536 1.7976 19 27 20.0905 212 307 1.2827
HITACHI
4 0.0106 27 2656 0.0069 17 1719 0.0013
16 0.0119 29 742 0.0100 24 625 0.0013
64 0.0131 27 205 0.0138 29 215 0.0019
256 0.0144 20 56 0.0181 25 71 0.0013
1024 0.0269 15 26 0.0794 45 78 0.0094
4096 0.1131 19 28 0.4225 72 103 0.0456
16384 0.5269 24 32 2.3994 108 146 0.2288
65536 2.5162 29 38 21.4344 243 327 1.0562
PARAGON
4 0.0241 78 6036 0.0245 79 6127 0.0001
16 0.0242 72 1511 0.0244 72 1525 0.0003
64 0.0270 61 421 0.0299 67 467 0.0011
256 0.0342 39 134 0.0501 57 196 0.0057
1024 0.0923 35 90 0.1979 76 193 0.0277
4096 0.3085 32 75 0.9769 103 239 0.1462
16384 1.3009 35 79 4.8769 131 298 0.6940
65536 5.6256 38 86 43.7139 296 667 3.3965
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Diskussion
Aus Tabelle 4.4 geht hervor, daß die Zeit fu¨r einen Identifikationsvorgang Tident superlinear mit der
Anzahl der zu identifizierenden Objekte steigt. Im Fall Nid = 1 ist dieser Effekt noch kaum zu bemer-
ken, im Fall Nid = 2 wachsen die Laufzeiten (vor allem bei lp = 65536) u¨berproportional. Gliedert
man einen Identifikationsvorgang mittels genauerer Messungen (hier nicht aufgefu¨hrt) in die Phasen
auf, die in Abschnitt 3.3.2 informell aufgelistet sind, so zeigt sich, daß Phase 2 (Vorbereitungsphase)
den Hauptanteil der Laufzeit ausmacht.
Laut Abschnitt 3.3.3 wird in dieser zweiten Phase eine Sortierung der Identifikationskommandos
nach der globalen ID des zu identifizierenden Objekts durchgefu¨hrt, damit der Zugriff auf die Iden-
tifikationstupel Λi mo¨glich wird. Bei ungeeigneter Vorsortierung (im schlechtesten Fall) kann dieser
Sortiervorgang die Komplexita¨t O(n2) besitzen. Bei einer hohen Anzahl von zu sortierenden Kom-
mandos fu¨hrt dies zu u¨berho¨hten Laufzeiten. Im obigen Szenario bedeutet dies, daß Phase 2 fu¨r
den schlechtesten Fall die Komplexita¨t 4O(N2idl2p) besitzt; dies fu¨hrt z.B. bei Vervierfachung von
lp im Fall Nid = 2 zur Verzehnfachung von Tident bei allen betrachteten Architekturen (Tabelle 4.4).
Die Identifikationskommandos wurden ja gerade so aufgerufen, daß eine ungu¨nstige Vorsortierung
entstehen mußte.
Alle anderen Phasen, darunter auch die eigentliche Kommunikation der Prozessoren, spielen an-
teilsma¨ßig fu¨r die Identifikation nur eine geringe Rolle. Eine verbesserte Implementierung des
Identifikationsmoduls muß bereits in der Kommandophase alle Kommandos in eine geeignete Da-
tenstruktur (z.B. einen balancierten Baum) einsortieren, um die teure Sortierung u¨berflu¨ssig oder
zumindest billiger zu machen.
Durch die Identifikation im vorliegenden Szenario werden verteilte Objekte erzeugt, die ein Inter-
face bilden. Die Kenngro¨ße Tident=Tif gibt die Anzahl der Kommunikationen auf diesem Interface
an, die in der Identifikationszeit ha¨tten durchgefu¨hrt werden ko¨nnen (fu¨r sn = 8byte). Da die In-
terfacela¨nge im wesentlichen linear in die Kommunikationszeit, aber superlinear in die Identifika-
tionszeit eingeht, ist die Kenngro¨ße Tident=Tif asymptotisch nicht beschra¨nkt. In der Praxis wird
jedoch meistens nur eine kleine Zahl von neuen Objekten identifiziert, dadurch jedoch ein bereits
vorhandenes Interface vergro¨ßert (z.B. nach der Verfeinerung bei adaptiven Mehrgitterverfahren).
Außerdem ko¨nnen auf einem durchgefu¨hrten Identifikationsvorgang aufbauend beliebig viele Inter-
faces konstruiert werden. Die Zeit zur Interfacekonstruktion Tifc (Standard-Interface) auf der jeweils
identifizierten Datenbasis ist in der rechten Spalte von Tabelle 4.4 eingetragen, um den Laufzeitauf-
wand vergleichen zu ko¨nnen.
Rechnet man die gesamte Zeit zur Identifikation auf die Anzahl der identifizierten Objekte um (Spal-
ten Tident=lp in Tabelle 4.4), so ergibt sich ein Anhaltspunkt fu¨r den Zeitaufwand pro Identifikations-
tupel. An erho¨hten Werten von Tident=lp kann man im Bereich kleiner lp die Aufsetzzeit (Fixkosten)
des Vorgangs und im Bereich großer lp die oben bereits angesprochene Asymptotik erkennen (vor
allem fu¨r Nid = 2).
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Abbildung 4.5: Unstrukturiertes Gitter aus 2N2 Dreieckselementen.
4.5 Merkmale des Transfermoduls
Szenario
Die Implementierung des Transfermoduls hat bei weitem die ho¨chste Codekomplexita¨t der gesamten
DDD-Bibliothek. Die Konstruktion eines brauchbaren Performance-Modells fu¨r den Transfervor-
gang ist nicht mo¨glich, da zu viele Einflußfaktoren beru¨cksichtigt werden mu¨ßten: Hardware (Pro-
zessor, Netzwerk, Speicherhierarchie), Kommunikation (z.B. MPI-Implementierung, Mapping der
Prozessoren), bis hin zu Datenstrukturen und Algorithmen des parallelen Anwendungsprogramms.
Daher wird in diesem Abschnitt versucht, a¨hnlich wie in den vorherigen Abschnitten ein realistisches
Szenario aufzusetzen, um zumindest einen Anhaltspunkt fu¨r die Leistungsfa¨higkeit und -merkmale
des Transfermoduls zu geben. In der Musteranwendung wird ein quasi-unstrukturiertes Gitter aus
Dreiecken erzeugt und durch drei Datentypen Dreieck, Kante und Knoten repra¨sentiert. Dabei re-
ferenziert jedes Dreieckselement seine drei Kanten und Knoten; jede Kante referenziert die beiden
anliegenden Dreiecke und beide Knoten. Die Implementierung erlaubt also jedes beliebige Drei-
ecksgitter, in den Messungen werden aber stets Gitter wie das in Abb. 4.5 skizzierte verwendet.
Die Verteilung eines Gitters auf die Prozessoren des Parallelrechners erfolgt ausgehend von den
Dreiecksobjekten. Vor der Verteilung der Gitterdatenbasis werden diese Objekte zuna¨chst vom
Lastbalancierer mit ihrer neuen Partitionsnummer markiert; danach erfolgt die eigentliche Vertei-
lung, wozu das DDD-Transfermodul benutzt wird. Die Dreieckselemente werden den Prozessoren
eindeutig zugeordnet; an Prozessorgrenzen herrscht also lediglich ¨Uberlappung von Kanten- und
Knotenobjekten, verteilte Dreiecksobjekte existieren nicht. Verteilte Kantenobjekte bestehen da-
durch stets aus zwei lokalen Objekten, Knotenobjekte aus beliebig vielen.
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Jeder Meßvorgang beinhaltet zwei verschiedene Transfervorga¨nge und la¨uft wie folgt ab:
0. Konstruktion. Das Gitter wird auf Prozessor 0 konstruiert.
1a. Lastbalancierung. Die Dreiecke werden mittels einer RCB-Strategie (Recursive Coordinate
Bisection) mit neuen Partitionsnummern markiert. Die Anwendung des RCB-Verfahrens ge-
schieht nur auf Prozessor 0.
1b. Lasttransfer. Der DDD-Transfer wird durchgefu¨hrt; dadurch entsteht aus einem lokalen Gitter
eine gleichma¨ßige Verteilung der Gitterdatenbasis mit kurzen Interfaces.
2a. Lastbalancierung. Jeder Prozessor markiert seine in 1b) erhaltenen Dreieckselemente zyklisch
mit den Prozessornummern. Dadurch entsteht eine quasi zufa¨llige Partitionierung.
2b. Lasttransfer. Der DDD-Transfer wird durchgefu¨hrt; dadurch entsteht aus einem verteilten Git-
ter wiederum eine gleichma¨ßige Verteilung der Gitterdatenbasis, diesmal jedoch mit langen
Interfaces.
Messungen
Der oben beschriebene Meßvorgang wird in Meßreihen mit den variierenden Parametern Gitter-
gro¨ße N und Prozessoranzahl P durchgefu¨hrt. Ein Gitter wie in Abb. 4.5 besteht aus (N + 1)2
Knoten, 3N2+2N Kanten und nT = 2N2 Dreieckselementen. Die Gesamtzahl ngrid aller Objekte im
lokal erzeugten Gitter der Gro¨ße N ist also durch
ngrid = 6N2 +4N+1
gegeben. Mit dem (architekturabha¨ngigen) Speicherbedarf sT , sE bzw. sN fu¨r einzelne Objekte vom
Typ Dreieck, Kante bzw. Knoten und der oben angegeben Anzahl der jeweiligen Objekte la¨ßt sich
somit der Gesamtspeicherbedarf sgrid berechnen.
In Tabelle 4.5 sind die Laufzeiten der beiden Transfervorga¨nge (1b und 2b) aufgelistet. Da der Auf-
wand hier von der Anzahl der zu verschickenden Objekte ngrid bzw. vom gesamten zu verschicken-
den Speichervolumen (in Form des Gitter-Speicherbedarfs sgrid) abha¨ngt, sind beide Werte in Tabel-
le 4.5 angegeben. Die obere Ha¨lfte der Tabelle gibt die Zeiten fu¨r den jeweils ersten Transfervorgang
an (Verteilung von Prozessor 0 auf alle Prozessoren), die untere Ha¨lfte die Zeiten fu¨r den zweiten
Transfervorgang (Umverteilung eines bereits verteilten Gitters).
Tabelle 4.6 gibt als Vergleichswert die Laufzeit des auf Prozessor 0 lokal angewendeten RCB-
Verfahrens an. Da die Lastbalancierungsstrategie auf der Menge von Dreiecken arbeitet, ist die
Anzahl von Dreiecken nT in Tabelle 4.6 zusa¨tzlich angegeben.
Diskussion
Bereits in diesem einfachen, jedoch anwendungsnahen Szenario lassen sich (neben den absoluten
Transferzeiten) wichtige Effekte bei DDD-Transfervorga¨ngen erkennen. Betrachtet man in Tabel-
le 4.5 die Zeilen fu¨r N 2 f50;70;100;140g, so findet man jeweils ungefa¨hr eine Verdopplung in den
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Tabelle 4.5: Zeiten fu¨r zwei Transfervorga¨nge (Angaben in [sec]. Messungen auf CRAYT3E).
Prozessoranzahl P
N ngrid 2 4 8 16 32 sgrid[MB]
Transfer 1 (lokal ! verteilt)
10 641 0.059 0.069 0.079 0.093 0.110 0.090
20 2481 0.280 0.312 0.340 0.384 0.412 0.340
30 5521 0.652 0.787 0.862 0.912 0.955 0.750
40 9761 1.353 1.442 1.588 1.666 1.695 1.320
50 15201 2.023 2.305 2.701 2.751 2.886 2.060
60 21841 3.092 3.491 3.818 4.054 4.247 2.960
70 29681 4.384 4.972 5.527 5.639 5.760 4.030
80 38721 5.624 6.646 7.321 7.368 7.450 5.260
90 48961 7.238 8.720 10.497 9.944 9.869 6.650
100 60401 9.487 10.689 12.255 12.085 12.616 8.200
110 73041 11.687 13.387 15.365 15.493 15.052 9.920
120 86881 14.250 16.660 18.285 18.278 17.920 11.800
130 101921 17.004 19.542 21.599 21.689 21.954 13.850
140 118161 18.770 23.386 26.473 25.372 25.616 16.060
150 135601 23.291 27.054 29.947 29.761 30.274 18.430
Transfer 2 (verteilt ! verteilt)
10 641 0.046 0.054 0.040 0.041 0.063 0.090
20 2481 0.212 0.233 0.200 0.131 0.115 0.340
30 5521 0.550 0.611 0.356 0.231 0.202 0.750
40 9761 1.055 1.158 0.664 0.557 0.347 1.320
50 15201 1.791 1.973 1.723 0.897 0.494 2.060
60 21841 2.637 2.908 2.645 0.898 0.530 2.960
70 29681 3.708 4.368 2.390 1.572 1.040 4.030
80 38721 4.996 5.970 3.278 2.735 1.439 5.260
90 48961 6.550 7.498 6.513 2.768 1.849 6.650
100 60401 8.235 9.805 8.497 4.341 2.352 8.200
110 73041 9.975 11.749 6.580 5.340 2.856 9.920
120 86881 12.916 14.648 7.956 6.441 3.519 11.800
130 101921 15.305 17.904 15.383 4.539 3.382 13.850
140 118161 17.575 21.022 17.960 9.157 4.875 16.060
150 135601 20.812 24.749 13.336 10.610 5.614 18.430
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Tabelle 4.6: Zeiten fu¨r lokale Lastbalancierung mittels RCB-Verfahren (Angaben in [sec]. Messun-
gen auf CRAYT3E).
Prozessoranzahl P
N nT 2 4 8 16 32
10 200 0.001 0.002 0.002 0.004 0.003
20 800 0.006 0.013 0.015 0.024 0.022
30 1800 0.015 0.037 0.036 0.065 0.060
40 3200 0.030 0.065 0.080 0.124 0.130
50 5000 0.051 0.119 0.126 0.225 0.209
60 7200 0.077 0.171 0.218 0.344 0.344
70 9800 0.112 0.248 0.276 0.465 0.475
80 12800 0.150 0.363 0.422 0.683 0.709
90 16200 0.198 0.463 0.503 0.882 0.859
100 20000 0.250 0.551 0.672 1.107 1.124
110 24200 0.311 0.726 0.781 1.410 1.379
120 28800 0.376 0.869 1.078 1.691 1.875
130 33800 0.449 1.139 1.187 2.226 2.089
140 39200 0.533 1.226 1.491 2.415 2.480
150 45000 0.616 1.438 1.596 2.782 2.858
quadratisch abha¨ngigen Gro¨ßen ngrid bzw. sgrid. An den Laufzeiten der beiden Transfervorga¨nge fu¨r
eine Prozessorzahl P kann man dann na¨herungsweise die Komplexita¨t des Transfervorgangs able-
sen: die Laufzeiten entwickeln sich etwas schlechter als linear mit den abgeleiteten Gro¨ßen ngrid
und sgrid. Aus der Implementierungsbeschreibung des Transfermoduls (siehe Abschnitt 3.4) la¨ßt
sich dies besta¨tigen; lediglich einige Sortiervorga¨nge bringen die Komplexita¨t O(n log(n)) mit sich
(im mittleren Fall).
Beim ersten Transfervorgang wird ein vorher lokales Gitter auf den Parallelrechner verteilt, der
Einpack- und Sendevorgang auf Prozessor 0 stellt hier den sequentiellen Flaschenhals dar. In Tabel-
le 4.5 la¨ßt sich dies ablesen: die Laufzeiten fu¨r feste Gittergro¨ße N nehmen meist mit der Prozes-
soranzahl zu. Wie eine genauere Analyse der Laufzeiten einzelner Phasen im Transfervorgang auf
den jeweiligen Prozessoren zeigt, verbringen alle Prozessoren mit P 6= 0 den Großteil ihrer Laufzeit
mit Wartezyklen.
Im zweiten Transfervorgang wird das bereits verteilte Gitter umverteilt. Hier sind alle Prozessoren
ausgelastet, die Phasen des Transfervorgangs werden echt parallel durchlaufen, Wartezeiten entste-
hen kaum. Der untere Teil von Tabelle 4.5 zeigt die Konsequenz: fu¨r feste Gittergro¨ße N nimmt die
Laufzeit mit der Prozessoranzahl ab.
In obigen Messungen wurde der Einfluß einiger Systemparameter auf die Transferlaufzeit aufge-
zeigt: Objektgro¨ßen und damit ¨Ubertragungsvolumen, Objektanzahl und Ausgewogenheit der Ver-
teilung. Ein weiterer Parameter, na¨mlich die Anzahl der zu verschickenden Referenzen, kann eben-
falls eine Rolle fu¨r die Laufzeit eines Transfervorgangs spielen. Die Effekte durch den Aufwand zur
Globalisierung/Lokalisierung von Referenzen im Transfer sind jedoch kompliziert und treten erst ab
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circa 10-20 Referenzen pro Objekt auf; daher wird dieser Effekt in vorliegender Arbeit nicht na¨her
untersucht.
4.6 Schlußbemerkungen
Skalierbarkeit paralleler Anwendungen
In den obigen Untersuchungen wurde mittels ausfu¨hrlicher Meßreihen der praktische Nachweis der
effizienten Anwendbarkeit des DDD-Konzepts gefu¨hrt. In diesem Abschnitt werden dazu einige
Aussagen zur asymptotischen Skalierbarkeit der DDD-Funktionalita¨t erga¨nzt. Soll der gesamte
parallele Algorithmus skalierbar fu¨r jede beliebige Prozessorzahl sein, du¨rfen natu¨rlich auch die
DDD-internen Verfahren und Kommunikationsschemata keine rein sequentiellen Teile bzw. globale
Synchronisationen besitzen.
Interfaces. Die Konstruktion von Interfaces erfolgt auf Basis der lokalen Couplinglisten und be-
inhaltet keine Kommunikation. Die Kommunikation auf Interfaces synchronisiert nur mit den
jeweiligen Nachbarn im Prozessorgraph und ist daher ebenfalls skalierbar. Einzelne Bereiche
des Prozessorgraphs ko¨nnen also anderen, weiter entfernten Bereichen im Programmfluß vor-
auseilen. Eine Voraussetzung dafu¨r ist natu¨rlich, daß im Anwendungsprogramm Algorithmen
angewendet werden, die selbst skalierbar sind. Dazu muß die Konnektivita¨t des Prozessor-
Nachbarschaftsgraphen unabha¨ngig von der Anzahl der Prozessoren sein. Fu¨r numerische
Verfahren auf unstrukturierten Rechengittern ist dies beispielsweise der Fall.
Identifikation. Der Identifikationsvorgang la¨uft vollsta¨ndig verteilt ab und entha¨lt nur Kommu-
nikationen in dem Graphen, der durch die Identify-Kommandos des Anwendungsprogramms
aufgebaut wird. Wie oben unter Interfaces beschrieben ist dies genau dann der Fall, wenn das
Anwendungsprogramm selbst auf skalierbaren Strukturen aufsetzt. Ein wichtiges Beispiel ist
wiederum die Klasse von numerischen Verfahren auf unstrukturierten Gittern, entsprechende
Anwendungsfa¨lle sind in Kapitel 5 beschrieben.
Transfer. Fast alle Kommunikationen beim Transfervorgang laufen in einem Prozessor-
Nachbarschaftsgraph ab, sa¨mtliche Algorithmen (z.B. Umrechnung von Referenzen) sind
vollsta¨ndig verteilt implementiert. Da die Kommunikationsanforderungen des Transfer-
moduls jedoch sendergetrieben sind (z.B. DDD XferCopyObj()), die PPIF-Schicht dage-
gen nur zweiseitige Kommunikationsprimitive unterstu¨tzen kann, muß vor den eigentli-
chen Nachrichten eine Mitteilung an die Empfa¨nger dieser Nachrichten erfolgen. Dies lei-
stet der sog. Notify-Algorithmus, welcher n-zu-m-Kommunikation auf einem Prozessorbaum
abwickelt, was zumindest theoretisch die Skalierbarkeit gefa¨hrdet (zu Details siehe An-
hang A.2). Sollte sich dieser logarithmische Zusatzfaktor (d.h. O(P log(P))) in der Praxis als
Einschra¨nkung herausstellen, muß die Funktionalita¨t des Notify-Algorithmus effizienter im-
plementiert werden. Bislang liegt der Zeitaufwand fu¨r Notify allerdings um Gro¨ßenordnungen
unter dem Aufwand fu¨r andere DDD-Funktionen oder auch unter dem Aufwand fu¨r die Algo-
rithmen der Anwendung selbst.
Bis auf den Notify-Algorithmus sind also alle implementierten DDD-Funktionen vollst a¨ndig ska-
lierbar und ko¨nnen auf beliebig großen Parallelrechnersystemen angewendet werden.
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Vergleich: DDD-Parallelisierung und Parallelisierung von Hand
Zum Schluß dieses Kapitels u¨ber die Leistungsmerkmale der DDD-Bibliothek sollen DDD-basierte
Anwendungen mit von Hand parallelisierten Anwendungen verglichen werden. Dazu werden einige
Einwa¨nde diskutiert, die scheinbar fu¨r eine aufwendige, manuelle Parallelisierung sprechen.
Einwand: Handparallelisierte Programme kommunizieren mit weniger Nachrichten.
In den Funktionen der DDD-Bibliothek werden alle Daten an gleiche Partnerprozessoren phasenwei-
se in einer Nachricht zusammengefaßt; dies gilt fu¨r alle Module (Identifikation, Transfer, Interfaces).
Eine weitere Reduktion der Nachrichtenanzahl ist auch von Hand nicht mo¨glich.
Einwand: Handparallelisierte Programme kopieren weniger Nachrichtenpuffer.
Alle DDD-Funktionen sind darauf ausgelegt, die receive-Anweisungen asynchroner Kommunikati-
onsvorga¨nge vorab aufzurufen, damit niedrigere Kommunikationsschichten die Mo¨glichkeit haben,
den DDD-verwalteten Puffer zu verwenden. Sollte die zugrundeliegende Kommunikationsschicht
diese Information ignorieren, hat auch der Handparallelisierer keine Mo¨glichkeit das Kopieren des
Nachrichtenpuffers zu vermeiden. Daru¨berhinaus fallen in DDD keine weiteren Kosten fu¨r Daten-
kopiervorga¨nge an.
Einwand: In handparallelisierten Programmen u¨berlappen Kommunikation und Berechnung.
Die Vorga¨nge wa¨hrend eines DDD-Transfers betreffen die gesamte Datenbasis; sollte eine a¨hnliche
Funktionalita¨t wie das DDD-Transfermodul fu¨r eine bestimmte Anwendung von Hand implemen-
tiert werden, ist es aufgrund der Softwarekomplexita¨t nicht mo¨glich, gleichzeitig noch Berech-
nungsvorga¨nge auf nicht betroffenen Daten durchzufu¨hren. Fu¨r die Kommunikation auf DDD-
Interfaces ist in der Implementierung der DDD-Bibliothek bereits vorgesehen, die Interface-Aufrufe
in ein Begin/End-Paar aufzugliedern, um wa¨hrend der Interfacekommunikation andere Berechnun-
gen durchzufu¨hren.
Sieht man von zusa¨tzlichem Verwaltungsaufwand (fu¨r Laufzeit und Speicher) bei Benutzung der
DDD-Bibliothek ab, der ja auch im handparallelisierten Programm erbracht werden mu¨ßte, verblei-
ben als einziger Mehraufwand durch Benutzung von DDD die Kosten fu¨r zusa¨tzliche Funktions-
aufrufe bei der Interfacekommunikation (gather/scatter-Funktionen). In einem handparallelisierten
Programm ko¨nnten diese Funktionsaufrufe eingespart und durch Schleifen ersetzt werden, allerdings
auf Kosten einer allgemeinen Schnittstelle. Die Messungen des Interfacemoduls zu Anfang dieses
Kapitels legen jedoch nahe, diesen kleinen Aufwand in Kauf zu nehmen und dafu¨r eine klare und
praktische Schnittstelle bereitstellen zu ko¨nnen.
Kapitel 5
Anwendungsbeispiele
In den vorangehenden Kapiteln dieser Arbeit wurde ein abstraktes Konzept zur Parallelisierung von
graphbasierten Anwendungen und eine konkrete Realisierung dieses Konzepts in Form der DDD-
Bibliothek beschrieben. Nun soll dieses Konzept tatsa¨chlich angewendet werden; dazu werden eini-
ge der Parallelisierungsprojekte beschrieben, in denen DDD eine zentrale Rolle spielt.
Wichtig sind an dieser Stelle jedoch nicht die Anwendungen selbst; eine genaue Beschreibung der
Anwendung samt ihrer Schnittstelle zur DDD-Bibliothek scheint im Rahmen dieser Arbeit nicht
angebracht. Stattdessen werden die Anwendungen jeweils aus den Blickwinkeln beleuchtet, die ein
tieferes Versta¨ndnis von spezifischen Eigenschaften und Funktionen der DDD-Bibliothek begru¨nden
ko¨nnen.
An einen allgemeinen Abschnitt zum praktischen Einsatz der DDD-Bibliothek schließen sich
ausfu¨hrliche Beschreibungen der beiden ausgewa¨hlten Anwendungen an. Beide Parallelisierungs-
projekte sind im wesentlichen Lo¨sungsverfahren fu¨r partielle Differentialgleichungen auf unstruk-
turierten, adaptiv verfeinerten Gittern; dieses Anwendungsfeld bildet auch den Schwerpunkt des
bisherigen Einsatzgebietes von DDD.
Daneben wurde DDD allerdings ebenso zur Parallelisierung von Verfahren eingesetzt, bei denen
andere Datenstrukturen bzw. Zugriffsmechanismen vorherrschen:
 Im Rahmen einer Diplomarbeit [102] wurde z.B. die parallele Variante eines 2D-Delauney-
Triangulierungsalgorithmus implementiert. Hierbei sind andere Kommunikationsmuster und
-protokolle zur dynamischen Erzeugung des gewu¨nschten Dreiecksgitters notwendig als bei
den unten beschrieben adaptiven, numerischen Verfahren. Das DDD-Konzept tra¨gt auch hier
zu einer erheblichen Vereinfachung des parallelen Programms bei gleichzeitiger Aufrechter-
haltung der gewu¨nschten Effizienz bei.
 In einem prototypischen Parallelisierungsprojekt wurde ein bestehendes Programm zur
Multilevel-Lo¨sung von Markovketten-Problemen [73] auf DDD aufsetzend parallelisiert. Die
minimalen ¨Anderungen am sequentiellen Programmcode konnten innerhalb weniger Tage
durchgefu¨hrt werden. Werkzeuge zur Performancemodellierung benutzen Markovketten als
mathematische Modelle der zu modellierenden Systeme.
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5.1 Praktischer Einsatz der DDD-Bibliothek
Hier soll ein ¨Uberblick zur Vorgehensweise bei der Parallelisierung existierender Programme mittels
DDD bzw. beim Entwurf neuer, bereits fu¨r Parallelrechner ausgelegter Programme gegeben werden.
Die Reihenfolge der einzelnen Abschnitte entspricht der Reihenfolge der Parallelisierungsschritte.
5.1.1 ¨Uberlegungen zum parallelen Kontrollfluß
Das DDD zugrundeliegende Programmiermodell ist das SPMD-Modell (single program, multiple
data). Die Phasen der Programmausfu¨hrung bleiben auch bei der parallelen Version bestehen, le-
diglich auf feingranularer Ebene werden die Aktionen der einzelnen Prozessoren voneinander ab-
weichen. Wichtige Entwurfsentscheidungen betreffen in dieser Anfangsphase hauptsa¨chlich Vor-
und Nachverarbeitungsschritte, z.B. die Erzeugung der Ausgangsdatenbasis bzw. die Ausgabe der
Resultate eines parallelen Laufs.
Zur Erzeugung der Datenbasis zu Laufzeitbeginn ist es denkbar, alle erforderlichen Daten zuna¨chst
lokal auf einem Prozessor zu erzeugen und erst spa¨ter auf alle Prozessoren zu verteilen. Diese
Lo¨sung ist fu¨r ein prototypisches Programm und fu¨r Verfahren praktikabel, die mit einem kleinen
Graphen beginnen und diesen wa¨hrend der Laufzeit sukzessive erweitern. Treten schon zu Beginn
der Laufzeit umfangreiche Datenmengen auf, so muß bereits bei der Dateneingabe eine paralle-
le Lo¨sung gefunden werden, um einen sequentiellen Flaschenhals zu vermeiden (siehe auch Ab-
schnitt 5.1.8).
Ist Benutzerinteraktion wa¨hrend der Laufzeit erforderlich (z.B. u¨ber eine Kommando- bzw. grafische
Schnittstelle), so mu¨ssen ebenfalls Entscheidungen bezu¨glich des groben Programmablaufs getrof-
fen werden. Als einfaches Modell bietet sich an, die Interaktion zwischen parallelem Programm
und Benutzer einem Prozessor zuzuordnen, der die Benutzereingaben an die anderen Prozessoren
verteilt und deren Ausgaben zusammenfaßt und an den Benutzer weitergibt. Das Einsatzfeld der
DDD-Bibliothek liegt jedoch in den Berechnungsphasen dazwischen und ist deshalb weitgehend
unabha¨ngig von den Details dieser Problematik.
5.1.2 Analyse der Datenbasis
Die graphartige Datenstruktur, die der zu parallelisierenden Anwendung zugrundeliegt und die mit
DDD verteilt werden soll, wird bereits in der sequentiellen Implementierung durch Objekte ver-
schiedener Typen bzw. Klassen repra¨sentiert. Diese Datentypen mu¨ssen zur Laufzeit beim DDD-
TypeManager angemeldet werden (siehe Abschnitt 2.4.1), zuvor muß jedoch fu¨r jeden beteiligten
Datentyp eine Auswahl unter folgenden Mo¨glichkeiten getroffen werden:
Datentyp wird DDD-Objekt. Objekte dieses Typs sollen verteilt im Speicher vorliegen ko¨nnen;
sie sollen von anderen Objekten referenziert werden ko¨nnen. Auf diesen Objekten ist Kom-
munikation mittels der DDD-Interfacefunktionen no¨tig. Daru¨berhinaus sollte ihr Speicher-
bedarf groß genug sein, damit der von DDD zusa¨tzlich beno¨tigte Speicher gegenu¨ber dem
Objektspeicher selbst nicht ins Gewicht fa¨llt.
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Datentyp wird registriertes Datenobjekt. Objekte dieses Typs lassen sich eindeutig einem (ver-
teilten) DDD-Objekt zuordnen, sind aber selbst im Sinne des DDD-Modells nicht verteilt.
Sie referenzieren selbst DDD-Objekte, werden aber nicht referenziert. Datenobjekte haben
u¨blicherweise einen kleinen Speicherbedarf und treten in hoher Zahl im System auf (z.B. Ab-
schnitte 5.2.4 und 5.3.2).
Datentyp wird nicht bei DDD registriert. Objekte dieses Typs enthalten nur Datenkomponenten,
die entweder stets fu¨r alle Prozessoren gleich (also global konsistent) oder rein lokaler Natur
sind. Jedes dieser Objekte kommt auf jedem Prozessor vor, durch gleiche Operationen a¨ndern
sich ihre Komponentenwerte stets global gleichzeitig. Dadurch muß nie Kommunikation u¨ber
DDD-Interfaces stattfinden; der Transfer dieser Objekte ist ebenfalls nicht no¨tig.
In der Praxis ist die u¨bliche Methode, zuna¨chst alle Objekte, die verteilt vorliegen mu¨ssen, als DDD-
Objekte anzumelden und spa¨ter alle Objekte mit kleinem Speicherbedarf daraufhin zu untersuchen,
ob sie in Datenobjekte umgewandelt werden ko¨nnen. Dieses Vorgehen erlaubt die schnelle Erstel-
lung eines Prototyps mit nachtra¨glicher, schrittweiser Optimierung des Speicheraufwands.
Bei der Definition der zula¨ssigen DDD-Typen (mit DDD-TypeManager-Funktionen) muß fu¨r jedes
Element eines zusammengesetzten Datentyps der Elementtyp gema¨ß Definition 8 (S. 42) angegeben
werden. Referenzen auf DDD-Objekte haben den Elementtyp ObjPtr, global gu¨ltige Datenele-
mente den Elementtyp GData und rein lokal gu¨ltige Elemente den Typ LData.
5.1.3 Entwurf der verteilten Datenbasis
Der in Abschnitt 2.3 formal definierte Verteilungsbegriff la¨ßt noch Raum fu¨r Entwurfsentscheidun-
gen, z.B. Grad und Art von Redundanz (Gitteru¨berlappung), Konsistenzprotokolle und dazugeho¨rige
Priorita¨ten, Multilevel-Eigenschaften und Objekt-Attribute. Bereits in Abschnitt 2.3.6 wurde ein
Beipiel fu¨r die Festlegung solcher Entwurfsdetails gegeben, allerdings noch in abstrakter, auf keine
bestimmte Anwendungsklasse bezogene Form.
Zwei Anforderungen bestimmen, wie die Datenbasis auf die Prozessoren verteilt wird, wobei es
genu¨gt, nur die in Schritt 5.1.2 ausgewa¨hlten DDD-Objekte zu betrachten:
 Alle Referenzen, die im globalen Graph vorkommen, mu¨ssen auch im verteilten Graph re-
pra¨sentiert werden.
 An allen Stellen eines Programms, wo u¨ber Referenzen auf ein anderes DDD-Objekt zugegrif-
fen wird, muß eine Kopie dieses Objekts angelegt worden sein, damit die Referenz gu¨ltig ist.
Falls keine lokale Kopie vorhanden ist, muß der Algorithmus den Zugriff u¨ber eine ungu¨ltige
Referenz (Nullreferenz, Def. 6 auf S. 40, z.B. null-pointer) abfragen und verhindern.
Die erste Anforderung besagt, daß der verteilte Graph stets so mit sich u¨berlappenden Objektko-
pien angereichert werden muß, daß der Graph nicht in unzusammenha¨ngende Teilgraphen zerbricht.
Besteht der globale Graph z.B. aus Objekten nur eines Typs, deren Topologie u¨ber eine Nachbar-
schaftsrelation definiert ist, muß bei einer Verteilung zweier benachbarter Objekte auf zwei Pro-
zessoren das jeweils andere Objekt ebenfalls lokal vorhanden sein, d.h. beide verteilten Objekte
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bestehen aus mindestens zwei lokalen Objekten. Damit kann die Nachbarschaftsrelation in Form
von lokalen Referenzen eindeutig dargestellt werden. Auf den gesamten Graph u¨bertragen bedeutet
dieses Vorgehen eine ¨Uberlappung der den Prozessoren zugeordneten Teilgebieten der Tiefe 1. In
Anhang C wird eine Methode vorgestellt, um Eigenschaften verteilter Gitter formal zu spezifizieren.
Die zweite Anforderung schließt sich direkt an: falls die Algorithmen, die auf die Datenstruktur des
obigen Beispiels zugreifen, von einem Objekt ausgehend nur Daten der direkt benachbarten Objekte
beno¨tigen, so genu¨gt die ¨Uberlappungstiefe 1 zusammen mit geeigneten Konsistenzoperationen u¨ber
DDD-Interfaces (siehe Abschnitt 5.1.7). Falls jedoch Zugriffe auf die Nachbarobjekte der Nachbar-
objekte erforderlich sind, muß entweder u¨ber zusa¨tzliche lokale Objekte eine ¨Uberlappungstiefe von
zwei Objektreihen erzeugt werden (was erheblichen zusa¨tzlichen Speicherbedarf bedeuten kann)
oder der Algorithmus derart abgea¨ndert werden, daß dieser Zugriff durch eine Abfolge von Zu-
griffen auf direkte Nachbarn und dazwischenliegende Interface-Kommunikationen ersetzt werden
kann. Derartige Entwurfsentscheidungen sind von Kompromissen zwischen Laufzeiteffizienz und
Speicherbedarf gepra¨gt.
5.1.4 Integration mit der Speicherverwaltung
Falls eine bestehende Anwendung parallelisiert werden soll, so wird in der sequentiellen Version
der Speicher fu¨r die Objekte entweder vom Betriebssystem oder von einem anwendungseigenen
Speichermanager angefordert. Damit in der parallelen Version die DDD-Bibliothek die Kontrol-
le u¨ber die verteilten Objekte u¨bernehmen kann, mu¨ssen die Aufrufe zur Allokierung bzw. zur
Freigabe von Objektspeicher durch Aufrufe des DDD-ObjectManagers ersetzt werden (siehe Ab-
schnitt 2.4.1). Obwohl dieser Schritt rein technische Probleme betrifft, ist es doch wichtig, sich
u¨ber Zusta¨ndigkeiten bei der Objektverwaltung klarzuwerden. Je nach Zielsprache der Anwendung
(ANSI C, C++, Fortran) wird die Schnittstelle zwischen Anwendung und DDD-ObjectManager ver-
schieden ausgelegt werden mu¨ssen.
5.1.5 Benutzerdefinierte Handler
Das Konzept der DDD-Handler wurde bereits in Abschnitt 2.4.5 beschrieben; an dieser Stelle des
Parallelisierungsprozesses werden erste Handler fu¨r die angemeldeten DDD-Objekte entworfen. Fu¨r
alle Details zu diesen benutzerdefinierten Funktionen wird auf [19] verwiesen.
5.1.6 Lastbalancierung und -transfer
Nach der Bereitstellung der no¨tigsten Handler-Funktionen und der Anbindung an den DDD-
ObjectManager kann ein lokaler Graph auf einem Prozessor kreiert werden. Um diesen auf alle
Prozessoren zu verteilen, ist es zuna¨chst no¨tig, den lokal gespeicherten Graph mit einem Lastbalan-
cierungsverfahren mit Partitionsnummern zu versehen, um ihn im Anschluß tatsa¨chlich auf die ande-
ren Prozessoren verteilen zu ko¨nnen. Der Zusammenhang zwischen der Lastbalancierungsstrategie
und einer DDD-Anwendung wurde bereits in einem fru¨heren Kapitel beschrieben (Abschnitt 2.2).
Die Lastbalancierungsstrategie ist nicht in DDD enthalten und muß durch ein externes Werkzeug
oder eine speziell auf die Anwendung zugeschnittene Strategie verwirklicht werden.
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Als Eingabedaten fu¨r den Lastbalancierer wird man im allgemeinen nicht Objekte aller DDD-Typen
heranziehen, sondern auf die Objekte eines zentralen DDD-Typs zuru¨ckgreifen. In einem durch
Dreiecke, Kanten und Knoten repra¨sentierten, zweidimensionalen Gitter werden Kanten und Kno-
ten fu¨r die Lastbalancierung ungeeignet sein; stattdessen verwendet man die Dreieckselemente zu-
sammen mit ihrer Nachbarschaftsrelation und/oder ihrem geometrischen Schwerpunkt im Problem-
gebiet (siehe Abschnitt 4.5). Diese Auswahl ist anwendungsabha¨ngig und muß von Fall zu Fall
entschieden werden.
Wurden die lokalen Objekte eines bestimmten Typs mit ihrer neuen Prozessornummer markiert,
dann ko¨nnen diese durch DDD XferCopyObj()-Kommandos des DDD-Transfermoduls auf andere
Prozessoren migriert werden. Die lokalen Objekte anderer Typen werden durch Handlerfunktionen
verschickt, welche die Abha¨ngigkeiten von den ersteren lokalen Objekten ausdru¨cken (z.B. mu¨ssen
zu jedem Dreieck in obigem Szenario jeweils dessen Kanten und Knoten mitverschickt werden).
Die ¨Uberlappung der Teilgraphen, die in Abschnitt 5.1.3 entworfen wurde, muß durch geeignete
zusa¨tzliche Transferkommandos erzeugt werden.
Liegt vor dem Lastbalancierungsschritt bereits ein verteilter Graph vor, so sind zusa¨tzliche Probleme
zu beru¨cksichtigen:
 Entweder muß die Lastbalancierungsstrategie verteilt arbeiten ko¨nnen oder ihre Eingabedaten
mu¨ssen auf einem Prozessor gesammelt werden. Damit im letzteren Fall kein sequentieller
Engpaß entsteht, mu¨ssen die Daten vor der Konzentration auf einem Prozessor geeignet kom-
primiert werden, z.B. durch Methoden zur Cluster-Bildung (vgl. [10, 93]).
 Der existierende verteilte Graph war bereits konsistent im Sinn von Abschnitt 5.1.3, er enthielt
also bereits die dort definierte ¨Uberlappung der einzelnen Teilgraphen. Bei der Umverteilung
muß nun nicht nur eine neue ¨Uberlappung berechnet, sondern die alte ¨Uberlappung entfernt
werden. Dies kann nicht in getrennten, aufeinanderfolgenden Schritten geschehen, weil sonst
der Graph nach Entfernung der alten ¨Uberlappung auseinanderbrechen wu¨rde. Damit keine
Referenzen verlorengehen, muß also die Abbildung von der alten auf die neue ¨Uberlappung
gleichzeitig erfolgen (vgl. Abschnitt 2.3.5).
5.1.7 Synchronisation und Konsistenz
Basierend auf dem Verteilungsentwurf (Abschnitt 5.1.3) und dem benutzerdefinierten Konsi-
stenzprotokoll (Abschnitt 2.3.8) werden nun Synchronisationspunkte ins parallele Programm ein-
gefu¨hrt, die Konsistenz an den Stellen garantieren, wo dies beno¨tigt wird. Dazu wird das DDD-
Interfacemodul verwendet, da jeder Synchronisation ein vorher definiertes Interface zugrundeliegt.
DDD-Interfaces existieren nur in Bereichen des Graphen, wo verteilte Objekte vorhanden sind,
d.h. in den ¨Uberlappungsbereichen der verschiedenen Partitionen. Kommunikation der Prozessoren
erscheint dort auch sinnvoll, um berechnete Daten u¨ber das Gesamtsystem zu verbreiten. Es ob-
liegt dem DDD-Benutzer, nach Berechnungsphasen solche Kommunikationen zum Konsistentma-
chen der Daten anzustoßen, indem er einfache DDD-Interfacefunktionen ins sequentielle Programm
einfu¨gt (siehe Abschnitt 2.4.2). Kann dies an zentraler Stelle geschehen, so ist eine transparente
Parallelisierung vieler iterativer Anwendungen mo¨glich.
122 Anwendungsbeispiele
5.1.8 Parallele Ein-/Ausgabe
Ein großer, wa¨hrend einer parallelen Berechnung erzeugter Graph kann mit seinen gesamten Daten
nicht mehr problemlos auf eine Datei ausgegeben werden; die erforderliche Synchronisation der
beteiligten Prozessoren wu¨rde einen ernsten sequentiellen Flaschenhals darstellen. Stattdessen wird
man die Dateiausgabe so auslegen, daß jeder Prozessor seinen Teil des Graphen auf eine separate Da-
tei ausgibt; sofern das Betriebssystem diese Operation effizient anbietet, kann man mit dieser Tech-
nik wa¨hrend der Laufzeit ohne Verlust der Parallelita¨t Dateiausgaben erzeugen (z.B. zur Erzeugung
von checkpoints, die ein spa¨teres Wiederaufsetzen einer langwierigen Berechnung ermo¨glichen).
Beim Einlesen dieser Dateien (eine Datei pro Prozessor) wird der verteilte Graph zuna¨chst als Menge
von lokalen Graphen ohne weitere Kopplung/ ¨Uberlappung vorliegen. Diese Kopplung muß erst
durch Kommunikation der Prozessoren aufgebaut werden, wozu sich die Funktionalita¨t des DDD-
Identifymoduls in Form der Identifizierung von am Prozessorrand liegenden Objekten anbietet. Ein
derartiges Anwendungsbeispiel ist in Abschnitt 5.2.6 beschrieben.
Auf jeder einzelnen Parallelrechnerarchitektur werden eine oder mehrere spezifische Methoden
zur parallelen Ein- und Ausgabe von Daten angeboten; diese Lo¨sungen bieten zwar oft effiziente
Durchsatzwerte, sind aber im allgemeinen bisher nicht portabel und somit im hier beschriebenen
Kontext nicht zufriedenstellend. Ansa¨tze zu portablen Ein-/Ausgabeschnittstellen bestehen zwar
bereits oder werden derzeit entwickelt (z.B. MPI-2-I/O [109], Scalable I/O Initiative [130], Passi-
on [116], auch [108]), wegen der rasanten Entwicklung neuer Parallelrechnerhardware wurde aber
die erwu¨nschte Generalita¨t im Bereich des parallelen I/O noch nicht erreicht. Nicht nur im Passion-
Projekt [116] wurde die Schlußfolgerung gezogen, die Funktionalita¨t zum parallelen I/O auf Anwen-
dungsebene anzusiedeln; auch in DDD-basierten Anwendungen empfiehlt sich diese Vorgehenswei-
se.
5.1.9 Dynamische Vera¨nderungen der Datenbasis
Neben der Lastbalancierung gibt es oftmals andere Aspekte eines parallelen Programms, die ei-
ne ¨Anderung der Datentopologie beinhalten. Ein wichtiges Beispiel ist die Gitterverfeinerung/-
vergro¨berung bei adaptiven numerischen Verfahren. DDD unterstu¨tzt deren Parallelisierung durch
seine Identifikations- bzw. Transferfunktionen. Beispiele zur Implementierung von verteilten Git-
terverfeinerungsmechanismen sind in den Abschnitten 5.2.5 und 5.3.3 beschrieben.
Auf Basis der atomaren DDD-Transferkommandos sind beliebige Kommunikationsvorga¨nge imple-
mentierbar; je nach Anwendung kann somit eine individuelle Lo¨sung erstellt werden. Neben den
typischen Anwendungen von Lo¨sungsverfahren fu¨r partielle Differentialgleichungen auf unstruktu-
rierten Gittern sind andere Anwendungsbereiche vorstellbar, in denen Teile der Datentopologie erst
zur Laufzeit entstehen; ein Beispiel fu¨r eine solche Spezialanforderung stellt die Parallelisierung
eines Delauney-Triangulierers auf der Basis von DDD dar (siehe S. 117).
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Dieser Abschnitt beschreibt die erste Anwendung des DDD-Konzepts im Rahmen eines Software-
projekts von realistischen Ausmaßen. Das gewa¨hlte numerische Verfahren stellt durch die Komple-
xita¨t und Dynamik seiner Datenstrukturen hohe Anforderungen an die Parallelisierungsschnittstelle;
daru¨berhinaus soll die Eignung des DDD-Konzepts im objektorientierten Kontext u¨berpru¨ft werden.
5.2.1 Das sequentielle Programm
Die Ausgangsbasis fu¨r die Parallelisierung ist die sequentielle Implementierung eines numerischen
Lo¨sungsverfahrens fu¨r partielle Differentialgleichungen, welches den Kern des am Rechenzentrum
Universita¨t Stuttgart (RUS) lokalisierten Projekts CEQ (Conservation EQuation) darstellt [67]. Im
Zentrum steht dabei die Entwicklung eines dimensionsunabha¨ngigen Finite-Volumen-Verfahrens
zuna¨chst zur Lo¨sung der Euler-Gleichung (mit cell-centered Diskretisierung und expliziter Zeitin-
tegration), dessen Problemgitter aus beliebigen Polygonen bzw. Polyedern zusammengesetzt ist.
Wegen der Komplexita¨t der dazu erforderlichen Datenstrukturen gehen mit der Entwicklung des
Verfahrens selbst zwei Teilprojekte zur Parallelisierung (basierend auf der hier vorgestellten Arbeit)
sowie zur Visualisierung von Daten und Prozessen auf Gittern beliebiger Elemente [131] einher.
Die Zielsetzung des CEQ-Projekts ist die Integration von Gittergenerierung und
Stro¨mungssimulation und schließlich des gesamten Entwicklungszyklus, ausgehend vom CAD-
Entwurf. Gerade im industriellen Rahmen ist dieser Ansatz ho¨chst relevant: die Gittergenerierung
hat bislang am gesamten Zeitaufwand einer Simulation einen unangemessen hohen Anteil. Damit
die mittels CAD erzeugte Geometrie direkt als Ausgangspunkt der Simulation dienen kann, wurde
ein adaptives Finite-Volumen-Verfahren entwickelt, das sich von einigen wenigen Elementen
(bzw. Kontrollvolumen) ausgehend durch dynamische Verfeinerung an kritischen Stellen im
Problemgebiet immer feinere Gitter schafft. Dabei werden beliebige Elemente zugelassen, sogar
nicht-konvexe und mehrfach zusammenha¨ngende Polygone bzw. Polyeder.
Fu¨r die lokale Gitteradaption sind Fehlerkriterien no¨tig, die das gegebene Gitter an den notwendigen
Stellen zur Verfeinerung markieren; da die Verfeinerung selbst in Form der Teilung eines Elements
durch eine Schnittgerade bzw. Schnittebene durchgefu¨hrt wird, mu¨ssen neben den Markierungen
auch Verfeinerungsrichtungen fu¨r die markierten Elemente bestimmt werden. Zur Vermeidung von
kurzen Kantenstu¨cken bzw. zu kleinen Polyederseiten kann der Schnittebene eine Dicke zugeordnet
werden; falls der Abstand der Ebene von einem Gitterpunkt innerhalb dieser Toleranz liegt, wird die
Ebene so verbogen, daß sie direkt auf dem Gitterpunkt zu liegen kommt. Durch dieses Verfahren
verbessern sich zwar Eigenschaften des Gitters, gleichzeitig kann nun jedoch die Bearbeitungsrei-
henfolge der Elementverfeinerung eine Rolle fu¨r die Gittergeometrie spielen.
Die sequentielle Implementierung erfolgte in der Programmiersprache C++ nach einem streng ob-
jektorientierten Konzept. Dies ermo¨glichte eine klare Abgrenzung der geometrischen von den nu-
merischen Programmteilen. In Abb. 5.1 sind die beiden zugrundeliegenden Klassenhierarchien
dargestellt. Die geometrischen Begriffe Node, Edge, Face und Cell werden von der Basisklasse
GeometricObject abgeleitet und sind paarweise durch Konnektivita¨tsrelationen verknu¨pft. In der
Basisklasse ist z.B. der geometrische Schwerpunkt des Objekts gespeichert, bei Objekten vom Typ
124 Anwendungsbeispiele
3d3d
2d2d
GeometricObject
Face CellEdgeNode
Side Element
NumericObject
Abbildung 5.1: Objektorientierte Datenstrukturen zur Trennung von Geometrie und Numerik in
CEQ durch Ableitung von getrennten Basisklassen NumericObject und GeometricObject. Waage-
rechte Doppelpfeile stellen die Gittertopologie-Information in Form von Konnektivita¨tsrelationen
dar. Je nach Problemdimension werden zur Kompilierzeit entweder die 2d- oder die 3d-Beziehungen
hergestellt.
Node ist dies die geometrische Position im Problemgebiet. Kanten (Edge-Objekte) verweisen auf
beide Knoten (Node-Objekte), die Knoten jeweils auf alle angrenzenden Kanten usw., die Topolo-
gie wird also vollsta¨ndig repra¨sentiert. Analog wird mit den numerischen Begriffen verfahren, hier
definiert man also die abgeleiteten Klassen Side und Element nach Finite-Volumen-Terminologie.
Die Verknu¨pfung des geometriebezogenen und des numerischen Programmteils findet zur Kompi-
lierzeit statt; je nach Problemdimension entsteht so automatisch das passende Programm, wobei
folgende Verknu¨pfungen hergestellt werden:
Problem Side verknu¨pft mit Element verknu¨pft mit
1-dim. Node Edge
2-dim. Edge Face
3-dim. Face Cell
Damit kann der numerische Teil des Programms komplett dimensionsunabha¨ngig gehalten werden;
nur durch obige Verknu¨pfung setzt er auf definierte Weise auf der Geometrie bzw. Gittertopologie
auf. Auf a¨hnliche Weise werden die Konnektivita¨tsinformationen (waagerechte Pfeile in Abb. 5.1)
implementiert: zuna¨chst werden nur Up- und Down-Relationen unterschieden, durch Parametrisie-
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rung mit den geometrischen Klassen erha¨lt man schließlich die Konnektivita¨tsrelationen auf den
verschiedenen Ebenen (Node$Edge, Edge$Face und Face$Cell).
An den geometrischen Ra¨ndern des Problemgebiets ist die Repra¨sentation von speziellen Randinfor-
mationen no¨tig (z.B. Randbedingungen, Geometrie). Diese wird in CEQ nicht in den Side-Objekten
gespeichert, die direkt auf dem Gebietsrand liegen, sondern in speziellen Randelementen. Diese lie-
gen zwar selbst logisch im ¨Außeren des Problemgebiets, sind aber u¨ber eine Konnektivita¨tsrelation
mit dem benachbarten Side-Objekt und daher mit dem Inneren des Gebiets verknu¨pft. Es ist also
stets sichergestellt, daß ein Element des Gitters u¨ber jedes seiner Seiten ein Nachbarelement besitzt,
wobei dieses entweder ein innerer Nachbar (d.h. ein normales Element-Objekt) oder ein solcher
Randelement-Nachbar sein kann.
Im numerischen Teil des Programms gliedert sich der Ablauf einer adaptiven Simulation in die sich
abwechselnden Phasen
 Simulation auf aktuellem Gitter und
 adaptive Verfeinerung.
Dieser Zyklus wird wiederholt, bis die gewu¨nschte Genauigkeit der Lo¨sung erreicht ist. Die Simu-
lation setzt sich dabei aus einer Folge von Iterationen zusammen, in welchen folgende Schritte der
Reihe nach ausgefu¨hrt werden:
1. Berechnung der Flußintegrale
2. Aktualisierung der Elementzusta¨nde
3. Berechnung der Gradienten auf den Elementen
4. evtl. Limiting auf Seiten und/oder Elementen
5. Aktualisierung der Ausflußra¨nder
6. Neuberechnung der Flu¨sse
7. Bestimmung der Zeitschrittweite
5.2.2 Architektur des parallelen Programms
Der Aufbau des parallelen Programms stimmt mit der in Abschnitt 2.1 beschriebenen allgemei-
nen Struktur u¨berein [23, 65]. Das sequentielle Programm aus dem vorigen Abschnitt wurde u¨ber
neu entwickelte Schnittstellenfunktionen bzw. -klassen an die Schnittstelle der DDD-Bibliothek an-
gebunden. Die DDD-Bibliothek setzt wiederum auf dem CEQ-Speichermanager auf, so daß eine
Gesamtstruktur wie in Abb. 2.1 (S. 34) dargestellt entsteht.
Da die CEQ-Software als objektorientiertes C++-Programm entwickelt wurde, die DDD-Bibliothek
jedoch eine reine ANSI C-Schnittstelle bietet, wurden einige Klassen entworfen, die sowohl die
Funktionalita¨t der DDD-Bibliothek als auch die Schnittstelle Anwendung/DDD kapseln sollen und
so eine klare Strukturierung auf Codeebene erzielen. Die wichtigsten dieser Klassen sind:
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GeometricObject
Node CellEdge Face
ParallelObject
Abbildung 5.2: Zusa¨tzliche Vereinfachung der Parallelisierung durch objektorientierte Datenstruk-
turen. Die Klasse ParallelObject kapselt alle Eigenschaften von DDD-Objekten.
DDDLibrary. Diese Klasse kapselt alle globalen (d.h. nicht objektbezogenen) Funktionen der
DDD-Bibliothek; außerdem entha¨lt sie die fu¨r die parallele CEQ-Version no¨tigen DDD-
Interfaces und anwendungsbezogene Kommunikationsoperationen. In der Implementierung
dieser Klasse sind ebenfalls die Anmeldung von DDD-Typen der vorkommenden Anwen-
dungsklassen als auch die Registrierung der benutzerdefinierten Handlerfunktionen verbor-
gen. Die Klasse DDDLibrary stellt somit die DDD-Bibliothek samt der Anwendungsschnitt-
stelle dar.
ParallelObject. Diese Klasse kapselt alle objektbezogenen Funktionen der DDD-Bibliothek, die
Implementierung der Handlerfunktionen fu¨r die verschiedenen DDD-Typen, mo¨gliche Prio-
rita¨ten der vorkommenden DDD-Objekte, und zusa¨tzlich notwendige Daten jedes verteilten
Objekts. Die Klasse ParallelObject stellt somit ein DDD-Objekt samt seiner Anwendungs-
schnittstelle dar (siehe auch Abs. 5.2.3).
LoadBalancer. Wie in Abschnitt 2.2 dargestellt, ist der Lastbalancierungsalgorithmus weder Be-
standteil von DDD noch des Anwendungsprogramms. Aus diesem Grund wurde eine eigene
Klasse geschaffen, die alle Funktionen der verschiedenen Lastbalancierungsstrategien entha¨lt.
Die Funktionalita¨t dieser Klasse wird in Abschnitt 5.2.4 na¨her beschrieben.
5.2.3 Datenstrukturen und ihre Abbildung auf den verteilten Graph
Zur Parallelisierung wurde eine Analyse des sequentiellen Programms gema¨ß den Abschnitten 5.1.2
und 5.1.3 durchgefu¨hrt. Da der zu verteilende Graph rein durch die geometrischen Klassen re-
pra¨sentiert wird, ist es ausreichend, zuna¨chst nur diese zu betrachten. Jedes geometrische Objekt
soll als verteiltes Objekt vorliegen ko¨nnen; dieser Zusammenhang kann nun einfach durch Ableitung
der Klasse GeometricObject von der oben beschriebenen Basisklasse ParallelObject implementiert
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Element (Ghost)
Element (Ghost)
Side (verteilt)
P2
P1
Abbildung 5.3: ¨Uberlappungsstrategie der CEQ-Datenstrukturen am zweidimensionalen Beispiel.
Im Bereich des Gitters an der Grenze zweier Prozessoren P1 und P2 entsteht eine ¨Uberlappung
von einer Elementreihe. Elemente haben entweder Master-Priorita¨t (ausgefu¨llt) oder (als Kopie)
Ghost-Priorita¨t. Dazwischenliegende Elementseiten (Side) werden doppelt gespeichert.
werden. Diese Vorgehensweise ist elegant, denn große Teile des sequentiellen Codes ko¨nnen nun
unvera¨ndert wiederverwendet werden. Abb. 5.2 zeigt den Zusammenhang schematisch.
Damit sind nun auch die numerischen Klassen Element und Side DDD-Objekte und ko¨nnen verteilt
gespeichert werden. Die Analyse der Datenzugriffe im numerischen Teil des Programms ergibt:
 Gradienten werden im Element gespeichert, zur Neuberechnung muß auf die Elementseiten
zugegriffen werden.
 Flu¨sse werden in den Elementseiten gespeichert, zur Neuberechnung muß auf die Gradienten
der beiden benachbarten Elemente zugegriffen werden.
Damit diese Datenzugriffe weiterhin prozessorlokal stattfinden ko¨nnen, mu¨ssen auf einem Prozes-
sor zu jedem Element auch alle Seiten gespeichert werden und zu jeder dieser Seiten wiederum
die beiden angrenzenden Elemente. Liegt die Seite jedoch auf der Grenze zwischen zwei Partitio-
nen, so werden vom außerhalb liegenden Element nur diese Seite (und evtl. andere seiner Seiten auf
Partitionsgrenzen) und alle numerischen Daten gespeichert (Abb. 5.3). Damit gibt es von jedem Ele-
ment genau eine sog. Master-Kopie (d.h. ein lokales Objekt mit Priorita¨t Master) und beliebig viele
sog. Ghost-Kopien (d.h. lokale Objekte mit Priorita¨t Ghost). Die Seiten (Side-Objekte) an der Pro-
zessorgrenze werden stets doppelt gespeichert, fu¨r beide benachbarten Prozessoren je einmal. Diese
¨Uberlappungsstrategie wurde auf den numerischen Begriffen definiert und ist somit unabha¨ngig von
der Problemdimension. Eine formale Spezifikation dieser ¨Uberlappungsstrategie ist der Regelsatz
1-OVPE aus Anhang C.
5.2.4 Lastbalancierung und Lasttransfer
Strategie der Lastbalancierung
Da die Objekte der numerischen Element-Klasse eine vollsta¨ndige ¨Uberdeckung des Problemgebiets
darstellen und die Rechenarbeit pro Prozessor in etwa proportional zur Anzahl seiner Elemente ist,
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wurden eben diese Elemente als Grundlage der Lastbalancierungsstrategie herangezogen. In An-
betracht des hohen Speicherbedarfs pro Gitterelement wird die Anzahl der Elemente im Gitter im
wesentlichen durch den verfu¨gbaren Hauptspeicher beschra¨nkt sein; deshalb konnte zuna¨chst von ei-
ner verteilten Lastbalancierungsstrategie Abstand genommen werden. Stattdessen wurde innerhalb
der Klasse LoadBalancer folgende Vorgehensweise implementiert:
1. Einsammeln aller Daten auf einem Prozessor, die zur Durchfu¨hrung der Lastbalancierungs-
strategie notwendig sind
2. Aufrufen einer Lastbalancierungsstrategie
3. Verteilen der neuen Partitionsnummern an alle anderen Prozessoren
4. Durchfu¨hren des Lasttransfers mit Hilfe des DDD-Transfermoduls
Das vorherige Einsammeln der Daten und das Austeilen der Partitionierungsinformationen geschieht
effizient auf der Baum-Kommunikationsstruktur, die durch die PPIF-Schicht im Prozessorgraph
bereitgestellt wird (siehe Anhang A.1). Als Lastbalancierungsstrategie in Schritt 2 wurden zwei
Ansa¨tze exemplarisch ausgefu¨hrt; beides sind zentrale, quasistatische Verfahren (vgl. Abschnitt 2.2):
Rekursive Koordinatenbisektion (RCB). Zur Anwendung dieses einfachen Verfahrens mu¨ssen
die Schwerpunktkoordinaten aller Elemente gesammelt werden. Diese Variante dient als Bei-
spiel fu¨r die Anbindung eigener Lastbalancierungsverfahren an DDD-basierte Anwendungen.
Metis. Innerhalb der LoadBalancer-Klasse wurde eine Schnittstelle zur Metis-Bibliothek geschaf-
fen [83]. Dazu mu¨ssen Metis topologische Informationen in Form eines Graphen zur
Verfu¨gung gestellt werden; im Fall von CEQ bedeutet dies, den Nachbarschaftsgraph der
Elemente aus dem verteilten Gitter zu erzeugen und auf einem Prozessor (auf dem danach
Metis gestartet wird) zu versammeln. Diese Variante zeigt die Anbindung fertiger Pakete zur
Lastbalancierung an DDD-basierte Anwendungen.
Lasttransfer mittels DDD-Funktionen
Von der LoadBalancer-Klasse wird jedem Element oe die neue Partition dest(oe) mitgeteilt; danach
wird das DDD-Transfermodul benutzt, um die Verteilung des Gitters zu a¨ndern. An dieser Stelle
wird die im letzten Abschnitt beschriebene ¨Uberlappungsstrategie erzeugt, gleichzeitig muß eine
vorher bereits vorhandene Gitteru¨berlappung entfernt werden. Der in Abb. 5.4 schematisch darge-
stellte Algorithmus leistet dies. Dabei wird nur auf die Element-Objekte eingegangen, Side-Objekte
werden im Programm jedoch gleichzeitig behandelt.
Der Algorithmus in Abb. 5.4 hat zwei Vorverarbeitungsschritte: zuna¨chst wird ein DDD-Interface
zwischen Master- und Ghost-Objekten verwendet, um den Ghost-Elementen die neue Partition der
zugeho¨rigen Master-Elemente mitzuteilen. Im zweiten Schritt wird u¨ber dasselbe Interface ein co-
diertes Kommando geschickt, das dem Ghost-Element mitteilt, ob es in der neuen Partitionierung
noch beno¨tigt oder gar zu einem Master-Element befo¨rdert wird.
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¨Uber das DDD-Interface Master* Ghost (DDD IFOneway()):
Informiere Ghost-Element u¨ber neue Partition des Master-Elements
¨Uber das DDD-Interface Master* Ghost (DDD IFOneway()):
Z
Z
Z
Z
J
Ist Ghost-Kopie in neuer Verteilung unno¨tig?




N
Markiere Ghost-Kopie mit Remove
DDD XferBegin()
Fu¨r alle Master-Elemente oe im alten Gitter:
Z
Z
Z
Z
J
Ist dest(oe) anderer Prozessor?




N
Sende oe an neue Partition dest(oe), mit Priorita¨t Master
Markiere oe mit Remove
Fu¨r alle Randelement-Nachbarn nbb(oe) von oe:
Sende nbb(oe) an dest(oe), mit Priorita¨t Master
Fu¨r alle inneren Nachbarn nbi(oe) von oe:
Z
Z
Z
Z
J
Gilt dest(nbi(oe)) 6= dest(oe) ?




N
Z
Z
Z
Z
J
Ist dest(nbi(oe)) anderer Prozessor?




N
Sende oe an dest(nbi(oe)), mit
Priorita¨t Ghost
Lo¨sche bei oe die
Remove-Markierung
Lo¨sche Elemente mit Remove-Markierung (DDD XferDeleteObj())
DDD XferEnd()
Abbildung 5.4: Algorithmus zum Lasttransfer in CEQ. Sowohl das Senden von Elementen (mit-
tels DDD XferCopyObj()) als auch das Lo¨schen von Elementen (mittels DDD XferDeleteObj())
werden zuna¨chst von DDD aufgezeichnet und erst in DDD XferEnd() ausgefu¨hrt.
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Im eigentlichen Transferschritt setzen nur Master-Elemente DDD XferCopyObj()- und
DDD XferDeleteObj()-Kommandos ab, es ist also fu¨r die Neuverteilung jedes verteilten Element-
objekts stets der Prozessor verantwortlich, welcher in der alten Verteilung die Kopie mit Master-
Priorita¨t besitzt. Die Remove-Markierung wird zuna¨chst gesetzt, falls ein Element lokal u¨berflu¨ssig
wird; spa¨ter kann diese Markierung jedoch wieder entfernt werden, falls dieses Element in der neuen
Verteilung als Ghost-Element beno¨tigt wird.
Durch den Lasttransfer a¨ndern sich die Gitterverteilung, die Gitteru¨berlappung und damit auch
sa¨mtliche definierten DDD-Interfaces. Die Funktion DDD XferEnd() stellt jedoch selbsta¨ndig kon-
sistente Interfaces her, so daß dieser komplizierte Aspekt in der DDD-Bibliothek versteckt bleibt
und nicht die Anwendung unno¨tig mit technischen Details anreichert.
Konnektivita¨tsrelationen als DDD-Datenobjekte
Zur Repra¨sentation von Referenzen zwischen Objekten stehen unterschiedliche Mo¨glichkeiten zur
Verfu¨gung; in der bisherigen Arbeit wurden hauptsa¨chlich einfache Implementierungen der Re-
ferenzen zugrundegelegt, z.B. pointer in ANSI C (d.h. Speicheradressen). Im CEQ-Lo¨ser je-
doch wurden Referenzen in Form einer eigenen Klassenhierarchie implementiert, die in abstrak-
ter Weise die Konnektivita¨tsrelation (S. 124) zwischen den verschiedenen Objekttypen implemen-
tiert. Jedes geometrische Objekt in CEQ speichert also eine Liste der Aufwa¨rts- und eine Liste
der Abwa¨rtskonnektivita¨ten (vgl. Abb. 5.1). Jedes dieser Konnektivita¨tsobjekte entha¨lt lediglich die
Speicheradresse (also wiederum den C-pointer) des referenzierten Objekts und minimale Kontroll-
information.
Wu¨rde man nun die Konnektivita¨tsobjekte als DDD-Objekte darstellen, ha¨tte jede einzelne Referenz
den Speicheroverhead der DDD HEADER-Struktur (vgl. Abschnitt 3.1.1). Dies wa¨re nicht tragbar,
da die im sequentiellen Programm sehr kleinen Konnektivita¨tsobjekte in hoher Zahl auftreten. In
diesem Fall ist der Einsatz von bei DDD registrierten Datenobjekten sehr sinnvoll, da diese kei-
nen zusa¨tzlichen DDD HEADER und damit auch keinen Speicheroverhead erhalten. Referenzen von
diesen Objekten auf DDD-Objekte ko¨nnen jedoch aufgelo¨st werden (Abschnitt 2.4.1).
Beim Transfer von Elementen und davon abha¨ngigen geometrischen Objekten muß nun jeweils
Aufwa¨rts- und Abwa¨rtskonnektivita¨t zusa¨tzlich verpackt und auf der Empfa¨ngerseite neu etabliert
werden. Dies ist mit dem DDD-Transferkommando DDD XferAddData() mo¨glich (vgl. Abschnit-
te 2.4.3, 3.4.3). Dem Objekt werden beim Transfer also zwei Datenobjekttabellen zugeordnet, in
denen die Konnektivita¨tslisten gespeichert werden. Auf Senderseite muß ein benutzerdefinierter
Handler die Konnektivita¨tslisten in die Datenobjekttabellen fu¨llen; auf der Empfa¨ngerseite muß ein
entsprechender Handler die Datenobjekttabellen auspacken und deren Inhalt mit eventuell bestehen-
den Konnektivita¨tslisten vereinigen.
5.2.5 Parallele Gitterverfeinerung
Beim Prozeß der Gitterverfeinerung werden zuna¨chst Elemente abha¨ngig von einem Fehlerkrite-
rium zur Verfeinerung markiert, zusa¨tzlich werden Schnittebenen (bzw. -geraden) festgelegt, die
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Abbildung 5.5: Zwei Fa¨lle der Gitterverfeinerung in CEQ am zweidimensionalen Beispiel. Jeweils
wird Element o1 auf Prozessor P1 zur Verfeinerung markiert; da eine Ghost-Kopie o2 auf Prozes-
sor P2 existiert, muß diese angepaßt bzw. erweitert werden. Die Prozessorgrenze ist durch einen
grauen Balken dargestellt. Die Master-Elemente sind mit durchgezogenen, ihre Ghost-Kopien mit
gestrichelten Linien dargestellt.
die Verfeinerungsrichtung bestimmen. In einem zweiten Schritt werden alle markierten Elemen-
te tatsa¨chlich in zwei kleinere Elemente geteilt (Abschnitt 5.2.1). Im parallelen Fall muß zusa¨tzlich
dafu¨r Sorge getragen werden, nach der Gitterverfeinerung erneut die in Abschnitt 5.2.3 beschriebene
konsistente ¨Uberlappung der Elemente zu erhalten. Im Inneren jeder Partition ist dies unproblema-
tisch, da sowieso keine ¨Uberlappung existiert. Im ¨Uberlappungsbereich mu¨ssen jedoch ggf. alte
Ghost-Elemente entfernt und durch neue ersetzt bzw. erga¨nzt werden.
In Abb. 5.5 sind die beiden mo¨glichen Fa¨lle dargestellt. Dabei gibt es vier verteilte Objekte fo1;o2g,
fo3;o4g, fo5;o7g und fo6;o8g (Master-Element jeweils erstgenannt); links ist jeweils die Markie-
rung von o1 samt Verfeinerungsrichtung dargestellt, rechts die konsistente ¨Uberlappungssituation
nach der Verfeinerung. In Fall (a) ist durch die Elementteilung auf Prozessor P1 die Elementseite
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auf der Prozessorgrenze nicht betroffen, daher wird das Ghost-Element o2 nur durch das kleinere
Element o8 ersetzt. Das neu entstandene Element o6 liegt also an der Prozessorgrenze, Element
o5 hingegen im Inneren des Prozessors P1. In Fall (b) wird durch die Elementteilung auf P1 die
Elementseite auf der Prozessorgrenze ebenfalls geteilt; dies hat zur Folge, daß auf P2 zwei Ghost-
Elemente o7 und o8 entstehen mu¨ssen.
Damit es durch die verteilte Ausfu¨hrung der Teilungsoperationen bei gleichzeitiger Teilung benach-
barter Elemente (z.B. Elemente o1 und o3 in Abb. 5.5) nicht zu Kollisionen kommt, wird der ge-
samte Verfeinerungsvorgang durch geeignete Colorierung des Nachbarschaftsgraphen an den Pro-
zessorgrenzen ku¨nstlich in wenige Teilschritte aufgebrochen und somit sequentialisiert (stets ca. 2-4
Phasen). Aus Mengen von Elementen, die paarweise nicht gleichzeitig verfeinert werden du¨rfen,
wird stets nur ein Objekt zur Verfeinerung zugelassen. Nach jeder dieser Iterationen wird das DDD-
Transfermodul eingesetzt, um in einem DDD XferBegin()/DDD XferEnd()-Zyklus die neu ent-
standenen Elemente zusammen mit allen abha¨ngigen Daten (Seiten, Konnektivita¨tslisten etc.) an
die Nachbarprozessoren als Ghost-Kopien zu schicken.
Alle Einzelschritte der Parallelisierungsstrategie fu¨r den Verfeinerungsalgorithmus sind ebenso fu¨r
dreidimensionale Gitter gu¨ltig. Sa¨mtliche Entscheidungen basieren auf den Elementseiten, die bei
jeder Problemdimension stets zwei angrenzende Elemente besitzen.
Zur Vermeidung des iterativen Vorgehens bei der verteilten Gitterverfeinerung ko¨nnte ein Vorver-
arbeitungsschritt eingefu¨hrt werden, der fu¨r zwei Elemente an einer Prozessorgrenze bereits die
genauen Teilungspunkte ermittelt. Dafu¨r gibt es in der zweidimensionalen Version folgende vier
Mo¨glichkeiten (Fall (a) und Fall (b) jeweils aus Abb. 5.5):
1. Die Seite an der Prozessorgrenze wird dreigeteilt (zweimal Fall (b)).
2. Die Seite an der Prozessorgrenze wird zweigeteilt, da der Abstand der beiden Teilungspunkte
kleiner ist als die gewa¨hlte Schnittebenendicke (zweimal Fall (b)).
3. Die Seite an der Prozessorgrenze wird zweigeteilt (ein angrenzendes Element wird nach Fall
(a) und das andere nach Fall (b) geteilt).
4. Die Seite an der Prozessorgrenze wird nicht geteilt (zweimal Fall(a)).
Jede dieser vier Mo¨glichkeiten muß vorab beiden Prozessoren bekannt sein; damit kann jeder Pro-
zessor auch die Teilung der Ghost-Elemente selbst durchfu¨hren. Nach dem einzigen Teilungsschritt
mu¨ssen mit Hilfe des DDD-Identifymoduls die neuen Master- an die neuen Ghost-Elemente an-
gekoppelt werden. Diese Mo¨glichkeit wa¨re weniger aufwendig im Hinblick auf Kommunikation
zwischen den Prozessoren und damit effizienter (die dreidimensionale Version ha¨tte allerdings weit
mehr Fa¨lle zu beru¨cksichtigen). Ein Beispiel fu¨r den Einsatz der DDD-Identifikation im Kontext der
Gitterverfeinerung gibt Abschnitt 5.3.3.
5.2.6 Parallele Ein-/Ausgabe von Gittern
Wa¨hrend einer aufwendigen parallelen Rechnung ist es ratsam, von Zeit zu Zeit Zwischenergebnis-
se auf dem Dateisystem zu sichern, um im Falle eines ungewollten Abbruchs des Rechenvorgangs
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(z.B. beim Ausfall einer Komponente des Parallelrechners) ein Wiederaufsetzen zu ermo¨glichen
(sog. checkpointing). In einer Rechnung auf unstrukturierten, lokal verfeinerten Gittern mu¨ssen
sowohl die Gittertopologie als auch die numerischen Daten gesichert werden, um einen Wiederauf-
setzpunkt zu erzeugen. Die Datenmenge einer großen Simulationsrechnung verbietet es jedoch, alle
Daten auf einem Prozessor zu sammeln und dort sequentiell dem Dateisystem zu u¨bergeben; dieser
sequentielle Flaschenhals wu¨rde die Effizienz des gesamten parallelen Verfahrens vernichten.
In der Parallelisierung des CEQ-Verfahrens wurde eine prozessorweise Methode zum Schreiben und
Lesen von verteilten Gittern (mit ihren numerischen Daten) implementiert. Jeder Prozessor schreibt
sein Teilgitter und die darauf bezogenen numerischen Daten mit standardisierten Betriebssystembe-
fehlen auf je eine Datei. Zusa¨tzlich von diesen bereits in der sequentiellen Version no¨tigen Daten
werden im parallelen Fall zusa¨tzliche Informationen geschrieben, die die Verkopplung der Teilgitter
nach dem Einlesen ermo¨glichen sollen.
Bei der Ausgabe von Gittern wird den Elementseiten an der Grenze zwischen zwei Prozessoren
von diesen jeweils die globale ID und die Prozessornummer des benachbarten Prozessors beigefu¨gt.
Wegen der symmetrischen Situation der Gitteru¨berlappung entstehen fu¨r jede Elementseite, die nicht
im Inneren einer Prozessorpartition liegt, in zwei Dateien zwei symmetrische Eintra¨ge.
Beim Einlesen kann mit dieser Information die Verkopplung der Teilgitter in folgenden Schritten
durchgefu¨hrt werden:
1. Die Elementseiten werden mit Hilfe der alten globalen IDs und der jeweiligen Nach-
barprozessornummer identifiziert. Dazu wird fu¨r jede solche Elementseite einmal
DDD IdentifyNumber() aufgerufen, wobei als Identifikator eben diese alte globale ID dient.
Der Partnerprozessor gibt aus Symmetriegru¨nden ein entsprechendes Kommando. Nach die-
sem Schritt sind alle Elementseiten verknu¨pft.
2. Im gleichen Identifikationsvorgang werden die Ra¨nder der Elementseiten identifiziert. Dies
sind im zweidimensionalen Programm die Eckpunkte (Node-Objekte), im dreidimensionalen
die Kanten (Edge-Objekte). Als erster Einzelidentifikator dient dabei die zu identifizierende
Elementseite selbst, diese Angabe wird erst durch die in Abschnitt 3.3.3 beschriebene Technik
der hierarchischen Identifikation mo¨glich.
Damit die Randobjekte derselben Elementseite vom DDD-Identifymodul unterschieden wer-
den ko¨nnen, muß als zusa¨tzlicher Einzelidentifikator eine lokale Numerierung angegeben wer-
den, z.B. die Kantenorientierung im zweidimensionalen CEQ.
3. In einem abschließenden DDD-Transfervorgang werden fu¨r jede an einer Prozessorgrenze lie-
gende Elementseite durch DDD XferCopyObj() Ghost-Elemente auf benachbarten Prozesso-
ren erzeugt. Nach diesem Schritt ist die verteilte ¨Uberlappungssituation wie in Abschnitt 5.2.3
beschrieben wiederhergestellt.
Unter Verwendung der hierarchischen Identifikation des DDD-Identifymoduls und des DDD-
Transfermoduls kann also ein komplexer Ein-/Ausgabevorgang mit kleinen Erga¨nzungen der Aus-
gabedaten einfach und effizient durchgefu¨hrt werden. Eine weitere, a¨hnliche Anwendung der hier
vorgestellten Identifikationstechnik wird im na¨chsten Beispielprojekt in Abschnitt 5.3.3 beschrie-
ben.
134 Anwendungsbeispiele
Rechengebiet Vergro¨ßerung 1:2.5
Vergro¨ßerung 1:8 Vergro¨ßerung 1:30
Abbildung 5.6: Adaptives Rechengitter und drei Vergro¨ßerungen mit Prozessorgrenzen, fu¨r Si-
mulationszeit t = 0:292. Testfall NACA-0012, 2D-Profil, Anstellwinkel 1:25, Machzahl 0.8. Die
Berechnung erfolgte auf 32 Prozessoren einer Intel Paragon.
5.2.7 Beispiele und Effizienzbetrachtungen
Testbeispiel NACA-0012
Im folgenden Abschnitt sollen die qualitativen und quantitativen Leistungsmerkmale der Parallelver-
sion von CEQ untersucht werden. Dazu wird nun als Beispielsimulation folgender zweidimensiona-
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t = 0:066, Nelem = 1186 t = 0:226, Nelem = 2613
t = 0:276, Nelem = 5073 t = 0:292, Nelem = 11373
Abbildung 5.7: Vier adaptive Rechengitter und die durch Lastverteilung entstehenden Prozessor-
grenzen zu verschiedenen Simulationszeiten (Ausschnitte, Vergro¨ßerung 1:16). Testfall NACA-0012,
2D-Profil, Anstellwinkel 1:25, Machzahl 0.8. Simulation auf 32 Prozessoren einer Intel Paragon.
ler Testfall untersucht: Ein NACA-0012-Profil (Anstellwinkel 1:25) wird von links mit 0.8 Mach
angestro¨mt. Im diskretisierten Problemgebiet wird die reibungsfreie Stro¨mung (Eulergleichung)
berechnet. Zuna¨chst besteht das Rechengitter aus einem Polygon, das Profil wird durch einen inne-
ren Rand repra¨sentiert. Konzeptionell kann ein solcher Datensatz ohne vorherige Gittergenerierung
direkt vom CAD-System importiert werden [66]. Aus dieser Anfangsgeometrie wird automatisch
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durch wenige horizontale und vertikale Gitterteilungen ein Startgitter aus 28 polygonalen Elementen
erzeugt, mit dem die Simulation gestartet wird.
Abb. 5.6 zeigt das diskretisierte Problemgebiet und drei Vergro¨ßerungen am Ende des Simulations-
prozesses. Die Unstetigkeiten der Lo¨sung durch die entstehenden Drucksto¨ße ober- und unterhalb
des Profils wurden durch den adaptiven Gittergenerierungsprozeß detektiert und sind in der detail-
liertesten Vergro¨ßerung (rechts unten in Abb. 5.6) gut zu erkennen. In Abb. 5.7 sind ausschnittweise
vier Zusta¨nde des Gitters zu verschiedenen Simulationszeiten im expliziten Zeitschrittverfahren wie-
dergegeben. Durch den Prozeß der Gitterverfeinerung (und -vergro¨berung [144]) steigt die Zahl der
Kontrollvolumen von Nelem = 28 zu Beginn der Simulation auf Nelem = 11373 Elemente bei Errei-
chen der vorgegebenen Genauigkeit. Diese Entwicklung wird durch geeignete Fehlerschranken und
Schwellwerte im vorgegebenen
”
Ablaufplan“ gesteuert.
Die parallele Rechnung erfolgte auf 32 Prozessoren eines Parallelrechners vom Typ Intel Paragon;
die hervorgehobenen Linien in den Abb. 5.6 und 5.7 stellen die Prozessorgrenzen dar. Die Last-
balancierung wurde unter Verwendung der Metis-Bibliothek [83] durchgefu¨hrt; dadurch entstehen
Prozessorgrenzen mit mo¨glichst wenigen Elementen am Interface. Das ebenfalls einsetzbare Ver-
fahren der rekursiven Koordinatenbisektion (RCB) ergibt tendenziell la¨ngere Interfaces und damit
einen ho¨heren Kommunikationsaufwand.
In Abb. 5.6 erkennt man die Ha¨ufung von Partitionen in der Umgebung des NACA-Profils. Ca. 99%
der Fla¨che des Problemgebiets ist nur einem der Prozessoren zugeordnet, die restlichen 1% Fla¨che
enthalten ca. 97% der Kontrollvolumen und ko¨nnen somit 31 Prozessoren bescha¨ftigen. Im Simula-
tionsablauf (Abb. 5.7) la¨ßt sich erkennen, wie sich die Partitionen durch die dynamische Lastbalan-
cierung (unter Verwendung des DDD-Transfermoduls) mit feiner werdendem Gitter immer mehr in
der unmittelbaren Umgebung des Profils und den Unstetigkeiten der Lo¨sung konzentrieren.
Abb. 5.8 zeigt die Lo¨sung in Form von Isolinien des Drucks. Als du¨nne Linien sind wiederum
die Grenzen der Prozessorpartitionen dargestellt. Die Isolinien sind unstetig, da die nur stu¨ckweise
stetige Repra¨sentation der Lo¨sung in der Finite-Volumen-Diskretisierung exakt visualisiert wird.
Die Lo¨sung zeigt jedoch keine Abha¨ngigkeiten oder Artefakte durch kreuzende Partitionsgrenzen,
an denen wa¨hrend der Simulation die Interface-Kommunikationen stattfinden.
Quantitative Ergebnisse
Fu¨r den oben angegebenen Testfall werden nun noch Ergebnisse aus Rechnungen mit verschiedenen
Prozessoranzahlen P aufgefu¨hrt und diskutiert. Die Zielsetzung des Verfahrens liegt in der transpa-
renten Verfu¨gbarkeit im Rahmen des gesamten Entwicklungszyklus (vgl. Abschnitt 5.2.1). Daher
werden im folgenden keine Werte fu¨r einzelne Bestandteile der Simulation (z.B. einzelne Iteratio-
nen) gemessen, sondern alle Werte auf den gesamten Ablauf bezogen angegeben. Damit der Simu-
lationsvorgang auch auf einem Prozessor sinnvoll durchgefu¨hrt werden kann, wird die Gesamtzahl
von Elementen im Lo¨sungsgitter auf Nelem  3000 Kontrollvolumen beschra¨nkt.
Die wichtigsten Resultate sind in Tabelle 5.1 zusammengefaßt. Die Tabelle ist dreiteilig: im er-
sten Teil werden Laufzeiten, im Mittelteil statistische Zahlen aus CEQ und im unteren Teil DDD-
bezogene Werte angegeben. Die Gesamtlaufzeit Tall (in [sec]) beinhaltet alle Vorga¨nge vom Start des
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Abbildung 5.8: Isolinien des Drucks mit Prozessorgrenzen; Simulationszeit t = 0:292, Ver-
gro¨ßerung 1:30. Die Drucksto¨ße ober- und unterhalb des Profils sind gut erkennbar. Testfall
NACA-0012, 2D-Profil, Anstellwinkel 1:25, Machzahl 0.8. Simulation auf 32 Prozessoren einer
Intel Paragon.
Programms bis zur Terminierung (sog. wallclock time). Daraus la¨ßt sich die Effizienz des parallelen
Programms bei fester Problemgro¨ße durch
E fall(P) =
Tall(1)
PTall(P)
berechnen. Setzt man die in allen DDD-Interfacekommunikationen verbrauchte Zeit zur Gesamtzeit
ins Verha¨ltnis, bekommt man ein Maß fu¨r den Kommunikationsanteil des Programms Ti f=Tall (in
%).
Im Mittelteil der Tabelle ist zuna¨chst die Anzahl der bis zum Erreichen der vorgegebenen Genauig-
keit gerechneten Iterationen (Zeitschritte) NIT angegeben. Dieser Wert und die Gesamtzahl der
Kontrollvolumen zum Schluß der Simulation Nelem sind in den einzelnen La¨ufen nicht exakt gleich,
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Tabelle 5.1: Testfall NACA-0012 auf verschiedenen Prozessorzahlen eines Parallelrechners vom
Typ Intel Paragon.
P 1 2 4 8 16 32
Laufzeiten und Effizienzen
Tall [sec] 15537 8251 4626 2786 1668 982
E fall in % 100 94 84 70 58 49
Ti f=Tall in % 0 5 19 22 40 46
CEQ-Statistik
NIT 9298 9294 9294 9294 9295 9295
Nelem 3001 2922 2895 2855 2851 2877
¯N pelem 3001 1461 723 356 178 89
DDD-Statistik
n¯ob j 16526 8100 3957 1888 1057 525
n¯cpl 0 258 295 271 132 194
cpl
p
X 0 258 304 281 138 216
cpl
p
X =n¯ob j in % 0 3.2 7.6 14.9 13.1 41.1
da die parallele Gitterverfeinerung je nach Lastverteilung minimal unterschiedliche Gitter erzeugt
(siehe Abschnitt 5.2.5). Diese Unterschiede wirken sich wiederum auf die Markierung zur folgen-
den Verfeinerung aus. Die durchschnittliche Anzahl von Elementen pro Prozessor ¯N pelem sinkt mit
steigender Prozessorzahl ab und erreicht fu¨r P = 32 schließlich 89 Elemente.
Aus Sicht der DDD-Bibliothek speichert jeder Prozessor am Ende der Simulation durchschnitt-
lich etwa n¯ob j Objekte; an der Differenz zur Elementzahl ¯N pelem lassen sich die Anzahl der Ghost-
Elemente und die Anzahl von Kanten- bzw. Knoten-Objekten ablesen. Die durchschnittliche Anzahl
von Objekten mit nichtleeren Couplinglisten n¯cpl ist fu¨r P> 2 stets kleiner als die Anzahl von durch-
schnittlichen Interfaceeintra¨gen cplpX , da Objekte an Teilinterfaces zu mehreren Prozessornachbarn
partizipieren ko¨nnen (beim Zusammenstoßen von mehreren Partitionen). Das Verha¨ltnis cplpX =n¯ob j
ermo¨glicht eine Aussage u¨ber den Anteil der Oberfla¨che des Teilgraphen zum logischen Volumen
der Partition.
Durch die feste Problemgro¨ße wird das Verha¨ltnis von Kommunikation zu Rechenaufwand mit
wachsender Prozessoranzahl immer gro¨ßer; dies la¨ßt sich an den Verha¨ltniszahlen Ti f=Tall (Anteil
der Interface-Kommunikation an der Gesamtlaufzeit) und cplpX =n¯ob j (Oberfla¨che zu Volumen der
Partitionen) ablesen. Im Fall von 32 Prozessoren ist schließlich das Verha¨ltnis von Oberfla¨che zu
Volumen ca. 41%, was die Ursache fu¨r erho¨hten Rechenaufwand an der Prozessorgrenze und den
hohen Kommunikationsaufwand von 46% darstellt. Gelingt es, eine große Zahl von Prozessoren mit
einer Simulation angemessener Gro¨ße zu bescha¨ftigen, werden die Anteile fu¨r Interfacekommuni-
kation und Doppelberechnungen an der Gesamtlaufzeit kleiner ausfallen.
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Zusa¨tzlich entha¨lt die Gesamtzeit Tall noch die Laufzeiten fu¨r Lastbalancierung und Lasttransfer so-
wie Synchronisationen zur Bestimmung von globalen Gro¨ßen und Zusta¨nden (z.B. Evaluierung von
Abbruchkriterien). Trotz der Einbeziehung dieser Teilprobleme in die Gesamtbilanz und unange-
messen kleiner Problemgro¨ßen fu¨r hohe Prozessorzahlen wurde fu¨r die Gesamtzeit ein Speedupwert
von fast 16 bei 32 Prozessoren erreicht, was durchaus zufriedenstellend ist. Gleichzeitig mit dem
erreichten Grad an Modularita¨t und Objektorientierung im Design des parallelen Softwareprodukts
CEQ wurde also durch Benutzung des DDD-Modells eine effiziente und portable Implementierung
erreicht.
5.3 Das Simulationswerkzeug UG
Das Simulationswerkzeug UG (Unstructured Grids) zur Lo¨sung von Problemen partieller Differen-
tialgleichungen wird am Institut fu¨r Computeranwendungen III der Universita¨t Stuttgart seit einigen
Jahren entwickelt [13]. Der Funktionsumfang des Pakets wa¨chst sta¨ndig, sein Programmcode be-
steht aus ca. 350.000 Zeilen (Stand Juni 1997). Das UG-Paket verbindet effiziente Techniken zur
Lo¨sung partieller Differentialgleichungen: unstrukturierte Gitter zur Auflo¨sung komplexer Problem-
geometrien, lokal-adaptive Gitterverfeinerung, Mehrgittermethoden zur schnellen Lo¨sung linearer
Gleichungssysteme und nicht zuletzt die Parallelisierung in vollem Funktionsumfang auf Basis des
DDD-Modells. Sowohl die hierarchische Gliederung des sequentiellen UG-Pakets im besonderen
als auch das klare Schichtenmodell von DDD-basierten Anwendungen im allgemeinen unterstu¨tzen
die programmtechnische Bewa¨ltigung der durch die Parallelisierung zusa¨tzlich hinzukommenden
Komplexita¨tsebene.
Abb. 5.9 gibt den Aufbau einer mit dem UG-Paket erstellten Anwendung vereinfacht wieder. Den
Kern des Programms macht das Gittermanager-Subsystem aus, das unstrukturierte Gitter und hier-
archisch aufgebaute Mehrgitter erzeugt und verwaltet. Dabei stehen fu¨r zweidimensionale Gitter
die Elementtypen Dreieck und Viereck, fu¨r dreidimensionale die Elemente Tetraeder, Pyramide,
Prisma und Hexaeder zur Verfu¨gung. Der Gittermanager entha¨lt einen ma¨chtigen Algorithmus zur
Erzeugung von lokal verfeinerten Gitterebenen auf der Basis des bestehenden Mehrgitters sowie zur
selektiven Entfeinerung (also Ru¨cknahme vorheriger Verfeinerungsoperationen) dieser Gitter [94].
Im parallelen Fall setzt der Gittermanager auf der DDD-Bibliothek auf, um verteilte Mehrgitter
bereitzustellen.
Der Gittermanager bildet die Basis fu¨r das Numerik-Subsystem. Dieses entha¨lt zuna¨chst grund-
legende BLAS-Routinen (basic linear algebra [24]), vor allem aber modular gefaßte numeri-
sche Algorithmen von Standard-Gla¨ttungsverfahren u¨ber CG- und Mehrgitterlo¨ser bis hin zum
Lo¨sungsverfahren fu¨r nichtlineare, zeitabha¨ngige partielle Differentialgleichungen. In der paralle-
len Version werden der BLAS-Schicht zusa¨tzliche Routinen hinzugefu¨gt, die u¨ber DDD-Interface-
Aufrufe elementare Kommunikationsfunktionen implementieren. Da diese Routinen dieselbe Ter-
minologie und Parameteru¨bergabekonventionen wie die sequentiellen BLAS-Routinen verwenden,
fu¨gen sie sich nahtlos in das u¨brige Numerik-Subsystem ein. Die numerischen Algorithmen in der
daru¨berliegenden Schicht werden durch Aufrufe der Kommunikationsroutinen erga¨nzt, somit wird
z.B. aus einem sequentiellen Jacobi-Gla¨tter auf dem Parallelrechner automatisch ein Block-Jacobi-
Verfahren mit Kommunikation an den Prozessorgrenzen. Somit ist (zumindest fu¨r den Einsatz von
140 Anwendungsbeispiele
Problemklassenbibliothek
Gittermanager
Applikation
Numerik-Subsystem
DDD-Bibliothek
Abbildung 5.9: Vereinfachtes Schichtenmodell des UG-Pakets.
Standardverfahren) die Parallelisierung von dieser Schicht des Numerik-Subsystems an aufwa¨rts
nahezu transparent gekapselt.
Die verschiedenen Problemklassenbibliotheken setzen auf den Funktionen und Algorithmen des
Numerik-Subsystems auf. Sie ermo¨glichen es, neue Applikationen mit einem Minimum an
zusa¨tzlichem Programmcode zu entwickeln. Eine Vielzahl von Problemklassen-Modulen wurde
entwickelt, z.B. fu¨r Konvektions-Diffusions-Probleme, lineare Elastizita¨t, inkompressible Navier-
Stokes-Gleichungen, Dichte- und Zweiphasenstro¨mung. Da die numerischen Verfahren aus dem
Numerik-Subsystem bereits parallel auf verteilten Gittern zur Verfu¨gung stehen, ko¨nnen Applika-
tionen dieser Problemklassen ohne zusa¨tzlichen Aufwand auf Parallelrechner portiert werden.
5.3.1 Mehrgitter und DDD
Die Abbildung eines einzelnen zwei- bzw. dreidimensionalen Gitters auf das DDD-Graphmodell
erfolgt wie in den Abschnitten 5.1.2 bzw. 5.1.3 beschrieben. ¨Ahnlich wie im CEQ-Beispiel wird
eine Gitteru¨berlappung von einer Elementreihe eingefu¨hrt (vgl. Abschnitt 5.2.3). Zu dieser hori-
zontalen ¨Uberlappung innerhalb eines Gitters kommt beim UG-Gittermanager noch die vertikale
¨Uberlappung zwischen den Gitterebenen, die aus der Forderung entsteht, daß jedes durch Verfeine-
rung entstandene Element prozessorlokal auf sein Vaterelement im na¨chstgro¨beren Gitter oder auf
eine entsprechende Kopie dieses Vaterelements zugreifen ko¨nnen muß. Der genaue Algorithmus
zum Lasttransfer in UG (entsprechend Abb. 5.4 im CEQ-Projekt) soll hier aus Platzgru¨nden nicht
wiedergegeben werden; eine formale Spezifikation der zugrundeliegenden ¨Uberlappungsstrategie
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ergibt sich jedoch durch Kombination der deklarativen Regelsa¨tze MG und 1-OVPE aus Anhang C.
Diese regeln die ¨Uberlappung zwischen Gittern (MG) bzw. innerhalb jedes Gitters (1-OVPE).
Fu¨r die Kommunikationsroutinen des Numerik-Subsystems wird eine gitterebenenweise Kommuni-
kation beno¨tigt. Zu deren Umsetzung wird die von DDD bereitgestellte Objekt-Eigenschaft attr(oˆ)
(Attribut) eines verteilten Objekts oˆ benutzt (Abschnitt 2.3.7). Jedem verteilten Objekt wird als
DDD-Attribut seine Gitterebene im Mehrgitterkontext zugeordnet; natu¨rlich haben alle lokalen Ob-
jekte eines verteilten Objekts dasselbe Attribut. Die Interface-Kommunikationsroutinen ko¨nnen nun
selektiv nach Attribut angesteuert werden; dadurch wird nur auf einzelnen Gittern kommuniziert
(vgl. S. 68).
Neben den normalen Konsistenzroutinen fu¨r verteilte Gitter, die von der Existenz horizontaler
¨Uberlappung herru¨hren, werden im Mehrgitterkontext (d.h. fu¨r die Gittertransfer-Operatoren) eben-
falls Konsistenzroutinen fu¨r vertikale ¨Uberlappungen beno¨tigt. Diese sammeln Daten von Ghost-
Objekten, die durch vertikale ¨Uberlappung zwischen einzelnen Gittern entstehen, auf den jeweili-
gen Master-Objekten. Dazu werden die Objekt-Priorita¨ten der verteilten Objekte geeignet festgelegt
und DDD-Interfaces auf diesen Priorita¨ten definiert, die alle no¨tigen Kommunikationsvorga¨nge ab-
strakt fassen. Es ist an dieser Stelle wichtig, die Art der ¨Uberlappung in Form der Priorita¨t des
Ghost-Objekts festzuhalten, die Mo¨glichkeiten sind (vgl. erneut Anhang C):
 GhostH fu¨r Ghost-Objekte aus horizontaler ¨Uberlappung
 GhostV fu¨r Ghost-Objekte aus vertikaler ¨Uberlappung
 GhostVH fu¨r Ghost-Objekte aus horizontaler und vertikaler ¨Uberlappung
Darauf aufbauend ko¨nnen zwei DDD-Interfaces
XH = (T ;fGhostH;GhostVHg;fMasterg)
und
XV = (T ;fGhostV;GhostVHg;fMasterg)
zur horizontalen bzw. vertikalen Kommunikation definiert werden. Weiterhin unterstu¨tzt das DDD-
Transfermodul das Kombinieren von Priorita¨ten mittels frei definierbarer Operationen, siehe dazu
die Nachbemerkung in Anhang B.3.
Bereits in [11, Kap. 3] wurden von P. Bastian entsprechende Kommunikationsroutinen aus Sicht
einer numerischen Anwendung vorgestellt und wichtige Begriffe definiert (z.B. konsistente, inkon-
sistente und eindeutige Repra¨sentation von Vektoren, Kommunikation in Restriktion und Prolonga-
tion); die DDD-Bibliothek bietet nun zusa¨tzlich einfache Implementierbarkeit allgemeiner Konsi-
stenzroutinen, klare Trennung von Aspekten der Numerik, der Datenkonsistenz und der Kommuni-
kation durch allgemein definierte Schnittstellen und nicht zuletzt eine effiziente und portable Um-
setzung der zugrundeliegenden abstrakten Konzepte. Zusa¨tzlich bleibt das DDD-Modell allgemein
einsetzbar und nicht rein auf eine Anwendung beschra¨nkt; dies wird ermo¨glicht durch die Bereit-
stellung von abstrakten verteilten Objekten mit dynamischer Typdefinition, durch die Trennung von
DDD-Objekten und registrierten Datenobjekten und durch die allgemein gehaltene Funktionalita¨t
der drei DDD-Module Interfaces, Transfer und Identifikation.
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5.3.2 Verteilung der Datenstrukturen
Die numerischen Algorithmen in UG setzen nicht direkt auf der geometrischen (und topologischen)
Gitterbeschreibung auf; stattdessen wurde eine Zwischenebene aus Vektor- und Matrix-Strukturen
eingefu¨hrt, die es ermo¨glicht, beliebigen geometrischen Objekten (d.h. Knoten, Kanten, Element-
seiten, Elementen) Freiheitsgrade zuzuordnen und diese beliebig zu verknu¨pfen. Jedes Vektorobjekt
verwaltet eine Liste von Matrixstrukturen, deren Eintra¨ge jeweils eine Kopplung zu einem ande-
ren Vektorobjekt repra¨sentieren. Vektoren werden als DDD-Objekte definiert, dadurch ko¨nnen die
oben beschriebenen Interfaces XH und XV aufgebaut und zur Kommunikation z.B. im Sinn von [11,
Kap. 3] verwendet werden.
Die Matrixobjekte hingegen erfu¨llen alle Kriterien eines registrierten Datenobjektes gema¨ß Ab-
schnitt 5.1.2: sie beno¨tigen nur wenig Speicher, existieren in großer Zahl, referenzieren DDD-
Objekte (na¨mlich Vektorobjekte) und sind selbst eindeutig einem DDD-Objekt zuzuordnen (na¨mlich
dem jeweiligen Vektorobjekt). Daher werden Matrixobjekte beim DDD-TypeManager nicht als
DDD-Objekte, sondern als Datenobjekte registriert. Dies fu¨hrt dazu, daß die DDD-Funktionalita¨t
(z.B. Umrechnen von Referenzen beim Transfer) auch fu¨r Matrixobjekte ohne zusa¨tzlichen
Speicherbedarf genutzt werden kann.
Beim Versenden von Vektorobjekten im DDD-Transfer muß jeweils deren Matrixliste eingepackt
und auf der Empfa¨ngerseite ausgepackt werden; ist das Vektorobjekt auf der Empfa¨ngerseite bereits
vorhanden, so mu¨ssen die empfangenen Matrixstrukturen mit den schon vorhandenen verschmolzen
werden. Dies obliegt den benutzerdefinierten Ein- und Auspackhandlern (vgl. Abschnitte 3.4.3 und
3.4.4). Die so implementierte verteilte Struktur aus Vektorkomponenten und Matrixeintra¨gen ist
also ein Prototyp fu¨r die Realisierung verteilter du¨nnbesetzter Matrizen.
5.3.3 Besonderheiten der parallelen Gitterverfeinerung
Das Gitter, das vom UG-Gittermanager-Subsystem erzeugt und verwaltet wird, besteht im zweidi-
mensionalen Fall aus Dreiecken und Vierecken, im dreidimensionalen aus Tetraedern, Hexaedern,
Pyramiden und Prismen. Durch Gitterverfeinerung ko¨nnen bei geeigneter Teilung dieser Gitterele-
mente neue, feinere Gitterebenen geschaffen werden; bei uniformer Verfeinerung bedeckt die neue
Gitterebene das ganze Gebiet, bei lokaler Verfeinerung entstehen nur Teilgitter. In zur Verfeinerung
markierten Elementen werden regula¨re Verfeinerungsregeln angewendet, mit welchen stumpfe In-
nenwinkel der entstehenden Feingitterelemente vermieden werden. Die benachbarten, nicht regula¨r
verfeinerten Elemente werden entsprechend ihrer Kantenmarkierungen behandelt.
Abb. 5.10 zeigt den Satz von regula¨ren Verfeinerungsregeln. Da bei der parallelen Verfeinerung
an Prozessorgrenzen neue Gitterebenen und damit neue verteilte Objekte zuna¨chst lokal entstehen,
muß zwischen den Prozessoren Kommunikation stattfinden, um die Nachbarschaften im neu ent-
standenen Gitter abzugleichen. Dazu wird eine a¨hnliche Kombination der DDD-Module Transfer
und Identifikation angewendet, wie sie bereits fu¨r die parallele Ein-/Ausgabe von Gittern in Ab-
schnitt 5.2.6 beschrieben wurde. Die ¨Ahnlichkeit ist dabei nicht zufa¨llig, in beiden Fa¨llen entstehen
in verteilter Weise sich u¨berlappende Gitter: in Abschnitt 5.2.6 nach dem Einlesen von Dateien, hier
durch den Verfeinerungsalgorithmus.
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Abbildung 5.10: Regula¨re Verfeinerungsregeln im UG-Gitterverfeinerungsalgorithmus, bei de-
nen die durch Verfeinerung neu entstehenden Winkel die numerischen Eigenschaften nicht beein-
tra¨chtigen. Dies sind Regeln fu¨r Dreieck und Viereck in zweidimensionalen Gittern bzw. Regeln fu¨r
Tetraeder, Pyramide, Prisma und Hexaeder in dreidimensionalen Gittern. Es werden jeweils alle
Kanten markiert und geteilt, im Fall von Vierecken oder Hexaedern wird ein zusa¨tzlicher innerer
Knoten eingefu¨gt.
Abb. 5.11 gibt den Vorgang der parallelen Verfeinerung in UG vereinfacht wieder; dabei wird die
uniforme Verfeinerung zweier Dreieckselemente eines zweidimensionalen Gitters direkt an einer
Prozessorgrenze beschrieben. Jedes der beiden Master-Elemente (grau) auf dem groben Gitter hat
eine Ghost-Kopie, alle anderen Objekte auf der Prozessorgrenze sind ebenfalls verteilt (z.B. Kno-
ten, horizontale Pfeile in Abb. 5.11a). Durch Verfeinerung der Grobgitter-Master-Elemente wurden
bereits je vier Feingitter-Master-Elemente erzeugt, auf dem feinen Gitter besteht jedoch weder eine
Verkopplung der Knoten noch eine ¨Uberlappung der Elemente wie in Abschnitt 5.3.1 spezifiziert.
Als na¨chster Schritt wird daher u¨ber DDD-Identify-Kommandos die Identifikation aller Objekte auf
der Prozessorgrenze eingeleitet (vertikale Pfeile in Abb. 5.11a). Dabei gilt folgende Strategie:
 Alle Feingitterknoten mit direkter Entsprechung (gestrichelte senkrechte Linie) im groben
Gitter verwenden diese zur Identifikation. Die Grobgitterknoten sind ja bereits identifiziert.
Dies ist stets eindeutig.
 Alle Feingitterknoten ohne direkte Entsprechung (z.B. solche auf der Mitte einer Grobgit-
terkante) geben beide benachbarten Grobgitterknoten als Identifikatoren an. Ebenso ko¨nnten
beide benachbarten Feingitterknoten als Identifikatoren angegeben werden, diese werden im
gleichen Vorgang identifiziert (siehe vorherigen Punkt).
 Zusa¨tzliche Objekte auf der Prozessorgrenze ko¨nnen sich schließlich u¨ber die jeweiligen Fein-
gitterknoten identifizieren. Wurde z.B. jeder Elementseite im Sinn von Abschnitt 5.3.2 ein
Vektor zugeordnet (Rauten in Abb. 5.11a), so ko¨nnen die beiden Knoten dieser Elementseite
als Identifikatoren benutzt werden.
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b)
c)
a)
DDD-Identify
DDD-Transfer
Prozessor P1 Prozessor P2
grobes Gitter
feines Gitter
Abbildung 5.11: Parallele Verfeinerung am 2D-Beispiel. Nach der Erzeugung des feinen Gitters fu¨r
Master-Elemente (grau) folgt Identifikation u¨ber bekannte Objekte (a). Nachdem alle Objekte auf
der Grenze identifiziert wurden (b), wird die Gitteru¨berlappung durch DDD-Transferkommandos
erzeugt (c).
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Zur Identifikation wird also von der wichtigen Mo¨glichkeit gebraucht gemacht, lokale Objekte u¨ber
Objekte zu identifizieren, die selbst noch nicht identifiziert sind. Entsprechend der Implementie-
rung des DDD-Identifymoduls (vgl. S. 77) ist also zur Verkopplung der neu entstehenden Gitterteile
nur ein Nachrichtenaustausch zwischen benachbarten Prozessoren no¨tig. Im zweidimensionalen
Fall entstehen Abha¨ngigkeitsgraphen mit drei Ebenen, im dreidimensionalen Fall kommt noch eine
Ebene hinzu. Die Vorga¨nge bei der Identifikation sind also kompliziert, die konkrete Anwendung
dagegen einfach. Die DDD-Identify-Funktionalita¨t in ihrer abstrakten, ma¨chtigen Form steht bislang
in keinem anderen Programmpaket vergleichbar zur Verfu¨gung.
In Abb. 5.11b hat die Identifikation bereits stattgefunden, dies ist durch horizontale Pfeile zwi-
schen den Feingitterknoten angedeutet. Im letzten Schritt kann nun die Gitteru¨berlappung erzeugt
werden, indem die direkt am Rand liegenden Master-Elemente auf dem feinen Gitter als Ghost-
Kopien an den benachbarten Prozessor geschickt werden. Dieser Vorgang basiert auf dem DDD-
Transfermodul; u¨ber DDD XferCopyObj()-Aufrufe werden Elemente und alle abha¨ngigen Ob-
jekte bzw. Daten versendet. Durch die vorherige Identifikation finden die ankommenden Ghost-
Objekte bereits bekannte verteilte Objekte vor und fu¨gen sich automatisch in das feine Gitter
des benachbarten Prozessors ein. Schließlich erha¨lt man das Ergebnis wie in Abb. 5.11c darge-
stellt: durch die Erzeugung von Feingitter-Ghost-Elementen wurde eine zum Grobgitter analoge
¨Uberlappungssituation erzeugt.
5.3.4 Quantitative Ergebnisse
Die Betrachtung der Parallelisierung des Simulationswerkzeugs UG soll nun mit einigen quantitati-
ven Resultaten abgeschlossen werden. Dabei soll nicht nur die Laufzeiteffizienz der Parallelisierung
untersucht werden, sondern auch der Aufwand zur Erstellung des parallelen Programms selbst.
Programmieraufwand
Zu Beginn dieses Abschnitts 5.3 wurde die programmtechnische Komplexita¨t betont, die aus der
Parallelisierung eines komplexen numerischen Verfahrens entsteht. Dabei wurde ein klares Schich-
tenmodell zur Lo¨sung des Softwareproblems vorgeschlagen; dieser Ansatz soll im folgenden vali-
diert werden.
Ein u¨bliches Maß zur Bestimmung des Arbeitsaufwands zur Erstellung sequentieller und paralleler
Programme ist die Anzahl von programmierten Codezeilen (lines of code, kurz: LOC). Orientiert
am Schichtenmodell von Abb. 5.9 wurden jeweils die gesamte Zeilenzahl und der Anteil der nur zur
parallelen Version no¨tigen Zeilen bestimmt. Tabelle 5.2 zeigt die so ermittelte Statistik.
Das Programmsystem verwendet zusa¨tzlich noch externe Werkzeuge zur Lastbalancierungsstrategie
(z.B. Chaco) und die DDD-Bibliothek selbst (zusammen ca. 60.000 Zeilen Programmcode). Unter
Andere Subsysteme sind vor allem die parallele graphische Ausgabe sowie Benutzerschnittstellen
und Geometrieschnittstellen zusammengefaßt. Folgende Punkte sind besonders bemerkenswert:
 Der Gesamtanteil parallelen Programmcodes ist mit 5,5% erfreulich niedrig. Der Lo¨wenanteil
von 94,5% ist unabha¨ngig von der Parallelisierung und la¨ßt sich somit getrennt weiterent-
wickeln und warten.
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Tabelle 5.2: Anteil des Programmieraufwands fu¨r die Parallelisierung (Anzahl Codezeilen LOCpar)
am Gesamtaufwand (Anzahl Codezeilen LOC), aufgegliedert nach Schichtenmodell (Stand Juni
1997). Als Beispiel dient die Finite-Elemente-Applikation.
Subsystem/Modul LOC LOCpar Anteil
Applikation 1700 0 0,0%
Problemklassenbibliothek 31400 100 0,3%
Numerik-Subsystem 50700 1400 2,8%
Gittermanager 60900 1300 2,2%
Andere Subsysteme 95300 3200 3,3%
Schnittstelle UG/DDD 7300
Gesamt 240000 13300 5,5%
 Der Benutzer von UG hat an der Problemklassenschnittstelle keine zusa¨tzliche Codezeile fu¨r
Parallelisierung zu entwickeln. Er benutzt alle darunterliegenden Schichten als sequentielles
oder paralleles Simulationswerkzeug.
 Die betrachtete Problemklassenbibliothek entha¨lt noch ca. 100 Zeilen parallelen Codes. Auf
Dauer werden auch diese Zeilen in den Kern des Pakets u¨bertragen, dann ist zur Parallelisie-
rung neuer Problemklassen keinerlei zusa¨tzlicher Aufwand mehr no¨tig.
 Tabelle 5.2 betrachtet nur eine Problemklasse. Das UG-Konzept sieht jedoch eine beliebige
Anzahl von Problemklassen vor, was den Anteil von 5.5% weiter reduziert.
 Der wenige noch notwendige Code zur Parallelisierung ist u¨bersichtlich gekapselt, u¨ber die
Ha¨lfte (7300=13300) ist in der Schnittstelle UG/DDD versammelt.
Mit den in Abschnitt 6.3.3 vorgeschlagenen Ideen wird gerade der Anteil der Schnittstelle Anwen-
dung/DDD noch reduziert, so daß sich der parallele Codeanteil und damit die Parallelisierungsarbeit
in zuku¨nftigen Projekten weiter verringern wird.
Numerische Ergebnisse
In diesem Abschnitt werden schließlich einige numerische Ergebnisse des parallelen UG-Pakets
vorgestellt. Dazu werden Messungen von zwei Applikationen beschrieben. Beispiel 1 wurde auf
einem Parallelrechner des Typs Intel Paragon durchgefu¨hrt, Beispiel 2 auf einem Cray T3E-Rechner
(zu Hardware-Details siehe Abschnitt 4.1).
Beispiel 1. Laplace-Gleichung. Das 2D-Problemgebiet (Einheitsquadrat) wird mittels einer
Finite-Volumen-Diskretisierung durch ein Grobgitter aus 2x2 Viereckselementen und weiteren,
uniform verfeinerten Gittern beschrieben. Die beiden gro¨bsten Gitter werden auf einem Prozes-
sor gespeichert (Agglomeration). Die Messung in Tabelle 5.3 gibt die Zeit in [sec] fu¨r einen
Standard-Mehrgitter-V-Zyklus mit lokalem ILU-Gla¨tter und globalem Block-Jacobi-Gla¨tter an
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Tabelle 5.3: Zeit pro parallelem Standard-Mehrgitterzyklus in [sec]; Iterationszahl fu¨r 10 8 Reduk-
tion des Residuums. Variierende Gitterweiten h und Prozessorzahlen P.
P 1 4 16 64
h (2D)
64 0.569 / 8 0.157 / 8 0.063 / 8 0.042 / 9
128 2.234 / 8 0.595 / 8 0.174 / 8 0.069 / 8
256 2.333 / 8 0.627 / 8 0.185 / 8
512 2.346 / 8 0.629 / 8
1024 2.353 / 8
Tabelle 5.4: Effizienzen je Mehrgitter-Iteration: E fIT bei festem Gitter von 128x128 Elementen
bzw. EsIT bei 128x128 Elementen pro Prozessor.
P 4 16 64
Maß
E fIT (P) in % 93.9 80.2 50.6
EsIT (P) in % 95.7 95.2 94.9
(Da¨mpfungsfaktor 0,9; ein Vor- und ein Nachgla¨ttungsschritt). Zusa¨tzlich ist die Anzahl notwen-
diger Iterationen fu¨r eine Reduktion des Residuums von 10 8 angegeben (diese Anzahl variiert
aufgrund des globalen Block-Jacobi-Gla¨tters mit der Anzahl der Prozessoren).
Aus Tabelle 5.3 lassen sich feste und skalierte Effizienzen entnehmen. Ha¨lt man die Problemgro¨ße X
bei variabler Anzahl von Prozessoren P konstant, ergibt sich die Effizienz E fX aus
E fX(P) =
TX(1)
PTX(P)
;
wobei TX(p) die Ausfu¨hrungszeit fu¨r Problem X auf p Prozessoren bezeichnet. Falls die Problem-
gro¨ße proportional mit der Anzahl der Prozessoren wa¨chst, ergibt sich die Effizienz EsX (scaled
efficiency) aus
EsX(P) =
TX(1)
TPX(P)
:
Im Falle fester Problemgro¨ße (feinstes Gitter mit 128x128 Elementen) und Prozessoranzahl P spei-
chert jeder Prozessor np = 16384=P Elemente; die Mehrzahl der Prozessoren (im Gebietsinneren)
hat dann vier Teilinterfaces zu Nachbarprozessoren mit der Gesamtla¨nge
lp = 4  (
p
np +1):
Da sowohl der Kommunikationsaufwand als auch der Aufwand fu¨r redundante Berechnungen am
Prozessorrand proportional zu lp ist (vgl. Abschnitt 4.3.1), nimmt der relative Mehraufwand mit
steigender Prozessorzahl zu und damit die Effizienz E fIT (P) ab. Liegt die Prozessorzahl dagegen
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Tabelle 5.5: Iterationszahl fu¨r 10 6 Reduktion des Residuums, fu¨r verschiedene Prozessorzahlen P
und Gitterebenen l.
P 1 4 16 64
l 4 5 6 7 8 4 5 6 7 8 9 4 5 6 7 8 9 10 4 5 6 7 8 9 10 11
it 4 4 4 5 5 7 6 5 6 5 6 8 7 6 7 6 7 7 8 8 7 7 7 8 8 7
in einem angemessenen Verha¨ltnis zur Problemgro¨ße (wie im Fall von EsIT (P)), so la¨ßt sich die
Skalierbarkeit des Verfahrens gut demonstrieren.
Beispiel 2. Elliptisches Problem mit variablen Koeffizienten [14].
,div a(x) grad u = 10 in Ω = fx 2R2 j jxj< 1g; u(x) = 0 fu¨r jxj= 1
a(x) =
8
<
:
100 x21 +2x22 > 0:6
0:1 2x21 + x22 < 0:1
1 sonst
Es werden folgende Diskretisierungen verwendet: lineare komforme Finite Elemente (P1), quadrati-
sche konforme Finite Elemente (P2), nichtkonforme P1-Elemente (CR), Raviart-Thomas-Elemente
der Ordnungen 0 und 1 (RT0, RT1) und Brezzi-Douglas-Martini-Elemente (BDM). Eine genaue
Beschreibung dieser Elemente la¨ßt sich in [147] nachlesen. Eine Gitterebene l besteht aus 4l Drei-
eckselementen, gerechnet wurde bis zu Gitterebene 11 mit 4194304 Dreiecken. Zur Lo¨sung wird
eine a¨hnliche Konfiguration wie in Beispiel 1 benutzt; unterschiedlich ist nur die Anzahl der Vor-
bzw. Nachgla¨ttungsschritte (hier jeweils zwei).
Wie bereits in Beispiel 1 erwa¨hnt, variiert die Konvergenzrate mit der Prozessoranzahl P. Bei einer
festen Prozessoranzahl ist die Konvergenzrate dagegen unabha¨ngig von der Gitterweite. Tabelle 5.5
zeigt diese Zusammenha¨nge (fu¨r P1-Elemente).
In Tabelle 5.6 sind die Zeiten in [sec] fu¨r eine Mehrgitter-Iteration (V-Zyklus) fu¨r verschiedene
Verfeinerungsstufen und Prozessorzahlen aufgestellt. Entsprechend zu Beispiel 1 erkennt man die
gute Skalierbarkeit und daru¨berhinaus die Flexibilita¨t des Programms.
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Tabelle 5.6: Zeit pro paralleler Mehrgitter-Iteration in [sec] fu¨r verschiedene Diskretisierungen,
Prozessorzahlen und Verfeinerungsstufen.
Disk. P l = 4 5 6 7 8 9 10 11
P1 1 0.055 0.106 0.337 1.327 5.735
4 0.054 0.065 0.123 0.358 1.357 5.807
16 0.059 0.069 0.079 0.137 0.386 1.452 6.300
64 0.065 0.078 0.077 0.092 0.155 0.406 1.522 6.720
P2 1 0.253 0.888 3.550 15.280
4 0.127 0.287 0.920 3.606 15.260
16 0.109 0.150 0.308 0.978 3.844 16.620
64 0.117 0.146 0.183 0.352 1.055 4.084 18.820
CR 1 0.107 0.370 1.533 6.847
4 0.075 0.136 0.402 1.574 6.881
16 0.085 0.097 0.160 0.441 1.669 7.159
64 0.085 0.091 0.123 0.176 0.438 1.649 7.209
RT0 1 0.082 0.234 0.867 3.603
4 0.062 0.100 0.258 0.903 3.649
16 0.068 0.079 0.130 0.318 1.136 4.462
64 0.088 0.092 0.113 0.219 0.379 1.191 4.662
RT1 1 0.198 0.629 2.404 9.855
4 0.121 0.232 0.674 2.467 9.960
16 0.121 0.147 0.263 0.714 2.545 10.150
64 0.146 0.163 0.195 0.326 0.766 2.579 10.170
BDM 1 0.144 0.554 2.248 9.371
4 0.084 0.184 0.608 2.321 9.484
16 0.074 0.115 0.220 0.645 2.397 9.651
64 0.103 0.106 0.175 0.256 0.682 2.424 9.664
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Kapitel 6
Zusammenfassung, Diskussion und
Ausblick
Im Vergleich zu bisherigen Ansa¨tzen bietet das DDD-Konzept eine neuartige Kombination aus fol-
genden Merkmalen:
'
&
$
%
 Verteilung von beliebig komplexen Datentopologien (allgemeine Graphen)
 Unterstu¨tzung von dynamischen Vera¨nderungen der Datenbasis
 Dimensionsunabha¨ngigkeit, Unterstu¨tzung beliebiger Datenstrukturen
 Globale Kopplungen auf lokalen Adreßra¨umen mittels lokaler Referenzen
 Frei definierbares Konsistenzmodell
 Effiziente Programme, weitreichende Portabilita¨t
 Entwicklung gut wartbarer, in die sequentielle Version integrierter Parallelpro-
gramme
Das Konzept deckt einen weiten Bereich von Applikationen ab, wobei vor allem viele moderne
numerische Verfahren eingeschlossen sind. Im abschließenden Kapitel sollen nun nach einer kurzen
Zusammenfassung die Entwurfsziele validiert und noch offene Aspekte diskutiert werden. In einem
Ausblick wird auf Arbeiten und Zielsetzungen verwiesen, die u¨ber das hier beschriebene DDD-
Konzept hinausgehen.
6.1 Zusammenfassung
Ein Konzept zur Parallelisierung von Verfahren auf graphbasierten, dynamischen Datenstrukturen
wurde vorgestellt. Als Motivation diente dabei die Einsicht, daß bestehende parallele Program-
miermodelle auf distributed-memory-Architekturen entweder nur ungenu¨gende Abstraktionen zur
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Verfu¨gung stellen (z.B. message-passing), welche die Realisierung solcher Verfahren schwierig
oder gar unmo¨glich machen, oder im Gegenteil zwar komfortable Mo¨glichkeiten der parallelen Pro-
grammentwicklung bieten, aber stets zu ineffizienten Implementierungen (in bezug auf Rechenzeit
und Ressourcenbedarf) fu¨hren (Kap. 1). Aus dieser Einsicht und vorangegangenen Erfahrungen mit
der Parallelisierung spezieller Applikationen mit obigen Eigenschaften (vgl. [10], [17]) wurde ein
Parallelisierungsmodell abgeleitet, das einen Kompromiß zwischen der no¨tigen Abstraktionsebene
und der zu erreichenden Effizienz darstellt [22].
Dem vorgestellten Konzept Dynamic Distributed Data (DDD) wurde zuna¨chst ein formales Modell
von verteilten Datenbasen zugrundegelegt, das auf allgemeinen Graphen basiert (Kap. 2). Dabei
wurde ein verteilter Graph, der aus den Prozessoren zugeordneten lokalen Graphen zusammen-
gefu¨gt wird, zu einem globalen Graph in Beziehung gesetzt, der die vom Algorithmus beno¨tigten
Datenstrukturen repra¨sentiert. In diesem Modell wurden viele grundlegende Begriffe dieser Arbeit
(z.B. lokales und verteiltes Objekt, Referenzrelation, globale bzw. lokale Referenzen, Objekttypen)
vorgestellt und ihre Beziehungen herausgearbeitet. Aus einer Vielzahl von bestehenden Datenkon-
sistenzmodellen wurde fu¨r DDD das Prinzip der lean consistency abgeleitet, das die Kontrolle der
Konsistenz von Daten verteilter Objekte dem Anwendungsprogramm u¨bertra¨gt, welches Synchro-
nisationen je nach den exakten Bedu¨rfnissen des auszufu¨hrenden Algorithmus anstoßen kann (Ab-
schnitt 2.3.8).
Der Systemarchitektur von DDD-basierten parallelen Anwendungen liegt ein Schichtenmodell zu-
grunde (Abschnitt 2.1), den Kern stellt dabei die DDD-Programmbibliothek dar. Die Lastbalancie-
rungsstrategie zur Partitionierung der Datenbasis und zur Abbildung der Partitionen auf Prozessoren
ist nicht in der DDD-Bibliothek enthalten; diese Entwurfsentscheidung wurde wegen der Anwen-
dungsabha¨ngigkeit der Problematik und der Mo¨glichkeit der Integration von DDD-Applikationen
mit vo¨llig neuentwickelten Lastbalancierungsverfahren getroffen (Abschnitt 2.2).
Die DDD-Programmbibliothek bietet Funktionen aus vier Teilbereichen an, die auf dem verteilten
Graph arbeiten, der durch das formale Modell spezifiziert wurde. Dies sind Verwaltungsfunktio-
nen zur Definition von verteilten Datentypen (Typemanager, Abschnitt 2.4.1) und zur Kontrolle
lokaler Objekte (ObjectManager, Abschnitt 2.4.1), Interfacefunktionen zur Kommunikation auf sta-
tischen verteilten Datenbasen (Abschnitt 2.4.2), Transferfunktionen zur dynamischen Vera¨nderung
der Datentopologie (Abschnitt 2.4.3) sowie Identifikationsfunktionen zur Erzeugung von verteilten
aus lokalen Objekten (Abschnitt 2.4.4). Benutzerdefinierte Handler-Funktionen kapseln in abstrak-
ter Form anwendungsinterne Informationen; diese werden von den DDD-Bibliotheksfunktionen bei
Bedarf aufgerufen (Abschnitt 2.4.5).
In Kap. 3 wurde detailliert auf die Implementierung der DDD-Bibliothek eingegangen, da die Um-
setzung des formalen Graphmodells und der an der Programmierschnittstelle definierten Funktio-
nen den Lo¨wenanteil dieser Arbeit ausmacht. Zahlreiche Datenstrukturen und effiziente Algorith-
men mußten entwickelt werden; erst deren Zusammenspiel garantiert die erforderliche Effizienz
des implementierten Programmiermodells. Im wesentlichen findet sich die Aufteilung der DDD-
Programmierschnittstelle in vier Funktionsbereiche als Teilmodule in der Implementierung wieder,
wobei auf zusa¨tzliche Hilfsmodule zuru¨ckgegriffen wird (z.B. Anhang A), um dem entstandenen
Softwareprodukt eine wartbare und dokumentierbare hierarchische Struktur zu verleihen.
Je ein Kapitel wurde schließlich der Bestimmung von Leistungsmerkmalen der Programmbiblio-
thek (Kap. 4) und der Beschreibung von verschiedenen DDD-basierten Anwendungen gewidmet
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(Kap. 5). Der Schwerpunkt lag dabei auf adaptiven numerischen Verfahren auf unstrukturierten Git-
tern, da diese einerseits die Entwicklung von DDD u¨berhaupt motivierten und andererseits typische
Beispiele von graphbasierten, dynamischen Anwendungen darstellen.
6.2 Diskussion
Zur Validierung der Ergebnisse dieser Arbeit sollen nun die Entwurfsziele, die in Abschnitt 1.5 aus
einer allgemeinen Betrachtung der Problematik abgeleitet wurden, diskutiert und mit den erzielten
Ergebnissen verglichen werden.
 Die Parallelisierung vorhandener sequentieller Programme wird durch die Verwendung des
DDD-Programmiermodells erheblich vereinfacht. War es bisher u¨blich, mehrja¨hrige eu-
ropa¨ische oder nationale Projekte (z.B. EUROPORT-ESPRIT-Projekt [50]) bzw. komplette
Dissertationen (z.B. [101]) fu¨r die Parallelisierung eines Anwendungscodes anzusetzen, so
reichen auf DDD-Basis nun einige Mannmonate, um ein entsprechend komplexes Software-
produkt auf Parallelrechnerplattformen zu portieren. Das in der DDD-Bibliothek kumulierte
Knowhow kann modular und einfach wiederverwendet werden, die Ersparnis an Zeitaufwand
und anderen Ressourcen wird somit fu¨r inhaltliche Details frei.
 Durch den Einsatz des Schichtenmodells DDD-basierter Applikationen (Abb. 2.1 auf S. 34)
kann der sequentielle Anwendungsteil gro¨ßtenteils unabha¨ngig von der Parallelisierung wei-
terentwickelt werden, die Verzahnung der sequentiellen mit den parallelen Programmtei-
len findet nur an der Schnittstelle Anwendung/DDD statt. Sofern das Anwendungspro-
gramm ebenfalls nach hierarchischen Gesichtspunkten gegliedert ist (wie im Beispiel UG,
Abschnitt 5.3), kann die Algorithmenentwicklung auf einer komplett von der parallelen Im-
plementierung getrennten Ebene stattfinden (vgl. Abschnitt 5.3.4).
 Andererseits bietet das DDD-Modell eine sichere Grundlage, auf der neue parallele Program-
me entwickelt werden ko¨nnen, ohne z.B. konkrete message-passing-Funktionalita¨t zu benut-
zen (z.B. Abschnitt 5). Nach einigen Zyklen im Entwurf der Programmierschnittstelle besitzt
das DDD-Modell nunmehr die no¨tige Flexibilita¨t, um parallele Programmentwicklungen aus
verschiedensten Bereichen zu unterstu¨tzen.
 Fu¨r die Portierung von DDD-basierten Anwendungsprogrammen auf die verschiedenen Par-
allelrechnerplattformen hat sich erfahrungsgema¨ß eher das Anwendungsprogramm selbst als
die DDD-Bibliothek als Hindernis erwiesen. Durch die Verwendung der message-passing-
Zwischenschicht PPIF (Anhang A.1) und den konsequenten Einsatz von ANSI C ist die DDD-
Bibliothek als solche auf jeder neuen Plattform sofort lauffa¨hig, nachdem die verfu¨gbare
Compiler- und Betriebssystemumgebung gekla¨rt wurde. Alle Supercomputer, fu¨r die eine
PPIF-Implementierung verfu¨gbar ist, lassen sich unmittelbar fu¨r DDD-Applikationen einset-
zen.
 Die erzielbare Effizienz von Anwendungen auf DDD-Basis bleibt kaum hinter der von Pro-
grammen zuru¨ck, die aufwendig von Hand parallelisiert wurden (siehe auch 4.6). Als
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hauptsa¨chlicher Speicheroverhead ist die Einfu¨hrung einer DDD HEADER-Struktur pro lo-
kalem DDD-Objekt zu nennen; ein Teil dieses Mehraufwands wa¨re sicher auch fu¨r die
weit aufwendigere von Hand durchgefu¨hrte Parallelisierung no¨tig, ein anderer Teil la¨ßt sich
nachtra¨glich durch die Ersetzung von DDD-Objekten durch Datenobjekte vermeiden, wobei
diese Ersetzung am bereits laufenden Programm durchgefu¨hrt werden kann (s. Abschnitte
5.1.2, 4.6).
Der bei DDD-Interfacekommunikationen auftretende Mehraufwand fu¨r das Umkopieren von
Daten ließe sich fu¨r unstrukturierte Anwendungen auch bei manuellem Vorgehen nicht ver-
meiden (Abschnitt 4.3.1). Alle in den Modulen Transfer und Identifikation vorkommen-
den Konsistenzberechnungen und Kommunikationsvorga¨nge sind unvermeidbar und stehen
in realistischer Relation zur geforderten Funktionalita¨t. Hier liegt die Verantwortung fu¨r
den vernu¨nftigen Einsatz von dynamischen Datentopologiea¨nderungen ohnehin beim Anwen-
dungsprogramm.
 Ausfu¨hrlich wurde auf die durch DDD eingefu¨hrten Abstraktionen fu¨r verteilte Graphen und
Operationen auf diesen Graphen eingegangen. In der Praxis hat sich gezeigt, daß diese Ab-
straktionsebenen sinnvolle Schnittstellen zwischen Applikation und parallelem Programmier-
modell bereitstellen, ohne zu Effizienzverlusten beim Einsatz der parallelen Programme zu
fu¨hren. Die Graph-Abstraktion erlaubt dem Entwickler eine Denkweise, die sich nicht mit
Details z.B. der Prozessorsynchronisation oder Kommunikation aufha¨lt, sondern die gewohn-
ten Datentypen durch die Beziehung von lokalen und verteilten Objekten automatisch auf den
Parallelrechner u¨bertragt.
 Die Definition und Benutzung von Interfaces erlaubt es dem Entwickler einer parallelen An-
wendung, gezielt die Konsistenz der verteilten Datenbasis herbeizufu¨hren. Dadurch entsteht
ein schlankes Konsistenzmodell, das einerseits keine Zeit mit dem Abgleichen von vielleicht
ohnehin schon konsistenten Daten vergeudet, aber durch die Abstraktion Interface anderer-
seits einfache Mo¨glichkeiten zum Herstellen einer konsistenten Datenbasis bietet, sofern dies
no¨tig ist. Andererseits ist es wa¨hrend der Entwicklungsphase mo¨glich, an allen kritischen Stel-
len eines prototypischen Parallelprogramms die Konsistenz der Daten einfach herbeizufu¨hren
und erst in einem spa¨teren Optimierungsschritt abzuschwa¨chen.
Die in Abschnitt 1.5 aufgestellten Entwurfsziele konnten also durch das DDD-Modell durchaus er-
reicht werden. Aus dem Prototyp der DDD-Bibliothek wurde mittlerweile ein fertiges, komfortabel
einsetzbares Softwareprodukt entwickelt, das in einer Reihe von Projekten zum Einsatz kommt.
Dennoch oder gerade wegen des mo¨glichst reibungslosen Einsatzes als ein Baustein innerhalb von
gro¨ßeren Softwareprodukten treten einige Aspekte zutage, bei denen durch den Einsatz von Ent-
wicklungszeit Verbesserungen des Gesamtkonzepts mo¨glich sein werden. Diese sollen nun kurz
diskutiert werden, im abschließenden Ausblick werden einige Punkte noch einmal aufgegriffen.
Die Implementierung der DDD-Bibliothek selbst wurde in ANSI C durchgefu¨hrt, da diese Sprache
auf sa¨mtlichen Rechnerplattformen verfu¨gbar ist. Die Codestruktur ist streng modular und hierar-
chisch; dies ist unabdingbar, wenn man die Komplexita¨t der zu implementierenden Funktionalita¨t
bedenkt. Gerade die wesentlichen Eigenschaften einer objektorientierten Sprache (Klassenbildung,
Vererbung, Polymorphie, Inlining) ha¨tten jedoch wa¨hrend der Entwicklungsphase wesentlich zur
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Vereinfachung des Implementierungsprozesses beitragen ko¨nnen [152]. Auch in der jetzigen, pro-
duktionsreifen Version der DDD-Bibliothek ha¨tte der Einsatz z.B. von C++ klare Vorteile fu¨r War-
tung, nachtra¨gliche Effizienzverbesserungen und Funktionserweiterungen der DDD-Bibliothek. Im
Bereich des Supercomputing hat die objektorientierte Softwareentwicklung mittlerweile an Stel-
lenwert zugenommen, die Existenz von entsprechenden Compilerumgebungen und viele Arbeiten
belegen dies (z.B. [7, 33, 45, 104, 120]). Auch im Bereich der numerischen Applikationen, die ja
eine Hauptanwendungsklasse fu¨r die DDD-Parallelisierung darstellen, sind objektorientierte Tech-
niken nach anfa¨nglichen Diskussionen [3] u¨ber Effizienz (z.B. gegenu¨ber Fortran 77) oder Compi-
lerverfu¨gbarkeit mittlerweile allgemein anerkannt [7, 9, 132].
Der Einsatz des DDD-Modells in konkreten Projekten hat gezeigt, daß ein paralleler Prototyp mit
Grundfunktionalita¨t zufriedenstellend schnell erzeugt werden kann. Bis ein gesamtes Softwarepro-
dukt parallelisiert ist, sind jedoch viele Detailprobleme zu lo¨sen, so daß tatsa¨chlich ein Arbeitsauf-
wand von einigen Mannmonaten bis hin zu wenigen Mannjahren verbleibt, trotz des Einsatzes der
DDD-Bibliothek. Die Analyse der Vorgehensweise bei der DDD-Parallelisierung aus Abschnitt 5.1
zeigt, daß gerade in den Arbeitsschritten
 Analyse der Datenbasis (Abschnitt 5.1.2),
 Entwurf der verteilten Datenbasis (Abschnitt 5.1.3) und
 Lasttransfer (Abschnitt 5.1.6)
viel Schnittstellencode entworfen werden muß, der sich in allen Parallelisierungsprojekten a¨hnelt.
An dieser Stelle ist es mo¨glich, Entwicklungszeit einzusparen (vgl. Ausblick, Abschnitt 6.3).
Ein weiterer kritischer Punkt ist die Fehlersuche in parallelen Programmen. Dazu wurde in DDD
mit folgenden Ansa¨tzen bereits eine solide Basis geschaffen:
 Soweit mo¨glich, werden die Parameter von DDD-Bibliotheksfunktionen zur Laufzeit auf
Plausibilita¨t kontrolliert; gegebenenfalls wird das Programm mit einer ausfu¨hrlichen, doku-
mentierten Fehlermeldung abgebrochen. Dies ermo¨glicht die Kontrolle von Fehlern durch
Fehlverwendungen der DDD-Funktionen.
 Ein interaktives Werkzeug zur Fehlersuche wurde implementiert, das vom parallelen Anwen-
dungsprogramm aus aufgerufen werden kann und auf Benutzerbefehle mit der Ausgabe von
Detailinformationen aus dem Zustand der DDD-Bibliothek reagiert. Dieser interaktive De-
bugger wird in die Schnittstelle Anwendung/DDD integriert; dadurch ko¨nnen ebenfalls Infor-
mationen u¨ber Anwendungsobjekte abgefragt werden.
 Ein ausfu¨hrlicher Algorithmus zur Konsistenzu¨berpru¨fung wurde in die DDD-Bibliothek in-
tegriert, der z.B. die Konsistenz aller verteilten Objekte oder die vom Benutzer definierten
DDD-Interfaces u¨berpru¨ft. In der Testphase ko¨nnen so in das Anwendungsprogramm an kri-
tischen Stellen Aufrufe dieses ¨Uberpru¨fungsprogramms eingebaut werden; stellt dieses Fehler
fest, ko¨nnen diese mit Hilfe des interaktiven Debugging-Werkzeugs lokalisiert und behoben
werden.
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Mit obigen Hilfsmitteln wird die Fehlersuche in DDD-basierten Programmen erleichtert; es wa¨re
jedoch denkbar, moderne Hilfsmittel z.B. grafische Debugger zu integrieren bzw. zu entwerfen. Bei-
spielsweise stehen der DDD-Bibliothek zur Laufzeit alle Informationen u¨ber den verteilten Graph
zur Verfu¨gung; durch Einfu¨hrung eines benutzerdefinierten Handlers zur Angabe der geometrischen
Position jedes verteilten Objekts ko¨nnte der verteilte Graph geeignet visualisiert werden. Dies wu¨rde
bei kritischen Programmfehlern dazu beitragen, Inkonsistenzen der verteilten Datenstruktur schnell
zu lokalisieren.
6.3 Ausblick
6.3.1 Zusa¨tzliche Programmierschnittstellen
Die DDD-Bibliothek ist einsatzfa¨hig und wird in mehreren Projekten eingesetzt. Um den mo¨glichen
Benutzerkreis zu erweitern, wird derzeit zusa¨tzlich zur bestehenden C-Anwendungsschnittstelle ei-
ne Fortran 77-Schnittstelle entworfen und implementiert, die den Begriff der verteilten Graphen auf
die in Fortran 77 implementierbaren Datenstrukturen erlaubt. Erste Testbeispiele zeigen, daß trotz
einiger Unterschiede im Programmierstil und Datenlayout die in DDD vereinigten Algorithmen ge-
winnbringend auch fu¨r F77-Programme eingesetzt werden ko¨nnen. Auf Basis der F77-Schnittstelle
wird DDD zur Zeit in bereits laufenden bzw. beantragten ESPRIT-Projekten einer kritischen Pru¨fung
unterzogen.
Daru¨berhinaus wird derzeit eine zusa¨tzliche C++-Schnittstelle entworfen, welche die DDD-
Funktionalita¨t in Form einer Klassenhierarchie kapselt. Zwar war es bisher bereits mo¨glich, DDD
im Kontext von objektorientierten Programmen einzusetzen (siehe dazu Beispielanwendung CEQ in
Abschnitt 5.2), doch mit einer echten C++-Fassade kann die DDD-Bibliothek wesentlicher einfacher
in ein objektorientiertes Softwareprodukt eingebaut werden.
Beide Ansa¨tze bedu¨rfen sta¨ndiger ¨Uberpru¨fung an echten Anwendungsprogrammen; in beiden
Fa¨llen wird daher kein u¨bereilter Schnittstellenentwurf durchgefu¨hrt, sondern Schritt fu¨r Schritt
eine Entsprechung zur bestehenden ANSI C-Schnittstelle aufgebaut. Hinter den drei Schnittstel-
len steckt im u¨brigen dieselbe Implementierung, um Wartung und Weiterentwicklung der DDD-
Programmbibliothek zu erleichtern.
6.3.2 Dokumentation und Fehlersuche
Die bestehende Dokumentation der DDD-Bibliothek wird sta¨ndig ausgebaut, um den Einstieg in die
Benutzung des Parallelisierungskonzepts zu erleichtern. Neben dem bereits existierenden Referenz-
handbuch [19] und den existierenden Publikationen soll ein Benutzerhandbuch erstellt werden, das
anhand von begrenzten Beispielen die Konzepte und Funktionen von DDD erkla¨rt.
Die im letzten Abschnitt angesprochenen Ideen zu Diagnosewerkzeugen, die den DDD-Anwender
in seiner Parallelisierungsarbeit unterstu¨tzen ko¨nnen, werden weitergedacht und realisiert. Ein gra-
fisches Analyseverfahren fu¨r Objekte verschiedener DDD-Typen und ihre Referenzen ist bereits in
Planung. Die bestehenden Werkzeuge zur Ermittlung von Statistik- und Leistungswerten DDD-
basierter Programme mu¨ssen ausgebaut und auf einen Produktionsstandard gebracht werden.
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6.3.3 Automatisierung der Parallelisierungsarbeit
Die zuku¨nftige Arbeit soll das DDD-Konzept in einen gro¨ßeren Zusammenhang einbetten. Auf Ba-
sis der formalen, deklarativen Spezifikationen verteilter Datenstrukturen (Anhang C) soll der Pro-
grammcode fu¨r die Schnittstelle Anwendung/DDD automatisch generiert werden ko¨nnen.
Als Vorstufe werden aus geeigneten Datenstruktur-Spezifikationen konsistente, verteilte Datenba-
sen erzeugt (z.B. u¨berlappende Gitter), auf denen komplexe Aufgaben formal definiert werden
(z.B. Lasttransfer, der ein verteiltes Gitter auf ein anderes abbildet). Die Erzeugung z.B. eines kon-
sistenten ¨Uberlappungsbereichs wird mit Methoden der Modellgenerierung [30] durchgefu¨hrt. ¨Uber
Planungsverfahren bzw. Suchverfahren in diskreten Zustandsra¨umen (vgl. [137, Kap. 20]) kann eine
Operationensequenz errechnet werden, die eine verteilte Datenbasis in eine andere u¨berfu¨hrt; die
verfu¨gbaren Operationen sind dabei z.B. alle Kommandos des DDD-Transfermoduls.
Da die beschriebenen Algorithmen eine weit schlechtere Komplexita¨t als die zu parallelisierenden
numerischen Verfahren aufweisen, kann obige Methodik nicht direkt eingesetzt werden, sondern
muß als Grundlage zu einem weiteren Schritt dienen: zur Erzeugung von effizientem Programmco-
de, der die formal gestellte komplexe Aufgabe lo¨sen kann. Indem die Datenbasen und die gesuch-
te komplexe Operation so aufgestellt werden, daß sie eine endliche Beschreibung aller mo¨glicher
Problemsituationen darstellen, kann ein Programm zur Lo¨sung dieser speziellen Aufgabe auch alle
gleichartigen Aufgaben bewa¨ltigen.
Bei den hier nur kurz beschriebenen Techniken wird das DDD-Konzept als Grundlage benutzt, um
die Parallelisierungsarbeit weiter zu automatisieren. Die Methodik der deklarativen Spezifikation
erlaubt es, die Lokalita¨t der Datenzugriffe eines Verfahrens noch pra¨ziser zu formulieren und die
eher technischen Aspekte zu automatisieren. Dies bringt mehrere Vorteile:
 Die Parallelisierung einer graphbasierten Anwendung reduziert sich im besten Fall auf die
Auswahl von Eigenschaften des verteilten Graphen.
 Obwohl komplizierte Such- und Modellgenerierungsprozesse eingesetzt werden, ko¨nnen doch
effiziente Programme erzeugt werden.
 Das Verfahren liefert mit dem Programm auch einen Beweis fu¨r dessen Fehlerfreiheit.
 Der Zeitaufwand zur Parallelisierung komplizierter Programme reduziert sich u¨ber das durch
DDD erreichte Maß hinaus.
 Zusa¨tzlich ko¨nnen obige Techniken zur automatischen Erzeugung von Werkzeugen zur Konsi-
stenzu¨berpru¨fung bzw. im sequentiellen Bereich eingesetzt werden (z.B. Vektorisierung, Git-
terverfeinerung).
Die weitere, auf DDD aufbauende Arbeit hat also drei Stoßrichtungen: Erweiterung des Anwender-
kreises, Verbesserung der Entwicklungsumgebung und Generalisierung des Parallelisierungskon-
zepts.
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Anhang A
Grundlegende
Kommunikationsschnittstellen
Im folgenden Anhang sollen die Kommunikationsschichten vorgestellt werden, die der DDD-
Implementierung zugrundeliegen. Dabei werden die Schichten ausgehend vom gegebenen
Parallelrechner-Programmiermodell in der Reihenfolge zunehmender Ma¨chtigkeit beschrieben;
Abb. A.1 zeigt eine ¨Ubersicht. Die erste Schnittstelle (PPIF) ist auch vom parallelisierten An-
wendungsprogramm benutzbar, die folgenden Schnittstellen existieren zuna¨chst nur innerhalb der
DDD-Bibliothek und werden nicht nach außen exportiert.
A.1 PPIF: Schnittstelle zum Parallelrechner
Ein auf Basis der DDD-Bibliothek parallelisiertes Programm soll auf mo¨glichst vielen (allen) Par-
allelrechnerkonfigurationen lauffa¨hig sein. Deshalb wurden (bereits in [12]) Minimalanforderungen
an einen Parallelrechner definiert und in Form einer Kommunikationsschnittstelle zusammengefaßt.
Diese Schnittstelle (parallel processing interface, kurz PPIF) hat folgende Eigenschaften:
PPIF
DDD
LowComm
Notify
Abbildung A.1: ¨Ubersicht der grundlegenden Kommunikationsschichten in DDD.
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 Bevor Nachrichten gesendet werden ko¨nnen, muß eine Verbindung zwischen den Kommuni-
kationspartnern in Form eines Kanals (virtual channel) aufgebaut werden. Dies ermo¨glicht
den Einsatz auf Rechnersystemen, deren Programmiermodell solche Kana¨le voraussetzt.
 Es werden durchweg zweiseitige Kommunikationsprimitive eingesetzt; einseitige Kommuni-
kation (z.B. get/put) stellt PPIF nicht zur Verfu¨gung. Dies ermo¨glicht den Einsatz auf Rech-
nersystemen, die keine einseitige Kommunikation anbieten.
 Es wird blockierende und nichtblockierende Kommunikation angeboten. Fu¨r (a¨ltere) Pro-
grammiermodelle, die keine nichtblockierende Kommunikation vorsehen, muß diese selbst
implementiert werden (mit einem zusa¨tzlichen Prozeß).
 Einige Kommunikationsstrukturen sind in PPIF vordefiniert und sofort benutzbar (Prozessor-
baum, 2D/3D-Feld). Die Baumstruktur la¨ßt sich u.a. zur bequemen Ausfu¨hrung von globalen
Reduktionsoperationen nutzen (Summe, Minimum, Maximum etc.).
Die vordefinierten Kommunikationsstrukturen der PPIF-Schnittstelle ko¨nnen im Hinblick auf Effizi-
enz als Angebot an das benutzende Programm verstanden werden: falls fu¨r eine gegebene Rechnerar-
chitektur eine dieser Topologien (Baum bzw. Feld) besonders effizient auf die Hardware abgebildet
werden kann (mapping), so sollte die PPIF-Implementierung fu¨r diese Hardware diesen Umstand
beru¨cksichtigen. Das aufrufende Programm kann dann davon ausgehen, daß bei Benutzung dieser
vordefinierten Strukturen die Kommunikation mo¨glichst effizient durchgefu¨hrt wird. Baut das auf-
rufende Programm an der PPIF-Schnittstelle eigene Strukturen aus Kommunikationskana¨len auf,
so ko¨nnen diese im allgemeinen nicht optimal auf das Kommunikationsnetz des Parallelrechners
abgebildet werden.
PPIF-Implementierungen fu¨r bestimmte Programmiermodelle sind relativ einfach zu erstellen; der-
zeit existieren Implementierungen fu¨r alle ga¨ngigen Plattformen (MPI, PVM, NX, SHMEM, Parix).
PPIF wird als Teil der DDD-Bibliothek eingesetzt, ist aber ebenfalls als Einzelpaket fu¨r Anwendun-
gen ohne DDD verwendbar.
A.2 Notify: Aufbau einer n-zu-m Kommunikationsstruktur
Einige der Kommunikationsanforderungen der DDD-Bibliothek sind sendergetrieben, z.B. die
Durchfu¨hrung von DDD XferCopyObj()-Kommandos im DDD-Transfermodul. Dabei muß je-
der Prozessor lokal die Erzeugung von Objekten auf anderen Prozessoren initiieren ko¨nnen. Die-
ser einseitigen Kommunikation an der Schnittstelle zum Anwendungsprogramm steht das zugrun-
deliegende message-passing-Programmiermodell (PPIF) gegenu¨ber, so daß eine Abbildung auf
zweiseitige Kommunikationsvorga¨nge no¨tig wird. In der Praxis heißt dies, daß die jeweiligen
Empfa¨ngerprozessoren vor dem eigentlichen Transfer informiert werden mu¨ssen, von welchem Pro-
zessor sie Nachrichten welcher Gro¨ße erhalten werden.
Die zu dieser Information no¨tigen Vorabnachrichten haben die Form
(psend;smsg; precv);
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wobei psend der Sendeprozessor der spa¨teren, eigentlichen Nachricht ist, smsg die Gro¨ße der
Nachricht und precv ihr Empfa¨nger. Zu Beginn kennt jeder Prozessor p also die Nachrichten
f(pi;si;qi) j pi = pg, die von ihm gesendet werden sollen. Fu¨r den Transfer muß Prozessor p jedoch
auch die Nachrichten f(pi;si;qi) j qi = pg kennen, um die no¨tigen Empfangsoperationen initiieren
zu ko¨nnen.
Um zu verhindern, daß die Anzahl der dazu no¨tigen Vorabnachrichten im schlechtesten Fall qua-
dratisch mit der Prozessoranzahl wa¨chst, wurde ein Algorithmus entwickelt, der diese Informa-
tionen u¨ber eine baumartige Kommunikationstopologie verteilt, so wie sie bereits standardma¨ßig
vom zugrundeliegenden Parallel Processing Interface bereitgestellt wird. In diesem sog. Notify-
Algorithmus wird die Baumstruktur in zwei entgegengesetzten Wellen durchlaufen: in der ersten
Welle (von den Bla¨ttern zur Wurzel) teilt jeder Prozessor seinem Vaterprozessor im Kommunika-
tionsbaum mit, welche Nachrichten seinen Unterbaum verlassen mu¨ssen; in der darauffolgenden,
entgegengesetzten Welle erha¨lt jeder Prozessor vom Vaterknoten die Nachrichten, die fu¨r seinen
Unterbaum bestimmt sind. Nachrichten von p nach q verbleiben also im kleinsten Teilbaum, der
noch p und q entha¨lt.
Nach dem Durchlaufen des Notify-Algorithmus erha¨lt jeder Prozessor eine Liste, die den Sender
und die Gro¨ße der im Transfer zu empfangenden Nachrichten entha¨lt. Basierend auf dieser Liste
ko¨nnen nun zuna¨chst Kana¨le zu den Kommunikationspartnern aufgebaut, der Speicher fu¨r die zu
empfangenen Nachrichten bereitgestellt und schließlich die Empfangsfunktionen der asynchronen
Kommunikation initiiert werden.
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Eine typische Anforderung der DDD-Bibliothek an die zugrundeliegenden Kommunikationsfunk-
tionen ist das Versenden von kompliziert strukturierten Nachrichten an im Prozessorgraph benach-
barte Prozessoren. Vor allem in der Implementierung des Transfermoduls wird diese Kommuni-
kationsart beno¨tigt: zur Ausfu¨hrung der vielen Einzelkommandos, die ein Anwendungsprogramm
wa¨hrend einer Transferkommunikation absetzt, sollen mo¨glichst wenige tatsa¨chliche Nachrichten
generiert werden. Dazu ist es no¨tig, die zu sendenden Informationen nach ihrem Empfangsprozes-
sor zusammenzufassen und diesem zuna¨chst die Nachrichtengro¨ße mitzuteilen, damit dieser einen
Empfangspuffer bereitstellen kann. Letzteres erledigt der oben vorgestellte Notify-Algorithmus; die
Zusammenfassung der Nachrichten, die Strukturierung der enthaltenen Informationen in Tabellen-
form und das transparente Senden/Empfangen von mehreren Nachrichten pro Prozessor wurde in
der vorliegenden DDD-Implementierung erneut gekapselt; das sogenannte LowComm-Modul stellt
diese Funktionalita¨t bereit.
Bevor Nachrichten mit dem LowComm-Modul verschickt werden ko¨nnen, muß der allgemeine Auf-
bau einer Nachricht definiert werden. Dazu werden zur Laufzeit beliebig viele Nachrichtentypen
(MsgType) definiert, von denen jeder eine Nachricht beschreibt, die aus einer Anzahl von Tabellen
mit beliebig strukturierten Eintra¨gen (sog. MsgTable) und/oder einzelnen ansonsten unstrukturier-
ten Datenbereichen (sog. MsgChunk) besteht. Fu¨r die einzelnen Bereiche zu einem Nachrichtentyp
werden nachrichtenabha¨ngige Identifikatoren vergeben, u¨ber die diese Bereiche zuga¨nglich sind. In
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dieser Anmeldephase wird nur die Struktur der Nachricht festgelegt; die Gro¨ße der einzelnen Be-
reiche und ebenso die Gro¨ße der tatsa¨chlichen Nachrichten werden erst beim Aufbau der Nachricht
festgelegt.
Soll die tatsa¨chliche Kommunikation anlaufen, werden zuna¨chst alle zu sendenden Nachrichten mit
ihrem jeweiligen Zielprozessor beim LowComm-Modul angemeldet. Sodann werden die Anzahl
der Tabelleneintra¨ge fu¨r alle Tabellen jeder Nachricht sowie die Gro¨ße der Datenbereiche festge-
legt. Aus diesen Angaben errechnet das LowComm-Modul die Gro¨ßen der erforderlichen Nach-
richtenpuffer, legt den Speicher dafu¨r an und informiert unter Verwendung des oben beschriebenen
Notify-Algorithmus die Empfa¨nger u¨ber die Gro¨ße der Nachrichten.
Nachdem das aufrufende Programm die leeren Nachrichtenpuffer (d.h. Tabellen und Datenbereiche)
mit den eigentlichen Daten gefu¨llt hat, erledigt das LowComm-Modul das Versenden an die richtigen
Empfa¨nger. ¨Uber die bereits angesprochenen Identifikatoren ko¨nnen schließlich auf Empfa¨ngerseite
die Daten aus den einzelnen Tabellen und Datenbereichen der empfangenen Nachrichten extrahiert
und weiterverarbeitet werden.
Mit dem LowComm-Modul steht somit eine Schnittstelle zur Verfu¨gung, die die restliche DDD-
Implementierung von den Widrigkeiten eines reinen message-passing-Betriebs entlastet.
Anhang B
Spezifikation der
Transfer-Funktionalita¨t
Dieser Anhang soll die Wirkung der DDD-Transferkommandos DDD XferCopyObj(),
DDD XferDeleteObj() und DDD PrioritySet() und ihren Zusammenhang genau spezifizie-
ren. Da die Wirkung jedes Transferkommandos auf genau ein verteiltes Objekt beschra¨nkt bleibt,
beziehen sich die unten angegebenen Regelsa¨tze tatsa¨chlich auf nur ein verteiltes Objekt, dieses
kann jedoch selbstversta¨ndlich aus mehreren lokalen Objekten zusammengesetzt sein. Erst bei
Einbeziehung von Referenzen zwischen Objekten und der Implementierung des Referenz-Transfer-
Mechanismus kommt die Beziehung zwischen verteilten Objekten zum Tragen. Dies soll nicht
Gegenstand dieses Anhangs sein.
Die folgende Spezifikation besteht aus zwei Teilen: zuna¨chst werden die drei relevanten Komman-
dotypen und ihre Auswirkungen auf die verteilte Datenbasis einzeln spezifiziert, danach wird ihr
Zusammenwirken festgelegt.
B.1 Spezifikation der einzelnen Transferkommandos
In diesem Abschnitt wird die Wirkung von mehreren (gegebenenfalls verteilt abgesetzten) gleichar-
tigen Transferkommandos auf ein verteiltes Objekt spezifiziert.
B.1.1 Das Transferkommando XferCopyObj
Der folgende Regelsatz spezifiziert die Wirkung von mehreren DDD XferCopyObj()-Kommandos
auf dasselbe verteilte Objekt oˆ. Die Prozessoren PA, PB und PC seien paarweise ungleich.
Regel C1: Besitzt PA eine Kopie o1 2 oˆ mit Priorita¨t p1 und schickt PB eine Kopie o2 2 oˆ mit Prio-
rita¨t p2 und gleichzeitig eine Kopie o3 2 oˆ mit Priorita¨t p3 an PA, dann wird bereits von PB das
Maximum von p2 und p3 ausgewa¨hlt. Der nicht ausgewa¨hlte Kopierbefehl wird verworfen.
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Regel C2: Schickt PB eine Kopie o2 2 oˆ mit Priorita¨t p2 an PA und schickt PC eine Kopie o3 2 oˆ mit
Priorita¨t p3 an PA, dann wird das Maximum der Priorita¨ten p2 und p3 ausgewa¨hlt. Der nicht
ausgewa¨hlte Kopierbefehl wird verworfen. Bei p2 = p3 wird einer der beiden Kopierbefehle
zufa¨llig ausgewa¨hlt (abha¨ngig von den Nachrichtenlaufzeiten im Kommunikationsnetz).
Regel C3: Besitzt PA eine Kopie o1 2 oˆ mit Priorita¨t p1 und schickt PB eine Kopie o2 2 oˆ mit
Priorita¨t p2 an PA, dann gibt es folgende Fa¨lle:
p2 > p1: o1 wird durch o2 u¨berschrieben, d.h. o1 wird gelo¨scht, o2 wird kreiert. Nullrefe-
renzen aus o2 werden jedoch durch vorhandene Referenzen aus o1 ersetzt.
p2 = p1: Aktion wie bei Fall p2 > p1 (willku¨rlich gewa¨hlt).
p2 < p1: o2 wird abgewiesen, da bereits o1 vorhanden; Kopierbefehl wird also verworfen.
Nullreferenzen aus o1 werden jedoch gegebenenfalls durch vorhandene Referenzen aus
o2 ersetzt.
Regel C4: Besitzt PA eine Kopie o1 2 oˆ mit Priorita¨t p1 und schickt eine Kopie o2 2 oˆ mit Priorita¨t
p2 an sich selbst, so wirkt dieser Kopierbefehl wie ein PrioritySet-Befehl, d.h. die Priorita¨t von
o1 wird auf p2 gesetzt. Achtung: Die Spezifikation sieht hier kein Abweisen des Kommandos
fu¨r p2 < p1 vor.
Durch Regel C1 werden bereits auf der Senderseite gleichartige Kommandos zusammengefaßt, zwei
lokale Objekte mit gleicher globaler ID sind nicht zugelassen. Aus allen eingehenden Nachrich-
ten auf dem empfangenden Prozessor PA werden durch Regel C2 gleichartige Kommandos von
verschiedenen Sendern gebu¨ndelt. Regel C3 entscheidet beim Vorhandensein lokaler Kopien, ob
eingehende Kommandos beru¨cksichtigt und damit diese Kopien u¨berschrieben werden. Regel C4
beru¨cksichtigt schließlich Transferkommandos eines Prozessors an sich selbst und deren Umsetzung
als Priorita¨tsa¨nderung.
Abb. B.1 zeigt das Zusammenspiel der Regeln. Die linke Seite der Grafik bezeichnet dabei den
nicht-lokalen Teil (remote commands), die rechte Seite den lokalen Teil (jeweils aus der Sicht von
Prozessor A). Die gestrichelte Linie in der Mitte deutet die Kommunikationskana¨le an.
B.1.2 Das Transferkommando PrioritySet
Der folgende Regelsatz spezifiziert die Wirkung von mehreren DDD PrioritySet()-Kommandos
auf dasselbe verteilte Objekt oˆ. Da das DDD PrioritySet()-Kommando laut Parameterliste keinen
anderen Prozessor betrifft, genu¨gt es, einen Prozessor PA zu betrachten. Wegen seiner Auswirkung
auf die Prozessoren, die ebenfalls Kopien o 2 oˆ besitzen, wird dieses Kommando trotzdem zur
Gruppe der Transferkommandos gerechnet.
Regel P1: Besitzt PA eine Kopie o1 2 oˆ mit Priorita¨t p1 und setzt er gleichzeitig zwei (oder mehr)
DDD PrioritySet()-Kommandos mit den Priorita¨ten p2 und p3 ab, so wird nur das Komman-
do mit der maximalen Priorita¨t ausgefu¨hrt. Achtung: Priorita¨t p1 wird in die Maximumsbil-
dung nicht einbezogen.
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Abbildung B.1: ¨Ubersicht der XferCopyObj-Regeln und ihrer Anwendung im Transfermodul.
B.1.3 Das Transferkommando XferDeleteObj
Der folgende Regelsatz spezifiziert die Wirkung von mehreren DDD XferDeleteObj()-Kommandos
auf dasselbe verteilte Objekt oˆ. Da das DDD XferDeleteObj()-Kommando laut Parameterliste kei-
nen anderen Prozessor betrifft genu¨gt es, einen Prozessor PA zu betrachten. Wegen seiner Auswir-
kung auf die Prozessoren, die ebenfalls Kopien o 2 oˆ besitzen, wird dieses Kommando trotzdem zur
Gruppe der Transferkommandos gerechnet.
Regel D1: Besitzt PA eine Kopie o1 2 oˆ mit Priorita¨t p1 und setzt er fu¨r o1 gleichzeitig zwei oder
mehr DDD XferDeleteObj()-Kommandos ab, so ist deren Wirkung a¨quivalent mit der Wir-
kung eines einzigen DDD XferDeleteObj()-Kommandos.
B.2 Zusammenwirken der Transferkommandos
Dieser Abschnitt spezifiziert die Ausfu¨hrungsreihenfolge von mehreren Transferkommandos ver-
schiedenen Typs fu¨r dasselbe verteilte Objekt und damit deren Zusammenwirken. Die Kommandos
werden in folgender Reihenfolge ausgefu¨hrt:
1. Zuna¨chst werden alle DDD PrioritySet()- bzw. alle nach Regel C4 lokalen
DDD XferCopyObj()-Kommandos bearbeitet.
2. Danach werden durch DDD XferDeleteObj()-Kommandos betroffene lokale Objekte
gelo¨scht.
166 Spezifikation der Transfer-Funktionalita¨t
3. Schließlich werden alle echten (d.h. nicht-lokalen gema¨ß Regel C4) DDD XferCopyObj()-
Kommandos bearbeitet.
Durch diese Abarbeitungsreihenfolge gehorcht das Transfermodul folgenden Regeln:
Regel M1: Werden DDD PrioritySet() und DDD XferDeleteObj() fu¨r dasselbe Objekt abgesetzt,
so ist DDD PrioritySet() wirkungslos.
Regel M2: Werden DDD PrioritySet() und DDD XferCopyObj() fu¨r dasselbe Objekt abgesetzt,
so wird bereits die neue Priorita¨t zur Entscheidung in Regel C3 herangezogen.
Regel M3: Werden DDD XferDeleteObj() und DDD XferCopyObj() fu¨r dasselbe Objekt abge-
setzt, so wird es zuna¨chst vernichtet, dann wieder etabliert. Regel C3 ist also außer Kraft,
jedes eingehende Objekt (ungeachtet seiner Priorita¨t) angenommen.
Regel M4: Werden DDD PrioritySet(), DDD XferDeleteObj() und DDD XferCopyObj() fu¨r
dasselbe Objekt abgesetzt, so ist nach Regel M1 das DDD PrioritySet()-Kommando wir-
kungslos; danach wird nach Regel M3 jedes eingehende Objekt (ungeachtet seiner Priorita¨t)
angenommen.
Dabei werden bei mehreren konkurrierenden Kommandos gleichen Typs zuna¨chst die Regeln C1-
C4, P1 und D1 eingesetzt, fu¨r die verbleibenden (maximal drei) Kommandos verschiedenen Typs
die Regeln M1-M4.
B.3 Nachbemerkung
Implizit wurde der obigen Spezifikation stets die Maximumoperation zugrundegelegt, falls aus ei-
ner Menge von Priorita¨ten eine ausgezeichnete Priorita¨t ermittelt werden sollte (Regeln C1-C4 und
P1). Es ist jedoch mo¨glich, andere Operationen zu definieren, falls die Maximumoperation zur Im-
plementierung des anwendungsorientierten Konsistenzmodells nicht ausreicht. Die Operation wird
als dreistellige Relation in Form von einzelnen Beispielen fu¨r einen bestimmten DDD-Typ t 2 T
definiert, wobei zuna¨chst eine Ausgangseinstellung festgelegt werden kann.
Soll beispielsweise beim Vergleich zweier Priorita¨ten im allgemeinen das Minimum, bei den Prio-
rita¨ten 5 und 3 jedoch die Priorita¨t 11 entstehen, so wird durch eine einfache Befehlssequenz (links)
eine (stets symmetrische) Operation definiert (rechts):
Default(t, MINIMUM);
Define (t, 3, 5, 11); )
3 5 11
3 3 11 3
5 11 5 5
11 3 5 11
Dabei ist zu beachten, daß die Operation assoziativ sein muß, da z.B. die Reihenfolge mehrerer
eingehender Nachrichten nicht eindeutig ist (obiges Beispiel wa¨re also falsch!). Bei Definition einer
korrekten Operation wird schließlich die gesamte Logik des Transfermoduls auf diese umgestellt.
Anhang C
Formale Spezifikationen verteilter Gitter
Das DDD-Modell beschreibt eine allgemeine Spezifikation verteilter Graphstrukturen. Die Kopp-
lung zwischen den einzelnen lokalen Graphen bleibt dabei auf die Kopplung der verteilten Objekte
beschra¨nkt, aus denen der verteilte Graph besteht. Beschra¨nkt man die Anwendung des Modells
auf die Klasse der gitterbasierten Verfahren wie die in Kap. 5 beschriebenen Lo¨sungsverfahren fu¨r
Probleme partieller Differentialgleichungen, so geschieht die Kopplung der lokalen Teilgitter durch
redundante Kopien von Gitterelementen im ¨Uberlappungsbereich an Prozessorgrenzen.
Dieser Anhang listet nun fu¨r typische Anwendungsfa¨lle formale Spezifikationen auf, die zur
Grundlage von Implementierungen verteilter Graphen und deren ¨Uberpru¨fung dienen ko¨nnen.
Dabei werden die elementaren Operationen in Form der Funktionen DDD XferCopyObj(),
DDD XferDeleteObj() und DDD PrioritySet() vom DDD-Transfermodul konsistent zur
Verfu¨gung gestellt (vgl. Anhang B). Der Algorithmus, der diese Operationen aufruft und dadurch
verteilte Gitter mit ¨Uberlappung erzeugt, muß jedoch abha¨ngig von den Erfordernissen der Anwen-
dung und somit von der Gitter-Spezifikation entwickelt werden (ein Beispiel gibt Abschnitt 5.2.4).
Jede Spezifikation ist ein Satz von Regeln in pra¨dikatenlogischer Schreibweise. In der ¨Uberschrift
erha¨lt jede Spezifikation ein Ku¨rzel, das den einzelnen Regeln als Pra¨fix vorangestellt wird, um
die komplette Regelsammlung eindeutig zu gestalten (1-OVP, 1-OVPE, MG). Die Schreibweise
master(e; p) bedeutet, daß eine lokale Kopie des Elements e auf Prozessor p mit Priorita¨t Master
existiert (analog fu¨r ghost(e; p) und copy(s; p)).
Die deklarative Formulierung von Gittereigenschaften mittels pra¨dikatenlogischer Formeln hat
u.a. drei wesentliche Vorteile:
 Durch die Beschra¨nkung auf wesentliche Relationen als Grundlage einer Spezifikation ko¨nnen
andere Eigenschaften der spezifizierten Gitter sehr allgemein miterfaßt werden. Beispielswei-
se gelten alle unten aufgefu¨hrten Spezifikationen unabha¨ngig von der Raumdimension des
Gitters.
 Wie im Bereich der logischen Programmierung ko¨nnen die Regelsa¨tze verschiedener dekla-
rativer Spezifikationen einfach kombiniert werden, um kompliziertere Spezifikationen abzu-
leiten. Diese Eigenschaft erlaubt es, Hierarchien von Regelsa¨tzen zu definieren, die nur u¨ber
ihre Schnittstellen verknu¨pft sind. Ein einfaches Beispiel ist die 1-OVPE-Spezifikation (Ab-
schnitt C.2).
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 Durch die pra¨zise Formulierung ist es mo¨glich, diese Spezifikationen als Grundlage einer
automatischen Erzeugung von konsistenten Gittern oder gar von parallelen, effizienten Pro-
grammcodes einzusetzen. Dies kann z.B. auf Basis von Methoden der Modellgenerierung [30]
geschehen; unter Einsatz des automatischen Theorembeweisers und Werkzeugs zur Generie-
rung von (minimalen) Modellen SATCHMO [1,29] wurden bereits vielversprechende Resultate
erzielt [21] (siehe auch Abschnitt 6.3.3).
C.1 Einfache ¨Uberlappung von Elementen (1-OVP)
Diese Spezifikation ist zwar so vereinfacht, daß sie in realen Anwendungen nur selten in Reinform
anwendbar ist. Sie dru¨ckt jedoch klar den Zusammenhang von Nachbarschaftsrelation, Prozessor-
zuordnung und ¨Uberlappung aus und ist damit die Grundlage fu¨r alle folgenden Spezifikationen.
Der Name der Spezifikation 1-OVP steht fu¨r ¨Uberlappung (OVerlaP) von einer Elementreihe (1).
C.1.1 Informelle Beschreibung
Das Gitter besteht aus Elementen e 2 elem. Es wird vom Lastbalancierer auf Prozessoren p 2 proc
verteilt. Die Topologie des Gitters wird durch eine symmetrische Nachbarschaftsrelation nb(; ) be-
stimmt. An den Grenzen zwischen den Partitionen soll eine einreihige ¨Uberlappung von Elementen
je Prozessor entstehen. Elemente im Inneren einer Partition seien mit Master-Priorita¨t ausgezeich-
net, durch ¨Uberlappung entstandene Elemente mit Ghost-Priorita¨t.
C.1.2 Formale Spezifikation
Die Relation ghostH(e; p) steht fu¨r Ghost-Objekte, die aufgrund horizontaler Nachbarschaftsrelatio-
nen entstehen.
1-OVP-1 (Lokalita¨t): Alle Nachbarelemente eines Master-Elements werden lokal gespeichert, und
zwar entweder mit Ghost- oder Master-Priorita¨t.
8 elem e1;e2 : 8 proc p : nb(e1;e2)^master(e1; p) ! ghostH(e2; p)_master(e2; p)
1-OVP-2 (Eindeutigkeit): Zu jedem Element gibt es ho¨chstens eine Master-Kopie.
8 elem e : 8 proc p1; p2 : master(e; p1)^master(e; p2) ! p1 = p2
1-OVP-3 (Speicher-Effizienz): Ein Prozessor kann nur dann eine Ghost-Kopie eines Elementes
besitzen, wenn er keine Master-Kopie dieses Elementes besitzt.
8 elem e : 8 proc p : master(e; p) ! :ghostH(e; p)
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C.2 Einfache ¨Uberlappung mit Elementseiten (1-OVPE)
Diese Spezifikation ist komplizierter, aber auch realistischer als 1-OVP. Die dort verwendete Nach-
barschaftsrelation nb ist hier nicht vorgegeben, sondern wird aus einer vorgegebenen Relation zwi-
schen Elementen und Elementseiten abgeleitet. Der Name der Spezifikation 1-OVPE steht fu¨r
¨Uberlappung (OVerlaP) von einer Elementreihe (1) unter Beru¨cksichtigung von Kanten (with Ed-
ges). 1-OVPE besteht aus den 1-OVP-Regeln und zwei zusa¨tzlichen Regeln; dies ist das erste Bei-
spiel zur additiven Komposition von Gitter-Spezifikationen.
C.2.1 Informelle Beschreibung
Das Gitter besteht aus Elementen e 2 elem und Elementseiten s 2 side. Die Elemente werden vom
Lastbalancierer auf Prozessoren p 2 proc verteilt. Die Relation e ref,! s gibt an, welche Element-
seiten durch das Element e referenziert werden. Es existiert keine direkte Nachbarschaftsrelation
zwischen den Elementen, stattdessen wird die Gittertopologie rein durch die Relation ref,! bestimmt.
An den Grenzen zwischen den Partitionen soll eine einreihige ¨Uberlappung von Elementen je Pro-
zessor entstehen. Elemente im Inneren einer Partition seien mit Master-Priorita¨t ausgezeichnet,
durch ¨Uberlappung entstandene Elemente mit Ghost-Priorita¨t. Es sollen nur die Elementseiten von
Master-Elementen gespeichert werden; damit bestehen die Elementseiten auf Prozessorgrenzen aus
genau zwei lokalen Objekten. Die Elementseiten besitzen stets die Priorita¨t Copy.
C.2.2 Formale Spezifikation
1-OVPE-1 (Elementnachbarschaft): Die Nachbarschaftsrelation auf Elementen nb() wird von der
Referenzrelation ref,! abgeleitet.
8 elem e1;e2 : 8 side s : e1 ref,! s^ e2 ref,! s^ e1 6= e2 ! nb(e1;e2)
1-OVPE-2 (Lokale Elementseiten): Jeder Prozessor speichert alle Seiten seiner Master-Elemente.
8 elem e : 8 side s : 8 proc p : master(e; p)^ e ref,! s ! copy(s; p)
1-OVP: zusa¨tzlich alle Regeln der 1-OVP-Spezifikation.
C.3 Vertikale ¨Uberlappung bei verteilten Mehrgittern (MG)
Falls durch Gitterverfeinerung mehrere Gitter unterschiedlicher Auflo¨sung entstehen, gibt es verti-
kale Nachbarschaftsbeziehungen zwischen den aufeinanderfolgenden Gittern. Der Name der Spe-
zifikation MG steht fu¨r ¨Uberlappung bei Mehrgittern (MultiGrid). Die Spezifikation MG definiert
einen Lokalita¨tsbegriff fu¨r solche verteilten, hierarchischen Mehrgitterstrukturen. Auch diese Spe-
zifikation kommt einzeln betrachtet in Anwendungen nicht vor, sie dient aber als Grundlage fu¨r
verteilte Mehrgitterverfahren (z.B. Abschnitt 5.3.1).
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C.3.1 Informelle Beschreibung
Das Gitter besteht aus Elementen e 2 elem. Es wird vom Lastbalancierer auf Prozessoren p 2
proc verteilt. Die durch Gitterverfeinerung entstehenden Beziehungen zwischen den Elementen auf
benachbarten Gitterebenen wird durch die Relation son bestimmt, wobei son(e1;e2) genau dann
gilt, wenn Element e1 durch Teilung von Element e2 entstanden ist (e2 ist Vater von e1). Der Vater
jedes Elements soll prozessorlokal zugreifbar sein. Dadurch entsteht eine vertikale ¨Uberlappung der
Elemente, wobei die durch ¨Uberlappung entstandenen Vaterelemente die Priorita¨t Ghost besitzen
sollen. Alle anderen Elemente sollen die Priorita¨t Master erhalten.
C.3.2 Formale Spezifikation
Die Relation ghostV (e; p) steht fu¨r Ghost-Objekte, die aufgrund vertikaler Nachbarschaftsrelationen
(d.h. son-Relationen) entstehen. Die Regeln zu MG entsprechen dem 1-OVP-Regelsatz, da in beiden
Spezifikationen aus einer Topologierelation eine ¨Uberlappungseigenschaft abgeleitet wird.
MG-1 (Lokalita¨t): Alle Vaterelemente eines Master-Elements werden lokal gespeichert, und zwar
entweder mit Ghost- oder Master-Priorita¨t.
8 elem e1;e2 : 8 proc p : son(e1;e2)^master(e1; p) ! ghostV (e2; p)_master(e2; p)
MG-2 (Eindeutigkeit): Zu jedem Element gibt es ho¨chstens eine Master-Kopie.
8 elem e : 8 proc p1; p2 : master(e; p1)^master(e; p2) ! p1 = p2
MG-3 (Speicher-Effizienz): Ein Prozessor kann nur dann eine Ghost-Kopie eines Elementes be-
sitzen, wenn er keine Master-Kopie dieses Elementes besitzt.
8 elem e : 8 proc p : master(e; p) ! :ghostV (e; p)
C.4 Nachbemerkung
Die oben beschriebenen Regelsa¨tze wurden ausgewa¨hlt, da sie in direkter Beziehung zu den DDD-
Anwendungsbeispielen in Kap. 5 stehen. Viele weitere Spezifikationen sind denkbar: mehrfache
¨Uberlappung, komplizierte Datenstrukturen mit mehreren Objekttypen, Gitterverfeinerung und Git-
terentfeinerung bzw. -vergro¨berung und andere. Eine Spezifikationsbibliothek befindet sich im Auf-
bau, die hierarchisch strukturiert ist und eine Vielzahl mo¨glicher Gitteranwendungen abdeckt. Die
jeweils ausgewa¨hlte Spezifikation beschreibt das Verha¨ltnis der anwendungsbezogenen Datenstruk-
turen zum Modell des verteilten Graphen aus DDD und damit die Schnittstelle zwischen der DDD-
Bibliothek und dem Anwendungsprogramm.
Anhang D
Automatisierter Funktionstest der
Transferimplementierung
In Anhang B wurde spezifiziert, welche Wirkung jedes DDD-Transferkommando auf ein verteil-
tes Objekt haben soll und wie sich das Transfermodul bei mehreren Kommandos fu¨r ein verteiltes
Objekt verhalten soll. Die Implementierung dieser Spezifikation stellt sich als schwierig heraus, zu-
mal auf die Effizienz des Transfers besonderes Augenmerk gerichtet werden sollte. Dabei verteilen
sich die Schwierigkeiten im wesentlichen auf die Teile Referenzkonsistenz und Couplingkonsistenz.
Wa¨hrend die Erhaltung von Referenzen zwischen den Objekten und ihre Umrechnung beim Transfer
ein u¨berschaubares Problem darstellt, ist die Erhaltung der Konsistenz von Couplinglisten aufwendig
und fehleranfa¨llig: das Anwendungsprogramm kann vo¨llig beliebig und auf die Prozessoren verteilt
Transferkommandos absetzen, die das DDD-Transfermodul mit mo¨glichst wenig Kommunikations-
aufwand in eine verteilte ¨Anderung der betroffenen Objekte und ihrer Couplinglisten umsetzen muß.
Da eine Verifikation der Transferimplementierung schon wegen des Programmumfangs nicht durch-
gefu¨hrt werden kann, mu¨ssen Testverfahren eingesetzt werden, um das korrekte Arbeiten gema¨ß der
Spezifikation aus Anhang B sicherzustellen. Es hat sich gezeigt, daß die Kombinationen aus Trans-
ferkommandos, die in allen bisherigen DDD-Anwendungen benutzt wurden, nur einen Bruchteil
aller mo¨glichen Situationen ausmachen. Eine Auflistung einer ausreichenden Menge an Testfa¨llen
von Hand erscheint deshalb unmo¨glich.
Deshalb wurde ein zweistufiges Testverfahren entwickelt, das eine automatisierte Testdurchfu¨hrung
erlaubt: ein auf der zu testenden DDD-Implementierung basierendes, ku¨nstliches Anwendungs-
programm liest eine Reihe von Testsituationen ein, fu¨hrt jeweils den Transfervorgang durch und
kontrolliert danach die verteilten Couplinglisten und die Konsistenz des verteilten Objekts. Diese
Testanwendung wird sodann als Werkzeug benutzt, um automatisch generierte Testreihen durch-
zufu¨hren. Die Generierung der Testreihen obliegt einem Prolog-Programm, das fu¨r bestimmte Vor-
gaben (z.B. die Anzahl der beteiligten Prozessoren) umfassende Testdateien erzeugt (mit ca. 105 bis
107 Testfa¨llen).
In diesem Anhang wird zuna¨chst ein einfaches Beispiel fu¨r die Probleme verteilter Couplingkonsi-
stenz beschrieben, um die Sensibilita¨t fu¨r die Testproblematik zu erho¨hen. Danach wird die DDD-
basierte Testanwendung vorgestellt; schließlich wird der Algorithmus zur Erzeugung der Testfa¨lle
erkla¨rt.
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D.1 Beispiel zur Couplingkonsistenz
Ein wichtiges Ziel der Implementierung des Transfermoduls ist, den Aufwand an Kommunikation
zu minimieren. Dies betrifft sowohl die Anzahl der no¨tigen Nachrichten (d.h. Minimierung der Auf-
setzzeiten) als auch das Datenvolumen je Nachricht. Die Problematik des DDD-Transfers erlaubt es
jedoch nicht, mit nur einer Kommunikationsphase (d.h. maximal eine Nachricht pro Prozessorpaar)
auszukommen; das folgende (Gegen-)Beispiel belegt dies. Gleichzeitig la¨ßt das Beispiel erken-
nen, wie eine unzureichende Transferimplementierung einen typischen Couplingkonsistenz-Fehler
verursacht und wie dieser im verteilten System aufscheint. Achtung: die unten aufgefu¨hrten Kom-
munikationsvorga¨nge passieren innerhalb von DDD, auf Anwendungsebene ist nur das Anstoßen
von zwei Transferkommandos sichtbar.
Betrachtet man also das verteilte Objekt oˆ1 = fo1;o2g mit proc(o1) = p1 und proc(o2) = p2, sowie
die neu zu erzeugenden lokalen Objekte o3 und o4 mit proc(o3) = p3 und proc(o4) = p4 (siehe
Abb. D.1), so muß die Kommunikation notwendigerweise in zwei Schritten erfolgen:
Ausgangspunkt: p1 speichert o1 und kennt o3 mit Zielprozessor p3, daher gilt auf p1 die Annahme
p1 : oˆ01 = fo1;o2;o3g;
analog speichert p2 das Objekt o2 und kennt o4 mit Zielprozessor p4, daher gilt auf p2 die
Annahme
p2 : oˆ01 = fo1;o2;o4g:
Erste Kommunikation: p1 informiert p2 von der bevorstehenden Erzeugung von o3; analog in-
formiert p2 Prozessor p1 von der bevorstehenden Erzeugung von o4; danach gilt auf beiden
Prozessoren die gleiche Annahme
p1; p2 : oˆ01 = fo1;o2;o3;o4g;
die auch tatsa¨chlich korrekt ist.
Zweite Kommunikation: p1 erzeugt das Objekt o3 auf p3 und teilt gleichzeitig die Annahme p1 :
oˆ01 mit; analog erzeugt p2 das Objekt o4 auf p4 und teilt die Annahme p2 : oˆ01 mit. Dadurch
gilt nun auf p3 dieselbe Annahme wie auf p1 und analog auf p4 dieselbe Annahme wie auf
p2.
Da nun durch die erste Kommunikation die Annahme u¨ber die Struktur des neuen verteilten Objekts
oˆ01 abgeglichen wurde, haben alle vier beteiligten Prozessoren die gleiche Sicht. Ohne die erste
Kommunikation wu¨rde gelten
p1 : oˆ01 = fo1;o2;o3;o4g;
p2 : oˆ01 = fo1;o2;o3;o4g;
p3 : oˆ01 = fo1;o2;o3g und
p4 : oˆ01 = fo1;o2;o4g;
damit wa¨re die verteilte Datenstruktur inkonsistent (obwohl p1 und p2 um die Inkonsistenz wu¨ßten).
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P4
a)
o2o1
P3
P2P1
o4
P2: XferCopyObj(o2, P4)
P1: XferCopyObj(o1, P3)
b)
P4
o3
o2o1
P3
P2P1
Abbildung D.1: Beispiel zur fehlerhaften Konsistenz von Couplinginformationen. Zwei
DDD XferCopyObj()-Kommandos beim Transfervorgang (a) und fehlerhafte Couplinginformatio-
nen nach dem Transfer (b). Die Prozessoren p3 und p4 wissen gegenseitig nichts von der Existenz
des anderen lokalen Objekts.
D.2 Die Testanwendung dddic
Eine Testumgebung fu¨r die Durchfu¨hrung von Testreihen mit Situationen wie der im vorherigen
Beispiel muß folgende Einzelschritte leisten:
1. Einlesen eines Testfalles von Datei
2. Aufbau der Testsituation auf den beteiligten Prozessoren
3. Versenden der Transferkommandolisten an die Prozessoren
4. Durchfu¨hrung des Transfervorgangs mittels DDD
5. Lokale Konsistenzkontrolle durch alle Prozessoren
6. Einsammeln der Ergebnisse
7. Globale Konsistenzkontrolle
8. Statistik und (sofern no¨tig) Fehlerreport
9. Ru¨cksetzen der Testumgebung zur Vorbereitung auf na¨chsten Testfall
Das DDD-basierte Anwendungsprogramm dddic (kurz fu¨r: DDD Implementation Check) leistet
gerade dies; dabei werden die beteiligten Prozessoren nach einem master/slave-Schema aufgeteilt:
ein Kontrollprozesser liest die Testfa¨lle von Datei ein, verteilt diese an die slave-Prozessoren und
sammelt nach der Testdurchfu¨hrung die Ergebnisse ein.
Die Spezifikation eines Testfalles in der Eingabedatei sa¨he fu¨r das Beispiel aus dem vorigen Ab-
schnitt folgendermaßen aus:
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Datei Bedeutung
1 0 2 0 lokales Objekt auf p1 und p2 mit Priorita¨t 0
Beginn der Kommandoliste
1 c 3 0 Kommandos von p1: XferCopy an p3 mit Priorita¨t 0
2 c 4 0 Kommandos von p2: XferCopy an p4 mit Priorita¨t 0
0 Ende der Kommandoliste
In der Kommandoliste ko¨nnen fu¨r jeden Prozessor eine beliebige Menge an Transferkommandos ge-
geben werden, die dieser auf sein lokales Objekt anwendet. Diese Kommandoliste wird allen slave-
Prozessoren vom master-Prozessor geschickt, damit diese lokal entsprechende DDD-Kommandos
aufrufen ko¨nnen. Die gesamte Eingabedatei wird einerseits im ASCII-Format angegeben, um ei-
ne schnelle manuelle Erstellung von Testfa¨llen zu ermo¨glichen; andererseits wurde eine mo¨glichst
pra¨gnante Darstellungsform gewa¨hlt, um die Dateigro¨ßen fu¨r umfangreiche Testreihen handhabbar
zu halten.
Sowohl die lokale als auch die globale Konsistenzkontrolle werden mit dem Standard-Algorithmus
des in DDD integrierten Konsistenzchecks durchgefu¨hrt, so daß die Testanwendung dddic selbst
unabha¨ngig von der genauen Definition der DDD-Transferkommandos und der gewu¨nschten Konsi-
stenz bleibt. Der dddic-Fehlerreport fu¨r das vorherige Beispiel und eine entsprechend fehlerhafte
Implementierung des DDD-Transfermoduls wu¨rde lauten:
Warning: obj 000400 on P1 has cpl from P3, but P4 hasn’t!
Warning: obj 000400 on P1 has cpl from P4, but P3 hasn’t!
Warning: obj 000400 on P2 has cpl from P3, but P4 hasn’t!
Warning: obj 000400 on P2 has cpl from P4, but P3 hasn’t!
Wie bereits durch ¨Uberlegung festgestellt, sind die Couplinglisten der Prozessoren p3 und p4 inkon-
sistent; die Meldungen daru¨ber kommen allerdings von p1 und p2, die beide um die Inkonsistenz
wissen.
Die Durchfu¨hrung von Testreihen la¨ßt sich mit Hilfe von dddic effizient gestalten: auf einem Par-
allelrechner vom Typ Intel Paragon lassen sich ca. 70 Testfa¨lle pro Sekunde durchfu¨hren, auf einem
Rechner vom Typ Cray T3E ca. 120 Testfa¨lle pro Sekunde. Somit beno¨tigt ein T3E-Rechner fu¨r ei-
ne umfangreiche Testreihe von 106 Fa¨llen ungefa¨hr zweieinhalb Stunden (bei einer Prozessoranzahl
von vier bis sechs Prozessoren). Nutzt man zusa¨tzlich noch die Trivialparallelita¨t durch Aufteilen
der gesamten Testmenge, la¨ßt sich diese Zahl beliebig skalieren.
D.3 Automatisierte Testfallgenerierung
Zur automatisierten Testfallgenerierung wurde in der deklarativen Programmiersprache Prolog [137]
ein Algorithmus (ca. 200 Programmzeilen) entwickelt, der aus den Eingabedaten
 Menge der zula¨ssigen Priorita¨ten Π (mit p = jΠj),
 Menge der zula¨ssigen Prozessoren P (mit P = jP j) und
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 Menge von unzula¨ssigen Transferkommando-Paaren
alle relevanten Testfa¨lle erzeugt. Jeder Testfall besteht dabei aus einer Anfangsbelegung und einer
Kommandoliste fu¨r jeden beteiligten Prozessor.
Die Anfangsbelegung ist ein verteiltes Objekt oˆ, das aus n lokalen Objekten o1 : : : on (mit n = joˆj)
mit den Priorita¨ten prio(o) (o 2 oˆ) besteht. Alle Prozessoren q 2 P nPoˆ besitzen kein lokales Objekt
von oˆ und beno¨tigen daher keine Kommandoliste. Alle anderen Prozessoren r 2 Poˆ  P erhalten
eine Liste von Transferkommandos, die sie fu¨r ihr lokales Objekt o 2 oˆ auszufu¨hren haben. Fu¨r
Paare von abstrakten Transferkommandos kann konfiguriert werden, ob sie vom gleichen Prozessor
auf das gleiche lokale Objekt angewendet werden du¨rfen.
Um die Anzahl der mo¨glichen Testfa¨lle und damit den Umfang der Testreihe vor der Erzeugung
abscha¨tzen zu ko¨nnen, mu¨ssen die Anzahl von Anfangsbelegungen und die Anzahl von verschie-
denen Kommandolisten kombinatorisch ermittelt werden. Legt man die Anzahl der beteiligten Pro-
zessoren jPoˆj und damit die Anzahl der lokalen Objekte n = joˆj fest, so la¨ßt sich die Anzahl von
Anfangsbelegungen Nstart berechnen durch den Binomialkoeffizient
Nstart =

p+n,1
p,1

=
(p+n,1)!
(p,1)! n!
wobei p die Anzahl der erlaubten Priorita¨ten darstellt. Die Anzahl von relevanten Anfangsbelegun-
gen Nstart wurde bereits um Symmetrien bereinigt.
Zur Bestimmung der Anzahl von relevanten Kommandolisten fu¨r ein lokales Objekt o 2 oˆ muß
zuna¨chst die Anzahl der mo¨glichen Transferkommandos Nc bestimmt werden. Dabei werden drei
grundlegende Kommandotypen unterschieden:
 Fu¨r jedes lokale Objekt kann genau ein DDD XferDeleteObj()-Kommando ausgefu¨hrt wer-
den.
 Fu¨r jedes lokale Objekt ko¨nnen p, 1 verschiedene DDD PrioritySet()-Kommando aus-
gefu¨hrt werden (das Objekt hat ja in der Anfangsbelegung bereits eine Priorita¨t).
 Fu¨r jedes lokale Objekt o ko¨nnen (P,1)p verschiedene DDD XferCopyObj()-Kommandos
ausgefu¨hrt werden (an alle Prozessoren q2 P nfproc(o)g kann eine Kopie beliebiger Priorita¨t
geschickt werden).
Fu¨r die Anzahl der mo¨glichen Transferkommandos Nc fu¨r ein lokales Objekt gilt also:
Nc = 1+(p,1)+(P,1)p = Pp
Wenn keine weiteren Einschra¨nkungen an die Transferkommandos je Prozessor definiert werden, ist
die Gesamtanzahl Ncl von Mo¨glichkeiten zur Bildung von Kommandolisten
Ncl = 2
Nc
= 2Pp;
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da jedes Kommando entweder in der Liste enthalten ist oder nicht. Bei n Prozessoren mit lokalen
Objekten ergibt dies eine Gesamtzahl von Testfa¨llen Ntests gema¨ß
Ntests = Nstart(Ncl)
n
=

p+n,1
p,1

2nPp;
d.h. die Testreihengro¨ße unterliegt sehr starkem Wachstum. Durch die Angabe unzula¨ssiger Paare
von Transferkommandos (Verringerung von Nc) bzw. Ausnu¨tzung von Symmetrien (z.B. Verkleine-
rung der Zielprozessormenge von DDD XferCopyObj()-Kommandos) la¨ßt sich dieses Wachstum
einschra¨nken; die entstehenden Testreihen haben eine Gro¨ße zwischen 105 und 107.
Das Programm zur Testfallgenerierung nutzt die Eigenschaften des Prolog-Interpreters und kann
deshalb kompakt und u¨bersichtlich formuliert werden. ¨Uber backtracking werden alle mo¨glichen
Anfangsbelegungen bestimmt. Zu jeder Anfangsbelegung wird fu¨r jedes lokale Objekt eine Kom-
mandoliste generiert. ¨Uber erneutes backtracking werden alle mo¨glichen Kommandolisten errech-
net. Sobald alle lokalen Objekte einer Anfangsbelegung mit Kommandolisten ausgestattet sind,
kann ein Testfall ausgegeben werden. Die Ausgabe kann entweder direkt oder u¨ber Datei dem Test-
programm dddic zugefu¨hrt werden, welches die Tests auf dem Parallelrechner effizient durchfu¨hrt.
Auf weitere (Implementierungs-)Details soll an dieser Stelle nicht eingegangen werden.
Anhang E
Konzepte fu¨r verteilte, dynamische
Graphen bzw. Gitter im Vergleich
Die Problematik der Implementierung verteilter, dynamischer Graphstrukturen auf Rechnern mit
verteiltem Speicher (distributed memory architectures) war und ist Gegenstand einer Vielzahl von
Forschungs- und Entwicklungsarbeiten. Das in dieser Arbeit vorgeschlagene DDD-Konzept bietet
die Mo¨glichkeit, beliebige Graphstrukturen mit beliebiger topologischer Vera¨nderung der Datenba-
sis zur Laufzeit effizient zu verwalten und gleichzeitig gut handhabbaren, portablen Programmcode
zu erhalten.
Die folgende Tabelle stellt das DDD-Konzept in einem einheitlichen Schema anderen, vergleich-
baren Ansa¨tzen gegenu¨ber. Fu¨r Bewertung und Vergleich der verschiedenen Konzepte sei auf Ab-
schnitt 1.6 (Seite 21) verwiesen.
In der Tabelle werden folgende Abku¨rzungen verwendet:
'
&
$
%
AP Anwendungsprogramm
CFD Computational Fluid Dynamics
Dim Dimension(en)
FD Finite-Differenzen-Verfahren
FE Finite-Elemente-Verfahren
FV Finite-Volumen-Verfahren
KS Kommunikationsschicht
MG Mehrgitter-Verfahren
ML Multilevel-Verfahren
OO objekt-orientiert
RSB Recursive Spectral Bisection [134]
VuM Vektoren und Matrizen
WsC Workstation-Cluster
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Die Tabelleneintra¨ge sind alphabetisch nach dem Akronym des jeweiligen Konzepts sortiert; die
Felder jedes Tabelleneintrags haben folgende Bedeutungen:
Bezeichnung Institution
Modell. Art der Abstraktion
dynamisch/statisch Datentypen MP-Modell
Gitterart Zielsprache Plattformen
Funktionalita¨t
S&K Synchronisation
Konsistenzerhaltung/Kommunikation
LB&LT Lastbalancierung
Lasttransfer
Applikationsbereich
Literatur Internet-Referenz (Homepage im WWW)
A++/P++ Univ. of Colorado & Los Alamos National Lab.
SPMD. verteilte Datenfelder, array-extensions, VSG (virtual shared grids)
dynamisch (gitterweise) integer, double PVM, MPI
blockstrukturierte Gitter C++ WsC
Felder wie in F90, dynamische Verteilung
S&K Synchronisation durch array-Befehle
Kommunikation implizit
LB&LT automatische Verteilung in jeder Dim, optional AP
Anwendungen auf strukturierten Gittern
[98, 99] www.c3.lanl.gov/dquinlan/A++P++.html
BlockComm Argonne National Laboratory
SPMD. verteilte Datenfelder
statisch F77-Datentypen Chameleon [61]
strukturierte Gitter F77 Cray, IBM, Intel u.a., WsC
statische Verteilung und Datenaustausch
S&K Synchronisation durch AP
Kommunikation in ¨Uberlappungsbereich
LB&LT blockweise in jeder Dim
Anwendungen auf strukturierten Gittern
[60] –
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CHAOS ( PARTI) University of Maryland
SPMD. verteilte unstrukturierte Gitter, globale Indizes
dynamisch C-/F77-Datentypen PVM, MPI, NX u.a.
unstrukturierte Gitter C, F77 Intel, IBM SP1, CM-5
wie PARTI, dazu Umverteilung von Datenfeldern
S&K wie PARTI
wie PARTI
LB&LT dynamisch (z.B. RSB), AP-gesteuert
automatische Anpassung der translation table
adaptive unstrukturierte Anwendungen
[107, 119, 133] www.cs.umd.edu/projects/hpsl/chaos.html
CHAOS++ ( CHAOS) University of Maryland
SPMD. verteilte Datenstrukturen und globale Pointer
dynamisch C++ Klassen und Typen PVM, MPI, NX u.a.
allgemeine Graphen C++ Intel, IBM, CM-5
wie CHAOS, dazu Verwaltung hierarchischer Objekte mit Pointern
S&K expliziter Update von ghost-Objekten durch AP
Datenaustausch zwischen Objektkopien
LB&LT beliebig
pack/unpack sind AP-Funktionen
OO-Anwendungen mit dynamischen Datenstrukturen
[34, 35] nhse.cs.rice.edu/CRPC/newsletters/sum95/wip.chaos.html
CLIC (auch: GMD Communications Library) GMD, St. Augustin
SPMD. u¨berlappende Gitterblo¨cke
dynamisch auf Blockebene F77-Datentypen PARMACS 6.0 [69]
blockstrukturierte Gitter F77 Cray, IBM, Intel u.a., WsC
dynamische, verteilte Gittererzeugung
S&K explizite Synchronisation
Kommunikation an Blockgrenzen
LB&LT automatisch, blockweise
blockstrukturierte Anwendungen
[122] www.gmd.de/SCAI/num/clic/clic.html
Canopy Fermi National Accelerator Laboratory
SPMD. verteilte Gitter und ihre Relationen
statisch C-/F77-Datentypen eigene KS CHIP
strukturierte Gitter C, F77 Cray T3D, Sequent
S&K explizite Synchronisation
Kommunikation intra-grid und inter-grid
LB&LT automatisch
Anwendungen auf strukturierten Gittern
[52] slacvm.slac.stanford.edu:5080/FIND/FREEHEP/NAME/CANOPY/FULL
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Concurrent Graph (oder: SCPlib) California Institute of Technology
taskparallel. Graph aus Prozessen und Datenabha¨ngigkeiten
dynamisch auf Threadebene beliebig eigene KS
allgemeine Graphen ? Cray, IBM, Intel u.a., WsC
Taskmigration/-split/-merge, Visualisierung
S&K globale Synchronisation durch barriers
mittels communication lists
LB&LT dynamisch auf Prozeßebene, diffusiv
Ein-/Auspacken durch AP
CFD, Partikelmethoden, Monte Carlo
[139, 145] www.scp.caltech.edu
DAGH University of Texas at Austin, TX
SPMD. verteilte Gitter
dynamisch Fortran Datentypen MPI
blockstrukturierte Gitter C++ (und F77/F90) Cray, IBM, WsC
Gitterumverteilung, -verfeinerung, Kommunikation, Aufruf von F77/F90-Subroutinen
S&K explizit durch AP
Datenaustausch an inneren Ra¨ndern
LB&LT benutzerdefiniert
transparent
adaptive Mehrgitterverfahren (AMR)
[113, 115] www.ticam.utexas.edu/parashar/public html/DAGH
DDD Universita¨t Stuttgart
SPMD. verteilte Objekte, lokale Referenzen, Interfaces
dynamisch F77/C/C++ Typen/Klassen eigene KS PPIF
allgemeine Graphen C, C++ und F77 alle ga¨ngigen Plattformen
Objekttransfer und -identifikation, abstrakte Kommunikation
S&K Synchronisation u¨ber Interfaces (durch AP)
Kommunikation auf Interfaces
LB&LT externe Bibliotheken
abstraktes Verschicken von Objektmengen
dynamische Anwendungen auf beliebigen Graphstrukturen
[19, 20, 22] www.ica3.uni-stuttgart.de/birken/ddd
DIME California Institute of Technology
SPMD. lokale Gitterelemente und verteilte Knoten
dynamisch C Datentypen Express OS
Dreiecksgitter C NCube, Transputer, Intel
Datenaustausch, Gitterverfeinerung und Umverteilung
S&K Synchronisation durch AP
abstrakte Kommunikation auf verteilten Knoten
LB&LT orthogonale RCB
Ein-/Auspacken automatisch
FE (fu¨r Navier-Stokes)
[148, 150] www.npac.syr.edu/copywrite/pcw/node232.html
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Dome Carnegie Mellon University
SPMD. transparente verteilte Vektoren und Matrizen
dynamisch VuM von C++-Typen PVM
strukturierte Gitter C++ heterogene WsC
heterogene Multiuser-Umgebung, Checkpointing, Fehlertoleranz
S&K explizite Reduktionsoperationen
LB&LT transparente Umverteilung bei Lastvera¨nderung
Anwendungen auf strukturierten Gittern
[4] www.cs.cmu.edu/Dome
Global Arrays (GA) Pacific Northwest Laboratory
MIMD. verteilte Datenfelder
dyn. array-Verwaltung integer, double interrupt-driven, TCGMSG
strukturierte Gitter C, F77 Intel, IBM, KSR, WsC
direkter, asynchroner Zugriff auf globale Felder, asynchrones Gather/Scatter
S&K konsistente update-Operation, ansonsten durch AP
accumulate-Operation
LB&LT blockweise Verteilung, ho¨chstens ein Block pro Prozessor
Computer-Chemie
[110] www.emsl.pnl.gov:2080/docs/global/ga.html
GRIDS Universita¨t Stuttgart
SPMD. beliebige Topologien, skriptgesteuert
statisch F77 Datentypen eigene KS SPPL
unstrukturierte Gitter F77 IBM, Intel Paragon
verteilte unstrukturierte Gitter, AP-Framework
S&K explizite Synchronisation
transparenter Update
LB&LT automatisch
gitterbasierte Anwendungen (z.B. CFD)
[56–58] www.informatik.uni-stuttgart.de/ipvr/as/projekte/grids/grids.html
LOCO K. U. Leuven, Belgien
SPMD. grobgranulare Units im Nachbarschaftsgraph, Programm-Phasen
dynamisch C Typen, Strukturen PVM, NX
beliebig C Intel, WsC
Datenaustausch zwischen, Lastbalancierung auf Units
S&K Konsistmachen der Unit-Daten zwischen den Berechnungsphasen
AP stellt Ein- und Auspackroutinen
LB&LT RCB, RIB, evol. Verfahren, u.a.
Ein-/Auspacken von Units durch Anwendungsprogramm
adaptive numerische Verfahren, auch MG
[84–86] –
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LPARX (vorher: GenMP [5]) University of California, San Diego
SPMD. Zuordnung von dynamischen Feldern zu Prozessoren
dyn. array-Verwaltung C++ Typen/Klassen eigene KS MP++
blockstrukturierte Gitter C, C++ und F77 PVM, u.a.
Domain Calculus: Erzeugung von Gitteru¨berlappungen
S&K Synchronisation durch AP
Kommunikation im ¨Uberlappungsbereich
LB&LT Standardverfahren eingebaut oder AP
Ein- und Auspacken durch AP
ML, adaptive FD, Partikelmethoden
[87, 88] alchemy.ucsd.edu/skohn/lparx.html
Nearest Neighbor Tool (NNT) Forecast Systems Laboratory
SPMD. verteilte Datenfelder
statisch F77-Datentypen PCL (Forecast Systems Lab)
strukturierte Gitter F77 Intel u.a., WsC
statische Verteilung und Datenaustausch
S&K Synchronisation durch AP
Kommunikation synchron und asynchron
LB&LT blockweise in jeder Dim (alle Felder gleich)
Wettervorhersagemodelle (mittels FD)
[123] www-ad.fsl.noaa.gov/mvpab/hpcs/nnt.html
OPlus Oxford University
SPMD. Objektmengen mit Daten, Inter-Konnektivita¨t und parallelen Operationen
statisch F77-Datentypen PVM, MPI
unstrukturierte Gitter F77 PVM, MPI
Operationen auf verteilten Datenfeldern (Objektmengen), parallele I/O-Unterstu¨tzung
S&K implizite Synchronisation vor Schleifen des AP
Kommunikation, ¨Uberlappung mit Berechnung
LB&LT RCB eingebaut oder durch AP
automatisch
gitterbasierte Anwendungen (z.B. CFD)
[31] www.comlab.ox.ac.uk/oucl/oxpara/parallel/oplus.htm
PARTI ICASE, VA; Syracuse Univ., NY; Yale Univ., CT
SPMD. verteilte unstrukturierte Gitter, globale Indizes
statisch C-/F77-Datentypen NX
unstrukturierte Gitter C, F77 Intel, IBM SP1, CM-5
nichtlokaler Zugriffe mittels translation table (Inspector/Executor)
S&K explizite Synchronisation
optimierte Zugriffe (Hashtabellen, Nachrichtenanzahl)
LB&LT statisch (z.B. RSB) als Preprocessing-Schritt
unstrukturierte (Mehrgitter-)Verfahren (z.B. CFD)
[38, 138] www.cs.umd.edu/projects/hpsl/chaos.html
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PetSc Argonne National Laboratory
SPMD. transparente Datenverteilung, verteilte Indexmengen
statisch verteilte VuM, Datenfelder MPI
strukturiert/unstrukturiert C, C++, F77 MPI
Vektor- bzw. Matrix-Assemblierung, globale Indizes wie bei Chaos
S&K Synchronisation durch AP (Assemblierung, Gather/Scatter)
Kommunikation, ¨Uberlappung mit Berechnung
LB&LT automatisch
numerische Anwendungen (z.B. CFD)
[6, 7] www.mcs.anl.gov/petsc/petsc.html
Runtime System Library (RSL) Argonne National Laboratory
Host/Node. verteilte Datenfelder
dyn. Gitterschachtelung F77-Datentypen Chameleon [61], PICL
strukturierte Gitter F77 IBM SP-1, Intel Delta
vordefinierte Kommunikation auf Prozessorgrenzen (Stencil)
S&K Synchronisation durch AP
Kommunikation intra-grid und inter-grid
LB&LT 2D blockweise
Modelle zur Wettervorhersage und Geophysik
[106] www.mcs.anl.gov/Projects/RSL
SUMAA3d Argonne National Laboratory
SPMD. verteilte Dreiecksgitter
dynamisch integer, double MPI
Dreiecksgitter C MPI
linearer Lo¨ser (BlockSolve [76, 79]), Gitterverfeinerung, Umverteilung
S&K Synchronisation innerhalb von BlockSolve
Kommunikation durch BlockSolve
LB&LT eigenes heuristisches Verfahren [77]
Ein-/Auspacken automatisch
Anwendungen auf unstrukturierten Gittern
[77, 78] www.mcs.anl.gov/home/freitag/SC94demo
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