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Photonic crystals are structures with various facets. Potential applications range
from the efficiency enhancement of optoelectronic devices to biosensors. This chapter
discusses the background of these structures and gives a motivation for low-cost sensing
applications. Furthermore, the structure of the thesis is summarized.
2 INTRODUCTION
1.1 Motivation
When Eli Yablonovitch and Sajeev John established the term photonic crystal with their
publications in 1987 [1, 2], it was not the first time that scientists desired to manipulate
light with periodic dielectric structures. 99 years earlier, in 1888, Lord Rayleigh
investigated periodic stack structures [3], which are known today as one dimensional
photonic crystals. These structures show, for instance, a high reflectivity for a specific
spectral range and are used today in many applications such as, Bragg-mirrors, reflective
coatings or vertical-cavity surface-emitting lasers (VCSELs) [4].
Until today, a variety of photonic crystals have been theoretically proposed and experi-
mentally verified. Photonic crystal slabs (PCS), for instance, show light confinement in
all three dimensions, although they show a periodicity only in two dimensions.
Applications based on photonic crystals generally use the dispersion relation of modes
provided by these structures. Hence, typical applications are slowing of light [5] and the
superprism effect [6, 7] utilizing the envelope of modes in the band structure, inhibition
of light propagation in the band gap or sensing applications using the evanescent part of
photonic crystal modes [8].
PCSs, in particular, are structures, which can be fabricated in an easy and cost efficient
way. These structures are composed of a high index layer with the periodic nanostructure,
which is surrounded by materials with a lower refractive index. Moreover, these struc-
tures offer special modes, called guided mode resonances (GMRs) [9, 10], which can be
easily addressed via far field measurements and thus significantly simplify its handling.
This opens up the way for PCSs to be utilized in sensing applications, for instance, in
biotechnology.
Biotechnology is a broad term, which is applied to areas from industrial biotechnology to
environmental biotechnology. Medical biotechnology, however, has a special role, as it
covers technologies in the pharmaceutical industry and diagnostics. In drug discovery, the
biomolecular interactions of molecules are of high interest. Monitoring these interactions
in real time delivers important information about the molecules itself.
On the other hand label-free biosensing can greatly improve the diagnostics of dis-
eases [11, 12]. For instance, detection of biomarkers has improved the diagnostics of
cancer [13].
Currently, most biological tests require large stationary laboratories and highly qualified
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technical staff. A common way to determine concentrations of substances in a biological
fluid, for instance, is to use an immunoassay such as an enzyme-linked immunosorbent
assay (ELISA). Performing ELISA based tests, in general, a long recipe containing
washing and injection processes with a final signal analysis has to be followed. A new
kind of device, which is the biosensor, overcomes these problems and allows for a rapid
test under field conditions.
The International Union of Pure and Applied Chemistry (IUPAC) proposes the following
definition for biosensors [14, 15]: "A biosensor is a self-contained integrated device,
which is capable of providing specific quantitative or semi-quantitative analytical infor-
mation using a biological recognition element (biochemical receptor), which is in direct
spatial contact with a transducer element. A biosensor should be clearly distinguished
from a bioanalytical system, which requires additional processing steps, such as reagent
addition. Furthermore, a biosensor should be distinguished from a bioprobe, which
is either disposable after one measurement, i.e. single use, or unable to continuously














Figure 1.1: Three components of a biosensor: recognition system, transducer and data evaluation.
Using this definition a biosensor can be divided into three parts (Fig. 1.1) [15, 16]:
• The recognition system: The expression bio, in biosensor, originated from its
recognition system, which is a biological system. Usually this biological system
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can bind to a biological substance (molecule, cell, or pathogen) or a chemical ana-
lyte and can change its properties, such as refractive index or electrical properties.
• The transducer: The task of the transducer is to convert changes of the recognition
system into a detectable signal. Depending on the employed physical principle,
transducers are classified into three groups - mass sensors, electrochemical sensors,
and optical sensors [17]. Mass sensors use a piezoelectric element or a cantilever
to detect any presence of biological material. Electrochemical sensors measure the
current, resistance or capacitance of the transducer [18, 19]. Optical sensors detect
a refractive index change or the presence of a layer [8, 20–28].
• The data evaluation: Finally, the detected signal is analyzed regarding any pre-
defined thresholds or concentrations. Moreover, biological effects can be identified
from the real-time signal.
Such biosensors show, in particular, promise in simplifying clinical diagnostics, food
analysis, bioprocess and environmental monitoring [29, 30].
One of the biggest advantages of biosensors is their approach in label-free sensing. The
transducer in such a system adopts the functionality of the label and makes the substance
of interest detectable. The transducer, however, works faster, simpler and more physio-
logically than its labeled counterpart [31]. Moreover, the marker itself, which is usually
a dye molecule, quantum dot or radioactive material, can also affect the bioactivity of the
labeled substance. The marker, for instance, can provoke misfolding, reduce the mobility
or steric hindrance of the substance of interest. In addition, handling with markers is a
pricey issue and some of them are incompatible with in-vivo experiments.
Another powerful feature of biosensors is their capability of monitoring biological
processes in real-time. The binding kinetic of two molecules, for instance, is of high
interest for biochemical and biological research in industry and academia. These biolog-
ical processes can be monitored using biosensors with transducers based on electrical
or mechanical properties. Today’s most established label-free approaches, however,
are optical methods, in particular, approaches based on surface plasmon resonances
(SPRs) [32–38].
SPRs, also know as surface plasmon resonance polaritons, are bounded modes at a
dielectric-metal surface, which show an evanescent part within the dielectric. This
evanescent wave can probe the surface and changes of its refractive index influence its
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properties. If the recognition element, which is the functionalized surface, detects any
interaction with the substance of interest the spectral position of the SPR is changed in
real-time and can be read out. Systems based on this technique require mostly a prism
and sophisticated read out optics, which makes them costly and bulky devices.
Alternatively, biosensors can be utilized in flexible point-of-care testing (POCT). These
tests are compact and usually user friendly devices for diagnostic tests, which are not
performed in a laboratory, but in the hospital at the patient’s bed,1 in the medical practice
or in drugstores. A POCT may also be used by the patient himself. Here prominent
examples are glucose tests (based on an enzyme reaction) or pregnancy tests (which is in
principle an immunoassay).




with crossed polarization filters
Figure 1.2: Binding process schematics of a functionalized PCS with a ligate. The ligand is im-
mobilized on the PCS’s surface. The binding of the ligand with the ligate induces a
refractive index change of the PCS surface, which results in a GMR shift.
The emphasis of this work is to utilize PCSs as sensors, in particular for biosensing
applications. We present a novel and easy-to-implement technology platform for
biosensors based on functionalized PCSs. In combination with two crossed polarization
1These POCTs are also called bed-side-tests.
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filters, a transmission measurement reveals GMRs provided by these PCSs. These modes
exhibit an evanescent wave fraction outside the PCS, which probes changes on the
surface. As depicted in Fig. 1.2, the binding of the ligate to the immobilized ligand may
change the surface refractive index, which leads to a shift in GMR’s properties. The
appropriate readout procedure allows for compact and cost-efficient biosensors based on
this technology platform.
The proper characterization of the fabricated PCS as well as the characterization of pro-
vided modes is essential for the design of such biosensors. The homogeneity over the
whole structure, for instance, plays an important role to guarantee sensitive sensors.
In the scope of this work we present two biosensor types based on the proposed
platform: an optoelectronic biosensor and a visual biosensor. These label-free biosensors
are particularly characterized by properties such as compactness, cost-efficiency and
user friendliness. Moreover, a method is presented, which allows significant contrast
enhancement in light microscopy, in particular for transparent tissue.
1.2 Structure of this thesis
In chapter 2, the basics of photonic crystals and PCSs, in particular, are discussed. The
band structures of different photonic crystals are compared and the modes analyzed.
GMRs, which are key elements in this work, are discussed in detail in this chapter, too.
Chapter 3 deals with the simulation method, which was used in the scope of this work
for the theoretical treatment of transmission measurements, namely the finite-difference
time-domain (FDTD) method. Here, a method is discussed, with which only GMRs can
be obtained. In this chapter, the impact of geometrical parameters of PCSs is discussed
as well.
In chapter 4, an optical configuration is introduced, which allows the direct view to GMRs,
while suppressing the unwanted background light. For this purpose, two orthogonally
oriented polarization filters are used.
In chapter 5, PCSs are characterized regarding their homogeneity, which is an essential
issue, when utilizing PCS for sensor applications. Furthermore, spectral position and
Q-factor of GMRs provided by such structures are the matter of investigation.
In chapter 6, an optoelectronic biosensor is introduced, which is capable of detecting the
binding process of two molecules in real time. In this chapter, this capability is demon-
strated using the binding of streptavidin to biotin. The characteristics of this sensor is its
simplicity, which results in a compact and cost-efficient device.
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A visual sensor, which can be realized as a compact and cost-efficient device, too, is the
topic of chapter 7. Here the ambient light serves as the light source, while the human eye
is the detector.
In chapter 8, the PCS is utilized for contrast enhancement in light microscopy, specially
for transparent tissues. Here two different ways of how the contrast can be enhanced are
discussed.






In the scope of this thesis a series of novel sensor types based on photonic crystal slabs is
presented. One of their most important characteristic is their potential for a cost-efficient
realization. In this chapter, photonic crystals and photonic crystal slabs, in particular, are
in focus. Moreover, the physical background as well as the most important applications
and fabrication methods are discussed.
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2.1 Photonic crystals - an overview
Photonic crystals are mostly artificial materials consisting of one or more dielectric
materials. These dielectrics are spatially arranged in a way that the refractive index is
repeated periodically and has a periodicity in the range of the photon’s wavelength to be
manipulated. Photonic crystals as known today have been described for the first time by
E. Yablonovitch [1] and S. John [2] almost simultaneously in 1987. At that time, they
intended to develop a material that has similar effects on photons as semiconductors on
electrons. In Fig. 2.1, the comparison between an electron in an atomic potential and a
photon in a periodic structure is depicted. Analogous to the mechanisms in a semicon-
ductor, in photonic crystals, interfaces of refractive index changes act as centers for the
scattering of photons. Such scattering centers are also often referred to as "dielectric
atoms". The scattered waves starting at these centers can interfere constructively or
destructively and result in standing waves in the structure. The stationary properties of
these standing waves, in terms of their longitudinal or transverse energy distribution, are
called modes. In multi-dimensional photonic crystals, the energy-momentum relation of
these modes often results in complex relations. To illustrate the dispersion relation one
uses, as in crystallography and solid state physics, the so-called band structure, which
plots the energy of the photon against its wave vector. Analogous to semiconductors,
under certain conditions, such as a sufficient refractive index contrast between the
alternating dielectrics, a band gap can arise in the band structure. In such band gaps, also
called stopbands, the formation of modes is inhibited. In other words, a photon with a





Figure 2.1: Analogy between electron waves in a periodic potential, and light waves in a periodi-
cally varying dielectric environment.
Unlike in solid state physics, the transitions between the electron levels or bands are not
of major importance, but rather the existence or non existence of discrete modes and their
dispersion relation. Photonic crystals therefore allow not only traditional applications,
such as designing dichroic mirrors, interference filters, or dispersion compensators, but
also quantum mechanical manipulation or the targeting of directional characteristics by
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emitters introduced in such crystals.
Due to the linearity of Maxwell’s equations, which is used to describe the behavior of
photonic crystals, the properties of these crystals are scalable to different wavelengths
with their size. This is also the reason why experimental achievements were initially
performed for microwaves and later for infrared radiation and visible light.
Let us now return to the pioneers of these structures and deal with the question of why they
have proposed photonic crystals. Yablonovitch postulated that the spontaneous emission
of an emitter can be suppressed by means of a periodic dielectric structure. He argued
with the expected band gap, in which the spontaneous emission of electron transitions in
semiconductors after Purcell [39] was not allowed. He saw the biggest potential of his
work in laser physics, where spontaneous emission has an important influence on the laser
threshold, or in solar cells where the internal spontaneous emission could be reabsorbed
by the structure. The experimental evidence of the manipulation of spontaneous emission
was offered by groups around S. Noda and W. L. Vos [40,41]. In a further investigation it
was impressively demonstrated, how spontaneous emission can be manipulated in a much
simpler photonic crystal [42].
In contrast to this, John wanted to produce a localization of light with a defect in the
periodic structure. This phenomenon was already known from semiconductor physics
(Anderson localization). Here again, the experimental proof was delivered relatively late
in 1997 [43].
Figure 2.2: Naturally occurring photonic crystals. Left image: Opal surrounded by stone. Right
image: A butterfly’s wings.2
Regardless of these considerations there are naturally occurring structures called photonic
crystals as well. They are composed, as their artificially fabricated counter parts, of pe-
riodic dielectric structures. In the left image of Fig. 2.2 an opal surrounded by stone is
shown. Opals consist of silica spheres of about 150 to 400 nm in diameter, which are ar-
ranged in a close packing order. This order shows periodicities in the range of visible light
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in all spatial directions and as a result photonic crystal effects occur, which let the opal
appear colorful. In the right image of Fig. 2.2, a picture of a butterfly’s wing is shown.
Unlike in the opal, this construction exhibits a periodicity in only two dimensions. Nev-
ertheless, it shows reflections of a specific spectral range, which are due to the photonic
crystal properties.
2.1.1 One-, two- and three-dimensional photonic crystals
The following provides an overview of the wide variety of different photonic crystals.
In general, we distinguish between one-dimensional (1D), two-dimensional (2D), and
three-dimensional (3D) photonic crystals. A schematic representation of such structures




Figure 2.3: Schematic representation of one-, two-and three-dimensional photonic crystals.
One-dimensional photonic crystals
Although a photonic crystal can exhibit its periodicity in all spatial directions and pho-
tonic crystal effects are a result of complex interference pattern, the basic principles of
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such structures can be explained in a simple manner on the basis of one-dimensional (1D)
photonic crystals. The following intuitive explanation also justifies the fact that 1D struc-
tures are known and applied for more than 120 years, much earlier than multi-dimensional
photonic crystals were considered.
1D photonic crystals are characterized by their periodicity in only one spatial direction.
A plane wave propagating in these structures perpendicular to the periodicity undergoes
partial reflections at each refractive index change, according to Fresnel equations. For this
reason, two waves propagating in opposite direction arise. Now, if the periodicity of the
structure is half the size of the wavelength of the plane waves this results in destructive
interference for the counter propagating wave. In other words, the plane wave with the
wavelength half the periodicity cannot penetrate the structure and is completely reflected.
This is known as the 1D Bragg condition:
mλ0 = 2neffΛ m = 1,2, ... (2.1)
Here, λ0 is the wavelength of the plane wave, Λ is the periodicity of the structure, neff
is the effective refractive index and m is the order of the Bragg condition. This spectral
region of inhibited propagation is also called the band gap of the structure.
Similarly, constructive interference occurs at a frequency of λ0/4 and the plane wave
can traverse the structure without reflection. This plane wave, which is resonant in the
structure, is referred as to a photonic crystal mode.
Two-dimensional photonic crystals
Two-dimensional (2D) photonic crystals exhibit a variation of the refractive index in two
spatial directions. Perpendicular to this plane the dielectric medium is homogeneous. One
can think of it as infinitely long rods of one dielectric in another dielectric with different
refractive indices. Photonic crystal effects can only be observed, therefore, in the plane
with the refractive index variation. Again, here constructive and destructive interferences
result in the formation of photonic crystals modes and band gaps. Unlike in 1D photonic
crystals, in 2D photonic crystals two polarization directions of the electromagnetic waves
are distinguishable. On the one hand, transverse electric modes3 (TE modes) and on the
other hand transverse magnetic modes4 (TM modes) can propagate in the structure. This
distinction applies only to waves with a propagation direction in the plane of periodicity,
waves with a different propagation direction show a mixture of the two polarizations and
3H-field in the plane of periodicity
4E-field in the plane of periodicity
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therefore cannot be clearly distinguished.
The most prominent example of 2D photonic crystals is the photonic crystal fiber [44].
This structure is extended almost infinitely perpendicular to the plane of periodicity. The
electromagnetic wave is guided in a nucleus, which is surrounded by the photonic crystal.
Such fibers are firstly used for low-loss and low-dispersion signal transmission by guiding
modes in an air core instead of a glass core. Secondly, these fibers are used to enale high
nonlinear processes via guiding modes in the dielectric and locally limited to a small
volume. The typical applications of this are supercontinuum generation [45] and fiber
lasers.
Three-dimensional photonic crystals
Three-dimensional (3D) photonic crystals show a variation of the refractive index in all
three spatial directions and allow for manipulation of light in all directions in space.
Therefore a complete band gap for all polarizations and all spatial directions can be en-
forced. For this reason, the first experimental evidence of spontaneous emission suppres-
sion was based on these kind of photonic crystals [41].
3D photonic crystals are realized in many variations. The first structure to offer a full
band gap was the Yablonovite [46]. This structure consists of three pillars of holes that
are etched in a dielectric at angles of 35.26° and 120°, relative to each other. As these
crystals, due to their elaborate fabrication, could not be further miniaturized to obtain
photonic crystals in the visible spectrum of light, new fabrication methods had to be
developed. Today the most popular examples are woodpile photonic crystals and opal
structures [47]. Opals occur, similar as in nature, under appropriate sedimentation of
colloids, which constitute a fcc5 lattice and thus have a periodic structure in all spatial
directions. The size of the colloids, mostly consisting of SiO2, determine the periodicity
of the structure. These photonic crystals are distinguished by their simple manufacturing
of crystals for the visible spectral range. Woodpile photonic crystals, on the other hand,
require more sophisticated fabrication methods. They are mostly fabricated using a direct
laser writing approach [48].
2.2 Photonic crystal slabs
One of the great advantages of photonic crystals is the possibility to manipulate electro-
magnetic radiation in all spatial directions. The pioneering work of E. Yablonovitch [1]
5face centered cubic
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and S. John [2] addressed 3D structures, which also offer light manipulation in all spatial
directions.
As discussed in the previous section, 3D photonic crystals are technologically challenging
structures. A photonic crystal showing a less complex structure is desirable, not only for
cost reasons, but also due to simpler integration to already existing production processes.
Integrated optical circuits, for instance, are constructed, similar to the microelectronic
circuits, on flat substrates in various manufacturing steps layer by layer (bottom-up).
The integration of 3D photonic crystals, which should be additionally built up out of the
plane, represents a major challenge.
A very good compromise in terms of structure simplicity and light manipulation in all
spatial directions are photonic crystal slabs (PCSs) [49, 50]. Such hybrid crystals consist
of a dielectric layer with a higher refractive index relative to its environment, which
exhibits a periodic structure [51]. A PCS can either be a free standing slab in air called







Figure 2.4: Schematic representation of linear, quadratic and triangular photonic crystal slabs
(PCSs).
Depending on the periodicity of PCSs, these structures can be classified into groups. In
Fig. 2.4 the three most important groups, which have been treated in this study, are
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schematically shown: linear, quadratic and triangular PCS. Linear PCSs have a period-
icity in only one spatial direction (in our example x direction), while square and triangular
PCSs show a periodicity in both, x and y direction.
The definition of the space coordinates x, y and z as defined in Fig. 2.4 holds for all PCSs
used in this work, except otherwise indicated.
In a simplified picture, one can identify two effects that cause light manipulation in all
spatial directions in PCSs. First, the periodic structure, which is introduced in the high
refractive index layer. Due to production reasons, the periodic structures are usually either
holes in the layer or columns consisting of high index material. This periodicity affects,
similarly as in 2D photonic crystals, light manipulation in the plane of the layer. Second,
the light, perpendicular to the plane of the layer, is restricted locally partly by total internal
reflection and partly by simple reflection. For this reason, PCSs are also referred to as
(quasi) 3D photonic crystals.
To understand the detailed properties of PCSs, the band structure of them is presented
and provided modes are discussed in the next section.
2.3 Band structure of photonic crystal slabs
In analogy to crystallography or semiconductor physics, we use the dispersion relation,
the relation between the energy and the wave vector, to represent the characteristics of
photonic crystals. This relation is plotted in graphs called band structure. In such graphs,
one can relatively easily investigate the dispersion relation of modes and identify band
gaps.
In this chapter, methods of calculating and plotting photonic crystal modes are described.
Furthermore, the characteristics of PCSs are explained on the basis of exemplary band
diagrams.
2.3.1 Maxwell equations
The macroscopic Maxwell’s equations represent the physical basis of electromagnetic
wave propagation in photonic crystals. These equations are shown here in their differen-
tial form in SI units [52]:
∇ · D = ρ (2.2)
2.3 Band structure of photonic crystal slabs 17




∇ · B = 0 (2.4)




Here, E and H are electric and magnetic field vectors, D is the dielectric displacement,
B is the magnetic flux, j is the current density and ρ represents free charge density.
Before performing further transformations, we want to simplify these equations with
the help of certain boundary conditions. First, free charges or currents can be ne-
glected, i.e. j = 0 and ρ = 0. Furthermore, we consider only dielectric media
with a relative permeability of μr = 1. This assumption is a good approximation
6
for paramagnetic and diamagnetic media, as deviations from unity are generally in the
range of±10−5. In addition, employed materials are considered to be linear and isotropic.
After some algebraic transformations, and the assumption of harmonic waves for E and
H , the physics of Maxwell’s equations can be transfered into an eigenvalue problem. The













Here ε(r) is the spatially changing dielectric constant. This equation has some similarities
to the Schrödinger equation known from semiconductor physics, which is the reason for
analogies between electrons in semiconductors and photons in photonic crystals.
Using this equation, field distributions and dispersion relations, i. e., the frequency ω as a
function of the wave vector k, are found for the ε(r) of interest.
The solution of this equation that is known as the Hermitian eigenvalue problem, delivers
harmonic magnetic modes. In a further step the electric fields ( E) will be determined
using these magnetic fields ( H).
An interesting property of photonic crystals is their length scalability. In general, there
is no fundamental constant for photonic crystals that depends on the spatial dimension
of the crystal. This is also the reason for the simple relationship between crystals of
various sizes. The solution of the eigenvalue problem for a unit of length also provides
6For ferromagnetic media μ = 1 does not hold anymore.
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the solutions of other units of length. This behavior can be best explained with the master
equation (2.6). When the spatial dimensions of a photonic crystals are scaled by a factor
s, i. e., ε′(r) = ε(r/s), the master equation can be rewritten with H(r) = H ′(r/s) for the
fields and ω′ = ω/s for the frequency.
2.3.2 The reciprocal lattice
Most photonic crystals show discrete translational symmetries.7 This means that a spatial
shift of the crystal by a certain vector will not change the geometry, which can be written
as ε(r + a) = ε(r). This translational symmetry allows for the definition of a primitive
cell for the crystal, which is the smallest volume element defined by a multiple of the
primitive translation vectors8 a1, a2 and a3.
To calculate the band structure of a photonic crystal, the corresponding reciprocal space is
used. This is the Fourier transform of the real space, whose primitive vectors are derived
from primitive translation vectors as follows:
b1 = 2π
a2 × a3
a1 · (a2 × a3) ,
b2 = 2π
a3 × a1
a2 · (a3 × a1) ,
b3 = 2π
a1 × a2
a3 · (a1 × a2) . (2.7)
Similar to the real space, in the reciprocal space an elementary cell can be defined,
whereon the solutions of the master equation (2.6) can be restricted. This unit cell is
referred to as the first Brillouin zone. Certain photonic crystals, however, exhibit not only
translational, but also rotational or mirror symmetries. For this reason, the first Brillouin
zone can be further restricted to the irreducible Brillouin zone.
In Fig. 2.5 and 2.6 the two most common geometries of photonic crystals used in this
work are shown schematically in two dimensions, namely the quadratic and triangular
geometry. The left parts of both figures depict the real space of the crystal, in which,
regardless of the unit cell shape, red grid points are plotted in the center of each unit ele-
ment. These grid points are regain in the right part of each figure, which is the reciprocal
space. All wave vectors, which lie outside the Brillouin zone, can be addressed via adding
a multiple of the reciprocal lattice vector. A closer look at the grid points bares that after
transformation in the reciprocal space, they have a rotation of 90°. This effect can be
clearly observed in triangular crystals.
7Excluded are photonic quasicrystals, which have only a discrete rotational symmetry.
8These are the shortest vectors that point from a lattice point to another.














Figure 2.5: A quadratic photonic crystal in real space and reciprocal space. In the reciprocal
space the first Brillouin zone is marked with a blue square. The irreducible Brillouin
zone, which constructs the first Brillouin zone completely by rotation and mirroring, is














Figure 2.6: A triangular photonic crystal in real space and reciprocal space.
2.3.3 The band structure
For band structure calculations, usually the eigenvalue problem (2.6) is solved in
frequency space. For each k the eigenmodes and eigenvalues are calculated and plotted
in a diagram. This diagram, referred to as the band structure, displays the wave vector k
on the abscissa and the normalized frequency a/λ on the ordinate.
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Before discussing the band structure of PCSs, we start with the band structure of a 2D
photonic crystal. A common method to calculate the band structure of 1D, 2D or 3D
photonic crystals is the plane wave expansion (PWE) method [53, 54]. In this work, to
obtain the band structure of our first example, the PWE method is also applied. The band
structure of a 2D photonic crystal, consisting of infinitely long air holes in a homogeneous
medium9 with a triangular geometry (Fig. 2.7 left image), is shown in Fig. 2.7. The
ratio of hole radius to the periodicity (r/Λ) is 0.45. To simplify the results, absorption in
the dielectric and the frequency dependency of the refractive index (dispersion) are not
included in the calculations.
As these structures show their periodicity only in x and y directions, we plot on the ab-




y instead of the full vector
k. Thus, these plots
are the projected band structures. The center of the first Brillouin zone is located on a grid
point (Fig. 2.5 and 2.6) and is usually referred to as the Γ point. At this point, the wave
vector in the plane of the periodicity, which is k||, is zero. The two remaining symmetry
points in a square crystal are referred to as M and X point and in a triangular crystal as M
and K point.
In 2D photonic crystals one can generally distinguish between two noninteracting modes
using their symmetry: the transverse electric (TE) and transverse magnetic (TM) polar-
ization.
• TE: E parallel to the air cylinders, H in the plane of periodicity
• TM: H parallel to the air cylinders, E in the plane of periodicity
This polarization decoupling is motivated by the fact that the field in the plane of period-
icity results again in purely longitudinal field, after scattering in the structure. And a field,
aligned parallel to the air cylinders, still retains its transversality.
For both polarizations independently different dispersion relations and stop bands arise.
In these stop bands, the propagation of electromagnetic radiation is prohibited. An overlap
of stop bands of the two polarizations is referred to as a complete band gap.
The size of the stop bands or the existence of a complete band gap depends in this exem-
plary 2D photonic crystal on the refractive index contrast of the materials involved and
the hole radius. For r/Λ = 0.3, for instance, there is no stop band for TM polarization and
consequently no complete band gap.
Due to the fact that the PWE method can only be applied for infinitely extended crystals
the guided-mode expansion (GME) method should be applied for obtaining the complete
band structure of PCSs [55]. In this method, the electromagnetic fields are represented as
9Here the optical properties of silicon at telecom wavelengths is used (n=3.518 @ λ = 1550 nm).



























Figure 2.7: Band structure of a 2D triangular photonic crystal consisting of infinitely long holes
in silicon. Stop bands are present in both the TM, as well as in the TE polarization.
The overlap of these bands is called a complete band gap.
a combination of 2D plane waves in the plane of periodicity and guided waves in a perpen-
dicular plane to it. This method brings two important advantages; first, additional bound-
ary conditions, such as absorbing layers, may be omitted in the simulation. Second, the
computational cost is relatively low, compared to other alternatives like finite-difference
time-domain (FDTD) method.
One disadvantage of this method is that some guided modes are not taken into account, for
instance, lossy modes with a component to the far field. Consequently, solutions from this
method are only approximations. During this work, however, it was shown that calculated
band structures agree well with measured results.
In Fig. 2.8 the band structure of a PCS is calculated applying the GME method. Here, the
crystal exhibits the same geometric parameters and material properties as in the previous
example, but its extension in the z-direction is only d/Λ = 0.6. Because of the lack of
translational symmetry in the vertical direction a distinct decoupling of TE and TM po-
larization is no longer possible. Therefore symmetric and antisymmetric modes, referring
to the symmetry of the field distribution in z plane, can be differentiated. These modes,
however, are dominated by TE and TM polarization [56] and are referred to as even and
odd modes, respectively. The lowest-order (fundamental) even mode and the lowest-order
odd mode have their electric and magnetic field, respectively, parallel to the slab.

































Figure 2.8: Band structure of a photonic crystal slab, consisting of a silicon layer surrounded by
air with holes in a triangular geometry. The gray marked area is the light cone, while
the black line represents the light line. Photonic crystal slabs do not have a complete
band gap. A band gap exists only for symmetric modes.
• Symmetric (even) modes: dominated by TE polarization (TE-like)
• Antisymmetric (odd) modes: dominated by TM polarization (TM-like)
In this example, a stop band for the symmetric modes is present. It is generally known
that no stop band arises for odd modes in PCS,10 which means the absence of a complete
band gap in such structures.
Modes in a slab waveguide (without any periodic structure) can be classified into two
groups. Looking at the equation, which is the total reflection condition in a slab waveguide
















y as the wave vector in the plane of the slab waveguide and kz the
wave vector perpendicular to it, a critical angle for total reflection can be derived.
10For PCSs composed of holes in a high index layer. For PCSs composed of high index rods, there exists
no stop band for the even modes.







For modes with k|| > ncladdingω/c0,11 i. e. θ > θcritical, the total reflection condition
is true. Thus, these modes cannot escape from the structure and are guided in the slab.
Therefore, these modes are denoted as guided modes. Outside of the slab waveguide,
the wave vector of these modes becomes complex and shows an exponentially decaying
intensity profile. This part of the mode is referred to as the evanescent wave.
On the other hand, modes with k|| < nmantelω/c0 do not fulfill the total reflection condi-
tion. Due to reflections based on the Fresnel formula, so-called quasi-guided modes occur
in these structures. These modes have an intrinsic loss mechanism, which means a part of
the mode is coupled to the far field.
The terminology of these modes is not yet established in the photonic crystal community.
Quasi-guided modes (QGM) and leaky modes are the most frequently used common
terms. In this work, we use the term quasi-guided mode.
Guided mode Quasi guided mode

Figure 2.9: Schematic representation of guided and quasi-guided modes in a PCS.
The classification of guided modes and QGM is used in PCSs as well. A schematic
representation of these modes is given in Fig. 2.9.
As previously discussed, the dispersion relation of a plane wave in the cladding material
defines the limit condition for QGM and guided modes. In Fig. 2.8 the dispersion
relation in air is drawn into the band structure. Modes below this line, which is
referred to as the light line, cannot propagate freely in the cladding material and are
guided modes, whereas, modes above the light line are QGM. In addition, there ex-
ists a continuum of modes above the light line, which is outlined in Fig. 2.8 as a gray area.
11This is the dispersion relation of plane waves in the cladding material.
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Due to practical reasons, PCSs are often fabricated on thick substrates. Therefore, as a
final example, we discuss a PCS on a quartz substrate. In Fig. 2.10 the band structure,
obtained using the GME method, of such a PCS is shown. Two key characteristics are
different here compared to a structure without substrate.
First, we cannot distinguish clearly between symmetric and antisymmetric modes due
to the broken symmetry. Here, one can speak only of quasi-symmetric and quasi-
antisymmetric modes.
Second, an additional light line of plane waves in the substrate is drawn in the band struc-
ture. Guided modes are then only modes lying below both light lines. Modes between

































Light line in substrate
Figure 2.10: Band structure of a PCS on a quartz substrate, consisting of holes in a Nb2O5 layer.
Because of the broken symmetry, there are no symmetric and antisymmetric modes,
but only quasi-symmetric and antisymmetric modes. A second light line is added in
this band structure, which is the dispersion relation of a plane wave in the substrate
material.
2.4 Guided-mode resonances
In the previous section, we discussed the QGMs, which are modes lying above the light
line. These modes have an intrinsic loss to external radiation, i. e., while these modes
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propagate in the structure, they couple to the far field. Likewise, electromagnetic radia-
tion, incident from the far field, can couple to quasi guided modes.
While performing transmission or reflection measurements on PCSs, a spectral part of
the light source will couple to the PCS, depending on the geometrical parameter and the
angle of incidence. However, the excited quasi guided mode will radiate to both sides.
In the transmission measurement part of the light is missing, whereas in the reflection
measurement more light is observed. We refer to these resonances as guided-mode
resonances (GMRs) [57].
Independent of these considerations, R. W. Wood observed similar resonances in
1902 [58, 59]. He observed rapid variations in the intensity of light sources diffracted by
gratings. As he could not model them using classic theories, he named them anomalies in
the reflection. No theory could describe Wood’s anomalies convincingly, until A. Hessel
and A. A. Oliner [60] presented a theory based on guided waves in a slab.
Fig. 2.11 shows transmissivity and reflectivity measurements of structured (black line)
and unstructured (gray line) surface areas under normal incidence. In the unstructured re-
gion, Fabry-Perot oscillations due to the thin-film are clearly visible for both transmission
and reflection. In the structured region, however, these thin-film effects are superimposed































Figure 2.11: Transmission and reflection measurement on photonic crystal slab. Black lines indi-
cate measurements on structured and gray lines on unstructured regions.
In solid-state and atomic physics, similar resonances are usually described with the Fano
notation [10, 61]. In the case of GMRs, the line shape of the transmitted field amplitude
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where λ0 is the resonance wavelength, γ is the FWHM
12 and f0 is the strength of the res-
onance. The factor q varies between +1 and -1 and determines the shape of the resonance.
In real transmission measurements, this term is usually superimposed with an Airy func-
tion, which models the background thin-film interference pattern [62]. Equation 2.10 is
used for fitting procedures to find the linewidth of measured resonances.
2.5 Application fields for photonic crystal slabs
In the following, we will discuss application fields of photonic crystals, in particular for
photonic crystal slabs. A variety of applications based on photonic crystals have been
proposed and experimentally realized, such as band pass filters [9], waveguides [63, 64],
slowing of light [5], superprisma effect [6,7], negative refraction and cavities in the crystal
structures. However, here we present only the most important applications that are highly
relevant to this work, namely: spontaneous emission control, light extraction in light
emitting diodes (LED) and sensors based on photonic crystal slabs.
2.5.1 Spontaneous emission control
The performance of many optoelectronic devices is related to spontaneous emission. In
an LED, for example, a non optimal design will direct the spontaneous emission into
waveguide modes, which are trapped in the LED, and reduce their external efficiency [65].
The threshold of semiconductor lasers depends on the fraction of produced light by
spontaneous emission into the lasing mode. An ideal laser is a thresholdless laser, in
which all spontaneously generated photons are emitted into the laser mode [66, 67]. The
unwanted spontaneous emission of excited states in solar cells reduces their efficiency.
This is the reason for efforts to control spontaneous emission, either by suppressing or
enhancing it.
The pioneering work in this field was done by Purcell in 1946. He suggested placing an
emitter in a cavity will cause the spontaneous emission to change in terms of its relaxation
time [39]. Whereas, Kleppner proposed in 1981 to use cavities smaller than the emission
12Full width at half maximum
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wavelength to inhibit the spontaneous emission [68].
Photonic crystal cavities or homogeneous photonic crystals are ideal candidates for this
purpose [69], as they provide photon confinement smaller than the emission wavelength.
The most simple situation is a dipole point source in the photonic crystal. Treating the
spontaneous emission classically,13 Fermi’s Golden Rule states that the spontaneous emis-
sion decay rate Γ(r, d, ω) of an initial state is obtained by summing over all available final
states. In an ideal and infinitely extended photonic crystal the local radiative density of
states (LRDOS) is proportional to the decay rate and is defined as followed







here, r is the position of the dipole emitter, d = dd0 is the dipole moment and ω its fre-
quency. Ψk(r) are the electromagnetic eigenmodes with corresponding eigenfrequencies
ωk. Furthermore the decay rate can be expressed as




where τrad is the radiative lifetime.
Considering equation 2.11, the spontaneous emission properties may be controlled by
manipulating the number of available modes as well as the position of the dipole relative
to the electromagnetic field.
In [71–73] simulations show the position-dependent radiation rate. However, until now
this effect could not yet be proven in experiment.
The manipulation of the overall spontaneous emission rate was shown experimentally by
Ogawa et al. in [40] and by Lodhal et al. in [41]. A more clear evidence was given by
Fujia et al. in [42] using a PCS structure. The lifetime (τrad), which is anti proportional
to the decay rate, was increased by a factor of 5, only by matching the photonic crystal
band gap with the emission wavelength of the emitter.
2.5.2 Light extraction in LEDs
An LED usually consists of semiconductor thin films with a high refractive index grown
on a substrate. Furthermore in an organic light emitting diode (OLED) usually one of the
contacts is a metal layer on top of the structure. Therefore the light has to be coupled out
through the transparent substrate. One of the main loss mechanisms in LEDs is the poor
extraction efficiency.
13A discussion of quantum analysis versus classical analysis can be found in [70].
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In a standard OLED, for instance, only 20% of the generated light is coupled to the de-
siered farfield. About 30% are lost due to total internal reflection on the air-substrate
interface, while the remaining 50% are trapped in guided modes and surface plasmon po-
laritons (SPP) in the OLED. Many techniques are proposed to couple as much as possible
of these bounded modes to the farfield, such as introducing roughness to the involved
layers or using microoptics on the substrate. One of the most promissing methods is to
pattern the layers in the OLED to obtain a PCS, providing quasi guided modes [74–77].
These modes are leaky to the farfield as discussed in section 2.3.3 and may enhance the
extraction efficiency of the device. However, patterning these layers may also change the
electrical properties of the OLED in a negative way.
2.5.3 Sensors based on photonic crystals
Photonic crystals are a suitable platform for many sensor applications. There is a vari-
ety of proposals for detecting biological and chemical substances or simply changes of
refractive index of a fluid. All these sensors are based on photonic crystal modes. The
evanescent part of these modes is designed to interact with the substance to be detected,
which is in direct contact to the photonic crystal. An effective refractive index change
on the surface of the photonic crystal will cause a shift of the spectral position of these
modes. There are two possible reasons for this effective refractive index change: either
a concentration change of a substance in the fluid, or deposition of a substance on the
surface. To obtain the latter case the surface of the photonic crystal is functionalized in
a way that it can bind biological or chemical materials. For the readout of the changes
usually transmission or reflection measurements in a proper direction are used.
Some concepts use cavity modes in photonic crystal cavities with a high quality factor
[78,79]. Two main advantages motivate this concept. First, the high quality factor results
in a very sharp resonance, which in combination with a high resolution spectrometer
improves the detection sensitivity. Furthermore, the high quality factor allows for a long
interaction time of the mode with its surrounding, which increases the detection sensitivity
as well. The main drawbacks of this concept are the complex fabrication process and
readout technology.
Another concept, which does not have the previously mentioned method’s drawbacks,
is using the GMRs in a photonic crystal slab to detect refractive index changes. For
this purpose, a large area photonic crystal slab can be used, which may be produced
in a cost-efficient way [80, 81]. Additionally, a transmission measurement at normal
incidence allows to access the modes in a simple way. Cunningham et al. [8, 82, 83]
published a series of articles based on this concept. They used the light of an LED to
illuminate the photonic crystal slab, while a spectrometer analyzed the reflected light that
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exhibits the GMRs. Any reaction on the surface of the photonic crystal was followed by
a resonance shift. In this configuration the binding kinetics of biological substances with
the functionalized surface are shown.
In general a photonic crystal can be used to detect any environmental change on the pho-
tonic crystal, which causes a shift in the provided modes. For instance elongation of the
crystal will change the periodicity and will cause a shift of the modes [84, 85].
2.6 Fabrication method of photonic crystals
Progresses in nanotechnology recently made the fabrication of photonic crystals for the
visible range possible. However, first experiments were done with photonic crystals de-
signed for the infrared region [86].
There are several ways to obtain a periodic dielectric structure. Self-organization, for
instance, is used to produce three dimensional photonic crystal structures [87]. A dilution
of colloidal spheres of a certain dielectric will form either by natural sedimentation or
applied forces an ffc crystal. In the scope of this work, however, we will discuss only the
fabrication processes of photonic crystal slabs.
In principle, a photonic crystal slab consists either of a high index layer with holes or of
high index material pillars, of course in a periodic order as discussed in section 2.2.
One of the standard technologies is to use lithography to bring the desired pattern into the
substrate with an ensuing dry etching process. First, the substrate, with the high index
layer, is coated with a thin photoresist layer. A lithography step is than used to expose
the photoresists. Due to the importance of this step, more details are given in the next
subsections. After development, the samples are coated with a blocking layer, such as
chromium. A lift-off process leads to a structured blocking layer, which is transferred
into the high index layer by applying physical plasma etching. The structure depth is
regulated by the etching time. Finally, the blocking layer is wet-chemically removed.
2.6.1 Electron beam lithography
Electron beam lithography is a technique of exposing a resist with an electron beam. This
beam is guided line by line across the sample, thus this technique is applied without a
lithography mask. Unlike photolithography, with today’s electron optics possible pattern
resolution is down to a few tens of nm. This technique, however, has low throughput and
high costs, therefore electron beam lithography is mostly used for prototyping or mask
30 PHOTONIC CRYSTAL SLABS
fabrication for conventional photolithography.
The scanning field of the electron beam is limited to some hundred micrometers. To
expose bigger areas, a mechanical translation stage should be used that can lead to dislo-
cation of the pattern and might cause unwanted stitching errors. Particularly in the case
of photonic crystal slabs, these errors will cause disturbances in the periodicity and hence
defects in the crystal. This turns out to be a crucial issue.
Moreover, exposing large area photonic crystals, the exposure dose should be stabilized.
Otherwise, possible drifts in the exposure dose will influence the geometrical parameters
of the crystal. For instance the hole diameter is directly related to the beam current.
2.6.2 Laser interference lithography
Laser interference lithography offers an alternative to electron beam lithography, without
the mentioned disadvantages. This method is used to expose large area gratings with a
fixed periodicity.14
The basic concept is the same as in interferometry. A photoresist is exposed with a su-
perposition of at least two expanded beams of a coherent light source. The interference
patterns are periodic series of fringes, consisting of intensity minima and maxima. By
selecting the appropriate angle θ of these beams, the interference grating periodicity can
be adjusted using (λ/2)/sin(θ/2), where λ is the wavelength of the light source.
To achieve higher order symmetries, the samples are rotated and exposed a second time.
For a quadratic grating, for instance, the sample is rotated by 90°, while for a triangular
symmetry a rotation of 60° is required.
Beside the disadvantage of being limited to periodic structures, one can face many tech-
nological challenges using this method. Unwanted reflections of the light source, for
example, can cause macroscopic over gratings, which may lead to a quality reduction.
2.6.3 Nanoimprint lithography and injection molding
An alternative ways to produce nano structures are nanoimprint lithography and injection
molding. Unlike the previous methods, here no light exposure for the lithography step
and no etching process is required. Hence, these methods reduce fabrication steps and
have the potential for a low-cost and high throughput photonic crystal fabrication method.
14There exist methods to fabricate chirped gratings that is gratings with changing periodicity along the
substrate.
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Nanoimprint lithography was first proposed by Chou et al. [88] in 1996. There are two
important techniques: thermoplastic and photo nanoimprint lithography. A convention-
ally produced mold, with the desired nano structure, is pressed either in a thermoplastic
polymer under a certain pressure and heat, or into a photo curable liquid resist with an
ensuing UV light exposure.
Injection molding is a standard manufacturing process, which is deployed in a variety of
products. In general, a thermoplastic or thermosetting plastic material is injected into a
mold cavity, where it cools and hardens to the desired shape. This technique allows for
producing parts with macroscopic and microscopic features in one step, such as a petri
dish containing a nano structured surface.
To obtain a PCS, a high index layer on top of these nano structures is required. This needs
to be coated in a further step.
2.7 Suitable materials for photonic crystal slabs
In this work sensor types are presented, which are based on transmission properties
of photonic crystal slabs, mostly in the visible spectral range. The materials used for
these crystals have to fulfill some requirements, such as mechanical stability and good
transmission properties.
The refractive index is the most important property of materials for photonic crystals.
The refractive index contrast at the interface of the periodic structure causes the scattering
of light resulting in the formation of modes. In literature the symbol n is commonly
used and it is defined as n =
√
εrμr, where εr is the material’s relative permittivity,
and μr is its relative permeability. However, for most materials μr is very close to 1
at optical frequencies, such as for many paramagnetic and diamagnetic materials. In
real materials, two effects are responsible for another important property, the absorption.
First the polarization does not respond instantaneously to an applied field, which causes
dielectric losses. Second the non-perfect insulator properties lead to absorption losses.
Considering these aspects, we can define a complex refractive index ñ = n+ iκ, where n
is the refractive index and κ the extinction coefficient, indicating the amount of absorption
loss. The relation between the real and complex part of the refractive index can be describe
using the Kramers-Kronig relations. This complex refractive index is a function of the
electromagnetic wave frequency. There are several models to describe this dependency,
such as Sellmeier’s equation for dielectrics or Drude’s model for metals.
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Considering PCS at least two materials are involved, namely the slab material and the
surrounding material. The refractive index of the slab material should offer a higher
value compared to its surrounding. Throughout this work the photonic crystal slab was
mechanically supported by a substrate, whose refractive index was chosen to be smaller
than the slab material. The extinction coefficient κ of all participating materials should be
as small as possible, firstly allowing transmission measurements and secondly preventing
mode absorption. The absorption of provided modes will shorten the absorption length,
which has the following consequences for a sensor based on photonic crystal slabs:
• lower quality factor for the mode, i.e. a broader linewidth, resulting in a lower
resolution in some sensor applications
• shorter interaction time of the mode with the surrounding material, resulting in a
lower sensitivity
In table 2.1 an overview of materials used in this work is presented. Note that varying
fabrication parameters and processes may lead to high variations in the complex refractive
index of these materials.
n κ Part
ITO 2.0 0.01 slab
Ta2O5 2.07 0.0009 slab
Nb2O5 2.32 0.0023 slab
Glas 1.46 ≈ 0 substrate
Quartz 1.55 ≈ 0 substrate
Air 1.000268 ≈ 0 surrounding
Table 2.1: Overview of refractive index and extinction coefficient of used materials. All values are
given at 500nm.
Indium tin oxide (ITO), tantalum pentoxide (Ta2O5) and niobium pentoxide (Nb2O5) are
adopted as the high index slab materials. These materials are well known in other tech-
nologies. ITO, for example, is a transparent and robust anode for the display technology,
Ta2O5 is used widely in optical coatings and Nb2O5 is a well known superconductor.
Sputtering or thermal evaporation can be used for coating the desired slab on a substrate.
As a substrate material glass,15 quartz or poly(methyl methacrylate) (PMMA) can be
used. While glass and quartz are mechanically and chemically robust materials, PMMA
is a flexible and not always chemically robust material. However, its flexibility makes
15Microscope slide used in this work
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this material a perfect candidate for thermoplastic nanoimprinting.
In the scope of this work three different PCS classes were used. We refer to them as
PCSNb2O5,
16 PCSTa2O5 and PCSITO.
17 In table 2.2 the used materials, PCS parameters
and fabrication methods are summarized.
substrate slab slab type of fabrication
material material thickness periodicity method
PCSNb2O5 quartz Nb2O5 150 nm triangular electron beam
221 nm lithography
PCSTa2O5 glass Ta2O5 300 nm linear interference
lithography
PCSITO glass ITO 135 nm linear interference
quadratic lithography
Table 2.2: List of PCSs employed in the scope of this work.
16These PCSs were fabricated at the Institute of Applied Physics at the Friedrich-Schiller-Universität
Jena by Detlef Schelle, Ernst-Bernhard Kley and Andreas Tünnermann.
17These PCSs were fabricated at the LTI by Ulf Geyer.
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Chapter 3
Simulations using the finite-difference
time-domain method
Summary
This chapter will look at simulations of transmission through a photonic crystal slab.
As the simulation method, the finite-difference time-domain method was chosen, since
this method solves the time-dependent Maxwell’s equations in a spatial grid and thus all
physical features are included. Beginning with the basic concept of this method, we will
proceed with the approach of simulating the transmission through a photonic crystal slab.
Furthermore, a special filter technique, which allows for a direct access to guided-mode
resonances, will be introduced.
At the end of this chapter the influence of the photonic crystal slab’s geometrical param-
eters on the provided modes is evaluated using the mentioned method.
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3.1 Finite-difference time-domain method
The emphasis of this work is on the application of photonic crystal slabs to design low
cost sensors. For this reason, proper characterization and theoretical treatment of photonic
crystals are crucially important. Therefore, during this thesis, selected experiments are
accompanied with simulations to verify their physical evidence. The simulation method
used for this purpose was the finite-difference time-domain (FDTD) method.
The FDTD method was first proposed by Yee in 1966 [89] as a numerical method to
solve the discretized time-dependent Maxwell’s equations. The term finite-difference
time-domain and its corresponding acronym FDTD, however, were established by Taflove
in 1980 [90]. In principle this method is based on a leapfrog method in a Cartesian grid,
with E and H fields shifted by half a spatial and half a time step. Using a Fourier trans-
form, the solutions in time domain can be transfered into the frequency domain. This
property allows with a single run the simulation of a wide frequency range.
Due to insufficient computational power, initially little interest was shown for the FDTD
method. However, with increasing computational power, the impact of this method was
continuously growing in the last decades. Furthermore, this method is an intuitive and
popular tool, which has been implemented to a variety of commercial and noncommercial
software solutions.
3.1.1 Physical background
We start with the Maxwell’s curl equations 2.3 and 2.5 and consider a linear and isotropic
medium, i.e. the electric displacement field is D = ε(ω) E and the magnetic field is
B = 1
μ













































































From these equations, it can be concluded that the derivative of the E field is related to the
curl of the H field and vice versa. This relation represents the base of the Yee algorithm.
In Yee’s algorithm E and H are defined as they are shown in figure 3.1. Here the grid













Figure 3.1: Arrangement of the electrical and magnetic field components in the cubical grid of the
Yee cell in blue and red respectively, at the point (i,j,k).
Furthermore, in the FDTD algorithm the electric and magnetic field components are cal-
culated, shifted by half a time step (Δt) iteratively. The electromagnetic field component
at the time step n+1 can be calculated from the electric field component at the time step
n and the surrounding magnetic components at the time step n+1/2. Analog to this, the
magnetic field component at the time step n+1/2 can be calculated from the magnetic
field component at the time step n-1/2 and the surrounding electrical field components at
the time step n. This alternately calculation of the electric and magnetic field components
is called leapfrog method.
For accurate results, certain stability conditions need to be fulfilled. The most important
one is the relation between the spatial and temporal step size. The time step is limited by
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where cmax is the maximum velocity of waves.
A variety of sources can be used during a simulation to obtain its scattered fields from
the structure of interest, such as a Gaussian pulsed plane wave or sinusoidal plane wave.
Since in this work the simulation of transmission through photonic crystals for a finite
broad spectral range is intended, a Gaussian pulsed plane wave source is used. This
source contains a spectrum of electromagnetic waves and thus a single simulation run is
sufficient, to obtain the transmission spectra.
In FDTD the electric and magnetic fields are calculated at discrete spatial positions. These
values are then used for the calculations of the next time step. The outcome of the simu-
lation, which are these values as a function of the time are recorded after each simulation
step. Furthermore the scattered and/or radiated far field can be obtained from these values
as reported in [92].
3.1.2 Boundary conditions
To avoid an infinite simulation procedure, the simulation domain needs to be restricted
spatially to the region of interest. At the edges of this region the simulation domain is
terminated with boundary conditions. A simple example of a boundary condition is the
Dirichlet boundary condition, which simply sets the solution of the wave equations equal
to zero at the edge of the grid. As a consequence all incident waves are reflected back,
which corresponds to an ideal metallic boundary. In most of the cases, however, this kind
of boundary condition cannot be used. Simulating, for example, an infinite expanded
space, a boundary condition with no reflection of the incident waves is needed. In this
case, the boundary conditions should have an absorbing character. In simulating periodic
structures, such as photonic crystals, a boundary condition should be applied, which is
able to repeat the unit cell of the structure .
Perfectly matched layer boundary condition
One of the first attempts to create boundary condition without reflection of the incident
wave, was the absorbing boundary condition (ABC). It turns out that ABCs work well
in one dimension. In two or three dimensions, which may be an important scenario,
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however, their functionality is limited.
Another approach was the perfectly matched layer (PML) boundary condition, which is
more an absorption region rather than a boundary condition. This concept was initially
formulated by Berrenger in 1994 [93] and provides an angle and frequency independent
absorption. A PML boundary condition is composed of multiple artificial absorbing layers
placed on the edge of the simulation domain. An entering wave is absorbed by these
layers with a minimum of reflection on each layer interface. However, reflections on the
starting edge of the PML and at the edge of the terminating wall remain an issue. Another
critical point is the angle dependent absorption of the PML [94]. This effect can cause
intense problems, particularly when other boundary conditions, such as periodic boundary
conditions, are used. In such cases reflections on the PML can cause artificial resonances
in the simulation domain.
Bloch-periodic boundary condition
The periodic boundary condition (PBC) is useful when both, the structure and the elec-
tromagnetic fields are periodic. In a 1D simulation domain with a size of L, for instance,
the field components follow
f(x+ L) = f(x). (3.8)
This condition, however, does not include any phase shift between each period. Therefore,
a plane wave at non-normal angle of incidence cannot be treated. This issue requires a
more generalized condition:
f(x+ L) = eikxLf(x). (3.9)
Here, kx is the wave vector. This condition is known as the Bloch-periodic boundary con-
dition (BPBC). As a drawback compared to the PBC, BPBC implicates a higher memory
and computation time consumption.
3.1.3 Strengths and weaknesses of finite-difference time-domain
modeling
Probably the most important advantage of the FDTD method is its calculation in the time-
domain. Using a broadband source, such as a Gaussian pulse, this allows to obtain the
system’s response over a wide frequency range from a single simulation run. Further-
more FDTD calculates E and H fields in a physically easy to understand way (solving
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Maxwell’s equation in time and space), which can be used to generate movies and pic-
tures.
On the other hand FDTD consumes high computational and memory resources. The en-
tire computational domain, for instance, needs to be discretized in a spatial grid. This
problem, however, can be limited by choosing the proper boundary conditions. The de-
velopment process of these boundary conditions is not completed yet and using them still
requires operating experiences.
3.2 Simulating the transmission through a photonic crys-
tal slab
In this work we present a technology platform for sensors, in particular for biosensor,
based on GMR in PCS. The environmental surrounding of the PCS influences the spectral
position of these GMRs. In a transmission measurement the spectral position of the GMR
is determined and analyzed. To understand the interaction of the QGMs, which is the
origin of the GMRs, with its surrounding and to optimize this interaction, we used FDTD
as a modeling tool.
Similar to the measurement, we performed a transmission simulation and obtained a spec-
trum containing information about the spectral position of the GMR and its line width.
For this purpose we used a plane wave Gaussian pulse, which contains the frequency of
interest, at various angles. This electromagnetic wave excites QGMs in the PCS. Us-
ing field monitors, the transmission, which contains information about these modes, is
recorded.
In the scope of this work FDTD Solutions a commercially available software offered by
Lumerical Solutions, Inc. [95], is applied. FDTD Solutions exhibits a graphical user
interface with a computer aided design (CAD) interface. Furthermore a script language,
which is comparable to the Matlab script, can be used to realize series of simulations.
Alternatively, Meep [96], which is a free software published under the GNUGeneral Pub-
lic License, was used. This software, however, does not offer a graphical user interface.
3.2.1 Simulation domain
In order to choose the appropriate simulation domain, problem specific requirements need
to be properly defined. These requirements define the boundary conditions, the size of the
cell, and the required sources and monitors.
In the case of simulating the transmission through a PCS, a plane wave is used as the
illumination source (Fig. 3.2). This plane wave generates a short electromagnetic Gaus-
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sian pulse that allows for a broadband excitation in a single run. We placed the source
in the upper part of the simulation domain with a distance of approximately one grid to
the PML. For simulation in the k-space, the wave vector k of this source is varied. We














Figure 3.2: A 2D sketch of the simulation domain used for transmission simulation through a PCS.
At the top and the bottom PML absorbing boundary conditions are imposed. For the
remaining surfaces we impose BPBC. A plane wave Gaussian pulse is used as the
illumination and a field monitor is used to record the transmission.
For a PCS, which is a dielectric structure with a periodicity in two dimensions, PBC for
two dimensions is a straightforward solution. Using a PBC, the structure, the sources,
and the monitors are periodically repeated. Hence, to realize only one dipole source, the
PBC cannot be applied. This would require a PML boundary conditions in all directions.1
For the realization of a plane wave, however, this problem does not occur. It is repeated
periodically, similar to the unit cell of the PCS. Since we intend to perform transmission
simulation under various angles, we have to include phase shift informations of the elec-
tromagnetic waves in the simulation domain and thus use BPBC for simulation walls in x
and y directions (Fig. 3.2).
In the next step, the PCS itself should be modeled. In the lateral extension, the periodic
arrangement of the PCS can be described in terms of its single unit cell. In Fig. 3.3
1In this case the cell size, in direction of the periodicity, needs to be large enough to approximate an
infinity extended PCS.
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the unit cells of the in this work frequently used PCSs are shown: linear, quadratic and
triangular PCSs. These unit cells are described by the lattice parameters, which are the
















Figure 3.3: Top view of the single unit cell of a linear, quadratic and triangular PCS. a is the
periodicity of the structure, while r is the radius of the hole.
In the direction normal to the surface (z-direction), the structure does not show any pe-
riodicity. Therefore we imposed PML boundary conditions at the top and bottom of the
simulation domain.
As all PCSs used in this work were built on a substrate, the lower part of the simulation
domain was filled with a glass or quartz material. It is inefficient to simulate the whole
thickness of the substrate, as its thickness does not contribute to the guided modes in
the PCS. Therefore, we terminated the simulation domain with a PML in the substrate
material. The recorded electric and magnetic fields were normalized with respect to the
refractive index of substrate.
Before setting the final simulation domain size in z direction, one more issue needs to be
discussed: PML for evanescent waves. As discussed previously in section 2.2, photonic
crystal modes, such as QGM, provide an evanescent wave outside of the structure. The
wave vector k for such waves is complex, most commonly it is purely imaginary. A
standard PML, however, can only handle positive and real k vectors. This problem is
solved very trivially by choosing the computational region larger than the penetration
depth of an evanescent wave, which can be up to half of its wavelength.
Besides the geometrical modeling of the structure, the modeling of material properties
needs to be addressed as well. In general, materials are determined in Maxwell’s equa-
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tions by their relative permittivity ε and their relative permeability μ. Since the transmis-
sion simulation covers a wide range of frequencies the frequency dependency of these
parameters must be considered as well (material dispersion). One way to describe these
parameters is to use a sum of harmonic resonances plus a term from the frequency-
independent electric conductivity. Materials, which can be described by this formalism
are called Lorentz materials. The equation that describes the complex permittivity is the
Lorentz equation:






ω2n − ω2 + 2iωγn
. (3.10)
Here, ε∞ is the relative permittivity at infinite frequency, σn is the change in relative
permittivity due to the Lorentz pole pair, ωn is the frequency of the pole pair and γn is
the damping coefficient. The Lorentz equation can only be applied to dielectric materials
with losses. Modeling a metal at optical wavelength, however, the Drude equation is




ω2 − iωγn . (3.11)
widely used.
The interested reader is referred to reference [91], [97] for a more detailed discussion of
frequency dependent media.
3.2.2 Transmission in time domain and frequency domain
For reasons, which will be discussed in the next section, transmission through the PCS
is recorded by the point monitor in the time domain. To obtain the transmission spectra
as a function of the wavelength, the fast Fourier transformation (FFT) of the time domain
data is used. The final transmission is obtained by normalization of this spectrum to the
transmission spectrum of the source through vacuum, which is also obtained by Fourier
transformation of the time domain transmission (Fig. 3.4).
At this stage we can discuss the position of the point monitor in the simulation domain.
Because of the normalization of the transmission spectra to the spectra of the transmission
through vacuum, an arbitrary position of the point monitor can be chosen. Again, we have
the restriction to position the point monitor far away from the PCS, so that the QGM do
not disturb the monitor. However, the point monitor should be placed in the center of
the simulation domain, because the absolute field amplitudes have their maximum at this
position.



















Figure 3.4: Transmission through vacuum as a function of time step. The Gaussian pulse shape of
the illumination source, which is a plane wave, is obtained.
As an example, a quadratic PCS2 with a high refractive index for the slab is chosen, this
PCS shows pronounced photonic crystal features and is used throughout this chapter as
the sample PCS. The simulation domain has an expansion of 400 nm in x and y direction,
which defines the periodicity, and 2 μm in z direction. The plane wave Gaussian source
was placed 800 nm above and the point monitor 500 nm under the center of the simulation
domain.3 As the illumination is under normal incidence, s 4 and p 5 polarizations yield
the same results. In Fig. 3.5 the Fourier transform of the recorded field amplitude
in time domain, which is the transmission spectrum at normal incidence through this
PCS, is shown. As expected and discussed in section 2.4, GMRs, which show a strong
Fano shape, are superimposed with a background transmission. The smoothly varying
background is a consequence of Fabry-Perot oscillations due to the uniform dielectric
slab. Although the dielectric slab shows a periodic pattern, the Fabry-Perot oscillations
are not disturbed and only the effective refractive index of this slab is relevant for them.
Using this simulation approach, the response function of the structure can be obtained at
a given wave vector k. Furthermore, using equation 2.10, a fano-fit can be applied to the
spectra to obtain the line width of the resonances. Hence, we obtain the band structure
of a PCS above the light line. It contains not only the spectral position but also the line
width of each resonance. The s and the p polarizations are obtained by recording the
2The PCS is composed of a 200 nm silicon slab with a refractive index n = 3.46 and hole in a quadratic
arrangement with a periodicity of 400 nm. The holes show a cylindrical shape and have a radius of 80nm.
3The PML boundary condition used 12 layers and the mesh was constructed by FDTD Solutions in a
"auto non-uniform" mode.
4Polarization direction perpendicular to the plane of incidence. In German: senkrecht.
5Polarization direction in the plane of incidence. In German: parallel.



















Figure 3.5: Transmission through a quadratic PCS as a function of the wavelength. GMR are
superimposed with a smoothly varying background.
electric field in both directions, Ex and Ey respectively. For this the polarization direction
of the illumination source should have preferably equal components in both directions.
In this work it will be shown that the direct access to the GMR will open a way to a
variety of applications in biotechnology. In the experimental realization this is achieved
by embedding the PCS between two crossed polarization filters. That way the broadband
background light is suppressed and only GMRs are transmitted. This behavior needs to
be modeled, which is the emphasis of the next section.
3.3 Direct access to guided-mode resonances
In order to have the direct access to the GMRs, a method based on FDTD, which is
proposed by S. Fan and J. D. Joannopoulos in [10], is used in this work. The advantage of
this method is the access to pure GMRs, independent of the polarization direction of the
illumination source and the geometrical arrangement of the PCS. This method is based
on the time domain analysis of the transmission through the PCS of a pulsed source. In
Fig. 3.6 the transmission in time domain through the PCS, introduced in the previous
section, is shown.6 This data was recorded for a duration of 3000 fs. The most interesting
part, which is the first 3000 time steps, is zoomed in and plotted in the lower part of this
figure.
6These data were used to generate the transmission spectra in Fig. 3.5.
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Z o o m
Initial pulse
Guided-mode resonances
Figure 3.6: Transmission through a quadratic PCS as a function of time step. The simulation du-
ration of 50000 time steps, which corresponds in this case to 3000 fs, can be divided
in two distinct time areas: the initial pulse (blue area), containing the direct transmis-
sion of the source and thin film effects and a tail of long delay (red area), which are
the GMRs provided by the PCS.
This time sequence can be divided into two stages, which are based on two different
physical backgrounds. The first part (blue area) is an initial pulse, which is the direct
transmission of the illumination source through the PCS. Comparing this part of the
transmission with the transmission through vacuum, which is shown in Fig. 3.4,
similarities can clearly be identified. In the first part, the interference information, which
is the smoothly varying background, resulting from the thin slab, is also included. This
initial pulse is followed by a tail of long decay (red area). After the illumination part
has passed the simulation domain, the point monitor is still recording electromagnetic
radiations. This electromagnetic radiation has its origin in the QGMs. Depending on the
quality (Q) factor of each mode, the QGM is captured and at the same time propagating
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in the slab structure. During this propagation process it radiates its energy gradually. The
core of this method is to separate these two time sequences and generate the transmission



















Figure 3.7: Transmission through a quadratic PCS as a function of the wavelength after filtering.
Only GMR are obtained.
In Fig. 3.7 the Fourier transformation of the time sequence (as shown in Fig. 3.6) ex-
cluding the first 300 time steps is shown. Here, only the QGMs, which leave the structure
with a delay depending on their Q-factor are visible. As discussed in section 2.4 these
resonances are referred as to GMRs. At this point it should be underlined that also the
line width of the GMRs can be obtained by this kind of simulations.
Reflection simulations can be performed in a similar manner, however details of these
simulations are not discussed in this work. For more information the reader is referred to
reference [10].
3.4 Impact of geometric parameters on guided-mode res-
onances
The geometric parameters of a PCS refers to the arrangement of the dielectric in space,
i.e., hole radius and slab thickness as well as the hole shape. These parameters and the
material properties, such as refractive index of the dielectric, affect the GMRs in terms of
their spectral position or Q-factor. The physics behind this effect can be explained with
various models. The spectral position shift of the GMR, when varying the periodicity
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(Λ) of the structure or the effective refractive index (neff ) of the slab material, can be
modeled with the Bragg condition as introduced in equation 2.1. The Bragg condition is
a good approximation in these cases, since QGM can be described as a guided mode in
a slab structure with an effective refractive index neff , which is disturbed by a periodic
scattering pattern. A lot of interesting phenomena occur, when the hole radius of a PCS
is varied. This will be discussed in the next section.
3.4.1 Varying the hole radius
In Fig. 3.8 the transmission through our sample PCS as a function of the hole radius is
shown. The hole is a cylinder filled with air and the radius is varied from zero to 200 nm,
thus the maximum diameter equals the PCS periodicity. The most interesting phenomena
regarding hole radius variation are GMR spectral position shift, Q-factor decrease with








































Figure 3.8: Transmittivity through a quadratic PCS as a function of hole radius. GMRs experi-
ence a shift in spectral position and change in Q-factor. Furthermore no GMRs are
observed for too small and too big hole radii.
Maybe the most distinctive effect of varying the hole diameter is the resonance spectral
position shift. We observed a shift towards lower wavelengths with increasing hole ra-
dius. This resonance shift is also explained by the Bragg condition. The neff , which is
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used in equation 2.1 is the effective refractive index of a mode, depending on the geo-
metric arrangements of the PCS and field distribution of the mode. In our case, neff was
decreasing, when the hole radius was increased. Therefore, GMRs were shifted towards
lower wavelengths. Furthermore we observed different shifts per RIU (refractive index
unit) of each mode. For example in Fig. 3.8 the resonance shift of mode a is less pro-
nounced than the shift for mode b. To investigate this phenomenon in more detail, we
plot the field distributions7 of both modes in Fig. 3.9 at a hole radius of 80 nm.8 This
filed distribution reveals an antisymmetric field distribution of mode a, which is an odd
mode and a symmetric field distribution for mode b, which is an even mode. Mode a,
which has the smaller resonance shift, has its field minima and maxima on the surface of
the PCS, whereas there is almost no field intensity in the center of the unit cell, where
the hole is placed. Thus this modes’s neff is not affected by hole radius variation. On
the contrary, mode b has its field minima and maxima in the center and edges of the unit
cell, thus it is highly disturbed by the hole radius variation. Calculating the neff for a
mode requires the exact knowledge of its field distribution and the refractive indices of





Here, i represents different materials, such as slab or substrate material, ni is the refractive
index and ai is the fraction of the mode penetrating the material i. The resulting neff is
valid, as long as the field distribution of the mode does not change.
The reader may have noticed that in Fig. 3.9 the field distribution far away from the PCS
is not dropping to zero. This is the radiation of the GMRs to the far field in both directions.
Investigating Fig. 3.8, we observe a lowering of the Q-factor with increasing the
radius. Approaching smaller hole radii the QGMs become more strongly guided,
which means that their lifetime increases. In the same manner, with growing radius,
more scattering processes happen and the QGM radiates its energy faster to the far field.
This observation can be used to design the Q-factor of GMR depending on the application.
Furthermore, we see from Fig. 3.8 that for a hole radius larger than 180 nm no modes
are observed anymore. To explain this behavior, we argue again with neff of the mode,
which decreases when the hole radius increases. Moreover we consider equation (2.9)
on page 23, where a condition for guided modes is described. For a too low neff , the
7To obtain the field distribution we excite the PCS with a source with limited frequency range. Thus
only one mode is excited and the overall field distribution is the field distribution of the mode of interest.
8Electrical field distributions in yz direction in the simulation domain at x=0.




















Figure 3.9: Electric field distribution of mode a and mode b in the simulation domain in yz di-
rection at x=0. Mode a has its field maxima at the surface of the PCS, while mode
b has its maxima in the slab structure. This fact explains the different neff , which is
proportional to the resonance shift.
refractive index contrast to the cladding material, which is air in this case, cannot fulfill
the condition in (2.9), hence no guided modes can occur.
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Chapter 4
Transmission using crossed polarization
filters
Summary
In this chapter we introduce a method for observing directly guided-mode reso-
nances in photonic crystal slabs. It begins with description of the experimental setup
of a confocal microscope for this method. Special focus is on developing a differential
measuring method for angle resolved transmission measurements. This method is
integrated in a confocal setup and thus shows also a high spatial resolution.
Further, in this chapter details and the physical background of applying crossed polariza-
tion filters for transmission measurements are discussed. This approach allows to obtain
the guided-mode resonances, which are characteristic for the photonic crystals slab.
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4.1 Experimental setup
Before discussing the transmission method using crossed polarization filters, the experi-
mental setup is introduced. In the following a setup is described, which not only allows
for spatially resolved, but also for angle resolved transmission measurements. A com-
mercially available inverse microscope1 was modified with a pinhole to obtain a confocal
setup, which allows for spatially resolved measurements. Moreover, a stepper motor was
applied to vary the the size of the illumination’s iris diaphragm to control the angular
resolution.
4.1.1 Confocal microscope setup for spatially resolved transmission
measurements
The experimental setup is shown schematically in Fig. 4.1. The sample is placed on a
motorized translation stage2 in a confocal microscope setup. This translation stage offers
a resolution down to 500 nm and could be extended with a rotation stage for the azimuthal
angle φ when needed. A 100 W halogen lamp was used as a broadband illumination
source. For a homogeneous illumination, the bulb surface of the lamp was roughened.
Two orthogonally oriented polarization filters (extinction ratio 8,500:1), which were both
rotatable in their azimuthal angle, were placed before and behind the photonic crystal
slab. We refer to the first polarization filter as polarizer and to the second polarization
filter as analyzer. The polarizer is placed between the halogen lamp and the condenser,
and the analyzer behind the objective. We could choose between four magnifications
of the objective: 4x with a numerical aperture of 0.1, 20x with a numerical aperture of
0.4, 40x with a numerical aperture of 0.6 and 100x with a numerical aperture of 1.4.
Moreover, in the 20x objective a phase ring is integrated that in combination with a
matching annular ring in the condenser allows for phase contrast microscopy. We used a
long distance condenser with a working distance of 75 mm. A slit-diaphragm defines the
polar illumination angle θ.
The crucial part of the confocal setup is a 100 μm pinhole, which is placed in the focal
plane of one of the microscope output ports. In combination with the 40x objective, for
instance, the spatial resolution achieved by this system, is 2.5 μm. Further, two lenses are
used to couple the light passing through the pinhole into a spectrometer. This spectrometer
is composed of an imaging monochromator3 and a back illuminated CCD camera4 with a
1TE 2000 Nikon
2Corvus Märzhäuser
3Triax 320 HORIBA Jobin Yvon
4Symphony HORIBA Jobin Yvon
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Figure 4.1: Confocal microscope setup for transmission measurements with orthogonally oriented
polarization filters. The first and second polarization filters are referred to as polarizer
and analyzer. φ and θ are azimuthal and polar angle respectively.
maximal spectral resolution of 55 pm.
4.1.2 A differential method for angle resolved transmission measure-
ments
For characterizing PCS in the reciprocal space, angle resolved measurements are essen-
tial. Performing angle resolved transmission measurements, while keeping the spatial
resolution, however, is an ambitious task. Maintaining this spatial resolution is an impor-
tant requirement of our setup, specially for inhomogeneous PCSs, where parameters such
as spectral position or linewidth of GMRs, vary with position. Therefore, a wide area
spectrum would yield a blurring of these parameters.
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To solve this task, we used a built-in iris diaphragm, which is placed above the condenser.
This iris diaphragm limits the numerical aperture of the condenser, which focuses the
light of the halogen lamp on a defined point on the sample. Thus, a light cone with the
angle θ will illuminate the sample. The objective collects the transmission and directs it
to the spectrometer. The numerical aperture of the objective should be higher or equal to
the numerical aperture of the condenser, to be able to collect the desired angle. Since the
maximum numerical aperture of the condenser is 0.3, both objectives with 20x and 40x
magnification can be used. However, transmission measurements with this cone contain
a continuum of light at angles from zero to θ. For band structure measurements we need








Figure 4.2: Sketch of the differential method for angle resolved transmission measurements. By
opening the slit-diaphragm incrementally and subtracting consecutive results, this dif-
ferential measurement for angular illumination is obtained.
To obtain transmission data for discrete angles, a differential method is used. The iris
diaphragm is opened incrementally and a series of transmission spectra are recorded.
The transmission at a discrete angle θ is generated by subtracting consecutive results as
shown in Fig. 4.2. With this method, however, the effective illumination still exhibits
a small angle continuum Δθ, which originate from the discrete step size Δr. For our
measurements the iris diaphragm was motorized and a software5 was developed to control
the step motor and the spectrometer.
Considering the band structure of a PCS, such as the triangular example in Fig. 2.10,
one can observe a different progress of modes for different directions, for instance for
5Labview National Instruments




Figure 4.3: Top view of slit-diaphragm and its orientation to a triangular PCS. A rotation of 30°,
90°, 150° etc. will switch from Γ - M to Γ - K direction.
Γ −M and Γ −K direction. Using only the iris diaphragm, transmission spectra would
contain all directions and as a result the modes would be blurred. This problem is solved
by applying a shadow mask placed near the iris diaphragm. We refer to the combination
of the iris diaphragm and the shadow mask, as slit-diaphragm. This shadow mask offers
a slit showing in the direction of interest. Depending on the periodicity class of the PCS
under investigation, this slit can be repeated at defined azimuthal angles to enhance the
illumination. As an example for a triangular PCS, the slit can be repeated at every 60°
as shown in Fig. 4.3. To switch from Γ-M to Γ-K direction, in the case of the triangular
PCS, a rotation of 30°, 90°, 150° and so forth is applied.


















Figure 4.4: Calibration curve of the angle θ versus steps of the step motor. A linear relation for
the spot size, which is used to calculate angle θ, to steps of the step motor is observed.
On the right hand side camera images of the illumination source at different opening
angles are shown. Here the bulb surface is not roughened as used later in experiments
and the shadow mask is removed for a better evaluation of the spot size.
Since we use an external step motor to adjust the size of the iris diaphragm, a calibration of
the system was performed. For this purpose we placed a camera between the condenser
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and the sample to monitor the size of the illumination spot and plot the step size as a
function of the spot size. The calibration curve is shown in Fig. 4.4 and exhibits a linear
relation between the spot size and steps of the step motor. From this curve we calculate a
minimum angle6 of 4° and a maximum angle7 of 17° for θ.
4.2 Direct observation of guided-mode resonances
In previous work observing GMRs for sensor applications or PCS characterization [62,98]
was performed indirectly by using conventional transmission or reflection measurements.
The direct access to these modes opens up new design possibilities for sensor applications
and simplifies characterization methods.
In this work a spectroscopy method is introduced, with which transmission measurements
are performed with two crossed polarization filters placed before and behind the PCS.
This configuration suppresses the light not interacting with the PCS and allows the direct
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Figure 4.5: Transmittivity and reflectivity measurements of a PCS with triangular geometry using
parallel polarization filters. Black lines indicate measurements on structured and gray
lines on unstructured area at (θ = 0°). On unstructured area thin film interferences
cause a smoothly varying transmission. On structured region GMRs are superimposed
with smoothly varying background.
To demonstrate this effect and as a first example, the characterization of a photonic crystal
slab, which exhibits air holes (r = 65 nm) in a Nb2O5 layer (d = 150 nm) on a quartz sub-
6Limited by the smallest size of the iris diaphragm.
7Limited by the numerical aperture of the condenser.
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strate with a periodicity of Λ = 300 nm is discussed (PCSNb2O5 in table 2.2). The structure
was fabricated by electron beam lithography and a subsequent dry etching process. The
fabrication procedure for this structure and all other electron beam lithography samples
discussed in this work is detailed in [100,101]. Fig. 4.5 shows transmittivity and reflectiv-
ity measurements at normal incidence for parallel orientation of polarizer and analyzer on
structured (black line) and unstructured (gray line) surface areas. The transmitted inten-
sity is normalized to the detected intensity without a sample for a parallel orientation of
polarizer and analyzer. The reflected intensity is normalized to the reflection on a quartz
surface.
In the unstructured area, Fabry-Perot oscillations for both transmission and reflection
are due to the thin-film effects clearly visible. In the structured area, however, these
thin-film effects are superimposed with photonic crystal GMRs. As discussed in [10],

















Figure 4.6: Transmittivity measurements of a PCS with crossed polarization filters. Here only
light interacting with the PCS can pass the analyzer, hence only GMR are transmitted.
These resonances show as expected a Lorentzian line shape. Inset: SEM image of
triangular PCS.
If the same measurement is repeated in transmission with crossed polarization filters, the
smoothly varying background is suppressed (Fig. 4.6). The background light that does not
interact with the PCS, is blocked by the analyzer. Light from the light source, which can
excite QGMs, is coupled to the PCS and coupled out again. During this coupling process
there is a polarization rotation, which allows the transmission of the GMRs through the
analyzer. This mechanism results in a pure transmission of GMRs. As expected these
resonances exhibit a symmetric Lorentzian line shape [10].
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4.3 Impact of polarization direction
To investigate the effect introduced in the previous section and understand the polarization
rotation mechanism, in the following more simple PCS geometries, such as linear or
quadratic PCS, are considered. Furthermore the impact of the polarization direction on
the coupling mechanism is discussed.
4.3.1 Coupling mechanism to quasi guided modes
The unpolarized illumination source can be divided into two polarization directions: s
and p. s-polarization is defined for electromagnetic waves with the electric field perpen-
dicular to the plane of incidence. On the other hand, p-polarization is defined for waves
with electric field parallel to the plane of incidence. In the following, we consider a linear
PCS to simplify the coupling mechanism. As defined in Fig. 4.7, illuminating a PCS
at φ = 0° s-polarization can excite only odd modes,8 with electric fields parallel to the
PCS’s grooves. Contrary to s polarization the p polarization can excite only even modes.
However, for φ = 0° s-polarized electromagnetic waves do not show exclusively in the
direction parallel to these grooves. Therefore, s-polarization can also excite even modes,
following the projection of polarization direction onto the direction of the groove.9 Obvi-
ously, for φ = 45° both, even and odd modes, can be excited equally, either using s or p
polarization.
As discussed in section 2.4, these modes leak out to the far field. The polarization for
even modes is in the direction of the periodicity and for odd modes shows perpendicular
to the direction of the periodicity.
If a polarization filter (analyzer) is placed after the PCS, as depicted in Fig. 4.8, and
φ = 0°, both modes can pass the polarization filter. Here, the intensities are calculated
from the projection of the polarization direction onto the direction of the polarization
filter. Now combining both, the excitation with polarized light using the polarizer and the
detection with the analyzer, it can be shown that for orthogonally oriented polarization
filters, the excited modes can pass the analyzer. Simultaneously, the light not interacting
with the PCS is blocked by the crossed configuration of polarizer and analyzer [102].
4.3.2 Linear photonic crystal slabs
To verify these assumptions first the most simple case, i.e., is the transmission of GMRs
of a linear PCS as a function of the azimuthal angle φ, is studied. These PCSs are
8Only leaky modes above the light line.
9In a similar way p polarized light excite both, even and odd modes.





Figure 4.7: Definition of the illumination azimuthal angle φ and polar angle θ. For a linear PCS
φ = 0° for grating grooves perpendicular to the plane of incidence. θ = 0° for
illumination at normal incidence. For s polarization the electric field is perpendicular
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Figure 4.8: Schematic of photonic crystal orientation relative to polarizer and analyzer for normal
incidence measurements. Arrows indicate electric field orientation. Azimuthal angle
φ defines the fraction, which couples to the photonic crystal slab.
fabricated using a combination of laser interference lithography and physical plasma
etching and consist of a 135nm ITO film, which has a linear grating with a periodicity of
350nm (PCSITO tale 2.2). The inset of Fig. 4.9 shows a scanning electron microscope’s
(SEM) top view image of the used PCS.
In Fig. 4.9 transmission measurements with crossed polarization filters are shown.
The broadband background light is suppressed and only guided-mode resonances are
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transmitted. There is no transmission of guided-mode resonances at φ = 0°, while
at other angles transmittied light is observed (φ = 20°, 40°). This relation is shown
more precisely in Fig. 4.10, where angle φ is varied from 0° to 180° in 5° steps
and the intensity of the central mode (530nm - 540nm) is plotted. This transmittiv-




















Figure 4.9: Transmission measurements with crossed polarization filters on a linear PCS (θ = 0°)
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Figure 4.10: Transmission of central mode (530nm - 540nm) intensity versus angle φ. Dots are
measured data, while the solid line is the analytical model derived from Malus’ law.
Maxima are observed at φ = 45° and 135°.
In Fig. 4.11 the assumptions of the previous section for a linear PCS are used to calculate
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the angular dependence of mode intensity for even modes. Ipol, which is the intensity of
the illumination source after the polarizer, is 1/2I0 following Malus’ law, where I0 is the
intensity of the unpolarized light. Again, applying Malus’ law, the fraction of Ipol, which
couples to the PCS, is Ieven = Ipol cos
2φ. Furthermore, the fraction of the mode, which is
radiated to far field and can pass the analyzer, is I∗even = Ieven sin
2φ. From this series of
transmissions through a polarization filter and coupling and out coupling from the PCS,
the following equation can be derived for the intensity dependence of the GMR:
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Figure 4.11: Projection of polarizer and analyzer onto a linear PCS. Using Malus’ law the inten-
sity of the transmission of GMR (here for even modes) versus angle φ is modeled.
The solid line in Fig. 4.10 is obtained by using equation 4.1.
4.3.3 Quadratic photonic crystal slabs
To have a closer look into the polarization rotation process, a higher symmetry PCS,
namely a quadratic PCS, is investigated. The PCS used in this section is fabricated using
the same technology and has the same periodicity and slab thickness as the one used in
the last section. In order to fabricate the quadratic geometry the samples are rotated by
90° degrees during the lithography process and exposed a second time. An SEM image
of the used samples is shown in the inset of Fig. 4.12.
In the following, a simplified picture of a quadratic PCS is used, where two orthogonally
oriented linear PCS on one substrate, represent the quadratic geometry. Applying the
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conclusions of the previous sections and using the simplified picture of the quadratic
PCS, the sum of 1
4
I0 cos
2φ sin2φ for the first linear PCS and 1
4
I0 sin
2φ cos2φ for the
second one is the transmission of GMR. This results again in equation 4.1, which is the




















Figure 4.12: Transmission measurements with crossed polarization filters on a quadratic PCS
(θ = 0°) at three different angles φ. In contrast to the transmission through a linear
PCS, transmission unequal to zero for φ = 0° is observed. Inset: SEM image of
quadratic PCS.
Transmission measurements, however, show another result. In Fig 4.12, again the trans-
mission with crossed polarization filters at normal incidence (θ = 0°) is shown. Contrary
to expectations, the GMR transmitted at φ = 0° is not zero. This behavior can be better
observed in Fig. 4.13 where the intensity of the first mode (530nm - 540nm) as a function
of angle φ is plotted. Once again we see maxima at φ = 45° and 135°, but the intensity
of the GMR does not decrease to zero at the minima (φ = 0°, 90°).
Form this experiment we concluded that the assumption that a quadratic PCS is the su-
perposition of two orthogonally oriented linear PCSs, is not sufficient. To explain the
observed effect in Fig. 4.13, it is necessary that mode coupling inside the PCS is con-
sidered as well. Modes, which are excited in the first linear PCS couple to modes in the
second linear PCS and vise versa. We assumed that the coupling quotient for the first PCS
to the second PCS is the same as the second PCS to the first PCS. Using a as the coupling
factor and the projecting polarizer and analyzer onto the PCS, as shown in Fig. 4.14,
we can derive for the intensity of modes coupling from the first PCS to the second one
a cos2φ cos2φ and vise versa from the second PCS to the first PCS a sin2φ sin2φ. Sum-
ming up these results with the fraction of the modes not involved in coupling processes,
we end up in the following equation for the angle dependent GMR transmission:
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Figure 4.13: Transmission of first mode (530nm - 540nm) intensity versus angle φ. Dots are mea-
sured data, while the solid line is the analytical model derived from Malus’ law.
Maxima are observed at φ = 45° and 135°, whereas the minima don’t decrease to
zero.





(1− 2a) cos2φ sin2φ+ a sin2φ sin2φ+ a cos2φ cos2φ]
(4.2)
The solid line shown in Fig. 4.13 is the best fit of equation 4.2 to the measured data,
which resulted in a coupling factor of a = 9% for the first mode. For the second mode,
shown in Fig. 4.12 (540 nm - 560 nm), the fitting procedure resulted in a coupling factor
of a2 = 15% (results not shown here).
These considerations can be also applied for higher symmetry PCSs such as triangular
PCSs. In a triangular PCS a superposition of three linear PCSs with mode coupling is
assumed. This results in an angle dependent GMR transmission, which is less pronounced
than for a linear or quadratic PCS.
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Figure 4.14: Projection of polarizer and analyzer onto two orthogonally oriented linear PCSs.
Using Malus’ law the intensity of the transmission of GMR (here for even modes)
versus angle φ is modeled. For each mode individually a coupling between modes
excited in the first PCS and second PCS is assumed.
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Chapter 5
Methods for characterizing photonic
crystal slabs
Summary
As photonic crystals and in particular PCSs are expected to be produced in future
on an industrial scale, quality control is a crucial point. In this chapter the concept of
direct access to the GMR is applied to characterize PCS properties.
PCS parameters such as hole radius or hole shape affect significantly the optical prop-
erties of such structures. In the first part of this chapter these parameters are obtained
using parameter deduction, as SEM images can contain imaging aberration. Further
in this chapter homogeneity investigations are performed, which unravel fabrication
imperfections.
Another emphasis of this chapter is to characterize GMRs. Beside the angle resolved
spectral position, the Q-factor of GMRs is investigated. Further the Q-factor determi-
nation and homogeneity investigations are combined and a Q-factor map of the PCS is
generated.
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5.1 Motivation
PCSs are promising structures for modern optical devices. The fabrication of such struc-
tures is realized employing different methods, for example, electron beam lithography or
laser interference lithography. Each fabrication method, however, shows characteristic
advantages and disadvantages. Hence, a proper quality monitoring is required, which
visualizes imperfections. For proper quality monitoring, imaging methods such as SEM
or atomic force microscopy (AFM) are not sufficient, since they only provide geometric
parameters such as the periodicity or the hole radius. The exact knowledge of GMR
spectral position and Q-factor in the reciprocal space is as important as information on
the spatial homogeneity of these parameters across the PCS.
In previous investigations the spectral position and the linewidths of GMRs have been
studied in the reciprocal space [62, 98] using conventional transmission measurements.
As discussed in section 2.4 and theoretically in section 3.2.2 the transmission spectrum
is a superposition of the smoothly varying background light superimposed with GMRs,
which show a Fano shape [103]. To obtain GMR parameters such as Q-factor, an
Airy-Fano model is necessary for the fitting procedure. However, the used methods so
far provided a lower limit on the resolvable linewidth and hence showed disagreements
comparing theory with experimental results. Another method is to employ the lumines-
cence spectrum of a proper emitting layer inside the PCS, which reveals the GMRs, with
its Lorentzian line shape [104–107]. From these spectra the Q-factor can be determined
by applying the corresponding fit procedure. In passive structures, however, this method
cannot be applied.
On the other hand many theoretical models are known for calculating spectral position
and losses of GMRs [10, 55, 108, 109] that can be used to calculate GMR parameters.
For real PCSs, however, these parameter are strongly affected by geometric parameters
not only by the periodicity or hole size, but also parameters such as hole depth and
shape [110]. Therefore, the experimental characterization is an essential procedure.
In this work an experimental method for a rapid and non-destructive local optical char-
acterization of photonic crystal slabs is proposed. Transmission measurements are per-
formed on photonic crystals slabs employing the crossed-polarizer configuration in the
confocal microscope setup. This allows for the direct characterization of the GMRs of
microscopic structures. In combination with the translation stage the setup is utilized
to characterize the spatial homogeneity of macroscopic nanostructured surfaces. Unlike
lateral transmission measurements these measurements are independent of the lateral ter-
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mination of the structure and no special preparation is required [111].
5.2 Deduction of photonic crystal slab parameters
As already discussed in section 3.4 geometric parameters of PCSs influence significantly
the GMRs. Therefore the exact knowledge of these parameters is crucial. Imaging meth-
ods, such as SEM imaging, can be used to read out these parameters from the images of
such a structure. Using this approach, however, only approximate parameter values are
obtained. First, aberration of these systems needs to be considered, which is not necessar-
ily a trivial issue. Second, the surface of different materials shows different roughnesses,
which complicates the determination of geometrical parameters.
Using an optical approach, which probes directly the optical properties of PCS and
deduces the geometrical parameters, is a straightforward concept, as in general the
optical properties of a PCS are the one of interest.
In the following we determine the material and geometrical parameter of a PCS consisting
of a Nb2O5 layer with triangular lattice of air holes. This structure is chosen for the
parameter deduction, as it was used for different investigations in the scope of this work.
5.2.1 Determination of slab thickness
Before treating the PCS itself, the unstructured slab is considered. The Nb2O5 slab struc-
tures, which are sputtered on a quartz substrate, are delivered by an external manufacturer.
Unfortunately, the manufacturer’s specification of the slab thickness possess high toler-
ances. Therefore, this specifications could just be used as a starting point for more precise
thickness determinations.
There exist several methods to determine the slab thickness of a dielectric, such as
ellipsometry or using a profilometer to determine the thickness on an edge of the slab.
In this work transmission measurements were used to determine the slab thickness
accurately. Due to thin film interferences, the transmission through an optical thin film
is unique and is a function of its thickness. This effect is utilized to determine the slab
thickness. The transmission through the slab was simulated using the FDTD method and
compared to experimental transmission measurements of the slab of interest. Through
variation of the slab thickness the difference between simulated and measured data is
minimized and the best fit can be found.
To determine the slab thickness using this optical method, first material parameters have
to be addressed. Besides geometrical input, material properties have to be defined in the
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simulation environment. As introduced in section 3.2.1 a common model for dispersive
dielectric is the Lorentz model. In our case, only the high index layer (Nb2O5) is consid-
ered as dispersive and Lorentz parameters are determined only for this material. The real
and imaginary part of the refractive index1 is used to fit a Lorentz equation with one pole.
The experimental data (dots) with the corresponding fit (solid line) is shown in Fig. 5.1.



























Figure 5.1: Real and imaginary part of the refractive index of Nb2O5 with the corresponding
Lorentz model. The employed Lorentz model exhibits one pole, which does not lies





Table 5.1: Lorentz parameters for Nb2O5 as defined in section 3.2.1.
These parameters were used to calculate the transmission through the slab as described in
chapter 3. The best agreement of the simulated transmission spectra and measured spectra
was obtained for a slab thickness of 221 nm, which is plotted in Fig. 5.2.
5.2.2 Adaption of hole radius and profile
Using the results of the previous section the periodic nanostructure can be modeled.
Due to the fabrication method, in particular the lithography step, the periodicity of the
1These experimental data were obtained from the database of an ellipsometer.
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Figure 5.2: Transmission spectra through an unstructured Nb2O5 layer: Experimental data (dots)
and FDTD simulation (solid line). Due to reflections on the layer interfaces inter-
ferences are observed, which are the origin of the varying intensity as a function of
wavelength.
structure can be adjusted. Using electron beam lithography, for example, the beam
position is adjusted by a pair of deflector plates and is at least as precise as the spatial
resolution of a scanning electron beammicroscope.2 The exposure dose and the following
etching process, however, do not allow always a predictable hole size and profile. Hence,
many of fabricated PCS for this work, show a non cylindrical hole profile. As seen in the
scope of this work and in the literature [110] the hole profile has a significant influence
on the GMR spectral position and Q-factor.
In a first step a top view SEM images is used to estimate the hole radius (Fig. 5.3 left
image). To have access to the hole profile, which cannot be revealed using only SEM,
a focused ion beam (FIB) is applied to cut vertically into the PCS and open up the view
on the cross section of the PCS, which is imaged by SEM at the same time. FIB is a
technique, which uses a focused beam of gallium ions (Ga+) for analysis, deposition, or
ablation of materials. The cross section of the PCS is shown in Fig. 5.3 right image. This
picture bares two main aspects, which are implemented into the simulations. First, the
hole profile, which follows a polynomial shape due to the imperfect etching process. It
showed up that a fifth degree polynomial describes best this shape. Second the holes are
not etched all the way to the substrate and hence show an offset of 32 nm.3
2Depending on the instrument, the resolution can be less than 1 nm.
3This parameter was read out from the SEM image as no other method was known, which delivers this





Figure 5.3: SEM image of a PCS composed of a Nb2O5 layer with triangular lattice of air holes.
Left image: Top view of PCS. Periodicity (a = 360nm) is adjusted by the electron
beam lithography system. The hole radius (2r = 240nm) is obtained by deduction, by
comparing simulations with experimental transmission measurements. Right image:
SEM image of the cross section obtained by FIB. The hole profile can be described by
a polynomial of degree 5. The slab thickness (d = 221nm) was obtained by investi-
gating an Nb2O5 thin film. The offset of the hole relative to the substrate (f = 32nm)
was read out from the SEM image.
With this knowledge about the PCS a series of transmission simulations, varying the hole
radius, was performed. As a starting point the hole radius obtained by SEM image analy-
sis was applied. In Fig. 5.4 three calculated transmission spectra with different hole radii
at the polar angle of θ = 5° are shown. This polar angle is chosen as it exhibits a richer
spectrum of GMRs and thus allows for more accurate comparison to the experimental re-
sults than θ = 0°. As expected bigger hole radii cause a decrease of the effective refractive
index (neff ) of the slab material and hence a resonance shift towards smaller wavelengths.
The results in Fig. 5.4 are compared to experimental measurements at θ = 5° of PCS of
interest. As depicted in Fig. 5.5 the best fit is obtained for a hole radius of 120 nm.
5.3 Homogeneity characterization of photonic crystal
slabs
Many applications of PCSs require large area structures, such as photonic crystal band
pass filters or PCSs as transducers in biosensors [81] and in particular for applications
parameter in a reasonable time scale.
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Figure 5.4: FDTD transmission simulations with varying hole radius at the polar angle of θ = 5°.
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Figure 5.5: Comparison of measured and calculated transmittivity at the polar angle of θ = 5°.
The best fit is obtained for a hole radius of 120 nm.
proposed in this work. For such structures one of the most important issues in quality
control is the homogeneity over a large area. In this section first a visual inspection
method, which is based on using crossed polarization filters, is proposed. As a second
method a spectrometer is utilized to reveal inhomogeneities, which were not observable
with the visual method.
72 METHODS FOR CHARACTERIZING PHOTONIC CRYSTAL SLABS
5.3.1 Visual inspection
A simple and straightforward method is the visual inspection. This method is also
widely used in todays industry in diverse industrial fields. In PCS fabrication the visual
inspection could be a rapid and reliable method to monitor the quality, as the optical
properties of such structures are more relevant than only topological information.
For this purpose GMRs are the ideal candidates to reveal inhomogeneities, as these reso-
nances are strongly related to the geometrical parameters of the PCS. Furthermore, these
resonances can be obtained by simple transmission or reflection measurements using a
white light source.
Using conventional transmission or reflection procedures the resulting image is a
superposition of light interacting with the PCS4 containing the intended information and
the white light not interacting with the PCS, which can be interpreted as a disturbing
background. As GMRs are usually narrow-band resonances relative to the white light
spectra, the impression of the observer is dominated by the background. However, the
absence of the background light results in a color impression to the observer, depending
on the spectral position of the GMRs.
A method used in today’s fabrication processes to perform visual inspection of PCS is
dark field microscopy. In dark field microscopy the unscattered light, i. e., the light,
which is transmitted through the system, is excluded from the image. This is realized by
using a condenser with a higher numerical aperture than the objective and a dark field
patch stop. These elements are designed in a way that the illuminating light is guided
around the objective and only the scattered light is collected by the objective. Applying
this method to the inspection of PCSs means that white light from the condenser is able
to excite GMRs in the PCS, but cannot enter the numerical aperture of the objective. Due
to the fixed size of the dark field patch stop and the numerical aperture of the condenser,
this method does not allow any adjustments of the GMR wave vector.
As already introduced in section 4.2 using orthogonal oriented polarization filters, with
their right alignment to the PCS, only the GMRs are revealed. This configuration can
be used for the inspection of PCS and overcome the problem with the non adjustable
GMR wave vector. In the following this inspection method is discussed with the help of
imperfect PCSs fabricated with an electron beam lithography step. These PCS consist of
a Nb2O5 layer on a quartz substrate with holes in a triangular geometry. The PCS fields
are 150 μm x 150 μm squares, composed of 25 smaller squares with 30 μm x 30 μm.
4Light interacting with the PCS are GMRs.
5.3 Homogeneity characterization of photonic crystal slabs 73
These fields are written one by one, while only a pure deflection of the electron beam is
used for each field. To write the next field a translation stage is used.
To capture the visual impression a single lens camera5 was used, which was plugged to
one of the exit ports of the microscope setup, depicted in Fig. 4.1. Since no pinhole
is placed in the optical pathway of the used exit port, these pictures were recorded in a
non-confocal configuration.
150μm
Figure 5.6: Visual inspection of an imperfect PCSs using crossed polarization filters. The PCS
fields are composed of 25 30 μm x 30 μm PCS fields. Stitching errors are clearly
visible for each PCS field.
In Fig. 5.6 three examples of PCSs captured with a magnification of 40x and an open
slit-diaphragm, which means a continuum of wave vectors from 0° to 17°, are shown.
Because of the transmission of the GMRs and the suppression of the background light,
each PCS shows a specific color, depending on its geometrical parameters, such as hole
radius or periodicity. On the other hand areas without a periodic structure appear dark.
As discussed in section 2.6 one of the fabrication errors using electron beam lithography
are stitching errors. Stitching errors occur when the distance of the PCS fields are either
too big or too small. Hence at the edge of each PCS field the periodicity of the holes is
different than in the rest of the PCS. This can lead to different phenomena at the edge
of each PCS. With a different periodicity of the holes the spectral position of the GMRs
will shift and hence the color for the observer will change. Another phenomenon, which
is observed more often is scattering of modes in the slab structure on these edges, which
renders the edges brighter than the rest of the crystal.
In Fig. 5.7 another series of PCSs fabricated in the same way shows another type of error,
which is typical for electron beam lithography, namely unwanted variation in exposure
5D50 Nikon
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150μm
Figure 5.7: Visual inspection of imperfect PCSs using crossed polarization filters. These exam-
ples show besides the stitching errors another common problem with electron beam
lithography: namely exposure dose drift. This error results in a color drift of the PCS.
dose. The hole size for the PCSs fabricated with electron beam lithography is regulated
with the exposure dose. A higher exposure dose will change chemically more molecules
in the photoresist, which yields a bigger hole size. Besides the stitching errors, in these




Figure 5.8: SEM image of PCS shown in Fig. 5.7 left image. This image reveals the two discussed
errors for electron beam lithography: mismatch of holes at the edge of each PCS field,
which is the stitching error, and hole size drift, which originates from exposure dose
drift.
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To verify these claims an SEM image of the PCS shown in Fig. 5.7 left image, is shown
in Fig. 5.8. Here both errors are visible as topological errors: the stitching errors, as a
mismatch on the edge of each PCS field and the exposure dose variation, as hole size vari-
ation. We notice that the periodicity of the structure can be aligned very well and remains
stable during the writing process and do not contribute to the errors in the crystal structure.
5.3.2 Homogeneity investigations utilizing a spectrometer
In the previous section a visual inspection method was introduced, which allows a fast
and low-cost quality control. The precision of this method is limited by the abilities of
the human eye. In many applications, however, a more accurate and reproducible method
is required. In this section a method is presented, which uses a spectrometer to analyze
the GMRs. Performing spectrally and spatially resolved transmission measurements
employing orthogonally oriented polarization filters, a direct access to GMRs is possi-
ble [112]. The advantages of this method are discussed using three examples. In the first
two examples we characterize and compare the optical homogeneity of photonic crystal
slabs fabricated by electron beam lithography and by laser interference lithography.
Furthermore as a last example a complete scan across a PCS is shown. Here a GMR drift
of 1.3% is revealed. To perform these experiments the microscope setup introduced in
section 4.1.1 was used.
The PCS already shown in Fig. 5.7 left image, is analyzed in more detail utilizing a
spectrometer. To measure a spatially limited spot, we use a magnification of 40x, which
yields in combination with the pinhole (100 μm) a spot size of 2.5 μm on the sample.
Furthermore, the slit-diaphragm was closed to record only GMRs at normal incidence. In
Fig. 5.9 transmission spectra at three points6 on the sample are shown. Due to the hole
size differences, as discussed in the previous section, GMRs in point A and B show large
differences. Since the hole size is bigger in point B compared to point A, the GMRs shift
towards shorter wavelengths.
To demonstrate the limits of this method we compare now the transmission spectra
in points B and C, which lie close to each other and produce almost the same color
impression to an observer. These spectra are shown in Fig. 5.9 right graph. In this graph
both spectra seem to overlap completely. To see their difference, however, we need to
zoom in. The green shaded region in Fig. 5.9 is magnified and shown in Fig. 5.10. Here
again the shift towards shorter wavelengths is observed, which is again interpreted as a
6Defined in the left picture in the same figure
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Figure 5.9: Homogeneity inspection of a PCS fabricated with electron beam lithography utilizing
a spectrometer. Left image: transmission image with crossed polarization filters. The
drift of the hole size cause a color drift from yellow to green. Right graph: transmis-
sion spectra for different position on the PCS in a confocal configuration.
drift of the hole size towards bigger hole sizes.
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Figure 5.10: Spectral zoom in the graph shown in Fig. 5.10. A spectral shift of less than 1 nm for
the GMRs is observed.
These investigations are continued on a PCS fabricated with laser interference lithogra-
phy. Again a transmission image (Fig. 5.11 left image) is used to gain an overview of
the homogeneity of the structure. Here an over modulation of the PCS structure, which
shows itself as an intensity modulation, is clearly visible. This is caused by unwanted
interferences and should not influence the periodicity7 throughout the structure. This
7The periodicity is only a function of the wavelength of the used laser and the adjusted angle of the two
beams.
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assumption is approved by transmission measurements in point A and B in Fig. 5.11
(right graph). There is a difference in the intensity, but not in the spectral position, which
indicates no periodicity modulation.
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Figure 5.11: Homogeneity inspection of a PCS fabricated with laser interference lithography uti-
lizing a spectrometer. Left image: transmission image with crossed polarization fil-
ters. An intensity modulation is visible, which indicates unwanted interferences dur-
ing the fabrication process. Right graph: transmission spectra for different positions
on the PCS in a confocal configuration. The intensity modulation is verified and
almost no spectral shift is observed.
As a last example again a PCS fabricated with electron beam lithography is considered.
The main focus of this investigation is the homogeneity across the sample [113, 114].
First the transmission image is recorded and shown in Fig. 5.12. To clarify the inhomo-
geneity of the PCS throughout the sample a false-color image of the red image channel of
the image is prepared, too. Here the intensity of the red channel disappears at the upper
end of the PCS field. This indicates a mode shift towards shorter wavelengths, which
moves completely out of the red channel.
For the evidence of this assumption and to quantify the mode shift, a spectrally and spa-
tially resolved transmission scan over the entire PCS field (150 μm) with 12.5 μm step
size was recorded. The dotted line in Fig. 5.12 left image indicates the scan direction. For
this measurement a magnification of 6x was chosen, which yields an optical resolution of
ca. 16.6 μm. This scan reveals a drift of totally 7 nm of GMRs over the entire PCS.
This drift of 1.3 % illustrates in an impressive way the advantage of this method. Such
a small paramter drift over a distance of 150 μm is difficult to observe with methods
imaging only the topological properties, such as SEM.
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150μm
True-color False-color
Figure 5.12: Transmission image of a PCS fabricated with electron beam lithography using
crossed polarization filters. Left image: a true-color image, which reveals stitch-
ing errors and indicates parameter drift. Right image: a false-color image of red







































Figure 5.13: Spectrally and spatially resolved transmission measurements at normal incidence.
This scan reveals a 1.3 % drift in GMRs and illustrate the advantage of this method.
5.4 Band diagram measurements above the light line
The band diagram of photonic crystals is the most powerful tool for scientists working
with these structures. These graphs contain almost all optical information8 relevant
for designing optoelectronic devices using PCSs. For instance in applications such as
distributed feedback (DFB) lasers [106,115–117], light extraction from LEDs [74,76,77]
or bandpass filters [118, 119], just to mention some of them, the knowledge about the
8This is true if the linewidth and the intensity of each mode is included in the band diagram, too.
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band diagram is essential. In [120], Ganesh el al. use in an impressive way the band
diagram of a PCS to design a surfaces to enhance the fluorescence emission of quantum
dots. For both, the excitation of the quantum dots and the emission of light, GMRs of the
same PCS are used to optimize these processes.
As we saw in section 2.3 the band diagram of a PCS can be divided into two regions. The
region below the light line contains only guided modes, while the region above the light
line provides the QGMs. The nature of guided modes complicates their measurement,
as they propagate in the slab and are evanescent outside the slab. However, there are
methods, which allow with additional effort to have access to these modes [62, 86]. In
attenuated total reflection (ATR) spectroscopy, for instance, a high index prism is placed
close to the PCS surface. This allows an efficient coupling of the evanescent waves of the
totally reflected excitation light and guided modes in the PCS. On the other hand QGMs
have an intrinsic loss to the far field and are accessible through their corresponding
GMRs. Generally, transmission or reflection measurements are used to map the band
diagram above the light line [103, 121–123]. The observed band diagrams are either an
accumulation of dots, standing for the spectral position of the GMRs or an apposition of
spectra, which contain not only information about the GMRs but also about the thin film
interferences.
We propose to use crossed polarization filters for these measurements to obtain a band
diagram containing information only about GMRs.
5.4.1 Measuring the band diagram in different crystal directions
The setup introduced in section 4.1 is used to perform all following band diagram
measurements. Further, the area, which is recorded is limited due to the confocal setup.
The combination of the 100 μm pinhole with the magnification of 40x, which was
applied for all band diagram measurements in this section, limited this area to a spot of
2.5 μm. As the propagation lengths of QGMs are few μm, a higher spatial resolution will
not offer any improvements. This even would reduce the recorded numbers of photons
and worsen the signal to noise ratio (SNR). We exploit the whole angular range of the
setup, which was 4° to 17°, to record 56 transmission spectra (exposure time 1 s), while
opening the diaphragm using a step motor. As the calibration curve shown in Fig. 4.4
possesses a linear relation between the opening angle and the motor steps, we skip any
post processing of the angular distribution. Applying the differential method introduced
in section 4.1.2 we obtain 55 transmission spectra at defined angles. Each transmission
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spectrum has an angular distribution of approximately 0.23°, which is caused by the
discrete number of angular steps. As a last step each spectrum is normalized to the








































































































Transmission imageTransmission image Transmission image
Figure 5.14: Angle resolved transmission measurements applying a differential measurement
method. Three different triangular PCSs with the periodicity of 360 nm, 330 nm
and 290 nm are shown here. The corresponding transmission image using crossed
polarization filters is shown above each graph. As expected a spectral shift of GMRs
towards lower wavelengths with smaller periodicity is observed.
In Fig. 5.14 measurements of three PCSs are shown. These photonic crystals consists of
holes in a Nb2O5 layer of 221 nm
9 in a triangular geometry. They offer periodicities of
360 nm, 330 nm and 290 nm, respectively. As expected we observe a spectral shift of
GMRs towards lower wavelengths with smaller periodicity.
For our further investigations on PCS’s band diagrams and later in the next section the
Q-factor of GMRs, we use the PCS introduced in section 5.2. As already geometrical
and material properties of this PCS are well known, experimental results can be verified
by theoretical calculations. In Fig. 5.15 a band diagram of this PCS is shown. A variety
of modes with different spectral positions and linewidth are observed. To ensure that
9This value was obtained by deduction in section 5.2.1
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the spectral resolution of the system is resolving all details of the GMRs, such as the
linewidth of the modes, band diagram measurements were repeated with higher accuracy.
These additional measurements were recorded with spectrometer gratings of 1200 lines















































































Figure 5.15: Angle resolved transmission measurements applying a differential measurement
method of the PCS introduced in section5.2. Furthermore transmission measure-
ments with higher accuracy are performed to ensure the correct representation of the
GMR with small linewidth. A blurring of the GMRs particular at high angles indicate
a systematic error in the measurement technique.
In these measurements we observe a blurring of the modes, especially for larger angles.
This effect is not caused by the modes and their linewidth variation. The origin of this
blurring is a systematic error in the measurement technique. As no slit-diaphragm was
used as proposed in section 4.1.2, the observed band diagrams contain modes of all crystal
directions. Since the PCS under investigation has a triangular geometry the slit-diaphragm
proposed in Fig. 4.3 is applied. However, using the slit-diaphragm implicates higher SNR,
due to the shadowing of the light source. To overcome this problem we implement a series
of changes in the measuring procedure:
• The most straightforward change is the integration time itself, which was increased
to 10 s. For higher integration times, however, the probability of detecting cosmic
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rays10 grows too. Cosmic rays cause pixel error, which show up as a sharp peak in
the spectra. This problem, however, is reduced by a filter in the analysis software.
• As a next change, the step size of the step motor for controlling the angle is in-
creased. In a differential method this leads to an increase of collected photon num-
bers. For the following band diagrammeasurements 28 spectra were recorded. Here
we have to accept a reduced angular resolution.
• In the previous measurements the high index layer with the nanostructure shows
towards the condenser. If the sample is turned upside down the light form the con-
denser will pass the quartz substrate to reach the PCS field. Due to the refraction at
the air quartz interface, the illumination angle will change to lower angles. Apply-
ing Snell’s law, we obtain an angular illumination from 3° to 13°. With 28 spectra
distributed over this angle range, we obtain an angular resolution of 0.37°. Turning
the sample upside down did not result in a higher number of collected photons, but
in a higher angular resolution.
• The width is of the slit-diaphragm allows to collects more photons, too. A too
broad slit width, however, transmits also other illumination directions than desired.
To have a balanced trade-off between collected photon number and illumination
direction for the following measurements a slit width of 2 mm was chosen.
The impact of using the slit-diaphragm is apparent in Fig. 5.16. Here the PCS shown
in Fig. 5.15 was measured again with the discussed changes. Clearly the two crystal
directions (Γ − K and Γ −M ) can be separated and no mode blurring is observed any
more. This kind of measurement reveals the variety of GMR’s angular dependence and
linewidth.
To be able to compare these band diagrams with band diagrams calculated as a function
of the wave vector, as exemplary shown in section 2.3.3, the angle θ can be derived from
the relation of the in plane wave vector (kinplane) with the complete wave vector (k0) as
the following shows:




the angle θ is a function of kinplane and the wavelength of the mode.
10Cosmic rays are energetic particle originating from outer space.
















































Figure 5.16: Band diagram measurement above the light line in Γ−M and Γ−K direction. Here a
slit diaphragm is used to separate the two directions in transmission measurements.
This band diagram do not only reveal the angular dependence of GMR’s spectral
position, but also their linewidth.
5.4.2 Verifications utilizing FDTD simulations
In spite of the caution to have a measurement technique with no systematic errors, the
results of the previous section need to be verified by simulations. The angular broadening
of each angle step of 0.37° may cause for highly dispersive modes a broadening of the
mode linewidth. For this purpose the FDTD method introduced in chapter 3 in particular
section 3.3 is applied. The geometrical and material parameters of the PCS under inves-
tigation known from section 5.2 are implemented into the simulation cell. Here a plane
wave source with a polarization direction of 45° in respect to Γ−M direction was used,
which could excite both the s- and p-polarization in one simulation run. Both polarization
directions are needed for this comparison as the experimental configuration delivers both,
too (see section 4.3).
The simulation results are shown in Fig. 5.17, which is the transmittivity of the s- and
p-polarization in Γ−M direction from 550 nm to 660 nm.
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Figure 5.17: Transmittivity calculations utilizing a 3D FDTD simulation method in s- and p-
polarization. Since the illumination source is separated from the GMRs in the time
domain and filtered out, only GMRs are transmitted.
This limited spectral range is due to a general problem with FDTD calculations for this
kind of simulations for PCS transmittivity. At some specific frequencies artificial reso-
nances are superimposed with the GMRs. These resonances have a much higher intensity
than GMRs and render the simulations impossilbe. Their origin lies in the imperfect ab-
sorption of PMLs at high angles of incidence. However, in a transmission process through
a PCS part of the light might be diffracted and hit the PML at the bottom or top of the
simulation cell under a high angle. As the PML cannot absorb it and the walls of the
simulation cell are reflecting, too, this light will generate a resonance, which is detected
by the monitor point.
A solution to this problem is to increase the number of the PMLs. This could decrease the
intensity of these artificial resonances, but did not helped to eliminate them completely.
Hence for this problem no solution could be found in the scope of this thesis and
limitations were accepted.
Combining the results from Fig. 5.17 to one graph and plot from 3° to 13° we obtain
the left plot in Fig. 5.18. We plot the experimental result for the same spectral range
and crystal direction in Fig. 5.18 right plot. Good agreement for both, resonance angular
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Figure 5.18: Verification of measured band diagram above the light line in Γ −M direction with
3D FDTD simulations. A good agreement for both, resonance angular dependence
and linewidth, is observed.
5.5 The angle and spatially resolved quality factor
Besides the spectral position of modes their Q-factor, which is inversely proportional to
the linewidth, is one of the most interesting and important parameter of photonic crystal
modes. As we learned from the previous section the proposed characterization method,
which is using crossed polarization filters, does not only reveal the spectral position, but
also the linewidth of the GMRs. GMRs show a Lorentzian line shape.
The Q-factor of GMRs is a function of their wave vector and a function of position for an
imperfect PCS. In this section both issues are discussed.
5.5.1 Experimental quality factor determination
The Q-factor is a dimensionless parameter of an oscillating system, which specifies the
damping of the system. A high Q-factor corresponds to a lower rate for the energy loss of
the system, which results in a longer duration of the oscillation. In terms of GMRs, which
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exhibit an intrinsic loss mechanism, the Q-factor is a measure of its losses or equivalently
the lifetime of a resonant photon in the PCS. Generally the Q-factor is defined as:
Q ∝ Energy stored
Energy dissipated per cycle
. (5.2)
Besides this definition the Q-factor is equivalently defined as the ratio of the resonant





where λ0 is central wavelength and FWHM
11 is the linewidth of the resonance.
To obtain the linewidth of the GMR under investigation, the difference between the mea-
sured spectra and a theoretical description of the resonance is minimized. Since the GMR




i(λ− λ0) + γ , (5.4)
where λ0 is the central wavelength and γ the width of the GMR. f0 is the amplitude of the
GMR. In Fig. 5.19 exemplary results of the fitting procedure is shown. The same mode
is measured at 3° and 10° using the differential method with crossed polarization filter. A










































Figure 5.19: Two examplary transmission spectra at 3° and 10° and their corresponding fitted
curves. A good overlap of the measured data and a Lorentzian line shape is observed.
Since γ is 1/2 FWHM we end up with the following term for the Q-factor
11Full width at half maximum





Comparing equation 5.4 with equation 2.10 here a more simple and intuitive term is used
for the fitting procedure. Moreover less paramters are used for the fitting. This allows for
an easier to implement fitting procedure for the Q-factor determination.
In the scope of this work an analysis software was developed in the Matlab12 environment.
The requirement for this program was the import and plotting of angle resolved transmis-
sion data, extraction of individual modes, and their automatic Q-factor determination.
As for the automatic Q-factor determination the intervention of the user is unavoidable a
graphical user interface (GUI) was developed.
5.5.2 Angle resolved quality factor determination
The PCS with the band diagram shown in Fig. 5.16 is again the object of our inves-
tigations. To ensure better conditions for the Q-factor determination process, the angle
resolved transmission measurements were performed with higher accuracy, here the spec-
trometer grating with 1200 l/mm was used.
Three angle resolved measurements in the Γ −M direction for different spectral ranges
were performed (Fig. 5.20, 5.21, 5.22). These figures show the large variation in
Q-factors for GMRs as a function of the angle.
In Fig. 5.20 the left image depicts the transmission spectrum with four modes. The
angular dependence of the Q-factor is shown in the same figure on the right-hand side.
The Q-factor for some modes cannot be determined for all angles, as they either disappear
or merge with other more dominant modes. This happens for example for mode 3, which
is less intense compared to mode 4 and could not be separated from it.
Investigating mode 4 in more detail we observe an angular evolution of the Q-factor,
which shows a maximum at about 5° with a value of 500. However, for higher
angles the Q-factor drops down to 100. To the best of our knowledge this behavior
was never observed in a PCS before. Recently a DFB laser was shown [124] with
laser action at 3°, this was explained by the Q-factor of the GMR contributing to
the laser action. It was shown theoretically that this mode has a maximum in Q-factor
at around 3°. Our experimental results deliver the experimental evidence for this behavior.
12Matlab is a commercial numerical computing environment developed by The MathWorks.























































































Figure 5.20: Angle resolved Q-factor analysis in Γ −M direction of the PCS with the band di-
agram shown in 5.16 with the central wavelength at 630 nm. Left image: the band
diagram with 4 modes. Right graphs: Q-factor angular dependence.
These measurements reveal another interesting behavior of GMRs. We observe for
modes with a higher Q-factor a lower intensity and vise versa. Comparing for instance
modes 3 and 4 or modes 9 and 10 this effect is clearly visible. Even in the angular
dependence of a mode, when its Q-factor changes the intensity follows this rule. This is
notably visible for all modes in Fig. 5.21. Although the intensity and the linewidth of a
GMR show not a simple relation [125] this observation can be used as a rule of thumb.
Photonic crystal modes with a high Q-factor, which have a small linewidth, will have low
coupling to the far field modes. Thus, in transmission measurements excitation of these
modes and out-coupling again to far field modes are inefficient and these modes appear
darker. On the other hand modes with a low Q-factor show a strong coupling to far field
modes due to their higher intrinsic losses. Hence, they have a larger contribution to their
GMR’s intensity.
5.5.3 Spatial resolved quality factor determination
In section 5.3.1 we investigated the inhomogeneity of PCSs by analyzing their GMR’s
spectral position. The GMR’s spectral position is a function of its geometrical parameters
and its drift is a good indicator for geometrical parameter drift. However, there might be


































































































Figure 5.21: Angle resolved Q-factor analysis in Γ −M direction of the PCS with the band di-
agram shown in 5.16 with the central wavelength at 575 nm. Left image: the band
diagram with 4 modes. Right graphs: Q-factor angular dependence.
parameters of the PCS, which affect the Q-factor but not the spectral position of GMRs.
These parameters might be surface roughnesses or material impurities. Since for some
applications, such as photonic crystal lasers [124] the Q-factor plays a significant role,
homogeneity analysis should be performed utilizing the Q-factor itself. Hence in this
section we perform spatially and angle resolved Q-factor measurements.
We perform angle resolved transmission measurements in Γ −M direction of the PCS
under investigation at 7 positions. The measurement points have a distance of 4 μm 13 and
were starting on one of the edges of the PCS field. Because of the fabrication procedure,
generally the edge of PCS fields show slightly different geometrical properties. Fig. 5.23
depicts the angular dependence of mode 3 and 4 for these measurement points.14 These
pictures show a small spectral position drift of the modes, but no clearly visible linewidth
variation.
For the further analysis the Q-factor of mode 4 for each position is determined and shown
in Fig. 5.24. For position 7, which is more inside the PCS field we observe a angular
dependence of the Q-factor comparable with the result in Fig. 5.20. Here we have a
13Again the 40x magnification was used, which results in a spatial resolution of 2.5 μm.
14For these measurements the spectrometer grating was 2400 l/mm.





























































































Figure 5.22: Angle resolved Q-factor analysis in Γ −M direction of the PCS with the band di-
agram shown in 5.16 with the central wavelength at 530 nm. Left image: the band
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Figure 5.23: Band diagram of mode 3 and 4 at different positions starting on the edge of the PCS.
The distance of these positions is 4 μm and a spectrometer grating with 2400 l/mm
was used to obtain high accuracy transmission spectra. A slightly drift of the GMR’s
spectral position is visible.
maximum of the Q-factor at 5°. Approaching the PCS field edge the maximum of the
Q-factor, however, shifts to smaller angles.
To visualize this Q-factor drift and map the homogeneity of the PCS we performed a
transmission scan at 6°. At this particular angle high variation in Q-factor is expected
from Fig. 5.24. For this scan we used an additional 1.5x magnification lens in the
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Figure 5.24: Q-factor angular dependence of mode 4 for band diagrams shown in Fig. 5.23. The
Q-factor curve shows a maximum at about 5° for a position deep in the PCS field.
This maximum drift towards lower angles for position closer to the PCS edge.
detection arm to increase the spatial resolution to approximately 1.6 μm. Again to obtain
the transmission at a particular angle we applied the proposed differential method and
performed two scans of the same PCS area with two different opening angles for the
slit-diaphragm. In a post processing step we calculated the difference of these spectra
in each pixel and obtained the GMRs for each position. A fitting routine determined the
spectral position and the Q-factor of mode 4.
These results are shown in Fig. 5.25 and 5.26. While the resonance wavelength varies
from 607 nm to 609 nm (< 0.5%), we observe for the Q-factor a lowering from 350
down to 100 (≈ 70%). With this method small geometric variations, which can affect the
fundamental functionality of optoelectronic devices, can be visualized.
































Figure 5.25: Resonance wavelength gained by transmittivity scan at 6° around the edge of the PCS
field. For this scan an additional magnification lens was used, which increased the
resolution to about 1.6 μm. Here a variation in the resonance wavelength from 607
















Figure 5.26: Q-factor of mode 4 gained by the same transmittivity scan shown in Fig. 5.25. Al-
though no significant changes in resonance wavelength are observed, the Q-factor
shows large variations from 350 down to 100.
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Chapter 6
An optoelectronic biosensor using
photonic crystal slabs
Summary
PCSs are known to be utilized as transducers in the biotechnology, in particular
as biosensors. In this chapter we propose a method of measurement in biosensing
based on the direct access to GMRs with the potential to be cost-efficient and compact.
This method requires solely an LED and a photodiode, as light source and detector,
respectively. The real-time label-free detection of the binding kinetics of a 2.5 nM
solution of the protein streptavidin on a biotin-functionalized photonic crystal surface is
demonstrated.
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6.1 Motivation
In section 1.1 we learned about the most recent optical label-free methods of detecting
biological and chemical substances. Although these methods are well established
today, the development of cost-efficient and compact sensor systems, achieved with
minimal apparatus complexity and resource expenses, still remains a big challenge.
For instance devices based on SPRs detect a given analyte by spectrally analyzing the
respective resonance. This procedure often requires sophisticated periphery, such as e.g.
spectrometers and computational resources.
In particular one important application of such instrumentation is to investigate molecular
interactions, such as protein-protein coupling or enzyme-based reactions, to assess bind-
ing affinities, kinetic processes, and reaction efficiencies, which are critical parameters
for, e.g., biological research and drug discovery. Today’s market offers various devices
with these functionalities. However, they are a burden on the space and finances of
research labs.
A cost-efficient solution would increase the availability of these devices and accelerate
research in this field. On the other hand, flexible point-of-care applications would benefit
from a compact device with a high sensitivity.
6.2 Resonance shift determination via intensity measure-
ments
The resonance frequency of QGMs sensitively depends on the geometrical and material
properties of the PCS. This fact was used for homogeneity characterization in section
5.3.1, where hole radius or shape was inhomogeneous across the PCS. However, the
resonance frequency of QGMs responds very sensitively to changes in the refractive
index of contributing materials or the presence of additional layers close to the PCS.
A change in refractive index of a material penetrated by the QGM, results in a change
of the effective refractive index for the QGM and thus a change in its resonance frequency.
It is straightforward to employ this relation for sensing applications based on PCSs. In
particular in biosensors, the surface of the PCS is functionalized in a way that it can bind
specific biological or chemical analyte substances. The presence of these substances
might cause the desired refractive index change, if these substances have a different
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refractive index in their pure form than, e.g., water.
As the QGMs are directly related to their corresponding GMRs, a simple transmission
or reflection measurement will reveal their spectral position. However, for this purpose a
spectrometer and computational resources are still necessary. To solve the challenge of
realizing a cost-efficient and compact detection method the problem can be reduced to
the detection of the GMR shift.
In this chapter a technology platform for converting the GMR shift into an intensity is
proposed. This method is ideal e. g. for detecting biological materials.
6.2.1 Convolution of a spectrally limited light source and guided-
mode resonances
We propose a measurement scheme based on transmission through a PCS, employing
crossed polarization filters. This allows for a pure transmission of the GMRs under
investigation. Moreover, we use a light source with a spectrally limited spectrum
possessing rising and falling edges. The convolution of GMRs with this light source
results in a dependency of the intensity of the transmission on the spectral shift of GMR.
This function shows a positive slope, when the GMRs overlap with the rising edge of the
light source and a negative slope for GMRs overlapping with the falling edge of the light
source. Therefore, a simple intensity measurement can replace spectral analysis of GMRs.
These considerations are summarized in an exemplary scheme depicted in Fig. 6.1. Here
the spectrally limited light source is chosen to be an LED, where the GMR overlaps with
its falling edge. An increase in refractive index at the surface of the PCS results in a shift
of the GMR. The intensity of the light source is reduced at the new spectral position of
the GMR and thus the transmitted intensity is decreased.
A simple setup as illustrated in Fig. 6.2 contains all required elements to realize the
desired device. Here, a photodiode is utilized to detect the intensity of the transmission.
6.2.2 Bulk refractive index measurements
The most important optical element in this device is the PCS acting as the transducer.
In this section we study the response of GMRs provided by the PCS to a bulk refractive
index change. A bulk refractive index study delivers an estimation of the sensitivity of the
















Figure 6.1: Basic concept of the conversion of GMR shift into intensity change using an LED as
the light source. The convolution of the LED spectrum with the GMR results in a
function of the spectral shift of GMR versus the intensity of the transmission. Hence a






Figure 6.2: Schematic concept of a compact and low-cost biosensor for affinity measurements in
real time, based on detection of transmitted intensity changes due to GMR shifts. Here
an LED is applied as the light source, while a photodiode is used for the intensity
detection.
system, and hence is a compulsory approach for selecting the proper PCS parameters. In a
bulk refractive index measurement the refractive index of the liquid surrounding the PCS
is tuned, while the GMR’s shift is recorded and related to the refractive index of the liquid.
The PCS, chosen for this experiment, exhibits a linear geometry and was composed of a
tantalum pentoxide (Ta2O5) layer on a glass substrate.
1 The periodicity of the PCS was Λ
= 370 nm.
1The PCS was fabricated using a laser interference lithography step.
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A common way to prepare liquids with tuned refractive index is the mixing of water and
glycerin, both are biologically compatible liquids. However, inspired by the industrial
sugar concentration determination, we chose a water-sucrose2 solution. In the microscope
setup as described in section 4.1.1 the transmission of this PCS is recorded using three
different sucrose solutions: 0 g/ml, 0.5 g/ml and 1 g/ml. These concentrations correspond
to refractive indies of 1.33, 1.435 and 1.54, respectively. For these measurements the
diaphragm of the condenser was closed to obtain illumination at normal incidence. The
light source was a halogen lamp possessing a wide spectral characteristic.
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Figure 6.3: Sensitivity determination of the PCS of interest using a bulk refractive index measure-
ment. The light source is the built-in light source of the microscope (100 W halogen
lamp), whose spectrum is used to normalize the transmission spectra. We determine
an average sensitivity for all four GMRs of ca. Δλ/Δn = 25 nm/RIU.
In Fig. 6.3 the transmission measurements are shown. All four resonances shift similarly
and contribute to the sensitivity of the sensor. We determined the sensitivity for the four
measured resonances to be Δλ/Δn = ca. 25 nm/RIU (nm per refractive index unit) on
average. In comparison with other optical methods, such as SPR based sensors, or other
PCS this value is not satisfying [126]. In [127] Shi et al. have shown a PCS with a
sensitivity of 327 nm/RIU for an individual mode operating at 600 nm. In the scope of
this work, however, there was no access to PCSs with higher sensitivities.
2Sucrose is well known as table sugar with the molecular formula: C12H22O11.
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As a next step we perform transmission measurements as suggested, with an LED as the
light source. This LED shows its maximum emission intensity at 518 nm. The spectral
characteristics of the LED and the spectral position of GMRs was chosen in a way that
GMRs overlap with the falling edge of the LED spectra. It is of high value that GMRs
remain on this falling edge despite any resonance shift. To yield more information
about the intensity modulation for each GMR, we first analyze the spectrum with a
spectrometer, instead of a photodiode.

















Figure 6.4: Transmission measurements with tuned refractive index and an LED as the light
source. An intensity drop of up to 75 % is observed, which stands in relation to the
GMR shift.
Again a series of sucrose solutions is prepared, which is used to cover the PCS surface.
In Fig. 6.4 eleven measurements with sucrose concentrations from 0 g/ml to 1 g/ml with
0.1 g/ml steps are shown. Comparing these GMRs with the results obtained in Fig. 6.3,
we observe differences in mode intensity and spectral position. These are a result of the
limited LED spectrum and its radiation characteristics.
Because of the tuned refractive index GMRs show on average a shift of about 10 nm.
Moreover, we observe as desired an intensity drop for all modes, which is up to 75% for
individual modes.
The integration of the spectra over all GMRs yields intensity values comparable with
measurements with the photodiode. In Fig. 6.5 this intensity curve is plotted over the
associated refractive index. As expected the intensity of transmitted GMRs follows the
falling edge of the LED spectrum and drops down to less than 45%.
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Figure 6.5: Intensity over refractive index of the surrounding liquid obtained by integrating spec-
tra obtained in Fig. 6.4. The decreasing intensity is due to the GMR shift, which is a
function of the refractive index. As expected the intensity drop follows the falling edge
of the LED spectrum.
6.3 Design of a demonstrator
In the previous section the basic concept of the proposed method was proven in a bulk
refractive index measurement. To demonstrate the ability of this method to be a compact
and cost-efficient method, in this section a demonstrator of such a sensor is designed and
realized.
6.3.1 Mechanical and electrical elements of the demonstrator
The setup of the demonstrator is as simple as depicted in Fig. 6.2.
The PCS, which is used in these experiments as transducer provides various GMRs
between 540 nm and 600 nm, while surrounded by water or sucrose solution (Fig. 6.4).
To guarantee that these GMRs lie in the falling edge of the LED the emission maximum
of the LED was at 518 nm. To detect the transmitted intensity, which is a function of
the GMR shift, we use a silicon photodiode. The LED as well as the photodiode offer
an integrated epoxy optic. On the LED side this optic partly parallelizes the emitted
light and directs it towards the detector. On the detector side the epoxy optic focuses the
transmitted light into the detecting area.
In the following we discuss the driver electronics for the LED and the photodiode, the
flow cell, which brings the analyte to the surface of the PCS, and the frame, which brings
all components together.




Figure 6.6: Photograph of the driving electronics for the demonstrator integrated on one board.
The LED current is delivered by a current mirror, while the photo current is converted
into a voltage using a current-to-voltage converter. The output voltage is analyzed and
recorded using a data acquisition device.
The driver electronics can be divided into two parts: the LED control and the photodiode
readout electronics. Both circuits are integrated on one board (Fig. 6.6) and use the same
battery as power supply.
As the resonance shift determination is converted in an intensity measurement a stable
luminous flux is an essential issue. For this purpose a current mirror is used, which is
independent of the LED voltage. The luminous flux and the spectral characteristics of
an LED are also a function of its temperature. In the scope of this work, however, we
neglect variations caused by ambient temperature drift, as measurements were carried out
in air-conditioned laboratories.
The photodiode is driven in a short circuit configuration with a current-to-voltage con-
verter, since no fast measurements are intended and a low dark current is preferred. The
output voltage is analyzed and recorded using a data acquisition device,3 which was con-
nected to a computer.
The flow cell
In the next section we will present a measurement of the coupling process of a
protein to the functionalized surface of a PCS. To be able to generate reproducible
results a flow cell plugged to the PCS surface is designed. As the coupling of the
3NI USB 6009, National Instruments
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protein to be detected is very strong to the functionalized surface, each protein detec-
tion process is accompanied by a prior cleaning and functionalization process. Hence a
fast exchange of the PCS is required. Furthermore, a cost-efficient solution was preferred.
O-ringButterfly cannula
Filling with ink Filling with water
200 μl 
Figure 6.7: Photograph of the flow cell during volume change with an ink-water solution and pure
water. The flow cell consists of a o-ring squeezed between two glass substrates (one
with the PCS on its surface). The liquid supply is realized using a butterfly cannula,
which is pierced into the o-ring. The capacity of the flow cell depends on the diameter
and the thickness of the o-ring and was in this case approximately 200 μl
The flow cell consists of an elastic o-ring squeezed between a glass substrate and the
PCS, which is fabricated on a glass substrate, too, using fold back clips. A liquid supply
containing the analyte is realized using a butterfly cannula, which is pierced into the
o-ring. Similarly for the outflow also a butterfly cannula is used. The pumping of the
liquid is performed using a syringe through the supply cannula, while the outflow cannula
is opened. The liquid capacity of the flow cell depends on the diameter and the thickness
of the o-ring. In our case we have approximately a liquid volume of 200 μl.
For bulk refractive index measurements, for instance, the complete liquid exchange of
the flow cell is of high impact. In Fig. 6.7 the flow cell is flooded in succession with a
ink solution and pure water, to observe the exchange of the fluid. Only 3 ml fluid suffices
for this purpose.
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The frame
To bring all components of the demonstrator together in a compact way and guarantee
correct adjustment, a frame was designed by CAD software4 and fabricated using a
3D plotter.5 The 3D plotter uses a polymer material for the fabrication and provides a






Figure 6.8: Photograph of the assembled biosensor demonstrator.
Fig. 6.8 shows the finished demonstrator with a match as a scale bar. Except of the PCS,
material costs of this demonstrator was about 17 C(frame: 10 C, LED, photodiode: 1
C, flow cell: 1,5 C, driver electronics: 1.5 C, battery: 3 C). For adjustment purposes
the polarization filters were mounted in a rotatable holder. Before the initial use of this
sensor, the polarization filters are crossed and oriented as pointed out in section 4.3.2 at
45° regarding the groove lines of the PCS.
6.3.2 Detection limit in a bulk refractive index measurement
The detection limit of this demonstrator is a function of many parameters. The most
important parameter might be the PCS’s sensitivity, which is approx. 25 nm/RIU for
the PCS used here. However, parameters such as the slope of the LED spectrum or
the readout noise have a limiting effect as well. The smallest variation in bulk refrac-
tive index, which can be detected by the demonstrator is an indicator of the detection limit.
4Solidworks, Dassault Systemes SolidWorks Corporation
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Figure 6.9: Determination of the detection limit of the demonstrator utilizing bulk refractive index
tests. A 0.5 % isopropanol-water solution could be clearly differentiated from pure
water. Hence a bulk refractive index detection limit of Δn = 2.23 10−4 is obtained.
Three solutions are prepared with refractive indices close to each other using a water-
isopropanol solution. With isopropanol concentration of 0%, 0.5% and 1% we achive
a tuning of the refractive index from 1.3330 (water) to 1.333223 and 1.333446.6 This
corresponds to a Δn = 2.23 10−4.
These solutions are pumped into the flow cell in two experiments. First we alternate
between pure water and 1% isopropanol solution and exchange the whole volume of the
flow cell in periods with a duration of 60 s. In a second experiment we alternate between
water and 0.5% isopropanol. The injection process into the flow cell is performed with a
syringe with a capacity of 3 ml and has a duration of about 10 s. Both results are plotted
in Fig. 6.9 as the output signal in voltage as a function of time. We observe three signal
levels, namely for pure water, for 0.5% and 1% isopropanol solution. These signal levels
are equally spaced with a distance of about 0.13%. This result was expected, since the
refractive index change as well as the response of the system are linear.7 This experiment
shows the ability of the sensor to detect a bulk refractive index change below 2.23 10−4.
The reader may have noticed the signal peaks at every injection procedure. More pre-
cisely, we observe mainly a negative peak for the injection of the water-isopropanol solu-
tion and a positive peak for the injection of pure water. During these experiments we did
6With a refractive index of 1.3776 @20° for isopropanol.
7The linear response of the detection system is only valid for small refractive index changes. In these
cases the GMR shift is approximately linear, since its field distribution does not change for small refractive
index changes and the falling edge of the LED spectrum can be assumed linear, too.
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not observe any reactions of the signal level to vibrations or displacement of the demon-
strator. Thus we believe that these peak behavior is caused due to overpressure in the flow
cell during the injection procedure. These peaks are either due to refractive index changes
caused by changed pressure or more likely because of displacement of the PCS relative
to the light source.8
With a closer look on the signal behavior, we observe differences after the injection of
pure water and water-isopropanol solutions. The signal after pure water injection reaches
quickly its final level. On the other hand, the signal after water-isopropanol solution
injection shows an exponential behavior until it reaches its final level. In the scope of this
work this behavior could not be investigated in more detail. However, it shows that the
sensitivity of this demonstrator might be much higher than detecting a Δn = 2.23 10−4.
6.4 Protein-protein coupling in real-time
In section 6.3.2 we showed how the proposed method can be utilized to determine a
refractive index change. Such refractive index determinations are applied, for instance,
in concentration measurements, such as the sugar concentration during vinification or
honey production. This sensing method, however, is an ideal candidate for biosensing
applications as well. A thin layer of biological substances immobilized on the surface of
PCSs, cause a change of the effective refractive index of QGMs, which results in a shift
of GMRs.
To validate this sensors ability as a biomolecule detector, we studied a key-lock system
composed of streptavidin and biotin, two molecules that have large affinities to each
other [128–131]. This affinity is among the strongest non-covalent interactions known in
nature.
6.4.1 Surface functionalization with Biotin
There exist various ways to functionalize the PCS surface with biotin. For example a
silanization process can bind biotin to a dielectric surface. This binding, however, is so
strong that it cannot be removed with simple cleaning steps. Since we intend to use the
same PCS for a series of experiments this kind of functionalization was not advantageous.
To functionalize the PCS surfaces with biotin we chose biotinylated phospholipids,
which build in a self-organizing way a bilayer of molecules with the biotin part being
8Because of mode dispersion in k-space any angle change results in spectral shift of mode resonances.





Figure 6.10: Sketch of the binding process of streptavidin to a surface functionalized with biotin
(N-Biotinyl Cap-PE). Streptavidin is a tetramer, where each subunit binds to biotin.
As a result of the binding process the effective refractive index of modes in the PCS
will change and influence their spectral position.
free for binding processes (Fig. 6.10). We refer to the following literature for more
details [132, 133]. A compound of biotinylated phospholipid, in particular 1,2-dioleoyl-
sn-glycero-3-phosphoethanolamine-N-(cap biotinyl) (N-Biotinyl Cap-PE) mixed in
mol% ratios with phospholipid 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) was
used in order to control the amount of the functional biotin-headgroup lipids available on
the surface.
We chose spin-coating as the method to apply biotinylated phospholipids on the PCS sur-
face due to its simplicity of application and possibility to control the coating conditions.
A simple but effective quality inspection was a visual test, which was the transmission
image using crossed polarization filters. An inhomogeneous or too thick layer changes
the transmission color of the PCS, which could be observed easily.
The N-Biotinyl Cap-PE/DOPC solution was dissolved in chloroform (20mg/ml). A
further solution of 1:18 with chloroform was found to be a suitable concentration for
the spin-coating process. All surfaces were spin-coated with 8000 rpm (revolutions per
minute) for 45s.
6.4.2 Label-free streptavidin detection in real-time
To provide favorable conditions for the binding process of streptavdin to the biotin, we
used as buffer solution phosphate buffered saline (PBS) to maintain a constant pH value
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of 7.4.
As the first experiment we analyzed the binding process via a spectrometer, while using
an LED as the light source. In this experiment, we have injected 50 nMol of streptavidin
into the flow cell and characterized the second resonance of the PCS over a total time of
1,000 seconds. The time-dependent transmission of this GMR is shown in Fig. 6.11. We
observed a resonance shift of 0.5 nm as well as an intensity decrease of the transmission,



















Figure 6.11: Spectral analysis of the second resonance with a spectrometer and an LED as light
source during the streptavidin coupling process. We observe a resonance shift of 0.5
nm as well as an intensity decrease of the transmission following the falling edge of
the LED spectrum.
All further experiments were performed using the demonstrator introduced in section 6.3.
Fig. 6.12 shows the effect of the ratio of biotin-DOPC mixtures on the signal. The green
and the red curves show the relative signal response to 25 nMol streptavidin for the surface
functionalized with 10 mol% and 4 mol% biotinylated phospholipids, respectively. As
expected, the streptavidin-biotin binding process was accelerated at a higher concentration
of biotin. Furthermore, we observed a saturation of the signal after 1,000 s for the surface
functionalized with 10 mol% biotinylated DOPC. This indicates that all the streptavidin
molecules in the flow cell are bound to the surface.
The inhomogeneous decrease of the signal may be caused by the non-homogeneous
functionalization, which is caused by the imperfect spin-coating process.
Using 10 mol% biotinylated phospholipids for functionalization, we reduced the con-
centration of streptavidin to 2.5 nMol. At this concentration we still observed a relative
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Figure 6.12: Relative intensity reduction of GMRs as a function of time with two different composi-
tion ratios of N-Biotinyl Cap-PE in DOPC. Signal saturation is reached faster with a
composition of 10 mol% N-Biotinyl Cap-PE in DOPC. Moreover an inhomogeneous
decrease of the signal is observed, which is caused by the imperfect spin-coating
process.
signal reduction of about 0.4% (Fig. 6.13).















Figure 6.13: The influence of streptavidin concentration on the signal. Lowering the streptavidin
concentration the saturation level decreases too. 2.5nMol streptavidin binding to
N-Biotinyl Cap-PE functionalized surface was clearly detectable.
These graphs contain also information about the association physics of streptavidin to
biotin.
This reaction can be simplified to the coupling of the ligate (streptavidin) to the immobi-
lized ligand (biotin) on the surface of the transducer. Assuming a constant concentration
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of the ligate, we can describe the reaction with Langmuir’s theory as [134]:
dR/dt = kaC0 (Rmax −R)− kdR. (6.1)
Where R is the response of the transducer with Rmax as the maximum response. ka
and kd are the association and the dissociation rate constants of the ligate-ligand system,
respectively. C0 is the concentration of the ligate.








Here R0 is the initial response. Applying a fitting routine to this equation parameters
such as ka or kd can be determined.
In this case the dissociation rate constant can be assumed to be kd = 0, due to the strong
coupling of streptavidin to biotin.
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Chapter 7
Photonic crystal slabs as visual sensors
Summary
This chapter examines the concept of background light suppression using crossed
polarization filters, which is applied to demonstrate a visual biosensor. Again, the
presence of biological substances on the PCS’s surface cause spectral shifts of GMRs.
Here, these shifts are analyzed by the naked human eye, and are recognized as local color
changes. Moreover, the ambient light is acting as the light source. Hence, this sensor
functions without any power source and signal detection/processing periphery. This kind
of visual sensor might be advantageous for flexible point-of-care applications.
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7.1 Motivation
Today’s optical sensors generally require an artificial light source, an energy supply as
well as instrumentation to detect the signal. These requirements usually result in costly
and non-compact devices. Moreover, these devices typically require trained technical
staff.
A purely visual biosensing method requiring no power supply and being user friendly
could open the door for devices applicable in many situations. In outdoor applications,
for instance, the absence of a power supply is of essential value. Water tests, blood tests
etc. are just some examples. On the other hand third world countries would benefit
from the low costs. This would lower the threshold of adopting such devices and could
improve the diagnostics of diseases.
In [22,135] the authors introduce a visual biosensor utilizing the color change due to thin
film interferences. The obtained color variations, however, exhibit low contrast and a
proper sensing is difficult.
To overcome this problem a visual sensor that is based on the observation of the
transmission through a PCS by the naked human eye is proposed in the following chapter.
By a combination of the PCS with polarization filters the nanoscopic properties of the
PCS surface are observable as color changes in ambient light. This method benefits from
the fact that the human eye is more sensitive to color shifts than to intensity variations.
Furthermore, as large-area PCSs can be produced cost-effectively [80, 81], this configu-
ration is promising for future low-cost biosensors applicable without instrumentation and
without prior training.
7.2 Color theory
As the sensor method introduced in this chapter is based on transmission spectra inducing
a specific color to the human eye, we first discuss how to treat colors and their impression
for the eye.
7.2.1 CIE 1931 color space
Colors are a human definition, as they are generated in our mind. They are nothing
else but a spectral analysis of the light penetrating the eye. Each spectral distribution
generates another color impression. To quantify colors different color spaces have been
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defined. The most common one is the CIE1 1931 color space, created by the International
Commission on Illumination in 1931 [136].
The human eye exhibits two kinds of receptors, three different cone cells, where each of
them detects a specific spectrum of the light and the rod cells, which detect only light
intensity monochromatically. The response functions of the three cone cells is depicted
in the color matching functions, which are extracted from a series of experiments with
probands. In Fig. 7.1 these functions are referred as to x(λ), y(λ) and z(λ).









Figure 7.1: The CIE standard observer color matching functions x(λ), y(λ) and z(λ). Using the
spectral power distribution I(λ) and the color matching functions the color coordi-
nates x and y and the parameter for brightness Y can be calculated.
To define a color the tristimulus values X,Y and Z, which are primary colors in a three-
component additive color model, have to be determined. With the spectral power distri-
bution I(λ) of the spectrum of interest and the color matching functions we obtain the












I(λ) z(λ) dλ (7.3)
1International Commission on Illumination
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With these tristimulus values one can span a three-dimensional color space. The concept
of color, however, can be divided into a brightness and a color scale. For instance the
colors gray and white just differ in their brightness, but not in their color. The tristimulus
values are designed in such a way that Y is a measure of brightness. Hence we can reduce
the color issue to only two parameters, which are a function of all tristimulus values. We
define the following coordinates:
x =
X








X + Y + Z
= 1− x− y (7.6)
Only x and y are used to define a color in the CIE 1931 color space.
S
pectral locus








Figure 7.2: The CIE 1931 color space chromaticity diagram, which is a mathematical system to
define colors. In this color space two coordinates (x and y) define the color. An in-
finitely sharp resonance would be projected on the edge of the CIE color space (spec-
tral locus), whereas an infinitely broad resonance would be positioned in the center of
the CIE color space, with the coordinates x = y = 1/3. The MacAdams ellipse (here
ten times bigger than its actual size) defines the region around a color point, which is
indistinguishable for an average observer from the center color.
Fig. 7.2 shows such a chromaticity diagram following the CIE 1931 color space. The
outer boundary of this chromaticity diagram is the spectral locus. These are the coordi-
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nates of monochrome colors. The color of a monomode laser, for example, would be near
to this spectral locus. On the other hand an infinitly broad resonance would be positioned
in the center of the CIE color space, with the coordinates x = y = 1/3.
7.2.2 MacAdam ellipse
For a visual sensor, which is based on color detection by human eye, a restricted color
perception is a limiting factor for detecting substances. To assess this limit a series of
experiments were performed in the past [137, 138]. In these experiments the probands
should find their limit of distinguishing two colors placed right next to each other. The
result of these experiments are the MacAdams ellipses, which define the region on a
chromaticity diagram containing all colors, which are indistinguishable from the color
at the center of the ellipse. In Fig. 7.2 some exemplary ellipses, being ten times larger
than their actual size, are shown. We observe different sizes for these ellipses at different
color points.
However, if the proband cannot compare two colors, as it was the case in these experi-
ments, he cannot by far distinguish so many colors. This is of high value for the design
of such visual sensors.
7.3 Photonic crystal slabs as visual sensors
Performing transmission experiments in the direction normal to the surface of the
PCS, GMRs appear as Fano resonances superimposed with the spectrum of the light
source. Because of the broadband transmission of the light source, the GMRs do not
induce a specific color impression for the observer. In order to observe the GMRs,
while at the same time suppressing the light not interacting with the PCS, two orthog-
onally oriented polarization filters are inserted before and after the PCS. As we saw
in section 4.2 this configuration transmits only GMRs. For the observer the sample
appears colored with the color point depending on the number and spectral position of
the GMRs. Some example transmission measurements through PCSs2 are shown in
Fig. 7.3. Here the different colors are a consequence of different periodicities of the PCSs.
Any change in the optically relevant parameters, such as a change in refractive index
of the surrounding medium, or the presence of a layer on the surface of the PCS, will
cause either a shift in spectral position or a redistribution of mode intensities. The direct
2These PCSs are composed of an ITO layer with a periodic nanostructure fabricated with laser interfer-
ence lithography.
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Figure 7.3: Transmission images of PCS fabricated with laser interference lithography with
crossed polarization filters. The observed color is a function of the GMRs provided
by the PCSs. Here the various periodicities of the PCS cause the variety of transmis-
sion colors.
consequence for the observer is a change in color impression. Spatially resolved surface
functionalization, like immobilized antibodies [16, 139], can make the desired refractive
index change on the surface of the PCS, when the biological material of interest is
present. In Fig 7.4 the setup of the proposed sensor is presented. Here the light source is
the ambient light. However, a light source with a low color rendering index due to sharp








Figure 7.4: Sketch of the setup for the visual biosensor. The light source is the ambient light, while
the transmission is detected by the human eye. This configuration does not need any
power supply. Therefore, it is an ideal candidate for outdoor applications.
This sensor method leads to unlimited design possibilities, which include any symbols
or characters in any color. In particular illiterate people will benefit from these design
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possibilities. Some fictitious examples shown in Fig. 7.5 depict the potential of this
method.
 







pregnant !   
Water test Drug test Pregnancy test
Figure 7.5: Some fictitious examples for visual tests. The design of such visual sensors can resort
to any symbols or characters in any color. In particular illiterate people will benefit
from this design possibilities.
7.3.1 Visual impression in a bulk refractive index test
To investigate this sensor method, we proceed similar to the investigations for the
optoelectronic biosensor presented in chapter 6. In the first step we demonstrate the
refractometric character of the proposed sensor, which is sensitivity to the refractive
index of a liquid. We compare the color of the transmission through the PCS embedded
in air and with three different sucrose solutions. By changing the sucrose concentration
we can tune the refractive index of the solution from 1.33 (pure water) to 1.55 (1.44 g/ml).
Throughout this chapter we use a PCS consisting of holes in a Nb2O5 layer (140 nm) with
a refractive index of 2.3 (for λ = 500 nm) on a quartz substrate in a quadratic geometry.
The holes have a quadratic shape and an edge length of 380 nm. For the periodicity of
the PCS we chose Λ = 500 nm, this structure shows third order resonances in the visible
range, while it is easy to fabricate. To capture the visual impression of a human eye, we
used the microscope setup introduced in section 4.1.1 with a 40x objective. For color
images we use a single-lens reflex camera, while spectral measurements were performed
in a confocal configuration.
Fig. 7.6 shows the transmission images of the PCS field surrounded with air and three
sucrose solutions. The PCS appears green to the observer if surrounded by air. Using
the sucrose solution with refractive indices of 1.34, 1.47 and 1.55, the observer notices a
color switch from orange to red, depending on the refractive index of each solution.










Figure 7.6: Transmission image with crossed polarization filters of a PCS embedded in air and
different liquids. The observed color for air as the surrounding material is green.
Surrounded by different sucrose solutions, however, the color switches from orange to
red, depending on the sucrose concentration.
7.3.2 Guided-mode resonance shift and redistribution
To understand these results we perform spectral analysis of the transmission. For this
purpose we used the confocal setup described in section 4.1.1.
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Figure 7.7: Spectral analysis of bulk refractive index experiments shown in Fig. 7.6. Two modes
are identified to contribute to the color impression. Changing the refractive index of
the surrounding media results in a spectral shift of these modes.
With air as the filling material the transmission shows two main resonances at 532 nm
and 562 nm (Fig. 7.7). We refer to these resonances as mode 1 and mode 2 (Fig. 7.8).
The color impression as observed in Fig. 7.6 arises from a mix of the resonance positions
and intensities. Here the mode 1 contributes with a larger fraction to the color impression
than the mode 2 and the observer recognizes the transmission as green. In a similar way
the transmission with the sucrose solution appears orange to red.
Analyzing the transmission spectra we can identify two effects, which are responsible for
the color shift, namely the resonance shift due to the Bragg condition and the intensity
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Figure 7.8: Spectral mode shift analysis of modes shown in Fig. 7.7. Mode 1 and mode 2 shift
independently with different sensitivities: 55 nm/RIU and 68 nm/RIU respectively. The
dot size indicates the intensity distribution of the two modes. The dashed line is the
third order Bragg condition.
redistribution of the two modes. In Fig. 7.8 we investigate these two effects and plot both
resonance maxima for each refractive index environment, where the larger dots represent






neff = aenviro.nenviro. + aNb2O5nNb2O5 + asub.nsub. (7.8)
where Λ is the photonic crystal periodicity and m is the order of the Bragg condition. neff
is calculated from the sum of the contributing refractive indices and their participation
to each mode. The resonance position of both modes follow the third order Bragg
condition, as depicted in Fig. 7.8 (dashed lines). The different resonance positions are a
consequence of the different neff for these modes. We determine sensitivities of Δλ/Δn
= 55 nm/RIU and 68 nm/RIU for the 1. and 2. mode, respectively. However, the overall
sensitivity of this PCS is higher, due to the mode intensity redistribution. PCSs with
higher sensitivities afford the percipience of smaller refractive index changes.
To indicate the color shift progress, we plot the chromaticity in the CIE color space, as
depicted in Fig. 7.9. As expected the color of the transmission of the PCS embedded
in air and sugar solutions positioned on a line parallel to the spectral locus, which is the
consequence of the finite width of the resonances. The human eye is not the best detector























Figure 7.9: The CIE 1931 color space chromaticity diagram with the calculated color point using
the spectrum in Fig. 7.7. These point are on a line parallel to the spectral locus. The
MacAdam ellipse (ten times magnified) around the color point for n = 1.34 indicates
the distinguishability of all color points.
to determine colors absolutely, but is very good in determining them relatively. In Fig. 7.9
we plot around the color point for n = 1.34 the MacAdam ellipse with 10x magnification.
This is another proof that these colors are clearly distinguishable for the average observer.
7.4 Photonic crystal slab as visual biosensor
We prove the ability of the proposed biosensor to detect biological substances by infiltrat-
ing the PCS surface with human epithelial cheek cells. To place these cells on the PCS
surface, we put a water solution including the cells on the surface of the PCSs. The cells
deposit on the PCS surface after the water solution is dried up. The refractive index of a
human epithelial cell is around 1.45, which is comparable to the refractive index of the
investigated sugar solutions. In Fig. 7.10 the transmission trough the PCS with a human
cheek cell on its surface, using crossed polarization filters, is shown. The transmission
color of the areas in contact with the cheek cell is orange to red, which is highly consis-
tent with the sugar solution experiments. This indicates that the holes of the PCS are filled
with the cell membrane. On the other hand the cheek cell on the substrate and without
crossed polarization filters, shows almost no color contrast.
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Human cheek cells Human cheek cell
Crossed polarization filters No polarization filter
Figure 7.10: A human epithelial cheek cell placed on the surface of the PCS with crossed polar-
ization filters and on the substrate without crossed polarization filters. As expected,
the areas covered with the cheek cell appear red, while the bare parts appear green
(left picture). On the other hand, the human cheek cell is transparent on the substrate
without polarization filters (right picture).
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Chapter 8
Enhanced contrast in microscopy
Summary
The microscopy of biological materials, such as cells, suffers from their transparency.
To enhance the contrast methods such as phase contrast microscopy or fluorescence
microscopy are applied.
In this chapter a novel method for enhanced contrast in the microscopy is presented.
This method is based on a PCS as the microscope slide between two crossed polarization
filters. Two techniques are presented to enhance the contrast of the specimen: enhanced
contrast due to guided-mode resonance shift and enhanced contrast due to appearance
of guided-modes resonances.
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8.1 Motivation
The visibility of details in an image depends on the resolution and the contrast of the
image. In particular, the optical microscopy of biological objects, for instance cellular
specimen, is hampered by contrast poverty of the images. This is the case, whenever the
objects do not appear with sufficient contrast by general light absorption (darkening),
by specific spectral light absorption (intrinsic color) or by high differences in their
refractive indices. Therefore, there are various methods to increase the contrast. For
example, individual objects or their components are specifically marked with dyes. It is
an advantage to choose colors that have a high contrast to each other, this is the case for
complementary colors. The method of staining, however, shows limitations particularly
in the investigation of living cells.
Another method is to reduce the illuminating aperture using the iris diaphragm of the
condenser. This leads to a contrast enhancement of the object due to its varying refractive
index. As the resolution of the microscope is a function of the numerical aperture of the
illumination, this method has the disadvantage that the resolution of the image is greatly
reduced.
A major advance in the increase of contrast was the invention of the phase contrast
microscope by Frits Zernike, for which he was honored with the Nobel Prize in 1953.
With the phase contrast microscope it is possible to generate an intensity contrast
without substantially reducing the resolution. The phase contrast microscope uses the
phase difference that results when light passes through a medium with higher refractive
index than its surrounding area. Through systematic manipulation of the phase of the
background light and the light passing through the object the contrast is enhanced. A
so-called phase ring is used to influence the background light.
In this chapter we will introduce an alternative way to enhance the contrast in the light
microscopy. We propose to use a PCS as the microscope slide. The presence of a
specimen on the surface of the PCS influences its GMRs. Using crossed polarization
filters the influence on the GMRs can be visualized to the observer. This method do
not need any staining technique. Therefore, it is ideal for living specimen microscopy.
Furthermore, this method is based on a conventional light microscope, which renders it
cost-efficient.
In the following we capture the visual impression of the contrast enhancement with
the setup introduced in section 4.1.1. These pictures were captured using a single lens
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camera. The reader should note that these pictures cannot reflect exactly the image
observed by the human eye. In particular in the deep blue region the image taken with
the single lens camera is not representative for the real impression.
8.2 Enhanced contrast due to guided-mode resonance
shift
In this chapter we introduce two ways to enhance the contrast utilizing the PCS. First we
discuss the enhancement due to GMR shift. As we already learned from chapters 6 and
7, the presence of any material with differing refractive index causes a shift of GMR’s
spectral position. Now if using a PCS as the microscope slide with the specimen on its
surface, the GMR’s spectral position will shift on regions covered with the specimen
depending on its refractive index. Moreover, this shift is also a function of the thickness
of the specimen. Using crossed polarization filters only GMRs are transmitted. The
shift in GMR’s spectral position will cause a color shift of the PCS and the specimen
experience a contrast enhancement.
Phase contrast microscopy PCS enhanced contrast image
Ta O2 5
 = 370  mn
d = 130 nm
Glass
Figure 8.1: Microscope image of N-Biotinyl Cap-PE remains on PCS after spin coating process.
Left image: phase contrast microscope image. Right image: conventional light mi-
croscopy with PCS and crossed polarization filters. Color change at regions covered
with N-Biotinyl Cap-PE due to GMR shift. Crossed polarization filters reveals thin
films on the PCS, which were hidden using phase contrast microscopy.
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Phase contrast microscopy PCS enhanced contrast image
Figure 8.2: Microscope image of N-Biotinyl Cap-PE remain after spin coating process.
Phase contrast microscopy PCS enhanced contrast image
Figure 8.3: Microscope image of N-Biotinyl Cap-PE remain after spin coating process.
In Fig. 8.1, 8.2 and 8.3 three examples using this method are shown. Images on the left
are captured in a phase contrast setup, while the images on the right side are captured
with crossed polarization filters. The PCS1 is composed of a Ta2O5 layer with a linear
grating showing a periodicity of Λ = 370 nm. The structures on the PCSs are remains of
N-Biotinyl Cap-PE during the imperfect spin coating process performed for experiments
in chapter 6. These pictures, however, show in an impressive way the higher contrast
using PCS as microscope slide compared to phase contrast microscopy. In particular, the
contrast of very thin films on the microscope slide is much enhanced compared to phase
contrast microscopy.
1This PCS was used for the optoelectronic biosensor introduced in chapter 6, too.
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8.3 Enhanced contrast due to arising of guided-mode res-
onances
As a second way to enhance the contrast of specimen on a PCS as the microscope slide
we study a similar phenomenon, which was already discussed in section 3.4.1, namely
the arise of GMRs when changing the geometrical parameters. In section 3.4.1 GMRs
disappear with a hole diameter, which is too big. This is due to the absence of the high
index material in the holes, which results in a too low effective refractive index for the
modes to enable mode guiding.
8.3.1 Guided-mode resonances as a function of the refractive index
Using a PCS with big hole radii, as exemplary shown in Fig. 8.4, in a transmission
experiment, no GMRs are observed. In a crossed polarization configuration this would
result in a black background. One way to increase the effective refractive index and
induce GMRs is to increase the refractive index of the surrounding material, for example




Figure 8.4: SEM image of an exemplary PCS with big hole diameter. Due to the absence of the
high index layer in the hole, the effective refractive index becomes too low, to guide
modes in the high index layer. As a consequence no GMRs are obtained in the trans-
mission measurements.
We do so and prepare two sucrose solutions with 0.06 g/ml and 1.44 g/ml, respectively.
In Fig. 8.5 transmission images through a PCS composed of a N2O5 layer on a quartz
substrate with holes in a triangular geometry are shown. These images appear blue due
to the spectral position of GMRs provided by this structure. As expected we observe
126 ENHANCED CONTRAST IN MICROSCOPY
a relation between the refractive index of the surrounding medium and the intensity of
transmitted GMRs. The higher the refractive index the higher the transmission intensity.
This phenomenon converts the refractive index change on the surface of the PCS into an
intensity change. Hence, it can be applied to the microscopy of specimen with a different








Figure 8.5: Transmission images of a PCS infiltrated with media possessing different refractive
index. The higher the refractive index of the surrounding medium the higher the trans-
mission of GMRs.
To show the ability of this method for contrast enhancement, we infiltrate the PCS surface
with human epithelial cheek cells. For this purpose a water solution including the cells
was put on the PCS surface. This solution dried out and cells were deposited on the sur-
face. In Fig. 8.6 we compare the contrast obtained in a conventional light microscope with
the method proposed here. These two images were captured at two different illumination
intensities. For images with crossed polarization filters we need a higher illumination
intensity, as only GMRs are transmitted, which are spectrally limited. Two human cheek
cells are on the sample. Cell 1 is on an area without nanostructuring, while cell 2 is on a
PCS field. The contrast using the light microscope is very poor for both cells (left image).
On the other hand using crossed polarization filters cell 2, which lies on the PCS surface
experiences a contrast enhancement, while cell 1 disappears into the dark background.
With a closer look on cell 2 we observe a higher intensity transmission for its cell
nucleus. This might be caused due to its higher refractive index.
In another series of experiments we compare the contrast enhancement with phase con-
trast microscopy. In these experiments we use lung carcinoma cells, which where grown
on the sample in an incubator.2 In Fig. 8.7 three microscopy methods are compared:
conventional light microscopy, phase contrast microscopy and light microscopy with
crossed polarization filters. With the conventional light microscopy almost no contrast
2These cells are epithelium cells and therefore grow favored on surfaces.
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Light microscope PCS enhanced contrast image
Cell 1
Cell 2
Cell 1 Cell 2
Substrate PCS field
Figure 8.6: Microscope image of 2 human epithelial cheek cells under light microscopy with and
without crossed polarization filters. Without polarization filters almost no contrast is
observed. Using polarization filters, however, causes a modulation in the intensity and
the cheek cell on the PCS field experiences a contrast enhancement. Moreover, parts
of the cell with a higher refractive index like its nucleus, appear brighter.
is observed. Using phase contrast microscopy the contrast of these cells is increased.
However, it is difficult to determine the border of each cell and its adhesion area to the
substrate. Applying crossed polarization filters only the contrast of objects close to the
surface is enhanced and we observe an image of cell parts adhering to the surface with
enhanced contrast.
The contrast enhancements shown in this work were a modulation of the intensity of the
color blue. However, tuning the periodicity of the used PCS, this intensity modulation
can be applied to other colors,3 too.
3Which lies on the spectral locus of the CIE color space.








Figure 8.7: The comparison of three microscopy methods: conventional light microscopy, phase
contrast microscopy and PCS enhanced contrast microscopy.
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8.3.2 Verification using FDTD simulations
To verify the assumption of the GMR arising due to a refractive index change, we
perform FDTD transmission simulations. Before doing so, we have to determine the
geometrical parameters of the PCS. We proceed as described in section 5.2 and obtain
the following parameters: slab thickness was d = 221 nm, periodicity Λ = 280 nm, hole
radius r =140 nm. Furthermore we assumed a non-cylindrical hole profile, which follows
a polynomial fifth degree.
The comparison of the transmission obtained by simulations and in the experiment
surrounded by water is shown in Fig. 8.8.
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Figure 8.8: Transmittivity through the PCS surrounded by water obtained by experiment and
FDTD simulation.
Using the determined geometrical parameters we perform a series of transmission
simulations, while tuning the refractive index of the surrounding material (air (n = 1) till
cellular tissue (n = ca. 1.5)). Fig. 8.9 shows the resulting GMRs for s and p polarization.
These simulations reveal two effect. The GMR’s shift as obtained in many situations in
this thesis and as predicted GMR’s arise with increasing refractive index.
8.3.3 Spatial resolution of guided-mode resonances
In these investigations the spatial resolution gained by this system is not limited by the
optics used for the magnification, but is a function of the propagation length of QGM
in the slabs structure, which is sensing the biological tissue. The propagation length of
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Figure 8.9: Transmittivity through the PCS as a function of the refractive index of the surrounding
medium obtained by FDTD simulations. We observe a GMR shift, as well as the
appearance of GMRs with increased refractive index.
QGMs is related strongly to the duration of the photons in the structure, which is its









Here Q is the Q-factor of the contributing mode and λ0 its central wavelength, c is the
speed of light and neff the effective refractive index of the mode. This definition for
τp is the time, in which the photon is diffracted to the far field with a probability of 1-
1/e. To determine the propagation length, which is the distance where 1/e photons of the









From this equation obtain out that the lower the Q-factor of contributed QGMs the higher
the resolution. In this work we analyzed modes (Fig. 5.22, p. 90) with a Q-factor down
to 50 with the central wavelength at 530 nm. This yields a resolution of about 8.5 μm.
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In conclusion, this work introduces an easy-to-implement technology platform for
biosensors based on functionalized photonic crystal slabs in combination with crossed
polarization filters, which was presented in chapter 4. The presence of the polarization
filters allows for a direct access to GMRs of the PCS, which results in various design
possibilities for biosensors. These sensors can be fabricated very cost-efficiently and
be used to design user-friendly devices. Based on the proposed platform, we presented
two biosensor types. In chapter 6, an optoelectronic biosensor that uses an LED as light
source and a photodiode as detector to perform affinity measurements in real time, was
described. This device is capable to detect a 2.5 nMol streptavidin solution in PBS, which
is a relevant concentration in life sciences. The second sensor type, as introduced in
chapter 7, is a visual biosensor based on the observation of a surface functionalized PCS’s
color embedded between two crossed polarization filters. A refractive index change
on the surface of the PCS resulted in the experiment where a human epithelial cheek
cell generated a directly apparent color shift. Sensors using larger PCSs, potentially
allow naked-eye inspection of specific bacterial or viral materials. This sensor functions
without any power source; therefore, it is ideal for cost-efficient and flexible point-of-care
applications.
Moreover, in this work a novel technology for contrast enhancement in microscopy is
introduced. This technology is based on a PCS placed between two crossed polarization
filters acting as the microscope slide. Tissues in direct contact with the PCS experience a
contrast enhancement. Two effects were found to be crucial for the contrast enhancement,
namely GMR shift and GMR appearance.
To guarantee sensitive and correctly working biological applications using PCS, proper
quality control is an essential task. This issue was discussed in chapter 5, where a visual
and a spectrometer based inspection method were introduced. In the scope of this thesis
a microscope setup was constructed, which was capable for spatially and angle resolved
transmission measurements. Furthermore, this setup was used for spatially and angle
resolved measurements of GMR’s Q-factor.
9.1 Optimization of photonic crystal slabs for sensing ap-
plications
The design of PCSs with the proper material choice and its geometrical arrangement is
crucial for photonic crystal mode field distribution. This field distribution on the other
hand is strongly related to the sensitivity of the desired sensor. The simulation method
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introduced in chapter 3 is a perfect tool for optimizing the design of PCSs in terms of
their sensitivity. The intensity filed distribution of modes, provided by PCSs, can be
analyzed to determine the fraction of the mode penetrating out of the structure. This part
of the mode can interact with changes on the surface of the PCS and changes its effective
refractive index neff . Modes in a PCS can be classified into two groups: dielectric modes
and air modes. Dielectric modes show their intensity peaks in the dielectric, while air
modes have their intensity peak outside the dielectric. Hence, air modes are more suitable
for sensing applications.
In the scope of this work, fabrication processes were limited to few PCS designs. There-
fore, the sensitivities of presented applications suffer from these limitations. In future
work the optimization of PCS should be carried out.
9.2 Future sensor applications
The introduced technology platform can be used to realize a variety of cost-efficient sen-
sors. Non-biological sensing applications, such as temperature or pressure sensors, can be
realized with the same technology and can be integrated on the same biochip to monitor
the environmental conditions of experiments.
Other types of biosensors, e.g., imaging biosensors [141,142], may also be realized using
the same technology platform and would equally benefit from the efficient background
suppression.
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