In this article, the first spatially resolved millennium-long summer (June-August) temperature reconstruction over the Arctic and Subarctic domain (north of 60
Especially the spatial signature of past Arctic temperature variability remains poorly understood and has recently been a contested issue. Young et al. (2015) , based on results from relatively poorly age-constrained moraine dates of glacier advances, questioned the long-standing notion within palaeoclimatology that Greenland was exceptionally warm around the time of Norse 55 settlement (in the 980s CE). They argue that the medieval warming in the Arctic did not extend to Greenland, thus challenging our long-held understanding of the settlement and later abandonment of Norse Greenland. This is in direct contradiction to the spatial temperature reconstructions of Mann et al. (2009) and Ljungqvist et al. (2012 Ljungqvist et al. ( , 2016 , which instead point to very warm conditions in Greenland at that time. As we will see, our results show that the Greenland sector of the Arctic indeed was warm during the 10 th and especially the early 11 th centuries CE.
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Since the 1990s, several multi-proxy reconstructions of • N) temperatures have been published. The first one of those was the multi-proxy reconstruction by Overpeck et al. (1997) , who compiled 29 proxy records from lake sediment, tree-ring, glacier, and marine sediment records to present a decadally resolved uncalibrated index of temperature variability since 1600 CE. They found that the highest temperatures in the Arctic region since 1600 CE occurred after 1920 CE. Kaufman et al. (2009) published the first quantitative multi-proxy reconstruction of summer temperature variability 65 in the Arctic • N) during the past 2,000-year at decadal resolution using the composite-plus-scaling method. This study concluded that the 20th century warming reverses a long-term orbitally driven summer cooling and that the mid-and late 20th century temperatures were the highest in the past two millennia. Shi et al. (2012) published the first annually resolved multi-proxy summer (June-August) temperature reconstruction for the Arctic region, extending back to 600 CE, based on a set of 22 proxy records with annual resolution. They utilised a 70 novel ensemble reconstruction method that combined the traditional composite-plus-scale method -known to underestimate low-frequency variability (e.g. von Storch et al., 2004) -and the LOC method of Christiansen (2011) that exaggerates the high-frequency variability (c.f. e.g. Christiansen and Ljungqvist, 2017) . The reconstructed amplitude of the centennial-scale summer temperature variability was rather dampened and found to be less than 0.5°C but with large year-to-year and decadalto-decadal variability. Shi et al. (2012) found a clear cold anomaly 630 to 770 CE, a peak warming ca. 950 to 1050 CE, and 75 overall relatively cold conditions ca. 1200-1900 CE. However, three distinctly warmer periods during the Little Ice Age were reconstructed ca. 1470-1510, 1550-1570, and 1750-1770 CE. Contrary to Kaufman et al. (2009) , Shi et al. (2012) found peak medieval Arctic summer temperatures in the 10th century to been approximately equal to recent Arctic summer temperatures.
Tingley and Huybers (2013) used BARCAST (Bayesian Algorithm for Reconstructing Climate Anomalies in Space and
Time Tingley and Huybers, 2010a) , a method based on Bayesian inference of hierarchical models (see also sec. 3), to recon-80 struct surface-air temperatures of the last 600 years over land north of 60
• N. The reconstruction is mostly based on the proxy dataset collected by the PAGES 2k Consortium (2013). They found that while the recent decades were the warmest over the last 600 years, the actual inter-annual variability has remained effectively constant. Much of the data used therein is common with the work presented here, with a few updated records (see section 2.2, and PAGES 2k Consortium, 2017). Hanhijärvi et al. (2013) in Shi et al. (2012) and Hanhijärvi et al. (2013) , instead of being much lower as in the Arctic2k reconstruction by the PAGES 2k Consortium (2013).
This study is mostly comparable with that of Tingley and Huybers (2013) : our method is an update of theirs (Tingley and Huybers, 2010a; Werner and Tingley, 2015) , and the proxy network is an update of the PAGES2k database (PAGES 2k 105 Consortium, 2017). There are a few notable differences: i) the CF reconstruction is performed on an equal area grid (land only), which should be more suitable for a spatially homogeneous process -especially at high latitudes. This target gridded instrumental dataset is directly derived from available data from meteorological stations. ii) The gridded reconstruction goes back into the first millennium CE. iii) The proxy dataset is larger and more extensively screened, and iv) the age uncertainties of the proxies used are respected. Thus, the propagation of uncertainties from proxy data to the final reconstruction product is 110 more complete. v) Additionally, while Tingley and Huybers (2013) use a single set of parameters for all proxies of one type, these are estimated here for each individual record. This potentially removes spurious precision at proxy sites responding less strong to the seasonal temperature anomalies, and should increase the precision at locations with stronger climate response.
Instrumental data and proxy data
The following section provides a short overview of the used instrumental and palaeoclimate proxy data. The quality of the 115 input data and their distribution in space and time play a strong role in the reconstruction process and for the reconstruction reliability (c.f. e.g. Wang et al., 2015) .
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Instrumental data
Several different gridded data sets for earth surface air temperatures (SAT) are available from different research groups, derived from different subsets of instrumental data and presented on different types of grids. Most datasets, like e.g. CRUTEM4 (Jones 120 et al., 2012) or CRU TS3 (Harris et al., 2014) are presented on a regular equilateral grid, such as a 5 • ×5
• grid. Such a regular grid exhibits severe shortcomings when analysing data close to the poles, as the grid cells become very narrow in meridional direction and almost triangular shaped. One data set, the Berkeley Earth Surface Temperature (BEST) (Rohde et al., 2013) , is offered on a 1 • ×1
• grid as well as an equal area grid. While the latter would be a good fit for the process level model of BARCAST (c.f. sec. 3), an analysis revealed that this version of the dataset shows rather strange long distance correlations 125 over our region of interest. These might be artefacts of the regridding and interpolation process.
Thus a new gridded instrumental data set is generated for this study. The instrumental data for the CRU TS3.24 (Harris et al., 2014) dataset were downloaded from the CRU website. First, the data were converted into anomalies, using the method of Tingley (2012) . The equal area target grid is taken from (Leopardi, 2006) . To construct the gridded data, the instrumental data within each grid cell were averaged, using the variance adjustment scheme described by Frank et al. (2006) . In contrast to other 130 methods, no data was shared across grid cells by a prescribed spatial covariance structure or spatial interpolation algorithm.
We aimed at retaining the variability that a single instrumental record in the grid cell would exhibit. This is a compromise between an actual grid-cell wide average and the limited spatio-temporal availability of instrumental data in high latitudes.
Additionally while some proxies (e.g. the tree-ring maximum latewood density record from Northern Scandinavia by Esper et al., 2012) represent larger, grid-cell sized regions rather than point estimates (see the discussion in Luterbacher et al., 2016) ,
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none are large-scale regional averages (such as the Central European documentary record of Dobrovolný et al. (2010) used by Luterbacher et al. (2016) ).
As can be seen in Figure 1 , the resulting instrumental dataset is very sparse in space and time. While ordinary reconstruction methods would indeed struggle with such an input grid, the advantage of the (extended) BARCAST method used here is that presence and absence of observations is explicitly modelled. The reconstruction target region are land mass containing grid 140 cells only (wire frames in Figure1) . This is necessary due to the constraints of the chosen reconstruction method (Tingley and Huybers, 2010a; Werner and Tingley, 2015) , more specifically due the homogeneous process level model, which describes the temperature evolution on the grid cell level.
Proxy data
The proxy records (black symbols in Figure1) mostly come from the current version 1.12 of the (PAGES 2k Consortium, 2017) 145 temperature data base, with 6 recently updated ice core records from Greenland with revised and synchronised chronologies, of which three are not in the PAGES2k database (?). The data set contains several types of natural archives (tree-rings, ice-cores and marine or terrestrial sediments) and proxy measurements (such as ring width and stable isotopes). Thus the data is sensitive to different seasons, and on different time-scales -partly due to different resolutions and the evaluation procedures, but also owed to the processes generating the archives. All data north of 60
• N contained in the database was selected, with an a priori 150 aim of including all annually resolved records.
As the PAGES 2k Consortium (2017) set out to generate a very inclusive data set, the need arose to again scrutinise the data.
A few records were excluded (c.f. table A1), as they did not meet the required response characteristics on actual annual timescales. Additionally, data was divided into two classes: absolutely and precisely dated tree ring chronologies, and layer-counted proxies with age uncertainties. The latter comprises varved lacustrine sediments and ice core data. In contrast to the procedure 155 outlined by Luterbacher et al. (2016) tree-ring width measurements are not treated differently from maximum latewood density data, although the spectral properties would in principle warrant this separation (Zhang et al., 2015; Esper et al., 2015; Büntgen et al., 2015) .
All of the proxy records used in this study are derived from annually banded archives. While tree-ring records are compiled by cross-referencing a number of cores for each period, there is usually no replication of ice-cores or varved lake sediments.
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Thus, these archives can (and usually do) contain age uncertainties (c.f. Sigl et al., 2015) which need to be taken into account.
Fortunately, the chosen method (Werner and Tingley, 2015) is able to deal with this issue, provided an ensemble of age models is given for each proxy. Appendix D1 details how these age models are generated. As the majority of the proxy data is more sensitive to summer or growing season temperatures the target season for the reconstruction is summer (here: the months from June to August, JJA) rather than the annual mean temperature.
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Reconstruction method: BARCAST+AMS
In a recent article, Werner and Tingley (2015) published an extension to the BARCAST method. It extends the work of Tingley and Huybers (2010a), providing a means to treat climate archives with dating uncertainties. The original method has been used in a collection of pseudo-proxy experiments (Tingley and Huybers, 2010b; Werner et al., 2013; Gómez-Navarro et al., 2015) , as well as climate field reconstructions over the Arctic (Tingley and Huybers, 2013) , Europe (Luterbacher et al., 2016) and 170 Asia (Zhang et al., 2017) .
The method uses a hierarchy of stochastic models to describe the spatio-temporal evolution of the target climate field (here:
at N different locations throughout time t, and the dependence of the observations O t ∈ R N (proxy data as well as instrumental data) on it:
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The process level is thus AR(1) (1 st order auto-regressive) in time, with an overall mean µ and the coefficient α modelling the temporal persistence. The year-to-year (or rather summer-to-summer) innovations have an exponentially (with distance between locations x i and x j ) decreasing spatial persistence that is homogeneous in space. The spatial e-folding distance is 1/φ. The climate is thus persistent in space and time, and information is shared across these dimensions. This is critical in constraining age models (see discussion in Werner and Tingley, 2015) . The climate process C is never directly observed 180 without error (latent process). The observations are modelled as a noisy linear response function:
The parameters (β 0 , β 1 , τ 2 , H t ) are assumed to be different for each observation, while in the past one set of parameters was assigned to each proxy type (e. g., tree ring widths, ice layer thickness or isotopic values) (Tingley and Huybers, 2013) . The instrumental observations are assumed to be unbiased and on the correct scale, so that, for this type of observation β 0 = 0 and 185 β 1 = 1. The selection matrix H t is composed of zeros and ones, and selects out at time step t the locations for which there are proxy observations of a given type. That is, each proxy observation is assumed to be linear in the corresponding local, in time and space, value of the climate.
This data-level model is then refined to include dating uncertainties. To this end, Werner and Tingley (2015) consider the dependence of the local observations O s on the local climate:
The vector e s is a time series of independent normal errors at location s (c.f. e t from Eq. (1b (Altekar et al., 2004; Earl and Deem, 2005; Li et al., 2009 ) is used to iteratively draw solutions from these posteriors, see (Tingley and Huybers, 2010a; Werner and Tingley, 2015) for details and implementations. In the version implemented here, we modify BARCAST slightly. While Tingley and Huybers (2013) used a single set of response parameters
) for all data of one type, and Luterbacher et al. (2016) actually set up a separate observation matrix with a set of parameters for each single proxy, we choose to update the code. The response parameters are now vectors. While this slows 200 down the computations and also the convergence there is no good reason to assume that all proxies of one type respond in the same way across the whole domain and with know differences in proxy quality.
The reconstruction code is run in 4 chains for 4000 iterations without the age model selection code enabled. By then, the chains have settled to a stable state, and the potential scale reduction factor (Gelman'sR) indicates convergence of the parameters (|R − 1| < 0.1). Then, the (MC) 3 code of Werner and Tingley (2015) is enabled, and the age models are varied.
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While this was not necessary in the work of Werner and Tingley (2015) , the real world data is much sparser, noisier and does not follow the exact prescribed stochastic model (1a-1c). While this additional step helps speed up convergence it can cause the algorithm to strongly favour one set of age models. This can be checked by analysing the mixing properties over the age models in the heated chains (see discussion in Werner and Tingley, 2015) .
Reconstruction Quality
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The reconstruction calibration and validation statistics are shown in appendix A. Both the CRPS pot (which is akin to the Mean Absolute Error of a deterministic forecast, see Gneiting and Raftery (2007) (Cook et al., 215 1994) are generated. These show a skillful reconstruction in most grid cells containing instrumental temperature data -at least in regions where proxy and instrumental data are present over most of the validation period. Note that the quality of the instrumental data, or rather the representativeness of (often) a single meteorological station record can be debated. In fact, in contrast to other BARCAST based reconstructions the one presented here shows a substantial (τ 2 I ≈ 0.15 in standardised units) noise level for the instrumental data. As other gridded instrumental datasets employ spatial interpolation processes they are 220 generally smoother in space than the gridded instrumental dataset generated for this study. Thus these gridded products are closer to the spatial part of the process model in Eq. (1a).
Another means of assessing the reconstruction quality is to check the variability or spread of the different ensemble members in space and time (see appendix B). The effect of the spatially and temporally sparse data can easily be seen in Figures A2 and   A3 , clearly indicating the increased uncertainties back in time and in space in the absence of proxy data. This analysis hints that 225 while there could still be skill left in the mean Arctic summer temperature reconstruction in the first centuries CE, the precision of the spatial reconstruction rapidly decreases in areas that become more data sparse. While the reconstruction over the regions with local proxy data present -such as Fennoscandia -remains reliable, a time-varying reconstruction domain (or rather, domain over which the reconstruction is analysed) would unnecessarily complicate things. Thus the gridded reconstruction is only shown back to 750 CE. However, for single analyses over data rich regions the full reconstruction period (1-2002 CE) can 230 be used.
Additionally, the spectral properties of both the reconstruction and the proxy input data are analysed (c.f. appendix C). Not all proxies contain signal on centennial or longer time scales, and the reconstruction method explicitly describes year-to-year summer temperatures as an AR (1) process. Thus, the reconstruction shows properties of an AR(1) process over most of the reconstruction domain. However, when comparing the area averaged temperature reconstructions against other multiproxy 235 reconstruction data one can still see similar variability on centennial and longer time-scales (see Figure 3) .
Results
Mean Arctic Results
The area averaged summer temperature reconstruction is shown in the bottom half of Figure 2 as the point-wise (annual summer) ensemble mean (heavy blue line). The first millennium CE shows a mean reconstruction that is relatively flat, with 240 an apparent change in variability. This is caused by the increased variability between the different ensemble members and thus by the reduction in proxy data coverage back in time. The effect of the spatial proxy data coverage on the reconstruction intra-ensemble variance is further discussed in Appendix B.
The new spatially averaged SAT reconstruction shows a pronounced variability on a broad range of time-scales. The longerterm, centennial to millennial, evolution of the reconstructed SAT demonstrates a reasonably good agreement with a general 245 pattern that was inferred in previous temperature reconstructions for the Arctic and its sub-regions (Figure 3 ). Throughout most of the reconstruction period, the Arctic SAT anomaly shows an overall orbital forcing-driven cooling trend. We note that the cooling trend reversal occurs already in the first half of the 19 th century as a recovery after the last LIA minimum.
The attribution of the actual timing depends on the considered time-scale and the use of 1850 CE as an upper limit for the trend magnitude estimate is therefore somewhat arbitrary but allows comparison with the previous studies on the topic. The The proxy dataset from Greenland is dominated by oxygen isotopes series from ice cores. These are not entirely coherent in the magnitude and sign of the millennial trend, and in some cases reflect more annual rather than summer season SAT. As a result the detected warming could stem from the different weights of the proxy records in the reconstruction procedure. The oxygen isotope series are also known to be subject to a possible warm bias due to increased storm activity which might accom-265 pany the LIA (Fischer et al., 1998) and/or be influenced by the site and source temperature compensating effects (Hoffmann et al., 2001; Masson-Delmotte et al., 2005) that could actually mask the LIA cooling. Meanwhile, the north of Greenland is less influenced by precipitation associated with North Atlantic storms, though lasting seasonal accumulation changes could be another source of uncertainties important especially on longer time-scales: ice cores from northern Greenland are expected to have a higher fraction of summer precipitation than those from the south due to the effect of continentality on the annual 270 accumulation, and hence exhibit a higher sensitivity to summer conditions. The overall LIA cooling might have amplified this effect, thus promoting a higher percentage of istotopically warmer summer moisture in the annual accumulation, this way diminishing or even reversing the cooling trend. While site and source temperature compensating effects for the individual series can be accounted for by using the records of deuterium excess (Masson-Delmotte et al., 2005) , other potential biases are difficult to resolve without additional support e.g. from general circulation models. most likely experienced a pan-Arctic expansion as evidenced proxy studies (e.g. Belt et al., 2010; Kinnard et al., 2011; Berben et al., 2014; Miettinen et al., 2015) and also supported by documentary evidence for the last phase of the LIA (Divine and Dick, 2006; Walsh et al., 2017) . Such sea ice expansion would lead to an increased continentality of the climate in most of the study domain, implying larger summer to winter SAT contrasts (see e.g. Grinsted et al., 2006, for Svalbard) , with the correspondent effects on differently targeted reconstructions and the inferred magnitude of LIA cooling. For the latter we used an instrumental grid infilled by BARCAST. The maps of spatial mean SAT anomalies for these periods follow in Figure 5 .
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The coldest phase of the LIA with a mean centennial-scale SAT anomaly of −0.5 ± 0.1
• C emphasises a difference between the extreme warm and cold century-long periods in terms of the pan-Arctic summer temperature probability density. Figure 2a) suggests that the centennial-scale maximum of the MCA could be at least as warm as the CWP, although a reduction of proxy data after the 1990s likely introduce a cold bias when estimating present-day warming in the reconstruction.
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In order to quantitatively test the significance of the observed reconstructed differences in SAT anomalies between the selected periods, the two-sample t-test is used on the samples of the derived distributions. During the testing procedure the realisations from different ensemble members of the Arctic SAT annual means are not pooled. Rather, the respective pdfs for the selected periods are derived for every individual ensemble member of the reconstructed SAT. The procedure uses bootstrap estimates of the pdf for the period (MCA and CWP) averages derived from 100 independent draws. The two-sample t-test 320 with separate variances is applied to test the null-hypothesis of the two samples associated with the two different warm periods to originate from two normal distributions with equal means and unknown and non-equal variances. Using a one-tailed t-test should then provide information on whether the MCA was on average warmer or colder than the last 100 years. The test statistics for each ensemble member is then collected and analysed.
The testing results for a two-tailed test rejected H 0 of equal Arctic mean SAT anomalies between 960-1060 CE and 1903-325 2002 CE for 98% ensemble members. No conclusive answer can however be reached for the sign of the bias in the means between the centennial periods. Although the MCA appears warmer on a centennial time-scale compared with the last 100 years as shown in 2a), testing fails to reject the null-hypothesis for 7% of the ensemble members, whereas for the opposite alternative hypothesis (i.e. CWP warmer than MCA on average) the hypothesis rejection rate is as high as 6%. Taking the multiple testing into account, we conclude therefore that given the collection of the proxy and instrumental data, and the reconstruction technique used, it is not possible to infer whether the Arctic summers of last 100 years of the reconstruction (i.e.
before 2002 CE) were unprecedentedly warm when compared with the previous major warm climate anomaly. We note also that higher variability in the derived ensemble of realisations for the mean Arctic SAT anomaly during the warmest intervals of the MCA of 0.5 ± 0.2
• C and CWP of 0.2 ± 0.3
• C similarly prevents from reaching any firm inference on the relative magnitudes of the two decade-long anomalously warm periods of the new reconstruction.
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The scale of the warming north of 60
• that occurred over the last decade is hinted at by the pdf of the (infilled, gridded) temperature data. It suggests a positive SAT anomaly of 1.0 ± 0.05
• C, which appears significantly warmer than the reconstructed decadal temperature maximum of the MCA. However, first of all the comparison of the two independently infilled processes is not advisable. The underlying stationarity assumptions about systematic biases from the infilling are violated in this case, and additionally there is a tendency to underestimate extremes in the past due to sparse data, but also due to 340 the assumed AR(1) process model. Thus, while hinting that the last decade could have been unprecedented over the last 1100 years, the exact amplitude of this current warming in the instrumental data with respect to that in the maximum of the MCA remains more uncertain than the pdfs would suggest at face value.
Spatial signature of past and recent extreme temperature anomalies
The distribution of extremely warm and cold years in both space and time is analysed by ranking the years according to 345 their seasonal temperature for each ensemble member and the reconstruction node. Due to insufficient proxy data density and hence the inflated intra-ensemble variance (see Figure A2 ) in the early part of the reconstruction period, the analysis is limited to the time after 750 CE. The probability density for each year to be ranked as warmest or coldest is calculated across the entire ensemble for each individual location. Further marginalisation over the spatial domain yields a probability density of a particular year to be associated with an Arctic-wide warm or cold extreme. In order to check the statistical significance of the 350 derived probability densities, the analysis is replicated on an ensemble of surrogates derived from the original reconstruction ensemble using bootstrapping along the time axis. The surrogates were constructed in a way to mimic the statistical properties of the original reconstruction, such as a local serial correlation, variance and a spatial coherence. The derived time-average [0.025 0.975] percentiles of the spatial probability densities for the bootstrap surrogates are then used as the respective quantiles for marking the years as potentially coldest or warmest during the analysis period ( Figure 6 ). For convenience, the probability 355 densities are further marginalised over the 5 degree longitude bins and presented as a time-longitude colour map in Figure   7a . Additionally, potentially warmest and coldest decades using the spatially marginalised probability density functions are evaluated ( Figure 7b ). The significance testing procedure for the decadal extremes is based on a similar analysis.
The results of the analysis are reflective of the longer term (millennial and secular) pan-Arctic tendencies in the seasonal SAT, yet the inter-regional differences are made clear as well. Of the series of past and present exceptional warmings, compared with likely warmest decades with a negligibly low fraction of coldest decades. In particular, nineteen of twenty years during the two decades of 981-1000 CE and all ten years of the decade 1026-1035 CE were ranked as statistically significant warm extremes 365 among the ensemble members, which makes these two periods potentially warmest in the reconstruction since at least 750 CE. new Arctic2k reconstruction. This reconstruction, however, does not extend into the very last 15 years, over which warming in teh Arctic has been continuing (c.f. Figure 2) . With these years included in the analysis, the signature of the CWP would much likely become more prominent (see discussion in Section 4.1).
Arctic amplification in the European sector of the Arctic during the MCA and contemporary warming
The concept of "polar amplification" (of which Arctic amplification is the Northern Hemisphere expression) predicts a larger magnitude of warming in the polar regions during lasting warm periods than the one observed on a global or hemispheric scale (Hind et al., 2016) . As the proxy data is sparse in space and time, we here focus on the regional expression of the 400 Arctic amplification by analysing the previous warm anomaly, the MCA, over the European sector. While there are gridded temperature reconstructions over North America (Wahl and Smerdon, 2012) and Asia (Zhang et al., 2017) , the North American one goes back only to 1200 CE, and there is only a low number of proxy records in the Asian sector of the Arctic.
The analysis is based on the EuroMed2k reconstruction, the ensemble-based gridded summer temperature reconstruction by Luterbacher et al. (2016) , who use a similar reconstruction method. While both gridded reconstructions (the one presented (Figure 5b ) as a reference for deriving the respective regional centennial changes. In order to test the hypothesis of the 410 two samples to have statistically significant means a paired-sample t-test was used, implicitly assuming the samples are nearly Gaussian distributed. Note that a direct comparison of the Arctic2k results with the EuroMed2k reconstructions are problematic due to different calibration periods used in BARCAST for these reconstructions; the inference is therefore mainly based on the European reconstruction alone. Results for the Arctic2k reconstruction, however, provide an outlook to the intra-ensemble spread on centennial time-scale and the time evolution in the respective centennial estimates relative to the reference period. • N), the analysis of the time evolution of centennial mean SAT anomaly shown in Figure 9 demonstrates the rather dynamical behaviour of Common Era temperature variability. This underlines the necessity to look beyond the usual analysis of equilibrium states (c.f. Hind et al., 2016) . While the latitudinally banded temperature maximum was reached almost 425 concurrently, with a hard to quantify lag at high latitudes, the cooling at higher latitudes lags behind the lower latitudes.
Thus, there is an apparent warm amplification, which should rather be attributed to a lagged and slower cooling at higher The technique applied is a recent extension of the Bayesian BARCAST which provides a means to explicitly treat climate 445 archives with dating uncertainties which previously would be used on their "best guess" chronologies. Another added value of using the Bayesian technique was a generation of the ensemble of 1400 equally likely, independent realisations of past CF evolution that enabled us considering the past climate regional variability in a probabilistic framework. Therefore this new Arctic2k reconstruction is essentially an ensemble of possible realisations of the past Arctic summer climate given the data and the reconstruction technique used.
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The quality of the reconstruction in the spatial and temporal domains was tested using a suite of metrics such as continuously ranked probability score (CRPS pot ) and the reliability (Reli) score which are more appropriate for the Bayesian framework than the "Coefficient of Efficiency" and "Reduction of Error", which are typically used in palaeoclimate research. Judging from these scores it could be demonstrated that the new reconstruction is skillful for the majority of the terrestrial nodes in the reconstruction domain making it a useful product for studying the late Holocene Arctic climate variability at the region 455 scale. However, from the analysis of intra-ensemble variability, but also from analyses on the extreme years and the calculated confidence intervals the reduction of skill back in time is apparent. This is mostly caused by the proxy network, which is getting sparser when going back in time, and should be taken into account when the new reconstruction is used for making any quantitative inferences.
Although this study is mainly focused on presenting the new reconstruction and assessing its quality, we also ran some basic 460 quantitative data analysis in order to uncover the potential of the new product and consider the results in light of previous studies on the subject. In particular, the area averaged Arctic2k reconstruction features similar major cold and warm periods throughout the last two millennia and thus compares favourably with earlier studies targeting a similar season and region.
The major findings from the analysis of the new reconstruction are as follows:
There is a notable lack of pronounced orbital scale cooling trend over the Common Era -a period over which the summer 465 insolation has mostly been decreasing. In agreement with findings of Nicolle et al. (2017) , our results demonstrate this orbital cooling trend is not necessarily observed in all sub-regions, although Nicolle et al. (2017) even exhibit a warming with a mean temperature rise of +0.5 ± 0.1
• C before 1850 CE. While this can in part be explained by controls on the stable water isotopes in the annual accumulation other than mean ambient temperature, there is also the possibility for contrasting decadal to century long anomalies in oceanic and atmospheric temperatures between the eastern and western subpolar North Atlantic due to variations in the relative strength of the eastern and western branches of the AMOC (e.g. Schulz et al., 2007; Hofer et al., 2011) . In particular, Seidenkrantz et al. (2007) report an oceanic warming south of Greenland for Greenland. From independent proxy data it is known that during that time, the sea ice extent could be lower than average 500 which, again, could be a signature of the ocean circulation response triggered by negative anomalies in the radiative forcing (Schleussner et al., 2015; Otterå et al., 2010) .
The comparison of the time-variable behaviour of summer temperature anomalies between high latitudes and lower latitudes shows the very dynamic characteristics of the Arctic amplification. In addition to the amplified temperature anomaly in the high north compared with lower latitudes, during MCA this phenomenon also shows up as a clear multi-decadal lag 505 in summer temperature maxima in the highest latitudes when comparing against mid latitude European summer temperature reconstructions.
The lack of a pronounced orbital cooling trend throughout the Common Era, and the spectral characteristics of both proxies and reconstruction show that still work is needed on generating more and longer high quality proxy series in parallel with a reanalysis of the existing data. Especially updating the mostly only half a century long North American tree ring series 510 towards the present (Babst et al., 2017) , but also possibly extending some of them into the first millennium CE seem to us like worthwhile efforts. Moreover, a relative "flatness" of spectra on sub-decadal to multi-decadal time-scales contrasting with an
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inflated variance of the multi-decadal to millennial variability (Appendix C) for some of the tree-ring chronologies, suggests that a reassessment and potentially a revision of the raw data processing techniques used for this chronologies would be highly desirable.
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BARCAST as a CF reconstruction technique still offers a large potential for future development and use in new improved reconstructions. In addition to including explicitly the annually dated proxies with the chronological uncertainties into the scheme, what became a major innovation of the presented reconstruction, the next natural step will be a development of a theoretical and numerical framework to extend the technique to non-annually dated proxy archives with chronological uncertainties.
This will enable a substantial extension in the proxy coverage both in the spatial and time domains including the marine realm −150 
Appendix A: Calibration and Validations Statistics
In order to estimate the skill of the reconstruction two different measures are used, the average potential continuously ranked probability score (CRPS pot ) and the reliability (Reli) score (Hersbach, 2000; Gneiting and Raftery, 2007; Werner and Tingley, 2015; Tipton et al., 2016) . The reliability analyses the accuracy of the uncertainty estimates. In principle it compares the empirical coverage rates of uncertainty bands with their respective nominal coverage rate, e.g. a 95% confidence band should 535 contain the target truth in 95% of the time. The CRPS pot measures the accuracy of the reconstruction itself, i.e. the mismatch between the best estimate and the target. In a deterministic reconstruction it is equal to the mean absolute error. Both measures retain the original units of the data. The results are shown in Figure A1 (top row). For the calibration (validation) interval, the CRPS pot is mostly below 0.1
, and the Reliability is sharper than 0.1
This in principle indicates a relatively low reconstruction error, with uncertainty bands that (within reason) reflect the correct uncertainties.
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Additionally the skill of the reconstruction beyond forecasting the calibration or validation period mean is evaluated. In palaeoclimate reconstructions this is often assessed by the Coefficient of Efficiency and the Reduction of Error statistics (Cook et al., 1994) . However, these are not proper scoring rules (Gneiting and Raftery, 2007 ) and should thus not be used analysing the results of a probabilistic reconstruction method. To generate a similar statistic, the mean and standard deviation over the validation and calibration intervals for each location with instrumental data are calculated. These are then used to generate 545 an ensemble "reconstruction", mimicking the calibration and validation intervals. The CRPS pot over the validation period for these is calculated, and then compared it against the one calculated from the actual ensemble of reconstructions. (Figure A1 bottom row). About half of the grid cells with instrumental data have a CRPS pot -CE and CRPS pot -RE that is above zeroand these grid cells are actually also those that have the longest instrumental time series (inside and outside the calibration interval). Thus, these results not only reflect a possibly weak reconstruction but more likely the lack of actual instrumental data 550 to construct any meaningful comparison statistics over the validation period.
Appendix B: Intra-ensemble variance of the reconstruction Figure A2 presents the time changes in the spatially averaged intra-ensemble variance as a measure of the spread across the ensemble members. The variance shows a progressive decline over the pre-industrial reconstruction more pronounced in the confidence intervals (CIs) for the period 800-1000 CE (which is linked with the time of an expansion of the multi-proxy 555 network). Along with the intra-ensemble variability, a progressive increase in the proxy data density over time contributes to the observed decrease in the ensemble spread. The introduction of the instrumental data into the scheme (corresponding to a calibration period in the regular climate reconstruction language) causes a sharp drop in the spread after 1850 CE that reaches a minimum around 1950 CE, a period of the maximal instrumental data coverage. Figure A3 further illustrates the effects of the spatial changes in input data density on the reconstruction intra-ensemble spread. The figure presents intra-ensemble spatial only, coldest period of the LIA 1600-1700 CE with a complete multi-proxy network, and parts of the calibration period of 1850 -1900 CE and 1950 -1980 CE, representative of the low and high instrumental data coverage, respectively.
Appendix C: Statistical properties of the reconstruction and Input Data
565
As an additional test for the reliability of the proxy series and the validity of the climate field reconstruction, we analyse the scaling properties of both. The used methods require the analysed time series data to be normally distributed. The KolmogorovSmirnov test is first used to test the normality of the proxy records and the climate field reconstruction, with a significance level p = 0.05. Additionally, QQ-plots are analysed. Then, the power spectral density (PSD) is used to study the variability on different time-scales for the records that were not deviating substantially from a normal distribution, using the periodogram The characteristic shape of the spectrum provides useful information about the temporal persistence or memory of the 575 underlying process if the data is close to Gaussian and monofractal. If the spectrum has a power-law shape, the process exhibits long-range memory (LRM). The strength of memory in an LRM stochastic process is described by the spectral exponent β, which can be estimated by a linear fit to the power spectrum; log S(f ) = −β log f + c. If the spectrum is Lorentzian (power law on high frequencies, flat on low frequencies), the underlying process is closer to an AR(1) process. In all spectral analyses, the fitting is applied to log-binned periodograms to ensure that all time scales are weighted equally. Figure A3 . Time averaged intra-ensemble variance of the Arctic2k reconstruction shown for the four subperiods with a distinct difference in proxy data density (200-300 CE vs. 1600-1700 CE, panels a and b) and calibration subperiods with different instrumental data coverage (1850 ( -1900 ( vs. 1950 ( -1980 . Black dots shows the proxy locations with a least one data point over the period of averaging.
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C1 Analyses of proxy records
The six proxy records originating from lake sediments deviate substantially from a Gaussian distribution and thus had to be excluded from further spectral analyses, as second order statistics are insufficient to describe these types of records. The characteristic shape of the spectra for the remaining proxy records are then classified into three spectral categories according to their characteristics: (1) AR(1) processes, (2) persistent power law processes with spectral exponent 0 < β < 1, and (3) 585 records exhibiting weak persistence on high frequencies, and increased variability on frequencies corresponding to time scales longer than decadal-centennial. Figure A4 illustrates the spatial distribution of the proxy records with proxy type indicated by shape, and categories with colours. The Greenland records are similar to either an AR(1) or a LRM processes. The Greenland LRM records are in fact only weakly persistent, with a scaling exponent 0 < β < 0.3. There is thus little evidence of longterm cooling due to orbital forcing from these records. Along with a few tree-ring records, the Greenland ice core records 590 are the longest records used for the present reconstruction. As the low frequency variability of these records dominates the reconstructed long-term variability, the resulting reconstructions does exhibit similarly low variability at long time scales.
The proxies of category 3 are mainly tree-ring records, widely distributed along the reconstruction region. These records may require additional attention in future studies, as the level of high-versus low frequency variability is unusual compared to other proxy records and also instrumental measurements. Similar spectral characteristics were obtained for other tree-ring chronolo-595 gies in (Franke et al., 2013; Zhang et al., 2015; Esper et al., 2015; Büntgen et al., 2015) . The memory properties in a number of proxy-based temperature reconstructions have been studied in (Østvand et al., 2014; Nilsen et al., 2016) using the power spectrum along with selected other techniques. In these studies, LRM was detected in all records up to centennial/millennial time scales.
C2 Analyses of climate field reconstruction
600
The resulting p-values from Kolmogorov-Smirnov's test indicate that for individual locations of the field reconstruction, about 80% of the ensemble members are Gaussian. For each ensemble member of the reconstruction and each location a spectral analysis is performed. Then, the ensemble-averaged spectra of each location are analysed for their scaling properties. The analyses indicates that the reconstructed temperature in all grid cells except one is best described as an AR(1) process in time. This is not surprising, as the longest proxy records exhibit low levels of long-term variability, and the BARCAST reconstruction (2014) is applied to the proxies with layer counted time-scales in for the generation of ensembles of chronologies.
620
BAM (Banded Archive Modelling) simulates the time-scale counting procedure as a superposition of two cumulative Poisson processes with age perturbations associated with two categories of errors either miss (type 1) or double-count (type 2) of an annual layer. More specifically, for each measurement x i assigned a time t i with i ∈ {1, ..., n}, and a neighbouring x i+1 with t i+1 , i ∈ {2, ..., m}, the vector of time increments δ, t i+1 − t i = δ i comprises two independent stochastic processes P Θ1 and P
Θ1
, with parameters Θ 1 and Θ 2 , representing the rates of missing and doubly counted annual layers, respectively. We note 625 that the approach implicitly assumes the independence of the two stochastic processes and depth(time) invariance of the error rates.
For the proxy series with chronologies constructed using a combination of annual layer counting and time markers (tie points) t k , k ∈ {1, ..., K}, such as volcanic sulphate peaks or tephras with ages known to a specific precision (σ k ), a two-step procedure was implemented. The first step involved an MCMC simulation of M perturbed sets of tie points t m The error rates {Θ 1 , Θ 2 } were estimated for each particular proxy archive. In the framework the counting procedure is defined, for each point t i of the true unknown time-scale the uncertainty of the modelled time-scale follows the Skellam distribution with parameters {λ 1 , λ 2 } = {(t s − t i )Θ 1 , (t s − t i )Θ 2 } where (t s − t i ) denotes the time lapse between t i and a counting start point t s (Comboul et al., 2014) . For a symmetric error rate Θ 1 = Θ 2 and (t s − t i ) large enough, it converges to a normal distribution N (0, λ 1 + λ 2 ). The error rates can therefore be estimated as
where for a particular proxy archive δt max = argmax k (t k+1 − t k ), k ∈ {1, ..., K − 1}, or the entire length of the chronology, and ∆ t denotes an estimated largest offset of the reported time-scale from the unknown true time-scale. For the majority of records we estimated the type 1 and type 2 error rates using the authors reports on the tie point used and uncertainty of the Table A2 . List of the tree ring records. A few records as of submission not yet archived online, and these will be available through (PAGES 2k Consortium, 2017).
Whenever latewood density was available this was favoured over other variables. Table A3 . List of the data from the PAGES2k database that was not used in this study. 
