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Humans and animals routinely encounter competing pieces of information in their 
environments, and must continually select the most salient in order to survive and behave 
adaptively. Here, using computational modeling, extracellular neural recordings, and focal, 
reversible silencing of neurons in the midbrain of barn owls, we uncovered how two essential 
computations underlying competitive selection are implemented in the brain: a) the ability to 
select the most salient stimulus among all pairs of stimulus locations, and b) the ability to signal 
the most salient stimulus categorically.  
We first discovered that a key inhibitory nucleus in the midbrain attention network, 
called isthmi pars magnocellularis (Imc), encodes visual space with receptive fields that have 
multiple excitatory hotspots (‘‘lobes’’). Such (previously unknown) multilobed encoding of 
visual space is necessitated for selection at all location-pairs in the face of scarcity of Imc 
neurons. Although distributed seemingly randomly, the RF lobe-locations are optimized 
across the high-firing Imc neurons, allowing them to combinatorially solve selection across 




Next, we discovered that a ‘donut-like’ inhibitory mechanism in which each competing 
option suppresses all options except itself is highly effective at generating categorical 
responses. It surpasses motifs of feedback inhibition, recurrent excitation, and divisive 
normalization used commonly in decision-making models. We demonstrated experimentally 
not only that this mechanism operates in the midbrain spatial selection network in barn owls, 
but also that it is required for categorical signaling by it. Moreover, the pattern of inhibition in 
the midbrain forms an exquisitely structured ‘multi-holed’ donut consistent with this network’s 
combinatorial inhibitory function (computation 1).  
Our work demonstrates that the vertebrate midbrain uses seemingly carefully 
optimized structural and functional strategies to solve challenging computational problems 
underlying stimulus selection and spatial attention at all location pairs. The neural motifs 
discovered here represent circuit-based solutions that are generalizable to other brain areas, 
other forms of behavior (such as decision-making, action selection) as well as for the design 
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1.1 Selective attention: Background and early theories 
At any given instant, our brain is bombarded by a vast amount of information. It is estimated 
that the human retina by itself sends an astonishing 107 to 108 bits per second to the brain [1]. 
Not all of this information is relevant to guide our behavior. More importantly, our brain has 
limited energetic and computational resources making it impossible to analyze all of this 
information [2-6]. Much of the information received through our sensory organs is ‘ignored’, 
and only relevant pieces of information are selected and processed further. Attention is the 
process of selecting the most relevant information at each instant, and preferentially 
processing it to guide our behavior. A common analogy used to depict this concept is that 
attention is an informational bottleneck (Figure 1.1), allowing only a select subset of all the 
information received to enter our short-term working memory, and to guide our behavior.  
Figure 1.1: Attention as an 
information bottleneck.  
The brain receives multiple 
pieces of information through 
sensory inputs, but only a subset 
of it is selected and passed 
through the bottleneck for further 





Several pieces of experimental evidence support the bottleneck theory of attention. 
Some of the earliest support comes from experiments by Donald Broadbent, an influential 
psychologist, who proposed the ‘filtering theory’ of attention in 1958 based on a dichotic 
listening task [7]. He had participants wear headphones and listen to two separate messages in 
each ear. They were instructed to pay attention to the message in one ear and ignore the 
message in the other. After the task, he probed the participants about the two messages and 
found that subjects performed poorly when asked for details about the message in the ignored 
ear, but did very well on details regarding the message in the attended ear. Based on this, he 
proposed that whereas information relevant to behavior passes through for further processing, 
that which is irrelevant is filtered out, ignored and ‘lost’ (Figure 1.2A).  
 
Figure 1.2: Theories of attention.  
(A) Filtering theory of attention: The selected piece of information is passed through the 
bottleneck and other irrelevant pieces are blocked out. (B) Attenuation theory of attention: 
The selected piece of information is passed through the bottleneck and the other irrelevant 
pieces are also passed through, but only after initially attenuating them. Figure obtained 
from https://www.simplypsychology.org/attention-models.html 
 
However, Broadbent’s filtering theory fell short in the aspect of what happens to the 
ignored pieces of information. In contrast to his original proposal, follow up experiments 
revealed that participants were capable of recollecting information from the unattended ear 
too depending on what the message in that ear was [8-10]. For instance, if the message was 
the name of the participant, or if the message was relevant to the message in the attended ear, 
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the participants were able to recollect that information. If unattended information is lost, how 
are participants able to recollect the information from the unattended ear?  
To explain this, Anne Treisman proposed the ‘attenuation theory’ of attention. She 
suggested that the ignored pieces of information are also passed through the bottleneck, but 
only after their representations are ‘attenuated’ (Figure 1.2B; [11]). The irrelevant pieces of 
information are not fully lost in the process of filtering, but are available in case they may 
become relevant later. A standard example of this is the ‘cocktail party problem’. Imagine you 
are at a cocktail party and talking to your friend in the midst of all the chatter in the hall. 
Humans do a very good job of ignoring the background chatter and specifically listening to 
the person they are speaking to. But imagine if someone were to call your name. Your brain 
is immediately able to pay attention to such a stimulus despite the ongoing background chatter. 
Such behavioral phenomena are supported by the attenuation theory of attention but not the 
filtering theory of attention. Through the selective processing capability that attention bestows, 
our brains are able to navigate through the cacophony of information at each instant and 
reliably guide behavior.  
Attention can be divided into distinct types depending on what drives it and how it is 
deployed.  
(a) Based on whether or not orienting movements of the eyes/ears and head are involved 
during attention, it can be classified as ‘overt’ vs. ‘covert’ attention [12]. Overt attention 
is the process of allocating attention to a particular location through orienting 
movements of sensory organs that bring the target to the center of the ‘gaze’. Covert 
attention is the process of directing attention without explicit physical movements of 
the sensory organs, but by mentally shifting attention on the target.  
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(b) Based on whether an observer is allocating attention to a target voluntarily or 
reflexively, attention can be either ‘endogenous’ (also called top-down attention) or 
‘exogenous’ (also called bottom-up attention) [12]. Endogenous or top down attention 
is when an observer willfully directs attention towards a target. Exogenous or bottom 
up attention is driven by the (sudden) appearance of a novel, relevant stimulus in the 
surroundings. Whereas the former is goal driven, the latter is driven by external stimuli 
in the sensory world.  
(c) Based on whether attention is allocated in a spatially dependent manner or not, it can 
be divided into ‘spatial attention’ versus other forms such as ‘feature-based attention’, 
‘object-based’ of ‘non-spatial’ attention [12]. Spatial attention is the direction of 
attention (either covert or overt) to a particular location in the world independent of 
the features of the target occurring there. Feature-based attention is the direction of 
attention to a particular feature (such as color, contrast etc.) independent of spatial 
locations. Object-based attention is the direction of attention to a particular object, 
such as a house when overlapping translucent images of houses and trees are 
presented. Non-spatial attention includes the direction of attention to mental 
concepts, for instance attending to the memory of yesterday’s movie while ignoring 
the ongoing lecture in class. 
Even though attention is classified into multiple types based on these various factors, they 
are not mutually exclusive. For instance, studies have shown that overt and covert attention 
can interact: the allocation of covert attention is typically (though not always) followed by and 
aids overt attention [12-14]. Endogenous and exogenous control of attention have been shown 
to interact with and facilitate each other during vigilant behavior [15]. Similarly, feature based 
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attention and spatial attention can interact with each other (for instance, searching for 
someone wearing a black shirt on one side of a crowded room) [16, 17].  
In sum, it is easy to see how selective attention can be essential for survival and adaptive 
behavior. Humans and animals continuously navigate situations that are potentially dangerous 
and contain threats to their survival (imagine prey animals in the wild looking out for potential 
predators; or imagine crossing the street and looking out for oncoming vehicles). In the face 
of the brain’s limited processing capacity, attention becomes an especially important and 
essential computation to ensure the survival of species [18]. Detailed investigations over the 
past half-century or so have revealed several insights into the neural correlates of attention 
and the ways in which selected information is preferentially represented and processed. I will 
summarize these next.  
1.2 Effects of attention  
Attention operates in multiple ways to improve the signal-to-noise ratio (SNR) of the 
representations of the selected stimulus. In the last few decades, numerous studies have 
highlighted the effects of attention on neural responses. It is well known that attention 
modulates activity by increasing the firing rates of neurons encoding for the attended stimulus 
(also called as an attentional gain of responses). Such gain modulation of responses results in 
a direct increase of SNR of the attended stimulus [12, 19-24].  
Neurons have inherent variability in their responses to repeated presentations of the 
same stimulus. Another mechanism through which attention improves the SNR is by reducing 
such variability in a neuron’s response across trials (quantified via the so-called fano-factor), 
when attention is directed to the preferred input (or receptive field, RF) of the neuron. Such 
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reduction in response variability can help a downstream decoder to read out the activity more 
accurately [25-27].  
Additionally, attention also reduces correlation in responses among neurons encoding 
the attended stimulus (this is termed as noise correlation). Neurons encoding for the same 
stimulus typically share some variability. Such reduction in correlated variability makes 
information theoretic sense, since it reduces the mutual information among neurons and 
makes their responses more independent from one another. This increases the overall 
informational capacity of the neuron population. Such decorrelation also aides a downstream 
decoder to read out the information from a population of neurons more accurately [28-31].  
The above mechanisms of attention primarily operate on the spiking activity of 
neurons. Attention also modulates non-spiking neural responses, specifically, the local field 
potential (LFP) – the low frequency voltage changes representing the aggregate or population 
activity within a small patch of neural tissue. Attention has been shown to increase the 
synchrony in these low-frequency oscillatory responses of neuronal populations encoding an 
attended stimulus, particularly in the gamma band frequency (25-140 Hz) [32, 33]. Such 
synchronization can ensure that a downstream decoder is able to read out the activity related 
to the attended stimulus more efficiently, since it receives stronger input (simultaneous input 
from a larger number of neurons) [33]. This leads to gain modulation of the activity of 
downstream neurons, in-turn increasing the SNR of their responses [34]. Studies have also 
reported that along with an increase in the synchrony in the gamma band frequency, there is 
a reduction in the alpha and beta band synchrony between neurons [33, 35, 36]. Typically, 
synchrony in those bands is associated with inhibitory activity. Some studies have found an 
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increase in the synchrony in alpha and beta bands among neurons encoding for distractors, 
thus suppressing them [37, 38]. 
Finally, attention increases the efficacy of communication between neurons across 
brain areas encoding for the attended stimulus. While paying attention, it is important that the 
brain area encoding the task rule (internal goals) efficiently communicates the rule to the parts 
of the brain that deploy attention. Studies have found that neurons with overlapping RFs in 
the PFC and visual areas such as V4 have higher phase locked spike-spike and spike-LFP 
activity. This increase in phase locking ensures that the activity from the first area reaches the 
second area during a time window that is most efficient at driving neurons in the second area, 
thus enhancing the communication between the two areas [39].  One key difference between 
the gamma band synchronization in the local areas vs. cross-area synchronization is the phase. 
In local areas, the phase lag is zero since all neurons spike together. In cross-area 
synchronization, the phase lag is non-zero reflecting the time required for spikes to travel form 
the first area to the second. Multiple studies across species [32, 36, 40-45] have provided 
evidence of increased synchrony as a correlate of increased interareal communication. Note 
that such local as well as cross-area increases in gamma band activity are not unique to 
attention; they also play a role in other contexts: respectively, encoding sensory stimulus 
properties [46], and encoding other behavioral states (for instance, memory [47, 48]).  
It is clear that these neural mechanisms of selective attention can help highlight and 
improve the representations of the information that is most important/relevant to behavior 
at any instant. However, an essential question underlying the direction of attention is, “How 
does the brain decide and select at each instant, which piece of information is most relevant, 
and which pieces are unimportant and to be ignored (or attenuated)?”  In other words, what 
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are the neural computations that subserve selection for attention, and how are they 
implemented in neural circuits? Despite the long history of the neurobiological research on 
selective attention, this fundamental question relating to the control of the attentional locus 
remains largely unanswered.  
1.3 Competitive selection, salience maps and priority maps 
A framework for thinking about how competition among the various pieces of information 
and selection of the target of attention might occur comes from theoretical work on the 
salience (priority) map.  This concept arose from the study, specifically, of selective spatial 
attention, i.e., the problem of identifying the location in the world that contains the most 
important information for behavior at any instant, but is now thought to apply more generally.  
1.3.1 What is a saliency map? 
The concept of a saliency map was first described in a seminal paper by Koch and Ullman 
[49]. Saliency was defined to be a property that depends on the relative distinctiveness (or 
conspicuousness) of ‘targets’ in a scene. Imagine a simple example where you are driving down 
the road and you approach a red traffic signal. The red traffic light would likely be the most 
conspicuous target (at that instant) that guides behavior - you bring your car to a stop. 
However, imagine instead that you hear the sound of tires screeching nearby just as you are 
slowing down. The sound of screeching tires would supersede the traffic light as the most 
conspicuous target and guide behavior - you move over to a parking lane to avoid a potential 
collision. So the same target, the traffic light in this example, is the most salient in one context 
and not in another, because of the relative distinctiveness of the objects in the surrounding. 
Salience in a scene is the property of assigning a value (a number) that represents the relative 
‘importance’ (or conspicuity) of various targets in that scene. The core idea was that targets 
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that are more conspicuous and stand out in comparison to others are selected and passed 
through the attentional bottleneck, i.e., selected. Consequently, the computation of the relative 
importance and subsequent selection of the targets are generally thought to be a ‘pre-attentive 
stage’ of information processing. The ‘post-attentive stage’ of processing involves enhancing 
the representations of the selected stimuli (using attentional mechanisms described in section 
1.2) and using the enhanced representations to further guide behavior. 
1.3.2 Implementation of the saliency map as a computational model 
Koch and Ullman [49] proposed that the saliency map is obtained from a number of spatially 
aligned maps of features such as color, orientation, contrast, direction of movement etc. 
(Figure 1.3A). Each of these maps encodes space topographically (i.e. nearby ‘units’ or 
‘neurons’ in the map encode for nearby locations in sensory space, and there is a systematic 
one-to-one ordered relationship between the locations in the sensory space and the units 
encoding for those locations in the feature maps). In each of these feature specific maps, 
locations in the maps compete with one another and the ‘most important’ location for that 
feature map is identified based on which location wins this competition. These individual 
feature dependent maps are then normalized and combined together to obtain a final feature-
independent saliency map.  
In Koch and Ullman’s paper, the saliency map was a conceptual proposal with no 
model-based implementation (Figure 1.3A). In follow up work, the saliency based model was 
implemented for rapid scene analysis (Figure 1.3BC) [50]. The input to the model is a 2D 
image and the output is also a 2D matrix (dimensions of the matrix are the same as that of the 
image). The scalar values in the output matrix represent the conspicuity of each object (or 
pixel) in the input image. The scalar value is higher for objects or pixels that are different than 
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surrounding objects or pixels in the input image. The first step is to extract features such as 
colors, intensity, and orientation in the image across multiple scales. Then a center surround 
difference operation is implemented on the extracted feature maps to measure how different 
a pixel is with respect to its neighboring pixels (Figure 1.3C). Since each feature map has its 
own set of units, they cannot be combined directly; they need to be normalized first. A 
normalization operation is used to bring all the maps to the ‘same frame of reference’. Once 
the normalization is done, all the feature maps (across scales) are combined using a linear 
combination operator to obtain the saliency map (Figure 1.3B). Note that whereas each feature 
map has information about how salient each location is with respect to that particular feature, 
the final saliency map encodes for the saliency based on a combination of all features. Hence 
it encodes for information about the relative saliency of each location in a feature-independent 
manner. Once the saliency map is obtained, a winner-take-all (WTA) operation (a maximum 
operation) determines which location is the most salient in the input image to direct attention.  
Following the identification of the most salient location, the direction of attention to 
it and the processing of information there, an inhibition of return (IOR) mechanism (which 
suppresses the salience of the currently attended location in the next iteration of computing 
saliency) is used to direct attention to the second most salient location. This IOR operation is 
an essential component of the model, because without it, in every iterative step, the same 
location of the image is computed as the most salient location and the viewer’s attention is 
stuck at the same location of the scene without any update. The IOR operation in the model 
is motivated from psychophysical experiments in humans that showed that observers take 
longer to discriminate or recognize patterns in locations that they had been previously cued 




Figure 1.3: Saliency map.  
(A) The original saliency map proposed by Koch and Ullman. Multiple feature maps are 
combined to obtain a central representation of the relative saliency of each location. (B) 
Saliency map as proposed in subsequent work. Feature maps are obtained from the original 
image across multiple scales using a center-surround difference. These maps are 
normalized and linearly combined to obtain the final saliency map. (C) An example 
showing the feature map and normalization operator on the original image. Figures adapted 
from [49, 50]. 
 
This step-by-step process of (a) determining the most salient location and directing 
attention to it, (b) inhibiting return to it and (c) directing attention to the next most salient 
location from the updated saliency map is iteratively applied to scan an image. The authors 
showed that the saliency map was able to achieve human level performance for a number of 
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pop-out tasks and was able to select objects of interests (such as faces, buildings, vehicles) as 
the most important locations in natural images.  
Although originally implemented to handle visual inputs (specifically, 2D images), 
studies have highlighted how the saliency map generalizes across sensory modalities, and can 
be adapted to represent auditory stimuli in the scene. One proposal was to treat the 
spectrogram of an auditory stimulus as the 2D image (the auditory image) from which the 
salience is computed [54]. However, time and frequency components of an auditory stimulus 
are not equivalent, since temporal information carries a lot of weight for an auditory stimulus 
[55]. The first model for auditory salience computation that was not based on the visual 
saliency map used features based on predictive coding to detect temporal saliency [56]. 
Whereas temporal saliency in an auditory stimulus is a key feature for directing the attention 
based on auditory stimuli, in the context of my dissertation, I focus on mechanisms of 
selection of the most important stimulus (visual or auditory) at a given instant. 
 
1.3.3 What is a priority map? 
At any instant, sensory (‘external’) information is not the only kind of information our brains 
receive (for instance, whether the traffic light was red). They must also handle information 
from stored memory, and information from the internal states and our voluntary goals (for 
instance, one’s goal to turn right at a traffic light at a free-right intersection). Since salience is 
defined as the set of physical features of sensory stimuli, or ‘bottom-up’ features, that make 
them stand out (how bright a stimulus is, how loud a sound is, how fast an object is, etc.), the 
saliency map, therefore, does not include any goal driven information that the observer might 
have. For example, the observer might be specifically interested in searching for a person with 
black shirt in a crowd. In that case, the color black is ‘more salient’ just because of the goal 
 13 
 
driven nature of the task, even though black may not be salient, per se, as a bottom-up feature 
in the scene. The term used to denote the relative conspicuity of targets from a top down 
perspective is ‘relevance’. Priority, then, is defined as the combination of stimulus salience and 
stimulus relevance. A modified version of the saliency map in which goal driven biases 
(relevance information) modulates feature maps is called the priority map. In other words, the 
priority map generalizes the idea of a salience map to include the critical influence of internal 
goals, i.e., ‘endogenous’ or top-down information [57-59].  
The original saliency (priority) map model and its numerous adaptations have proven 
very useful in engineering applications. They have been applied to various applications such 
as target tracking for moving robots [60], surveillance systems [61], predicting eye movements 
[62] and more.  
1.4 Priority maps in the brain 
Whereas ideas of priority maps arose from theoretical considerations of competitive selection 
for attention, and saw successful engineering applications, their original goal was to provide a 
framework for how brains might competitively select a target among distracters. Detailed 
neurobiological investigations over the years have revealed the presence of priority maps in 
the brain. The prerequisite properties that neurons in a brain area must exhibit for it to serve 
as a priority map for spatial attention are: 
a. The brain area should encode space in an ordered (topographic) manner. 
b. The neurons in this brain area should encode the salience/priority of each stimulus. It 
should not be tuned to specific stimulus features that are not intrinsically salient, such 
as orientation, color, sound frequency, direction of motion etc. even though it should 
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receive information from multiple features (much like the final saliency map receives 
input from the feature maps). It is also important that it receives top down information 
for the computation of the priority map. 
c. Activating neurons (increasing their spiking rate) encoding for locations in a particular 
portion of the space map should increase the probability of selecting a target when it 
is presented in that portion of the space map. 
d. Conversely, inactivating neurons encoding for locations in a particular portion of the 
space map should decrease the probability of selecting a target when it is presented in 
that portion of the space map. 
One set of brain regions which immediately become the usual suspects for encoding 
saliency and priority are the regions in the dorsal pathway (the so-called ‘where’ pathway) 
which encode the spatial location information of the stimulus (Figure 1.4A; [63]). (The ‘where’ 
pathway is distinguished from brain areas in the ventral (‘what’) pathway that encode 
information about object identity and its details (Figure 1.4; [63]).) In the context of visual 
spatial attention, based on the pathway whose inputs begin in the retina and outputs end in 
eye movements, candidates that were thought to contribute to the implementation of priority 
maps were lateral geniculate nucleus (LGN), primary visual cortex (V1), visual area V4 in the 
extrastriate cortex, the lateral intraparietal cortex (LIP) located in the intraparietal sulcus, the 
pulvinar located in the thalamus, frontal eye fields (FEF) located in the frontal cortex, and the 
superior colliculus (SC) located in the midbrain. (Figure 1.4B; [64]). I will consider in detail, 
the LGN and the SC, two areas that serve, in parallel, as the first stops for visual information 
from the retina on the way to the rest of the brain. Additionally, these two areas illustrate a 
key contrast: one of them (SC) encodes a priority map, and the other (LGN) does not, thereby 





Figure 1.4: Visual pathways in the brain.  
(A) The dorsal (where) and ventral (what) pathways. Figure adapted from lecture notes of 
Nervous system 1 offered by Dr. Stewart Hendry at JHU. (B) Visual pathways that 
originate from the retina input to the eye movements output. Figure adapted from [64].   
 
1.4.1 Lateral geniculate nucleus (LGN)   
In the original paper [49], the saliency map was proposed to be localized in LGN and V1, 
making them potentially important sites to investigate the locus saliency and priority 
representation in the brain. More than 80% of the axons of the ganglion axons that originate 
in the retina send their axons to the LGN. The other targets of the retinal ganglions axons 
include the hypothalamus and the superficial layers of the SC [65]. The primate LGN is a 
layered structure and each layer mainly receives inputs from one of three classes of ganglion 
cells (koniocellular (K), magnocellular (M) or parvocellular (P)). Most of the LGN neurons 
innervate the primary visual cortex V1. Axons from the retina terminate in the LGN in an 
orderly fashion resulting in a topographic map of visual space (thus meeting the key feature 
(a) described above). (In vertebrates, majority of the axons from the RGCs cross over the 
midline through the optic chiasm to the neurons in the contralateral LGN. As a result, starting 
from the LGN, there is a contralateral heavy representation of sensory information that carries 
through, until higher order areas that integrate information from both hemifields.) Even 
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though the LGN is early in the hierarchy of the visual pathway, the visual information is well-
organized, making it a potential candidate area for encoding the saliency map.  
The traditional view of LGN is that of a relay station of the visual information from 
the retina to the visual cortex, with most of the cognitively demanding computations thought 
to be performed in the cortex [66, 67]. However, Francis Crick had suggested that the LGN 
and the collection of GABAergic inhibitory neurons around it (called thalamic reticular 
nucleus; TRN) might play the role of directing top down attention to the rest of the brain [68]. 
Till recently, due to technical limitations in recording neural data, it was difficult to test this 
hypothesis. However, with the advent of new techniques, recent research has shown that the 
LGN may play a more important role in cognitive control during demanding tasks than just 
relaying information to and between cortical areas. Studies in monkeys [69], humans [70], and 
rodents [71] have shown that LGN neurons are involved in the modulation of neural 
representations by attention.  
However, despite these interesting findings of the role of LGN (and TRN) in 
attention, they can be ruled out as the sites encoding saliency or priority maps because they do 
not exhibit a requisite feature: LGN neurons are not insensitive to stimulus features such as 
luminance, contrast and color, but rather are tuned to them [72]. This results in the inability 
of LGN neurons to signal net saliency (uncontaminated by the encoding of specific feature 
values).  
Based on similar arguments and experimental evidence, it is now clear that other early 
sensory areas such as V1/A1, V4, etc. do not encode salience maps [64]. By contrast, it is well 
established that the FEF, LIP, and SC encode not just salience maps, but maps of stimulus 
priority [73-76].   
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1.4.2 Superior colliculus (SC/OT): a sensorimotor hub  
 
The superior colliculus (SC, called optic tectum, OT, in birds and other non-mammals) is a 
sensorimotor hub that is conserved across vertebrates. It has mutually aligned topographic 
maps of sensory and motor space [75, 76]. SC neurons encode the saliency and relevance of 
stimuli, and are not tuned to specific, intrinsically non-salient features such as color, 
orientation etc. Additionally, the SC has also been shown to play a critical role in the control 
of spatial attention. It, therefore, satisfies all of the requisite properties for a brain area to 
encode priority maps described at the start of section 1.4. For this reason, I focus the next few 
sections on covering the various studies that have highlighted the anatomical and functional 
properties of the SC. Since my thesis work is in barn owls, I also discuss key findings of studies 
in the avian homologue of the SC, i.e., the OT. 
Studies in mammals and birds have shown that the SC is a layered structure. The layers 
can be classified into two divisions, the superficial versus intermediate-deep layers based on 
their anatomical connectivity and functional properties. Such a layered structure and the 
functional subdivisions are preserved across vertebrate species [20, 76-79]. In mammals, the 
superficial layers are formed by the top 3 layers and the intermediate-deep layers by the bottom 
4 layers [79]. In birds, the superficial layers consist of layers 1-10, and the intermediate-deep 
layers, 10-15 [77]. Layer 10 is shared between the superficial and the deep layers [79].   
The superficial layers of the SC/OT, referred to as SCs/OTs, receive input primarily 
from the retina and visual forebrain areas (striate and extrastriate areas in mammals [65, 78-
81], and visual hyperpallium in birds [79, 82]). They send output primarily to ‘visual’ subcortical 
areas. In mammals, this includes the LGN and the pulvinar, which connect to the cortical 
areas. In birds, it includes the LGN (which connects to the visual hyperpallium) and the 
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isthmo-optic nucleus (ION; the source of majority of the inputs from the brain back to the 
retina in birds) (Figure 1.5). Through these feedback projections, the SCs/OTs is able to 
received, send and modulate visually-related activity from and to the retina and cortical areas.  
 
Figure 1.5: Subdivisions of the mammalian SC and the avian OT.  
Input and output areas to the subdivisions are shown. The superficial areas primarily 
encode visual information and are anatomically connected to visual areas. The deeper 
layers encode multisensory and motor information and are connected to various nonstriate 
and subcortical areas. Figure adapted from [79]. 
 
Unlike the superficial layers, which have input-output connections primarily with visual 
regions in the other parts of the brain, the connections of the intermediate-deep layers provide 
it with more rich information. The intermediate-deep layers of the SC/OT, referred to as 
SCid/OTid, receive multisensory and motor-related information from the forebrain areas and 
the brainstem [79]. In both mammals and birds, these include the acropallial gaze fields (AGF; 
avian functional homologue of FEF) [83], substantia nigra pars reticulata and sensory areas of 
the brainstem [84-88]. Additionally, in mammals, LIP also sends information to the SCid, 
which sends output to the pulvinar and thalamus, which then route information to the 
forebrain areas. The avian OTid sends output to the nucleus rotundus (ROT; a nucleus in the 
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avian thalamus), which connects to the forebrain. Both mammalian SCid and the avian OTid 
send output to the motor output areas of the brainstem [65]. 
1.5 Role of SCid/OTid in selection and attention  
In primates and other mammals, the study of selective attention has primarily been focused 
on fronto-parietal brain areas (FEF and LIP), which are not as well-developed in all non-
mammals. On the other hand, not only do all vertebrate brains possess the SC (called OT in 
non-mammals, as described above), but the SCid has been shown to play a critical role in the 
control of spatial attention. We note that whereas the SCid plays a dedicated role in directing 
spatial attention, fronto-parietal brain areas are involved in other forms of selective attention 
as well (feature-based, object-based, non-spatial), and in other cognitive tasks.   
1.5.1 Sufficiency (activation studies)  
Contrary to traditional thinking that selective spatial attention is controlled exclusively by 
fronto-parietal networks, numerous recent studies have revealed an equally critical role for the 
SCid in spatial stimulus selection and spatial attention.  
Studies have shown that focally activating the SCid (increasing the activity of neurons 
within a small patch of SCid tissue) results in spatially specific selection enhancements. 
Subthreshold electrical microstimulation of SCid neurons increases the probability of selecting 
or pursuing (following with eye movements) a target presented inside the spatial RFs of the 
stimulated SCid neurons [89]. The microstimulation is ‘weak’ (or sub-threshold) because it 
does not, by itself, induce spikes. Rather, it serves as bias to increase spiking activity of neurons 
by bringing their membrane potential closer to spiking threshold. In one study, authors 
showed that activation of SCid neurons could act in place of a spatial cue to bias attention 
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towards a particular location. In addition, weak stimulation of a portion of the SCid space map 
improved the ability of monkeys to detect a small change in the information content of a target 
stimulus presented inside the RF of the stimulated neurons [90]. No such improvements were 
found when the target was outside the RFs of the stimulated neurons. Similar results were also 
found in another study where monkeys performed covert attention task [91]. This suggested 
that the SCid might also play a role in covert attention, and that the execution of covert and 
overt attention might share a common neural mechanism - a group of SCid neurons called 
visuomotor neurons. These studies together provide convincing evidence that activating SCid 
neurons increases the probability of target selection specifically when it is located inside the 
region encoded by those neurons.    
1.5.2 Necessity (inactivation studies) 
Whereas the above studies have shown that activating SCid neurons increases the probability 
of selecting a target, thereby establishing SCid’s sufficiency for attention control, studies 
involving silencing, or ‘inactivating’, the SCid have demonstrated the necessary role the SC 
plays in spatial attention.   
A 2004 study in monkeys investigated the role of SC in saccade target selection by 
focally suppressing the activity of SCid neurons (using lidocaine, a sodium channel blocker or 
muscimol, a GABA agonist) [92]. Monkeys performed a color-oddball task by making a 
saccade to the one stimulus with a color different from that of three other stimuli of the same 
color. The monkey made significantly higher errors when the target was located inside the RFs 
of the inactivated SCid neurons. The monkey’s ability to saccade to the target was unaffected 
when the target was presented inside the RF of neurons in the unaffected parts of the SCid 
(Figure 1.6).  Additionally, such a deficit was only present when the monkey had to select the 
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target in the presence of distractors. Its ability to make saccades to a single stimulus presented 
inside the inactivated region was unaffected. Therefore, the performance deficit was not due 
to an inability to ‘see’ the stimulus, or to execute eye movements to it, but rather due to deficits 
in selecting a target in the presence of distractors. This role of SCid was shown to be especially 
critical when the difficulty of the task was high, further demonstrating that the SCid played a 
role in overt target selection. 
 
 
Figure 1.6: SCid is required for overt target selection.  
(A) Monkeys performed a saccade target selection task where they selected the odd colored 
target in the presence of distractors, and made a saccade to it. A portion of the SC space 
map corresponding to one of the four locations was focally inactivated. (B) When the target 
was located in the affected portion, the monkey’s performance accuracy decreased (top 3 
panels). Performance remained unchanged when the target was outside the affected field 
(bottom 3 panels). Figure adapted from [92]. 
 
Convincing evidence that SCid is also required for covertly selecting a target was 
presented in 2010 [93]. In this task, monkeys were required to fixate on a central dot 
throughout the trial and cued to attend to one of four locations using a color ring. Next, stimuli 
consisting of stochastically moving dots appeared briefly in each of the four locations. The 
cue then disappeared. Following a delay, the dots in the cued location and the location 
diametrically opposite to the cued location exhibited coherent directional motion. Then the 
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stimuli disappeared and 4 response boxes appeared. The task for the monkey was to make an 
eye movement to the response box corresponding to the direction of coherent motion of the 
dots in the cued location (while ignoring the foil stimulus’ direction). The clever design of the 
task allowed the authors to dissociate the location of covert attention (which depended on 
which location was cued) and the location of eye movements (which depended on which 
direction the cued stimulus moved). The monkeys performed very well (~75% correct 
responses) on this fairly complicated task (Figure 1.7A).  
 
Figure 1.7: Scid is required for covert target selection.  
(A) The task. Monkeys were cued to attend to one of four locations and respond with eye 
movements based on the direction of motion of dots at the cued location. (B) Performance. 
The performance of the monkeys was worsened if the cued location was affected. Monkeys 
made more eye movements based on the foil stimulus and ignored the cued stimulus when 
the cue fell inside the affected region (left two panels). Performance remained unchanged 
when the target was outside the affected field (right 2 panels). Figure adapted from [93]. 
 
Next, the authors inactivated portions of the SCid space map corresponding to one of the 
four locations using muscimol, and discovered very similar effects in this covert attention task 
as in the previous study of overt target selection. The performance of the monkeys was 
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degraded when the cued location was inside the RFs of the inactivated SCid neurons (Figure 
1.7B). Additionally, even though there were minor motor deficits in the affected region, it 
could not explain the behavioral deficits in target selection. Indeed, such target selection 
deficits were also found in a version of the task that used button-press instead of eye 
movements as responses to the task. This was the first study demonstrating that SCid was 
required for covert target selection.  
The above microstimulation and silencing studies have demonstrated a causal role for 
the SCid in target selection in both covert and overt attention tasks. But what are the 
computations that take place in the SCid to implement target selection? Work over the past 
10 years in birds, specifically, barn owls, but also pigeons and chicks, have started to yield 
insights.  
1.6 Barn owl midbrain attention network  
The midbrain attention network is composed of two components. One component is the 
multilayered optic tectum (SC/OT). The other is the isthmic complex satellite to the SC. It 
includes two specialized satellite isthmic nuclei - the GABAergic isthmi pars magnocellularis 
(Imc), and the cholinergic isthmi pars parvocellularis (Ipc). 
The OT is a 15-layered structure in birds, and has been shown, across the layers, to 
contain topographic maps of visual space (layers 1-10), and multisensory and motor space 
(layers 11-15), for locations in the contralateral hemifield. Specifically, spatial azimuth is 
encoded along the rostrocaudal axis of the OT, and spatial elevation is encoded along the 
mediolateral axis (Figure 1.8A-C).  The sensory and motor maps are mutually aligned. (I will 
discuss the isthmic complex starting section 1.8).  
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Barn owls are multisensory specialists, possessing high acuity visual as well as auditory 
systems, making it possible to study spatial selection and attention across different sensory 
modalities and potentially eludicate circuit mechanisms that generalize and are sensory-
modality independent. Additionally, a biological feature of barn owls is that their eyes and ears 
are virtually immobile in their heads. Due to this feature, the visual and auditory maps of a 
barn owl are always aligned. Therefore, an experimental setup where the head is immobile 
virtually fixes the topographic maps of visual and auditory space allowing reliable multisensory 
measurements from specific portions of the space map that are not confounded by eye 
movements. These two characteristics of barn owls make them a particularly useful model to 
study the neural basis of spatial computations. 
 
 
Figure 1.8:  Space coding in the barn owl.  
(A) Azimuth and elevational encoding of space using double pole coordinate system. (B) 
The topographic map of the barn owl midbrain. Azimuth is encoded systematically along 
the rostrocaudal axis and elevation is encoded along the mediolateral axis. +ve; upper 
elevational locations; -ve- lower elevational locations; i-ipsilateral space; c-contralateral 
space. (C) The inverted C shaped structure are the layers of the OT.  
 
1.7 Correlates of stimulus selection across space in the barn owl OT  
The presence of a precisely aligned topographic multisensory and motor space map in the 
OTid makes it an ideal site in the brain to study the mechanisms of stimulus selection. A series 
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of studies in birds in the past decade have revealed fundamental mechanisms that the midbrain 
uses to solve spatial stimulus competition and signal the highest priority location.   
A study in 2010 in head fixed barn owls revealed the mechanisms of global spatial 
stimulus selection in the OTid space map [75]. Neurons in the OTid were found to encode 
the salience of a stimulus in a featureless manner. A distant competing stimulus presented 
outside the RF of an OTid neuron was shown to suppress the responses of the OTid neuron 
to a stimulus presented inside its RF. The competitive inhibition operated in a modality 
independent manner (i.e., it didn’t matter if the competing stimulus was visual or auditory). 
The inhibition was long-range and extended well beyond the traditional center-surround 
inhibition (a competing stimulus well beyond 60˚ was able to suppress the responses of the 
OTid neuron). More interestingly, it was found that the strength of inhibition was strong nor 
matter the location of the competing stimulus as long as it was outside the OTid neuron’s RF 
(Figure 1.9AB). In other words, the competitive inhibition that mediates stimulus selection in 
the OTid space map was essentially location-invariant, allowing for the selection of the highest 
priority stimulus no matter where it occurred in the OTid space map. (A major part of my 
dissertation (Chapters 2 and 3) focuses on the investigating the circuit mechanisms underlying 




Figure 1.9: Global competition in the OTid along.  
(A) azimuth, and (B) elevation. Left panels: Stimulus protocol used to measure the effect 
of the location of a stronger competing stimulus.  Right panels: Strength of inhibition due 
to the competing stimulus as a function of distance from RF center. The strength of 
inhibition is strong irrespective of the actual location of the competing stimulus. In other 
words, the stimulus selection in the OTid operates in a location-invariant manner. Figure 
adapted from [75].  
 
A follow up study characterized the nature of inhibition due to a competing stimulus 
by varying its strength [94]. The authors found that the responses of the OTid neuron 
decreased as the strength of the competing stimulus increased (Figure 1.10A-C). Of specific 
interest were a subset of OTid neurons that exhibited ‘switch-like responses (Figure 1.10C) 
(the remaining OTid neurons exhibited gradual responses). The switch-like responses had a 
high firing rate when the RF stimulus was stronger than the competing stimulus, and ‘switched’ 
to lower firing rates when the competing stimulus became stronger than the RF stimulus 
(Figure 1.10E). About 30% of the OTid neurons exhibit switch-like responses (Figure 1.10D). 
Additionally, the switch-value in the OTid responses depends on (and is roughly equal to) the 
strength of the RF stimulus (Figure 1.10E-G). This results in a flexible, and relative stimulus 




Figure 1.10: Switch-like and gradual neurons in the OTid.  
(A) Protocol for studying stimulus competition in the OTid. One stimulus of fixed strength 
was located inside the RF of an OTid neuron and a second stimulus was presented outside 
the RF. The strength of the competing stimulus was systematically varied while recording 
the responses of the OTid neuron.  (B-C) Responses of the OTid neuron plotted as a 
function of the competing stimulus strength showing. Responses can either be (B) gradual 
or (C) switch-like. (D) The number of switch like neurons are roughly equal to 30% of the 
number of gradual neurons.  (E) The switch-value of the OTid neuron depends on the 
strength of the RF stimulus. The responses of the OTid neuron switches from high to low 
when the strength of the competing stimulus exceeds the strength of the RF stimulus. (F) 
Response of an OTid neuron to two different values of RF stimulus strength. The switch-
value shifts when the RF stimulus becomes stronger by the same amount as the change in 
the RF stimulus strength (G) Summary of the shift in switch-value when the RF stimulus 
strength is shifted. They are roughly equal resulting in flexible relative-stimulus strength 
dependent stimulus selection. Figure adapted from [94]. 
  
The role of switch-like neurons is of specific interest in stimulus selection because of 
the advantages they yield in comparison to the responses of gradual responses. For instance, 
switch-like neurons result in higher discriminability in neural responses when the competing 
stimuli are close in strength [94]: As long as the stronger of the two stimuli is inside the RF of 
the OTid neuron, it fires at a high rate (even if the competing stimulus is close in strength,). 
This results in a (flexibly) categorical representation of the competing stimuli across the OTid 
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space map, with the two categories being sin > sout and sin < sout [95]. In other words, the OTid 
signals of the highest priority stimulus in a winner-take-all-like manner, a signal that is sent to 
the rest of the brain and the motor areas to guide attention or eye movements as required. 
Such switch-like responses can also explain the behavioral deficits (or improvements) seen in 
monkeys when neurons in the SCid space map are focally inactivated (or stimulated) [92] 
(Figure 1.6 and Figure 1.7).  
1.8 Imc: GABAergic mechanism for stimulus selection  
It is clear that response inhibition evoked by a competing stimulus is an essential part of 
generating switch-like categorical responses (or relative stimulus strength dependent inhibition 
more generally). However, the necessary long-range inhibition cannot come from within the 
SC: it has been shown that the SC only has short range, classical surround inhibition [96, 97]. 
The source of the inhibition turned out to lie in the other component of the midbrain attention 
network, namely the isthmic complex.   
The SC interconnects heavily with the two nuclei in the isthmic complex. One 
component of the GABAergic isthmic nucleus called the isthmi pars magnocellularis (Imc). 
The other component is a cholinergic isthmic nucleus called as the isthmi pars parvocellularis 
(Ipc)  (Figure 1.11A). The isthmic complex also hosts two other nuclei called the nucleus 
semilunaris (SLu) and disseminated nucleus (ID). In mammals the Ipc and SLu together form 
the parabigeminal nucleus. The role of the ID in stimulus selection is relatively unknown, and 
for this reason I do not discuss it further (The ID is thought to be important for cross 
hemispherical competition, but this is yet to be demonstrated.) In my dissertation, the 
functional logic of Imc (and to an extent the Ipc), along with the OT in service of stimulus 
selection, forms the focus of the investigations.  
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The components of the midbrain attention network are conserved across all 
vertebrates [79, 85-87, 98]. However, they are anatomically well separated in birds making 
recordings from different components of the network easier in birds. Hence they have 
primarily been studied in birds (barns owls, pigeons and chickens).  
The isthmi pars magnocellularis (Imc) is a GABAergic nucleus in the midbrain 
attention network. Its functional role was first described in turtles based on the anatomical 
connectivity with the OT [99]. In a study in chicks, Imc neurons were shown to receive focal 
inputs from neurons in layer 10 of OT (OT10). Imc neurons send back broad inhibition to 
OTid but specifically spare the portion of the space map from which they receive input 
resulting in a ‘donut-like’ anatomical connectivity (Figure 1.11B).  
Like the Imc, the Ipc neurons also receive focal inputs from neurons in OT10. 
However, unlike Imc, they send back focal amplification to neurons across all layers of the 
OT in the same portion of the space map that they receive input from (Figure 1.11B). 
Additionally, Imc also sends broad range inhibition to the Ipc. However, whether Imc axons 
spare a portion of the Ipc, like they do in OTid is unknown (Figure 1.11B). I explore this 
question and the role that it plays in stimulus selection in parts of Chapter 4 of this dissertation. 
The pattern of anatomical connectivity in the midbrain attention network is well suited 
to support stimulus selection in the OTid space map. The broad range inhibition from Imc is 
thought to facilitate distractor suppression, and the focal Ipc amplification is thought to 
amplify the RF target stimulus resulting in relative-stimulus strength dependent response 
profiles. Together the Imc and Ipc connectivity can explain the results found in previous 




Figure 1.11: Anatomical connectivity in the midbrain attention network.  
(A) Coronal section showing the components of the midbrain attention network. (B) Imc 
neurons receive focal input from OT neurons in layer 10. They send broad inhibition to 
OTid and Ipc. In the OTid, Imc spares inhibition to the portion of the space map they 
receive input from. Whether similar sparing of inhibition by Imc is also present in the Ipc 
is unknown. Ipc neurons receive focal input from neurons in layer 10 of the OT space map. 




The role of Imc as a source of competitive inhibition was first suggested based on its 
anatomical connectivity [99]. It was directly tested in a study that focally inactivated Imc 
neurons during stimulus selection, while simultaneously recording from OTid neurons to 
study stimulus selection [100]. As seen previously, the presence of a stronger competing 
stimulus outside the RF results in suppression of OTid responses to a stimulus presented 
inside its RF. This suppression is abolished when the Imc neuron encoding for the competing 
stimulus is focally inactivated using iontophoresis (with kynurenic acid, a pan-glutamate 
receptor blocker). The competitive inhibition returns to a strong level upon the recovery of 
the Imc activity, suggesting that the competing stimulus sends inhibition to the OTid neuron 
encoding for the target (Figure 1.12A-D).  
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More interestingly, Imc is also the source of the ‘switch-like’ responses in the OTid. 
Inactivating Imc abolishes relative stimulus strength dependent switch-like responses in the 
OTid. So the ability of the OTid to signal the strongest stimulus in a winner-take-all manner 
is a result of inhibition from the Imc (Figure 1.12E-G).  
 
Figure 1.12: Role of Imc in endogenous and exogenous stimulus selection in the OTid 
space map.  
(A-C) One stimulus is presented inside the RF of an OTid neuron, and a competing 
stimulus is presented at a distant location. Activity is recorded from the OTid and 
simultaneously the Imc neuron encoding for the competing stimulus when Imc is (A) intact, 
(B) inactivated and (C) recovered from inactivation. (D) Inactivation of Imc abolishes 
response inhibition driven by the competing stimulus. (E) Stimulus protocol used to 
measure the effect of stimulus strength on the response of OTid neuron. (F) The OTid 
neuron has a switch like response (left panel), which gets abolished when Imc is inactivated 
(middle panel), and becomes switch-like again when Imc activity is recovered. (G) 
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Summary showing that Imc is the source of switch-like (and gradual) responses in the 
OTid. (H) Stimulus protocol to study the role of Imc in endogenous stimulus selection. A 
stimulus is presented inside the RF of the OTid neuron and a distant AGF neuron is 
microstimulated, while simultaneously recording from an Imc neuron when its activity is 
(H) intact, (I) inactivated, and (J) recovered from inactivation. (K) Summary showing that 
AGF microstimulation results in endogenously driven response suppression at a distant 
OTid site, which gets abolished when Imc is inactivated, and returns when Imc activity is 
recovered from inactivation. Figure adapted from [100].  
 
Additionally, Imc is also required to mediate top-down (exogenous) stimulus selection 
in the OTid space map. The top down bias signals enters the OT through the AGF in a 
topographic manner. Microstimulation of AGF neurons (the AGF is the functional 
homologue of the mammalian FEF [83]) using sub-saccadic currents is shown to cause space 
specific response gain at the aligned OTid RFs by covertly shifting the attention to the 
stimulated region consistent with studies in monkeys [101, 102]. It also results in response 
suppression of OTid neurons with non-aligned RFs resulting in endogenous competitive 
inhibition in the OTid [101]. When Imc neurons aligned with the AGF neurons were 
inactivated, it resulted in the abolishing of endogenously driven inhibition at distant OTid 
sites. The endogenous inhibition returned when the Imc activity was recovered showing a 
causal role for Imc in endogenously driven competitive stimulus selection (Figure 1.12H-K).  
In addition to suppressing the OTid and Ipc neurons, Imc neurons also suppress each 
other. Modeling efforts have suggested that such reciprocal inhibition between inhibitory 
neurons is the most efficient circuit motif to achieve flexibility, an essential component of 
stimulus selection (Figure 1.10F). Using in-vitro slice experiments, it was shown that the Imc 
neurons do in fact inhibit each other and have this efficient circuit motif. Whether this circuit 
motif is in fact required for flexibility in the OTid during in-vivo experiments of stimulus 
selection is still unknown.  
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The Imc plays an indispensable role in mediating competitive interactions through 
multiple ways. It drives both endogenously and exogenously driven competitive interactions 
in the OTid. The Imc sculpts relative stimulus-strength dependent ‘switch-like’ activity in the 
topographic OTid space map, which is essential for selecting the most important location to 
guide attention in a covert and overt manner. This essential role played by the Imc in stimulus 
selection makes it an extremely crucial part of not only the midbrain attention network, but 
also more broadly the oculomotor network.   
1.9 Ipc: cholinergic enhancement of selected stimulus 
The Ipc receives focal inputs from the OT layer 10, and sends output to the same portion of 
the space map across all layers of the OT. Majority of its axons terminate in the superficial 
layers of the OT (which receive visual inputs from the retina and the visual hyperpallium) [86]. 
Like the OTid, the Ipc also has aligned visual and auditory space maps [103] that encode for 
stimuli in a relative stimulus strength dependent manner [104]. Like the OTid, a fraction of 
the Ipc neurons (30%) also exhibit switch-like responses. The long range stimulus competition 
in the Ipc is mediated by Imc neurons [87].  Since the Ipc also encodes for space in a stimulus-
strength dependent manner, the output that Ipc sends across the OTid layers only amplify the 
strongest stimulus.  
Despite playing an important role in enhancing the representation of the target, the 
ability of the Ipc to do so critically depends on it representation of relative stimulus strength, 
which is ultimately driven by Imc. Hence, the Imc plays an indispensable role and is necessary 
for stimulus selection in the midbrain network.  
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1.10 Scientific contributions of this thesis 
In this introductory chapter, I have described selective attention as a mechanism to overcome 
the information bottleneck. I then presented a modeling framework using the saliency and 
priority map model for thinking about how selection of the target of attention might occur. In 
this context, I have pointed out the insights available thus far regarding how selection may be 
implemented in neural circuits, and these have come from the study of spatial selection (in the 
broader context of spatial attention) in the barn owl (and other birds). These experiments 
involved investigations of a specific midbrain network that is critically involved in the control 
of attention, namely, superior colliculus and its satellite nuclei. However, several fundamental 
questions remain open regarding the neural implementation in this network of computations 
that are essential for the selection of the most important stimulus across space.   
In this dissertation, we present our findings on the neural circuit mechanisms 
underlying two essential computations of stimulus selection. Specifically, with experiments, 
theory and computational modeling studies, we have discovered several fundamental insights 
regarding how the Imc-OT network implements these computations in its circuitry. This work 
has broad implications to the neurobiological basis of selection (beyond just attention) as well 
as for engineering applications.  
The nature of encoding of space by Imc is still a relatively unanswered question. This 
is a well answered in a detailed manner in the OT, but an understanding of how the Imc 
encodes space is essential to deconstruct the role it plays in stimulus selection. In Chapter 2, 
we present our discovery of an unusual form of encoding of visual space in the Imc. We 
discovered that Imc neurons encode visual space using unusual, multi-lobed receptive fields. 
Such receptive fields have not been reported in visual sensory areas prior to our findings. Our 
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study is the first such report to the best of our knowledge. Further, we characterize the 
topographical properties of Imc along azimuthal and elevational space in the face of multi-
lobed encoding of space. Finally, we present and validate the hypothesis that multilobed RFs 
are necessitated by the scarcity of Imc neurons in the context of the challenging problem it is 
solving i.e. location-invariant selection.    
In Chapter 3, we present a model that is grounded in the anatomical connectivity of 
the midbrain selection network, and also incorporate the scarcity of Imc neurons. The model 
reveals how Imc solves one of the computations essential for selection, namely location-
invariance, the ability to select the more salient among two competing stimuli independent of 
the actual locations the stimuli occupy in the world. We then demonstrate that the key 
properties predicated by the model hold true in the barn owl midbrain selection network.  
The Imc is known to be the source of switch-like categorical representation in the OTid 
space map. But how is the Imc able to result in such switch like responses? Which aspect of 
the circuitry or the functional mechanisms of Imc are essential for such switch-like responses? 
This is an extremely important question not just for answering stimulus selection in the OTid 
space map, but also to understand a more general computational question across other 
behavioral tasks and activity in the brain. In chapter 4, we investigate the neural circuit 
mechanisms generating categorical representations of competing stimuli (and of robustness to 
sensory and neural noise). Using modeling of the midbrain circuit and with extracellular 
recordings, we show that the midbrain uses an exquisitely structured donut-like pattern of net 
functional connectivity to achieve such categorical responses. Additionally, the donut-like 
connectivity is ‘multi-holed’ consistent with the role of Imc in combinatorial inhibition for 
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stimulus selection across space. We further compare donut-like pattern of connectivity to 
other motifs that have been hypothesized to play a role in categorical representation of stimuli.  
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2. Encoding of space by 






In this chapter, I present our findings on the visuospatial encoding properties of Imc neurons 
(Figure 2.1A). An understanding and a thorough characterization of the spatial encoding 
properties of the Imc is essential in the context of the indispensable role it plays in endogenous 
and exogenous stimulus selection (Figure 1.12, [100]).  
Mechanistically, competitive suppression in the OTid is orchestrated by the 
GABAergic Imc through its specialized anatomical connectivity with the OT [85, 87, 100]. 
Neurons in layer 10 of the OT (OT10) provide input to each Imc neuron, which, in turn, 
projects back broadly across the OTid space map except to the portions that encode the input 
locations [85] (Figure 2.1B). This anatomy allows the Imc to implement a spatial inverse 
operation, distributing priority-dependent inhibition to all competing locations in the OTid 
space map (Figure 2.1C). Notably, inactivation of the Imc abolishes this competitive inhibition 
as well as spatial selection in the OTid (Figure 1.12; [87, 100]). 
In this context, if the spatial RFs of Imc neurons are assumed to be small, resembling 
those of the input OT10 neurons, and possessing the same topographic property as them, a 
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conceptually straightforward strategy by which the Imc might achieve selection for all possible 
pairs of locations in the OTid is illustrated in Figure 2.1D. For any given pair of stimulus 
locations, each stimulus in the pair would activate a group of neighboring Imc neurons 
encoding for adjacent locations, resulting in inhibition with a spatial pattern that would 
suppress the neurons encoding the other stimulus (Figure 2.1D). Simply repeating this Imc-
OT circuit module for all location-pairs would successfully implement stimulus selection 
across space with a strategy termed ‘modular copy-and-paste’.  
 
Figure 2.1: Anatomical connectivity and information flow betweeen the Imc and OT.   
(A) Left: Cartoon showing side view of barn owl brain (inset), and coronal section taken 
along the indicated line in inset. Right: Nissl stained, coronal section of midbrain depicting 
the multilayered optic tectum (OT) and the isthmi pars magnocellularis (Imc). The OT10 
is seen as a darkly stained arc of cell bodies. The Imc is a long and narrow (baguette-like) 
structure: 2800 μm long rostrocaudally and 350 μm mediolaterally; appears in transverse 
sections as a 700-μm x 350-μm elliptical disk of neurons (blue oval) [100]. The long, 
rostrocaudal axis of the Imc is parallel to the rostrocaudal axis of the OT. Dark area in the 
dorsal portion of Imc: electrolytic lesion following stereotactic and electrophysiologically-
based targeting of Imc. (B) Schematic of anatomical connectivity between the Imc and OT. 
Imc neurons are known to receive input from a focal portion of OT10 in azimuth and a 
large portion of OT10 in elevation. In turn, they project broadly back to the OTid sparing 
just the portions of OT providing input [85]. Shown is an example OT10 neuron (in black) 
that provides input to the Imc neuron (in blue). Projections from this Imc neuron back to 
OTid are widespread (blue lines) while sparing the input neuron (white region, across OTid 
layers). All layers of OT are known to represent space topographically, but how the Imc 
represents space is not well understood (see also (E)). (C) Schematic of information flow 
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through the OT10- Imc-OTid circuit showing the functional, spatial-inverse operation 
executed by established Imc-OT connectivity [85]. Maps of visual space in the OT10 (left), 
Imc (middle) and OTid (right). For purposes of illustrating the spatial inverse operation, 
Imc RFs are assumed to be large with an unknown shape (yellow shading). A visual 
stimulus S1 at location 1 activates the space map in OT10 (left; dashed circle - RF of 
activated neuron). This, in turn, activates an Imc neuron (middle; yellow represents 
assumed RF of activated Imc neuron), which delivers inhibition to all locations in the OTid 
space map that are outside the RF of the activated Imc neuron (right; yellow shading) [85, 
87, 100]. (D) Schematic representation of stimulus selection in the OTid under the 
assumption that Imc RFs are small, resembling OT10 RFs. Left: Shown are two stimuli S1 
and S2, at locations 1 and 2, respectively, which activate corresponding neurons in the 
OT10 space map. Middle: Imc neuron activated by S1 (yellow RF), and Imc neuron 
activated by S2 (blue RF). Right: Combined pattern of suppression generated in the OTid 
by the activated Imc neurons: each neuron delivers suppression to locations outside its RF; 
green = yellow + blue. Each stimulus successfully suppresses the other – S2 lies within the 
yellow zone of suppression produced by S1, and vice-versa – implementing selection for 
stimuli at these two locations. Similarly, if every spatial location was encoded by an Imc 
neuron with a small, OT10 like RF (and with space-inverting connectivity with the OT), 
then stimulus selection in the OTid would be achieved successfully for all pairs of locations 
(the ‘modular copy-and-paste’ strategy described in the text). (E) Same as (D), but with 
Imc RFs that are large and elongated vertically, covering almost the entire elevational 
extent, as reported in the literature [105, 106]. Shown in the middle panel are the RFs of 
two Imc neurons, in yellow and blue, respectively. Left: As in (D). Middle: S1 activates 
both Imc neurons, and so does S2. Right: Resulting patterns of inhibition in the OTid space 
map; green = yellow + blue; large swaths of space are left without inhibition (white region 
in right panel, corresponds to intersection of the two RFs). Specifically, neither stimulus is 
suppressed by the other even though the two stimuli are well separated in elevation (shown 
here to be approximately 80° apart), preventing stimulus selection. In fact, with such 
elongated RFs, stimulus selection cannot be solved for any the elevational-pairs that lie in 
the intersection region of the elongated Imc RFs −approximately 40% of the total number 
of elevational-pairs at this azimuth. Large, vertically elongated Imc RFs, therefore, are 
unable to support spatial selection in the OTid across all elevational locations. This is an 
apparent paradox in terms of Imc-OT function because the OTid is known to solve 
selection, including when stimuli are < 10° apart in azimuth or elevation [75, 93, 94, 107], 
with Imc driving this global competitive selection [100]. 
 
 
Despite the indispensable role Imc plays in stimulus selection, the precise nature of the 
spatial RFs of Imc neurons, and their properties are not well understood. Previous work in 
the Imc suggests that Imc neurons have spatial RFs that are vertically elongated, covering 
almost the entire extent of elevational space in an uninterrupted manner [105, 106]. If true, 
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such Imc RFs lead to a computational paradox. On the one hand, vertically elongated Imc 
RFs are unable to implement stimulus selection in the OT at all possible stimulus location-
pairs: selection cannot be solved for over a third of the location-pairs along the elevation 
(Figure 2.1E). On the other hand, competitive stimulus selection in the OTid is known to 
occur across all encoded locations [75, 94, 107], with the Imc being the primary source of 
competitive inhibition [87, 100]. To resolve this paradox, we set out to investigate the 
functional properties of Imc neurons in the barn owl, as well as the computations implemented 
by the Imc-OT network in service of stimulus selection across space.  
2.1 Multilobed visuospatial RFs in Imc 
We measured the visuospatial RFs of Imc neurons using extracellular recordings (section 
2.4.4). Individual Imc units were identified by spike sorting single and multiunit data; only 
those units deemed to be of ‘high quality’ were included in the analysis (section 2.4.5). 
Consistent with published data, Imc neurons have high firing rates (median = 76.5 Hz [87, 
108]; Figure 2.2AB,EF).  
We found that individual Imc neurons possessed visual RFs with multiple, distinct 
response fields or ‘lobes’ (Figure 2.2A-H; Figure 2.3AB). The number of lobes in each RF was 
estimated in an unbiased manner using a two-step process (section 2.4.6): (i) a nonlinear 
clustering method [109] to fit different numbers of clusters to the spatial map of firing rates 
followed by (ii) a model selection method [110] to robustly select the optimal number of 
clusters in the data (Figure 2.2CG, Figure 2.3C-F). We found that about two-thirds of Imc 




Figure 2.2: Visual receptive fields (RFs) of Imc neurons have multiple distinct 
response fields (‘lobes’). 
(A) 2-D visual RF of Imc neuron: raster plot of neuron’s responses to visual stimulus 
presented at different spatial locations. Inset-top: Gray line – stimulus onset; red lines – 
time window used to calculate firing rate; evoked firing rates in Imc were high (median = 
76.5 Hz; n=114 neurons). Inset-bottom: Average spike waveform for neuron in (A); 
identified as high-quality unit (section 2.4.5); mean (black)  S.D (gray). (B) Color coded 
firing rate map corresponding to (A). (C) Rate map in (B) re-plotted as distribution of points 
in a 2-D plane and subjected to spatial clustering (section 2.4.6). Shown are the best single 
(top-left), best two (top-right), and best three clusters (bottom-left) fitted to the data using 
the density peaks clustering method [109] (Figure 2.3C; section 2.4.6). Bottom-right: Plot 
of GAP statistic, a robust model selection metric, against the number of clusters (k) fitted 
to data [110] (section 2.4.6). Red point: statistically optimal number of clusters (k*), 
identified as the smallest k for which GAP exceeds zero; here k* = 2 (section 2.4.6) [110]. 
(D) Half-max extents of these two optimal RF clusters (lobes). (E-H) Same as A-D, but for 
a different Imc neuron. (I) Plot of p-values (logarithmic scale) obtained from separability 
testing for each sorted unit; one-way ANOVA followed by correction for multiple 
comparisons (section 2.4.5). p-value < 0.05 (blue data): units that are deemed ‘well-
separated’ from co-recorded units as well as outliers (n=114). Red data: units not well 
separated form cohort. (J) Effect of neuronal response variability and spatial sampling step-
size on number of RF lobes detected in a simulated single-lobed RF; Monte-Carlo analysis 
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(Figure 2.3G; section 2.4.8). Red area: Fano-factor and step-size pairs yielding >5% rate 
of misidentifying single-lobed RF as multilobed. Blue data: Experimentally recorded Imc 
neurons (n = 114). (K) Summary of number of RF lobes across 69 OT neurons. See also 
Figure 2.1 and Figure 2.3. (L) Summary of number of RF lobes across 114 Imc neurons. 
 
 To test if the multilobed structure of Imc RFs was an artifact of our experimental or 
analytical methods, we performed three controls. First, we tested if errors in spike sorting 
might have caused multiple units with single lobed RFs to be misidentified as a single unit with 
a multilobed RF. To this end, we applied an additional separability criterion to our sorted units. 
We tested the statistical separability of the waveforms of each sorted unit with those of any 
other unit as well as with outlier waveforms recorded at the same site, and retained only those 
units that were well-separated (section 2.4.5). We found that the majority of the sorted units 
(114/116) satisfied the separability criterion as well (p < 0.05; Figure 2.2I), ruling out multiunit 
contamination as a source of error. Second, we examined if the spatial sampling resolution 
used for RF measurement, as well as neuronal response variability, might have caused the 
erroneous identification of single-lobed RFs as being multilobed (Figure 2.3G). Using 
experimentally grounded simulations, we mapped out the values of sampling step-size and 
response Fano-factor that yielded a multilobe misidentification rate of 5% or greater (Figure 
2.2J; red zone; section 2.4.8). By comparing with experimental data, we found that the values 
of these parameters from each recorded unit fell outside the 5% misidentification zone. As a 
final control, because it is well established that OT RFs have single spatial response fields, we 
measured visual RFs of OT neurons. Our methods correctly identified all of the measured OT 
RFs as being single-lobed (Figure 2.2K; Figure 2.3H). Together, these results confirmed the 
veracity of our conclusion that the Imc contains predominantly ‘multilobe’ neurons (68%; 




Figure 2.3: Analysis of visual RFs of example Imc and OTid neurons.   
(A) Three-lobed visual RF of an example Imc neuron. (Left) Color coded rate map of RF. 
(Middle, top) spike waveform for the neuron. (Middle, bottom) GAP statistic plot. (Right) 
Half-max extents of the 3 lobes identified by model selection with the gap statistic. (B) 
Single-lobed visual RF of an Imc neuron; conventions same as (A). (C) Density peaks 
clustering method. Scatter plot of local density (ρ) around each data point in Figure 2.2C 
vs. the distance of that data point from other points that have higher local density (δ). (For 
the point with highest local density, δ is conventionally taken as the maximum distance of 
the point from all other points). Points that have both high local density (large ρ value) and 
that are far away from other points of high local density (large δ value) are potential cluster 
centers; Red and blue points in this example. Red point corresponds to the center of top 
cluster, and blue point, the center of lower cluster shown in Figure 2.2D.  (D-F) Same as 
(C), but for RFs in Figure 2.2F, Figure 2.3A and Figure 2.3B respectively. (G) Effect of 
sampling resolution and neuronal noise on detection of optimal number of lobes in the data. 
(Left) The simulated single-lobed 2D RF used for the Monte-Carlo analysis in Figure 2.2J 
(section 2.4.8). Shown are mean firing rates at different locations. (Right) Plot of the RF 
obtained when it is re-simulated after adding noise (Fano-factor = 30), and sampled with 
step-sizes = 5˚ in azimuth and elevation. This sampled RF was identified as having two 
lobes by our analysis pipeline (conversion to distribution of points on plane, density peak 
clustering, followed by gap statistic model selection), which is incorrect because the true 
underlying RF was single-lobed. This illustrates how noisy neural responses may lead to 
the erroneous conclusion that a single-lobed RF is multilobed. (H) 2D visual RF of an 
example OTid neuron. Conventions as in (A), (B). The RF is single-lobed.  
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2.2 Imc encoding along azimuth and elevation 
To investigate organizing principles underlying spatial encoding by Imc neurons, we analyzed 
the properties of the measured visual RFs along the two major anatomical axes of the Imc 
(Figure 2.1A). The azimuthal centers of RF lobes were nearly identical for lobes of individual 
multilobe neurons (Figure 2.4A, blue data; section 2.4.7), across neurons recorded at a given 
site (Figure 2.4B, blue data), and across sites recorded along the dorsoventral axis of the Imc 
(Figure 2.4C; section 2.4.7). However, azimuthal encoding varied systematically along the 
rostrocaudal axis of the Imc: centers of RF lobes encoded progressively more peripheral 
azimuths as the recording electrode was moved from rostral to caudal portions of the Imc 
(Figure 2.4D; [105, 106]).  
The encoding of elevation by Imc neurons was strikingly different. RF lobes of 
individual multilobe neurons were spaced arbitrarily in elevation (Figure 2.4A: large range of 
red data). Additionally, RF lobes of multilobe Imc neurons were distributed widely across 
elevational space: for each multilobe neuron (Figure 2.4A, inset: large median of data), across 
neurons recorded at a given site (Figure 2.4B, red), and across sites recorded along both 
dorsoventral and rostrocaudal axes (Figure 2.5A-D). There was also no systematic relationship 
between encoded elevations and distance along either principal axis (Figure 2.5AB).  
These results demonstrated that whereas azimuthal space is encoded in a topographic 
manner along the rostrocaudal extent of the Imc, elevational space is encoded by RFs with 
multiple, arbitrarily spaced, and widely distributed lobes of varying number and size (Figure 






Figure 2.4: RF lobes of multilobe Imc neurons are distributed along elevation but not 
azimuth, and RFs are organized topographically in azimuth, but not elevation. 
(A) Histograms of pairwise distance between centers of RF lobes of individual multilobe 
neurons (section 2.4.7). Blue: azimuthal distance; red: elevational distance; marked range: 
5th to 95th percentile range of red data; large range indicates arbitrary spacing of RF lobes. 
Arrows: median values; *: median significantly different from 0 (p = 0.17, azimuth; p < 
0.05, elevation; one-tailed ranksum tests). Inset: Histogram of maximum elevational 
distance between centers of RF lobes of an individual multilobe neuron. Arrow: median 
value; significantly different from 0 (p < 0.05, one-tailed ranksum test); large median 
indicates widely distributed RF lobes. (B) Histograms of maximum distances between 
centers of RF lobes of multilobe neurons sorted from individual recording sites (section 
2.4.5); conventions as in (A); p = 0.65 for azimuth; one-tailed ranksum test, p < 0.05 for 
elevation; one tailed t-test. (C) Plot of average azimuthal center of a recording site against 
the dorsoventral position of the site within the Imc (section 2.4.7); colors: different 
penetrations. Inset: Data re-plotted as histogram of pairwise differences in the azimuthal 
centers of recording sites along a dorsoventral penetration (p = 0.18, one-tailed ranksum 
test). (D) Plot of average azimuthal ‘center’ of a dorsoventral penetration against the 
rostrocaudal position of electrode in the Imc in that recording session (section 2.4.7). 







Figure 2.5: Detailed analysis of the organization and structure of RF lobes of Imc 
neurons. 
(A) Plot of elevational centers (black horizontal ticks) of all the visual RF lobes of all 
individual neurons recorded at a multiunit site, as a function of the dorsoventral position 
of the electrode within the Imc along a penetration. Each horizontal band (gray and white) 
band depicts a different penetration; the vertical extent of each band spans -60 to +60 in 
elevation. No systematic organization of elevational centers of RF lobes along the 
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dorsoventral as evidenced by widespread and irregular distribution of lobe centers at each 
depth within a penetration. (B) Plot of elevational centers (black horizontal ticks) of all the 
visual RF lobes of all individual neurons recorded at a multiunit site, as a function of the 
rostrocaudal position of the electrode during that recording session. Each horizontal band 
(gray and white) depicts a different recording session; the vertical extent of each band spans 
-60 to +60 in elevation. No systematic organization of elevational centers of RF lobes 
along the rostrocaudal axis, as evidenced by widespread and irregular distribution of lobe 
centers at each penetration (within a recording session). (C) Histogram showing maximum 
distance between RF lobes measured along each penetration (i.e., each horizontal band in 
(A)). * indicates mean significantly different from 0 (p < 0.001); one tailed t-test. (D) 
Histogram showing maximum distance between RF lobes measured across all penetrations 
made along the rostrocaudal axis in each recording session (i.e., each horizontal band in 
(B)). * indicates mean significantly different from 0 (p < 0.001); one tailed t-test. (E, F) 
Multilobe neurons were found at all tested azimuths. (E) Scatter plot of the azimuthal and 
elevation centers of the individual lobes of multilobed RFs of all neurons. (F) Fraction of 
measured RFs that were multilobed, plotted as a function of the azimuthal center of the RF 
(blue corresponds to 2-lobed Imc RFs and green to 3-lobed Imc RF). (G) Individual lobes 
of Imc RFs are narrow in azimuth but elongated in elevation. Histogram of azimuthal 
(open) and elevational (red) half-max widths of all the RF lobes across all recorded 
neurons. Arrows indicate median values. * indicated that lobes are larger in elevation than 
in azimuth (ranksum test p < 10-25). (H-J) Scatter plot of elevational vs. azimuthal half-max 
widths of individual lobes of single-lobed RFs (H), two-lobed RFs (I), and three-lobed RFs 
(J). The azimuthal half-max-widths of the lobes of single-lobed, two-lobed as well as three-
lobed RFs are distributed over the same, narrow range of values. (Top insets in grey: 
histograms of azimuthal half-max-widths obtained by projecting data onto the x-axis; 
ranges of histograms are indicated in red as the extents between the 5th and 95th percentile 
of the data; HMW: Half-max width.) In contrast, the elevational half-max-widths of 
individual RF lobes range from the same lower limit to different upper limits for single-, 
two-, and three-lobed RFs: the tallest single-lobed RFs are taller than the tallest two-lobed 
RFs, which are in turn taller than the tallest three-lobed RFs. (Right insets in grey: 
histograms of elevational half-max-widths obtained by projecting data onto the y-axis). 
This result is consistent with the limited extent of encoded elevational space: as the number 
of lobes in the RF increases, the maximum possible size of the lobes is smaller. (K) 
Comparison of the total elevational extent of single-, two-, and three-lobed RFs. Total 
elevational extent of an RF calculated as the sum of the elevational half-max-widths of all 
lobes of that RF. These data show that total RF height is not a constant across single, two-
, and three-lobed RFs. Rather, there are very small as well as very large single- and two-




2.3 Neuronal scarcity in coronal planes of Imc  
The multilobed encoding of elevational space by Imc neurons was puzzling. This was 
especially so because neurons that provide input to the Imc (OT10), as well those that receive 
Imc’s output (OTid), all tile sensory space with single-lobed spatial RFs organized 
topographically in both elevation and azimuth (Figure 2.2K) [77]. Might the implementation 
of stimulus selection across space, a main function of the Imc [100], impose demands on the 
spatial coding properties of Imc neurons that can explain multilobed RFs?  
To examine the implications of spatial selection on Imc RF structure, and specifically, 
of the need for implementing stimulus selection at all possible location-pairs, we turned to 
theory. Briefly, we compared the total number of location-pairs at which selection must occur 
in the OTid, with the number of location-pairs in the OTid at which selection can be achieved 
by a set of Imc neurons. Since multilobed Imc encoding is restricted along the elevation 
(Figure 2.4AB; Figure 2.5A-D), we focused on stimulus selection between all possible pairs of 
elevations at any azimuth. We proved mathematically that if the number of Imc neurons (N) 
encoding different elevations at a given azimuth is less than the number of distinct elevational 
locations (L) encoded by the OTid at that azimuth (N < L), then multilobed Imc RFs are 
necessary for stimulus selection at all possible location-pairs. The details of the mathematical 
proof that necessitates multilobed encoding in the Imc is described below.   
2.3.1 Theoretical calculations regarding the need for multilobed RFs.  
We compared the total number of location-pairs at which selection must occur in the OTid, 
with the number of location-pairs at which selection is achievable by a set of Imc neurons. 
Since multilobed Imc encoding is restricted along the elevation (Figure 2.4AB), we focused on 
stimulus selection between all possible pairs of elevations at any azimuth. 
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2.3.1.1 Simplified version of the proof  
We started by making two simplifying assumptions: (a) that the OT space map is a collection 
of non-overlapping spatial RFs that tile sensory space, and (b) that each Imc neuron has exactly 
k RF lobes (k always ≥ 1).  
 In this scheme, if the number of distinct elevations (at a given azimuth) in the 
discretized OT space map is L, then the total number of distinct pairs of stimulus locations 
possible is L(L-1). A stimulus placed within any RF lobe of a k-lobed Imc neuron can suppress 
competing stimuli located anywhere outside the RF, i.e., at L-k locations. Therefore, each Imc 
neuron is capable of implementing competitive selection at k(L-k) pairs of locations. With N 
such Imc neurons, the number of pairs of stimulus locations at which competitive selection 
can be resolved by the Imc is at most Nk(L-k). Note that this quantity is computed assuming 
no overlap between Imc RFs and is greater than the number of pairs of stimulus locations at 
which competitive selection can be resolved by the Imc if overlap between RFs is allowed. 
Therefore, to achieve successful competitive suppression between all possible pairs of stimulus 
locations, i.e., location invariance, a condition that must be satisfied is 
                                                       𝐍𝐤(𝐋 − 𝐤) ≥ 𝐋(𝐋 − 𝟏)                   - (2.1) 
 
                                                    =>     𝐤 ≥
𝐋(𝐋−𝟏)
𝐍(𝐋−𝐤)
                                                     - (2.2) 
 
This necessary (but not sufficient) condition for location invariance is already very revealing: 
If all Imc neurons had only single-lobed RFs, i.e., k = 1, the above inequality reduces to 𝑁 ≥
𝐿 i.e., the number of Imc neurons would need to be greater than or equal to the number of 
distinct spatial locations. Since the logical proposition ‘A => B’ is exactly the same as the 
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proposition ‘not (B) => not (A)’, in our case, the proposition ‘k = 1 => N ≥ L’ is exactly the 
same as the proposition ‘N < L => k≠1’, i.e., if the number of Imc neurons is less than the 
number of spatial locations, then at least one Imc RF must be multilobed (because RFs cannot 
have fewer than one lobe, by definition).  
 This conclusion held true even when both the simplifying assumptions – (a) that OT 
RFs are non-overlapping, and (b) that all Imc neurons have the same number of RF lobes – 
were relaxed (see ‘Full version of the proof’ next).  
 
2.3.1.2 Full version of the proof  
We used a more biologically accurate model of space in which RF extents, overlap of RFs 
across neurons, and the resolution of competition reported in the OTid (the minimum 
distance between two stimuli such that OTid is able to select the stronger of the two stimuli) 
[75] were all modeled to match experimental data. In addition, we allowed varying numbers of 
Imc RF lobes:  
Let the total range of elevational locations for which barn owl’s midbrain encodes 
space be R, and the resolution of encoding space be r. Then, the number of distinct locations 
at which a stimulus can be placed along elevation is 𝐿 =
𝑅
𝑟
. Let the resolution for competitive 
selection be Cres.  
The total number of distinct location-pairs at which two competing stimuli can be 




). Note that this quantity is calculated by counting all the locations at which a 
second stimulus can be placed such that it is at least Cres away on either side of a first stimulus 
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that is placed in any of the L locations. However, when a first stimulus is placed at the edge 
of the visual field, a second competing stimulus can be placed only on one side such that it is 
Cres away. It is straightforward to show that 𝐿 (𝐿 −
2𝐶𝑟𝑒𝑠
𝑟
) is smaller than the corresponding 
quantity obtained when edge effects are included. Hence, for location invariance to be 
achieved, selection of the stronger stimulus must at least be implemented when two competing 
stimuli are placed in any of these possible location-pairs.  
Let the number of lobes in a given Imc neuron be 𝑘. Let the half-max size of each 




pairs (assuming each Imc neuron sends inhibition to all locations that lie outside the half-max 
extent of the neuron’s RF, without loss of generality; see section 3.6.3 below and Figure 3.1 
for implications of this assumption). This is just the number of location-pairs such that one 
stimulus can be placed inside the multilobed RF (at its peak for effective suppression of 
competing stimuli) and the other outside. Let the total number of k lobed Imc neurons be 𝑁𝑘.  
Therefore, the total number of Imc neurons is  
𝐍 = ∑ 𝐍𝐤𝐤𝐤                                                                  - (2.3) 
 
 
To achieve location invariance, we need   
                              ∑ 𝑵𝒌𝒌 𝒌 (𝑳 −
𝒍𝒉
𝒓
𝒌) ≥ 𝑳 (𝑳 −
𝟐𝑪𝒓𝒆𝒔
𝒓
)                                        - (2.4)  
 
Since 𝑘 ≥ 1, and 𝑙ℎ > 2𝐶𝑟𝑒𝑠 (mean lh = 33.6˚± 1.25˚ from the 209 RF lobes across 




                   (𝑳 −
𝒍𝒉
𝒓
𝒌) ≤ (𝑳 −
𝟐𝑪𝒓𝒆𝒔
𝒓
)                                                             - (2.5) 
 
Using (2.5) in (2.4) gives, 
                                                        ∑ 𝑵𝒌𝒌𝒌 ≥ 𝑳                                                          - (2.6) 
 
In other words, if all the Imc neurons are single-lobed (k=1), this equation becomes 
𝑁 ≥ 𝐿. Since the logical proposition ‘A => B’ is exactly the same as the proposition ‘not (B) 
=> not (A)’, the proposition ‘k = 1 => N ≥ L’ is exactly the same as the proposition ‘N < L 
=> k ≠ 1’ i.e., if the number of Imc neurons is less than the number of spatial locations, then 
at least one Imc RF must be multilobed (because RFs cannot have fewer than one lobe, by 
definition).  
2.3.2 Experimental validation of mathematical proof 
2.3.2.1 Along elevation 
 To examine the biological applicability of this insight, we estimated L and N in the 
owl brain. For a given azimuth, the OTid encodes elevations ranging typically from -60˚ to 
+60˚, and does so at a spatial resolution of at least 3 (section 2.4.10). Consequently, the 
number of distinct elevational locations encoded by the OTid at a given azimuth (Lel) is at least 
120/3 = 40 (Lel ≥ 40). Next, we estimated the number of Imc neurons encoding these 
elevational locations (Nel). Because visual azimuth is organized topographically along Imc’s 
rostrocaudal axis (Figure 2.4D), transverse sections of the Imc provide snapshots of Imc tissue 
encoding all elevations at a given azimuth (Figure 2.6AB). We obtained histological sections 
perpendicular to the rostrocaudal axis of the Imc and performed Nissl staining to visualize cell 
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bodies (section 2.4.9). Counts of the number of Nissl-stained somata [111] showed that the 
majority of sections (75%) had fewer than 28 neurons per section (Nel; Figure 2.6BC). Thus, 
Nel is typically much smaller than Lel (median Nel / Lel < 26/40 = 0.65).  
In contrast, along the azimuth, Naz is greater than or equal to Laz. The OTid encodes 
azimuths ranging typically from -15 to 60 at a spatial resolution of at best 1 (section 2.4.10). 
As a result, the number of distinct azimuthal locations encoded by OTid is at most 75 (Laz ≤ 
75). On the other hand, we estimated that there are at least 84 neurons involved in encoding 
these distinct azimuths, Naz ≥ 84 (section 2.4.10). Thus, there are more Imc neurons than there 
are encoded azimuthal locations (Naz ≥ Laz), an observation that is consistent with the absence 
of multilobed RFs along the azimuth.  
These results indicated that multilobed encoding by Imc neurons is consistent with 
the need for the Imc-OT circuit to achieve stimulus selection at all possible elevational 
location-pairs in the face of a scarcity of Imc neurons encoding elevation (Figure 2.6BC).  
2.3.2.2 Along azimuth 
The number of distinct azimuthal locations encoded by OTid was estimated above to be ≤ 75 
(Laz   ≤ 75).  
The rostrocaudal extent of the Imc is 2800 µm, and the somas of Imc neurons are no 
larger than ~33 µm (largest somatic dimension = 33 µm, n=456 neurons across 20 coronal 
sections). Therefore, there are at least 84 (coronal) sections along the rostrocaudal axis of the 
Imc (2800/33), with each section containing at least one Imc neuron not also found in the 
neighboring sections. (For this conservative estimate of Naz, we only need that of the ~26 
neurons in each successive coronal section of the Imc (median #neurons per section = 26; 
Figure 2.6C; dashed red line), just one be distinct.) In other words, there are at least 84 neurons 
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involved in encoding the at most 75 distinct azimuths: Naz ≥ 84. Laz <=75, which yields that 
Naz ≥ Laz.  
Thus, there is sufficient number of Imc neurons to encode azimuthal locations, 
precluding the need for a combinatorial solution for selection at all location-pairs along the 
azimuth (involving multilobe neurons with RF lobes spread along the azimuth). Consistent 
with this expectation, azimuthal encoding by Imc neurons is effectively single-lobed: all lobes 
of a multilobe Imc neuron encode the same azimuth (Figure 2.6A-C). 
 
Figure 2.6: Imc encodes elevations with a sparse number of neurons. 
(A) Coronal section of owl midbrain showing Imc and OT. (B) Zoomed-in image showing 
individual, Nissl-stained, Imc somata (arrowheads); 22 somata in this section. The zoomed-
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in image was obtained by stitching 5 images (each taken at 40x magnification) with 
overlapping fields of view at the edges. (C) Violin plot showing number of Imc somata per 
coronal section; each dot – one section; n=64 sections across two owls 
 
 
2.4 Data collection and analysis  
2.4.1 Animal care  
For the study in chapters 2 and chapter 3, we performed experimental recordings in 15 head-
fixed, non-anesthetized adult barn owls that were viewing a visual screen passively (Tyto alba). 
Both male and female birds were used; the birds were shared across several studies. All 
procedures for animal care and use were carried out following approval by the Johns Hopkins 
University Institutional Animal Care and Use Committee, and in accordance with NIH 
guidelines for the care and use of laboratory animals. Owls were group housed in enclosures 
within the aviary, each containing up to 6 birds. The light/dark cycle was 12 hrs/12 hrs. 
2.4.2 Neurophysiology  
Experiments related to chapters 2 and 3 were performed following protocols that have been 
described previously [75, 100]. Briefly, epoxy-coated, high impedance, tungsten 
microelectrodes (A-M Systems, 250µm, 5 -10 MΩ at 1 kHz) were used to record single and 
multi-units extracellularly. A mixture of isoflurane (1.5-2%) and nitrous oxide/oxygen (45:55 
by volume) was used at the start of the experiment to anesthetize the bird and secure it in the 
experimental rig (a 30-minute period of initial set-up). Isoflurane was turned off immediately 
after the bird was secured and was not turned back on for the remainder of the experiment. 
Frequently, nitrous oxide was also turned off at this point, but in several experiments, it was 
left on for a few hours if the bird’s temperament necessitated it (some birds were calm when 
restrained, while others were not). However, it was turned off at least 30 minutes before the 
 56 
 
recording session. Our recordings were performed starting, typically, 3 hours after initial set-
up (the time required for positioning the electrode). As recovery from isofluorane occurs well 
under 30 minutes after it is turned off, and recovery from nitrous oxide occurs within a minute 
(the bird stands up and flies away if freed from restraints), recordings were made in animals 
that were not anesthetized and non-tranquilized. 
2.4.3 Imc targeting 
The Imc is an oblong structure that is 2.8 mm rostrocaudally and 0.35 mm dorsoventrally, 
appearing as a 700-μm × 350-μm elliptical disk in coronal sections. It lies parallel to the 
rostrocaudal axis of the OT, located approximately 16 mm ventral to the surface of the brain, 
and approximately 500 um medial to the medial-most part of the OT. We targeted the Imc 
following previously published methods [100]. Briefly we first navigated to the OT (based on 
well-established methods; [77]), and then navigated to the Imc using the OT’s topographic 
space map as reference. Imc targeting has been validated previously using dye injections [100], 
and was additionally verified at the outset of this study through anatomical lesions (Figure 
S1A). Dorsoventral penetrations through the Imc were made at a medial-leading angle of 5 
from the vertical to avoid a major blood vessel in the path to the Imc.  
2.4.4 Visual stimuli and RF measurement 
Visual stimuli used here have been described previously [75, 94]. Briefly, stationary, translating, 
or looming visual dots (of fixed contrast) were flashed at different locations on a tangent TV 
monitor in front of the owl. Looming stimuli were dots that expanded linearly in size over 
time, starting from a size of 0.6° in radius. Visual stimuli were presented for 250ms with an 
inter stimulus interval of 1.5-3 s at all sampled locations. Pilot experiments indicated that visual 
RFs were narrow in azimuth but spread along the elevation. Therefore, RF measurements 
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were made by presenting stimuli over the -60˚ to 60˚ range in elevation, and over a 40 ( 
10.4) range in azimuth (centered around the azimuth that yielded the best responses). The 
ranges of sampling steps used were 4˚-10˚ in azimuth and 5˚-15˚ in elevation. Typically, we 
sampled 55-70 spatial locations for each neuron (typically, 6 locations along azimuth and 10 
locations along elevation). Each sampled stimulus location was repeatedly tested 9-15 times in 
a randomly interleaved fashion. Multi-unit spike waveforms, recorded using Tucker Davis 
Technologies hardware interfaced with MATLAB, were sorted off-line into putative single 
neurons (see below). The spatial responses for each neuron were measured by counting spikes 
at each sampled location during a 100-350 ms time window following stimulus onset. 
2.4.5 Spike sorting multi-unit data 
The ‘chronux’ spike-sorting toolbox was used for the majority of the analyses [112]. This 
method is based on a hierarchical unsupervised clustering approach in which the spike 
waveforms are initially classified into a large number of clusters, typically 10 times the number 
of putative units recorded. Clusters with very few spikes are discarded and the remaining 
clusters are then aggregated automatically using metrics of similarity between waveform 
shapes. In addition, we include only those units for analysis that have less than 5% of the 
spikes within 1.5 ms of each other (ISI criterion).  
The statistical separability of individual sorted units was assessed based on the distance 
of a unit’s cluster (of waveforms) from the clusters corresponding to other units as well as the 
outlier cluster measured at the same site. We first projected the spike waveforms measured at 
a given site to a 3-dimensional space using principal components analysis. Then, we performed 
a one-way ANOVA test to examine if the mean of the waveforms of a given unit (in the 
projected 3-dimensions) was significantly different from the means corresponding to the other 
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units and the outliers. This was followed by the Holm-Bonferroni criterion for multiple 
comparisons. In a few cases (4/116), there were either too few waveforms in the outlier cluster 
(number of waveforms in outlier cluster less than 8% of number of waveforms in any of the 
remaining sorted units), or the outlier waveforms did not form a cluster with a Gaussian 
distribution. In such cases, we only tested for the distance of the unit’s cluster mean from the 
cluster means of other units. We regarded only those units whose cluster means were 
significantly different from the means of all other units (and the outlier cluster) as ‘well-
separated’ units per this separability criterion (p < 0.05; the p-value plotted for each unit in 
Figure 2.2I is the largest p-value obtained across all comparisons for that unit). Only well-
separated units were included in all remaining analyses (subsequent to Figure 2.2I) in this study. 
2.4.6 Identification of the optimal number of RF lobes  
In order to determine the number of response fields (or lobes) in an RF in an unbiased manner, 
we first transformed the measured RF responses to a distribution of points in 2-dimensional 
space (azimuth x elevation). This distribution was generated such that the density of points 
around each sampled spatial location was proportional to the firing rate of the neuron evoked 
by a visual stimulus presented at that location. We achieved this by distributing points 
randomly and uniformly within a rectangle centered around the sampled location such that 
the number of points was equal to the firing rate at that location; the dimensions of the 
rectangle were the azimuthal and elevational sampling steps, respectively. This transformation 
allowed us to apply spatial clustering methods to the firing rate maps.  
Next, using the density peaks clustering method [109], we fit successively k = 1,2,3…6 
clusters to the distribution (Figure 2.2CG). This clustering method identifies cluster centers 
by searching for regions that have high local density of points () that are also far away from 
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any points of equal or higher density (=minimum distance from points of equal or higher 
density; Figure 2.3C-F. For the point with highest local density, δ is conventionally taken as 
the maximum distance of the point from all other points). It is robust to nonlinear cluster 
boundaries and unequal cluster sizes – conditions under which traditional methods like k-
means perform poorly. The k cluster centers are chosen by the algorithm as points with the k 
highest values of gamma (γ), defined as the product of  and . We repeated this procedure 
for each k, thereby fitting the 1-best, 2-best, … 6-best clusters to the data.  
 Following this, we applied a model selection procedure to identify the optimal number 
of clusters in the data, i.e., the best k value (k*), based on the ‘gap statistic’ [110]. This is an 
unbiased method to detect the number of clusters that best fit a distribution of points. For 
each k, we estimated a ‘gap’ value (gap(k)), which evaluated the goodness of fitting k clusters 
to the distribution. The gap value was calculated by standardizing the pooled within-cluster 
sum of square distances between all points in each of the k clusters (Wk) and comparing its 
log value (log (Wk)) to the expectation of this quantity, (E*(log (Wk)), under the null hypothesis 
that the data contains only one cluster [110]. We calculated this in MATLAB by using the 
‘evalclusters’ function with ‘gap’ as the evaluation method, which yielded gap(k) as well as se(k) 
for each k; se(k) was the standard error in the estimate of gap(k). Then, the gap selection statistic 
was defined as, GAP(k) = gap(k)- gap(k+1) + se(k+1). The number of clusters that fit the data 
optimally is defined by the method as the smallest value of k for which GAP(k) >= 0.  
Conceptually, the value of GAP(k) for the null hypothesis (k* = 1) keeps decreasing linearly 
with increasing k, whereas the rate of the decrease of the metric under the alternate hypothesis 
(k* > 1) has been shown to fall exactly at k = k*. Hence the ‘gap’ between the two curves is 
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maximum at k = k*, and GAP(k), the difference between gap(k) and gap(k+1) is greater than 
zero for the first time when k = k*.   
2.4.7 Defining the centers of RF lobes 
The center of an RF lobe defined as the stimulus location evoking the highest firing rate within 
that lobe. The azimuthal RF ‘center’ of an Imc neuron is defined as the average of the 
azimuthal centers of all of its RF lobes, because RF lobes of an individual neuron do not vary 
significantly in azimuth (Figure 2.4A; blue). The azimuthal RF ‘center’ of a recording site in 
the Imc, across all the neurons recorded at that site, is defined as the average of the azimuthal 
centers across all the RF lobes of all the neurons recorded at that site. This is valid because RF 
centers of individual neurons within a recording site do not vary significantly in azimuth 
(Figure 2.4B; blue). The azimuthal RF ‘center’ of a penetration is defined as the average of the 
azimuthal centers across all recording sites in that penetration. This is valid because RF centers 
of individual recording sites within a penetration do not vary significantly in azimuth (Figure 
2.4C).  
2.4.8 Effect of neuronal noise and spatial sampling on detection of RF lobes  
 A low spatial sampling resolution during the measurement of spatial RFs, as well as high 
variability in neural responses, could both cause a single lobed RF to appear falsely as a 
multilobed one (see Figure 2.3G). To test how robust our method for identifying the ideal 
number of RF lobes is to sampling resolution (sampling step-size) and neural response 
variability (response Fano-factor; defined as variance/mean), we performed the following 
control. First, we generated a single-lobed Gaussian in 2D (azimuth x elevation), with mean 
and covariance equal to the average values of these parameters across all the experimentally 
measured Imc RFs (114 Imc units). Using this single-lobed RF as ‘reference’, we repeatedly 
 61 
 
simulated RFs using different step-sizes and different response Fano-factor values:  For a 
given step-size, the firing rate at each location was chosen randomly from a normal distribution 
with mean equal to the value yielded by the reference RF at that location, and variance 
determined by the Fano-factor value. Next, we transformed this simulated RF into a 
distribution of 2-D points and applied the density peaks clustering method. Finally, we applied 
the gap-statistic model selection method to determine the ideal number of lobes in the RF. 
We repeated this 150 times for each step-size and Fano-factor pair, and calculated the fraction 
of times for which multiple RF lobes were detected (erroneously) in this data. We repeated the 
whole procedure for a range of step-size and Fano-factor values that subsumed the range of 
experimental step-sizes and measured Fano-factor values, and identified the zone that yielded 
≥ 5% false detection rate of multiple lobes (Figure 2.2J). 
 To test the extent to which our experimental and analytical methods falsely detected 
multilobed RFs, we compared the experimentally used step-size for each RF and the RF’s 
Fano-factor value with those that yielded a ≥ 5% false detection rate in simulation. The Fano-
factor for each RF was calculated as the average of the Fano-factor values at all sampled 
locations in that RF. The step-size for each RF was calculated as the average of the azimuth 
and elevation sampling steps used to measure the RF. We found that all of our RFs were well 
within the ‘safe’ zone of ≤ 5% error (Figure 2.2J). Thus, the detection of multilobed RFs in 
our data was unlikely to be a spurious consequence of sub-optimal measurement conditions.  
2.4.9 Histology    
Owls were perfused with paraformaldehyde and their brains extracted per standard 
procedures. The fixed brains were blocked so that the rostro caudal axis of the Imc was 
perpendicular to the sectioning plane, and brain sections of 40µm thickness were obtained. 
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Sections containing Imc were mounted, Nissl stained, and cover-slipped. Sections were imaged 
at 40x under a light microscope and the number of Nissl stained somata in the Imc in each 
section were manually counted [111]. For each section, the maximum value of the counts from 
the two authors was used to generate the plot in Figure 2.6C.  
2.4.10 Estimating number of locations encoded by OTid  
To estimate, conservatively, the number of distinct elevational locations encoded by the OTid, 
we divided the extent of elevational space by the poorest resolution of spatial encoding by 
OTid neurons. The OTid encodes elevations ranging typically from -60 to 60 [77, 100]. The 
poorest OTid spatial resolution was estimated as the largest distance between adjacent spatial 
locations for which discriminability (d-prime) of neural responses was above a plausible 
threshold of 1 [113]. Using published data [45] that reports d-prime values computed from 
spatial tuning curves in the OTid, we estimated the OTid’s poorest spatial resolution at 3. 
Thus, the number of distinct elevational locations encoded was at least 120/3, in other 
words, Lel ≥ 40.   
To estimate the largest number, the number of distinct azimuthal locations encoded 
by the OTid, we divided the extent of azimuthal space by the best resolution of spatial 
encoding by OTid neurons. The OTid encodes azimuths ranging typically from -15 to 60[75, 
77]. In addition, the OTid encodes frontal azimuths with a magnification factor of 150 
µm/deg, and peripheral azimuths with a magnification factor of 50 µm/deg [77]. Because 
resolution varies inversely as the magnification factor, we estimated the best spatial resolution 
from the poorest using M-scaling 3 * 50/150  = 1 [114]. Thus, the number of distinct 
azimuthal locations encoded was at most 75/1, in other words, Laz ≤ 75. 
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2.5 Discussion  
In this chapter, I presented our findings on the visuospatial encoding properties in the Imc.  
We discovered that Imc uses unusual multilobed visual RFs for encoding elevation space. Such 
multilobed spatial RFs have not been reported previously in any early visual area to the best 
of our knowledge. We found that in the Imc, a sensory area that is just two synapses away 
from the retina [86], the majority of neurons have multilobed visual RFs.  
Our report of multilobed RFs in the Imc contrasts with previous reports of large, 
vertically elongated visual RFs [105, 106]; a consequence of the detailed approaches used here, 
rather than species differences [87]. Multilobed Imc RFs were characterized here using flashing 
dots as visual stimuli. The use of this classical approach, which has been employed extensively 
in visual neuroscience, highlights the contrast between the unusual multilobed encoding of 
space by Imc and the traditional single-lobed encoding of space by other early visual areas 
including OT Figure 2.2.  
 Imc does not play a functional role in OT’s representation of the features of single 
stimuli [100]. In contrast, Imc plays a critical role in delivering global competitive inhibition 
across the OT space map, and enables the selection of the highest priority stimulus by the OT 
[87, 100]. Therefore, potential functions for Imc’s multilobed RFs were best considered in the 
context of competitive stimulus selection across space, rather than in the context of neural or 
behavioral responses to single stimuli. In so doing, we showed that the scarcity of Imc neurons 
available to encode elevational locations at a given azimuth necessitated multilobed RFs in 
order to achieve stimulus selection across elevations (in that azimuthal plane).  
Given this encoding in the Imc, an important question still remains. How does the scarce 
Imc implement location-invariant stimulus selection in the OTid space map? Given the 
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asymmetrical encoding of space along the azimuth and elevation, how does stimulus selection 
operate along these two dimensions? I present our findings that answer these questions in the 




3.  Combinatorial neural 
inhibition for stimulus 







In this chapter, I present our findings that unravel the neural basis of a critical computation, 
namely, selection at all possible pairs of locations. This property permits spatial selection to 
operate no matter which specific locations in the sensory world the competing stimuli occupy. 
Although appearing straightforward, the implementation of comparisons between all possible 
pairs of stimulus locations is computationally complex: the number of location-pairs at which 
two competing stimuli could be placed, L2-L/2, scales quadratically with L, the number of 
spatial locations that are encoded. How does the brain meet the resulting demands imposed 
on neural circuitry and solve stimulus selection at all possible pairs of locations? In the 
previous chapter, we discovered that the Imc uses multilobed RFs to encode elevational space, 
that is primarily driven by the scarcity of Imc neurons. In this chapter, using these findings as 
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a basis, we explore how Imc implements location-invariant stimulus selection in the face of 
such scarcity.   
3.1 Optimization model to study stimulus selection in Imc   
To explore how an under-complete set of Imc neurons might implement selection at all 
possible location-pairs, we turned to computational modeling. We set up stimulus selection 
across spatial locations as an optimization problem with L locations (elevations at a given 
azimuth), and N model neurons encoding those elevations (N < L; Figure 3.1; section 3.2). 
We imbued all model neurons with Imc-like spatially inverting connectivity with the OT 
(Figure 2.1 and Figure 3.1). The spatial RFs of these model Imc neurons were represented, for 
simplicity, using ones and zeros, with ones corresponding to locations inside the RF, and zeros, 
outside (Figure 3.2B; also see Figure 3.1 for validity of model even when this assumption is 
relaxed)  
The goal of the optimization was to identify the spatial RF structures of these N 
neurons (i.e., the numbers of their RF lobes and their spatial locations), such that when two 
stimuli of equal priority were placed at any pair of locations, they suppressed each other 
equally. This necessary and sufficient condition for implementing selection at all location-pairs 
was captured by a specially constructed cost function whose value decreased as the number of 
location-pairs at which the above condition was satisfied increased. The cost function took 
the lowest possible value of –L(L-1) if and only if the condition was satisfied at all location-
pairs (section 3.2). Any set of Imc RFs that achieved this minimum value, i.e., that achieved 
selection for all location-pairs, was called an ‘optimal solution’.  
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For each value of L, we varied the number of neurons in the model from N = 1 to N = 
L. In addition, in each case, we examined the impact of single as well as multilobed RFs on 
the existence and nature of optimal solutions. We did so by including a constraint that specified 
the maximum number of lobes allowed in a model neuron’s RF; denoted by kmax. The values 
of kmax tested were 1, 3, and 10, corresponding to key experimentally relevant values: kmax =1 
only permitted model neurons with (traditional) single-lobed RFs as potential solutions to the 
optimization problem, kmax = 3 permitted up to three lobed RFs, in line with the experimental 
data (Figure 2.2I), and kmax = 10 this allowed up to 10 lobes per RF, representing the largest 
number of typical Imc RF lobes that one can fit within the encoded elevational space (section 
3.6.2). Therefore, the main parameters in the optimization problem were L (number of 
locations), kmax (maximum number of RF lobes allowed per neuron), and N (number of Imc 
neurons). For each triplet of (L, kmax, N), we ran the optimization problem 1000 times (Monte-
Carlo simulation), each time with a different, randomly chosen initial condition, to explore the 
space of potential optimal solutions. The model details are elaborated in the section below.  
3.2 Conceptualizing and setting-up the model 
3.2.1 Objective function   
In our model,  
L = number distinct spatial elevations at a given azimuth encoded in our model (i.e., 
the number of elevations in the ‘OTid’ space map).  
N = number of model Imc-like neurons, i.e., neurons with Imc-like anatomical 
projection patterns.   
kmax = maximum number of RF lobes allowed for each model neuron.  
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N* = smallest number of upto-kmax-lobed model neurons needed to solve selection 
across L elevations. 
 
 
Figure 3.1: Setup of stimulus selection at all location-pairs as an optimization 
problem.  
(A-B) Patterns of spatial inhibition sent by the Imc to OT by continuous Imc RFs 
(biologically-consistent), vs. binary Imc RFs (simplified abstraction for modeling 
purposes). (A) Top: Schematic of an Imc RF that encodes locations using continuous 
values of firing rates. Bottom: Pattern of inhibition sent by the Imc RF to the OTid space 
map based on the space inverting anatomy between the Imc and OT. Without loss of 
generality, locations outside the half-max extent of the Imc RF are considered to be spared 
by Imc spatial inhibition. (B) Same as (A), but when the Imc RF is assumed to be binary 
at the half-max level of the RF. The spatial pattern of Imc inhibition in (B) is nearly 
identical to that in (A) (with the exception that the strength of inhibition in (A) gets scaled 
based on the specific position of the stimulus within the RF half-max.) (C) Left: RF 
solutions (from Figure 3.2B) obtained by the optimization problem when L = 5 and N = 4. 
Right: Same RFs represented as an L x N matrix ‘X’ for the optimization problem. (D) 
Left: Stimuli presented at locations a and b (from Figure 3.2C). Right: Stimuli pair 
represented as a row vector u for the optimization problem. (E) The product XTuT results 
in a vector of length N x 1 whose jth element equals the number of locations that activate 
model neuron j. For instance, neuron #2 is activated by both Sa and Sb. So, the second 
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element of the vector XTuT is 2. (F) The product (X-1)XTuT results in a vector of length 
Lx1 whose jth element equals the net inhibition sent by the Imc population to location j 
when the stimuli are presented at locations indicated by vector u. 1 is a matrix, the same 
size as X with all ones. For instance, the inhibition sent to location b is -1 (by Imc neuron 
#3). So the second element of (X-1)XTuT  is -1.  
 
The optimization model solves for the number and positions of RF lobes of each of 
the N model neurons in order to achieve selection at all location-pairs. The model neurons 
are ‘Imc-like’: each of them is excited by a stimulus placed anywhere within its RF, and delivers 
competitive inhibition to all locations in the OTid space map outside its RF that is proportional 
to the strength of the stimulus (Figure 3.1AB). Without loss of generality, we take stimulus 
priority = 1 unit (for all stimuli), and the proportionality constant (underlying inhibition by the 
Imc) to be 1. Therefore, for each stimulus, each neuron excited by that stimulus generates an 
inhibition of 1 unit at those locations in the OTid that are outside that neuron’s RF (Figure 
3.1AB). For successful, relative-priority dependent competitive stimulus selection between 
stimuli presented at a given pair of locations, the net inhibition at these two locations in the 
OTid should be equal. For competitive selection to be solved at all location-pairs, this 
condition must hold for stimuli placed at any pair of all the possible 
Lc2 (L choose 2) pairs of 
locations. The details of the setup of the optimization problem are described below. 
Let X be a matrix of size L x N (Figure 3.1C), where the jth column of the matrix 
corresponds to the L elevational locations encoded by the jth Imc neuron in the population. 
The optimization problem is framed as minX f (X; L, N), where the objective function f(X) is 
designed such that it achieves its minimum value (of -L(L-1)) for a given L only when the RFs 
of the model neurons solve selection at all location-pairs.  
 Consider two competing stimuli (of equal strength) placed at locations 1 and 2. In our 
scheme, we represent this by a row vector u1xn= [1 1 0 ….0 …0] (Figure 3.1D). The ones in 
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the first two indices of the row vector correspond to the two locations at which the competing 
stimuli are placed.  
 Note that XTuT results in a vector in which the jth index corresponds to the number of 
locations that the jth neuron is activated by when the two competing stimuli are placed in 
positions shown in a (Figure 3.1E).  
 Additionally, the matrix (X-1) corresponds to the suppression image of the Imc 
population, where 1 is a matrix vector of all ones. The jth column of this matrix represents the 
locations to which the jth Imc neuron sends inhibition in the OT space map. This is because 
of the inverse anatomical projections from the Imc to the OT. The product (X-1)XTuT then 
results in a vector in which the jth index corresponds to the net inhibition sent to the jth location 
by the entire Imc population when the two competing stimuli are placed at different locations, 
i.e., at different positions within the row vector u (Figure 3.1F).  
 For competitive selection at these two locations, the net inhibition at these two 
locations in the space map of the model ‘OTid’ should be equal. To penalize solutions for 
which this is not the case, we include a cost term in the objective function that is equal to the 
square of difference in the inhibition at the two locations. This is written mathematically as  
    𝒇𝟏(𝑿; 𝒖, 𝑳, 𝑵) = (𝒗(𝑿 − 𝟏)𝑿
𝑻𝒖𝑻)𝟐                                  - (3.1) 
 
where v is a row vector whose length equals that of u and nonzero indices are same as u, but 
with the sign of one of the 1s flipped (in this case v= [1 -1 0 ….0 …0] or [-1 1 0 ….0 …0]). 
The minimum value that f1 can take is 0, which happens when equal inhibition is sent to both 
the locations at which the competing stimuli are placed (Figure 3.1F).  
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 In addition to the strength of inhibition at the two locations being equal, the strength 
of inhibition must be strictly negative. This is because, the other possibility, of strength of 
inhibition at each location being zero, would not be acceptable because no inhibition would 
be sent to either of the two locations. To penalize solutions for which this condition is not 
met, we include a cost term in the objective function that is equal to the number of locations 
at which the inhibition is not negative. This is written mathematically as 
                                           𝒇𝟐(𝑿; 𝒖, 𝑳, 𝑵) = 𝒖 ∗ 𝒔𝒊𝒈𝒏((𝑿 − 𝟏)𝑿
𝑻𝒖𝑻)           - (3.2) 
 
Minimizing f2, therefore, ensures that inhibition is sent to both the locations. The minimum 
value f2 can take is -2, when inhibition is sent to both the competing locations (Figure 3.1F).  
Finally, we write the full objective for the location-pair (the locations in the pair are 
specified in the vector u) as below.         
 
         𝑓(𝑋; 𝑢, 𝐿, 𝑁) = 𝑓1(𝑋; 𝑢, 𝐿, 𝑁) + 𝑓2(𝑋; 𝑢, 𝐿, 𝑁) 
                                           = (𝑣(𝑋 − 1)𝑋𝑇𝑢𝑇)2 + 𝑢 ∗ 𝑠𝑖𝑔𝑛((𝑋 − 1)𝑋𝑇𝑢𝑇)             - (3.3) 
 
The minimum possible value that f can take is -2. 
 For location invariance to be achieved, the function f should be minimized for each 
pair of locations at which competing stimuli can be placed. In other words, f should be 
minimized for all possible permutations of vector u. This can be written mathematically as  
  𝑓(𝑋; 𝑢, 𝐿, 𝑁) = 𝑡𝑟 (𝑉(𝑋 − 1)𝑋𝑇𝑈𝑇 .∗ 𝑉(𝑋 − 1)𝑋𝑇𝑈𝑇) +  𝑡𝑟 (𝑈 ∗ 𝑠𝑖𝑔𝑛((𝑋 − 1)𝑋𝑇𝑈𝑇)) 
                                           - (3.4) 
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where U is the permutation matrix of vector u (thus rows of U contain all possible location-
pairs). V is the corresponding permutation matrix of vector v. tr(Y) refers to the trace (sum of 
all the diagonal elements) of the matrix Y. Y.*Z is the Hadamard (element-wise) product 
between the matrices Y and Z and sign(Y) is a matrix obtained by applying the element-wise 
sign operator to the matrix Y.  
 Because there are Lc2 possible location-pairs (corresponding to the 
Lc2 permutations of 
the vector a), the minimum value that f can achieve is -2*Lc2 = -L(L-1). Thus, selection is solved 
at all location-pairs in our optimization model if and only if the cost function converges to the 
lowest possible value of –L(L-1). 
3.2.2 Constraints   
 We add two constraints to this optimization scheme. First, we code the RFs of all the 
model neurons with ones (inside RF) and zeros (outside RF), a simplifying assumption (see 
section 3.7.1 below for implications of this assumption). Second, we introduce a mechanism 
to limit the number of lobes in any model neuron to kmax. This is done so that, by setting kmax 
= 3, we would be able to match the experimentally observed constraint that there are no more 
than three RF lobes per Imc neuron. The first constraint is fed into the optimization problem 
as bounded integer constraints with bounds between 0 and 1 to make the RFs binary. The 
second constraint is implemented as an inequality constraint, written mathematically as  
       𝒈(𝒋) = 𝒌𝒎𝒂𝒙 − 𝟏𝑳 ∗ 𝑿𝒋 ≥ 𝟎, 𝒇𝒐𝒓 𝒂𝒍𝒍 𝒋 = 𝟏, 𝟐 … 𝑵                      - (3.5) 
 
where 1L is a row vector of length L, and Xj is the j
th column of X corresponding to the RF of 
the jth neuron. Additionally, we also test the model with kmax = 10 for some of the analyses 
reported in Figure 3.2, Figure 3.3, and Figure 3.6.   
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 We solve the above nonlinear optimization problem with mixed constraints, an np-
complete problem, using the ‘MIDACO’ solver in MATLAB [115]. 
3.3 Optimal solutions of the model 
We found that L = 5 was the smallest number of locations for which selection could be solved 
at all location-pairs with fewer than 5 neurons (Figure 3.2A). The fewest number of neurons 
needed by the model in this case, called N*, was 4 (Figure 3.4A; section 3.6.1). Therefore, the 
maximum ‘savings’ in the number of Imc-like neurons for L = 5 locations was 1 (= L-N*). 
We found that as L increased, neuronal savings increased (Figure 3.2A; orange data), with L 
= 40 locations requiring just N* = 27 neurons to solve selection at all location-pairs (savings 
of 13 neurons or 32%). Neuronal savings also increased as a function of kmax, the maximum 
number of RF lobes allowed per neuron (Figure 3.2A; black vs. orange data). Notably, when 
only single-lobed RFs were allowed in the model (kmax = 1), N* was always equal to L, and 
there were no neuronal savings (Figure 3.2A; blue data). Thus, consistent with our theoretical 
prediction, selection at all possible location-pairs could not be achieved with fewer than L 
neurons if all neurons only had single-lobed RFs.  
The primary motivation for our optimization-based modeling approach was to gain 
insight into the computational logic underlying successful stimulus selection at all possible 
location-pairs when neurons are scarce. An example optimal solution obtained when L=5 
locations, kmax = 3 lobes, and N=4 neurons (Figure 3.2B), illustrates how fewer than L 
inhibitory neurons can successfully achieve selection at all location-pairs (Figure 3.2CD). 
Figure 3.2E shows another example optimal model solution, obtained when L = 40 locations, 





Figure 3.2: Example optimal solution from model illustrates stimulus selection at all 
location-pairs with an under-complete set of neurons. 
Summary plot showing the fewest number of neurons (N*) needed by model to solve 
selection across all locations for different numbers of locations (L) (see also Figure 3.4A; 
section 3.6.1). kmax: maximum number of RF lobes allowed for each neuron (section 
3.6.2). (B-D) Illustration of selection at all possible location-pairs by an optimal model 
solution for L=5 locations (numbered a-e) and N=4 neurons (numbered #1-#4). (B) The 
four RFs in the optimal solution. Shaded areas: RF of neuron; two neurons have multilobed 
RFs (#1 – two lobes, #3 – 3 lobes). (C) Optimal solution in (B) implements selection 
between stimuli Sa and Sb at location-pair ab (extreme left). Sa and Sb are of equal priority 
(1 unit for simplicity). Top row: Information flow through the model OT10-Imc-OTid 
circuit triggered by Sa. 1st column: Activation of OT10 space map. 2nd column: Activation 
of individual Imc neurons. 3rd column: Suppression pattern generated by each activated 
Imc neuron (spatial inverse of the neuron’s RF; consistent with published anatomical 
results; Figure 2.1B-E [85]). 4th column: Combined pattern of suppression in the OTid. 
Dark colors: 2 units of suppression; light colors: 1 unit (STAR Methods). Curved arrow: 
Net suppression driven by Sa location b. Dark-gray shading: ‘Activated’ neuron (#2); 
defined as a neuron driven by Sa but that does not send inhibition to location b. Red 
shading: ‘Recruited’ neuron (#3); defined as activated neuron that sends inhibition to 
location b, thereby involved in selection for location-pair ab. Bottom row: Same as top 
row, but for stimulus Sb. (D) Selection matrix summarizing implementation of selection at 
all location-pairs by optimal model solution in (A). Columns: 10 possible location-pairs; 
rows: the four neurons. In each column: dark-gray – activated neurons, red – recruited 
neurons, blank-neurons not activated by either stimulus. (E) Example optimal solution for 
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(L, kmax, N*) = (40, 3, 27). Black pixels: Locations inside neurons’ RF, White pixels: 
Locations outside neurons’ RF.  
3.4 Signature properties of optimal model solutions   
Detailed analysis of optimal model solutions from all runs of all (L, kmax, N) values tested with 
N < L revealed that every single optimal solution exhibited three functional properties, which 
we refer to as signature properties. (Figure 3.3 illustrates these properties for the example 
optimal solution in Figure 3.2B, and also summarizes them quantitatively for all optimal 
solutions.)  
3.4.1 Multilobe property  
First, every optimal solution contained multilobe Imc neurons (Figure 3.2BE, and Figure 
3.3A). Conceptually, this ‘multilobe property’ is necessary because of the scarcity of neurons, 
i.e., the N < L constraint, as demonstrated previously by theory (section 2.3.1).  
3.4.2 Optimized lobe overlap property  
Second, the RFs of the neurons in optimal solutions collectively exhibited the ‘optimized lobe 
overlap’ property: every multilobe neuron shared each of its lobes, but not all, with another 
neuron (Figure 3.3B-D). To visualize this property, consider a two lobed neuron Ma (Figure 
3.3B: for instance, neuron #1 in Figure 3.2B). There necessarily existed another neuron B (for 
instance, neuron #2 in Figure 3.2B) in the solution such that the upper lobe of Ma was shared 
with the lobes of neuron B, but the lower lobe of Ma was not. Similarly, there also existed 
another neuron C in the optimal model solution such that the lower lobe of Ma was shared 
with the lobes of neuron C, but not the upper lobe (for instance, neuron #3 in Figure 3.2B). 
(Here, the neurons B and C could be either single- or multilobed.) This property was quantified 
using a binary score: briefly, each optimal solution was assigned a score of 1 if every multilobe 
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neuron in that solution satisfied the optimized lobe overlap property (as illustrated in Figure 
3.3B), and 0 otherwise. We found that every optimal solution obtained had a score of 1 (Figure 
3.3C). Conceptually, the optimized lobe overlap property is necessary because selection needs 
to be solved also when two stimuli are placed at the locations encoded by different lobes of 
an individual multilobe neuron (Figure 3.3D). Consequently, this imposes a severe constraint 
on the relative organization of RF lobes across neurons in optimal solutions - one that causes 
structured non-orthogonality of the RFs. 
3.4.3 Combinatorial inhibition property  
Third, neurons in optimal solutions used a ‘combinatorial inhibition’ strategy to achieve 
stimulus selection at all location-pairs (Figure 3.3E-J). The combinatorial nature was quantified 
via a pair of necessary and sufficient conditions, namely that assorted subsets of neurons were 
selectively recruited to solve stimulus selection for individual location-pairs, with the subsets 
corresponding to different location-pairs intersecting extensively.  
3.4.3.1 Assortedness property 
An optimal solution was said to exhibit the assortedness feature if ‘distant’ neurons were 
recruited to solve selection between even nearby locations (Figure 3.3EF), and vice-versa 
(Figure 3.3EG), no matter the specific ordering of neurons in the optimal solution (Figure 3.4B; 
section 3.6.4.3). This feature was quantified for each optimal solution (section 3.6.4.3): briefly, 
for a given ordering of neurons in an optimal solution, the selection matrix (as in Figure 3.2D) 
was constructed, ‘nearby’ location-pairs were identified (section 3.6.4.3), the largest distance 
between neurons recruited for selection at each nearby location-pair computed (section 
3.6.4.3), and the maximum value of this ‘neuronal distance’ obtained across all the nearby 
location pairs in that solution. Then, the minimum value of this neuronal distance was 
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computed across all permutations of neurons within that optimal solution, and across all 
optimal solutions for that (L, kmax, N) triplet (Figure 3.3F; section 3.6.4.3). We found that every 
optimal solution resulted in the recruitment of distant neurons to solve selection at nearby 
locations (Figure 3.3F). Conversely, every optimal solution resulted in the recruitment of 
nearby neurons to solve selection for distant locations (Figure 3.3G; section 3.6.4.3). These 
results demonstrated the assorted nature of optimal solutions.  
 
Figure 3.3: Model solutions reveal combinatorially optimized inhibition strategy for 
stimulus selection at all location-pairs with an under-complete set of neurons. 
Quantification of signature properties of combinatorially optimized inhibition for optimal 
model solutions (A) Signature property #1 (multilobe neurons). Fraction of optimal model 
solutions that had multilobe Imc neurons for all (L, N*) pairs; orange bars – kmax=3, black 
bars – kmax=10. (B-D) Signature property #2 (optimized lobe-overlap; see text). (B) 
Illustration of property for example optimal solution in Figure 3.2B. Top row: multilobe 
neuron #1 in Figure 3.2B shares upper, but not lower lobe with neuron #2, and shares lower, 
but not upper lobe with neurons #3 and #4. Bottom row: Similar, but for multilobe neuron 
#3 (see also Figure 3.4E). (C) Fraction of optimal model solutions that satisfy the 
“optimized lobe-overlap” property; conventions as in (A). (D) Schematic illustrating need 
for the optimized lobe-overlap property of multilobe Imc neurons. Shown is a two-lobed 
Imc neuron (middle). When stimuli Sa and Sb both occur within the RF of this ‘Imc’ neuron 
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(left), the resulting zone of suppression generated by this Imc neuron in the OTid would 
spare both stimuli (right); selection for this location-pair would not be achievable by just 
this neuron. (E-J) Signature property #3 (combinatorial inhibition; see text). (E-J) 
‘Assortedness’ feature. (E) Illustration of this feature for example optimal solution in 
Figure 3.2B.  Left panel: Locations a-e. Right panel: Patterns of neurons activated and 
recruited to solve selection for indicated location-pairs (LPs); extracted from selection 
matrix in Figure 3.2D. Location-pair bc involves nearby locations (left panel), but recruits 
distant neurons to solve selection (right panel; #1 and #4; distance =3, yielding normalized 
distance of 1, the largest possible value; section 3.6.4.3); conversely, distant location-pair 
ae recruits nearby neurons (#1 and #2; distance =1, yielding normalized distance of 0, the 
smallest possible value; section 3.6.4.3). (F) Summary plot showing that distant neurons 
are recruited for selection at nearby locations. Plotted is the normalized distance between 
neurons recruited for solving selection at nearby locations, termed ‘min-max’ distance. 
This is the minimum, taken across optimal solutions and their permutations, of the 
maximum normalized distance between neurons in a solution recruited for solving 
selection at nearby locations. Green dashed line: Normalized distance cut-off to be 
exceeded for neurons to be termed ‘distant’ (0.66; section 3.6.4.3) and ‘nearby’ neurons 
(magenta; 0.33; section 3.6.4.3).  (G) Summary plot showing that nearby neurons are 
recruited for selection at distant locations. Plotted is the normalized distance between 
neurons recruited for solving selection at distant locations, termed ‘max-min’ distance. 
This is the maximum, taken across optimal solutions and their permutations, of the 
minimum normalized distance between neurons in a solution recruited for solving selection 
at distant locations. Magenta dashed line: Normalized distance cut-off to not be exceeded 
for neurons to be termed ‘nearby’ (0.33; section 3.6.4.3). (H-J) ‘Extensive intersection’ 
feature. (H) Illustration of this feature for example optimal solution in Figure 3.2B: 
location-pairs occupying distant portions of space (left panel) recruit intersecting neural 
subsets to solve selection (right panel; section 3.6.4.3). See also Figure 3.4. (I) Fraction of 
optimal model solutions that satisfy the extensive intersection feature (section 3.6.4.3; 
conventions as in (A). (J) Lobes of neurons in model solutions were arbitrarily placed and 
widely spread. Histogram of pairwise distance between centers of RF lobes of individual 
multilobe neurons for a randomly selected model solution for (L, kmax, N*) = (40, 3, 27); 
marked range: 5th to 95th percentile range of red data; large range indicates arbitrary spacing 
of RF lobes. Inset: Histogram of maximum distance between centers of RF lobes of a 
multilobe neuron, for the same model solution. Arrow: median value; significantly 
different from 0 (p < 0.001, one-tailed ranksum test); large median indicates widely 
distributed RF lobes. 
 
3.4.3.2 Extensive intersection feature 
An optimal solution was said to exhibit the extensive intersection feature if neural subsets 
recruited to solve selection even for two location-pairs in distant portions of space shared 
common neurons (Figure 3.3HI). This feature was quantified by first identifying ‘doublets’: 
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two location-pairs such that the locations within each pair were nearby locations, but such that 
the two pairs themselves occupied distant portions of space. Then we checked if the neural 
subsets recruited to solve selection for at least one such doublet involved a common neuron, 
and scored the solution as 1 if they did (section 3.6.4.3). We found that optimal solutions 
obtained from all runs exhibited this feature (Figure 3.3I), demonstrating the extensively 
intersecting nature of optimal solutions. Together, the above results indicated that 
combinatorial inhibition was a signature property of optimal solutions. 
 
Figure 3.4: Optimal model solutions and combinatorial coding of space.  
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(A) Minimum value of cost function achieved by the optimization model with L = 5 
locations, plotted as a function of number of Imc-like neurons in the model; optimization 
was run 1000 times for each N. The minimum value progressively decreased as N 
increased, achieving the lowest possible value that the cost function can achieve (-L(L-1); 
-20 for L = 5) only when N = 4. In other words, the smallest number of neurons at which 
selection can be achieved by the model at all possible location-pairs, called N*, was 4 when 
L = 5 locations. Therefore, neuronal savings, defined as L-N*, was 1. (B) All 24 possible 
permutations of the model solution in Figure 3.2B; same conventions as in Figure 3.2B). 
For each permutation, there is at least one pair of nearby neurons that encode distant 
locations (indicated by blue box).  
 
Taken together, the model revealed that selection at all possible location-pairs when 
N < L, as is the case with Imc’s elevational coding, necessitates a combinatorially optimized 
inhibition strategy by multilobe neurons.  
In contrast, when N ≥ L, as is the case with Imc’s azimuthal encoding, the model was 
always able to solve selection at all location-pairs with just single-lobed neurons (Figure 3.2A, 
kmax=1, blue data), by using the straightforward ‘modular copy-and-paste’ strategy (Figure 
2.1D).   
3.5 Experimental validation of model predictions in Imc  
The above modeling results indicated that sparse sets of Imc-like inhibitory neurons use a 
combinatorially optimized inhibition strategy to achieve selection at all possible location-pairs. 
However, it is unclear if the owl Imc does, in fact, implements this strategy for selection across 
elevational locations. To examine this, we tested whether the experimentally recorded activity 
of Imc neurons exhibited the three signature properties of combinatorially optimized 
inhibition predicted by the model. Because all elevations at a given azimuth are encoded by 
neurons within a coronal plane (Figure 2.4BC), we sampled these neurons by making 





Figure 3.5: Experimental validation of combinatorially optimized inhibition in the 
Imc. 
(A) Signature property #1: Pie-chart summary of fraction of Imc coronal planes tested that 
contained multilobe neurons (87% = 14/16 planes). (B-C) Signature property #2. (B) Left: 
Rate map of RF of another Imc neuron sorted from the same recording site as the neuron 
in Figure 2.2A-D. (Only these two neurons were recorded in this Imc coronal plane.) 
Middle: Half-max of RFs of neurons in Figure 2.2 (purple; reproduced from Figure 2.2D) 
and Figure 3.5B left (orange). Right: For each neuron, the upper RF lobe, but not lower 
one, shows overlap, satisfying the testable lobe-overlap property (see text); conventions as 
in Figure 3.3B. (C) Fraction of multilobe neurons in each coronal plane satisfying the 
testable version of lobe-overlap property; dot – coronal plane; median fraction = 1. (D-F) 
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Signature property #3. (D) RFs (half-max) of all Imc neurons recorded within an example 
coronal plane. a-g are seven (discretized) spatial locations encoded by these neurons. (E) 
Selection matrix showing combinatorial activation of recorded neurons for selection at 
different location-pairs; conventions as in Figure 3.2C. (F) Two left panels: Illustration of 
assortedness feature for example in (D); conventions as in Figure 3.3E (section 3.6.4.3). 
Right: Summary of this feature across Imc coronal planes; only those planes containing ≥ 
3 Imc neurons each were testable (8/14; section 3.6.4.3) Dashed lines: Distance cut-offs 
for ‘distant’ neurons (green; 0.66) and ‘nearby’ neurons (magenta; 0.33; section 3.6.4.3). 
Filled circles: Imc coronal planes that satisfied these cut-off criteria; ≥ 7/8 in each case 
(STAR Methods). (G) Left: Illustration of ‘extensive intersection’ feature for example in 
(D); conventions as in Figure 3.3H. Right: Pie-chart summary of this feature across coronal 
planes (100% exhibited the feature; 6/6). Note that this feature was testable only for those 
planes for which the recorded neurons encoded location-pairs occupying distant portions 
of space (6/14; section 3.6.4.3). 
 
Across recordings made in 16 such coronal planes, we found that multilobe neurons 
were present in nearly every case (14/16; Figure 3.5A; also Figure 2.5A), thereby validating 
signature property #1. The impracticability of recording exhaustively from all Imc neurons in 
a coronal plane made it infeasible to test if every lobe of each multilobe neuron satisfied the 
optimized lobe-overlap property (signature property #2; Figure 3.3B-D). Therefore, we tested 
if at least one lobe of each multilobe neuron satisfied it (Figure 3.5B; section 3.6.4.2). The median 
fraction of multilobe neurons in each coronal plane that satisfied signature property #2 was 1 
(Figure 3.5C).  
Finally, we tested for signature property #3 (combinatorial inhibition). Both its 
features, namely, assorted recruitment and extensive intersection, were satisfied in nearly every 
testable case (7/8 and 6/6 planes respectively; Figure 3.5D-G; section 3.6.4.3), despite the 
non-exhaustive sampling of Imc neurons in individual planes. In addition, the computational 
basis of combinatorial inhibition, namely, combinatorial coding of space by model Imc 
neurons, which was quantified via the arbitrary spacing and wide distribution of their RF lobes 
(Figure 3.3J), was also found in experimental data (Figure 2.4AB, Figure 2.5A-D).  
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Thus, our experimental results show that owl Imc neurons are activated in a combinatorially 
optimized fashion that solves stimulus-priority dependent competitive selection across 
locations-pairs in the OT.  
3.6 Analysis methods for model (3.4) and experimental validation (3.5)   
3.6.1 Estimating N*  
N* is the smallest number of model neurons needed to solve selection at all location-pairs for 
a given L and kmax, i.e., the smallest N for which the minimum value of the objective function 
(-L(L-1)) can be successfully achieved. This was estimated as follows. For each value of N 
from 1 to L, we ran the optimization model 1000 times (1000 runs). Any given run was said 
to have converged to a solution if the value of cost function did not change for 1000 successive 
iterations (by setting the ‘evalstop’ criterion in the optimization code to 1000), thereby reaching 
an asymptotic value. The collection of model neuron RFs at convergence was called a 
‘convergent solution’. Additionally, if the convergent solution attained the value of –L(L-1), 
then it was called an ‘optimal solution’. In other words, optimal solutions are ones that 
converged and additionally achieve stimulus selection at all location-pairs.  
 N* (for a given L and kmax) is, therefore, the smallest value of N for which at least one 
of the 1000 runs yielded an optimal solution, meaning that for N = N*-1, none of the 1000 
runs yielded a solution that successfully achieved selection across all L locations.  
 For instance, if kmax=1 lobe, then for all L, N* = L (Figure 3.2A, blue data; consistent 
with theoretical calculation presented in the 2.3.1). If kmax = 3 lobes and L = 5 elevations, all 
runs for all values of N from 1 to L yielded convergent solutions, but optimal solutions were 
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produced only when N ≥ 4 (Figure 3.4A). More generally, if kmax > 1 lobe, then for all L > 4, 
N* < L (Figure 3.2A; orange and black data).  
3.6.2 Range of kmax values chosen for analyses  
The specific values of kmax used in our simulations (Figure 3.2, Figure 3.3 and Figure 3.6) were 
1, 3, and 10 lobes. The reasoning for this choice of values is described below.   
kmax = 1 lobe corresponded to the null hypothesis of single-lobed RFs  
kmax = 3 lobes represented Imc data (Figure 2.2L) 
kmax =10 lobes. (i) The range of elevations encoded by the OTid and the Imc is no greater than 
-60 to -60, and (ii) Most individual RF-lobes have a half-max height ≥ 10 (10-percentile 
value of half-max height of an individual RF lobe = 10 (Figure 2.5G). Therefore, the number 
of possible distinct lobes along elevation for RFs of typical Imc neurons ≤ ~10 lobes (=120/ 
(10 + 2); with the two added degrees representing 1 spacing on either side of a lobe to 
separate it from abutting ones.)  
3.6.3 Model assumptions  
Our optimization model makes two key simplifying assumptions: (a) discretized (pixelated) 
spatial locations, and (b) binary (on or off) RFs of the model neurons. The former assumption 
can be readily reconciled with biology by making the pixel size sufficiently small. Therefore, 
this assumption does not result in loss of generality of the model. Second, the pattern of spatial 
inhibition sent to the OTid space map, the key computational function required of Imc in the 
model, is the spatial inverse of the RF: inhibition is sent to all locations except the ones inside 
the RF. In other words, the spatial pattern of inhibition is, by definition, a ‘binarized spatial 
inverse’ of the Imc RF, with the strength of delivered inhibition being proportional to the 
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specific location within the continuous RF at which the stimulus is placed (Figure 3.1AB). For 
the model, it is the pattern of inhibition that is critical, informationally speaking, rather than 
the variations in the strength of delivered inhibition based on the specific location within RF 
that a stimulus occupies (Figure 3.1AB). (This is unlike population vector coding, where the 
specific values of firing rates within an RF are critical informationally [116-119]). Therefore, 
the continuous RF can be binarized itself (say, at the half-max, or 75%-max level) without the 
qualitative conclusions of the model being affected (Figure 3.1AB). Notably, despite these 
simplifying abstractions of the biology by the model, we found that predictions from the 
model held true experimentally (Figure 3.5), further revealing that the model captured 
sufficiently well the key computational principles at play in this circuit. Consequently, it was 
able to provide a compelling explanation for the unusual functional properties of Imc neurons, 
and illuminate the neural mechanisms by which this midbrain circuit solves stimulus selection 
at all location-pairs.  
 
3.6.4 Characterizing signature properties  
3.6.4.1 “Multilobe property” (property #1).  
Model: For each optimal solution at each (L, kmax, N) tested, we examined if any of 
the model RFs were multilobed. A model RF was said to be multilobed if it had “on” pixels 
that were separated by “off” pixels; two adjacent “on” pixels were treated as one lobe. For 
instance, in Figure 3.2B, neurons #2 and #4 have one lobe each. Neuron #1 has two RF lobes 
and neuron #2 has 3 RF lobes. These two neurons are multilobed. Thus, this optimal model 
solution is said to satisfy the “multilobe property”. 
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Data: For each coronal Imc plane recorded, we examined if any of the neurons in that 
plane had multilobed RFs. Whether an RF was single or multilobed was determined using 
methods described in (and surrounding) Figure 2.2.   
3.6.4.2 “Optimized lobe-overlap property” (property #2).  
Model: A multilobed model neuron that shares each of its RF lobes, but not all, with 
another neuron is said to satisfy this property. If every neuron in a model solution satisfies this 
property, the model solution itself is said to satisfy the optimized lobe-overlap property. The 
fraction of model solutions satisfying this property for each (L, N*) is plotted in Figure 3.3C 
(100%, in each case).  
Data: The set of neurons recorded within a given coronal plane, i.e., across all the 
recording sites along a dorsoventral penetration, is collectively a potential solution set for 
solving selection across all elevation pairs at that azimuth. (This is because of our finding that 
spatial azimuth is encoded topographically along the rostrocaudal axis of the Imc, and all the 
elevations at a given azimuth are encoded by the neurons in the coronal plane at the 
appropriate point along the rostrocaudal axis; Figure 2.4 and Figure 2.5).  A multilobe neuron 
that shares at least one of its RF lobes, but not all, with another neuron in the solution set is 
said to satisfy the experimentally testable version of the lobe-overlap property. To test this 
property in data, we first obtained the set of discrete elevational locations encoded by Imc 
neurons in a solution set (coronal plane). We did this by quantizing, at a resolution of 3˚ (to 
match theory and model; see main text related to Figure 2.6), the maximum elevation range 
encoded by their RFs combined. Next, an RF lobe of a multilobed Imc neuron was said to 
overlap with the RF of another neuron if there existed a location within the former’s half-max 
extent that also lay within the half-max extent of the latter’s RF. The fraction of multilobed 
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Imc RFs in each coronal plane that satisfy this testable version of the optimized lobe-overlap 
property is shown in Figure 3.5C.  (This testable version of the lobe-overlap property was 
necessary because of the inherent infeasibility of recording from all Imc neurons in a coronal 
section, i.e., from all the neurons in a ‘solution set’. Specifically, the small mediolateral extent 
of the Imc (< 350 µm), coupled with the thickness of the electrode (250 µm) that was used to 
reliably target the deep Imc (~16 mm below brain surface), limited us to one dorsoventral 
penetration within a coronal section. This made recording from all Imc neurons in a given 
section unviable. The average # neurons recorded per section = 3.44  0.47.  
3.6.4.3 ‘Combinatorial’ property (property #3). 
(A) “Assorted neural subset” feature: Distant neurons are recruited to achieve 
selection for nearby locations, and nearby neurons are recruited to achieve selection for distant 
locations. To test for this feature, we divide the elevation range (L locations) into three parts, 
the upper L/3, middle L/3 and lower L/3 locations. Two locations are said to be ‘nearby’ if 
the distance between them is ≤ L/3, and ‘distant’ if the distance between them is ≥ 2L/3. 
Similarly, two neurons are said to be nearby if the distance between them is ≤ (N-1)/3, and 
distant, if their distance is ≥ 2(N-1)/3. We then ask if distant neurons are recruited for a nearby 
location-pair (LP), and vice-versa. Since there is no meaningful functional ordering of 
multilobe neurons owing to the lack of topography in the encoding of elevation, we must test 
these questions across permutations of the ordering of Imc neurons within a solution. 
i. Model: First, we tested if distant neurons are recruited for a nearby location-pair. We did 
so by computing the following metric (Eq. 3.6) for each (L, N*) (Figure 3.3EF).  










Here, ‘d’ is the maximum distance between the neurons recruited for solving selection for a 
given nearby location-pair in a given solution. The maximum of this across all nearby location-
pairs yields the farthest distance between neurons recruited to solve selection for any nearby 
location-pair. The minimum of this value across permutations of neurons in the solution, and 
across all solutions, yields d (nearby LP) for that (L, N*).   
For L = 5 (N* = 4), we tested this exhaustively for all possible permutations (= factorial(4)). 
However, for L = 20 (N* = 14) and L = 40 (N* = 27), the number of permutations is very 
large (14! = 8.7 x1010 and 27! = 1.08 x 1028). Because it was infeasible to test all possible 
permutations in these cases, we tested a subset of permutations (n=1000) that was selected 
randomly from the set of all the possible permutations using the ‘randperm’ function in 
MATLAB.  
For each (L, N*), we calculated the normalized minimum distance between neurons recruited 
for selection at distant location-pairs as shown in (Eq. 3.7), and plotted it in Figure 3.3F.  
                            𝒅𝒏𝒐𝒓𝒎(𝒏𝒆𝒂𝒓𝒃𝒚 𝑳𝑷) =
𝒅(𝒏𝒆𝒂𝒓𝒃𝒚 𝑳𝑷)−𝒅𝒎𝒊𝒏
𝒅𝒎𝒂𝒙−𝒅𝒎𝒊𝒏
                                                              - (3.7) 
 
Here, dmax (= N*-1) and dmin (= 1) are the maximum and minimum possible distances between 
neurons in a solutions set consisting of N* neurons. We found that in every case, this 
normalized distance was high (> 0.66; the normalized cut-off value chosen for defining 
‘distant’ neurons).   
Next, we tested if nearby neurons are recruited for a distant location-pair (Figure 3.3EG), 
using a metric constructed with a logic similar to that used above: 






(𝒅))}]              - (3.8) 
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     𝒅𝒏𝒐𝒓𝒎(𝒅𝒊𝒔𝒕𝒂𝒏𝒕 𝑳𝑷) =
𝒅(𝒅𝒊𝒔𝒕𝒂𝒏𝒕 𝑳𝑷)−𝒅𝒎𝒊𝒏
𝒅𝒎𝒂𝒙−𝒅𝒎𝒊𝒏
                                         - (3.9) 
 
For each (L, N*), we calculated the normalized maximum distance between neurons recruited 
for selection at distant LPs (Eq. 3.9), and plotted the results in Figure 3.3G. We found that in 
every case, this normalized distance was small (< 0.33; the normalized cut-off value chosen 
for defining ‘nearby’ neurons).   
ii. Data: For Imc neurons in each solution set (coronal plane), we obtained the range of 
discretized elevation values encoded as before (resolution of 3˚), and then calculated the 
normalized minimum distance between nearby neurons and the normalized maximum 
distance between distant neurons using the Eqns. (3.7) and (3.9) above. Note that for the 
notions of nearby neurons and distant neurons, there need to be at least 3 neurons in the 
solution set so that the maximum distance is 2 and the minimum distance is 1. Out of 14 
coronal planes that contained multilobe neurons, 8 had ≥ 3 neurons. The results from 
these 8 planes are plotted in Figure 3.5F. 
(B) “Extensive intersection” feature. Location-pairs occupying distant portions of 
space recruit shared neurons to solve selection at each pair. Two location-pairs are said occupy 
distant portions of (elevational) space if one location-pair lies within the upper third of the 
locations (upper L/3) and the other lies within the lower third of the locations (lower L/3). 
Since intersection between the neural subsets is independent of the ordering of the neurons, 
we do not need to test this for all permutations of neuron orderings.  
i. Model: For every optimal solution at a given (L, N*), we tested if there existed two 
location-pairs (a ‘doublet’) occupying distant portions of space such that the neural subsets 
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recruited to solve selection at each location-pair shared at least one neuron. The fraction 
of optimal solutions that satisfied this property is plotted as a function of (L, N*) in Figure 
3.3I; the fraction is uniformly 100%.  
ii. Data: For Imc neurons in each solution set (coronal plane), we obtained the range of 
discretized elevation values encoded as before (resolution of 3˚). We then tested if these 
neurons satisfied the extensive-intersection property as described for the model. Of the 
14 coronal planes at which neurons were recorded, in 6 cases, the encoded locations 
included two location-pairs that occupied distant locations. The fraction of these 6 coronal 
planes that satisfied the extensive intersection property is shown in Figure 3.5G (100%). 
3.7 Discussion 
This study unpacked the mechanistic underpinnings in owls of a critical neural function, 
namely stimulus selection at all location-pairs, and revealed combinatorially optimized 
inhibition as an efficient strategy for it when neurons are scarce. Combinatorial activation of 
neurons is typically inferred by visualizing their patterns of activation in response to stimuli; 
for instance, combinatorial activation of odors by olfactory receptor neurons; [120]. Here, in 
addition to visualizing these patterns, we quantified the underlying intuition by defining the 
‘assortedness’ and ‘extensive intersection’ features, which are necessary and sufficient for 
combinatorial activation, and applied this approach to both model solutions as well as 
experimental data. This allowed for quantitative support for the finding of combinatorially 
optimized activation of inhibitory neurons. Broadly, this study was framed in the context of 
selection between pairs of stimulus locations. However, because selection between more than 
two stimuli requires comparisons between all the possible stimulus pairs, the results of this 
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study apply directly to the general problem of selection among any number of competing 
stimuli.  
3.7.1 Stimulus selection across space and model assumptions  
Through computational modeling and subsequent experimental validation, our results showed 
that the multilobed RFs of sparse Imc neurons implement a combinatorial inhibition strategy 
for solving stimulus selection across locations (Figure 3.2). Our model included three key 
biological properties of the Imc-OT circuit as axiomatic features: (i) that Imc neurons are 
scarce (in elevation), (ii) that they interconnect with the OT in a specialized, spatially inverting 
manner, and (iii) that selection along elevation in the OT depends entirely on the priorities of 
the competing stimuli but not on their specific locations. The first axiomatic feature was 
demonstrated in Figure 2.6. The, second, although not yet confirmed functionally, is consistent 
with anatomical tracing studies [85]. Chapter 4 of my dissertation covers this question and 
confirms the presence of a functional spatially inverting connectivity in the Imc-OT circuit. 
The third, invariance of competitive suppression along elevation, has been demonstrated in 
previous work [75]. Incidentally, in other species, there are asymmetries between upper and 
lower hemifields [121] and, more generally, there can be a spatial gradient with stimuli at 
different locations being weighted differently; such a weighting function is easily incorporated 
into our optimization model.  
As the goal of our modeling was to extract core computational principles underlying 
the implementation of selection at all location-pairs, we chose, in the interest of model 
simplicity, not to include other details of Imc RFs observed in the data Figure 2.5 beyond the 
three axiomatic features. These included: proportions of single versus multilobed RFs, the 
relative spreads of the heights of single vs. two- vs. three-lobed RFs, etc. In addition, the model 
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made two other simplifying assumptions. First, to reduce model complexity, model RFs were 
implemented as discrete, binary ‘pixels’ (Figure 3.2), as opposed to being continuous hills of 
activity (Figure 2.2). As described in Figure 3.1, this assumption does not affect the spatial 
pattern of Imc inhibition onto the OT. However, it fails to capture the scaling of the strength 
of the inhibition based on the specific position of the stimulus within the half-max extent of 
a RF. Second, the model implemented the biological observation that the maximum number 
of lobes in any Imc RF (denoted kmax) was three (Figure 2.2L) by constraining the number of 
RF ‘pixels’ to be less than or equal to kmax. The consequence of this assumption was that the 
sizes of model RFs were also limited to kmax pixels (Figure 3.3E, Figure 3.4B), unlike biological 
RFs that could be larger in size (Figure 2.2, Figure 2.1, Figure 3.5). This assumption was 
nonetheless necessary because it improved the convexity of the cost function, thereby allowing 
the runs of the optimization model to converge. Despite these assumptions, however, strong 
predictions of the model regarding combinatorially optimized inhibition for location-invariant 
selection (and the corresponding signature properties) were successfully validated with 
subsequent experiments, demonstrating that the Imc does indeed employ combinatorially 
optimized inhibition for stimulus selection at all possible elevational-pairs.  
Notably, the signature properties were also robust to the specific proportions of single- 
vs. two- vs. three-lobed RFs. This was evidenced by the fact in the model, the signature 
properties held true for all optimal solutions even though the proportions of lobes varied 
widely across optimal solutions: for instance, one of the optimal solutions for L = 40, N* = 
27 consisted of 7.5 % single-lobed, 18.5% two-lobed and 74% three-lobed RFs, whereas one 
optimal solution for L = 5, N* = 4 consisted of 50% single-lobed, 25% two-lobed and 25% 
three-lobed RFs (Figure 3.2A). Consequently, our conclusions were not impacted by a match 
(or not) between proportions of RFs in the model Imc and the proportions in the owl Imc. 
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(Incidentally, because the proportions in experimental data were obtained, necessarily, by 
combining data across coronal planes and across birds, they do not represent the distribution 
within any particular Imc coronal plane (Figure 2.2L). 
3.7.2 Selection across locations in elevation vs. azimuth 
Our results indicate that the Imc implements stimulus selection for locations both along 
elevation and azimuth. However, the strategy employed for location-pairs along the elevation 
is distinct from that along the azimuth, a difference that can be accounted for by the difference 
in anatomical organization along the two axes. The scarcity of Imc neurons in coronal planes 
is consistent with a combinatorially optimized solution for selection along elevational locations 
through the use of multilobed spatial RFs (Figure 2.6, Figure 3.2, Figure 3.3 and Figure 3.5). 
In contrast, abundance of Imc neurons along the rostrocaudal axis (section 2.3.2.2) is 
consistent with the ‘modular copy-and-paste’ solution through the use of single-lobed spatial 
RFs (Figure 2.1D).   
3.7.3 Minimization of wiring and metabolic costs 
In this context, three questions regarding the biological implementation of selection at all 
location-pairs by the Imc remain puzzling. First, why might N < L be biologically desirable in 
the Imc in the first place, necessitating combinatorially optimized inhibition? Second, if N < 
L is attractive biologically, why don’t Imc RFs have a large number of lobes, thereby achieving 
greater savings in the number of Imc neurons (Figure 3.2A)? In other words, why is the 
maximum number of Imc RF lobes restricted to a low number (kmax = 3; Figure 2.2L)? Third, 
why is multilobed encoding found only along one spatial axis (here, elevation), why not along 
both axes for greater neuronal savings?  
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To gain insight into these questions, we examined Imc function in the context of two 
types of costs that nervous systems must incur in building and operating a neural circuit: wiring 
cost and metabolic cost. We estimated wiring cost by quantifying the cost of implementing 
spatially inverting projection patterns from the Imc to the OT [3], and metabolic cost by 
quantifying the cost of broadcasting of spikes across the OT for competitive suppression. We 
found that wiring cost decreases as the number of RF lobes increases (Figure 3.6A; section 
3.7.3.1). In contrast, metabolic cost increases as the number of RF lobes increases (Figure 
3.6B; section 3.7.3.1). Consequently, the wiring cost places a lower bound on the number of 
RF lobes (and a corresponding upper bound on the number of neurons), whereas the 
metabolic cost places an upper bound on the number of RF lobes (and a lower bound on the 
number of neurons). The optimal number of RF lobes (and the number of neurons necessary), 
therefore, is one that minimizes some weighted combination of the two opposing costs (Figure 
3.6C). Because Imc neurons have high firing rates (median = 76.5 Hz [87, 108]; Figure 2.2A), 
this causes the metabolic cost of Imc function to scale up substantially, pulling the ideal 
number of RF lobes to even lower values than for low firing-rate neurons (Figure 3.6C, thick 
vs. thin line; thereby also providing a rationale for the continued presence of some single-lobe 
neurons in the Imc; Figure 2.2L).  
Taken together, these results indicate that a small number of Imc neurons (N < L), 
with multilobed RFs that have a small number of RF lobes (small kmax value), are well suited 
to achieve selection across all locations if net neural costs are to be minimized. Increasing 
excessively the number of RF lobes along one spatial axis (here, elevation), or increasing the 
number of RF lobes also along the other axis as well (here, azimuth) are not biologically 
desirable. Thus, the estimation of the net cost of neural circuit operation provides a plausible 
window into ‘why’ the owl Imc may be organized functionally in the way that it is (Figure 3.6). 
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The reason for occurrence of multilobed encoding along elevation, specifically, rather than 
along azimuth, is less evident, and may simply be a consequence of the relative anatomy of 
Imc and OT. The Imc is asymmetric in shape, elongated along the rostrocaudal axis, but 
compressed along the dorsoventral axis [85]. It is plausible that the OT’s representation of 
azimuth along its rostrocaudal axis [77] drives azimuths to be encoded along the parallel (and 
neurally rich) rostrocaudal axis of the Imc [85], for ease of wiring, thereby relegating elevation 
to be coded by the transverse (and neurally sparse) planes.  
 
Figure 3.6: Metabolic and wiring costs for stimulus selection at all possible location-
pairs. 
(A) Wiring cost plotted as a function of the maximum number of Imc RF lobes allowed 
(kmax); calculated across optimal model solutions (section 3.7.3.1). Values of kmax 
examined along x-axis are particularly relevant to the Imc: kmax=1 corresponds the single-
lobed case, kmax=3 to the experimentally determined value in the owl Imc, and kmax=10 
to the practical upper bound on the number of possible RF lobes (based on the functional 
properties of Imc neurons; section 3.7.3.1 and Figure 2.2L). (B) Metabolic cost as a 
function of kmax (section 3.7.3.1). (C) Schematic showing total cost (weighted 
combination of (A) and (B)) for Imc circuit to solve selection at all location-pairs for L = 
40 at low average firing rates (thin line: 10 Hz), and high average firing rates (thick line: 
80 Hz; section 3.7.3.1); weights used for combining wiring and metabolic costs were 
identical for the low and high firing rate cases. Circled values along x-axis (and 
corresponding large dots) indicate the optimal kmax values at the two firing rate levels. 
Results demonstrate left shift of optimal kmax with increasing firing rates (section 3.7.3.1; 
the specific values of optimal kmax yielded by this analysis, and shown here, are incidental 
to the choice of the values of relative weights, and not particularly informative by 





3.7.3.1 Calculating wiring and metabolic costs  
Wiring cost: The wiring cost incurred by the Imc to implement selection at all location-pairs 
is estimated as the cost of generating axonal projections (‘wires’) between each Imc neuron 
and each of its target OTid neurons. This cost depends both on the number of locations that 
each neuron must suppress and the number of neurons in the population. Assuming that the 
lengths of wires from Imc to each OTid neuron is approximately equal (say 1 unit each, 
without loss of generality), we can estimate the total wiring length and consequently the total 
wiring cost using Eqn. 3.10 below (see [3]).  






The summation is the total wiring length of all the wires from the Imc neurons to the 
OTid population. ‘p’ is a power term such that typically 1 < p < 4 (see [3]). This quantity is 
computed for each optimal solution (obtained over the 1000 runs) for a given (L, N*, kmax) 
triplet, and the results are plotted in Figure 3.6A.  
Metabolic cost: The metabolic cost incurred by the Imc to implement selection at all location-
pairs is estimated as the cost of generating and broadcasting spikes to the OTid to achieve 
competitive suppression. This depends on the number of neurons activated by a stimulus at 
each of the L locations, as well as the number of OTid locations to which each activated 
neuron delivers inhibition. If the cost of suppressing one OTid location using 1 spike is 1 unit, 
then the total metabolic cost for the circuit for a given firing rate f is given by Eqn. (17) below 
(using a similar formula as for wiring cost).  
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-   (3.11) 
 
Note that when the stimulus is placed at location j, the term in the inner summation is 
non-zero only for activated neurons. ‘q’ is a power term chosen such that 1 < q < 4 (similar 
to the wiring cost). This quantity is computed for each optimal solution (obtained over the 
1000 model runs) for a given (L, N*, kmax, f = 10 Hz), and the results plotted in Figure 3.6B.  
Total cost: The total cost for any solution is calculated as a weighted combination of the 
wiring cost (weight = α) and the metabolic cost (weight = β) as given in Eqn. (18) below.  
 
𝑇𝑜𝑡𝑎𝑙 𝑐𝑜𝑠𝑡 (𝐿, 𝑁∗, 𝑘𝑚𝑎𝑥 , 𝑓) = 
(𝛼 ∗ 𝑊𝑖𝑟𝑖𝑛𝑔 𝑐𝑜𝑠𝑡(𝐿, 𝑁∗, 𝑘𝑚𝑎𝑥)) + (𝛽 ∗ 𝑀𝑒𝑡𝑎𝑏𝑜𝑙𝑖𝑐 𝑐𝑜𝑠𝑡(𝐿, 𝑁
∗, 𝑘𝑚𝑎𝑥 , 𝑓)) 
-   (3.12) 
 
Therefore, there are five parameters (𝛼, 𝑝, 𝛽, 𝑞 and f) in the computation of the total cost. 
The results are plotted for 𝛼 = 20, 𝑝 = 2.5, 𝛽 = 80, 𝑞 = 2.42 and for firing rates of f = 













4.1 Introduction   
Selection among competing options is a fundamental component of adaptive behavior. 
Categorical neural representations have been reported in multiple brain areas to underlie 
selection and decision-making across animal species [94, 95, 122-129]. These representations, 
which involve the transformation of continuously varying inputs into discrete output classes, 
involve a large, abrupt change in responsiveness across the selection boundary (Figure 4.1A – 
red). They enhance the reliability of neural signaling of the selected category (or ‘winner’) 
specifically when competing options on opposite sides of the selection boundary are very 
similar to one another (i.e., when there is input ambiguity), and in the face of neural response 
variability (i.e., neural ‘noise’) (Figure 4.1A-red vs. orange).  
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This overall robustness to sensory and neural noise, of the decoding of the winner 
from neural responses, can be quantified using boundary discriminability (bd’) - the 
discriminability between two competing options on either side of the selection boundary (d-
prime; section 4.7.2): bd’ is higher for more categorical response profiles (Figure 4.1A and 
Figure 4.1B-left, open symbols: red vs. orange). However, bd’ is also higher for response 
profiles that are more robust-to-noise without being more categorical - for instance, scaled 
response profiles (Figure 4.1A- orange vs blue). By contrast, a metric that is insensitive to 
scaling and that captures, specifically, the strength of categorization by response profiles is the 
commonly used categorization index ([95, 123]; it operates effectively on the normalized 
response profiles; Figure 4.1B-middle inset). A modified version, CatI, takes into account 
response variability as well: it compares the average between-category discriminability with the 
average within-category discriminability (Figure 4.1B-right, filled symbols; section 4.7.3). Thus, 
both scaling-up of responses as well as enhancing their categorical nature can improve the 
overall robustness-to-noise of the neural signaling of the winner (Figure 4.1AB, black vs. red). 
Biologically, however, the limited dynamic ranges of neural responses (which, in turn, limit the 
range of scaling possible), as well as the inherent discreteness of categorical responses, make 
categorical neural representations a preferable solution to promote robust-to-noise selection.  
Despite the clear utility of categorical representations, their pervasiveness in brain 
areas [94, 95, 122-129], as well as the range of theoretical formulations and computational 
models proposed to account for them [130-133], identifiable neural circuit mechanisms that 
control their production have remained elusive. Specifically, it is unclear what aspects of circuit 
architecture are essential for generating categorical responses. 
 100 
 
4.2 Donut-like inhibitory motif controls categorical signaling in model 
circuits  
We reasoned that properties of neural inhibition, which is known to be involved in comparing 
representations of competing options [75, 134-136], would impact the nature of competitive 
response profiles. This led to two concrete hypotheses re circuit mechanisms. The first was 
that feedback inhibition between the options, i.e., inhibition whose strength is iteratively 
influenced by both options, may play a key role. This was motivated by extensive modeling of 
categorical decision-making [132, 137], work on direction selectivity in the retina [138], as well 
as work on spatial selection in barn owls [139]. The second hypothesis was that a donut-like 
pattern of competitive inhibition, i.e., one in which each option suppresses others more 
strongly than it suppresses itself, may play a key role. This was motivated by work in turtles 
[99] as well as by the need, in categorical profiles, for enhanced response differences across 
the selection boundary: we reasoned that having strong inhibition to ‘other’ options, but weak 
“self” inhibition may enhance response differences.  
To assess the computational validity as well as relative efficacies of these hypothesized 
circuit mechanisms, we turned to modeling. Starting with a generic baseline circuit capable of 
comparing the representations of competing options (Figure 4.1C- model on top-left; section 
4.7.2;[134-136]), we examined the impact of introducing just feedback inhibition (Figure 4.1C- 
bottom-left), just donut-like inhibition (Figure 4.1C- top-right), or both (Figure 4.1C- bottom-
right), on the production of categorical response profiles in the presence of noise. Response 
profiles were measured to a classic two-stimulus morphing protocol in which the relative 
strength of the two stimuli (S1 and S2) was systematically varied, resulting in two categories 
(S1> S2 and S1<S2; Figure 4.1E-bottom, graphic; [95, 123, 125]). Model neurons in the circuit 
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were simulated with noisy, sigmoidal input-output functions (fano factor of 6; 30 repetitions 
per ‘neuron’, n=50 ‘neurons’; section 4.7.2). The resulting response profiles from the four 
models clearly involved a scaling component (Figure 4.1E-left), and therefore, we compared 
both scaling-dependent robustness-to-noise (bd’) as well as the scaling-insensitive 
categorization strength (CatI) across the response profiles (section 4.7.3). 
 
Figure 4.1: Donut-like inhibition surpasses other hypothesized circuit motifs in 
generating categorical responses to competing stimuli. 
(A) Schematic showing 4 different mathematically generated response profiles, as a 
function of continuously varying input. Vertical line: categorization or selection boundary. 
Translucent band: variability in responses; fano factor of 6 used to generate these responses 
(section 4.7.2). Black filled dots: Two competing inputs just straddling the selection 
boundary: nearly equal in input value (at a distance of 3 units from the selection boundary), 
but belonging to different categories. (B) Left (open symbols): Boundary discriminability 
(bd’); defined as d-prime between the responses to the two competing inputs indicated in 
A (section 4.7.3), computed for each response profile in A (colors). Middle-inset: Response 
profiles in A normalized between 0 and 1; only means are shown; red profile transitions 
more abruptly than black, orange and blue profiles are equally gradual (linear). Right (filled 
symbols): Categorization index (CatI; accounts for response variability as well; section 
4.7.3) for response profiles in A. [95, 123]. (C, D) Computational models incorporating 
different circuit motifs (section 4.7.2; Figure 4.2). All models built upon generic baseline 
circuit capable of comparing competing options (C; top-left). Each model shows two 
‘channels’; each channel is the group of neurons (numbered) involved in representing a 
stimulus (S1 or S2); the goal of these models is to signal if S1>S2 (category ‘A’) or S2>S1 
(category ‘B’). Circles - output neurons; ovals - inhibitory neurons; arrows with pointed 
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heads - excitatory connections, arrows with flat heads - inhibitory connections. (C) Four 
circuit models:  baseline circuit (top-left), inclusion of feedback inhibition (bottom-left), 
donut-like inhibition (top-right) or both (bottom-right; section 4.7.2). (D) Four more circuit 
models: baseline circuit with recurrent amplification in each channel (top-left), followed 
by inclusion of feedback inhibition (bottom-left), or donut-like inhibition (top-right) or 
both (bottom-right). (E) Simulated response profiles of ‘example’ output neuron 1 from 
each of the models in C (left) and D (right); obtained using a two-stimulus (S1 and S2) 
morphing protocol (bottom inset; section 4.7.4). Responses are mean ± s.e.m of 30 
repetitions. The continuously varied input parameter was the relative strength of the two 
stimuli (S2-S1). Lines – best sigmoidal fits. Bottom schematic: Morphing protocol; 
stimulus strength schematized by size of dot. Input-output functions of model neurons were 
sigmoids with Gaussian noise (section 4.7.2; fano factor=6). Right-Inset: Response profiles 
normalized between 0 and 1 (same conventions as B-inset). (F, G) ‘Population’ summary 
of bd’ (F) and CatI (G) of response profiles from various circuit models (colors); mean ± 
s.e.m.; n=50 model neurons. ‘*’: p<0.05, ANOVA followed by Holm-Bonferroni 
correction for multiple paired comparisons; only a key subset of significant differences 
indicated for clarity. See also Figure 4.2. 
 
We found that feedback inhibition between competing channels had no effect on bd’ 
(Figure 4.1EF – green vs. grey; p= 0.99) or on CatI (Figure 4.1E-inset and G – green vs. grey; 
p =0.99), and this result was largely independent of the strength of feedback inhibition (Figure 
4.2A). By contrast, introduction of a donut-like pattern of inhibition provided a boost in 
robustness-to-noise (Figure 4.1EF – purple vs. grey; p =5.99 e-8), and an even greater boost 
in the strength of categorization of the response profiles (Figure 4.1E-inset and G – purple 
vs. grey; p = 5.98e-8). The magnitudes of improvement were inversely related to the strength 
of “self” inhibition, reaching the maximum when “self” inhibition was zero (Figure 4.3B; bd’:  
ρ = -0.89, p = 1.64 e-4; CatI:  ρ=-0.81, p = 2.6 e-3, Pearson correlation test), thereby revealing 
the importance of donut-like inhibition over feedback inhibition for categorical responses. 
These results held true also when we started with a circuit that included recurrent excitation, 
a common element in models of decision-making thought to play a role in categorical selection 




Figure 4.2: Donut-like inhibition surpasses other circuit motifs over a large range of 
values of key model parameters and amounts of response noise. 
(A) Effect of varying strength of feedback inhibition in model in Figure 4.1C-bottom-left, 
on bd’ (left) and CatI (right). rin: input divisive factor; rout: output divisive factor (section 
4.7.2). Range of variation based on previously published work [139]. Maximum bd’ over 
the range of parameters is = 0.5478 (lower than from the donut-like motif, bd’ = 0.785); 
maximum CatI = 0.157 (lower than from the donut-like motif, CatI = 0.331). (B) Effect of 
varying strength of “self” inhibition in model in Figure 4.1C-top-right on bd’ (left) and 
CatI (right). Left: Corr = -0.89, p = 1.64e-4 (correlation test). Right: Corr = -0.81, p = 3e-
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3 (correlation test). Maximal effects on bd’ and CatI are when “self” inhibition=0, i.e., 
when the circuit has donut-like inhibition. (C) Effect of varying strength of recurrent 
amplification in model in Figure 4.1D-top-left, on bd’ (left) and CatI (right). Red lines: 
values from circuit with donut-like motif only. Left: bd’ increases with amplification 
(corr=0.68; p = 1e-3; corr test), saturating around k=10; the increase is as expected because 
of the progressive scaling up of responses due to amplification. Note that physiological 
range is under 3 [142]. Right: However, CatI does not change systematically (corr= -0.14; 
p =0.54; corr test), indicating that varying the strength of amplification either does not 
affect the estimates in Figure 4.1F for this motif.  (D) Comparison across three models of 
bd’ (left) and CatI (right) from simulated response profiles as a function of fano-factor. 
Models are circuit with donut-like inhibitory motif only (Figure 4.1C, top-right), or circuit 
with recurrent amplification and feedback inhibition together (Figure 4.1D, bottom-left), 
or circuit with all three motifs combined (Figure 4.1D, bottom-right). 
 
 
Donut-like inhibition, therefore, emerged as the most important single motif for 
producing categorical responses (Figure 4.1G, right axis; 61% of combined CatI), and this held 
true over the range of fano factor values tested (Figure 4.2D). Whereas the presence of 
feedback inhibition or both recurrent excitation and feedback inhibition enhanced the impact 
of the donut-like motif (Figure 4.1FG: blue vs. purple, red vs. purple; p< 6.023 e-8 in both 
cases), without the donut-like motif, they were nearly ineffective, either individually or 
together, at signaling the winning option categorically in the presence of input ambiguity and 
neural noise (Figure 4.1FG: green, orange, brown). 
4.3 Functionally donut-like inhibitory motif operates in the barn owl 
midbrain  
We wondered, next, if the donut-like inhibitory motif operates within a neural selection circuit. 
An excellent site in the brain to investigate this is the midbrain spatial selection network in 
vertebrates [79, 143]. It includes the superior colliculus, SC (optic tectum, OT, in non-
mammals), a sensorimotor hub that is required for target selection for spatial attention [92, 
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93]. Neurons in the intermediate and deep layers of the SC (SCid/OTid) encode a topographic 
spatial map of stimulus priority (priority = physical salience + behavioral relevance) [59], and 
OTid neurons signal the highest priority stimulus categorically: they respond with a high firing 
rate when the stimulus inside their RF is the one with highest priority, but their responses are 
suppressed to a low level when the RF stimulus is no longer the one with highest priority [94, 
95, 144]. The source of this competitive response suppression in the OTid is a group of 
GABAergic midbrain tegmental neurons called Imc in birds (isthmi pars magnocellularis; [85]): 
Imc inactivation abolishes all competitive interactions in the OTid and thereby its ability to 
signal the winner [87, 100].   
This network has been shown to contain both feedback inhibition among competing 
channels and recurrent excitation within each channel. It implements the former as direct, 
long-range inhibition between Imc neurons (Figure 4.3A-right – blue; not shown in 2A-left 
for clarity; [85, 145]), and the latter, as response amplification by a group of cholinergic 
neurons, Ipc (Figure 4.3A; orange), that connect in a point-to-point manner with the OT [86, 
88, 142]. 
What, however, of the donut-like motif? Imc neurons are known to receive input from 
a focal portion of the OT  (within layer 10; OT10), but to suppress OTid activity broadly 
across the space map by sending projections via two pathways (Figure 4.3A): (a) directly to the 
OTid (layers 11-15) (Figure 4.3A – purple;[85]), and (b) indirectly to the OTid by inhibiting 
the potent point-to-point amplifiers of OTid activity, namely the cholinergic Ipc (Figure 4.3A 
–orange; [85, 87]). Incidentally, simulations with a circuit model in which the recurrent 
amplifier is also the recipient of powerful inhibition, as in the OT-Imc-Ipc circuit, confirm the 




Figure 4.3: Barn owl midbrain selection network contains functional donut-like 
inhibitory motif operating along azimuthal space. 
(A) Schematic of avian midbrain selection network. Left: Superficial (OTs), and 
intermediate-deep (OTid) layers of optic tectum; numbers: individual layers (1-15). 
Columns across layers of OT tissue, from left to right, encode individual locations in space 
(here, azimuth) topographically [77]. Imc (purple): Isthmi pars magnocellularis, inhibitory 
neurons in midbrain tegmentum. Ipc (orange): Isthmi pars parvocellularis, cholinergic 
neurons. Imc and Ipc receive focal input from OT10 (dark grey projections). Ipc projects 
back focally to OT (orange projections). Imc projects back broadly across OTid and Ipc 
(purple projections); thought to spare the portion of OT providing input (absence of purple 
projections in the column occupied by black OT10 neuron[85]; ‘?’: unknown if congruent 
portion of Ipc space map is also spared of Imc projections. Right: Network model showing 
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the OT-Imc-Ipc circuit; conventions as in Figure 4.1. Simulations from this model in Figure 
4.4. Dashed lines: Unknown if these connections exist functionally. (B-F) Measurement of 
the strength of net “other” inhibition from Imc  OTid with paired recordings in Imc and 
OTid. “Net” indicates the combined inhibition due to both the direct (Imc OTid) and 
indirect (Imc Ipc OTid) pathways (text). “Other” indicates that the OTid neuron 
encodes for (distant) spatial locations outside Imc neuron’s RF. (B) Experimental setup. 
Iontophoresis and recording electrode (I) in the portion of Imc (encoding for stimulus S2); 
recording electrode (R) in the portion of OTid encoding for distant location (and stimulus 
S1). (C) Schematic of OTid and Imc space maps (quadrilaterals) showing RFs of neurons 
being recorded (dotted ovals) and stimulus protocol (black filled dot – S1; gray filled dot 
– S2). S1 and S2 are looming visual stimuli of fixed contrast but different loom speeds 
(strength; Mysore 2010); S1 = 9.6 °/s, S2 = 19.2°/s (section 4.7.4). (D) Raster responses of 
example OTid neuron to paired stimulus protocol in C, in the Imc-intact condition (left 
column; black data) and Imc-off condition (right column – red data). Imc inactivation by 
(reversible) iontophoresis of kynurenic acid (a pan-glutamate receptor blocker;[100]; 
4.7.4). Gray shading: stimulus duration (E) Response firing rates of this OTid (computed 
from rasters in D; spike count window = 100-350 ms); mean ± s.e.m. Lines: best Gaussian 
fits. Filled dots: responses to S1 at locations inside the OTid RF; open circles, outside RF 
(section 4.7.4). (F) Scatter plot showing OTid responses in Imc-intact vs. Imc-off 
conditions. Line: Best fit straight line; slope = 0.31, r2 =0.76. % change in responses =  
100* (responses in Imc intact condition – responses in Imc off condition)/responses in Imc 
off condition = 100*(slope-1), directly estimates the strength of inhibition at this OTid 
neuron due to Imc (here, -69%; 100*(0.31-1); section 4.7.4). (G-K) Measurement of the 
strength of net “self” inhibition from Imc  OTid with paired recordings in Imc and OTid. 
(conventions as in B-F). (G, H) OTid neuron is spatially aligned with Imc neuron (both 
encode overlapping locations); distance between OTid and Imc RF centers = 1.5°. (K) 
Line: Best fit straight line; slope = 0.93, R2 =0.95. % change in responses directly estimates 
the strength of suppression at this OTid neuron due to Imc (here, -7%; section 4.7.4). (L) 
Population summary of strength of net “other” inhibition (red; n=19 Imc-OTid pairs), and 
strength of net “self” inhibition (blue; n=28 pairs) from Imc OTid. Average distance 
between OTid and Imc RF centers in “other” experiments = 26.8° +/- 2.3°; in “self” 
experiments = 2.9° +/- 0.7 °. p<1e-5 (red vs. blue), p=<1e-5 (red vs 0), p=0.12 (blue vs. 0), 
paired t-tests with HBMC correction (section 4.7.4). See also Figure 4.4.  
 
Whereas anatomical tracing studies [85] have indicated that the direct projections from 
the Imc to the OT may spare the portion of the OT providing input to the Imc (Figure 4.3A; 
absence of purple projections in portion of OT around black neuron), this not been 
established functionally. Crucially, whether or not the indirect inhibitory pathway involving 
the Ipc exhibits the donut-like motif is unknown (Figure 4.3A, purple ‘?’). This is critical 
because this indirect pathway is known to constitute the dominant route of inhibition from 
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Imc to OTid [85]: the majority of Imc projections target the Ipc (rather than the OTid; [85]), 
and Ipc provides substantial amplification of OTid activity (1.43x, on average; [142]).  
To address functionally whether the Imc-Ipc-OT circuit implements a donut-like 
pattern of competitive inhibition, we made dual extracellular recordings in the barn owl OTid 
and Imc (section 4.7.4; Figure 4.3BG). We measured directly the strength of the net 
competitive inhibition delivered by Imc neurons onto OTid neurons encoding for stimuli at 
distant locations (“other” inhibition), and separately, the strength of net inhibition delivered 
by Imc onto OTid neurons encoding for overlapping locations (“self” inhibition), (Figure 
4.3BG).  
4.3.1 “Other” inhibition  
To measure the strength of “other” inhibition, we first recorded the responses of OTid 
neurons to a stimulus (S1) inside their receptive field (RF; Figure 4.3B, C-left; section 4.7.4) 
while simultaneously presenting a competing stimulus outside the RF (S2; at a distant 
azimuthal location from S1; section 4.7.4). Responses to S1 in the OTid are known to be 
divisively suppressed by a distant S2, by an amount depending on their relative strength [75, 
107]. Notably, this suppression is known to be abolished upon focally inactivating the portion 
of Imc representing S2, revealing Imc as the primary source of competitive suppression in the 
OTid [87, 100]. Therefore, we estimated the strength of net “other” inhibition by comparing 
the responses to the paired presentation of S1 and S2 when Imc was intact (Figure 4.3C-left) 
versus when the portion of Imc encoding S2 (spatially mismatched with the OTid recording 
site), was focally and reversibly inactivated (Figure 4.3C-right). Any increase in OTid responses 
following Imc inactivation would represent inhibition provided by Imc. We quantified the 
strength of net “other” inhibition as: % change in OTid responses = 100* (responses in Imc 
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intact condition – responses in Imc off condition)/responses in Imc off condition (section 
4.7.4; no change in OTid responses would indicate zero competitive suppression by Imc onto 
that OTid neuron.) 
 
Figure 4.4: Donut-like inhibition surpasses other circuit motifs even in the case of 
biologically grounded model (model based on barn owl Imc-Ipc-OT connectivity and 
function), and supporting data for Figure 4.3 (experiments). 
(A) Baseline + recurrent excitation model, similar to the one in Figure 4.1D, top-left, but 
with Ipc providing recurrent amplification, and receiving inhibition from Imc. Bottom-left: 
Adding feedback inhibition to model in top-left. Top-right: Adding donut-like motif to 
model in top-left. The donut-like motif is ‘added’ by setting “self” inhibition to zero; this 
is done both for the direct inhibitory pathway from Imc OTid, and the indirect pathway: 
Imc Ipc OTid. Bottom-right: Adding both feedback inhibition and donut-like 
inhibition.  (B) bd’ for these four models in A, computed on the response profiles of model 
neuron 1 obtained by simulating with the same two-stimulus morphing protocol used in 
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Figure 4.1E. Shown ghosted in for comparison are the results from the circuit model in 
Figure 4.1C, top-right, that has just the donut-like motif without any recurrent amplification 
or feedback inhibition. ‘*’: p = 9.5e-10, ANOVA followed by HBMC correction for 
multiple comparisons. (C) Same as B, but CatI. Results show that the supremacy of the 
donut-like motif over recurrent amplification alone, or the combination of that with 
feedback inhibition, in generating categorical response profiles still holds in the 
(biologically grounded) model of the barn owl midbrain circuit. ‘*’: p = 9.6e-10, ANOVA 
followed by HBMC correction for multiple comparisons. (D) Recovery of OTid responses 
from kynurenic acid iontophoresis for experiments in Figure 4.3. Data on left: “Other” 
experiments. OTid responses revealed significant change during iontophoresis (red dots; 
subset of the data reproduced from Figure 4.3L), but returned to pre-drug baseline 
(horizontal line) in recovery (black dots; p=0.32, t-test against 0). Recovery data obtained 
15 min after iontophoretic eject current was switched to retain current; section 4.7.4). Data 
show recovery, demonstrating that the effects reported Figure 4.3 are due specifically to 
drug iontophoresis/Imc inactivation. Data on right: “Self” experiments. OTid responses 
showed no significant change during iontophoresis (blue dots; reproduced from Figure 
4.3L), and stayed around zero in recovery (black dots; p=0.58, t-test against 0. (E) “Other” 
experiment. Comparison of suppression provided by Imc with that due to S2 (i.e., the 
maximum amount of suppression experienced by the OTid neuron in this stimulus 
protocol). This is done by comparing (i) % suppression of OTid responses by stimulus S2 
when Imc is intact, computed by comparing OTid responses to S1 alone versus the paired 
presentation of S1 and S2 (teal;[75]), with (ii) % suppression of OTid responses to paired 
presentation of S1 and S2 produced by Imc inactivation, computed by comparing OTid 
responses in the Imc-intact to Imc-off conditions (red; data reproduced from Figure 4.3L). 
Consistent with [100], nearly all the suppression due to competitor S2 (teal) is supplied by 
Imc (red) (p= 0.22, t-test, teal vs. red), verifying that Imc supplies powerful “other” 
inhibition. (F) Quantifying the effectiveness of Imc inactivation by kynurenic acid 
iontophoresis in the “other” (red) and “self”-inhibition (blue) experiments. In both cases, 
the inactivation was highly effective. Red: median % change in response; median = 95%, 
95% CI = [87%, 103%], p = 3.8 e-6, sign test; Blue: median % change in responses median 
=0.92, 95% CI = [86%, 98%], p = 7.45e-9, sign test. 
 
We found that Imc neurons exerted strong inhibition onto OTid neurons encoding 
for distant, non-matched spatial locations (Figure 4.3F, L-red; mean strength = - 40.47 % +/- 
17.70 %, n==19 paired neurons; p=9.43e-9, t-test against 0; mean distance between centers 
= 26.74 °). We verified that the results were specifically due to Imc inactivation by observing 
that OTid responses to paired S1 and S2 after recovery from iontophoresis (measured 15 min 
after the drug was turned off; section 4.7.4) returned to pre-drug levels (Figure 4.4D). Indeed, 
the suppression provided by Imc accounted for nearly all the suppression exerted by the 
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stimulus S2 (Figure 4.4E). In these experiments, Imc was inactivated effectively (median = 
95%, 95% CI = [87%, 103%]; p = 3.8e-6, sign test, n=19; Figure 4.4F).  
 
4.3.2  “Self” inhibition 
To measure the strength of self-inhibition, we recorded the responses of OTid 
neurons to a single stimulus (S1) presented inside their RF (Figure 4.3G; section 4.7.4). We 
compared these OTid responses when Imc was intact (Figure 4.3H-left) versus when the 
portion of Imc encoding S1, i.e., spatially matched to the OTid recording site, was focally and 
reversibly inactivated (Figure 4.3H-right). Any increase in OTid responses between the Imc-
intact (Figure 4.3I-left; Figure 4.3J-black) and the Imc-inactivated (Figure 4.3-right; Figure 4.3-
blue) conditions quantified the amount of suppression due to Imc onto the “self” OTid 
location, thereby directly estimating the strength of net ‘self-inhibition’: % change in OTid 
responses = 100* (responses in Imc intact condition – responses in Imc off 
condition)/responses in Imc off condition (section 4.7.4).  
 We found that Imc neurons exerted no significant inhibition onto OTid neurons 
encoding for overlapping spatial locations (Figure 4.3K, L-blue; mean strength = -3.7 %, s.d. 
= 12.2%, n = 28 neuron pairs; p = 0.12, t-test against 0; mean distance between centers = 2.86 
°). We verified that these results were not due to ineffectiveness of iontophoresis by observing 
that the suppression of Imc responses by kynurenic acid was substantial (Figure 4.4F), and not 
distinguishable from that in the “other” case (Figure 4.4F; p = 0.68, ranksum test, Imc 
suppression by drug in “self” vs. “other” cases). Therefore, strength of net “self” inhibition in 
the OTid was substantially weaker than the strength of net competitive inhibition (Figure 4.3L, 
red vs. blue; p = 7.8e-11, two sample t test with HBMC correction; 4.7.4). Together, these 
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findings demonstrated the presence of a (net) donut-like, spatial pattern of inhibition across 
the OTid azimuthal space map (i.e. when S1 and S2 were separated along the azimuth).  
4.4 Donut-like inhibitory motif in the barn owl midbrain is multi-holed 
Imc neurons are strikingly asymmetric in their encoding of elevational versus azimuthal space. 
The majority (67%) exhibit RFs with multiple discrete firing fields (“lobes”) distributed along 
the elevation, but not the azimuth (multilobed RFs exhibit upto 3 lobes along the elevation; 
[146]; Figure 4.5A,G-left panels).This unusual RF structure has been shown to be essential for 
Imc to achieve selection at all possible pairs of spatial locations in the face of scarcity of its 
neurons, and it does so does using a novel, combinatorially optimized inhibitory strategy [146].  
A direct consequence of multilobed encoding of elevational space is that there are gaps 
between the lobes of an Imc RF, constituting locations that are outside that neuron’s RF 
(Figure 4.5AB-left panels; light red bar). If the donut-like inhibitory motif is to operate also 
for (categorical) selection among competing stimuli separated along the elevation, then the 
spatial pattern of inhibition must respect a very strict condition: namely, that, multilobe Imc 
neurons ought to send strong competitive inhibition to OTid neurons encoding locations in 
the gaps between RF lobes, but weak or no inhibition to OTid neurons encoding locations 
within the other RF lobes of the same Imc neurons (weak self-inhibition), predicting a ‘multi-
holed’ donut (Figure 4.6A). 
4.4.1 “Gap” and “different lobe” inhibition  
To test experimentally if this strict requirement holds true, we again made dual 
extracellular recordings in the OTid and Imc. We first recorded from an Imc neuron, mapped 
out its spatial RF, and applied previously published analyses to determine if it was a multilobed 
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RF (two-lobed RF in Figure 4.5AB – left panels and Figure 4.6B-D; three-lobed RF in Figure 
4.5GH – left panels and Figure 4.6E-G; section 4.7.4;[146]). Next, we positioned a second 
electrode in the OTid such that the spatial RF of the OTid neuron was either centered within 
the gap between Imc RF lobes (Figure 4.5AB –  right panels and Figure 4.5C-left, light red 
bar) or it overlapped one of the lobes of the Imc neuron’s RF (Figure 4.5GH – right panels 
and Figure 4.5I – left, light blue bar). We, then, recorded the responses of the OTid neuron 
to a stimulus inside its RF (S1; Figure 4.5C-left and I-left; section 4.7.4) while simultaneously 
presenting a competing stimulus (S2) at a distant location along the elevational axis such that 
S2 was within a (different) lobe of the RF of the Imc (Figure 4.5C-left – S1 in the Imc RF gap 
– light red bar and S2 within an Imc RF lobe; Figure 4.5I-left – S1 within one Imc RF lobe 
and S2 within a different one – light blue bar). We compared OTid responses when Imc was 
intact (Figure 4.5CI-left panels) versus when the portion of Imc encoding S2 was focally and 
reversibly inactivated (Figure 4.5CI-right panels). As before, any observed response increases 
directly estimated, respectively, the strength of net inhibition exerted by the Imc neuron onto 
the OTid neuron encoding the gap location (“gap” inhibition), or the strength of net inhibition 
exerted by the Imc neuron due to a stimulus within one of its lobes, onto the OTid neuron 





Figure 4.5: Midbrain selection network in barn owl contains multi-holed donut-like 
inhibitory motif operating across 2-D sensory space (azimuth x elevation). 
(A-F) Measurement of the strength of net “gap” inhibition from Imc  OTid with paired 
recordings in Imc and OTid. (A) Spatial receptive fields (RFs) of an Imc neuron (left) and 
an OTid neuron (right) from a paired Imc-OTid recording experiment. Imc RF is two-lobed 
(text; Figure 4.6B-D; section 4.7.4; [146]). OTid RF lies in the gap between the lobes of 
the Imc RF. (B) Binarized versions of RFs in A, at 60% max. firing rate in each case. Red 
horizontal bar: highlights the relative position of OTid RF to Imc RF lobes. (C-F) 
Conventions as in Figure 4.3C-F.  C, Red vertical bar indicates that OTid RF is in the gap 
between Imc RF lobes. F, Line: Best fit straight line; slope = 0.65, R2 =0.95. % change in 
responses directly estimates the strength of inhibition at this OTid neuron due to Imc (here, 
-35%; section 4.7.4; conventions as in Figure 4.3F). (G-L) Measurement of the strength of 
net “different lobe” inhibition from Imc  OTid with paired recordings in Imc and OTid. 
Conventions as in A-F. (G, H) Three-lobed spatial RF of an Imc neuron (left; Figure 4.6E-
G; section 4.7.4). RF of OTid neuron overlaps with one of the lobes of Imc neuron’s RF 
(blue bar). (L) Line: Best fit straight line; slope = 1.18, R2= 0.9. % change in responses 
directly estimates the strength of inhibition at this OTid neuron due to Imc (here, 18%; 
section 4.7.4; conventions as in Figure 4.3F). (M) Population summary of strength of net 
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“gap” inhibition (red; n=12), and strength of net “different lobe” inhibition (blue; n=17) 
from Imc OTid. Open red and blue box plots: reproduced from Figure 4.3L. p<1e-5 (red 
vs. 0), p=0.35 (blue vs. 0); p=<1e-5 (red vs blue), paired t-tests with HBMC correction. 
See also Figure 4.6.  
 
We found that Imc neurons exerted strong competitive inhibition onto OTid neurons 
that encoded locations in the gaps between the Imc RF lobes (Figure 4.5D-F, M-red), but 
weak competitive inhibition onto OTid neurons that encoded for locations within a different 
lobe of the Imc’s RF (Figure 4.5J-L, M-blue). The mean strength of “gap” inhibition (along 
elevation) was -55.88% (Figure 4.5M-red, s.d. = 20%, n=12 neuron pairs; p = 1.02 e-6, t-test 
against 0 with HBMC correction; Figure 4.6IJ-red; section 4.7.4). The mean strength of 
“different lobe” inhibition was 2.43 % (Figure 4.5M-blue, s.d. = 10.3 %, n=17 neuron pairs; 
p = 0.35, t-test against 0 with HBMC correction; Figure 4.6IJ-blue; section 4.7.4), and was not 
distinguishable from the average “self” inhibition (Figure 4.5M- blue vs. open blue; p-value = 
0.09; two sample test with HMBC correction). Imc was inactivated effectively in both sets of 
experiments (median = 98.2% median, 95% CI = [96.46% 99.99%]; Figure 4.6K).  
Taken together, these results demonstrated that the Imc implements precisely 
organized, multi-holed donut-like patterns of inhibition onto the OTid space map, with each 
Imc neuron’s net inhibitory effect creating a pattern complementary to its (multilobed) RF 





Figure 4.6: Detecting the number of Imc RF lobes, and supporting experimental data 
for Figure 4.5.   
(A) Schematic representation of a multi-holed donut. Left: Two-lobed RF of a putative Imc 
neuron (left; blue ovals are the RF lobes). Right: Pattern of inhibition created by this neuron 
in the OTid such that it spares all the locations form which it receives input. This 
complementary output projection pattern results in two “holes” – areas where no inhibition 
arrives due to the neuron on the left. (B) Imc RF reproduced from Figure 4.5A-left. (C) 
Firing rate map from B converted to density of points in 2-D plane following published 
procedures [146]. (D) Left: Density peaks clustering method [109] is applied to the data in 
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B, forcing the method to yield either 1 cluster, 2 clusters, … upto 6 clusters. Following 
that, the gap statistic model selection metric [110] is applied to the clustering results to 
identify the optimal number of clusters in the data. The optimal number is the number for 
which the “gap value” exceeds 0 for the first time; here it is 2.  Right: Same as B, but with 
the two colors indicating the two distinct lobes identified by the clustering method (+ gap 
statistic) as the optimal two best clusters in the RF data. (E-G) Same as B-D, but for Imc 
RF in Figure 4.5G-left; determined to be three-lobed. (H) Pie-chart showing proportion of 
two-lobed vs. three-lobed RFs across all the multi-lobed Imc neurons recorded in this 
experiments (Figure 4.5). (I) Recovery of OTid responses from kynurenic acid 
iontophoresis for experiments in Figure 4.5. Conventions as in Figure 4.4D; data from 
Figure 4.4D reproduced here for comparison. Data show recovery (“Gap” expt: p =0.39, t-
test of black data against 0; “Other” lobe expt: p=0.29, ranksum test of black data against 
0), demonstrating that any effects reported Figure 4.5 are due specifically to drug 
iontophoresis/Imc inactivation. (J) Comparison of suppression provided by Imc with that 
due to S2 (i.e., the maximum amount of suppression experienced by the OTid neuron in 
this stimulus protocol) in the “gap” (red data) and “different lobe” (blue data) experiments. 
Conventions as in Figure 4.4E; data from Figure 4.4E reproduced here for comparison. 
“Gap” expt: Consistent with [100], nearly all the suppression due to competitor S2 (teal) is 
supplied by Imc (red) (p= 0.47, teal vs. red, ranksum test). “Different lobe” expt: The Imc 
neuron that is being inactivated does NOT provide any of the inhibition to the OTid neuron 
due to S2 (p = 0.35, blue dots against 0, t-test). This clearly demonstrates, consistent with 
the predictions of [146], that a different Imc neuron exists, which has one RF lobe encoding 
S2’s location, but other RF lobes (if there are others for that neuron) not encoding S1’s 
location, thereby delivering inhibition to that location! This is one of the ‘signature’ 
properties for the combinatorial encoding of space described in that study. (K) Quantifying 
the effectiveness of Imc inactivation by kynurenic acid iontophoresis in the “gap” (red) and 
“different lobe” (blue) experiments. “Gap” expt: p =1.13 e-12 t-test against 0; “Other” lobe 
expt: p =1.53e-5, signtest. Conventions as in Figure 4.4F; data from Figure 4.4F reproduced 
here for comparison.  
 
4.5 Donut-like inhibitory motif is required for categorization by barn owl 
midbrain 
Considering the wiring complexity of the (multi-holed) donut-like connectivity between Imc 
(and Ipc) and OT, we wondered if it served a functional purpose. Specifically, we investigated 
whether it was necessary for the categorical signaling of the highest priority stimulus by the 
OTid. To test this, we reasoned that causally introducing “self” inhibition onto an OTid 
neuron to disrupt the donut-like pattern of inhibition would be most effective if achieved via 
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the indirect, but potent, pathway, i.e., by increasing “self” inhibition onto Ipc, (Figure 4.7A). 
As the net “self” inhibition at most OTid neurons is weak or zero (Figure 4.3L and Figure 
4.5M), activating Imc  Ipc projections (or Imc  OTid projections) for spatially aligned 
neuron pairs would be infeasible because such projections are unlikely to exist. Instead, we 
mimicked this effect by focally inactivating Ipc neurons (Figure 4.7B-right),  
(A) Network model showing the OT-
Imc-Ipc circuit in the barn owl. 
Magenta, dashed arrow: Introduction 
of “self” inhibition in the Imc Ipc 
pathway; would disrupt donut-like 
inhibition, but is infeasible (Figure 4.3 
and Figure 4.5; text). (B) Schematized 
is iontophoretic inactivation of Ipc 
neuron aligned with OTid neuron; a 
feasible causal manipulation that 
disrupts the donut-like inhibition 
within channel 1 by de-activating the 
donut-like motif onto the amplifier. (C) 
Paired recordings in OTid and Ipc such 
that RF of OTid neuron overlaps with 
that of Ipc neuron. Conventions as in 
Figure 4.3C. Stimulus protocol used is 
the same two-stimulus morphing 
protocol used in model simulations in 
Figure 4.1E; the relative strength 
between S1 and S2 was systematically 
varied. (D) Left: OTid response rasters 
in the Ipc-intact condition. Right: OTid 
response rasters in the Ipc-off 
condition. Distance between OTid and 
Ipc RF centers = 5°. (E) OTid response 
firing rates, computed from D over the 
100-400 ms time window. Black: Ipc-
intact condition, magenta: Ipc-off 
condition. Dashed lines: best fitting 
sigmoid or straight line to data, chosen based on AIC criterion. Black: AIC (sigmoid) = 
29.07, AIC (line) = 40.92; magenta: AIC (sigmoid) = 37.75, AIC (line) = 34.67.  (F, G) 
Population summary of effect of Ipc inactivation on bd’ (F) and CatI (G); n=11 neuron 
Figure 4.7: Donut-like inhibitory motif is required for categorical signaling of the 




pairs; data in orange are from example neuron pair in D-E. Top panels: measured values. 
Bottom panels: Data in top panels replotted after normalizing to Ipc-intact values. 
Diamond: average of magenta data; p <1e-4 (bd’), t-test, and p <1e-4 (CatI), ranksum tests 
against 1 with HBMC correction in F and G. See also Figure 4.8. 
 
while recording simultaneously the responses of spatially matched OTid neurons to the two-
stimulus morphing protocol used to study categorical signaling in the OTid (Figure 4.7C left 
vs. right; 
protocol shown in Figure 4.7E–bottom, same as Figure 4.1E– bottom; section 4.7.4;[95]).  
We found that disrupting the donut-like inhibitory motif (by introducing “self” 
inhibition onto the Ipc) caused a substantial reduction in categorical signaling in the OTid 
(Figure 4.7D-E: example neuron pair). Across the population of tested neuron pairs, 
categorization as well as robust-to-noise signaling were nearly abolished, with the median 
reduction in CatI of 104.7% and a mean reduction in bd’ of 112.42% (Figure 4.7FG; n=11 
neuron pairs; bd’: s.d. = 37.8%; p = 3.93e-9, t-test against 1 with HBMC correction; CatI: 95% 
CI of median = [91.52%, 117.92%]; p = 2.55 e-5, ranksum test against 1 with HBMC 
correction). Note however, that the ability to discriminate stimuli pairs that are far from the 
selection boundary remains unaffected. Thus, the midbrain spatial selection network not only 
contains the specialized donut-like inhibitory circuit motif, but also critically depends on it for 











Quantifying the effectiveness of Ipc inactivation by 
kynurenic acid iontophoresis in the “necessity of donut-
like inhibition” experiment. The inactivation was highly 
effective: (mean % change in responses = -77.42%, sd 
=22.82% p =5.3e-7, t-test against 0). 
 
 
4.6 Divisive normalization model is not 
effective for generating categorical representations 
The structured (multi-holed) donut-like organization of inhibition stands in contrast to 
another computational mechanism that has been invoked in the decision-making literature, 
namely divisive normalization [141, 147-149]. It involves the pooling of inhibition due to 
various active channels, with the inhibitory elements inhibiting each other, and with the pooled 
inhibition delivered uniformly (rather than in a donut-like manner) to the output elements 
(Figure 4.9A;[147, 148]).  
Our results (Figure 4.3, Figure 4.5) show that the midbrain spatial selection network 
(OT-Imc-Ipc) does not implement pooled divisive normalization for selection across space. 
To test, more generally, whether the divisive normalization model is effective for generating 
categorical response profiles, we simulated a circuit model of normalization (Figure 4.9A) and 
obtained model neuron responses to the two-stimulus morphing protocol (Figure 4.9A; same 
protocol as in Figure 4.1E and Figure 4.7). CatI was substantially lower for this model than 
that obtained with just the donut-like inhibitory motif (Figure 4.9C right panel: mean CatI = -
Figure 4.8: Ipc is effectively inactivated. 
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0.05 for normalization model compared to 0.331 for donut model in Figure 4.1, p = 1.5 e-29, 
t-test with HMBC correction, gold vs. purple; left panel: p = 1e-12, t-test of gold vs. purple,). 
Thus, the normalization mechanism is not effective for generating categorical responses 
(consistent with findings from modeling in visual cortex [150]). Indeed, it was the presence of 
self-inhibition, specifically, that caused this circuit to be ineffective: a modified version of the 
circuit in Figure 4.9A which did not include self-inhibition (Figure 4.9B), was very effective, 
further attesting to the primacy of the donut-like motif for categorization (Figure 4.9C right 
panel: blue vs. gold data, mean CatI = 0.279 for normalization model with donut compared to 
0.022 for normalization model, p = 1.15e-14, t-test with HBMC correction; left panel: p = 
8.8e-19, t-test of blue vs. gold with HBMC correction). (Incidentally, the donut-like motif is 
capable also of keeping the responses of the circuit in check, in a sense, ‘normalizing’ the 
responses, as the overall drive increases (Figure 4.1E)). 
 
Figure 4.9: Divisive normalization model operating across the space map is not 
effective for producing categorical responses.  
(A) Schematic of normalization circuit model with pooled inhibition and inhibitory 
feedback [147, 148]. (B) Schematic of normalization circuit sans self-inhibition. (C) Plot 
of bd’ (left panel) and CatI (right panel) computed from the responses of neuron 1 in the 
normalization model (A; gold data) and the model sans self-inhibition (B; blue data), to the 
standard two-stimulus morphing protocol (as in Figure 4.1E). For comparison, the bd’ and 
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CatI values for donut-like motif, from Figure 4.1FG, reproduced here for comparison. 
Right panel (CatI): p = 5.2e-23 (gold vs. purple), p=8.8e-19 (gold vs. blue), paired t-tests 
with HBMC correction; left panel (bd’): p = 1.9e-31 (gold vs. purple), p=5.13e-31 (gold 
vs. blue), paired t-tests with HBMC correction. 
 
4.7 Data collection and analysis methods  
4.7.1 Data collection and spike sorting  
Neurophysiology. For the findings in this chapter, we performed experimental recordings in 
7 head-fixed awake adult barn owls viewing a visual screen passively (Tyto alba). The care and 
housing of animals are as described in section 2.4.1.  
Experiments were performed following protocols that have been described previously 
[75, 100]. Briefly, epoxy-coated, high impedance, tungsten microelectrodes (A-M Systems, 
250μm, 5-10MΩ at 1 kHz) were used to record single and multi-units extracellularly in the 
OTid.  Multi-barrel glass electrodes (Kation Scientific, Carbostar– 3LT, 0.4-1.2MΩ at 1kHz) 
filled with kynurenic acid (a competitive inhibitor of ionotropic glutamate receptors; pH 8.5-
9 at a concentration of 40mM) were used to record from and inactivate neurons in the Imc 
and Ipc. Inactivation was performed using micro iontophoresis by ejecting kynurenic acid with 
an eject current of -450 nA to -500 nA; data were collected starting 15 min after drug ejection 
commenced. A retain current of +15 nA was used to prevent leakage of the drug from the tip 
of the electrodes when drug was not being iontophoresed. Recovery data were measured 15 
min after drug ejection was ceased.  
Multi-unit spike waveforms were recorded using Tucker Davis Technologies hardware 
interfaced with MATLAB. The responses of neurons were measured by counting spikes 
during a time window (typically 100-350 ms) following stimulus onset. 
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The automated ‘wave-clus’ spike-sorting toolbox was used for spike sorting [151]. We 
included only those units for analysis for which fewer than 5% of the recorded spikes were 
within 1.5 ms (inter-spike interval; ISI) of each other. 
OT, Imc and Ipc targeting. We navigated to the OT and Imc using methods described in 
section 2.4.3.  The Ipc lies roughly 500-700 um medial to the Imc and its targeting was 
confirmed based on the neural response characteristics of the neurons (characteristic bursty 
responses; [104]).  
4.7.2 Model details  
1. Input output functions  
The input output functions (firing rate 𝑓, as a function of the saliency, 𝑙) of the neurons in the 
model were simulated using sigmoid functions using previously published methods[139].  




where 𝑐, is the baseline firing rate of the neuron; 𝑙, is the saliency parameter of the stimulus 
(e.g. loom speed of the stimulus, loudness of an auditory stimulus, contrast of the stimulus, 
speed of a moving stimulus) that can vary continuously over a range; 𝑠, is the maximum 
change in the firing rate of the neuron; 𝐿50 is the saliency value at which the neuron’s firing 
rate changes by 50% of the maximum change; and m, is a parameter that controls the slope of 
the sigmoid.  
2. Excitatory neurons 
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The excitatory neurons in Figure 4.1, Figure 4.2, Figure 4.4, and Figure 4.9 were simulated 
using the following parameters (which are consistent with the parameters obtained by fitting 
a sigmoid to response functions of OTid neurons [139]: 
𝑐 = 5.3, 𝑠 = 22.2 , 𝐿50 = 11.6, 𝑚 =  2 
3. Inhibitory neurons 
The inhibitory neurons in Figure 4.1, Figure 4.2, Figure 4.4, and Figure 4.9 were simulated 
using the following parameters (which are consistent with the parameters obtained by fitting 
a sigmoid to response functions of Imc neurons [139]: 
𝑐 = 5, 𝑠 = 15 , 𝐿50 = 8, 𝑚 = 10 
4. Recurrent excitation neurons  
The excitatory neurons that provide recurrent amplification in Figure 4.4 were simulated using 
the following parameters (which are consistent with the parameters obtained by fitting a 
sigmoid to response functions of Ipc neurons; [152]): 
𝑐 = 8.4, 𝑠 = 36 , 𝐿50 = 5.8, 𝑚 =  3.3 
The inhibition sent from the inhibitory neurons onto excitatory neurons is modeled 












 𝑠𝑖𝑛 = 𝑑𝑖𝑛. 𝐼, 𝑠𝑜𝑢𝑡 = 𝑑𝑜𝑢𝑡. 𝐼 are the input and output divisive factors.  
 𝑑𝑖𝑛 𝑎𝑛𝑑 𝑑𝑜𝑢𝑡 are parameters that control the strength of input and output division 
and 𝐼 is the output (firing rate) of the inhibitory neuron sending the inhibition.  
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The value of these parameters chosen were 𝑑𝑖𝑛 = 0 𝑎𝑛𝑑 𝑑𝑜𝑢𝑡 = 0.25 consistent with 
previously published methods (see Figure. 5D in [139]).  
5. Feedback inhibition  
In models in which the inhibitory neurons inhibit each other (e.g. Figure 4.1C, bottom left 
panel, green connections; feedback model), the feedback inhibition was modeled as below 












𝑖𝑖𝑛(𝑡) = 𝑟𝑖𝑛. 𝐼′(𝑡 − 1),      𝑖𝑜𝑢𝑡 = 𝑟𝑜𝑢𝑡. 𝐼′(𝑡 − 1) 
where 𝐼′ is the output (firing rate) of the other inhibitory neuron at time (𝑡 − 1). 
These equations were iteratively applied until there was no further change in the output 
of the neurons (i.e., steady state was reached).  
The values of the feedback parameters used were 𝑟𝑖𝑛 = 0.8, 𝑟𝑜𝑢𝑡 = 0.01 consistent 
with previously published methods. We also varied these two parameters (varying feedback; 
Figure 4.2A) to study their effect on boundary discriminability and categorization index.  
6. “Self” inhibition and Donut.  
In models in which the excitatory neuron receives inhibition from more than one inhibitory 
neuron (e.g. Figure 4.1C, top left panel; Baseline model), the inhibition from these sources was 
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where, 𝑠𝑖𝑛1 = 𝑑𝑖𝑛. 𝐼1, 𝑠𝑜𝑢𝑡1 = 𝑑𝑜𝑢𝑡. 𝐼1, 𝑠𝑖𝑛2 = (𝑠 ∗ 𝑑𝑖𝑛). 𝐼2, 𝑠𝑜𝑢𝑡2 = (𝑠 ∗ 𝑑𝑜𝑢𝑡). 𝐼2 
𝐼1 is the output (firing rate) of the inhibitory neuron 1 and 𝐼2 is the output (firing rate) of the 
inhibitory neuron 2.  
The parameter value 𝑠 controls the strength of self-inhibition, and ranges between 0 
and 1. In models that have ‘donut-like connectivity’, s is set to 0 (Figure 4.1C, top right panel; 
Donut model). In models which do not have the donut-like connectivity (Figure 4.1C, top left 
panel; Baseline model), 𝑠 is set to 1.  
We also vary the value of 𝑠 systematically between 0 (donut) and 1 (maximum self-
inhibition) to study the effect of the strength of “self” inhibition on the boundary 
discriminability and categorization index (Figure 4.2B). 
7. Recurrent excitation  
In the models with recurrent excitation, (Figure 4.1D), the output of the neuron is scaled by a 
factor (k, k= 2.5 in Figure 4.1FG). We also vary the scaling factor to study its effect on 
boundary discriminability and categorization index (Figure 4.2C). 
In the model in Figure 4.4, the output of the neuron which receives recurrent 
amplification is modeled as below.   











where, 𝑒𝑜𝑢𝑡 = 𝑒𝑎. 𝐴,      𝑒𝑎 = 0.01 , and 𝐴  is the output of the neuron sending the 
amplification.  
The value of the parameter is chosen as 0.01 to yield results consistent with the amplification 
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effect of Ipc on OT responses as reported in previously published work (Ipc inactivation 
results in a 31% decrease in the OTid responses on average; [142]).  
8. Normalization model  
To implement the model in Figure 4.9 (normalization model), we used the input-output 
functions and the effect of divisive inhibition described above. The primary feature of these 
models that is different from models in Figure 4.1, Figure 4.2 and Figure 4.4 is that the 
excitatory neurons send inputs to inhibitory neurons, which then inhibit those excitatory 
neurons. The output of an excitatory neuron at time t is calculated by applying divisive 
inhibition (from the inhibitory neurons at time t-1) to its activity at time t-1. This activity is 
then used to calculate the activity of the inhibitory neurons at time t as below.  
𝐼(𝑡) = (1 + 𝑒𝑜𝑢𝑡). 𝐼(𝑡 − 1) 
where, 𝑒𝑜𝑢𝑡 = 𝑒𝑎. 𝐴,      𝑒𝑎 = 0.01, and 𝐴 is the output of the neuron sending the input at 
time t-1.   
This process is repeated iteratively until steady state activity is obtained. The initial activities 
(at t=0) of the inhibitory neurons are set to their baseline level, and of the excitatory neurons 
are calculated from the stimulus inputs without any divisive inhibition.   
4.7.3 Calculating boundary discriminability and categorization index 
For each of the models in Figure 4.1, Figure 4.2 and Figure 4.4, we used a two-stimulus 
strength morphing protocol described in previously published work [95]. We presented 
stimulus S1 at location 1 and stimulus S2 at location 2. As the strength of the first stimulus 
was increased, the strength of the second stimulus was decreased (Figure 4.1E, Figure 4.7E). 
Responses of the model output neuron (#1) were simulated using this protocol. Random noise 
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from a standard normal distribution was added to the responses. The variance of the noise 
added depended on the mean value of the responses (m) and a fano factor value (ff): variance 
= ff *m. This was repeated 30 times (to mimic 30 reps of data collection from a ‘neuron’) and 
was used to compute the response profiles (mean +/- s.e.m.) of that neuron from different 
model circuits. Similarly, response profiles for 50 neurons were obtained for each model 
circuit. For all the model runs reported in Figure 4.1, Figure 4.2, Figure 4.4 and Figure 4.9, we 
used a fano factor value of 6. We also varied the fano factor value to test the effect of noise 
on model performance (Figure 4.2D).  
This stimulus presentation protocol results in 2 categories (Category 1: S1 > S2 and 
Category 2: S1 < S2). We measured the boundary discriminability (bd’) of the responses of 
neuron 1 by calculating the d-prime between the responses of neuron to stimuli pair straddling 
either side of the selection boundary and at a distance of 3 units from the boundary as: 






where, μ1 and s1are the mean and the standard deviation of the responses of the neuron to 
the stimuli pair from category 1 near the boundary; and μ2  and s2are the mean and the 
standard deviation of the responses of the neuron to the stimuli pair from category 2 near the 
boundary.  
To compute the categorization index, we compared two quantities: (modified from 
previously published work; [95, 123]) (a) the mean within-category d-prime (WCD’) between 
the responses of the neuron to pairs of stimulus-pairs (S1 and S2) that are in the same category, 
and (b) the mean between-category d-prime (BCD’) between the responses of the neuron to 
pairs of stimulus-pairs that are in different categories. The pairs are chosen while ensuring that 
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(i) the number of pairs used to calculate both these metrics are the same, and (ii) the 
distribution of the distances between the chosen pairs for calculating both the metrics are the 
same. The categorization index is calculated from these two metrics as: 




CatI= 1 indicates idealized, step-like responses; = 0 indicates linear, non-categorical responses; 
< 0 indicates better discriminability within category than between categories.  
4.7.4 Data collection protocol  
Visual stimuli used here have been described previously [75, 95]. Briefly, looming visual dots 
are flashed at different locations on a tangent TV monitor in front of the owl. Looming stimuli 
were dots that expanded linearly in size over time, starting from a size of 0.6˚ in radius. The 
speed of the loom was decided based on the stimulus protocol and varied between 9.6°/s and 
21.6°/s. Visual stimuli were presented for a duration of 250ms with an inter stimulus interval 
of 1.25s to 4s.  
 
1. Receptive fields (RFs) 
For measuring spatial RFs of Imc, OTid and Ipc neurons, a single stimulus of a fixed contrast 
was presented at the sampled locations. The order of locations at which the stimulus was 
presented was randomized to minimize adaptation. A location is considered to be inside the 
RF if it evokes responses significantly different from that of baseline response. All other 
locations are considered to be outside the RF.   




2. Paired OTid and Imc data collection  
i. “Other” inhibition 
To measure the strength of “other” inhibition sent from an Imc neuron to a distant location 
in the OTid space map, we simultaneously recorded from the Imc neuron (with a multi-barrel 
glass electrode filled with the kynurenic acid), and a spatially misaligned “other” OTid neuron 
(with a tungsten electrode) as described below; we ensured that the half-max of the RF of the 
OTid neuron lay outside (did not overlap with) the half-max of the Imc RF.  
For measuring “other” inhibition, we recorded the following data curves together in an 
interleaved manner.  
a) Tuning curve (TC) centered at the OTid RF peak: A 1-dimensional spatial tuning curve 
centered at the peak of the OTid RF.  The stimulus had a loom strength of 9.6°/s. 
b) Tuning curve centered at the OTid RF peak + competing stimulus centered at the Imc 
RF peak (TCC): The same curve as in a), but along with a (distant) competitor 
positioned at the peak of the Imc RF. The strength of the competing stimulus was 
chosen to be 19.2°/s. This second competing stimulus drives the Imc neuron, which 
sends strong competitive inhibition to the OTid neuron. Since the competing stimulus 
was more salient than the stimulus driving the OTid neuron, the responses of the OTid 
neuron were strongly suppressed consistent with previous published results [75].  
c) Tuning curve (TC) centered at the Imc RF peak: 1-dimensional spatial tuning curve 
centered at the Imc RF. The loom strength of the stimulus was chosen to be 9.6°/s.  
We measured the above 3 curves both when the Imc neuron is intact (‘baseline’ condition) 
and focally inactivated (‘inactivation’ condition) and compare the responses as below. In a 
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subset of the data, we also measured the curves after the responses of the Imc neurons 
recovered (Figure 4.4D, ‘recovery’ condition) from focal iontophoretic inactivation. 
Inactivation curves were measured 15 min after the drug ejection was started. Recovery curves 
were measured 15 min after the drug ejection was stopped.  
We analyzed the data from these three curves as below.  
First, a distant competing stimulus is known to typically suppress OTid responses [75, 
107], something that we confirmed by comparing the responses of OTid neurons to the TC 
(curve a) and TCC (curve b); Figure 4.4E. Notably, it is also known that some OTid neurons 
do not show such suppression, and any such neurons were excluded from our analyses [94].   
Next, to measure the amount of Imc inactivation, we compared the responses of the 
Imc neurons to the TC measured at the Imc RF peak (curve c) in the baseline condition versus 
the inactivation condition. Kynurenic acid was able to effectively shut down Imc responses: 
(Figure 4.3F; red, median strength of Imc inactivation = 95%, 95% CI = [87%, 103%], p = 
3.8e-6, sign test, n=19).  
Finally, to measure the strength of “other” inhibition, we compared the TCC responses 
(curve b) in the baseline condition and the inactivation condition. In the baseline condition, 
the Imc neuron was intact, driven by the competing stimulus and sent strong inhibition to the 
OTid neuron. In the inactivation condition, the Imc neuron was shut silenced, as a result of 
which the OTid neuron was released from inhibition and exhibited an increase in responses.  
Any observed increase in OTid responses quantified the amount of suppression due to 
Imc onto the OTid location, thereby directly estimating the strength of net “other” inhibition: 
% change in OTid responses = 100* (responses in Imc intact condition – responses in Imc 
off condition)/responses in Imc off condition. To obtain an accurate estimate of the % 
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change, we considered the responses to stimulus S1 (in the two conditions) at all locations 
inside the RF as follows. We fit a straight line to the plot of OTid responses to S1 in the Imc 
intact vs. Imc of conditions (Figure 4.3F), calculated the slope of the best-fit line, and used it 
to compute the average value of % change as: %change in OTid responses = 100 * (slope-1). 
This procedure was also used to quantify “self” inhibition, “gap” inhibition and “different 
lobe” inhibition (below).  
ii. “Self” inhibition: 
To measure the strength of “self” inhibition sent from an Imc neuron to a matched location 
in the OTid space map, we simultaneously recorded from the Imc neuron (with a multi-barrel 
glass electrode filled with the kynurenic acid), and a spatially aligned “self” OTid neuron (with 
a tungsten electrode) as described below; we ensured that the half-max of the RF of the OTid 
neuron overlapped with the half-max of the Imc RF.  
We recorded a spatial tuning curve centered at the peak of the OTid (and therefore, 
Imc) RF. The loom speed of the stimulus used was 9.6°/s; this stimulus drives both the OTid 
and the Imc neuron.  
We compared the responses of the OTid neuron in the Imc-intact (baseline) and Imc 
inactivated condition and the difference quantified the strength of “self” inhibition (Figure 
4.3L, blue).  
To measure the amount of Imc inactivation, we compared the responses of the Imc 
neuron in the baseline and the inactivation condition as before. Kynurenic acid was able to 
effectively shut down Imc responses: (median strength of Imc inactivation = 92%, 95% CI = 
[86% 98%], p = 7.5e-9, sign test). 
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iii. “Gap” inhibition:  
To measure the strength of “self” inhibition sent from an Imc neuron with a multilobed RF 
to the locations in the OTid space map between the RF lobes (gaps), we simultaneously 
recorded from the Imc neuron (with a multi-barrel glass electrode filled with the kynurenic 
acid), and “gap” OTid neuron (with a tungsten electrode), the RF (half-max) of which was 
located in the gap between the half-max of the lobes of the Imc RF (Figure 4.5A-C). We 
recorded the same set of curves as in the “other” inhibition case (see above) from the gap 
OTid neuron, and performed similar analyses on the data to quantify the strength of “gap” 
inhibition. 
iv. “Different lobe” inhibition:  
To measure the strength of inhibition sent “from” locations within one lobe of an Imc neuron 
with a multilobed RF to the locations in the OTid space map within other lobes of the Imc 
RF (“different lobe” inhibition), we simultaneously recorded from a multilobe Imc neuron 
(with a multi-barrel glass electrode filled with the kynurenic acid), and an OTid neuron (with 
a tungsten electrode), the RF (half-max) of which overlapped with one of the lobes of the Imc 
RF (Figure 4.5G-I). Then we measured the same set of curves as in the “other” case while 
ensuring one additional detail. We recorded the TC curve (curve a) with stimulus (S1) centered 
at the OTid RF peak (and therefore within one of the lobes of the Imc RF as well). For the 
TCC (curve b), the second stimulus S2 was centered at the peak of a different lobe of the Imc 
neuron’s multilobe RF. Thus, both stimuli excited the Imc neuron (during curve b) as they lay 
within its RF, but only S1 excited the OTid neuron and S2 served as a (distant) competitor 
from the its perspective.  
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An OTid neuron in this configuration was defined as a “different lobe” OTid neuron; 
the half max of its RF overlapped with the half max of one of the lobes of the Imc RF, but 
not of other lobes. (Note that by definition, every “different lobe” OTid neuron is also a 
potentially “self” OTid neuron, and admits to the use of the appropriate stimulus protocol to 
measure “self” inhibition.  However, the opposite is not true, since “self” OTid neurons can 
be identified for Imc neurons with single lobed RFs as well, but “different lobe” OTid neurons 
are only defined for multilobe Imc neurons). 
We applied similar analyses as in the “other” case to the data from “different lobe” OTid 
neurons and quantified the strength of “different lobe” inhibition.    
3. Paired OTid and Ipc data collection  
To test if the donut-like inhibitory motif is required for robustness-to-noise and 
categorization, we made paired recordings at spatially aligned Ipc and OTid neurons. We used 
a strength morphing stimulus protocol described in previously published work [95]. Briefly, 
we presented one stimulus (S1) inside the RF of the OTid neuron (and also Ipc neuron because 
their RFs overlap). Simultaneously, we presented a competing stimulus (S2) 30˚ away along 
azimuth from S1. As the strength of the S1 decreased, the strength of S2 stimulus increased 
(Figure 4.7E). 
We applied the same analyses described above for the model in Figure 4.1 and Figure 
4.2 to compute the boundary discriminability and the categorization index for experimental 
data reported in Figure 4.7. 
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4.8 Discussion  
Our results discover the power of a donut-like inhibitory motif for generating categorical 
representations and its ability to convert even linear response profiles to categorical ones 
(Figure 4.1E-inset: orange/brown vs. purple). This compact motif does not rely on 
mechanisms of plasticity for its operation; it is able to dynamically generate categorical 
responses from continuously varying inputs, on the fly. Such dynamic categorization is critical 
in various behaviors including selection for spatial attention, value-based decision-making, 
action selection, etc.  Here, the donut-like inhibitory motif generates categorical responses by 
operating on a representational substrate in which individual stimuli are encoded with neural 
activity that is proportional to their net priority [59, 79, 144]. It readily generalizes to other 
instances of selection in which stimulus options are encoded with neural activity that is 
proportional to their net attractiveness or importance: for instance, subjective-value of an 
option in the case of value-based decision-making [153-155], degree of membership of a 
stimulus in the case of perceptual categorization [125, 156], etc. Additionally, it could also play 
a functional role in sculpting categorical responses that arise through learning[123, 128, 157, 
158]. Taken together, the donut-like inhibitory motif may be a neural circuit module common 
to various forms of categorical selection and decision-making. 
It is important to note that categorical neural representations are not inconsistent with 
selection behavior that exhibits smooth, sigmoidal psychometric curves, as is typically found 
to be the case in selection and decision-making tasks [93, 155, 159, 160]. This is in line with 
previous findings that neurons can encode information more effectively than the animal as a 
whole, with behavior being a result of (noisy) aggregation of activity across neurons [161]. In 
the context of selection, then, we would predict that categorical neural representations are 
necessary for the observed psychometric curves in decision-making tasks, with their disruption 
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causing psychometric curves to become shallower, and causing performance to worsen 
specifically around the selection boundary. 
Here, we described the donut-like motif in the context of selection across space, which 
is underpinned by well-organized topographic maps of space. However, for many forms of 
selection, such organized maps do not exist, with olfactory categorization being an extreme 
example [125], involving dense combinatorial coding of odors. The findings from this study 
suggest that detailed investigations of the properties and connectivity of inhibitory neurons in 
those cases may be a fruitful endeavor. In the subcortical circuit studied here, which is 
conserved across all vertebrates [79, 85], the long-range suppression that is necessary for the 
donut-like motif is implemented by inhibitory neurons with far reaching projections. 
Alternatively, it could also be implemented, for instance, in cortical circuits, through long-
range excitation contacting local inhibitory neurons. Additionally, our results testing different 
implementations of the donut-like motif to match leading classes of models of decision-
making support the generality of this neural circuit motif for implementing categorization 
across brain areas.  
A seeming alternate mechanism for categorization that we did not examine in detail is 
the biophysical specification of input-output functions of the neurons to be step-like. 
However, the limited power of this mechanism for producing categorical responses in general 
circumstances, together with the past demonstration that the steepness of the i/o functions 
of neurons can be uncorrelated with whether selection is categorical [94], made this alternative 
not compelling. Another alternative are highly recurrent networks, which have been shown in 
modeling to be capable of generating categorical outputs from multiplexed encoding through 
dynamics [162, 163]. However, because it is difficult to extract specific, testable neural circuit 
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mechanisms from such a network, and in light of the recently reported counterpoint to mixed-
selectivity descriptions [126], we focused, here, on structured circuit mechanisms. We 
considered explicitly the alternatives of feedback inhibition and recurrent amplification. 
Contrary to prior proposals [137, 139], feedback inhibition, by itself, was not effective for 
producing categorical response profiles, nor is recurrent amplification by itself, nor the two of 
them combined. However, if present along with the donut-like motif, they enhanced its 
efficacy for categorization.  Our results, therefore, illuminate the potential mechanistic reason 
for the success of various past models that have accounted for categorical responses, namely, 
their inclusion of donut-like inhibition (rather than of amplification or feedback inhibition). 
Considering that other important functions have been proposed for these two motifs - the 
implementation of a flexible selection boundary (feedback inhibition; [129, 139, 164]), and 
evidence accumulation (recurrent amplification; [131, 137]), selection circuits may need to 
include these motifs. Together with the donut-like inhibitory motif, they can then effectively 
implement attractor dynamics for flexibly categorical decision-making [125, 132, 137, 139]. An 
intriguing open question in this context, even in the avian midbrain selection network, is how 












5.1 Summary and general discussion  
The goal of this dissertation was to uncover the neural circuit mechanisms of some of the 
essential computations underlying stimulus selection. Using extracellular recordings, causal 
manipulations (with drug iontophoresis) and computational modeling, we uncovered the 
mechanisms of two computations that are essential for stimulus selection (location-invariance 
and categorization).  
1. In chapter 2, we presented the discovery of unusual multilobed RFs in the Imc. This 
is the first report of such multilobed encoding in early visual sensory brain areas to the 
best of our knowledge. We systematically characterized the properties of multilobed 
RFs and the topographic nature of encoding of space in the Imc. We found that 
whereas the azimuthal space in encoded topographically along the rostrocaudal axis of 
the Imc, there appears to be no systematic organization of encoding locations along 
the elevation. Lobes of RFs of Imc neurons appear to be randomly distributed along 
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elevation a) within individual Imc RFs, b) across RFs of neurons measured at the same 
recording site, and c) across RFs of neurons measured along the dorsoventral axis of 
the Imc. Based on theoretical calculations, we predicted that in order to implement 
selection at all possible pairs of stimulus locations, multilobed encoding would be a 
necessity in the face of scarcity in the number of neurons available for encoding space. 
We then tested experimentally if this prediction held true in the barn owl Imc, and 
found that it did: Imc had a scarcity in the number of neurons available for encoding 
elevation space, but sufficient number of neurons to encode azimuthal space 
(consistent with multilobed encoding in elevation but not azimuth).   
2. In chapter 3, we investigated the mechanisms used by scarce Imc multilobe Imc 
neurons to solve stimulus selection at all possible pairs of stimulus locations, a 
challenging computational problem. We set this up as an optimization problem and 
discovered that although distributed seemingly randomly, the locations of the Imc RF 
lobes are exquisitely optimized across the high-firing Imc neurons, allowing Imc to 
solve selection at all location-pairs using a combinatorial neural inhibition strategy. 
With experiments, we demonstrated that the owl Imc satisfies all the key properties 
predicted by the computational model for implementing combinatorial neural 
inhibition for stimulus selection across space. Further, we showed that this strategy 
minimizes metabolic and circuit wiring costs, a principle that also accounts for 
observed asymmetries between azimuthal and elevational coding. 
3. In chapter 4, we investigated the neural circuit mechanisms of generating categorical 
representations. Categorical representations are ubiquitously found across brain areas 
and form the basis of various behaviors such as selection for spatial attention, decision-
making, action selection etc. However, the neural circuit mechanisms controlling such 
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representations are obtained are relatively less understood. We showed that a ‘donut-
like’ inhibitory mechanism, in which each competing option suppresses all options 
except itself, is highly effective at generating categorical responses. It far surpasses 
motifs of feedback inhibition, recurrent excitation, and divisive normalization invoked 
frequently in decision-making models. We demonstrated experimentally not only that 
this mechanism operates in the midbrain spatial selection network in barn owls, but 
also that it is required for categorical signaling by it. Additionally, the functional pattern 
of neural inhibition in the midbrain forms an exquisitely structured ‘multi-holed’ donut 
consistent with this network’s combinatorial inhibitory function reported in chapters 
2 and 3.  
 
5.1.1 Generality of combinatorially optimized coding beyond the owl and the 
Imc  
Conceptually, combinatorial patterns of inhibition are a consequence of the RF lobes of model 
Imc neurons being widely distributed and arbitrarily spaced in the optimal solutions (Figure 
5.1BD): restricting RF lobes to only nearby locations substantially limits the number of 
available RF configurations, potentially precluding optimal solutions. Stated equivalently, the 
combinatorial inhibition strategy arises because of the combinatorial coding of space by the model 
Imc neurons: Individual neurons do not always encode only for neighboring locations (Figure 
5.1BD), and conversely, nearby locations are not always encoded by ‘nearby’ neurons (no 
matter what permutation of neurons is considered; Figure 3.4B and Figure 5.1BD). Therefore, 
when two stimuli are presented, two groups of the inhibitory Imc neurons are activated in a 
non-ordered fashion, resulting in a combinatorial pattern of inhibition. This combinatorial 
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coding of space is conceptually distinct from the major population neural coding schemes 
described thus far in the literature.  
For instance, in population vector coding, multiple neurons with overlapping, single-
lobed tuning curves (or RFs) are activated to encode feature values such as stimulus locations, 
motion direction, etc., with high precision [116-119]. With such coding, it is always possible 
to order these RFs along the feature axis such that neighboring values of features are always 
encoded by functionally ‘local' subsets of neurons (Figure 5.1AC). In contrast, neurons with 
multilobed RFs cannot be ordered this way: some neurons always code also for distant 
locations (Figure 5.1BD), and selection for a given location-pair cannot be guaranteed to be 
solved by only a ‘local’ subset of neurons (Figure 5.1BD).  
A population coding scheme reported in the literature that does involve multilobed 
encoding as well as the activation of non-local neural subsets is the combinatorial coding of 
odors by olfactory receptor neurons [120]. However, whereas assorted and extensively 
intersecting subsets of neurons are activated to encode odors, no inherent constraints that 
necessitate the optimization of the relative positioning of these RF lobes across neurons have 
been reported. In contrast, in the combinatorially optimized coding reported here, the 
placement of RF lobes needs to be optimized across neurons, and is exemplified by the lobe-
overlap property (Figure 3.2E).  
For this same reason, our scheme also differs from the encoding of space by entorhinal 
grid cells: the firing fields of different grid cells are not inherently yoked to one another [165, 
166]. In addition, each grid cell has a large number of highly organized firing fields, unlike the 
few, and arbitrarily placed, RF lobes of Imc neurons.  
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Finally, combinatorially optimized coding also stands in direct contrast to the sparse, 
orthogonal coding by an overcomplete set of neurons reported in many brain areas [167, 168]. 
Imc’s coding, instead, involves promiscuous, non-orthogonal representation of space by an 
under-complete set of neurons.  
The problem of stimulus selection at all location-pairs with limited neurons, which 
yields combinatorially optimized coding in Imc, belongs to the same (np-complete) class of 
computationally complex problems as the traveling salesman problem and the minimum 
spanning tree problem [169, 170]. Although the brain solves this problem naturally, exactly 
how Imc’s optimized, multilobed RFs are specified during neural development is an intriguing 
open question and a subject for future work.  
The discoveries, here, of multilobed visual representation, combinatorially optimized 
population coding, and an efficient inhibitory solution for a critical brain function (namely, 
stimulus selection) have come from the systematic study of the functional response properties 
of inhibitory neurons in the owl Imc, an area proposed as a critical processing critical 
processing hub for stimulus selection for attention [87, 99, 100]. 
Although Imc is conserved across the midbrain of all vertebrates [85, 98, 171], the 
functional properties of this nucleus of emerging importance have not been studied in any 
vertebrate other than the barn owl thus far. The biological advantages of the unusual coding 
strategy elucidated here suggest that combinatorially optimized coding by sparse inhibitory 
neurons may be a solution employed generally by the vertebrate midbrain to achieve spatial 
selection across all locations.  
Additionally, this computational strategy extends naturally to any selection problem in 
which the choice must be made no matter what the specific values are of other stimulus 
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features such as orientation, color, odor identity, etc. One example is feature based pop-out 
[172] in which, for instance, a bar-shaped visual stimulus of a particular orientation stands out 
(is “selected” neurally and behaviorally) amongst a background of several bars of a different 
orientation. Since pop-out must and does operate effectively no matter what the absolute 
orientations of the bars are (as long as their relative orientations are distinct), the underlying 
circuit mechanism must have the ability to compare responses of neurons encoding for 
different, and in fact - all possible, pairs of orientations, much like the Imc helps compare 
responses of OT neurons encoding for different (all possible pairs of) locations.  
 
Figure 5.1: Illustration of conceptual differences between traditional population 
vector coding versus combinatorially optimized feature coding of space.  
(A) Population vector coding. Schematic illustration (heat map) of the RFs of 20 single-
lobed neurons with overlapping RFs, encoding 20 feature values (say, locations). Neurons 
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are numbered from 1 to 20 (rows), locations are denoted by alphabets (a to t; columns). 
Black indicates the locations at which each neuron is active. The RF of a given neuron 
(row) can be read out by looking at the black pixels along that row; the neurons activated 
by a stimulus at a particular location (column) can be read out by looking at the black pixels 
along that column. It is evident that each stimulus at a particular location (column) is 
encoded by a functionally ‘local’ group of neurons from the ordered set. For instance, 
stimulus at location p (indicated by red arrow) is encoded by neurons 15, 16, and 17 
(indicated in red). Stated equivalently, each neuron encodes only for nearby locations (for 
instance, row #8). In addition, stimuli at ‘nearby’ locations (for instance, p and q, indicated 
by red and blue arrows, respectively) are always encoded by ‘nearby’ neurons (15,16,17; 
and 16,17,18, respectively). These features hold true in this canonical ordering of the 
neurons, in which the RFs cover systematically locations (feature-values) from one end to 
the other in space (feature space), and this canonical ordering is always possible for such 
single-lobed RFs. (B) Combinatorially optimized feature coding. Schematic illustration of 
an optimal model solution (i.e., RFs of inhibitory neurons with optimized overlap) that 
solve selection across L = 20 locations with N* = 14 neurons. Conventions as in (A). It is 
evident that not every stimulus location (column) can be encoded by a functionally ‘local’ 
group of neurons from the set. For instance, stimulus at location p (indicated by red arrow) 
is encoded by distant neurons 2 and 14 (indicated in red). Stated equivalently, each neuron 
does not only encode for nearby locations, rather, it can encode for arbitrarily distant ones 
(for instance, row #8). In addition, ‘nearby’ locations cannot always be encoded by 
‘nearby’ neurons. For instance, p and q, indicated by red and blue arrows, respectively, are 
encoded by widely distributed neurons across the population (2,14; and 8,12, respectively). 
These features are illustrated here for one particular ordering of the neurons: in order to 
facilitate comparison with (A), neurons have been numbered such that lower numbers 
correspond to neurons for which at least one RF lobe occurs earlier than the RF lobes of 
neurons with a higher number. However, these features hold true no matter the ordering of 
the neurons, in other words, there is no ordering of the neurons such that ‘nearby’ feature 
values are encoded only by ‘nearby’ neurons. (Note: in (A), the maximum number of pixels 
in a neuron’s RF was chosen to be 3, to match the maximum number of lobes in the RFs 
of multilobe neurons in (B).) (C) Another illustration of population vector coding using 
overlapping single-lobed RFs, but with 40 locations and 40 neurons; conventions as in (A). 
(D) Another illustration of Combinatorially optimized feature coding with an optimal 
model solution using overlapping multilobed RFs, but with 40 locations and 27 neurons 
(N* = 27 neurons for L = 40 locations). Conventions as in (B).  
 
 
Our results suggest that a careful examination of the encoding properties of inhibitory 
neurons in cortical as well as sub-cortical areas may reveal combinatorially optimized coding 
as a widespread strategy in the brain for efficient, feature-invariant stimulus selection and 




5.1.2 Generalizable implementation of the donut-like motif 
Both in the barn owl brain and in the various models considered in Figure 4.1, Figure 4.2, 
Figure 4.4, and Figure 4.9, the circuit architectures included feedforward inhibition from 
inhibitory neurons to the ‘output’ neurons, with the donut-like motif instantiated as the 
absence of feedforward self-inhibition. Several models of decision-making in humans and 
monkeys do include a feedforward inhibitory component [173-176]. Examining those models 
in light of our findings reveals that they indeed implement a donut-like motif, although this 
aspect of the circuit is not highlighted in the models.  
However, another established class of models of decision-making does not include 
feedforward inhibition, but only involves inhibition in a recurrent path between the competing 
options [132, 177]. To test if feedforward implementation of the donut-like motif was 
necessary for categorization or whether its efficacy generalized to recurrent implementations 
as well, we simulated a version of our circuit model that did not include feedforward inhibition, 
and that implemented the donut-like motif only via a recurrent route (Figure 5.2AB). For 
completeness, we simulated this model both without (Figure 5.2A) and with amplification 
(Figure 5.2B). To implement this model, we used the same methods as for Figure 4.9. For the 
model with recurrent amplification (Figure 5.2B), the output of the neuron is scaled by a factor 
(k, k= 2.5). We found that this implementation of the donut-like motif also successfully 
produced categorical representations (Figure 5.2C; CatI=0.29 (black), 0.34 (light blue)). 
Nonetheless, the feedforward implementation of the donut-like motif (Figure 4.1CD bottom 
right panels) offered additional benefits to categorization (Figure 5.2C, right panel: black 
(Figure 5.2A) vs. dark blue (Figure 4.1C-bottom–right), p = 1.7e-25; light-blue (Figure 5.2B) 
vs. orange (Figure 4.1D-bottom–right), p = 2.5e-31; paired t-tests with HBMC correction), 
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indicating that if a neural circuit (for instance, the avian midbrain selection network) is able to 
implement this version of the donut, it can do better than one with a purely recurrent 
implementation.   
These results, together with the (seemingly hidden) presence of the donut-like motif 
in the leading classes of decision-making models that have been used to account for categorical 
neural responses across brain areas and animal species [122-125, 127, 132, 137, 173-177], 




Figure 5.2: Generalizable implementation of the donut-like motif.  
(A-B) Circuit with implementation of donut-like motif purely via a recurrent route, i.e., in 
the absence of any feedforward inhibition without (A) and with amplification (B; blue 
arrow); compare with, respectively, Figure 4.1CD bottom-right panels. Red ovals: 
inhibitory neurons, black circles: excitatory/output neurons, dashed gray ovals: populations 
of neurons representing each stimulus or category.  (C) Plot of bd’ (left panel; black and 
light blue data) and CatI (right panel; black and light blue data) computed from the 
responses of neuron 1 in circuits in A and B to the standard two-stimulus morphing protocol 
(as in Figure 4.1E). For comparison, the bd’ and CatI values for donut-like motif, from 
Figure 4.1CD bottom-right panels, are reproduced here (dark blue and red data, 
respectively). ‘*’: p<0.05. Left panel: black (A) vs. dark blue (Figure 4.1C-bottom–right), 
p = 1.7e-23; light-blue (B) vs. red (Figure 4.1D-bottom–right), p = 4.7e-34; paired t-tests 
with HBMC correction. Right panel: black (A) vs. dark blue (Figure 4.1C-bottom–right), 
p = 1.7e-25; light-blue (B) vs. red (Figure 4.1D-bottom–right), p = 2.5e-31; paired t-tests 
with HBMC correction. (D-G) Graphical summary. (D) Donut-like inhibition, i.e., 
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inhibition (-) driven by preferred inputs (+) and delivered to all non-preferred inputs, can 
be implemented in neural circuits either in a feedforward manner (E) or in a recurrent 
manner (F), to generate categorical representations (G). (E, F) Red ovals: inhibitory 
neurons, black circles: excitatory/output neurons. E, dashed thin red arrow indicates 
absence of inhibitory projection. E based on Figure 4.1, Figure 4.3, Figure 4.5, Figure 4.7; 
F is a simplified representation of model in B, in which populations of neurons representing 
each category or choice (dashed grey circle) mutually inhibiting one another.  
 
 
5.2 Open questions and future work  
In my thesis, we have unpacked the neural mechanisms of two essential computations of 
stimulus selection, namely ability to select across all pairs of stimulus locations, and ability to 
generate categorical, robust-to-noise representations. However, selection consists of multiple 
computations. Some of the other computations that are essential for selection are flexibility, 
ability to select in the presence of multiple (>2) stimuli, unitary choice generation etc. [133]. 
The mechanisms of these are yet to be uncovered.  
Additionally, all of our experiments were performed in head fixed barn owls passively 
viewing stimuli presented in front of them. Whereas, this approach has its limitations, it helped 
us design experiments that probe specific components of the midbrain circuit and uncover 
their core functions. Whether our results translate to a behaving animal in the context of a 
spatial attention task will need further exploration and will test the generalizability of our 
findings regarding circuit mechanisms to spatial attention, and to other species.  
In this thesis, we directly demonstrated that the avian midbrain solves challenging 
computational problems using efficient algorithms. How these can help inform the design of 
machines and intelligent systems is a worthy question to explore.  
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I discuss some of these open questions and how they relate to our findings briefly in 
the sections below.  
 
5.2.1 Flexibility in stimulus selection  
As shown in a previously published work [94], stimulus selection in the owl OTid operates 
based on relative strengths of competing stimuli, and not on their absolute strengths, i.e. 
stimulus selection in the owl OTid is flexible. Modeling work has suggested that the most 
efficient circuit motif for implementing flexible stimulus selection is through feedback 
inhibition between inhibitory neurons encoding for competing stimuli [139]. Follow-up 
experiments in brain slices have identified the presence of such a motif in the avian Imc [145]. 
However, whether feedback inhibition between Imc neurons is indeed the functional source 
of flexible stimulus selection in owl midbrain selection network is yet to be determined. This 
would require testing the effect of inactivation of the inhibitory projections between the Imc 
neurons on the flexibility of stimulus selection in the OTid.   
 
5.2.2 Multiple competing stimuli  
Another important detail of our work is that it primarily focuses on competition between two 
competing stimuli, with one stimulus presented inside and the other outside the RF of the 
OTid neuron. But how would the responses of an OTid neuron be impacted by the presence 
of multiple competing stimuli? The expectation based on the encoding of priority in the OTid 
space map is that the switch value of an OTid would still depend on (and be roughly equal to) 
the strength of the RF stimulus (i.e. an OTid neuron would fire at a higher value when the 
stimulus inside its RF is the strongest among the competing stimuli, and switch to a lower 
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spiking rate when the strength of any of the competing stimuli exceeds the strength of the RF 
stimulus). However, whether the mechanisms of competition translate naturally to a situation 
with multiple competing stimuli is still unknown and a systematic study to characterize this is 
under active investigation.  
 
5.2.3 Cross-hemispheric stimulus selection 
Experiments in my dissertation and previously published work have typically studied 
competition between stimuli located in the same hemi field. The interconnections between 
Imc-OT-Ipc within the same hemisphere of the brain have been fairly well characterized. 
However, as shown in previously published work [75], a competing stimulus presented in the 
opposite sensory hemifield from the RF stimulus (and therefore, encoded by the other brain 
hemisphere than the one containing the recording electrode), is also able to suppress the 
responses of an OTid neuron. Interestingly, there are no known direct projections from the 
Imc in one hemisphere to the OTid in the opposite hemisphere. What, then, is the source of 
cross-hemispheric competitive suppression? One potential candidate for cross-hemispheric 
transfer of information is the nucleus isthmi disseminated (ID), a glutamatergic nucleus which 
and receives input from the ipslateral OT and projects to the contralateral OT [79]. However, 
it is not an inhibitory nucleus and cannot directly send suppression to the OT in the opposite 
hemisphere. A potential mechanism might be for Imc to direct inhibition to OT in the other 
hemisphere by suppressing the output of the ipsilateral ID, thereby, reducing excitatory drive 
to the contralateral OT. It will be important to investigate the exact source of cross-
hemispheric competitive suppression, the computational mechanisms that underlie this 
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suppression, and to address whether the mechanisms of cross-hemispheric competition are 
same or different compared to those for within-hemispheric competition.  
 
5.2.4 Mechanisms of stimulus selection within Imc 
Recent studies have also suggested that Imc not only plays a key source in solving stimulus 
selection in the OT, but is itself a site of stimulus competition [178]. In fact, the signatures of 
stimulus selection appear earlier and are more precise in the Imc when compared to the OT 
[179]. This leads to an interesting question of whether the site of the priority map is indeed 
the Imc, and if the signatures of competition in the OT are a mere result of transmission of 
this information from the Imc. If so, then what are the mechanisms of the essential 
computations of stimulus selection (such as ability to select at all pairs of stimulus location, 
and the ability to categorize) within the Imc? 
 
5.2.5 Information encoding in Imc  
The encoding of space using multilobed Imc RFs is primarily driven by the scarcity of neurons 
in the coronal planes of Imc (section 2.3). As we suggested in Chapter 3, the scarcity of the 
neurons in the Imc could be a consequence of minimizing a combination of circuit wiring and 
metabolic costs (Figure 3.6). However, how multilobed RFs impact the capacity and accuracy 
of information encoding in the midbrain network in comparison to single lobed RFs is an 
important question that remains to be answered. Tuning width and accuracy (as measured 
using a fisher information metric) have been shown to depend critically on the dimension of 
the space being encoded [180]. It has been shown that for one-dimensional encoding, neurons 
with shaper tuning curves encode more information in comparison to those with broader 
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tuning curves. This is consistent with our discovery of multliobed RFs along the elevational 
space in contrast to previous reports of elongated RFs [105]. However, detailed analyses that 
take into account the physiological properties of the Imc, and its functional connectivity with 
the OT and Ipc are essential to unpack the relation between Imc RFs and the information 
being encoded. 
 
5.2.6 Mechanisms of stimulus selection for spatial attention (i.e., in behaving 
animals)  
The midbrain attention network is a conserved structure across species. The well-organized 
midbrain attention network in barn owls together with their multisensory expertise are major 
advantages of using owl as a model to study mechanisms of stimulus selection. However, using 
them for trained behavior such as in a task for spatial attention, while not impossible, is highly 
challenging. Secondly, as they are not mammals, the question of whether the mechanisms 
uncovered here generalize to mammalian species is currently open. Thus, the use of a 
mammalian species that can be trained on spatial attention tasks would allow the testing of 
whether the findings from this work generalize to the control of spatial attention in mammals. 
In mammals, the less well-organized midbrain necessitates the use of modern genetics-based 
tools such as calcium imaging, optogenetics, and chemogenetics for the study of neural 
function underlying selection in a cell-type specific manner. For the use of such tools, 
including the use of transgenic lines, mice stand out as a powerful candidate mammalian 
model.   
Investigations of whether multilobed RFs also exist in the mouse Imc (pLTN), and 
does the mouse pLTN also use a combinatorial neural inhibition mechanism to solve location-
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invariant stimulus selection are potentially very exciting. Additionally, if the pLTN does have 
multilobed RFs, does it also follow the organizational structure that is similar to the owl Imc, 
or are there species-specific differences that relate to the differences in the behavioral 
mechanisms essential for survival in these two animals (an owl is a predator that primarily 
spends its time at higher elevations whereas a mouse is a prey that spends its time on the 
ground).  
Similarly, does the donut-like circuit motif also exist in the mouse midbrain, and if it 
does, is it also essential for generating categorical responses like in the owl OT? If the donut-
like circuit motif exists in the mouse midbrain, will manipulating the donut (like we did in the 
owl setup; Figure 4.7) result in predictable deficits in the mouse’s ability to select the stronger 
of two competing stimuli in the presence of sensory noise? 
A final set of critical questions that can then be addressed is how the different 
components of the midbrain selection network contribute to attentional behavior. As 
demonstrated recently, mice are able to pay attention and select relevant targets in the presence 
of distractors [159, 181]. Future studies could directly test whether manipulating activity in the 
Imc results in predictable changes in behavior that are consistent with the role of Imc in 
distractor suppression and target selection. At the same time, these techniques could also help 
uncover, mechanistically, how specific components of this midbrain network connect to 
forebrain areas, and how they together orchestrate the computations that help select relevant 




5.2.7 Relation to deep learning and AI systems  
In the past decade, the fields of machine learning, AI and deep learning have exploded. The 
state-of-the-art performances of the deep learning systems on various recognition and 
classification tasks today far exceed those of algorithms from 10 years ago (for instance the 
recognition accuracy on the ImageNet dataset has improved from 51% to 88.4% in the last 10 
years). Deep learning systems have been able to achieve human level performance in various 
tasks and have also been able to beat humans in fairly complicated games such as alphago 
[182].  
Despite such tremendous progress, deep learning systems are still far from achieving 
human level AI. Deep networks often require large labeled data to be trained and are 
susceptible to being tricked, and often make ‘silly’ errors [183, 184], something that human 
brains are very good at avoiding. Incorporating fundamental principles of biological brain 
function such as attention can potentially help neural networks overcome some of these 
challenges. For instance, teaching a neural network as to which piece of information it needs 
to focus on for learning a task results in performance improvements, and may be possible to 
achieve with a smaller training dataset.  
Given how closely linked machine learning and neuroscience are, any understanding 
of elemental rules underlying how the brain implements computations can inform the design 
of deep learning systems. It is no surprise that the design of machines can benefit from an 
understanding of how the brain implements computations. For instance, in recent work, we 
showed that key filtering techniques that are dominant among a population of neurons in the 
primary auditory cortex of ferrets are consistent with previously used techniques that have 
been shown to result in improved recognition of speech [185, 186].  
 154 
 
In this context, questions that merit further exploration are: (a) What key aspects of 
the findings reported in this thesis (Chapters 2, 3 and 4) need to be incorporated into the 
design of an artificial system that relies on the selection of the most important piece of 
information among multiple competing options (for example search and navigation, driverless 
cars, etc) for improved function? (b) How might the combinatorial inhibition mechanism and 
the donut-like motif help implement selection in a deep network to allow it to ‘pay attention’ 
effectively?  
  
5.2.8 Attentional disorders  
One of the symptoms of conditions such as ADHD, autism and schizophrenia, is a 
dysfunction in the ability to select and pay attention to relevant information. Current diagnosis 
typically relies on observation and self-report of behavior [187]. Current treatments involve 
medications (for instance, stimulants) that do not target specific brain regions, but rather act 
on large parts of the brain, primarily because a clear understanding of various the components 
of these complex disorders is lacking. Dissecting the neural circuit mechanisms of selective 
attention can directly inform hypotheses regarding which neural mechanisms of selective 
attention (the computations, and also the anatomical and functional sources) affect what 
aspects of attentional dysfunction in these disorders. This can lead to better diagnosis as well 
as targeted treatments of these neural disorders that affect millions of families around the 
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