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Families of bipartite states classifiable by the positive partial transposition criterion
F. E. S. Steinhoff∗ and M. C. de Oliveira†
Instituto de F´ısica “Gleb Wataghin”,
Universidade Estadual de Campinas -UNICAMP,
13083-970, Campinas, SP, Brazil
We construct a family of bipartite states of arbitrary dimension whose eigenvalues of the partially
transposed matrix can be inferred directly from the block structure of the global density matrix. We
identify from this several subfamilies in which the PPT criterion is both necessary and sufficient.
A sufficient criterion of separability is obtained, which is fundamental for the discussion. We show
how several examples of states known to be classifiable by the PPT criterion indeed belong to this
general set. Possible uses of these states in numerical analysis of entanglement and in the search of
PPT bound entangled states are briefly discussed.
PACS numbers: 03.67.Mn
I. INTRODUCTION
Quantum entanglement has a major role in nowadays
discussions about quantum information processing due
to its potential application in protocols [1]. Despite its
importance, entanglement characterization has been rec-
ognized as a difficult task. Such difficulties motivates the
search for alternative ways of detecting the separability of
a given state. Operational separability criteria based on
positive, but not completely positive, maps appeared [2–
4, 6], with relative success. In the bipartite case, the most
important of these criteria is the Positivity under Partial
Transposition (PPT) criterion, due to Peres [2]. It as-
serts that if a state is separable, then its partial transpo-
sition will be a positive semidefinite operator. By partial
transposition it is understood the operation of transpos-
ing the matrix elements of only one of the subsystems.
It is sometimes referred as partial specular reflection op-
eration or local time reversal operation [5]. A very illus-
trative way of seeing partial transposition operation is by
considering the density matrix of the state in the basis
{|0, 0〉, |0, 1〉, . . . , |0, dB−1〉, |1, 0〉, |1, 1〉, . . . , |dA−1, dB−
1〉} - called here Standard Computational Basis (SCB) -
where dA and dB are the dimensions of Alice and Bob´s
subsystems, respectively,
ρ =


A00 . . . A0,dA−1
...
. . .
...
A†0,dA−1 . . . AdA−1,dA−1

 , (1)
with Aij being dB × dB submatrices. The partial trans-
position of the state (1) is simply
ρΓ =


(A00)
T . . . (A0,dA−1)
T
...
. . .
...
(A†0,dA−1)
T . . . (AdA−1,dA−1)
T

 , (2)
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where we remark the importance of the ordering of the
basis. In a different ordering the partially transposed
matrix would assume a different aspect. If one has a
separable state ρ, then PPT criterion assures that ρΓ
will be a positive semidefinite operator. But the con-
verse is not generally true, making PPT criterion only
a necessary one. In fact, PPT criterion has been shown
to be necessary and sufficient for some special classes
of states: two-qubit and qubit-qutrit states [3], Werner
[7] and isotropic states [4], low-rank states [8] and, in
a different way, Gaussian states in continuous-variable
context [9]. Other states which are positive under par-
tial transposition, but are known, by other means, to be
entangled belong to the class of bound entangled states
[4]. Those states have no distillable entanglement, i. e.,
no pure entangled states can be extracted through local
operations and classical communication.
Among the open problems in quantum information
theory, one which is extremely important is to encounter
general positive but not completely positive maps that
would detect PPT entangled states for systems with ar-
bitrary Hilbert space dimension. Another important di-
rection to follow is to search for classes of states for which
the PPT criterion is a sufficient one for dA.dB > 6. Re-
cent progress was given by [14] and references therein,
where classes of PPT states were obtained.
The aim of this paper is to present novel families of
bipartite states of arbitrary dimension whose eigenval-
ues of ρΓ are easily inferred from the block structure of
the state, allowing one to tell if the state is PPT and
to compute its negativity straightforwardly. For several
subfamilies we will see that PPT criterion is both nec-
essary and sufficient. These subfamilies include several
examples cited above, and known to follow the PPT cri-
terion. With this extension of the set of states classifiable
through the PPT criterion we expect some advantages for
numerical analysis of entanglement as well as for discus-
sions about bound entanglement. The paper is divided
as follows: in Sec. II we present an illustrative exam-
ple, in order to motivate the discussion. In Sec. III we
present the family of states for arbitrary dA and dB. In
Sec. IV we prove a simple sufficient separability condi-
2tion, identifying with this some important subfamilies in
which positivity under partial transposition is equivalent
to separability; in further subsections, we obtain nontriv-
ial decompositions of the state space into direct-sums,
which raise interesting questions and we also obtain yet
another PPT-classifiable set of states. Finally, in Sec. V
we present our conclusions, enclosing the paper.
II. FIRST EXAMPLE: dA = dB = 4
We start our discussion by presenting an illustrative
example, having all the characteristics we want to gen-
eralize. We analyze first a situation in which Alice and
Bob´s subsystems are four dimensional. Consider then
the following matrix in the SCB,
ρ =


x00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 a1 a4 a6 x01 0 0 0 0 0 0 0 0 0 0 0
0 a∗4 a2 a5 0 0 0 0 x02 0 0 0 0 0 0 0
0 a∗6 a
∗
5 a3 0 0 0 0 0 0 0 0 x03 0 0 0
0 x∗01 0 0 b1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 x11 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 b2 b4 0 x12 0 0 0 0 0 0
0 0 0 0 0 0 b∗4 b3 0 0 0 0 0 x13 0 0
0 0 x∗02 0 0 0 0 0 c1 c4 0 0 0 0 0 0
0 0 0 0 0 0 x∗12 0 c
∗
4 c2 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 x22 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 c3 0 0 x23 0
0 0 0 x∗03 0 0 0 0 0 0 0 0 d1 d4 d6 0
0 0 0 0 0 0 0 x∗13 0 0 0 0 d
∗
4 d2 d5 0
0 0 0 0 0 0 0 0 0 0 0 x∗23 d
∗
6 d
∗
5 d3 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 x33


, (3)
which under partial transposition on Bob’s subsystem writes as
ρΓ =


x00 0 0 0 0 x01 0 0 0 0 x02 0 0 0 0 x03
0 a1 a
∗
4 a
∗
6 0 0 0 0 0 0 0 0 0 0 0 0
0 a4 a2 a
∗
5 0 0 0 0 0 0 0 0 0 0 0 0
0 a6 a5 a3 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 b1 0 0 0 0 0 0 0 0 0 0 0
x∗01 0 0 0 0 x11 0 0 0 0 x12 0 0 0 0 x13
0 0 0 0 0 0 b2 b
∗
4 0 0 0 0 0 0 0 0
0 0 0 0 0 0 b4 b3 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 c1 c
∗
4 0 0 0 0 0 0
0 0 0 0 0 0 0 0 c4 c2 0 0 0 0 0 0
x∗02 0 0 0 0 x
∗
12 0 0 0 0 x22 0 0 0 0 x23
0 0 0 0 0 0 0 0 0 0 0 c3 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 d1 d
∗
4 d
∗
6 0
0 0 0 0 0 0 0 0 0 0 0 0 d4 d2 d
∗
5 0
0 0 0 0 0 0 0 0 0 0 0 0 d6 d5 d3 0
x∗03 0 0 0 0 x
∗
13 0 0 0 0 x
∗
23 0 0 0 0 x33


. (4)
It is evident that for the matrix (3) to represent
a valid state, it must be normalised with x00 +
∑3
i=1 (xii + ai + bi + ci + di) = 1 and ρ must be posi-
3tive semidefinite. It is important here to note that this
latter condition implies that the submatrices
A =

 a1 a4 a6a∗4 a2 a5
a∗6 a
∗
5 a3

 ; B =
(
b2 b4
b∗4 b3
)
;
C =
(
c1 c4
c∗4 c2
)
; D =

 d1 d4 d6d∗4 d2 d5
d∗6 d
∗
5 d3

 , (5)
are also positive semidefinite, since they are principal
submatrices of ρ [10]. The alternating sizes of these
blocks are also a fundamental property for the extension
for arbitrary dimension.
We claim that the operator defined by (4) has a direct-
sum structure
ρΓ = X ⊕AT ⊕ b1 ⊕B
T ⊕ CT ⊕ c3 ⊕D
T , (6)
where
X =


x00 x01 x02 x03
x∗01 x11 x12 x13
x∗02 x
∗
12 x22 x23
x∗03 x
∗
13 x
∗
23 x33

 . (7)
To see this, note that we can decompose the total Hilbert
space H as a direct sum:
H = HX ⊕HA ⊕Hb1 ⊕HB ⊕HC ⊕Hc3 ⊕HD (8)
with support in the orthogonal subspaces
HX = span{|00〉, |11〉, |22〉, |33〉}; (9)
HA = span{|01〉, |02〉, |03〉}; (10)
Hb1 = span{|10〉}; (11)
HB = span{|12〉, |13〉}; (12)
HC = span{|20〉, |21〉}; (13)
Hc3 = span{|23〉}; (14)
HD = span{|30〉, |31〉, |32〉}. (15)
Since the matrices (5) and (7) have support only in the
subspaces with respective indexes in (9)-(15), then we
have the decomposition (6) for partial transposition. In
the Appendix A we consider this in detail working out an
example. We note that similar decompositions are given
in [14], where the authors construct several classes of
PPT states decomposing the total Hilbert space H into
well-suited direct sums, which can be changed through
circular property of the supports.
The eigenvalues of ρΓ are thus b1, c3 and the eigenval-
ues of the matrices X , AT , BT , CT and DT . Since A, B,
C and D are positive semidefinite - this is implied by the
positive semidefiniteness of ρ - so are AT , BT , CT and
DT . Of course b1, c3 ≥ 0 and then we conclude that the
only negative eigenvalues of ρΓ, if any, are the negative
eigenvalues of the matrix X . So, if the X matrix has any
negative eigenvalue, we can say that the state is entan-
gled, by PPT criterion. Also, its Negativity [11] will be
simply the sum of these negative eigenvalues. However,
if ρΓ is positive semidefinite, in general we cannot say if
ρ in Eq. (3) is separable or not. But by adding some
constraints we restrict ρ to a separable state. In the next
section, devoted to the general case, we see how it works.
III. GENERALIZATION TO ARBITRARY dA, dB
The generalization of the previous example to arbi-
trary dimensions is not a difficult task. We are assum-
ing here that dA ≤ dB. The expression of an arbitrary
member of the family expressed in terms of the SCB
{|0, 0〉, |0, 1〉, . . . , |0, dB−1〉, |1, 0〉, |1, 1〉, . . . , |dA−1, dB−
1〉} is given by
ρ =
dA−1∑
m,n=0
xmn|mn〉〈nm|+
dA−1∑
k=0
|k〉〈k| (16)
⊗

 k−1∑
i,j=0
(Mk)ij |i〉〈j|+
dB−1∑
i′,j′=k+1
(Nk)i′j′ |i
′〉〈j′|

 .
We impose on this operator the following conditions:
1. (Mk)ji = (Mk)
∗
ij , (Nk)ji = (Nk)
∗
ij , xnm = x
∗
mn;
2.
∑dA−1
k=0
(∑k−1
i=0 (Mk)ii +
∑dB−1
i=k+1(Mk)ii
)
+
∑dA−1
m=0 xmm = 1;
3. ρ is positive semidefinite.
These are the usual conditions to be fulfilled for ρ to
represent a valid state, that is, hermiticity, unit trace
and positive semidefiniteness, respectively. This is easier
to see if one consider the block structure of ρ in the SCB.
Any operator can be expressed in this basis as
ρ =


A00 . . . A0,dA−1
...
. . .
...
A†0,dA−1 . . . AdA−1,dA−1

 , (17)
where Aij are dB × dB submatrices. The states just con-
structed have diagonal submatrices given by
Akk =

 (Mk)k×k xkk
(Nk)(dB−1−k)×(dB−1−k)

 ,(18)
with k = 0, 1, . . . , dA − 1, Mk and Nk being diagonal
blocks of dimensions given by the respective subindexes
and xkk is an arbitrary real number. The off-diagonal
submatrices are simply Aij = xij |j〉〈i|, with i 6= j. The
conditions on the elements in this fashion are simply that
Mk, Nk and the matrix with elements xij are Hermitian,
4that the sum of their traces sum up to unit and that the
global matrix is positive semidefinite.
Let ρΓ be the operator obtained from ρ through the
partial transposition of Bob´s subsystem:
ρΓ =
dA−1∑
m,n=0
xmn|mm〉〈nn|+
dA−1∑
k=0
|k〉〈k| (19)
⊗

 k−1∑
i,j=0
(Mk)ij |j〉〈i|+
dB−1∑
i′,j′=k+1
(Nk)i′j′ |j
′〉〈i′|

 .
The first term corresponds to a dB × dB matrix -
called X here - acting in the subspace spanned by
{|00〉, |11〉, . . . , |dA−1, dA−1} only. The matricesM
T
k act
in the subspace spanned by {|k, 0〉, |k, 1〉, . . . , |k, k − 1〉}
only, while the matrices NTk act in the subspace spanned
by {|k, k + 1〉, |k, k + 2〉. . . . , |k, dB − 1〉} only. As the
intersection between every two of these subspaces is the
null vector, the total Hilbert space H can be decomposed
as a direct sum of them and by the reasoning given, the
operator ρΓ has a direct sum structure, which can be
compactly stated as
ρΓ = X
dA−1⊕
k=0
(
MTk ⊕N
T
k
)
. (20)
The eigenvalues of the transposed matrix are thus the
eigenvalues of the various matrices Mk, Nk and X . How-
ever, a negative eigenvalue of ρΓ, if any, will be due only
to a negative eigenvalue of the X matrix. The reason is
that Mk and Nk are principal submatrices of the origi-
nal density matrix ρ. By elementary linear algebra [10],
these matrices are already positive semidefinite, since ρ
is positive semidefinite. So, the only negative eigenvalues
of ρΓ will be the negative eigenvalues of the X matrix.
The X matrix has thus a large part of the information
about the entanglement of the state. If the states just
constructed have any experimental usage, to detect and
to quantify the entanglement of ρ will be simpler than
full state reconstruction. The X matrix is a dA × dA
matrix and even if one has to reconstruct this matrix
[15] this task will be much simpler than to reconstruct
the (dA.dB) × (dA.dB) global matrix representing ρ. In
practice, one should know that the state is of this form,
by the preparation procedure or by some characteristic -
and yet not discovered - test. Also, from another point of
view, we believe that these states would bring advantage
in numerical research of entanglement, since one has to
deal only with one matrix. It is easy to construct entan-
gled states with the form (16) and, as will be shown in
the next section, it is also easy to construct families of
PPT-classifiable states.
However, if the measured eigenvalues of X are all pos-
itive, then the PPT criterion alone will not be sufficient
to detect entanglement, once in the general bipartite case
this criterion is only necessary for separability. As the
state is PPT, if it is shown to be entangled by other
means, it will exhibit bound entanglement [4].
IV. SUBFAMILIES CLASSIFIABLE THROUGH
PPT CRITERION
There are subfamilies inside the broad family of bipar-
tite states presented in the last section in which PPT
criterion is necessary and sufficient. We do not intend
to present here all the situations, but instead to discuss
how it includes some very important examples. For that,
we would like first to prove a simple and relevant result:
Proposition 1 If a state ρ expressed in the standard
computational basis has the block diagonal form
ρss =


A0
A1
. . .
Ad−1

 , (21)
where each Ai is a dB × dB matrix, then the state is
separable.
Proof: We have to prove that a matrix in the form ρss
above has a decomposition
ρs =
∑
i
piρ
i
A ⊗ ρ
i
B, (22)
with
∑
i pi = 1, pi ≥ 0 and ρ
i
A, ρ
i
B being states in Alice
and Bob´s subsystems, respectively. Indeed, we have
ρss = |0〉〈0| ⊗A0 + |1〉〈1| ⊗A1 + . . .
+|d− 1〉〈d− 1| ⊗Ad−1 =
d−1∑
i=0
|i〉〈i| ⊗Ai,(23)
which thus can be written as
ρss =
d−1∑
i=0
(trAi)︸ ︷︷ ︸
pi
|i〉〈i|︸︷︷︸
ρi
A
⊗
Ai
trAi︸ ︷︷ ︸
ρi
B
=
∑
i
piρ
i
A ⊗ ρ
i
B, (24)
and since
∑
i pi =
∑
i trAi = 1 and pi ≥ 0, a state in the
form ρss is separable.
We will use this result as a probe to construct sub-
families of states classifiable through PPT criterion. We
will call states that can be written in the block diagonal
form (21) as simply separable states. It is straightforward
then that every state written in the SCB can be decom-
posed as ρ = ρss +M , i.e., a simply separable state ρss
plus a matrix M that do not represent a state and that
contains correlations associated with entanglement. We
show that important examples, such as the Werner states
are included in this subset.
A. Restrictions on the X matrix
We shall construct examples of states in which PPT
means separability restricting the form of the X matrix
5appearing in the direct-sum decomposition of ρΓ. If, for
example, the eigenvalues of the X matrix are all of the
form {−xi}
dA−1
i=0 , for arbitrary real values xi, then the
state will have a positive partial transposition only in
case all the xi are zero. But in this case the X matrix
can only be the null matrix, which implies that the ma-
trix ρ is block diagonal with dB × dB blocks, that is, the
state is simply separable (Proposition 1). In this special
case, positivity under partial transposition implies sep-
arability, i. e., we obtain a subfamily in which states
are separable if and only if they are PPT [16]. Another
example can be given for a X matrix of the form (dA
even)
X =
dA/2−1⊕
i=0
(
0 xi
x∗i 0
)
. (25)
The eigenvalues of this matrix are obviously
{±|xi|}
dA/2−1
i=0 . The matrix ρ
Γ will be positive semidefi-
nite if and only if all the xi are zero. This implies that
ρ is simply separable, i. e., we have again equivalence
between separable and PPT states in this case. Indeed,
whenever positivity under partial transposition implies
that the X matrix is the null matrix we will have this
equivalence.
We obtain another such a subfamily whenever the X
matrix is itself diagonal. In this case it is clear that ρ will
be simply separable. Combining this with the previous
reasoning, whenever positivity under partial transposi-
tion implies that the X matrix is diagonal, we will have
equivalence between separable and PPT states. In fact,
the previous case can be trivially seen as a special case of
this one. Consider, for example, a X matrix of the form
X =
dA/2−1⊕
i=0
(
0 xi
x∗i yi
)
. (26)
This matrix will be positive if and only if xi = 0; in this
case, X will be diagonal and the state will be simply sep-
arable. We showed thus several examples of subfamilies
classifiable through PPT criterion.
B. Werner and isotropic states
For a d⊗ d system, consider the state
ρW = (1− ǫ)
I
d2
+ ǫ
F
d
, (27)
where I is the identity operator and F is the usual flip
operator, defined by F |φ〉 ⊗ |ϕ〉 = |ϕ〉 ⊗ |φ〉. We call
the family of states defined by (27) as Werner states,
[7]; the connection with Werner´s original notation is
ǫ = − 1−dΦd2−1 , where Φ = 〈F 〉. If we impose that the Mk,
Nk matrices are of the form
(1−ǫ)
d2 I and the X matrix
elements are xkk = (1 − ǫ(d + 1))/d
2 and xjk = ǫ/d, for
j 6= k, then we see that Werner states are also a subfamily
of the broader family. A Werner state is separable if and
only if it is PPT, as is well known.
The partial transposition establishes a nice connec-
tion between Werner and the so called isotropic states
[4] given by
ρI = (1− ǫ)
IA ⊗ IB
d2
+ ǫP+ (28)
where P+ = |φ
+
d 〉〈φ
+
d | and |φ
+
d 〉 =
1√
d
∑d−1
i=0 |ii〉. Since
the partial tranposition of the operator P+ is simply
F/d, we have that an isotropic state will be PPT only if
its partial tranposition ρΓI represents a Werner state and
the same statement holds for a Werner state. However,
the isotropic states do not belong to the family defined
by (16). But we can easily define a new family which
contains isotropic states, constituted of matrices in the
form (20) and restricting the submatrices Mk and Nk to
be diagonal. Making Mk and Nk equal to
(1−ǫ)
d2 I and
xkk = (1− ǫ(d+1))/d
2, xjk = ǫ/d, for j 6= k, we see that
isotropic states are contained in this new family. We get
then an analogous connection between the two broader
subfamilies through the partial transposition operation.
C. Qubit-qubit, qubit-qutrit and qubit-qudit cases
The PPT criterion is necessary and sufficient for dA =
dB = 2 and dA = 2, dB = 3 [3]. The density matrix of a
two qubit state in the SCB of the family reads
ρ =


x00 0 0 0
0 a x01 0
0 x∗01 b 0
0 0 0 x11

 , (29)
and its partial transposition is
ρΓ =


x00 0 0 x01
0 a 0 0
0 0 b 0
x∗01 0 0 x11

 . (30)
The eigenvalues of ρΓ are a, b and the eigenvalues of the
matrix
X =
(
x00 x01
x∗01 x11
)
, (31)
which are simply 12
(
x00 + x11 ±
√
(x00 − x11)2 + 4|x01|2
)
.
The state will be PPT and hence separable for
x00x11 ≥ |x01|
2. Otherwise, the state will be
entangled and its negativity will be given by
N(ρ) = 12max{0,
√
(x00 − x11)2 + 4|x01|2− (x00+x11)}.
6In case we are dealing with a qubit and a qutrit, the
density matrix of the family reads
ρ =


x00 0 0 0 0 0
0 a c x01 0 0
0 c∗ b 0 0 0
0 x∗01 0 d 0 0
0 0 0 0 x11 0
0 0 0 0 0 e


, (32)
and is easy to see that the same results apply to this case.
In fact, from a more general density matrix
ρ =


x00 0 0 0 0 0
0 a c 0 0 0
0 c∗ b x01 0 0
0 0 x∗01 d f 0
0 0 0 f∗ e 0
0 0 0 0 0 x11


, (33)
we see that the negative eigenvalues of ρΓ are also equal
to the cases analyzed. We are thus induced to propose
another family of states for the qubit-qudit case given by
ρ = x00|00〉〈00|+ x11|dB − 1, dB − 1〉〈dB − 1, dB − 1|
+x01|0, dB − 1〉〈10|+ x
∗
01|10〉〈0, dB − 1|
+
dB−1∑
i,j=1
Aij |0i〉〈0j|+
dB−2∑
i′j′=0
Bi′j′ |1i
′〉〈1j′|, (34)
and it is easy to see that the negative eigenvalues of the
transposed matrix will be the same. However, in this case
it is not assured that positivity under partial transposi-
tion implies separability. One can conjecture here that
this is indeed true, given the resemblance to the qubit-
qubit and qutrit-qutrit cases. We make here a brief di-
gression about this subject and we hope it can be useful
for the search of bound entangled states. The partial
transposes of (16) and (34) are of the form
ρΓ = X ⊕ ρ˜ss (35)
where ρ˜ss is an unnormalised simply separable density
operator. As we are looking for bound entangled states,
we assume ρΓ is positive semidefinite and in this case this
matrix represents a state. It is obvious that the original ρ
will be separable if ρΓ is, so we will focus on the partially
transposed matrix, due to its direct-sum decomposition.
The total Hilbert space H has a direct-sum decompo-
sition H = H1 ⊕ H2, where H1 and H2 are the sub-
spaces spanning X and ρ˜ss, respectively. Remember-
ing Horodecki´s result [3], ρΓ is separable if and only
if I ⊗ Λ(ρΓ) is positive for any Positive but not Com-
pletely Positive (PNCP) map Λ. But as these maps
are linear and since the state space is decomposed as
H1 ⊕H2, the PNCP maps in this case will be all of the
form Λ = Λ1 ⊕ Λ2, where Λi is a PNCP map acting in
Hi. It is straightforward that IA′ ⊗ Λ2[ρ˜ss] is a positive
operator for any PNCP Λ2, because ρ˜ss is separable.
The curious feature here is that H1 is in general not a
tensor product space and so it is difficult to talk about
complete positivity, since the meaning of such a concept
may be obscure in this situation. However, for a subspace
H1 with reasonable low-dimension one could say that all
PNCP maps are of the form Λ1 = Λ
CP
a + Λ
CP
b T , given
that for a tensor product space with dimension less than 6
all PNCP maps are of this form [3, 12]. With reasonable
low-dimension we mean that there is a tensor product
space with dimension less than 6 which contains H1 as a
subspace. In this case, Λ1 would be seen as the restriction
of PNCP maps ΛCPa + Λ
CP
b T - all PNCP maps are of
this form in this context - to the subspace H1. Now, as
(ρΓ)Γ = ρ is positive, we have that I ⊗Λ1(ρ
Γ) is positive
as well, for all PNCP maps Λ1, which implies that ρ
Γ is
separable and hence ρ is separable, i.e., ρ is separable if
and only if PPT.
With this reasoning, we can construct yet several sub-
families of PPT-classifiable states. For example, take the
qubit-quatrit state in the SCB given by
ρ =


x00 0 0 0 0 0 0 0
0 a c 0 0 0 0 0
0 c∗ b 0 0 0 0 0
0 0 0 y x01 0 0 0
0 0 0 x∗01 z 0 0 0
0 0 0 0 0 d f 0
0 0 0 0 0 f∗ e 0
0 0 0 0 0 0 0 x11


and so the partial tranposed matrix is
ρΓ =


x00 0 0 0 0 0 0 x01
0 a c 0 0 0 0 0
0 c∗ b 0 0 0 0 0
0 0 0 y 0 0 0 0
0 0 0 0 z 0 0 0
0 0 0 0 0 d f 0
0 0 0 0 0 f∗ e 0
x∗01 0 0 0 0 0 0 x11


=


x00 0 0 x01
0 y 0 0
0 0 z 0
x∗01 0 0 x11

⊕


a c 0 0
c∗ b 0 0
0 0 d f
0 0 f∗ e


The first matrix support is the subspace HA′⊗HB′ , with
HA′ = span{|0〉, |1〉} and HB′ = span{|0〉, |3〉}. The sec-
ond matrix represents a simply separable (unnormalized)
state. As the subspace HA′ ⊗ HB′ is four-dimensional,
all PNCP maps are of the form ΛCPa +Λ
CP
b T and by the
above reasoning, the state is separable if and only if PPT.
The extension to higher dimensions should be clear.
One can also apply known methods to find bound en-
tangled PPT states restricting the search to the subspace
7where X acts: if one proves that (35), assumed positive,
is entangled, then ρ will be as well and we will have a
bound entangled state.
V. CONCLUSIONS
We constructed novel families of bipartite states for
arbitrary Hilbert space dimensions whose negative eigen-
values of the partially transposed density matrix are the
negative eigenvalues of a dB × dB submatrix. Using this
property, we presented subfamilies in which the PPT cri-
terion is both necessary and sufficient, using the result
of Proposition 1 as a major step in derivations. We also
proposed a qubit-qudit novel family whose eigenvalues of
the partially transposed density matrix are the same as
the two-qubit and qubit-qutrit cases, irrespective of the
growing dimensions of the “core” blocks. Some nontriv-
ial decompositions of the total Hilbert space into direct
sums appeared naturally in discussions, the meaning of
complete-positivity being obscure. A full mathematical
and physical understanding of such situation is highly de-
sirable. The resemblance to the Ansatz states used in [13]
is very curious and we hope that some families proposed
could be used in the same way in numerical analysis of
entanglement. If any practical implementation of some
of these families in experiments is done in the future,
it is immediate from our discussion that the number of
resources required to detect and quantify entanglement
(by Negativity) is much less than the one required for full
state reconstruction. We see that even for the states con-
sidered, theoretical discussions about the partial transpo-
sition operation are not trivial and the results presented
hope to shed some light in the issue. We are led then
to the important question: what is in general the set of
states classifiable by PPT criterion? We believe that the
structure presented here combined with the reasoning of
[14] may bring some important results in that direction.
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Appendix A - Direct sums and block diagonal
representation of operators
Direct sums of matrices representing operators are usu-
ally understood as block diagonal matrices. However, a
different ordering of the basis of the vector space where
the matrix acts gives rise to block structures differing
from the usual block diagonal form. But the direct sum
structure of the operator defined by the matrix is not
affected by a basis reordering. To start with a simple
example, let us consider a block diagonal 4 × 4 matrix
expressed in an ordered basis {e1, e2, e3, e4}, the basis of
the vector space where it acts, which we call here V :
M =


a b 0 0
c d 0 0
0 0 e f
0 0 g h

 (36)
Calling
Ma =
(
a b
c d
)
; Mb =
(
e f
g h
)
(37)
then we can write
M =Ma ⊕Mb (38)
However, the direct sum symbol ⊕ means that the opera-
tors defined by matricesMa andMb act respectively only
in subspaces Va = span{e1, e2} and Vb = span{e3, e4} of
the vector space V . More precisely, the vector space can
be decomposed as a direct sum V = Va ⊕ Vb and what
(38) says is that the subspaces Va and Vb are invariant
by the action of operator M ; due to this we have the
induced decomposition M = Ma ⊕Mb.
It is clear that the invariance of Va and Vb by M is in-
dependent of the basis ordering. If we adopt a diverse or-
dering, for example, {e1, e3, e2, e4}, the operator M still
has a diret sum structure M = Ma ⊕Mb. But in this
new ordering, the matrix which represents M no longer
has a block diagonal expression, but instead:
M =


a 0 b 0
0 e 0 f
c 0 d 0
0 g 0 h

 (39)
In general, if a vector space V has a direct sum decom-
postion V =
⊕
i Vi, an operator M that leaves the sub-
spaces Vi invariant will have the direct sum structure
M =
⊕
iMi, where operators Mi act only in subspaces
Vi respectively. If the basis is ordered according to the
subspaces Vi, that is {B1,B2, ..}, then, the matrix that
representsM will have a block diagonal structure. As we
have many different orderings possible, clearly the matrix
will not be block diagonal in general. But the decompos-
tion M =
⊕
iMi is independent of this, of course.
Considering these remarks, we will now see how the
first example of state presented in the paper, (3), is af-
fected by a basis reordering. Adopting the following or-
dering of the basis,
8{|00〉, |11〉, |22〉, |33〉, |01〉, |02〉, |03〉, |10〉, |12〉, |13〉, |20〉, |21〉, |22〉, |30〉, |31〉, |32〉},
the state (3) is expressed as
ρ =


x00 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 x11 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 x22 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 x33 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 a1 a4 a6 x01 0 0 0 0 0 0 0 0
0 0 0 0 a∗4 a2 a5 0 0 0 x02 0 0 0 0 0
0 0 0 0 a∗6 a
∗
5 a3 0 0 0 0 0 0 x03 0 0
0 0 0 0 x∗01 0 0 b1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 b2 b4 0 x12 0 0 0 0
0 0 0 0 0 0 0 0 b∗4 b3 0 0 0 0 x13 0
0 0 0 0 0 x∗02 0 0 0 0 c1 c4 0 0 0 0
0 0 0 0 0 0 0 0 x∗12 0 c
∗
4 c2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 c3 0 0 x23
0 0 0 0 0 0 x∗03 0 0 0 0 0 0 d1 d4 d6
0 0 0 0 0 0 0 0 0 x∗13 0 0 0 d
∗
4 d2 d5
0 0 0 0 0 0 0 0 0 0 0 0 x∗23 d
∗
6 d
∗
5 d3


(40)
and the partially transposed matrix in this basis reads:
ρΓ =


x00 x01 x02 x03 0 0 0 0 0 0 0 0 0 0 0 0
x∗01 x11 x12 x13 0 0 0 0 0 0 0 0 0 0 0 0
x∗02 x
∗
12 x22 x23 0 0 0 0 0 0 0 0 0 0 0 0
x∗03 x
∗
13 x
∗
23 x33 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 a1 a
∗
4 a
∗
6 0 0 0 0 0 0 0 0 0
0 0 0 0 a4 a2 a
∗
5 0 0 0 0 0 0 0 0 0
0 0 0 0 a6 a5 a3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 b1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 b2 b
∗
4 0 0 0 0 0 0
0 0 0 0 0 0 0 0 b4 b3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 c1 c
∗
4 0 0 0 0
0 0 0 0 0 0 0 0 0 0 c4 c2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 c3 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 d1 d
∗
4 d
∗
6
0 0 0 0 0 0 0 0 0 0 0 0 0 d4 d2 d
∗
5
0 0 0 0 0 0 0 0 0 0 0 0 0 d6 d5 d3


(41)
having a block diagonal structure, as expected.
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