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ABSTRACT. In this article, we study the order of vanishing and a quantitative form of Landis’
conjecture in the plane for solutions to second-order elliptic equations with variable coefficients and
singular lower order terms. Precisely, we let A be real-valued, bounded and elliptic, but not necessary
symmetric or continuous, and we assume that V and Wi are real-valued and belong to L
p and Lqi ,
respectively. We prove that if u is a real-valued, bounded and normalized solution to an equation of
the form −div(A∇u+W1u)+W2 ·∇u+Vu= 0 in Bd , then under suitable conditions on the lower
order terms, for any r sufficiently small, the following order of vanishing estimate holds
||u||L∞(Br) ≥ rCM ,
whereM depends on the Lebesgue norms of the lower order terms. In a number of settings, a scaling
argument gives rise to a quantitative form of Landis’ conjecture,
inf
|z0|=R
||u||L∞(B1(z0)) ≥ exp
(
−CRβ logR
)
,
where β depends on p, q1, and q2. The integrability assumptions that we impose on V andWi are
nearly optimal in view of a scaling argument. We use the theory of elliptic boundary value problems
to establish the existence of positive multipliers associated to the elliptic equation. Then the proofs
rely on transforming the equations to Beltrami systems and applying a generalization of Hadamard’s
three-circle theorem.
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1. INTRODUCTION
In this paper, we study quantitative versions of Landis’ conjecture for real-valued solutions to
second-order, uniformly elliptic equations with singular lower order terms. Over an open, con-
nected Ω ⊂ R2, define the second-order divergence-form operator
L :=−div(A∇) ,
where we assume that A=
(
ai j
)2
i, j=1
is real-valued, measurable, and is not necessarily symmetric.
We also assume that A is uniformly elliptic and bounded, i.e., there exist λ ∈ (0,1], Λ > 0 so that
for every z ∈ Ω,
ai j (z)ξ
iξ j ≥ λ |ξ |2 for all ξ ∈ R2, (1)∣∣ai j (z)∣∣≤ Λ. (2)
For real-valuedW1,W2,V belonging to appropriate Lebesgue spaces, we study the unique contin-
uation properties of real-valued solutions to the following second-order elliptic equation in the
plane:
−div(A∇u+W1u)+W2 ·∇u+Vu= 0. (3)
We use the notationBr (z0) to denote the ball of radius r centered at z0 ∈R2. Often, we abbreviate
this notation and simply write Br when the centre is understood from the context. For the order
of vanishing estimates, we consider solutions to (3) in Bd , where d is a constant to be specified
below (see (17)). The constants b, b˜ will also be specified later on (see (57) and (72)), once we
have introduced quasi-balls. Quasi-balls are sets associated with the levels sets of fundamental
solutions, and are therefore appropriate generalizations of standard balls to the variable coefficient
setting.
Our first collection of theorems describe the order of vanishing for solutions to equations of the
form (3). First we consider very general equations with smallness and non-negativity conditions
on the singular lower order terms.
Theorem 1. Assume that conditions (1) and (2) are satisfied, and that for some q1,q2 ∈ (2,∞],
p ∈ (1,∞], ||W1||Lq1(Bd) ≤ K, ||W2||Lq2(Bd) ≤ min
{
λ
2cq2
, 1
3Cq2
}
, and ||V ||Lp(Bd) ≤ 13Cp , where K ≥ 1
and cq2 ,Cq2 ,Cp ≥ 1 are specific constants. Assume further thatˆ
W1 ·∇φ ≥ 0 for every φ ∈W 1,q′1 (Ω) such that φ ≥ 0, (4)ˆ
W2 ·∇φ +Vφ ≥ 0 for every φ ∈W 1,q′2 (Ω)∩Lp′ (Ω) such that φ ≥ 0, (5)
where q′1,q
′
2, p
′ denote the conjugate exponent of q1,q2, p, respectively. Let u be a real-valued
solution to (3) in Bd that satisfies
||u||L∞(Bd) ≤ exp(C0K) (6)
||u||L∞(Bb) ≥ 1. (7)
Then for any r sufficiently small and any ε > 0,
||u||L∞(Br) ≥ rCK
1+ε
, (8)
where C depends on λ , Λ, q1, q2, p, C0, and ε .
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In the case whereW2,V ≡ 0, the previous result holds with ε = 0 in the absence of condition (4).
Theorem 2. Assume that conditions (1) and (2) are satisfied, and that for some q∈ [2,∞], ||W ||Lq(Bd)≤
K. Let u be a real-valued solution to
−div(A∇u+Wu) = 0 (9)
in Bd that satisfies (6).
(a) If q > 2 and u satisfies (7), then for any r sufficiently small, (8) holds with ε = 0 and C
depending on λ , Λ, q, and C0.
(b) If q= 2, then the strong unique continuation property holds.
WhenW1,V ≡ 0 and we have additional assumptions on the coefficient matrix, we get another
order of vanishing estimate. Again, we do not require any smallness or non-negativity on the lower
order terms.
Theorem 3. Let A be symmetric and uniformly elliptic with Lipschitz continuous coefficients. That
is, (1) and (2) hold, a12 = a21, and as a consequence of Rademacher’s theorem, there exists µ > 0
such that ∣∣∣∣∇ai j∣∣∣∣L∞ ≤ µ for each i, j = 1,2. (10)
Assume that for some q ∈ [2,∞], ||W ||Lq(Bd) ≤ K. Let u be a real-valued solution to
−div(A∇u)+W ·∇u= 0. (11)
in Bd .
(a) If q > 2 and u satisfies (6) and (7), then for any r sufficiently small, (8) holds with ε = 0
and C depending on λ , Λ, µ , q, and C0.
(b) If q= 2 and u satisfies ||u||L∞(Bd) ≤M, ||∇u||L2(Bb˜) ≥ 1, then for any r sufficiently small
||u||L∞(Br) ≥ rC(logM+K
2), (12)
where C depends on λ , Λ, and µ .
Finally, we consider a very general form of the equation without any smallness assumptions on
the three lower order terms. In this setting, we impose a comprehensive sign condition on the lower
order terms.
Theorem 4. Let A be a symmetric matrix for which (1), (2), and (10) hold. Assume that ||W1||Lq(Bd)≤
K for some q ∈ [2,∞], ||W2||L∞(Bd) ≤ K, and ||V ||L∞(Bd) ≤ K2. Assume further that W1 is weakly
curl-free and that V −W1 ·W2 ≥ 0 a.e. Let u be a real-valued solution to (3) in Bd .
(a) If A= I, q= ∞ and u satisfies (6) with d replaced by 9/5 and (7) with b replaced by 1, then
for any r sufficiently small, (8) holds with ε = 0 and C depending on C0.
(b) If q= 2, W2,V ≡ 0, and ||u||L∞(Bd) ≤M, ||∇u||L2(Bb˜) ≥ 1, then for any r sufficiently small,
(12) holds with C depending on λ , Λ, and µ .
As usual, the order of vanishing estimates are used in combination with a scaling argument
to prove the following quantitative unique continuation at infinity estimates. Since the smallness
conditions required in Theorem 1 do not hold up under scaling, we do not have a corresponding
Landis theorem for that type of equation. However, the three other settings described by Theorems
2, 3, and 4 lead to Landis-type results.
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Theorem 5. Assume that conditions (1) and (2) hold, and that for some q∈ (2,∞], ||W ||
Lq(R2)≤α .
Let u be a real-valued solution to (9) in R2 for which
|u(z)| ≤ exp
(
C1 |z|1−
2
q
)
(13)
|u(0)| ≥ 1. (14)
Then for any R sufficiently large, we have
inf
|z0|=R
||u||L∞(B1(z0)) ≥ exp
(
−CR1− 2q logR
)
, (15)
where C depends on λ , Λ, q, α , and C1.
Theorem 6. Let A be a symmetric matrix for which (1), (2), and (10) hold. Assume that ||W ||
Lq(R2)≤
α for some q ∈ [2,∞). Let u be a real-valued solution to (11) in R2.
(a) If q> 2 and (13) and (14) hold, then for any R sufficiently large, (15) holds with C depend-
ing on λ , Λ, µ , q, α , and C1.
(b) If q= 2, there exists m> 0 so that |u(z)| ≤ |z|m when |z| ≥ 1, and ||∇||
L2(B1/2)
≥ 1, then
inf
|z0|=R
||u||L∞(B1(z0)) ≥ exp
(
−C (logR)2
)
, (16)
where C depends on λ , Λ, µ , α , and m.
Theorem 7. Let A be a symmetric matrix for which (1), (2), and (10) hold. Assume that ||W1||Lq(R2)≤
α1 for some q ∈ [2,∞], ||W2||L∞(R2) ≤ α2, ||V ||L∞(R2) ≤ α0, where W1 is weakly curl-free and
V −W1 ·W2 ≥ 0 a.e. Let u be a real-valued solution to (3) in R2.
(a) If A= I, q= ∞ and (13) and (14) hold, then for any R sufficiently large, (15) holds with C
depending on α1, α2, α0, and C1.
(b) If q= 2, W2,V ≡ 0, there exists m> 0 so that |u(z)| ≤ |z|m when |z| ≥ 1, and ||∇||L2(B1/2) ≥
1, then for any R sufficiently large, (16) holds with C depending on λ , Λ, µ , α1 and m.
We point out now that the estimates in Theorems 5 – 7 are (almost) sharp in an exterior domain.
Consider u(r) = exp(−rα) for some α ∈ (0,1) to be determined. A computation gives
∇u(r) =−αrα−1
(x
r
,
y
r
)
u(r)
∆u(r) = α2r2(α−1)
(
1− r−α)u(r) .
If we define
W =−αrα−1
(x
r
,
y
r
)
then
div(∇u+Wu) = 0.
If q = ∞, set α = 1 and note that W ∈ L∞ (R2 \B1). Otherwise, if q ∈ (2,∞), then for any δ ∈
(0,q−2), let α = 1− 2+2δ
q1
and we see that
||W ||q
Lq(R2\B1) ≤C
ˆ ∞
1
r−(2+2δ )rdr =
C
2δ
< ∞.
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It follows that Theorem 5 is almost sharp in R2 \B1 with an arbitrarily small error.
With
W =−αrα−1 (1− r−α)(x
r
,
y
r
)
,
we have
−div(∇u)+W ·∇u= 0.
Defining q as before, we see that Theorem 6 is almost sharp in R2 \B1 with an arbitrarily small
error.
Finally, if we set u= exp(−r) and define
V =
1
3
(
1− r−1)
W1 =
1
3
(x
r
,
y
r
)
W2 =−1
3
(
1− r−1)(x
r
,
y
r
)
,
then −div(∇u+W1u)+W2 ·∇u+Vu = 0, W1,W2,V ∈ L∞ and V −W1 ·W2 ≥ 0. Moreover,W1 is
curl-free. Therefore, Theorem 7 is sharp in an exterior domain.
Since we are working with real-valued solutions and equations in the plane, the best approach
to proving these theorems is to the use the relationship between our solutions and the solutions to
first order equations in the complex plane, Beltrami systems. Therefore, we will closely follow
the proof ideas that were first developed in [13], with further generalizations in [5]. Since we are
no longer working with bounded lower order terms, but rather with singular potentials, we also
borrow some of the ideas that were presented in [14] where the authors considered drift equations
with singular potentials.
Our results generalize those previously established in [13], [14], and [5] in a few ways. First, in
a couple of the settings that we consider, the leading operator is no longer assumed to be Lipschitz
continuous and symmetric as in [5]. (In [13] and [14], the leading operator is the Laplacian.) In
those cases, we only assume that A is bounded and uniformly elliptic. Second, we consider when
all of the lower order terms are unbounded. In [13] and [5], the two lower order terms, V andW ,
are assumed to be bounded; whereas in [14], one lower order term, W , can be unbounded, but V
has to be zero. One of our settings deals with equations that have three singular lower order terms.
Third, we consider some very general elliptic equations that can have two non-trivial first order
terms. In [13], [14], and [5], it is always assumed that eitherW1 ≡ 0 orW2 ≡ 0.
When the lower order terms are not assumed to be bounded, our approach to the construction
of the positive multipliers is completely new in this article. We use the existence of solutions
to Dirichlet boundary value problems in combination with the maximum principle to argue that
positive multipliers with appropriate pointwise bounds exist.
We remark that our current methods do not apply to the scale-invariant case of V ∈ L1 (R2).
This is not surprising since the counterexample of Kenig and Nadirashvili in [15] implies that
weak unique continuation can fail for the operator ∆+V with V ∈ L1.
A similar problem was investigated by the first-named author and Zhu in [6] and [7]. In these
papers, the authors studied the quantitative unique continuation properties of solutions to equations
of the form (3) under the assumption that L=−∆,W1 ≡ 0, and the other lower order terms belong
to some admissible Lebesgue spaces. Since the proof techniques are based on certain Lp− Lq
Carleman estimates, the results apply to complex-valued solutions and equations in any dimension
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n ≥ 2. Consequently, the estimates derived in [6] and [7] are not as sharp as those that we prove
in the current paper. For a broader survey of related works, we refer the reader to [13] and the
references therein.
The organization of this article is as follows. In Section 2, we discuss quasi-balls. Quasi-balls are
a natural generalization of standard balls and they are associated to a uniformly elliptic divergence-
form operator. Section 3 deals with the positive multipliers. In particular, we construct a positive
multiplier, prove that it has appropriate pointwise bounds, satisfies generalized Caccioppoli-type
inequalities, and then show that its logarithm also has good bounds in some Lt spaces. The Beltrami
operators are introduced in Section 4. Much of this section resembles work that was previously
done in [5], and we therefore omit some of the proofs. In Section 5, we use the tools that have
been developed to prove Theorem 1. Sections 6, 7, and 8 treat the proofs of Theorems 2, 3, and 4,
respectively. The proofs of Theorems 5 – 7 are presented in Section 9.
In addition to the main content of this paper, we rely on some theory regarding elliptic boundary
value problems, and this content has been relegated to the appendices. In Appendix A, we prove
a maximum principle. Appendix B presents a collection of results regarding the Green’s functions
for general elliptic operators in open, bounded, connected subsets of R2. This work is based on
the constructions that appear in [10], [12], and [4]. We include this section for completeness since
the specific representation that we sought was not available in the literature. The results of the
appendices are used in Section 2 where we argue that the positive multipliers satisfy appropriate
pointwise bounds.
Acknowledgement. Part of this research was carried out while the first author was visiting the
National Center for Theoretical Sciences (NCTS) at National Taiwan University. The first author
wishes to the thank the NCTS for their financial support and their kind hospitality during her visits
to Taiwan.
2. QUASI-BALLS
Since we are working with variable-coefficient operators instead of the Laplacian, we will at
times need to work with sets that are not classical balls. Therefore, we introduce the notion of
quasi-balls.
Throughout this section, assume that L :=−div(A∇) is a second-order divergence form operator
acting on R2 that satisfies the ellipticity and boundedness conditions described by (1) and (2). Let
L(λ ,Λ) denote the set of all such operators. We start by discussing the fundamental solutions of
L. These results are based on the Appendix of [16].
Definition 1. A function G is called a fundamental solution for L with pole at the origin if
• G ∈ H1,2loc
(
R
2 \{0}), G ∈ H1,ploc (R2) for all p< 2, and for every ϕ ∈C∞0 (R2)ˆ
ai j (z)DiG(z)D jϕ (z)dz= ϕ (0) .
• |G(z)| ≤C log |z|, for some C > 0, |z| ≥C.
Lemma 1 (Theorem A-2, [16]). There exists a unique fundamental solution G for L, with pole
at the origin and with the property that lim
|z|→∞
G(z)−g(z) = 0, where g is a solution to Lg = 0 in
|z|> 1 with g= 0 on |z|= 1. Moreover, there are constantsC1,C2,C3,C4,R1< 1< R2, that depend
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on λ and Λ, such that
C1 log
(
1
|z|
)
≤−G(z)≤C2 log
(
1
|z|
)
for |z|< R1
C3 log |z| ≤ G(z)≤C4 log |z| for |z|> R2.
The level sets of G will be important to us.
Definition 2. Define a function ℓ :R2 → (0,∞) as follows: ℓ(z) = s iff G(z) = lns. Then set
Zs =
{
z ∈ R2 :G(z) = lns}= {z ∈ R2 : ℓ(z) = s} .
We refer to these level sets of G as quasi-circles. That is, Zs is the quasi-circle of radius s. We also
define (closed) quasi-balls as
Qs =
{
z ∈ R2 : ℓ(z)≤ s} .
Open quasi-balls are defined analogously. We may also use the notation QLs and Z
L
s to remind
ourselves of the underlying operator.
The following lemma follows from the bounds given in Lemma 1. The details of the proof may
be found in [5].
Lemma 2. There are constants c1,c2,c3,c4,c5,c6,S1 < 1< S2, that depend on λ and Λ, such that
if z ∈ Zs, then
sc1 ≤ |z| ≤ sc2 for s≤ S1
c5s
c1 ≤ |z| ≤ c6sc4 for S1 < s< S2
sc3 ≤ |z| ≤ sc4 for s≥ S2.
Thus, the quasi-circle Zs is contained in an annulus whose inner and outer radii depend on s, λ ,
and Λ. For future reference, it will be helpful to have a notation for the bounds on these inner and
outer radii.
Definition 3. Define
σ (s;λ ,Λ) = sup
r > 0 : Br ⊂ ⋂
L∈L(λ ,Λ)
QLs

ρ (s;λ ,Λ) = inf
r > 0 : ⋃
L∈L(λ ,Λ)
QLs ⊂ Br

Remark. These functions are defined so that for any operator L in L(λ ,Λ), Bσ(s;λ ,Λ) ⊂ QLs ⊂
Bρ(s;λ ,Λ).
The quasi-balls and quasi-circles just defined above are centered at the origin since G is a funda-
mental solution with a pole at the origin. As a reminder, we may sometimes use the notation Zs (0)
and Qs (0). If we follow the same process for any point z0 ∈ R2, we may discuss the fundamental
solutions with pole at z0, and we may similarly define the quasi-circles and quasi-balls associated
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to these functions. We denote the quasi-circle and quasi-ball of radius s centred at z0 by Zs (z0) and
Qs (z0), respectively. AlthoughQs (z0) is not necessarily a translation ofQs (0) for z0 6= 0, both sets
are contained in annuli that are translations.
3. POSITIVE MULTIPLIERS
In [13] and [5], the first step in the proofs of the order of vanishing estimates is to establish
that a positive multiplier associated to the operator (or its adjoint) exists and has suitable bounds.
Unlike the settings in those papers, since our lower order terms are unbounded, we cannot sim-
ply construct positive super- and subsolutions in Bd , then argue that a positive solution exists.
Therefore, our approach here is more involved. Instead, we use solutions to the Dirichlet boundary
value problem for constant boundary data and rely on the maximum principle and Green’s function
representations to give us desirable bounds.
From now on, we set
d = ρ (7/5)+2/5, (17)
where ρ (s) = ρ (s;λ ,Λ) is as defined in the previous section. Throughout this section, assume
that A satisfies (1) and (2), whileW1 ∈ Lq1 (Bd),W2 ∈ Lq2 (Bd), and V ∈ Lp (Bd) for some q1,q2 ∈
(2,∞], p ∈ (1,∞]. Note that AT also satisfies (1) and (2). Associated to an operator of the type
L :=−div(A∇+W1)+W2 ·∇+V is the bilinear form B :W 1,20 (Ω)×W 1,20 (Ω)→ R given by
B [u,v] =
ˆ
Ω
A∇u ·∇v+W1u ·∇v+W2 ·∇uv+V uv. (18)
In every case, we take Ω = Bd .
Since we need the existence of solutions to various elliptic equations, the following lemma
serves as a useful tool.
Lemma 3. Let g ∈C1 (Bd). Assume that the bilinear form given by (18) is bounded and coercive
in W
1,2
0 (Bd). That is, there exist constants c and C so that for any u,v ∈W 1,20 (Bd)
|B [u,v] | ≤C ||u||W 1,2(Bd) ||v||W 1,2(Bd)
B [v,v]≥ c ||v||2W 1,2(Bd) .
Then there exists a weak solution φ ∈W 1,2 (Bd) to{ −div(A∇φ +W1φ)+W2 ·∇φ +Vφ = 0 in Bd
φ = g on ∂Bd
. (19)
Proof. To establish that a solution to (19) exists, we prove that there exists a ψ ∈W 1,20 (Bd) for
which
−div(A∇ψ +W1ψ)+W2 ·∇ψ +Vψ =−divG+ f in Bd, (20)
where G ∈ Lq (Bd) and f ∈ Lp (Bd) for some q ∈ (2,∞] and p ∈ (1,∞]. With ψ = φ −g, we have
G=−A∇g−W1g and f =−W2 ·∇g−Vg, and this gives the claimed result since g ∈C1
(
Bd
)
and
Bd is bounded.
To show that (20) is solvable, we need to show that for any v ∈W 1,20 (Bd), there exists a ψ ∈
W
1,2
0 (Bd) for which
B [ψ,v] =
ˆ
Bd
G ·∇v+ f v. (21)
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For any v ∈W 1,20 (Bd), consider the linear functional
v 7→
ˆ
Bd
G ·∇v+ f v. (22)
If p≥ 2, then
|
ˆ
Bd
G ·∇v+ f v| ≤ ||G||Lq(Bd) ||∇v||L2(Bd) |Bd|
1
2− 1q + || f ||Lp(Bd) ||v||L2(Bd) |Bd|
1
2− 1p .
On the other hand, if p< 2, then p′ > 2 and
|
ˆ
Bd
G ·∇v+ f v| ≤ ||G||Lq(Bd) ||∇v||L2(Bd) |Bd |
1
2− 1q + || f ||Lp(Bd) ||v||Lp′ (Bd)
≤
(
||G||Lq(Bd) |Bd|
1
2− 1q +Cp || f ||Lp(Bd)
)
||∇v||L2(Bd) ,
where the last line follows from an application of the Sobolev inequality with 2∗ = p′ ∈ (2,∞).
Hereafter, we use the notation 2∗ to denote the Sobolev exponent of 2, and it will be chosen in
(2,∞). In either case,
|
ˆ
Bd
G ·∇v+ f v| ≤C ||v||W 1,2(Bd) ,
so the functional defined by (22) is bounded onW
1,2
0 (Bd).
By assumption, B [·, ·] is a bounded, coercive form on W 1,20 (Bd). Therefore, we may apply
the Lax-Milgram theorem to conclude that there exists a unique ψ ∈W 1,20 (Bd) that satisfies (21).
Consequently, (20) has a unique solution, and therefore, (19) is solvable. 
Using the lemma above, we now prove that a general positive multiplier exists. With an appro-
priate choice of boundary data, we show that this positive multiplier has the required pointwise
bounds from above and below.
Lemma 4. Assume that conditions (1), (2), (4), and (5) hold and that ||W1||Lq1(Bd)≤K, ||W2||Lq2 (Bd)≤
min
{
λ
2cq2
, 1
3Cq2
}
, and ||V ||Lp(Bd) ≤ 13Cp , where cq2 , Cq2 and Cp will be specified below. Then there
exists a weak solution φ ∈W 1,2 (Bd) to
−div(AT∇φ +W2φ)+W1 ·∇φ +Vφ = 0 in Bd (23)
with the property that
1
3
≤ φ (z)≤ 1 for a.e. z ∈ Bd. (24)
Proof of Lemma 4. Let φ ∈W 1,2 (Bd) be the weak solution to the following Dirichlet boundary
value problem with constant boundary data{ −div(AT∇φ +W2φ)+W1 ·∇φ +Vφ = 0 in Bd
φ = 1 on ∂Bd .
(25)
To establish that a solution to (25) exists, we need to check that the associated bilinear form is
bounded above and below, then we may apply Lemma 3 (with A being replaced by AT and the
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roles ofW1 andW2 interchanged). For any u,v ∈W 1,20 (Bd), (2) and Ho¨lder’s inequality imply that
|B∗ [u,v] |=
∣∣∣∣ˆ
Bd
AT∇u ·∇v+W2 u ·∇v+W1 ·∇uv+V uv
∣∣∣∣
≤ Λ ||∇u||L2(Bd) ||∇v||L2(Bd)+ ||W1||Lq1(Bd) ||∇u||L2(Bd) ||v||
L
2q1
q1−2 (Bd)
+ ||W2||Lq2(Bd) ||∇v||L2(Bd) ||u||
L
2q2
q2−2 (Bd)
+ ||V ||Lp(Bd) ||u||
L
2p
p−1 (Bd)
||v||
L
2p
p−1 (Bd)
≤
(
Λ+ cq1 ||W1||Lq1(Bd)+ cq2 ||W2||Lq2(Bd)+ cp ||V ||Lp(Bd)
)
||∇u||L2(Bd) ||∇v||L2(Bd) ,
where we have used the Sobolev inequality three times with 2∗ = 2qi
qi−2 ∈ (2,∞) for i = 1,2 and
2∗ = 2p
p−1 ∈ (2,∞) to reach the last line. Therefore,
|B∗ [u,v]| ≤C ||u||W 1,2(Bd) ||v||W 1,2(Bd) .
For any v ∈W 1,20 (Bd), we see that
B
∗ [v,v] =
ˆ
Bd
AT∇v ·∇v+W2 v ·∇v+W1 ·∇vv+V |v|2
=
ˆ
Bd
A∇v ·∇v+ 1
2
ˆ
Bd
W1 ·∇
(
v2
)
+
ˆ
Bd
W2 ·∇
(
v2
)
+V |v|2−
ˆ
Bd
W2 ·∇vv
≥ λ ||∇v||2L2(Bd)−
ˆ
Bd
W2 ·∇vv,
where we have used conditions (1), (4), and (5). As shown above,ˆ
Bd
W2 ·∇vv≤ cq2 ||W2||Lq2(Bd) ||∇v||
2
L2(Bd)
≤ λ
2
||∇v||2L2(Bd) ,
where the second inequality follows from the assumption that ||W2||Lq2(Bd) ≤ λ2cq2 . As a result,
B∗ [v,v] ≥ λ
2
´
Bd
|∇v|2. The Poincare´ inequality immediately implies that for any v ∈W 1,20 (Bd),
B∗ [v,v]≥ c ||v||2W 1,2(Bd). In conclusion, B [·, ·] is a bounded, coercive form onW
1,2
0 (Bd). It follows
from Lemma 3 that (25) is solvable.
It remains to show that φ satisfies the stated pointwise bounds a.e. To this end, set w(z) =
φ (z)−1 ∈W 1,20 (Bd) and note that{ −div(AT∇w)+W1 ·∇w = div(W2φ)−Vφ in Bd
w = 0 on ∂Bd
. (26)
Let Γ(z,ζ ) denote the Green’s function for the operator−div(A∇+W1) in Bd , and let Γ∗(z,ζ ) de-
note the Green’s function for the adjoint operator−div(AT∇)+W1 ·∇ in Bd . Note that Γ∗(ζ ,z) =
Γ(z,ζ ). The conditions (1) and (4) ensure that such a Green’s function exists (see Appendix B).
According to Theorem 10 in Appendix B (see also Definition 5), (26) implies that
w(z) =−
ˆ
Bd
[
Dζ Γ(z,ζ ) ·W2 (ζ )+Γ(z,ζ )V (ζ )
]
φ (ζ )dζ .
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Therefore,
φ (z)−1=−
ˆ
Bd
[
Dζ Γ(z,ζ ) ·W2 (ζ )+Γ(z,ζ )V (ζ )
]
φ (ζ )dζ
so that
sup
z∈Bd
|φ (z)−1| ≤ sup
z∈Bd
[ˆ
Bd
∣∣Dζ Γ(z,ζ )∣∣ |W2 (ζ )|dζ +ˆ
Bd
|Γ(z,ζ )| |V (ζ )|dζ
]
||φ ||L∞(Bd)
≤ sup
z∈Bd
[ˆ
Bd
∣∣Dζ Γ(z,ζ )∣∣ |W2 (ζ )|dζ +ˆ
Bd
|Γ(z,ζ )| |V (ζ )|dζ
]
,
where we have used the maximum principle from Theorem 9 to conclude that ||φ ||L∞(Bd) ≤ 1. By
Ho¨lder’s inequality, we have
ˆ
Bd
∣∣∇ζ Γ(z,ζ )∣∣ |W2 (ζ )|dζ ≤(ˆ
Bd
|DΓ(z,ζ )|q′2 dζ
) 1
q′
2
(ˆ
Bd
|W2 (ζ )|q2 dζ
) 1
q2
≤ ||W2||Lq2(Bd) ||DΓ(z, ·)||Lq′2 (B2d(z)∩Bd)
and ˆ
Bd
|Γ(z,ζ )| |V (ζ )|dζ ≤ ||V ||Lp(Bd) ||Γ(z, ·)||Lp′(B2d(z)∩Bd) .
Since q2 > 2, then q
′
2 ∈ [1,2) and (B.18) implies that sup
z∈Bd
||DΓ(z, ·)||
L
q′
2(B2d(z)∩Bd)
=Cq2 . Similarly,
since p> 1, then p′ ∈ [1,∞), so it follows from (B.17) in Theorem 10 that sup
z∈Bd
||Γ(z, ·)||
Lp
′
(B2d(z)∩Bd)=
Cp. Combining the observations above with the assumed bounds on ||W2||Lq2 (Bd) and ||V ||Lp(Bd),
we see that
||φ −1||L∞(Bd) ≤
2
3
,
and conclusion of the lemma follows. 
In addition to the pointwise bounds for φ that were established in the previous lemmas, we also
prove gradient estimates for all solutions to (3). A similar argument shows that analogous bounds
hold for φ , and hence for all solutions to equations of the form (23). The following estimates
follow from a standard integration by parts argument (a Caccioppoli estimate) in combination with
Theorem 2 from [17].
Lemma 5. For any r > 0 and α > 1 for which αr < d, let v be a weak solution to (3) in Bαr.
Assume that ||W1||Lq1(Bαr) ≤ K1, ||W2||Lq2(Bαr) ≤ K2, and ||V ||Lp(Bαr) ≤M. Then for any t ∈ [2,τ0],(ˆ
Br
|∇v|t
) 1
t
≤Cr 2t −1
(
1+ r
2− 4
q1K21 + r
2− 4
q2K22 + r
2− 2
pM
)
||v||L∞(Bαr) , (27)
where C depends on λ , Λ, q1, q2, p, α , and t, and
τ0 =
min
{
q1,q2,
2p
2− p
}
if 1< p< 2,
min{q1,q2} if p≥ 2.
(28)
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Proof. We start with a Caccioppoli estimate, i.e. with t = 2. Let η ∈C∞c (Bαr) be such that η ≡ 1
in Br and |∇η| ≤ C(α−1)r . Take vη2 to be the test function. Thenˆ
(A∇v+W1v) ·∇
(
vη2
)
+(W2 ·∇v+Vv)vη2 = 0
so that with the use of (1), Ho¨lder and Cauchy inequalities, we have
λ
ˆ
|∇v|2η2 ≤
ˆ
A∇v ·∇vη2
=−2
ˆ
A∇v ·∇η vη −
ˆ
W1 ·∇vvη2−2
ˆ
W1 ·∇η |v|2η −
ˆ
(W2 ·∇v+Vv)vη2
≤ 2Λ
ˆ
|∇v| |∇η| |v|η +2
ˆ
|W1| |∇η| |v|2η +
ˆ
(|W1|+ |W2|) |v| |∇v|η2+
ˆ
|V |v2η2
≤ λ
2
ˆ
|∇v|2η2+
[(
4Λ2
λ
+
λ
2
)ˆ
|∇η|2+ 2
λ
ˆ (
2 |W1|2+ |W2|2
)
η2+
ˆ
|V |η2
]
||v||2L∞(Bαr)
≤ λ
2
ˆ
|∇v|2η2+C
[(
4Λ2
λ
+
λ
2
)
α +1
α −1 +
4
λ
K21 (αr)
2− 4
q1 +
2
λ
K22 (αr)
2− 4
q2 +M (αr)2−
2
p
]
||v||2L∞(Bαr) .
After simplifying, we see that
||∇v||L2(Br) ≤C
√
1+K21 r
2− 4
q1 +K22 r
2− 4
q2 +Mr2−
2
p ||v||L∞(Bαr) .
Let β = 1
2
(α +1). Since div(A∇v) = −div(W1v)+W2 ·∇v+Vv, then an application of Theo-
rem 2 from [17] shows that for τ0 given in (28),(ˆ
Br
|∇v|τ0
) 1
τ0 ≤C
(
r
2
τ0
−1 ||∇v||
L2(Bβ r)
+ r
2
τ0
−1 ||v||
L∞(Bβ r)
)
+C
(
||W1v||Lτ0(Bβ r)+ r
2
τ0
− q2+2
q2
+1 ||W2 ·∇v||
L
2q2
q2+2 (Bβ r)
+ r
2
τ0
− 2
p
+1 ||Vv||
Lp(Bβ r)
)
≤Cr
2
τ0
−1 [(
1+ r
1− 2
q2K2
)
||∇v||
L2(Bβ r)
+
(
1+ r
1− 2
q1K1+ r
2− 2
pM
)
||v||L∞(Bαr)
]
≤Cr
2
τ0
−1(
1+ r
2− 4q1K21 + r
2− 4q2K22 + r
2− 2pM
)
||v||L∞(Bαr) ,
where we have used Ho¨lder’s inequality, the bounds on W1, W2, and V , and the result above for
t = 2. Ho¨lder’s inequality leads to the conclusion for general t ∈ (2,τ0). 
For the positive function φ given in Lemma 4, define Φ = logφ . From Lemma 4, it is clear that
|Φ(z)| ≤ c for a.e. z ∈ Bd . Since div
(
AT∇φ
)
=W1 ·∇φ −div(W2φ)+Vφ weakly in Bd , then
div
(
AT∇Φ
)
+(W2−W1) ·∇Φ+AT∇Φ ·∇Φ =−divW2+V weakly in Bd . (29)
The following estimates for ∇Φ will be crucial to our proofs. We begin with an L2-estimate for
∇Φ.
Lemma 6. Let Φ = logφ , where φ is the positive multiplier given in Lemma 4. Then
||∇Φ||
L2(Bρ(7/5)+1/5)
≤CK,
where C (λ ,Λ,q1,q2, p).
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Proof. Recall that d = ρ (7/5)+ 2/5. Let θ ∈ C∞0 (Bd) be a cutoff function for which θ ≡ 1 in
Bρ(7/5)+1/5. Multiply (29) by θ
2, then integrate by parts to get
λ
ˆ
|∇Φ|2θ2 ≤
ˆ
AT∇Φ ·∇Φθ2
=
ˆ
Vθ2+2
ˆ
W2 ·θ∇θ +2
ˆ
AT∇Φθ∇θ −
ˆ
(W2−W1) ·∇Φθ2
≤
ˆ
Vθ2+2
ˆ
W2 ·θ∇θ + λ
4
ˆ
|∇Φ|2 θ2+ 4Λ
2
λ
ˆ
|∇θ |2
+
λ
4
ˆ
|∇Φ|2 θ2+ 1
λ
ˆ
|W2−W1|2θ2.
Rearranging and repeatedly applying Ho¨lder’s inequality, we see that
λ
2
ˆ
|∇Φ|2θ ≤ 1
3
∣∣∣∣θ2∣∣∣∣
Lp
′
(Bd)
+
2
3
||∇θ ||
L
q′
2(Bd)
+
4Λ2
λ
||∇θ ||2L2(Bd)
+
2
λ
(
2
3
)2 ∣∣∣∣θ2∣∣∣∣
L(q2/2)
′
(Bd)
+
2
λ
K2
∣∣∣∣θ2∣∣∣∣
L(q1/2)
′
(Bd)
.
Since K ≥ 1, then ˆ
Bρ(7/5)+1/5
|∇Φ|2 ≤CK2,
whereC depends on λ , Λ, q1, q2, and p, as required. 
Now we prove that ∇Φ belongs to Lt0 for some t0 > 2.
Lemma 7. Let Φ = logφ , where φ is the positive multiplier given in Lemma 4. Then there ex-
ists t0 > 2 such that ||∇Φ||Lt0(Bρ(7/5)) ≤CK
2
µ
(
3− 2
t0
)
, where µ = min
{
2− 4
q1
,2− 4
q2
,2− 2
p
}
and C
depends on λ , Λ, q1, q2, p, and t0.
Proof. We rescale equation (29). Set ϕ = Φ
CK
for someC > 0. Then (29) is equivalent to
ε div
(
AT∇ϕ +W˜2
)
+AT∇ϕ ·∇ϕ =
(
W˜1−W˜2
)
·∇ϕ +V˜ , (30)
where ε = 1
CK
, W˜i =
Wi
CK
for i= 1,2, and V˜ = V
C2K2
. We’ll chooseC sufficiently large so that∣∣∣∣∣∣W˜1∣∣∣∣∣∣
Lq1(Bd)
≤ 1, ||ϕ||L∞(Bd) ≤ 1,
ˆ
Bρ(7/5)+1/5
|∇ϕ|2 ≤ 1, (31)
where the last bound is possible because of Lemma 6. Since ||W2||Lq2(Bd) ≤ 1 and ||V ||Lp(Bd) ≤ 1
by assumption, then it is clear that
∣∣∣∣∣∣V˜ ∣∣∣∣∣∣
Lp(Bd)
≤ 1 and
∣∣∣∣∣∣W˜2∣∣∣∣∣∣
Lq2(Bd)
≤ 1 as well.
Claim 1. Let c > 0 be such that for any z ∈ Bρ(7/5), B2c/5 (z) ⊂ Bρ(7/5)+1/5. For any z ∈ Bρ(7/5)
and ε < r < c/5, we have ˆ
Br(z)
|∇ϕ|2 ≤Crµ ,
where µ =min
{
2− 4
q1
,2− 4
q2
,2− 2
p
}
.
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Proof of Claim 1. It suffices to take z = 0. Let η ∈C∞0 (B2r) be a cutoff function such that η ≡ 1
in Br. By the divergence theorem,
0= ε
ˆ
div
[(
AT∇ϕ +W˜2
)
η2
]
= ε
ˆ
div
(
AT∇ϕ +W˜2
)
η2+2ε
ˆ
η∇η · (AT∇ϕ)+2ε ˆ η∇η ·W˜2 (32)
We now estimate each of the three terms. By (30) and (31),
ε
ˆ
div
(
AT∇ϕ +W˜2
)
η2
=−
ˆ
AT∇ϕ ·∇ϕη2+
ˆ
V˜η2+
ˆ (
W˜1−W˜2
)
·∇ϕη2
≤−λ
ˆ
|∇ϕ|2η2+
∣∣∣∣∣∣V˜ ∣∣∣∣∣∣
Lp(Bd)
(ˆ
B2r
1
)1− 1p
+
(ˆ
|∇ϕ|2η2
) 1
2
[∣∣∣∣∣∣W˜1∣∣∣∣∣∣
Lq1 (Bd)
(ˆ
B2r
1
)1− 1q1− 12
+
∣∣∣∣∣∣W˜2∣∣∣∣∣∣
Lq2(Bd)
(ˆ
B2r
1
)1− 1q2− 12]
≤−λ
2
ˆ
|∇ϕ|2η2+Cr2− 2p + C
2λ
(
r
2− 4
q1 + r
2− 4
q2
)
. (33)
By Cauchy-Schwarz and Young’s inequality,∣∣∣∣2ε ˆ η∇η · (AT∇ϕ)∣∣∣∣≤ 2εΛˆ η |∇η| |∇ϕ| ≤ 2εΛ(ˆ |∇ϕ|2)1/2(ˆ η2 |∇η|2)1/2
≤ CΛ
2
λ
ε2+
λ
200
ˆ
B2r
|∇ϕ|2 . (34)
Similarly, by Ho¨lder and Young’s inequality,∣∣∣∣2ε ˆ η∇η ·W˜2∣∣∣∣≤ 2ε ∣∣∣∣∣∣W˜2∣∣∣∣∣∣
Lq2(Bd)
(ˆ
B2r\Br
|∇η|
q2
q2−1
)1− 1
q2
≤ 2Cεr1− 2q2 ≤Cε2+Cr2− 4q2 . (35)
Combining (32)-(35) givesˆ
Br
|∇ϕ|2 ≤Cε2+C
(
r
2− 2p + r2−
4
q1 + r
2− 4q2
)
+
1
100
ˆ
B2r
|∇ϕ|2 ≤Crµ + 1
100
ˆ
B2r
|∇ϕ|2 , (36)
since µ =min
{
2− 4
q1
,2− 4
q2
,2− 2
p
}
≤ 2 and ε < r < c
5
< 1.
If rµ ≥ 1
100
, then by the last estimate of (31), the inequality above implies thatˆ
Br
|∇ϕ|2 ≤Crµ .
Otherwise, if rµ < 1
100
, choose k ∈ N so that
c
5
≤ 2kr ≤ 2c
5
.
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Since rµ ≥
(
c
2k5
)µ
≥
(
c
2k5
)2
=
(
c2
4k25
)
≥C( 1
100
)k
, then it follows from repeatedly applying (36)
that ˆ
Br
|∇ϕ|2 ≤Crµ +C
(
1
100
)k ˆ
B
2kr
|∇ϕ|2 ≤Crµ ,
proving the claim. 
We now use Claim 1 to give an Lt0 bound for ∇ϕ in Bρ(7/5). Define
ϕε (z) =
1
ε
ϕ
(
ε
2
µ z
)
, Aε (z) = A
(
ε
2
µ z
)
, L∗ε = divA
T
ε ∇.
Then
∇ϕε (z) = ε
2
µ −1∇ϕ
(
ε
2
µ z
)
L∗εϕε (z) = ε
4
µ −1 div
(
AT
(
ε
2
µ z
)
∇ϕ
(
ε
2
µ z
))
.
It follows from (30) that
L∗ε ϕε (z)+A
T
ε ∇ϕε ·∇ϕε = ε
4
µ −2
[
ε div
(
AT
(
ε
2
µ z
)
∇ϕ
(
ε
2
µ z
))
+A
(
ε
2
µ z
)
∇ϕ
(
ε
2
µ z
)
·∇ϕ
(
ε
2
µ z
)]
= V˜ε (z)+
(
W˜1,ε (z)−W˜2,ε (z)
)
·∇ϕε (z)−divW˜2,ε (z) ,
where
W˜i,ε (z) := ε
2
µ −1W˜i
(
ε
2
µ z
)
for i= 1,2
V˜ε (z) := ε
4
µ −2V˜
(
ε
2
µ z
)
.
With δ = ε
2
µ ≤ ρ(7/5)+1/5
2
, note that for i= 1,2,∣∣∣∣∣∣W˜i,ε ∣∣∣∣∣∣
Lqi (B1)
=
(ˆ
B1
∣∣∣W˜i,ε (z)∣∣∣qi dz) 1qi =(ˆ
B1
∣∣∣ε 2µ −1W˜i(ε 2µ z)∣∣∣qi dz) 1qi
= ε
1
µ
(
2− 4qi−µ
)(ˆ
B1
∣∣∣W˜i(ε 2µ z)∣∣∣qi d(ε 2µ z)) 1qi ≤ ∣∣∣∣∣∣W˜i∣∣∣∣∣∣
Lqi (Bδ )
≤ 1
and ∣∣∣∣∣∣V˜ε ∣∣∣∣∣∣
Lp(B1)
=
(ˆ
B1
∣∣∣V˜ε (z)∣∣∣pdz) 1p =(ˆ
B1
∣∣∣∣ε2( 2µ −1)V˜ (ε 2µ z)∣∣∣∣pdz) 1p
= ε
2
µ
(
2− 2
p
−µ
)(ˆ
B1
∣∣∣V˜ (ε 2µ z)∣∣∣pd(ε 2µ z)) 1p ≤ ∣∣∣∣∣∣V˜ ∣∣∣∣∣∣
Lp(Bδ )
≤ 1.
Moreover,ˆ
B2
|∇ϕε |2 ≤ ε2
(
2
µ −1
)ˆ
B2
∣∣∣∇ϕ (ε 2µ z)∣∣∣2 dz= 1
ε2
ˆ
B2δ
|∇ϕ|2 ≤ 1
ε2
C
(
2ε
2
µ
)µ
=C,
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where we have used Claim 1. It follows from Theorem 2.3 and Proposition 2.1 in Chapter V of [8]
that there exists t0 > 2 such that
||∇ϕε ||Lt0(B1) ≤C. (37)
Recalling the definition of ϕε , we see that
C ≥ ||∇ϕε ||Lt0(B1) = ε
2
µ −1− 4µt0 ||∇ϕ||Lt0(Bδ ) =
ε
2
µ −1− 4µt0
CK
||∇Φ||Lt0(Bδ ) .
As ε = 1
CK
, then we conclude that
||∇Φ||Lt0(Bδ ) ≤CK
2
µ
(
1− 2
t0
)
.
Since this derivation works for any z ∈ Bρ(7/5) and we may cover Bρ(7/5) with N balls of radius δ ,
where N ∼ δ−2 = ε−4/µ ∼ K4/µ , then the result follows. 
Using an interpolation argument in combination with the estimates just proved, we establish Lt
bounds for ∇Φ.
Lemma 8. Let Φ = logφ , where φ is the positive multiplier given in Lemma 4. Let t0 > 0 be the
exponent provided in Lemma 7. For any t ∈ [2, t0],
||∇Φ||
Lt(Bρ(7/5))
≤CK1+
[
2
µ
(
3− 2
t0
)
−1
]
t0
t
(
t−2
t0−2
)
,
where the constant C depends on λ , Λ, q1, q2, p, t0, and t.
Proof. Take t ∈ (2, t0) since the endpoint estimates are given in Lemmas 6 and 7. Choose γ ∈ (0,1)
so that t = 2γ + t0 (1− γ), i.e. γ = t0−tt0−2 . Then by the Ho¨lder inequality along with Lemmas 6 and
7,
||∇Φ||
Lt(Bρ(7/5))
=
(ˆ
Bρ(7/5)
|∇Φ|2γ |∇Φ|t0(1−γ)
) 1
t
≤
(ˆ
Bρ(7/5)
|∇Φ|2
)γ(ˆ
Bρ(7/5)
|∇Φ|t0
)1−γ 1t
= ||∇Φ||
2γ
t
L2(Bρ(7/5))
||∇Φ||
t0(1−γ)
t
Lt0(Bρ(7/5))
≤ (CK) 2γt
[
CK
2
µ
(
3− 2
t0
)] t0(1−γ)
t
=CK
2γ
t
+ 2µ
(
3− 2
t0
)
t0(1−γ)
t .
Since 2µ
(
3− 2
t0
)
> 1, then simplifying the exponent gives
2γ
t
+
[
1+
2
µ
(
3− 2
t0
)
−1
]
t0 (1− γ)
t
= 1+
[
2
µ
(
3− 2
t0
)
−1
]
t0
t
(
t−2
t0−2
)
,
as required. 
Corollary 1. Let Φ = logφ , where φ is the positive multiplier given in Lemma 4. Then for any
ε > 0, there exists t > 2, depending on ε , q1, q2, p, and t0, such that
||∇Φ||
Lt(Bρ(7/5))
≤CK1+ε , (38)
where C depends on λ , Λ, q1, q2, p, t0, and t.
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4. THE BELTRAMI OPERATORS
We define a Beltrami operator that allows us to the reduce the second-order equation to a first
order system. For a complex-valued function f = u+ iv, define
D f = ∂¯ f +η (z)∂ f +ν (z)∂ f , (39)
where
∂¯ = 1
2
(∂x+ i∂y)
∂ = 1
2
(∂x− i∂y)
η (z) =
a11−a22
det(A+ I)
+ i
a12+a21
det(A+ I)
(40)
ν (z) =
detA−1
det(A+ I)
+ i
a21−a12
det(A+ I)
. (41)
Lemma 9. For η,ν defined above, there exists K < 1 so that
|η (z)|+ |ν (z)| ≤ K.
The following proof is purely computational and relies on the assumption (1).
Proof. We have
|η|=
√
(a11−a22)2+(a12+a21)2
det(A+ I)
=
√
trA2−4a11a22+(a12+a21)2
detA+ trA+1
|ν|=
√
(detA−1)2+(a21−a12)2
det(A+ I)
=
√
(detA+1)2−4a11a22+(a21+a12)2
detA+ trA+1
.
Note that it follows from (1) that
a11a22− 1
4
(a12+a21)
2 ≥ λ 2.
Therefore, we see that
|η (z)|+ |ν (z)| ≤
√
trA2−4λ 2+
√
(detA+1)2−4λ 2
trA+detA+1
=: K.

Let f = u+ iv. A computation shows that
D f =
(a11+detA)+ ia21
det(A+ I)
ux+
a12+ i(a22+detA)
det(A+ I)
uy+
(a11+1)+ ia12
det(A+ I)
ivx+
a21+ i(a22+1)
det(A+ I)
ivy.
This presentation will be useful in subsequent sections.
In addition to the operator D, we will also make use of an operator that is related to D through
some function w. For a given function w, set
ηw (z) =
{
η (z)+ν (z) ∂w∂w for ∂w 6= 0
η (z)+ν (z) otherwise
,
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where η and ν are as defined in (40) and (41), respectively. By Lemma 9, it follows that |ηw| ≤ K.
Define
Dw f = ∂ f +ηw (z)∂ f . (42)
If ηw (z) = αw (z)+ iβw (z), then
Dw =
1
2
[∂x+ i∂y+(αw+ iβw)(∂x− i∂y)]
=
1+αw+ iβw
2
∂x+
βw+ i(1−αw)
2
∂y (43)
Bertrami operators of this form will be used in the proofs of the main theorems.
At times, the dependence on w will not be important to our arguments, so we define
Dˆ=
1+α + iβ
2
∂x+
β + i(1−α)
2
∂y, (44)
where α,β are assumed to be functions of z such that α2+β 2 ≤ K < 1. Associated to Dˆ is the
symmetric second-order elliptic operator Lˆ= div
(
Aˆ∇
)
with
Aˆ=
 (1+α)2+β 21−α2−β 2 2β1−α2−β 2
2β
1−α2−β 2
(1−α)2+β 2
1−α2−β 2
= [ aˆ11 aˆ12
aˆ12 aˆ22
]
. (45)
A computation shows that[
(1+α)2+β 2
1−α2−β 2
][
(1−α)2+β 2
1−α2−β 2
]
− 1
4
[
2β
1−α2−β 2 +
2β
1−α2−β 2
]2
=
1
(1−α2−β 2)2
[(
1−α2)2+2β 2 (1+α2)+β 4−4β 2]
=
1−2α2+α4−2(1−α2)β 2+β 4
(1−α2−β 2)2
= 1.
Therefore, Aˆ satisfies the same ellipticity and boundedness given in (1) and (2) with possibly
different constants λ , Λ.
Remark. Note that if D is given as in (39) and D f = 0, then Dw f = 0 with w = f , where Dw is
defined in (42).
4.1. AHadamard three-quasi-circle theorem. Within this subsection, we present the Hadamard
three-quasi-circle theorem. We originally proved this result in [5, Theorem 4.5], but include the
proof here for completeness. The related lemmas are all presented, but we refer the reader to [5]
for their computational proofs.
The following lemmas show that Dˆ relates to Lˆ in some of the same ways that ∂ relates to ∆.
These properties will allow us to prove the Hadamard three-quasi-circle theorem.
Lemma 10. [5, Lemma 4.2] If Dˆ f = 0, where f (x,y) = u(x,y)+ iv(x,y) for real-valued u and v,
then
Lˆu= 0= Lˆv.
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We find another parallel with the Laplace equation. As in the case of Lˆ= ∆, the logarithm of the
norm of f is a subsolution to the second-order equation whenever Dˆ f = 0. To see this, it suffices
to prove that
Lemma 11. [5, Lemma 4.3] If Dˆ f = 0 and f 6= 0, then Lˆ [log | f (z)|] = 0.
Using the fundamental solution Gˆ for the operator Lˆ, we can now prove the following Hadamard
three-quasi-ball inequality. We would like to mention that similar theorems were proved by
Alessandrini and Escauriaza in [1], see Propositions 1, 2, using quasi-regular mappings.
Theorem 8. Let f be a function for which Dˆ f = 0 in Qs0 . Set
M (s) =max{| f (z)| : z ∈ Zs} .
Then for any 0< s1 < s2 < s3 < s0,
log
(
s3
s1
)
logM (s2)≤ log
(
s3
s2
)
logM (s1)+ log
(
s2
s1
)
logM (s3) . (46)
Proof. Let As1,s3 = {z : s1 ≤ ℓ(z)≤ s3} = Qs3 \Qs1 , where ℓ is associated to Gˆ, the fundamen-
tal solution of Lˆ. By Lemma 2, this set is contained in an annulus with inner and outer radius
depending on s1, s3, λ , and Λ. In particular, it is bounded and does not contain the origin.
Therefore, Gˆ(z) is bounded on As1,s3 . Let z0 be in the interior of As1,s3 . If f (z0) = 0, then
aGˆ(z0)+ log | f (z0)|=−∞ for any a ∈R. On the other hand, if f (z0) 6= 0, then Lemma 11 implies
that Lˆ
[
aGˆ(z)+ log | f (z)|]= 0 for z near z0. By the maximum principle, z0 cannot be an extremal
point. Therefore, aGˆ(z)+ log | f (z)| takes it maximum value on the boundary of As1,s3 . We will
choose the constant a ∈ R so that
max
{
aGˆ(z)+ log | f (z)| : z ∈ Zs1
}
=max
{
aGˆ(z)+ log | f (z)| : z ∈ Zs3
}
,
or rather
log(sa1M (s1)) = log(s
a
3M (s3)) .
It follows that for any z ∈As1,s3 ,
aGˆ(z)+ log | f (z)| ≤ log(saiM (si)) for i= 1,3.
Furthermore, for any s2 ∈ (s1,s3),
max
{
aGˆ(z)+ log | f (z)| : z ∈ Zs2
}≤ log(saiM (si)) for i= 1,3,
or
log(sa2M (s2))≤ log(saiM (si)) for i= 1,3.
Consequently,
sa2M (s2)≤ saiM (si) for i= 1,3,
so that for any τ ∈ (0,1), since sa1M (s1) = sa3M (s3), then
sa2M (s2)≤ [sa1M (s1)]τ [sa3M (s3)]1−τ
[M (s2)]
log
(
s3
s1
)
≤
[(
s1
s2
)a
M (s1)
]τ log( s3s1 )[(s3
s2
)a
M (s3)
](1−τ) log( s3s1 )
.
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We choose τ so that τ log
(
s3
s1
)
= log
(
s3
s2
)
. Then (1− τ) log
(
s3
s1
)
= log
(
s2
s1
)
and
[(
s1
s2
)a]τ log( s3s1 )[(s3
s2
)a](1−τ) log( s3s1)
= exp
[
a log
(
s3
s2
)
log
(
s1
s2
)
+a log
(
s2
s1
)
log
(
s3
s2
)]
= 1.
Therefore,
M (s2)
log
(
s3
s1
)
≤M (s1)log
(
s3
s2
)
M (s3)
log
(
s2
s1
)
.
Taking logarithms completes the proof. 
Corollary 2. Let f satisfy Dˆ f = 0 in Qs0 . Then for 0< s1 < s2 < s3 < s0
|| f ||
L∞(Qs2)
≤
(
|| f ||
L∞(Qs1)
)θ (
|| f ||
L∞(Qs3)
)1−θ
,
where
θ =
log(s3/s2)
log(s3/s1)
.
Remark. From Remark 4, we know that if D f = 0, then D f f = 0. Hence Corollary 2 applies to
such f .
4.2. The similarity principle. This subsection is similar to Section 4.4 of [5]. As usual, we
include it here for the sake of completeness. The approach here is based on the work of Bojarksi,
as presented in [2]. Define the operators
Tω (z) =− 1
pi
ˆ
Ω
ω (ζ )
ζ − z dζ
Sω (z) =− 1
pi
ˆ
Ω
ω (ζ )
(ζ − z)2
dζ .
We use the of the following results, collected from [2].
Lemma 12. Suppose that g ∈ Lp for some p ≥ 2. Then Tg exists everywhere as an absolutely
convergent integral and Sg exists almost everywhere as a Cauchy principal limit. The following
relations hold:
∂¯ (Tg) = g
∂ (Tg) = Sg
|Tg(z)| ≤ cp ||g||Lp , if p> 2
||Sg||Lp ≤Cp ||g||Lp
lim
p→2+
Cp = 1
C2 = 1.
Lemma 13 (see Theorems 4.1, 4.3 [2]). Let w be a generalized solution (possibly admitting iso-
lated singularities) to
∂¯w+q1 (z)∂w+q2 (z)∂w= A(z)w+B(z) w¯
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in a bounded domain Ω ⊂ R2. Assume that |q1 (z)|+ |q2 (z)| ≤ α0 < 1 in Ω, and A, B belong to
Lt (Ω) for some t ≥ 2. Then w(z) is given by
w(z) = f (z)eφ(z),
where f is a solution to
∂¯ f +q0 (z)∂ f = 0
and
φ (z) = Tω (z) .
Here, q0 is defined by
q0 (z) =
{
q1 (z)+q2 (z)
∂w
∂w for ∂w 6= 0
q1 (z)+q2 (z) otherwise ,
(47)
and ω ∈ Lt (Ω) solves
ω +q0Sω = h (48)
with
h(z) =
{
A(z)+B(z) w¯
w
for w(z) 6= 0 and w(z) 6= ∞
A(z)+B(z) otherwise .
The proof ideas are available in [2] and detailed arguments can be found in [5]. We repeat the
details here since we now include the case of t = 2.
Proof. Let w(z) be the generalized solution. Set
h(z) =
{
A(z)+B(z) w¯
w
for w(z) 6= 0 and w(z) 6= ∞
A(z)+B(z) otherwise
and
q0 (z) =
{
q1 (z)+q2 (z)
∂w
∂w for ∂w 6= 0
q1 (z)+q2 (z) otherwise .
We have |q0 (z)| ≤ |q1 (z)|+ |q2 (z)| ≤ α0. Consider the integral equation
ω +q0Sω = h.
Let p ∈ [2, t] be such that Cpq0 < 1. That is, ||q0S||Lp(Ω)→Lp(Ω) ≤ Cpq0. Since Ω is bounded,
then h ∈ Lp (Ω) and using a Neumann series or fixed point argument, we see that this integral
equation has a unique solution ω (z) ∈ Lp. Set φ (z) = Tω (z), then define f (z) = w(z)e−φ(z). A
computation shows that ∂¯ f +q0∂ f = 0, as required. 
Corollary 3. Let w be a generalized solution (possibly admitting isolated singularities) to
∂¯w+q1 (z)∂w+q2 (z)∂w= A(z)w+B(z) w¯
in a bounded domain Ω ⊂ R2. Assume that |q1 (z)|+ |q2 (z)| ≤ α0 < 1 in Ω, and A, B belong to
Lt (Ω) for some t > 2. Then w(z) is given by
w(z) = f (z)g(z) ,
where f is a solution to
∂¯ f +q0 (z)∂ f = 0
and
exp
[
−C
(
||A||Lt(Ω)+ ||B||Lt(Ω)
)]
≤ |g(z)| ≤ exp
[
C
(
||A||Lt(Ω)+ ||B||Lt(Ω)
)]
.
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Proof. From the previous lemma, we have that g(z)= exp(Tω (z)), where ω is the unique solution
to (48). As above, ||ω||Lp ≤C ||h||Lp ≤C ||h||Lt . It follows from the third fact in Lemma 12 that
since we may choose p> 2,
|Tω (z)| ≤C ||h||Lp ≤C
[
||A||Lt(Ω)+ ||B||Lt(Ω)
]
,
whereC depends on Ω. The conclusion follows. 
5. THE PROOF OF THEOREM 1
Here we present the proof of the first order of vanishing estimate, that of Theorem 1. We
follow the approach used previously in [13] and [5] and use the positive multiplier to transform the
equation for u into a divergence-free equation.
Let u be a solution to (3) in Bd ⊂ R2. That is,
−div(A∇u+W1u)+W2 ·∇u+Vu= 0 in Bd.
Conditions (4) and (5) in combination with the bounds on W1, W2, V imply that Lemma 4 is
applicable, and therefore there exists a positive function φ satisfying (24) that weakly solves
−div(AT∇φ +W2φ)+W1 ·∇φ +Vφ = 0 in Bd .
Set b=−AT∇Φ+W1−W2 and observe that
div [φ (A∇u+bu)]
= div
[
φ
(
A∇u−uAT∇Φ+uW1−uW2
)]
= div
(
φA∇u−uAT∇φ +uφW1−uφW2
)
= ∇φ ·A∇u+φ div(A∇u)−∇u ·AT∇φ −udiv(AT∇φ)+div(uφW1−uφW2)
= φ [Vu+W2 ·∇u−div(W1u)]−u [Vφ +W1 ·∇φ −div(W2φ)]+div(uφW1−uφW2)
= 0.
Therefore, the PDE for u can be transformed into a divergence-free equation. Let v be the stream
function associated to the vector φ (A∇u+bu) with v(0,0) = 0. That is, for every (x,y) ∈ Bd ,
v(x,y) =
ˆ 1
0
[−φ (a21ux+a22uy+b2u)(tx, ty)x+φ (a11ux+a12uy+b1u)(tx, ty)y]dt. (49)
To verify the validity of (49), we let P= (P1,P2) = φ (A∇u+bu), then
v(x,y) =−
ˆ 1
0
P2 (tx, ty)xdt+
ˆ 1
0
P1 (tx, ty)ydt.
So we have
vx (x,y) =−
ˆ 1
0
∂1P2 (tx, ty)txdt−
ˆ 1
0
P2 (tx, ty)dt+
ˆ 1
0
∂1P1 (tx, ty)tydt
=−
ˆ 1
0
∂1P2 (tx, ty)txdt−
ˆ 1
0
P2 (tx, ty)dt−
ˆ 1
0
∂2P2 (tx, ty)tydt
=−
ˆ 1
0
[∂tP2 (tx, ty)t+P2 (tx, ty)]dt =−
ˆ 1
0
∂t [P2 (tx, ty)t]dt =−P2 (x,y)
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and
vy (x,y) =−
ˆ 1
0
∂2P2 (tx, ty)txdt+
ˆ 1
0
∂2P1 (tx, ty)tydt+
ˆ 1
0
P1 (tx, ty)dt
=
ˆ 1
0
∂1P1 (tx, ty)txdt+
ˆ 1
0
∂2P1 (tx, ty)tydt+
ˆ 1
0
P1 (tx, ty)dt
=
ˆ 1
0
[∂tP1 (tx, ty)t+P1 (tx, ty)]dt =
ˆ 1
0
∂t [P1 (tx, ty)t]dt = P1 (x,y) .
That is, {
vy = φ (a11ux+a12uy+b1u)
−vx = φ (a21ux+a22uy+b2u) . (50)
Lemma 14. For any r and κ > 1 such that κr ≤ d, there is a constant C, depending on λ , Λ, q1,
q2, p, and κ , for which
||v||L1(Br) ≤Cr2
(
1+ r
2− 4
q1K2
)
||u||
L∞(Bβ r)
.
Proof. As above, we use the notation
v(x,y) =−
ˆ 1
0
P2 (tx, ty)xdt+
ˆ 1
0
P1 (tx, ty)ydt.
It follows that
||v||L1(Br) =
ˆ
Br
∣∣∣∣−ˆ 1
0
P2 (tx, ty)xdt+
ˆ 1
0
P1 (tx, ty)ydt
∣∣∣∣dz
≤
ˆ
Br
ˆ 1
0
|P2 (tx, ty)x|dtdz+
ˆ
Br
ˆ 1
0
|P1 (tx, ty)y|dtdz
≤ r
ˆ
Br
ˆ 1
0
|P2 (tx, ty)|dtdz+ r
ˆ
Br
ˆ 1
0
|P1 (tx, ty)|dtdz.
A computation shows that
P1 = (a11ux+a12uy)φ −u(a11φx+a21φy)+u(W1,1−W2,1)φ
P2 = (a21ux+a22uy)φ −u(a12φx+a22φy)+u(W1,2−W2,2)φ ,
where we use the notation Wi = (Wi,1,Wi,2) for i = 1,2. By Lemma 5 applied to u and φ , along
with the assumption that each Wi ∈ Lqi , it follows that each Pi ∈ Lτ0 . Interchanging the order of
integration, applying Ho¨lder’s inequality, then simplifying, we see that
ˆ
Br
ˆ 1
0
|P1 (tx, ty)|dtdz=
ˆ 1
0
1
t2
ˆ
Btr
|P1 (x,y)|dzdt ≤
ˆ 1
0
1
t2
(ˆ
Btr
|P1 (x,y)|τ0 dz
) 1
τ0 |Btr|1−
1
τ0 dt
=Cr
2− 2τ0
ˆ 1
0
||P1||Lτ0(Btr) t
− 2τ0 dt ≤Cr2−
2
τ0 ||P1||Lτ0(Br)
ˆ 1
0
t
− 2τ0 dt.
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Since τ0 > 2, then
ˆ 1
0
t
− 2τ0 dt converges and
ˆ
Br
ˆ 1
0
|P1 (tx, ty)|dtdz≤Cr2−
2
τ0 ||P1||Lτ0(Br) . A simi-
lar estimate holds for
ˆ
Br
ˆ 1
0
|P2 (tx, ty)|2 dtdz, so we conclude that
||v||L1(Br) ≤Cr
3− 2τ0
(
||P1||Lτ0(Br)+ ||P2||Lτ0(Br)
)
.
For i= 1,2, with an application of (2) and Lemma 5, we see that
||Pi||Lτ0(Br) ≤ Λ
(
||∇u||Lτ0(Br) ||φ ||L∞(Br)+ ||u||L∞(Br) ||∇φ ||Lτ0(Br)
)
+
(∣∣∣∣W1,i∣∣∣∣Lq1(Br) |Br| 1τ0− 1q1 + ∣∣∣∣W2,i∣∣∣∣Lq2(Br) |Br| 1τ0− 1q2
)
||u||L∞(Br) ||φ ||L∞(Br)
≤Cr
2
τ0
−1(
1+ r
2− 4q1K2
)
||u||L∞(Bκr) ||φ ||L∞(Bκr)
+
(
Kr
2
τ0
− 2
q1 + r
2
τ0
− 2
q2
)
||u||L∞(Br) ||φ ||L∞(Br)
≤Cr
2
τ0
−1(
1+ r
2− 4q1K2
)
||u||L∞(Bκr) ,
where we have used the pointwise bounds on φ from Lemma 4. It follows that
||v||L1(Br) ≤Cr2
(
1+ r
2− 4q1K2
)
||u||L∞(Bκr) ,
as required. 
With w= φu+ iv and D as defined in (39), we see that in Bd ⋑ Bρ(7/5),
Dw= Dφu+φDu+D(iv)
= D(logφ)φu+φ
[
(a11+detA)+ ia21
det(A+ I)
ux+
a12+ i(a22+detA)
det(A+ I)
uy
]
+
(a11+1)+ ia12
det(A+ I)
ivx+
a21+ i(a22+1)
det(A+ I)
ivy
= φ
[
D(logφ)+ ib1
a21+ i(a22+1)
det(A+ I)
− ib2 (a11+1)+ ia12
det(A+ I)
]
u
+φ
[
(a11+detA)+ ia21
det(A+ I)
+
−ia21 (a11+1)+a12a21
det(A+ I)
+
ia21a11−a11 (a22+1)
det(A+ I)
]
ux
+φ
[
a12+ i(a22+detA)
det(A+ I)
+
−ia22 (a11+1)+a12a22
det(A+ I)
+
ia12a21−a12 (a22+1)
det(A+ I)
]
uy
= (α +β1−β2)(w+ w¯) , (51)
where, recalling that we set Φ = logφ ,
α +β1−β2 = 1
2
DΦ+
b2a12−b1 (a22+1)+ ib1a21− ib2 (a11+1)
2det(A+ I)
.
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That is,
α =
2a11 (1+a22)− (a12+a21)a12+ i [(a12+a21)+a11 (a12−a21)]
4det(A+ I)
Φx
+
(a12+a21)−a22 (a12−a21)+ i [2a22 (1+a11)− (a12+a21)a21]
4det(A+ I)
Φy (52)
β j =
−Wj,1 (a22+1)+Wj,2a12− iWj,2 (a11+1)+ iWj,1a21
2det(A+ I)
for j = 1,2. (53)
It follows from the boundedness of A described by (2) in combination with Corollary 1, that for
any ε > 0, there exists t > 2 such that
||α||
Lt(Bρ(7/5))
≤CK1+ε .
The boundedness of A along with the assumptions onW1 andW2 implies that
||β1||Lq1(Bρ(7/5)) ≤CK
||β2||Lq2(Bρ(7/5)) ≤C.
We now apply the similarity principle given in Lemma 13 and Corollary 3 to conclude that any
solution to (51) in Bρ(7/5) is a function of the form
w(z) = f (z)g(z) ,
with
Dw f = 0 in Bρ(7/5),
and for a.e. z ∈ Bρ(7/5),
exp
[
−C
(
||α||
Lt(Bρ(7/5))
+ ||β1||Lq1(Bρ(7/5)) + ||β2||Lq2(Bρ(7/5))
)]
≤ |g(z)| ≤ exp
[
C
(
||α||
Lt(Bρ(7/5))
+ ||β ||
Lq(Bρ(7/5))
+ ||β2||Lq2(Bρ(7/5))
)]
.
That is,
exp
(−CK1+ε)≤|g(z)| ≤ exp(CK1+ε) in Bρ(7/5), (54)
where we have used the bounds on α and βi from above. By Corollary 2, the Hadamard three-
quasi-circle theorem, applied to the operator Dw,
|| f ||
L∞(Qs1)
≤
(
|| f ||
L∞(Qs/4)
)θ (|| f ||
L∞(Qs2)
)1−θ
,
where s< s1 < s2 <
7
5
and
θ =
log(s2/s1)
log(4s2/s)
.
Let r/4= ρ (s/4) and r2 = ρ (s2) so that Qs/4 ⊂ Br/4 and Qs2 ⊂ Br2 . We choose r3 ∈ (r2,ρ (7/5))
so that r3− r2 ∼ 1 and ρ (7/5)− r3 ∼ 1. Since f is a solution to an elliptic equation (see Lemma
10), then standard interior estimates for elliptic equations (see, for example, [11, Theorem 4.1])
imply that
|| f ||
L∞(Qs1)
≤C
(
r−2 || f ||
L1(Br/2)
)θ (
|| f ||
L1(Br3)
)1−θ
, (55)
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whereC is an absolute constant. Substituting f = wg−1 into (55) and applying (54), we see that
||w||
L∞(Qs1)
≤ exp(CK1+ε)(r−2 ||w||
L1(Br/2)
)θ (||w||
L1(Br3)
)1−θ
. (56)
Since w= φu+ iv, then
|φu| ≤ |w| ≤ |φu|+ |v| .
An application of (24) and Lemma 14 with κ = 2 shows that
||w||
L1(Br/2)
≤ ||φu||
L1(Br/2)
+ ||v||
L1(Br/2)
≤Cr2
(
1+ r
2− 4
q1K2
)
||u||L∞(Br) .
We similarly conclude that
||w||
L1(Br3)
≤C(1+K2) ||u||L∞(Bd) ≤ exp(CK) ,
where we have applied (6) in the second inequality. Upon setting s1 = 1 in (56) and using the
bounds established above, we have
||u||L∞(Q1) ≤ exp
(
CK1+ε
) ||u||θL∞(Br) .
Now we define
b= σ (1) (57)
so that Bb ⊂ Q1. Since ||u||L∞(Q1) ≥ ||u||L∞(Bb) ≥ 1 by (7), after rearranging, we have
||u||L∞(Br) ≥ exp
(
−C
θ
K1+ε
)
.
It follows from the definition of θ that
||u||L∞(Br) ≥ rCK
1+ε
,
and the conclusion of Theorem 1 follows.
6. THE PROOF OF THEOREM 2
6.1. The case of q > 2. When W2,V ≡ 0, the proof above carries through with φ = 1. Since
there is no need to construct a positive multiplier using Lemma 4, the positivity condition onW1
described by (4) is unnecessary. In this simplified setting, we see that α given in (52) is equal to
zero and then (54) holds with ε = 0. The remainder of the proof is unchanged and the estimate (8)
therefore holds with ε = 0.
6.2. The case of q = 2. Here we need to prove that the strong unique continuation property
(SUCP) holds for solutions to −div(A∇+Wu) = 0 whenW ∈ L2 (Bd). Recall the following defi-
nition of SUCP:
Definition 4. Suppose u ∈W 1,2loc (Bd) is a solution to−div(A∇u+Wu) = 0. We say that the strong
unique continuation property holds if whenever u vanishes to infinite order at some point z0 ∈ Bd ,
i.e. for every N ∈ N,
|u(z)| ≤ O
(
|z− z0|N
)
as z→ z0,
this implies that u≡ 0.
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Assume that z0 = 0. That is, we assume that u vanishes to infinite order at 0 and we will prove
that u≡ 0 in Bd . Let v be the stream function associated to −div(A∇u+Wu) = 0 defined by
v(x,y) =
ˆ 1
0
[−(a21ux+a22uy+W2u)(tx, ty)x+(a11ux+a12uy+W1u)(tx, ty)y]dt.
Here we writeW = (W1,W2). With w= u+ iv and D as defined in (39), we see that in Bd ,
Dw= βw,
where
β =
{ −W1(a22+1)+W2a12−iW2(a11+1)+iW1a21
2det(A+I)
(
1+ w
w
)
w 6= 0
0 otherwise
.
It follows from (1), (2), and the bound onW that ||β ||L2(Bd) ≤CK. The similarity principle given
in Lemma 13 implies that
w= f (z)g(z) ,
with
Dw f = 0 in Bd ,
and
g(z) = exp(Tω (z)) ,
where ω ∈ L2 with ||ω||L2(Bd) ≤C ||β ||L2(Bd) ≤CK. As
h(z) := Tω(z) =
1
pi
ˆ
Bd
ω(ξ )
ξ − z dξ ,
we have that
||h||W 1,2(Bd) = ||h||L2(Bd)+ ||∇h||L2(Bd) ≤CK.
Since we do not have Tω ∈ L∞ for ω ∈ L2, we rely on the following result from [14].
Lemma 15 (cf. Lemma 3.3 in [14]). Let h be as defined above. For s> 0 and 0< r ≤ ρ (7/5), we
have that  
Br
exp(s|h|)≤Cr−sCK exp(sCK+ s2CK2). (58)
Now we demonstrate how a modification of the ideas in [14] leads to the proof of our theorem.
Following the arguments in the proof of Theorem 1, we see that (55) holds with f = w exp(−h).
That is,
||w exp(−h)||
L∞(Qs1)
≤C
(
r−2 ||w exp(−h)||
L1(Br/2)
)θ (||w exp(−h)||
L1(Br3)
)1−θ
, (59)
where r/4= ρ (s/4), r2= ρ (s2) and r3 ∈ (r2,ρ (7/5)) is such that r3−r2∼ 1 and ρ (7/5)−r3∼ 1.
With s1 = 1, we have
||u||L2(Bb) ≤C ||w||L2(Qs1) ≤C ||w exp(−h)||L∞(Qs1) ||exp(|h|)||L2(Qs1)
≤ exp(CK2) ||w exp(−h)||
L∞(Qs1)
, (60)
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where the second inequality follows from an application of Ho¨lder’s inequality, and the third fol-
lows from Lemma 15. To bound the righthand side of (59), an application of Lemma 15 shows
that
r−2 ||w exp(−h)||
L1(Br/2)
≤ r−2
ˆ
Br/2
|w|exp(|h|)
≤Cr−1
(ˆ
Br/2
|w|2
)1/2( 
Br/2
exp(2 |h|)
)1/2
≤Cr−1r−CK exp(CK+CK2)
(
||u||L2(Br)+ ||v||L2(Br/2)
)
. (61)
Next we need to estimate ||v||L2(Br). Since v(0) = 0, then
ˆ
Br/2
|v(z)|2 =
ˆ
Br/2
|v(z)− v(0)|2 =
ˆ
Br/2
∣∣∣∣ˆ 1
0
∇v(tz) · zdt
∣∣∣∣2 dz
≤ (r/2)2
ˆ
Br/2
ˆ 1
0
|∇v(tz)|2 dtdz
=Cr3
ˆ r/2
0
(
1
|Bs|
ˆ
Bs
|∇v(z) |2dz
)
ds. (62)
As
vy = a11ux+a12uy+W1u
−vx = a21ux+a22uy+W2u,
then (2) implies that
ˆ
Br/2
|v(z)|2 ≤Cr3
ˆ r/2
0
(
1
|Bs|
ˆ
Bs
|∇u|2+ |Wu|2
)
ds≤Cr3
ˆ r/2
0
(
K4 ||u||2L∞(Bαs)
s2|Bs|
)
ds, (63)
where we have used Caccioppoli’s type inequality (see Lemma 5). Since u vanishes to infinite
order at 0, there exists R1 < d and C1 > 0 so that
|u(z)| ≤C1 |z|2 for all |z|< R1.
Choosing α so that αr3 = ρ (7/5), it follows from the computations above that
ˆ
Br3
|v(z)|2 ≤CK4
[ˆ R1/α
0
( ||u||2L∞(Bαs)
s2|Bs|
)
ds+
ˆ r3
R1/α
( ||u||2L∞(Bαs)
s2|Bs|
)
ds
]
≤ exp(CK)
and therefore, for any θ ∈ (0,1),
||w exp(−h)||1−θ
L1(Br3)
≤ exp(CK2) . (64)
Now we assume that ||u||L2(Bb) ≥ exp(−k) for some k > 0, then combine (60), (59), and (64) with
the definition of θ to conclude that
CrC˜(k+CK
2) ≤ r−2 ||w exp(−h)||
L1(Br/2)
.
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Using that u vanishes to infinite order at 0, estimates (61), (62), and (63) may be combined to
conclude that there exists N0 > C˜
(
k+CK2
)
and rN0 > 0 so that for any r ≤ rN0 ,
r−2 ||w exp(−h)||
L1(Br/2)
≤CN0rN0 .
As this leads to a contradiction, we must have ||u||L2(Bb) < exp(−k) for every k > 0. This means
that u≡ 0 in Bb.
In the case where z0 6= 0, a translation and scaling allows us to reduce to the case of z0 = 0.
7. THE PROOF OF THEOREM 3
For the proof of Theorem 3, we follow the ideas used previously in [5] to rewrite the equation
as a product of Beltrami operators, then we invoke a number of the ideas that were used above in
the proof of Theorem 1.
Let u be a solution to (11) in Bd ⊂ R2. That is,
−div(A∇u)+W ·∇u= 0 in Bd.
Dividing this equation through by
√
detA gives
div
(
A√
detA
∇u
)
−W˜ ·∇u= 0,
where
W˜ = A∇
(
1√
detA
)
+
W√
detA
. (65)
Since ||W ||Lq(Bd) ≤ K, then conditions (1), (2), and (10) imply that ‖W˜‖Lq(Bd) ≤ CK, where C
depends on λ , Λ, and µ . Moreover, the ellipticity constant of A/
√
detA is λ 2. Thus, there is no
loss of generality in assuming that u is a solution to (11) where A is symmetric with determinant
equal to 1.
When A is symmetric and has determinant equal to 1, the term ν defined in (41) is equal to zero
and the definition of D is greatly simplified. Further, we have the following decomposition result
from [5].
Lemma 16 (Lemma 4.4 in [5]). Assume that A is uniformly elliptic, bounded, symmetric, Lipschitz
continuous and has determinant equal to 1. Then the operator div(A∇) may be decomposed as
div(A∇) = (D+Γ)D˜,
where
D=
(a11+1)+ ia12
det(A+ I)
∂x+
a12+ i(a22+1)
det(A+ I)
∂y
D˜= [1+a11− ia12]∂x+[a12− i(1+a22)]∂y = det(A+ I)D
Γ =
(α∂xa11−β∂xa12+ γ∂ya11+δ∂ya12)+ i(γ∂xa11+δ∂xa12−α∂ya11+β∂ya12)
a11 det(A+ I)
2
,
with
α = a11+a22+2a11a22 β = 2a12 (1+a11)
γ = a12 (a22−a11) δ = (1+a11)2−a212.
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Moreover, ||Γ||L∞ ≤C (λ ,Λ,µ).
Lemma 17 (cf. Lemma 7.1 in [5]). There exists ϒ˜ ∈ Lq (Bd) so that
W ·∇u= ϒ˜D˜u. (66)
Moreover,
‖ϒ˜‖Lq(Bd) ≤CK. (67)
Proof. Set ϒ = e+ i f , where e, f are real-valued functions to be determined. Then
ϒD˜u= (e+ i f )
{
[1+a11− ia12]∂xu+[a12− i(1+a22)]∂yu
}
= [e(1+a11)+ f a12]∂xu+[ea12+ f (1+a22)]∂yu
+ i
{
[ f (1+a11)− ea12]∂xu+[ f a12− e(1+a22)]∂yu
}
so that
1
2
[
ϒD˜u+ϒD˜u
]
= [e(1+a11)+ f a12]∂xu+[ea12+ f (1+a22)]∂yu.
If we define
ϒ˜ =
 12
[
ϒ+ ϒ¯ D˜u
D˜u
]
whenever D˜u 6= 0
0 otherwise
,
then (66) will be satisfied if we choose e, f so that
e(1+a11)+ f a12 =W1
ea12+ f (1+a22) =W2.
Solving this system, we see that[
e
f
]
=
1
det(A+ I)
[
1+a22 −a12
−a12 1+a11
][
W1
W2
]
=
1
det(A+ I)
[
(1+a22)W1−a12W2
−a12W1+(1+a11)W2
]
.
The bounds on A andW imply that (67) holds and the proof is complete. 
An application of the previous two lemmas shows that
DD˜u=
(
ϒ˜−Γ
)
D˜u. (68)
Now we apply the technique from the proof of Theorem 1 to the equation above, where D˜u now
plays the role of w. The similarity principle given in Lemma 13 implies that any solution to (68)
in Bd takes the form
D˜u= f (z)g(z) ,
with
D
D˜u
f = 0 in Bd,
and
g(z) = exp(Tω (z)) ,
where ω ∈ Lt for some t ∈ [2,q] with
||ω||Lt(Bd) ≤C
[
‖ϒ˜‖Lq(Bd)+ ||Γ||L∞(Bd)
]
.
Now we have to consider the cases of q> 2 and q= 2 separately.
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7.1. The case q> 2. Assuming that q> 2, Corollary 3 implies that for a.e. z ∈ Bρ(7/5),
exp
[
−C
(
‖ϒ˜‖
Lq(Bρ(7/5))
+ ||Γ||
L∞(Bρ(7/5))
)]
≤ |g(z)| ≤ exp
[
C
(
‖ϒ˜‖
Lq(Bρ(7/5))
+ ||Γ||
L∞(Bρ(7/5))
)]
.
That is,
exp(−CK)≤|g(z)| ≤ exp(CK) in Bρ(7/5). (69)
Proceeding as in the proof of Theorem 1, we see that
‖D˜u‖
L∞(Qs1)
≤ exp(CK)
(
r−1‖D˜u‖
L2(Br/2)
)θ
‖D˜u‖1−θ
L2(Br3)
. (70)
Since |D˜u| ∼ |∇u|, then an application of Lemma 5 shows that
‖D˜u‖
L2(Br/2)
≤
(
1+ r2−
4
qK2
)
||u||L∞(Br)
‖D˜u‖
L2(Br3)
≤ (1+K2) ||u||L∞(Bd) ≤ eCK.
where we have applied (6) in the second inequality. Upon setting s1 = 6/5 in (70) and using the
bounds established above, we have
||∇u||
L∞(Q6/5)
≤ exp(CK)
(
r−1 ||u||L∞(Br)
)θ
. (71)
To complete the proof, we need to bound the left-hand side from below using the assumption that
||u||L∞(Bb) ≥ 1. We repeat the argument from [13] here. Since Bb ⊂ Q1, this assumption implies
that there exists z0 ∈Q1 such that |u(z0)| ≥ 1. Without loss of generality, we assume that u(z0)≥ 1.
Since u is real-valued, then for any a > 0, we have that either u(z) ≥ a for all z ∈ Q6/5, or there
exists z1 ∈ Q6/5 such that u(z1) < a. If the second case holds, then we see that u(z1) ≤ a, while
u(z0)≥ 1. If we set a= exp(−K) then it follows that
C ||∇u||
L∞(Q6/5)
≥ |u(z0)−u(z1)| ≥ 1− exp(−K)≥ 1
2
.
Combining this bound with (71) and rearranging leads to the proof of the theorem. If we are in the
former case, then u(z)≥ a for all z∈Q6/5 and the conclusion of the theorem is obviously satisfied.
The proof of the Theorem 3(a) is now complete.
7.2. The case of q= 2. When q= 2, ω ∈ L2 (Bd) with ||ω||L2(Bd) ≤CK. As
h(z) := Tω(z) =
1
pi
ˆ
Bd
ω(ξ )
ξ − z dξ ,
we have that
||h||W 1,2(Bd) = ||h||L2(Bd)+ ||∇h||L2(Bd) ≤CK.
Since we do not have Tω ∈ L∞ for ω ∈ L2, we again use the result from [14] described in
Lemma 15. Following the arguments in the proof of Theorem 1, we see that (55) holds with
f = D˜u exp(−h). That is,∣∣∣∣∣∣D˜u exp(−h)∣∣∣∣∣∣
L∞(Qs1)
≤C
(
r−2
∣∣∣∣∣∣D˜u exp(−h)∣∣∣∣∣∣
L1(Br/2)
)θ (∣∣∣∣∣∣D˜u exp(−h)∣∣∣∣∣∣
L1(Br3)
)1−θ
,
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where r/4= ρ (s/4), r2= ρ (s2) and r3 ∈ (r2,ρ (7/5)) is such that r3−r2∼ 1 and ρ (7/5)−r3∼ 1.
Then an application of Lemmas 5 and 15 shows that
r−2
∣∣∣∣∣∣D˜u exp(−h)∣∣∣∣∣∣
L1(Br/2)
≤ r−2
ˆ
Br/2
∣∣∣D˜u∣∣∣exp(|h|)
≤Cr−1
(ˆ
Br/2
|∇u|2
)1/2( 
Br/2
exp(2 |h|)
)1/2
≤Cr−1r−CK exp(CK+CK2)(1+K2) ||u||L∞(Br)
≤ r−CK exp(CK2) ||u||L∞(Br)
and ∣∣∣∣∣∣D˜u exp(−h)∣∣∣∣∣∣
L1(Br3)
≤ exp(CK2) ||u||
L∞(Bρ(7/5))
≤M exp(CK2) ,
where we have used the upper bound on u. Similarly, we see that with s1 = 6/5 and
b˜= σ (6/5) , (72)
we have
1≤ ||∇u||
L2(Bb˜)
≤ ||∇u||
L2(Qs1)
≤C
∣∣∣∣∣∣D˜u∣∣∣∣∣∣
L2(Qs1)
=C
∣∣∣∣∣∣D˜u exp(−h)∣∣∣∣∣∣
L∞(Qs1)
||exp(|h|)||
L2(Qs1)
≤ exp(CK2)
∣∣∣∣∣∣D˜u exp(−h)∣∣∣∣∣∣
L∞(Qs1)
.
Combining the inequalities above and simplifying shows that
||u||L∞(Br) ≥ rCK exp
(
−CK
2+ logM
θ
)
≥ rC(logM+K2).
8. THE PROOF OF THEOREM 4
8.1. The case of A= I, q= ∞. We first consider case (a) of Theorem 4. Let u be a solution to (3)
with A= I. The first step is to prove that there exists a positive solution to the equation
−∆φ +(W1+W2) ·∇φ +(V −W1 ·W2)φ = 0 (73)
in B9/5. Let η be some constant to be determined and set
φ1 (x,y) = exp(ηx) .
Then by the bounds onW1,W2 and V , we see that
−∆φ1+(W1+W2) ·∇φ1+(V −W1 ·W2)φ1 ≤
(−η2+2Kη +2K2)φ1.
If η = 3K, then φ1 is a subsolution. Now define φ2 = exp(6K) so that φ2 ≥ φ1 on B9/5. Since
V −W1 ·W2 ≥ 0, then −∆φ2+(W1+W2) ·∇φ2+(V −W1 ·W2)φ2 ≥ 0, so φ2 is a supersolution. It
follows that there exists a positive solution φ to (73) such that
exp(−C1K)≤ φ (z)≤ exp(C1K) for all z ∈ B9/5. (74)
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Define v=
u
φ
and observe that
div(∇v+W1v) = div
[
∇u+W1u
φ
− u∇φ
φ2
]
=
div(∇u+W1u)
φ
− u∆φ
φ2
− uW1 ·∇φ
φ2
−2∇u ·∇φ
φ2
+2
u |∇φ |2
φ3
=
(
W2−2∇φ
φ
)
·∇v+
(
W1 ·W2−2W1 · ∇φ
φ
)
v.
Therefore,
div(∇v+W1v)+W1 ·∇v+ |W1|2 v=
(
W1+W2−2∇φ
φ
)
·∇v+
(
|W1|2+W1 ·W2−2W1 · ∇φ
φ
)
v
=W3 · (∇v+W1v) ,
whereW3 =W1+W2−2∇φφ . Define the operators
D¯= ∂x+ i∂y+W11+ iW12
D= ∂x− i∂y+W11− iW12,
whereW1 = (W11,W12). Then
Dv= ∂xv− i∂yv+W11v− iW12v
D¯Dv= (∂x+ i∂y+W11+ iW12)(∂xv− i∂yv+W11v− iW12v)
= ∂xxv− i∂xyv+∂x (W11v)− i∂x (W12v)+ i∂yxv+∂yyv+ i∂y (W11v)+∂y (W12v)
+W11∂xv− iW11∂yv+(W11)2 v− iW11W12v+ iW12∂xv+W12∂yv+ iW11W12v+(W12)2 v
= div(∇v+W1v)+W1 ·∇v+ |W1|2 v+ i(∂yW11−∂xW12)v.
Since we have assumed that the scalar curl ofW1 vanishes weakly, then
D¯Dv= div(∇v+W1v)+W1 ·∇v+ |W1|2 v.
If we let Z = 1
2
[
W31+ iW32+(W31− iW32) DvDv
]
then
ZDv=W3 · (∇v+W1v) .
Therefore, with w= Dv, we have D¯w= Zw, or ∂¯w+αw = 0 where α =W11+ iW12−Z, so that
∂¯
(
eT (α)w
)
= 0.
As shown in Lemma 3.1 of [13], for example, ||∇ logφ ||
L∞(B7/5)
≤CK so that ||α||
L∞(B7/5)
≤CK
and ||T (α)||
L∞(B7/5)
≤CK. Now we apply the Hadamard three-circle theorem in combination with
an interior estimate to eT (α)w to conclude that∣∣∣∣∣∣eT (α)w∣∣∣∣∣∣
L∞(B6/5)
≤C
∣∣∣∣∣∣eT (α)w∣∣∣∣∣∣1−θ
L2(B7/5)
(
r−1
∣∣∣∣∣∣eT (α)w∣∣∣∣∣∣
L2(Br/2)
)θ
,
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where θ = log
(
7
6
)
/log
(
14
5r
)
. Rearranging and using the bound on T (α), we see that
||w||
L∞(B6/5)
≤ exp(CK) ||w||1−θ
L2(B7/5)
(
r−1 ||w||
L2(Br/2)
)θ
.
Since |w| = |Dv| ≤ |∇v|+K |v|, the Caccioppoli estimate given in Lemma 5 and the bound in (6)
imply that
||w||
L2(Br/2)
≤ exp(CK) ||u||L∞(Br)
||w||
L2(B7/5)
≤ exp(CK) .
Therefore,
||w||
L∞(B6/5)
≤ exp(CK)
(
r−1 ||u||L∞(Br)
)θ
. (75)
Now we need to use (7) to bound the left-hand side. Recall that w= (∂xv+W11v)− i(∂yv+W12v).
SinceW1 is assumed to be weakly curl-free, the function Φ given by
Φ(x,y) =
ˆ x
0
W11 (t,y)dt+
ˆ y
0
W12 (0,s)ds
satisfies ∇Φ =W1. Moreover, for any Ω ⊂ B9/5, ||Φ||L∞(Ω) ≤ C ||W1||L∞(B9/5) ≤ CK. Using this
representation ofW1, we see that
w= (∂xv+W11v)− i(∂yv+W12v) = (∂xv+∂xΦv)− i(∂yv+∂yΦv)
= e−Φ
[
∂x
(
eΦv
)− i∂y (eΦv)] .
Since v and Φ are real-valued, |w| ∼ e−Φ ∣∣∇(eΦv)∣∣ so that ||w||
L∞(B6/5)
≥ e−CK ∣∣∣∣∇(eΦv)∣∣∣∣
L∞(B6/5)
.
To bound
∣∣∣∣∇(eΦv)∣∣∣∣
L∞(B6/5)
from below, we again repeat the argument from [13]. The lower
bound on u given in (7) implies that there exists z0 ∈ B1 such that |u(z0)| ≥ 1. Without loss of
generality, we assume that u(z0) ≥ 1. Since u is real-valued, then for any a > 0, we have that
either u(z) ≥ a for all z ∈ B6/5, or there exists z1 ∈ B6/5 such that u(z1) < a. If the second case
holds, then we see that u(z1)≤ a so that by (74) and the bound on Φ, eΦv(z1)≤ aexp(CK), while
u(z0)≥ 1 so that eΦv(z0)≥ exp(−CK). If we set a= 12 exp(−2CK), then
C
∣∣∣∣∇(eΦv)∣∣∣∣
L∞(B6/5)
≥ ∣∣eΦv(z0)− eΦv(z1)∣∣≥ exp(−CK)− 1
2
exp(−2CK)exp(CK)
≥ 1
2
exp(−CK) .
It follows that ||w||
L∞(B6/5)
≥ e−CK . Substituting this bound into (75) and rearranging leads to the
proof of the theorem. If we are in the former case, then u(z)≥ a for all z∈Q6/5 and the conclusion
of the theorem is obviously satisfied.
8.2. The case ofW2,V ≡ 0. IfW2,V ≡ 0, then equation (3) reduces to
−div(A∇u+W1u) = 0.
Define u˜(x,y) = u(y,−x), W˜1 (x,y) =W1 (y,−x) and A˜(x,y) =
[
a22 (y,−x) −a12 (y,−x)
−a12 (y,−x) a11 (y,−x)
]
.
Since (1) implies that ξ TA(x,y)ξ ≥ λ |ξ |2 for every (x,y) ∈ Bd and ξ ∈ R2, then upon replacing
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ξ = (ξ1,ξ2)
T
with (ξ2,−ξ1)T , it is clear that A˜ is also uniformly elliptic. The other conditions on
A are clearly inherited for A˜. Since div
(
A˜∇u˜
)
= div(A∇u)(y,−x) and, by the curl-free condition,
W˜1 ·∇u˜= div(W1u)(y,−x) then the PDE further reduces to
−div(A˜∇u˜)−W˜1 ·∇u˜= 0.
An application of Theorem 3 leads to the proof of Theorem 4 for case (b).
9. UNIQUE CONTINUATION AT INFINITY ESTIMATES
We follow the scaling approach of Bourgain and Kenig from [3] to show how Theorems 5, 6 and
7 follow from Theorems 2, 3, and 4, respectively.
9.1. The proof of Theorem 5. Let u be a solution to (9) in R2. Choose z0 ∈ R2 so that |z0|= bR.
Define uR(z) = u(z0+Rz), AR (z) = A(z0+Rz),WR (z) = RW (z0+Rz). Notice that for any r > 0,
||WR||Lq(Br(0)) =
(ˆ
Br(0)
|WR (z)|qdz
) 1
q
=
(ˆ
Br(0)
|RW (z0+Rz)|q dz
) 1
q
= R1−
2
q
(ˆ
Br(0)
|W (z0+Rz)|q d (Rz)
) 1
q1
= R1−
2
q ||W ||Lq(BrR(z0)) .
Therefore, ||WR||Lq(Bd(0)) ≤ αR
1− 2
q . As
−div [AR (z)∇uR (z)+WR (z)uR (z)]
= R2{−div [A(z0+Rz)∇u(z0+Rz)+W (z0+Rz)u(z0+Rz)]}= 0,
then uR satisfies a scaled version of (9) in Bd . By assumption (13),
||uR||L∞(Bd) = ||u||L∞(BdR(z0)) ≤ exp
[
C1 (b+d)
1− 2q R1−
2
q
]
.
Thus, if we choose Cˆ ≥C1 (b+d)1−
2
q /α , then
||uR||L∞(Bd) ≤ exp
(
CˆαR1−
2
q
)
. (76)
Note that for z˜0 :=−z0
R
, we have |z˜0|= b and then (14) implies that |uR(z˜0)|= |u(0)| ≥ 1, so that
||uR||L∞(Bb) ≥ 1. (77)
Assuming that R is sufficiently large so that 1/R is sufficiently small, we apply Theorem 2(a) to
uR with K = αR
1− 2q andC0 = Cˆ to get
||u||L∞(B1(z0)) = ||uR||L∞(B1/R(0)) ≥ (1/R)
CαR
1−2q
= exp
(
−CαR1− 2q logR
)
,
whereC depends on λ , Λ, q, and Cˆ.
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9.2. The proof of Theorem 6. Let u be a solution to (11) in R2. Choose z0 ∈R2 so that |z0|= bR
and define uR, AR andWR as above. As before, ||WR||Lq(Bd(0)) ≤ αR
1− 2
q . Since
−div [AR (z)∇uR (z)]+WR (z) ·∇uR (z)
= R2 {−div [A(z0+Rz)∇u(z0+Rz)]+W (z0+Rz) ·∇u(z0+Rz)}= 0,
then uR satisfies a scaled version of (11) in Bd .
If q> 2, then as above, (13) implies that (76) holds with Cˆ ≥C1 (b+d)1−
2
q /α and (14) implies
that (77) also holds. Assuming that R is sufficiently large, Theorem 3(a) applied to uR with K =
αR1−
2
q and C0 = Cˆ shows that
||u||L∞(B1(z0)) ≥ exp
(
−CαR1− 2q logR
)
,
whereC depends on λ , Λ, µ , q, and Cˆ.
If q = 2, then ||uR||L∞(Bd) = ||u||L∞(BdR(z0)) ≤ [(b+d)R]
m
so we take M = [(b+d)R]m. With
z˜0 :=−z0
R
, |z˜0|= b and then for R sufficiently large so that
(
b˜−b)R≥ b, we see that
||∇uR||L2(Bb˜) = ||∇u||L2(Bb˜R(z0)) ≥ ||∇u||L2(Bb) ≥ 1.
Now we apply Theorem 3(b) with K = α andM = [(b+d)R]m to get
||u||L∞(B1(z0)) = ||uR||L∞(B1/R(0)) ≥ (1/R)
C(m log[(b+d)R]+α2) ≥ exp
[
−C (logR)2
]
,
whereC depends on λ , Λ, µ , α , and m.
9.3. The proof of Theorem 7. We first consider the case where A = I and q = ∞. Let u be a
solution to −div(∇u+W1u)+W2 ·∇u+Vu = 0 in R2. Choose z0 ∈ R2 so that |z0| = R, define
uR as above, and set Wi,R (z) = RWi (z0+Rz) for i = 1,2 and VR (z) = R
2V (z0+Rz). We have
||Wi,R||L∞(B9/5(0)) ≤ αiR for i= 1,2 and ||VR||L∞(B9/5(0)) ≤ α0R
2. Since
−div [∇uR (z)+W1,R (z)uR (z)]+W2,R (z) ·∇uR (z)+VR (z)uR (z) = 0,
then uR satisfies a scaled version of the equation in B9/5. Let α = max{α1,α2,
√
α0}. As above,
(13) implies that (76) holds with Cˆ ≥ 3C1/α , d = 95 and q = ∞, while (14) implies that (77) also
holds with b= 1. Assuming that R is sufficiently large, Theorem 4(a) applied to uR with K = αR
and C0 = Cˆ shows that
||u||L∞(B1(z0)) ≥ exp(−CαR logR) ,
whereC depends on Cˆ.
For the cases where q < ∞ and W2,V ≡ 0, the reduction described in Section 8.2 allows us to
reduce to the setting described by Theorem 6 and the result is immediate.
APPENDIX A. MAXIMUM PRINCIPLE
Here we prove the maximum principle that is used in the proof of Lemma 4. In particular, we
generalize some of the standard theorems from Chapter 8 of [9] to extend to elliptic operators with
singular lower order terms. To this end, we employ roughly the same techniques, but with applica-
tions of Ho¨lder and Sobolev inequalities to accommodate for the unbounded potential functions.
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We assume that Ω ⊂ R2 is open, connected and bounded with a C1 boundary. Assume that A
satisfies (1) and (2), whileW1 ∈ Lq1 (Bd),W2 ∈ Lq2 (Bd), and V ∈ Lp (Bd) for some q1,q2 ∈ (2,∞],
p ∈ (1,∞]. Define
L
∗ :=−div(AT∇+W2)+W1 ·∇+V.
Theorem 9 (cf. Theorem 8.1 in [9]). Let u ∈W 1,2 (Ω) weakly satisfy L ∗u≤ 0 in Ω. Assume that
(5) holds. Then
sup
Ω
u≤ sup
∂Ω
u+.
Proof. Let v ∈W 1,20 (Ω) be a non-negative function for which uv ≥ 0 in Ω. Since 2pp−1 > 2, then
the Sobolev inequality implies that u,v ∈ L 2pp−1 (Ω). The Ho¨lder inequality gives that uv ∈ Lp′ (Ω).
As
2qi
qi−1 > 2 for each i, the Sobolev inequality implies that u,v ∈ L
2qi
qi−2 (Ω) and we may similarly
conclude that uv ∈ Lq′i (Ω). Note that D(uv) = Duv+ uDv. Another application of the Ho¨lder
inequality in combination with the boundary information implies uv ∈W 1,q′10 (Ω)∩W
1,q′2
0 (Ω)∩
Lp
′
(Ω), so we may use it as a test function. Since L ∗u≤ 0, it follows from the definition thatˆ
Ω
AT∇u ·∇v+W2u ·∇v+W1 ·∇uv+V uv≤ 0.
Rearranging and using (5), we see thatˆ
Ω
AT∇u ·∇v+(W1−W2) ·∇uv≤−
ˆ
Ω
V uv+W2 ·∇(uv)≤ 0.
Therefore,
ˆ
Ω
AT∇u ·∇v≤
ˆ
Ω
(W2−W1) ·∇uv≤
2
∑
i=1
||Wi||Lqi(Ω)
(ˆ
Ω
|∇uv|q′i
) 1
q′
i
.
In the case where ||W1||Lq1(Ω) = 0 and ||W2||Lq2(Ω)= 0, set l= sup
∂Ω
u+ and define v=max{u− l,0}=
(u− l)+. The conclusion is then immediate. Otherwise, choose k so that l ≤ k ≤ sup
Ω
u and set
v= (u− k)+. (If no such k exists, then we are finished.) We have that v ∈W 1,20 (Ω) and
Dv=
{
Du u> k
0 u≤ k.
It follows from the last line of inequalities that
ˆ
Ω
AT∇v ·∇v≤
2
∑
i=1
||Wi||Lqi(Ω)
(ˆ
Γ
|Dvv|q′i
) 1
q′
i
.
where Γ = suppDv ⊂ suppv. The ellipticity condition in combination with a Ho¨lder inequality
then gives that
||Dv||2L2(Ω) ≤ λ−1 ||Dv||L2(Ω)
2
∑
i=1
||Wi||Lqi (Ω) ||v||
L
2qi
qi−2 (Γ)
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or
||Dv||L2(Ω) ≤ λ−1
2
∑
i=1
||Wi||Lqi(Ω) ||v||
L
2qi
qi−2 (Γ)
.
Now we apply the Sobolev inequality with some 2∗ > max
{
2q1
q1−2 ,
2q2
q2−2
}
> 2 and the Ho¨lder in-
equality to see that
C ||v||L2∗(Ω) ≤ ||Dv||L2(Ω) ≤ λ−1 ||v||L2∗(Ω)
2
∑
i=1
||Wi||Lqi (Ω) |suppDv|
qi−2
2qi
− 1
2∗ .
In particular, with Q> 0 chosen so that max
{
|suppDv|
qi−2
2qi
− 1
2∗
}2
i=1
= |suppDv|Q,
|suppDv| ≥
(
Cλ
||W1||Lq1(Ω)+ ||W2||Lq2(Ω)
) 1
Q
.
Since this inequality is independent of k, it also holds as k tends to sup
Ω
u. This means that the
function u must attain its supremum in Ω on a set of positive measure, where at the same time
Du= 0. This contradiction implies that sup
Ω
u≤ l, as required. 
APPENDIX B. GREEN’S FUNCTIONS
The purpose of this appendix is to establish a representation formula for solutions to non-
homogeneous uniformly elliptic equations with vanishing Dirichlet boundary data. To this end,
we mimic the main technique presented in [4], which is based on the ideas in [12] and [10]. Since
we only require such results for reasonably nice, bounded domains (balls), we assume throughout
that Ω ⊂ R2 is open, bounded, and connected. Finally, we point out that the bounds given for
the Green’s functions are not sharp. As is well known, pointwise logarithmic bounds for Green’s
functions in the plane are the best possible. However, since we work using the methods of [10],
[12], and [4], and seek integrability properties for the Green’s function instead of sharp pointwise
bounds, our estimates will have power bounds.
We consider second-order, uniformly elliptic, bounded operators of divergence form with one
first order term. We use coercivity, the Caccioppoli inequality, and De Giorgi-Nash-Moser theory
to establish existence, uniqueness, and a priori estimates for the Dirichlet Green’s functions.
Notation and properties of solutions. Let Ω⊂ R2 be open, bounded, and connected. In contrast
to the main body of the article where we use the notation z = (x,y) to denote a point in R2, here
we let x,y, etc. denote points in R2.
For any x∈Ω, r> 0, we define Ωr(x) :=Ω∩Br(x) and Σr (x) := ∂Ω∩Br (x). LetC∞c (Ω) denote
the set of all infinitely differentiable functions with compact support in Ω.
For future reference, we mention that for Ω,U ⊂ R2 open and connected, the assumption
u ∈W 1,2(Ω), u= 0 onU ∩∂Ω,
is always meant in the weak sense of
u ∈W 1,2(Ω) and uξ ∈W 1,20 (Ω) for any ξ ∈C∞c (U). (B.1)
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This definition of (weakly) vanishing on the boundary is independent of the choice of U . Indeed,
suppose V is another open and connected subset of R2 such that V ∩ ∂Ω = U ∩ ∂Ω and let ξ ∈
C∞c (V ). Choose ψ ∈C∞c (U ∩V ) such that 0≤ψ ≤ 1 and ψ ≡ 1 on the support of ξ in some neigh-
borhood of the boundary. Then ξ (1−ψ) |Ω ∈C∞c (Ω), so that uξ (1−ψ)∈W 1,20 (Ω). Additionally,
ξ ψ ∈ C∞c (U), so by (B.1), uξ ψ ∈W 1,20 (Ω). Therefore, uξ = uξ ψ + uξ (1−ψ) ∈W 1,20 (Ω), as
desired.
Let A=
(
ai j
)2
i, j=1
be bounded, measurable coefficients defined on Ω. We assume that A satisfies
an ellipticity condition described by (1) and the boundedness assumption given in (2). Choose
W ∈ Lq (Ω) for some q ∈ (2,∞] so that (5) holds with qi = q. The non-homogeneous second-order
operator is
L˜=−div(A∇)+W ·∇ (B.2)
and the adjoint operator to L˜ is given by
L˜∗ =−div(AT∇+W) . (B.3)
All operators are understood in the sense of distributions on Ω. Specifically, for every u∈W 1,2 (Ω)
and v ∈C∞c (Ω), we use the naturally associated bilinear form and write the action of the functional
L˜u on v as
(L˜u,v) = B [u,v] =
ˆ
Ω
A∇u ·∇v+W ·∇uv. (B.4)
It is not hard to check that for such u,v and for the coefficients as described above, the bilinear
form above is well-defined and finite. Similarly, B∗ [·, ·] denotes the bilinear operator associated to
L˜∗, given by
(L˜∗u,v) = B∗ [u,v] =
ˆ
AT∇u ·∇v+W u ·∇v. (B.5)
Clearly,
B [v,u] = B∗ [u,v] . (B.6)
For any distribution F = ( f ,G) on Ω and u as above, we always understand L˜u = F on Ω in the
weak sense, that is, as B [u,v] = F(v) for all v ∈ C∞c (Ω). Typically f and G will be elements of
some Lp(Ω) spaces, so the action of F on v is then simply
ˆ
f v+G ·Dv. The identity L˜∗u= F is
interpreted similarly.
Remark. Assumption (2) and that W ∈ Lq (Ω), q > 2, in combination with Ho¨lder and Sobolev
inequalities imply that there exists Λ > 0 so that for every u,v ∈W 1,20 (Ω),
|B [u,v] | ≤ Λ ||u||W 1,2(Ω) ||v||W 1,2(Ω) . (B.7)
Since (5) holds, then (1) and the Poincare´ inequality implies that there exists γ > 0 so that for every
u ∈W 1,20 (Ω)
B [u,u]≥ γ ||u||2W 1,2(Ω) . (B.8)
Now we describe the important properties of solutions to either L˜u = 0 or L˜u = F that will
be employed in the constructions below. We will use the following version of Moser (boundary)
boundedness.
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Lemma 18. [4, Lemma 5.1] Let Ω ⊂ R2 be open and connected. Let u ∈W 1,2 (Ω2R) satisfy u= 0
along Σ2R. Let f ∈ Lℓ (ΩR) for some ℓ ∈ (1,∞], G ∈ Lm (ΩR) for some m ∈ (2,∞] and assume that
L˜u≤−divG+ f in ΩR weakly in the sense that for any ϕ ∈W 1,20 (ΩR) such that ϕ ≥ 0 in ΩR, we
have
B [u,ϕ]≤
ˆ
G ·∇ϕ + fϕ.
Then u+ ∈ L∞loc (ΩR) and for any r < R, s> 0,
sup
Ωr
u+ ≤ C
(R− r) 2s
∣∣∣∣u+∣∣∣∣
Ls(ΩR)
+ cs
[
R2−
2
ℓ || f ||Lℓ(ΩR)+R1−
2
m ||G||Lm(ΩR)
]
, (B.9)
where C =C
(
q,s, ℓ,m,γ,Λ, ||W ||Lq(ΩR)
)
and cs depends only on s. Note that all of the constants
are independent of R.
Remark. Because of assumption (5), the conclusion of Lemma 18 also holds for the operator L˜∗.
The following Caccioppoli inequality will be used in our constructions.
Lemma 19. [4, Lemma 4.1] If u ∈W 1,20 (Ω) is a weak solution to L˜u = 0 in Ω and ζ ∈C∞(R2),
then ˆ
|Du|2 ζ 2 ≤C
ˆ
|u|2 |Dζ |2 , (B.10)
where C is a constant that depends on γ , Λ, q, ||W ||Lq(Ω), but C is independent of the sets on which
ζ and Dζ are supported.
We also rely on a lemma regarding the Ho¨lder continuity of solutions.
Lemma 20. [4, Lemma 6.6] Let u ∈W 1,2 (B2R0) be a solution in the sense that B [u,ϕ] = 0 for any
ϕ ∈W 1,20 (BR0). Then there exists η ∈ (0,1), such that for any R≤ R0, if x,y ∈ BR/2
|u(x)−u(y)| ≤CR0
( |x− y|
R
)η ( 
BR
|u|2∗
) 1
2∗
. (B.11)
Green’s functions. This subsection resembles the work done in [12] and [4]. We use the prop-
erties of our operator as well as the properties of solutions to L˜u= F or L˜∗u= F described above
to establish existence, uniqueness, and a collection of a priori estimates for the Dirichlet Green’s
function associated to Ω⊂R2. We follow closely the arguments in [12] and [4], adapting to n= 2.
As previously mentioned, our estimates are not sharp since we do not obtain logarithmic bounds
for the Green’s functions.
First, we clarify the meaning of the Green’s function.
Definition 5. Let Ω be an open, connected, bounded subset of R2. We say that the function Γ(x,y)
defined on the set {(x,y) ∈ Ω×Ω : x 6= y} is the Green’s function of L˜ if it satisfies the following
properties:
1) Γ(·,y) is locally integrable and L˜Γ(·,y) = δyI for all y ∈ Ω in the sense that for every
φ ∈C∞c (Ω),
B [Γ(·,y) ,φ ] = φ (y) . (B.12)
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2) For all y ∈Ω and r > 0, Γ(·,y) ∈W 1,2 (Ω\Ωr (y)). In addition, Γ(·,y) vanishes on ∂Ω in
the sense that for every ζ ∈C∞c (Ω) satisfying ζ ≡ 1 on Br(y) for some r > 0, we have
(1−ζ )Γ(·,y) ∈W 1,20 (Ω\Ωr(y)) . (B.13)
3) For some ℓ0 ∈ (1,∞] and m0 ∈ (2,∞], and any f ∈ Lℓ0 (Ω), G ∈ Lm0 (Ω), the function u
given by
u(y) =
ˆ
Ω
[Γ(x,y) f (x)+DxΓ(x,y) ·G(x)]dx (B.14)
belongs to W
1,2
0 (Ω) and satisfies L˜u= f −divG in the sense that for every φ ∈C∞c (Ω),
B [u,φ ] =
ˆ
Ω
fφ +G ·Dφ . (B.15)
We say that the function Γ(x,y) is the continuous Green’s function if it satisfies the conditions
above and is also continuous.
We show here that there is at most one Green’s function. In general, we mean uniqueness in the
sense of Lebesgue, i.e. almost everywhere uniqueness. However, when we refer to the continuous
Green’s function, we mean true pointwise equivalence.
Assume that Γ and Γ˜ are Green’s functions satisfying Definition 5. Then, for all f ∈ L∞ (Ω), the
functions u and u˜ given by
u(y) =
ˆ
Ω
Γ(x,y) f (x)dx, u˜(y) =
ˆ
Ω
Γ˜(x,y) f (x)dx
satisfy
L˜∗ (u− u˜) = 0 in Ω
and u− u˜ ∈W 1,20 (Ω). By uniqueness of solutions ensured by the Lax-Milgram lemma, u− u˜ ≡ 0.
Thus, for a.e. x ∈Ω, ˆ
Ω
[
Γ(x,y)− Γ˜(x,y)
]
f (x)dx= 0, ∀ f ∈ L∞(Ω).
Therefore, Γ = Γ˜ a.e. in {x 6= y}. If we further assume that Γ and Γ˜ are continuous Green’s
functions, then we conclude that Γ ≡ Γ˜ in {x 6= y}.
Theorem 10. Let Ω be an open, connected, bounded subset of R2. Then there exists a unique con-
tinuous Green’s function Γ(x,y), defined in {x,y ∈Ω,x 6= y}, that satisfies Definition 5. We have
Γ(x,y) = Γ∗(y,x), where Γ∗ is the unique continuous Green’s function associated to L˜∗. Further-
more, Γ(x,y) satisfies the following estimates:
||Γ(·,y)||W 1,2(Ω\Ωr(y))+ ||Γ(x, ·)||W 1,2(Ω\Ωr(x)) ≤Cr−ε , ∀r > 0, (B.16)
||Γ(·,y)||Ls(Ωr(y))+ ||Γ(x, ·)||Ls(Ωr(x)) ≤Csr−ε+
2
s , ∀r > 0, ∀s ∈ [1,∞), (B.17)
||DΓ(·,y)||Ls(Ωr(y))+ ||DΓ(x, ·)||Ls(Ωr(x)) ≤Csr−1−ε+
2
s , ∀r > 0, ∀s ∈ [1,2), (B.18)
|{x ∈ Ω : |Γ(x,y)|> τ}|+ |{y ∈ Ω : |Γ(x,y)|> τ}| ≤Cτ− 2ε , ∀τ > 0, (B.19)
|{x ∈ Ω : |DxΓ(x,y)|> τ}|+
∣∣{y ∈Ω : ∣∣DyΓ(x,y)∣∣> τ}∣∣≤Cτ− 21+ε , ∀τ > 0, (B.20)
|Γ(x,y)| ≤C|x− y|−ε ∀x 6= y, (B.21)
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where in each case, ε > 0 is some arbitrarily small number that may vary from line to line. More-
over, each constant depends on γ , Λ, ε , and the constants from (B.9) and (B.10), and each Cs
depends additionally on s. Moreover, for any 0< R≤ R0,
|Γ(x,y)−Γ(z,y)| ≤CR0C
( |x− z|
R
)η
R−ε , (B.22)
whenever |x− z|< R
2
and
|Γ(x,y)−Γ(x,z)| ≤CR0C
( |y− z|
R
)η
R−ε , (B.23)
whenever |y− z|< R
2
, where CR0 and η = η(R0) are the same as in (B.11).
Proof of Theorem 10. Let u ∈W 1,20 (Ω). Fix y ∈ Ω, ρ > 0, and consider the linear functional
u 7→
 
Bρ (y)
u.
By the Ho¨lder inequality and Sobolev embedding with 2∗ ∈ (2,∞),∣∣∣∣∣
 
Bρ (y)
u
∣∣∣∣∣≤ 1∣∣Bρ (y)∣∣
ˆ
Bρ (y)
|u| ≤ ∣∣Bρ (y)∣∣− 12∗ (ˆ
Ω
|u|2∗
) 1
2∗
≤ c ∣∣Bρ (y)∣∣− 12∗ (ˆ
Ω
|Du|2
) 1
2
≤Cρ− 22∗ ||u||W 1,2(Ω) . (B.24)
Therefore, the functional is bounded onW
1,2
0 (Ω), and by the Lax-Milgram theorem there exists a
unique Γρ = Γ
ρ
y = Γ
ρ (·,y) ∈W 1,20 (Ω) satisfying
B[Γρ ,u] =
 
Bρ (y)
u=
1∣∣Bρ(y)∣∣
ˆ
Bρ (y)
u, ∀u ∈W 1,20 (Ω) . (B.25)
By the coercivity of A given by (B.8) along with (B.24), we obtain,
γ ||Γρ ||2W 1,2(Ω) ≤ B [Γρ ,Γρ ] =
∣∣∣∣∣
 
Bρ(y)
Γρ
∣∣∣∣∣≤Cρ− 22∗ ||Γρ ||W 1,2(Ω)
so that for any ε ∈ (0,1),
||DΓρ ||L2(Ω) ≤Cρ−ε . (B.26)
For some ℓ0 ∈ (1,∞] and m0 ∈ (2,∞], let f ∈ Lℓ0 (Ω) and G ∈ Lm0 (Ω). For any ℓ ∈ (1, ℓ0] and
any m ∈ (1,m0], it is clear that that f ∈ Lℓ (Ω) and G ∈ Lm (Ω) since Ω is bounded. Consider the
linear functionals
W
1,2
0 (Ω) ∋ w 7→
ˆ
Ω
f w
W
1,2
0 (Ω) ∋ w 7→
ˆ
Ω
G ·Dw.
The first functional is bounded onW
1,2
0 (Ω) since for every w ∈W 1,20 (Ω) and every ℓ ∈ (1, ℓ0],∣∣∣∣ˆ
Ω
f w
∣∣∣∣≤ || f ||Lℓ(Ω) ||w||L2∗(Ω) |supp f |1− 12∗− 1ℓ ≤ c || f ||Lℓ(Ω) |supp f |1− 12∗− 1ℓ ||Dw||L2(Ω) , (B.27)
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where we have again used Sobolev embedding with some 2∗ ∈ (2,∞). Similarly, we see that the
second functional is also bounded onW
1,2
0 (Ω) since for every m ∈ (2,m0]∣∣∣∣ˆ
Ω
G ·Dw
∣∣∣∣≤ ||G||Lm(Ω) |suppG| 12− 1m ||Dw||L2(Ω) . (B.28)
Once again, by Lax-Milgram, we obtain u1,u2 ∈W 1,20 (Ω) such that
B∗ [u1,w] =
ˆ
Ω
f w, ∀w ∈W 1,20 (Ω) (B.29)
and
B∗ [u2,w] =
ˆ
Ω
G ·Dw, ∀w ∈W 1,20 (Ω) . (B.30)
Set w= u1 in (B.29) and use the coercivity assumption, (B.8), for B
∗ along with (B.27) to get
||Du1||L2(Ω) ≤C || f ||Lℓ(Ω) |supp f |1−
1
2∗− 1ℓ . (B.31)
With w= u2 in (B.30), we similarly obtain from (B.28) that
||Du2||L2(Ω) ≤C ||G||Lm(Ω) |suppG|
1
2− 1m . (B.32)
Also, if we take w= Γρ in (B.29) and (B.30), we getˆ
Ω
f Γρ = B∗[u1,Γρ ] = B[Γρ ,u1] =
 
Bρ(y)
u1, (B.33)
and ˆ
Ω
G ·DΓρ = B∗[u2,Γρ ] = B[Γρ ,u2] =
 
Bρ (y)
u2. (B.34)
In particular, with u := u1+u2, we see thatˆ
Ω
f Γρ +G ·DΓρ =
 
Bρ(y)
u. (B.35)
Now assume that f and G are supported in Ωr(y), for some r > 0. Let u1,u2 be as in (B.29),
(B.30), respectively. Since u1,u2 ∈W 1,20 (Ω), then u1,u2 ∈W 1,2 (Ω2r) and u1,u2 = 0 on Σ2r so that
Lemma 18 is applicable. Then, by (B.9) with some s= 2∗ ∈ (2,∞)
||u1||2L∞(Ωr/2(y)) ≤C
(
r−
4
2∗ ||u1||2L2∗ (Ωr(y))+ r
4− 4ℓ || f ||2Lℓ(Ωr(y))
)
and
||u2||2L∞(Ωr/2(y)) ≤C
(
r−
4
2∗ ||u2||2L2∗ (Ωr(y))+ r
2− 4
m ||G||2Lm(Ωr(y))
)
.
By Sobolev embedding and (B.31) with supp f ⊂ Ωr (y),
||u1||2L2∗(Ωr(y)) ≤ ||u1||
2
L2
∗
(Ω) ≤C ||Du1||2L2(Ω) ≤C || f ||2Lℓ(Ω) |Ωr (y)|2−
2
2∗− 2ℓ ≤Cr4− 42∗− 4ℓ || f ||2Lℓ(Ω) .
Combining the previous two inequalities for u1, we see that
||u1||2L∞(Ωr/2(y)) ≤C
(
1+ r−
8
2∗
)
r4−
4
ℓ || f ||2Lℓ(Ωr(y)) .
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For any ℓ ∈ (1, ℓ0], choose 2∗ ∈ (2,∞) so that 22∗ < 1− 1ℓ . Since Ω is bounded, then so too is r, and
we have
||u1||L∞(Ωr/2(y)) ≤Cr
2− 2ℓ− 42∗ || f ||Lℓ(Ω) =Cr2−
2
ℓ− 42∗ || f ||Lℓ(Ωr(y)) . (B.36)
Mimicking the argument with u2, G and (B.32), we see that
||u2||2L∞(Ωr/2(y)) ≤C
(
1+ r−
4
2∗
)
r2−
4
m ||G||2Lm(Ωr(y)) .
Now for any m ∈ (2,m0], choose 2∗ ∈ (2,∞) so that 22∗ < 1− 2m and we conclude that
||u2||L∞(Ωr/2(y)) ≤Cr
1− 2m− 22∗ ||G||Lm(Ω) =Cr1−
2
m− 22∗ ||G||Lm(Ωr(y)) . (B.37)
By (B.33) and (B.36), if ρ ≤ r/2, we have that for every ℓ ∈ (1, ℓ0],∣∣∣∣∣
ˆ
Ωr(y)
f Γρ
∣∣∣∣∣=
∣∣∣∣ˆ
Ω
f Γρ
∣∣∣∣≤  
Bρ (y)
|u1| ≤ ||u1||L∞(Bρ (y)) ≤ ||u1||L∞(Ωr/2(y)) ≤Cr
2− 2ℓ− 42∗ || f ||Lℓ(Ωr(y)) .
By duality, since we can take ℓ0 = ∞, this implies that for r > 0,
||Γρ ||Ls(Ωr(y)) ≤Cr
2
s
−ε , for all ρ ≤ r
2
, ∀s ∈ [1,∞) . (B.38)
We similarly conclude that
||DΓρ ||Ls(Ωr(y)) ≤Cr
2
s
−1−ε , for all ρ ≤ r
2
, ∀s ∈ [1,2) . (B.39)
Note that in both cases, ε ∈ (0,1) is chosen so that the power on r is positive.
Fix x 6= y and set r := 4
3
|x− y|. For ρ ≤ r/2, Γρ is a weak solution to L˜Γρ = 0 in Ωr/4(x).
Moreover, since Γρ ∈W 1,20 (Ω), then Γρ ∈W 1,2
(
Ωr/2 (x)
)
and Γρ = 0 on Σr/2 (x), so we may use
Lemma 18. Thus, applying (B.9) and (B.38) with s= 1, we get for a.e. x ∈Ω as above,
|Γρ(x)| ≤Cr−2 ||Γρ ||
L1(Ωr/4(x))
≤Cr−2 ||Γρ ||L1(Ωr(y)) ≤Cr−ε ≈ |x− y|−ε . (B.40)
Now, for any r > 0 and ρ ≤ r/2, let ζ be a cut-off function such that
ζ ∈C∞(Rn), 0≤ ζ ≤ 1, ζ ≡ 1 outside Br(y), ζ ≡ 0 in Br/2(y), and |Dζ | ≤C/r. (B.41)
Then the Caccioppoli inequality of Lemma 19 implies thatˆ
Ω
ζ 2 |DΓρ |2 ≤C
ˆ
Ω
|Dζ |2 |Γρ |2 ≤Cr−2
ˆ
Ωr(y)\Ωr/2(y)
|Γρ |2 , ∀ρ ≤ r
2
. (B.42)
Combining (B.42) and (B.40), we have for all r > 0 and ζ as above,ˆ
Ω
|D(ζ Γρ)|2 ≤ 2
ˆ
Ω
ζ 2 |DΓρ |2+2
ˆ
Ω
|Dζ |2 |Γρ |2
≤Cr−2
ˆ
Ωr(y)\Ωr/2(y)
|Γρ |2 ≤Cr−2ε , ∀ρ ≤ r
2
.
(B.43)
It follows from Sobolev embedding with arbitrary 2∗ ∈ (2,∞) and (B.43) that for r > 0,
ˆ
Ω\Ωr(y)
|Γρ |2∗ ≤
ˆ
Ω
|ζ Γρ |2∗ ≤ c
(ˆ
Ω
|D(ζ Γρ)|2
) 2∗
2
≤Cr−2∗ε , ∀ρ ≤ r
2
.
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On the other hand, if ρ > r
2
, then (B.26) implies that
ˆ
Ω\Ωr(y)
|Γρ |2∗ ≤
ˆ
Ω
|Γρ |2∗ ≤ c
(ˆ
Ω
|DΓρ |2
) 2∗
2
≤Cr−2∗ε .
Therefore, combining the previous two results, we have that for any ε ∈ (0,1)
ˆ
Ω\Ωr(y)
|Γρ |2∗ ≤Cr−2∗ε , ∀r,ρ > 0. (B.44)
For any ε ∈ (0,1), 2∗ ∈ (2,∞), fix τ > 0. Let Aτ = {x ∈ Ω : |Γρ |> τ} and set r= τ−
2∗
2+2∗ε . Then,
using (B.44), we see that if ρ > 0,
|Aτ \Ωr(y)| ≤ τ−2∗
ˆ
Aτ\Ωr(y)
|Γρ |2∗ ≤Cτ−2∗r−2∗ε =Cτ− 2
∗2
2+2∗ε .
Since |Aτ ∩Ωr(y)| ≤ |Ωr(y)| ≤Cr2 =Cτ−
2∗2
2+2∗ε , we have
|{x ∈ Ω : |Γρ(x)|> τ}| ≤Cτ− 2
∗2
2+2∗ε ∀ρ > 0. (B.45)
Fix r > 0 and let ζ be as in (B.41). Then (B.43) givesˆ
Ω\Ωr(y)
|DΓρ |2 ≤Cr−2ε , ∀r > 0, ∀ρ ≤ r
2
.
Now, if ρ > r
2
, we have from (B.26) that
ˆ
Ω\Ωr(y)
|DΓρ |2 ≤
ˆ
Ω
|DΓρ |2 ≤Cρ−2ε ≤Cr−2ε .
Combining the previous two results yieldsˆ
Ω\Ωr(y)
|DΓρ |2 ≤Cr−2ε , ∀r,ρ > 0. (B.46)
Fix τ > 0. Let Aτ = {x ∈Ω : |DΓρ |> τ} and set r = τ−
1
1+ε . Then, using (B.46), we see that if
ρ > 0,
|Aτ \Ωr(y)| ≤ τ−2
ˆ
Aτ\Ωr(y)
|DΓρ |2 ≤Cτ−2r−2ε =Cτ− 21+ε .
Since |Aτ ∩Ωr(y)| ≤Cr2 =Cτ−
2
1+ε , then
|{x ∈ Ω : |DΓρ(x)|> τ}| ≤Cτ− 21+ε ∀ρ > 0. (B.47)
For any σ > 0 and s> 0, we haveˆ
Ωr(y)
|DΓρ |s ≤ σ s |Ωr(y)|+
ˆ
{|DΓρ |>σ}
|DΓρ |s .
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By (B.47), for s ∈ (0, 2
1+ε
)
and ρ > 0,ˆ
{|DΓρ |>σ}
|DΓρ |s =
ˆ ∞
0
sτs−1 |{|DΓρ |>max{τ,σ}}|dτ
≤Cσ− 21+ε
ˆ σ
0
sτs−1dτ +C
ˆ ∞
σ
sτs−1−
2
1+ε dτ =C
(
1− s
s− 2
1+ε
)
σ s−
2
1+ε .
Therefore, taking σ = r−(1+ε), we conclude thatˆ
Ωr(y)
|DΓρ |s ≤Csr−s(1+ε)+2, ∀r,ρ > 0, ∀s ∈
(
0, 2
1+ε
)
. (B.48)
Now we repeat the process for Γρ , using (B.45) in place of (B.47). For any σ > 0 and s> 0, we
have ˆ
Ωr(y)
|Γρ |s ≤ σ s |Ωr(y)|+
ˆ
{|Γρ |>σ}
|Γρ |s .
By (B.45), for s ∈
(
0, 2
∗2
2+2∗ε
)
and ρ > 0,
ˆ
{|Γρ |>σ}
|Γρ |s =
ˆ ∞
0
sτs−1 |{|Γρ |>max{τ,σ}}|dτ
≤Cσ− 2
∗2
2+2∗ε
ˆ σ
0
sτs−1 dτ +C
ˆ ∞
σ
sτs−1−
2∗2
2+2∗ε dτ
=C
(
1− s
s− 2∗2
2+2∗ε
)
σ s−
2∗2
2+2∗ε .
Taking σ = r−
2+2∗ε
2∗ , we conclude thatˆ
Ωr(y)
|Γρ |s ≤Csr−s 2+2
∗ε
2∗ +2, ∀r,ρ > 0, ∀s ∈
(
0, 2
∗2
2+2∗ε
)
. (B.49)
Fix s∈ [1,2) and s˜∈ [1,∞). There exists ε ∈ (0,1) and 2∗ ∈ (2,∞) so that s< 2
1+ε and s˜<
2∗2
2+2∗ε .
It follows from (B.48) and (B.49) that for any r > 0
||Γρ ||W 1,s(Ωr(y)) ≤C (r) and ||Γρ ||Ls˜(Ωr(y)) ≤C (r) uniformly in ρ . (B.50)
Therefore, (using diagonalization) we can show that there exists a sequence
{
ρµ
}∞
µ=1
tending to 0
and a function Γ = Γy = Γ(·,y) such that
Γρµ ⇀ Γ inW 1,s (Ωr (y)) and in L
s˜ (Ωr (y)) , for all r > 0. (B.51)
Furthermore, for fixed r0 < r, (B.44) and (B.46) and that Ω is bounded imply uniform bounds
on Γρµ in W 1,2 (Ω\Ωr0 (y)) for small ρµ . Thus, there exists a subsequence of
{
ρµ
}
(which we
will not rename) and a function Γ˜ = Γ˜y = Γ˜(·,y) such that
Γρµ ⇀ Γ˜ inW 1,2 (Ω\Ωr0 (y)) .
Since Γ≡ Γ˜ on Ωr (y)\Ωr0 (y), we can extend Γ to the entire Ω by setting Γ = Γ˜ on Ω\Ωr (y). For
ease of notation, we call the extended function Γ. Applying the diagonalization process again, we
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conclude that there exists a sequence ρµ → 0 and a function Γ on Ω such that for every s ∈ [1,2)
and s˜ ∈ [1,∞),
Γρµ ⇀ Γ inW 1,s (Ωr (y)) and in L
s˜ (Ωr (y)) , (B.52)
and
Γρµ ⇀ Γ inW 1,2 (Ω\Ωr0 (y)) , (B.53)
for all 0< r0 < r.
Let φ ∈ C∞c (Ω) and r > 0. Choose η ∈ C∞c (Br (y)) to be a cutoff function so that η ≡ 1 in
Br/2 (y). We write φ = ηφ +(1−η)φ . By (B.25) and the definition of B,
lim
µ→∞
 
Bρµ (y)
ηφ = lim
µ→∞B[Γ
ρµ
y ,ηφ ] = lim
µ→∞
ˆ
Ω
A∇Γ
ρµ
y ·∇(ηφ)+W ·∇Γρµy ηφ .
Note that ηφ and D(ηφ) belong to C∞c (Ωr (y)). From this and the boundedness of A given by
(2), it follows that there exists a s′ > 2 such that each ai jDi (ηφ) belongs to Ls
′
(Ωr (y)). Since
W ∈ Lq (Ω) for some q ∈ (2,∞], thenW ηφ ∈ Lq (Ωr (y)). Therefore, by (B.52),
lim
µ→∞
 
Bρµ (y)
ηφ =
ˆ
Ω
A∇Γy ·∇(ηφ)+W ·∇Γyηφ = B[Γy,ηφ ]. (B.54)
Another application of (B.25) shows that
lim
µ→∞
 
Bρµ (y)
(1−η)φ = lim
µ→∞
ˆ
Ω
A∇Γ
ρµ
y ·∇ [(1−η)φ ]+W ·∇Γρµy (1−η)φ .
Since φ ∈C∞c (Ω) and η ∈C∞c (Br (y)), then (1−η)φ andD [(1−η)φ ] belong toC∞c (Ω\Br/2 (y)).
In combinationwith (2), this implies that each ai jDi [(1−η)φ ] belongs to L2
(
Ω\Br/2 (y)
)
. Ho¨lder’s
inequality and that Ω is bounded implies that W (1−η)φ belongs to L2 (Ω\Br/2 (y)) as well.
Therefore, it follows from (B.53) that
lim
µ→∞
 
Bρµ (y)
(1−η)φ =
ˆ
Ω
A∇Γy ·∇ [(1−η)φ ]+W ·∇Γy (1−η)φ = B[Γy,(1−η)φ ]. (B.55)
Upon combining (B.54) and (B.55), we see that for any φ ∈C∞c (Ω),
φ (y) = lim
µ→∞
 
Bρµ (y)
φ = lim
µ→∞
 
Bρµ (y)
ηφ + lim
µ→∞
 
Bρµ (y)
(1−η)φ
= B[Γy,ηφ ]+B[Γy,(1−η)φ ] = B[Γy,φ ].
That is, for any φ ∈C∞c (Ω),
B [Γy,φ ] = φ (y)
and Γ satisfies property (B.12) in the definition of the Green’s function.
As before, for ℓ0 ∈ (1,∞] and m0 ∈ (2,∞], we take f ∈ Lℓ0 (Ω), G ∈ Lm0 (Ω) and let u1,u2 ∈
W
1,2
0 (Ω) be the unique weak solutions to L˜
∗u1 = f and L˜∗u2 = −divG. That is, u1 and u2 ∈
W
1,2
0 (Ω) satisfy (B.29) and (B.30), respectively, so that with u := u1+u2,
B∗ [u,w] =
ˆ
Ω
w f +Dw ·G, ∀w ∈W 1,20 (Ω) .
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Then for a.e. y ∈ Ω,
u(y) = lim
µ→∞
 
Bρµ (y)
u= lim
µ→∞B
[
Γ
ρµ
y ,u
]
= lim
µ→∞B
∗
[
u,Γ
ρµ
y
]
= lim
µ→∞
ˆ
Ω
Γρµ f +DΓρµ ·G (B.56)
where we have used (B.33) - (B.35).
Let η ∈C∞c (Br (y)) be as defined in the previous paragraph. Then η f ∈ Lℓ0 (Br (y)). Since Ω
is bounded, then f ∈ Lℓ (Ω) for some ℓ ∈ (1,2) and it follows that (1−η) f ∈ Lℓ (Ω\Br/2 (y)).
Equation (B.53) in combination with a Sobolev inequality implies that for all 0< r0 < r,
Γρµ ⇀ Γ in Lℓ
′
(Ω\Ωr0 (y)) ,
where ℓ′ ∈ (2,∞) denotes the Ho¨lder conjugate to ℓ. Consequently, using the property above and
(B.52) with s˜= ℓ′0 shows that
lim
µ→∞
ˆ
Ω
Γρµ f = lim
µ→∞
ˆ
Br(y)
Γρµ η f + lim
µ→∞
ˆ
Ω\Br/2(y)
Γρµ (1−η) f
=
ˆ
Br(y)
Γη f +
ˆ
Ω\Br/2(y)
Γ(1−η) f =
ˆ
Ω
Γ f .
Since m0 > 2, then m
′
0 ∈ (1,2) and then according to (B.52) we can pair ηG with DΓρµ in Br (y)
and take the limit. As Ω is bounded, then G ∈ L2 (Ω) so that (1−η)G ∈ L2 (Ω\Br/2 (y)). With
the aid of (B.52) with s= m′0 and (B.53), we see that
lim
µ→∞
ˆ
Ω
DΓρµ ·G= lim
µ→∞
ˆ
Br(y)
DΓρµ ·ηG+ lim
µ→∞
ˆ
Ω\Br/2(y)
DΓρµ · (1−η)G
=
ˆ
Br(y)
DΓ ·ηG+
ˆ
Ω\Br/2(y)
DΓ · (1−η)G=
ˆ
Ω
DΓ ·G.
Combining the last two equations with (B.56) gives (B.14). Property (B.15) follows as well.
The first part of each of the estimates (B.12)–(B.16) follow almost directly by passage to the
limit and recalling that we use the notation Γ = Γy = Γ(·,y). Indeed, for any r > 0 and any
g ∈ L∞ (Ωr (y)), (B.49) implies that for any s ∈ [1,∞)∣∣∣∣ˆ
Ω
Γg
∣∣∣∣= limµ→∞
∣∣∣∣ˆ
Ω
Γρµg
∣∣∣∣≤Csr−ε+ 2s ||g||Ls′(Ωr(y)) ,
where ε > 0 is arbitrarily small and s′ is the Ho¨lder conjugate exponent of s. By duality, we obtain
that for every s ∈ [1,∞) and r > 0,
||Γ(·,y)||Ls(Ωr(y)) ≤Csr−ε+
2
s ,
that is, the first part of (B.17) holds. A similar argument using (B.48), (B.44) and (B.46) yields the
first parts of (B.18) and (B.16), respectively. Now, as in the proofs of (B.45) and (B.47), the first
part of (B.16) gives the first parts of (B.19) and (B.20).
Passing to the proof of (B.21), fix x 6= y. For a.e. x ∈ Ω, the Lebesgue differentiation theorem
implies that
Γ(x) = lim
δ→0+
 
Ωδ (x)
Γ = lim
δ→0+
1
|Ωδ |
ˆ
Γ χΩδ (x),
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where χ denotes an indicator function. Assuming as we may that 2δ ≤min{dx, |x− y|}, it follows
that χΩδ (x) = χBδ (x) ∈ L2
∗
(Ω\Ωδ (y)) for any 2∗ ∈ (2,∞), where dx = dist(x,∂Ω). Therefore,
(B.52) implies that
1
|Bδ |
ˆ
Γ χBδ (x) = limµ→∞
1
|Bδ |
ˆ
Γρµ χBδ (x) = limµ→∞
 
Bδ (x)
Γρµ .
If ρµ ≤ 13 |x− y|, ρµ < dy, then (B.40) implies that for a.e. z ∈ Bδ (x)
|Γρµ (z)| ≤C |z− y|−ε ,
whereC is independent of ρµ . Since |z− y|> 12 |x− y| for every z ∈ Bδ (x)⊂ B|x−y|/2 (x), then
||Γρµ ||L∞(Bδ (x)) ≤C |x− y|
−ε .
By combining with the observations above, we see that for a.e. x ∈ Ω,
Γ(x,y) = lim
δ→0+
1
|Ωδ |
ˆ
Γ χΩδ (x) = limδ→0+
lim
µ→∞
 
Bδ (x)
Γρµ ≤ lim
δ→0+
lim
µ→∞C |x− y|
−ε =C |x− y|−ε ,
which is (B.21).
Now we have to prove that Γ(·,y) = 0 on ∂Ω in the sense that for all ζ ∈C∞c (Ω) satisfying ζ ≡ 1
on Br(y) for some r > 0, equation (B.13) holds. By Mazur’s lemma, W
1,2
0 (Ω) is weakly closed
inW 1,2 (Ω). Therefore, since (1−ζ )Γρµ = Γρµ −ζ Γρµ ∈W 1,20 (Ω) for all ρµ > 0, it suffices for
(B.13) to show that
(1−ζ )Γρµ ⇀ (1−ζ )Γ inW 1,2 (Ω) . (B.57)
Since (1−ζ )≡ 0 on Br(y), the result (B.57) follows from (B.53). Indeed,ˆ
Ω
(1−ζ )Γ(·,y)φ =
ˆ
Ω
Γ(·,y)(1−ζ )φ = lim
µ→∞
ˆ
Ω
Γρµ (·,y)(1−ζ )φ
= lim
µ→∞
ˆ
Ω
(1−ζ )Γρµ (·,y)φ , ∀φ ∈ L2 (Ω) , and
ˆ
Ω
D [(1−ζ )Γ(·,y)] ·ψ =−
ˆ
Ω
Γ(·,y)Dζ ·ψ +
ˆ
Ω
DΓ(·,y) · (1−ζ )ψ
=− lim
µ→∞
ˆ
Ω
Γρµ (·,y)Dζ ·ψ + lim
µ→∞
ˆ
Ω
DΓρµ (·,y) · (1−ζ )ψ
= lim
µ→∞
ˆ
Ω
D [(1−ζ )Γρµ (·,y)] ·ψ, ∀ψ ∈ L2 (Ω)2 ,
so that (B.13) holds. Since Γ(x,y) satisfies (B.12) – (B.15), it is the unique Green’s function
associated to L˜.
Fix x, y ∈ Ω and 0 < R ≤ R0 < |x− y|. Then L˜Γ(·,y) = 0 on BR0 (x). Therefore, by Ho¨lder
continuity of solutions described by (B.11) and the pointwise bound (B.21), whenever |x− z| < R
2
we have
|Γ(x,y)−Γ(z,y)| ≤CR0
( |x− z|
R
)η
C ||Γ(·,y)||L∞(BR(x)) ≤CR0C
( |x− z|
R
)η
R−ε .
This is the Ho¨lder continuity of Γ(·,y) described by (B.22).
Using the pointwise bound on Γρ in place of those for Γ, a similar statement holds for Γρ with
ρ ≤ 3
8
|x− y|, and it follows that for any compact set K ⋐ Ω \ {y}, the sequence {Γρµ (·,y)}∞µ=1
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is equicontinuous on K. Furthermore, for any such K ⋐ Ω \ {y}, there are constants CK < ∞ and
ρK > 0 such that for all ρ < ρK ,
||Γρ (·,y)||L∞(K) ≤CK.
Passing to a subsequence if necessary, we have that for any such compact K ⋐Ω\{y},
Γρµ (·,y)→ Γ(·,y) (B.58)
uniformly on K.
We now aim to show
Γ(x,y) = Γ∗ (y,x) ,
where Γ∗ is the Green’s function associated to L˜∗. Let Γ̂σ = Γ̂σx = Γ̂σ (x, ·) denote the averaged
function associated to L˜∗ at the point x ∈Ω. That is, we follow the procedure from above that was
used to construct Γ
ρ
y , except that we work with the adjoint operator L˜
∗ and consider the function in
terms of the variable y centred at the point x ∈ Ω. The resulting function is Γ̂σ .
By the same arguments used for Γρ , we obtain a sequence {σν}∞ν=1, σν → 0, such that Γ̂σν (·,x)=
Γ̂σνx converges to Γ
∗ (·,x) uniformly on compact subsets of Ω \ {x}, where Γ∗ (·,x) is a Green’s
function for L˜∗ that satisfies the properties analogous to those for Γ(·,y). In particular, Γ∗ (·,x) is
Ho¨lder continuous.
By (B.25), for ρµ and σν sufficiently small, 
Bρµ (y)
Γ̂σν (·,x) = B
[
Γ
ρµ
y , Γ̂
σν
x
]
= B∗
[
Γ̂σνx ,Γ
ρµ
y
]
=
 
Bσν (x)
Γρµ (·,y). (B.59)
Define
gµν :=
 
Bρµ (y)
Γ̂σν (·,x) =
 
Bσν (x)
Γρµ (·,y) .
By continuity of Γρµ (·,y), it follows that for any x 6= y ∈Ω,
lim
ν→∞gµν = limν→∞
 
Bρµ (y)
Γ̂σν (·,x) = Γρµ (x,y) ,
so that by (B.58),
lim
µ→∞ limν→∞gµν = limµ→∞Γ
ρµ (x,y) = Γ(x,y) .
But by weak convergence inW 1,s (Br (y)), i.e., (B.52),
lim
ν→∞gµν = limν→∞
 
Bρµ (y)
Γ̂σν (·,x) =
 
Bρµ (y)
Γ∗ (·,x) ,
and it follows then by continuity of Γ∗ (·,x) that
lim
µ→∞ limν→∞gµν = limµ→∞
 
Bρµ (y)
Γ∗ (·,x) = Γ∗ (y,x) .
Therefore, for all x 6= y,
Γ(x,y) = Γ∗ (y,x) . (B.60)
Consequently, all the estimates which hold for Γ(·,y) hold analogously for Γ(x, ·) and the proof is
complete. 
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Remark. We have seen that there is a subsequence
{
ρµ
}∞
µ=1
, ρµ → 0, such that Γρµ (x,y) →
Γ(x,y) for all x ∈ Ω\{y}. In fact, a stronger result can be proved. By (B.59),
Γρ (x,y) = lim
ν→∞
 
Bσν (x)
Γρ (·,y) = lim
ν→∞
 
Bρ (y)
Γ̂σν (·,x) =
 
Bρ (y)
Γ∗ (·,x) .
By (B.60), this gives
Γρ (x,y) =
 
Bρ (y)
Γ(x,z)dz.
By continuity, for all x 6= y,
lim
ρ→0
Γρ (x,y) = Γ(x,y) .
REFERENCES
[1] ALESSANDRINI, G., AND ESCAURIAZA, L. Null-controllability of one-dimensional para-
bolic equations. ESAIM Control Optim. Calc. Var. 14, 2 (2008), 284–293.
[2] BOJARSKI, B. V. Generalized solutions of a system of differential equations of the first order
and elliptic type with discontinuous coefficients, vol. 118 of Report. University of Jyva¨skyla¨
Department of Mathematics and Statistics. University of Jyva¨skyla¨, Jyva¨skyla¨, 2009. Trans-
lated from the 1957 Russian original, With a foreword by Eero Saksman.
[3] BOURGAIN, J., AND KENIG, C. E. On localization in the continuous Anderson-Bernoulli
model in higher dimension. Invent. Math. 161, 2 (2005), 389–426.
[4] DAVEY, B., HILL, J., AND MAYBORODA, S. Fundamental matrices and Green matrices for
non-homogeneous elliptic systems. arXiv:1610.08064, to appear in Publ. Mat., 2016.
[5] DAVEY, B., KENIG, C., AND WANG, J.-N. The Landis conjecture for variable coefficient
second-order elliptic PDEs. Trans. Amer. Math. Soc. 369, 11 (2017), 8209–8237.
[6] DAVEY, B., AND ZHU, J. Quantitative uniqueness of solutions to second order elliptic equa-
tions with singular lower order terms. arXiv:1702.04742, 2017.
[7] DAVEY, B., AND ZHU, J. Quantitative uniqueness of solutions to second order elliptic equa-
tions with singular potentials in two dimensions. arXiv:1704.00632, 2017.
[8] GIAQUINTA, M. Multiple integrals in the calculus of variations and nonlinear elliptic sys-
tems, vol. 105 of Annals of Mathematics Studies. Princeton University Press, Princeton, NJ,
1983.
[9] GILBARG, D., AND TRUDINGER, N. S. Elliptic partial differential equations of second
order. Classics in Mathematics. Springer-Verlag, Berlin, 2001. Reprint of the 1998 edition.
[10] GRU¨TER, M., AND WIDMAN, K.-O. The Green function for uniformly elliptic equations.
Manuscripta Math. 37, 3 (1982), 303–342.
[11] HAN, Q., AND LIN, F. Elliptic partial differential equations, second ed., vol. 1 of Courant
Lecture Notes in Mathematics. Courant Institute of Mathematical Sciences, New York, 2011.
[12] HOFMANN, S., AND KIM, S. The Green function estimates for strongly elliptic systems of
second order. Manuscripta Math. 124, 2 (2007), 139–172.
[13] KENIG, C., SILVESTRE, L., AND WANG, J.-N. On Landis’ Conjecture in the Plane. Comm.
Partial Differential Equations 40, 4 (2015), 766–789.
[14] KENIG, C., AND WANG, J.-N. Quantitative uniqueness estimates for second order elliptic
equations with unbounded drift. Math. Res. Lett. 22, 4 (2015), 1159–1175.
51
[15] KENIG, C. E., AND NADIRASHVILI, N. A counterexample in unique continuation. Math.
Res. Lett. 7, 5-6 (2000), 625–630.
[16] KENIG, C. E., AND NI, W.-M. On the elliptic equation Lu−k+K exp[2u] = 0. Ann. Scuola
Norm. Sup. Pisa Cl. Sci. (4) 12, 2 (1985), 191–224.
[17] MEYERS, N. G. An Lp-estimate for the gradient of solutions of second order elliptic diver-
gence equations. Ann. Scuola Norm. Sup. Pisa (3) 17 (1963), 189–206.
52
