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Introduction
In recent years, Rosenlicht [22] gave new life to the study of the order of infinity
of real function through the use of the Hardy fields, which he called “the natural
domain of asymptotic analysis”.
Through them he obtained several approximation results for solutions of dif-
ferential equation, particularly regarding the growth of such functions.
Aschenbrenner and van den Dries introduced H-fields in [1], as an algebraic
counterpart to Hardy fields . Notable examples of H-fields are fields of formal
power series, formal Laurent series in particular, and the many fields of transseries
defined in [19], [10], [11] and [16]; in particular E´calle’s transseries have been
used to give a constructive proof of Dulac’s conjecture.
These transseries fields have been introduced in effort to build a domain for
ordered and asymptotic analysis in which the most common operations (deriva-
tion, exponentiation, integration, taking solutions of ordinary differential equa-
tions, taking infinite sums) could be carried out without escaping the domain.
This quest for a universal domain led to consider the field of surreal numbers
No, defined by Conway in [7]. It is an elementary extension of the theory of
ordered fields, and it is universal as an ordered field: every ordered field embeds
into it. Hence, one might expect it to be the correct candidate as a universal H-
field.
In fact, in [5] Berarducci and Mantova equipped the class of surreal numbers
No, defined by Conway in [7] with a derivation compatible both with the order
and field operations: in short, they proved it has an H-field structure. Aschen-
brenner, van den Dries and van der Hoeven then proved that No, equipped with
this derivation, has a universality property: every H-field with constant field R and
small derivation, and in particular every Hardy field, embeds into No.
However, in [5] it is also proven that the derivation on No is compatible with
the exponential function defined by Gonshor in [13]: it is what we call an expo-
nential H-field (see 3.1); moreover No is not the only field combining differential
and exponential structure: many H-fields, and most notably the transseries fields,
also come equipped with an exponential function compatible with their derivation.
By work of van den Dries and Ehrlich (see [4]), (No, exp) is an elementary
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extension of the theory of the ordered field of real numbers expanded by the ex-
ponential function, and it is universal among models of such theory.
Hence, we have that every H-field equipped with an exponential can be em-
bedded into No both as an H-field and as an exponential field, however it is not
known if an exponential H-field can be embedded into No while respecting the
exponential and the differential structure simultaneously.
The aim of our thesis is to try and bridge this gap. After proposing an ax-
iomatic definition for “exponential H-fields”, unifying all of the above mentioned
examples, we devote our attention to the possibility of embedding any such field
into No.
To build such an embedding, we might make use of the fact that No is also
(almost) a Hahn field, or a formal power series field, with monomial group M =
exp(J), where J is the set of purely infinite elements, that is, those whose every
monomial is infinite, as opposed to infinitesimal or 1.
Hence, to embed an H-field K into No we could select an appropriate mono-
mial group N ⊂ K and embed it into M, obtaining as a consequence an embedding
of the field C(N) → No, then try to extend it to the whole K by using strategies
already known to work in the case where K is simply considered as an ordered
field (see for example [21], lemma 4.1).
However, since our embedding has to respect the exponential structure, we
have to at least make sure that our monomial group N satisfies some additional
property, for example that E(N) ⊆ N, which can be rewritten as N ⊆ L(N) by
taking the logarithm. By calling J = N in analogy with the surreal case, we are
looking for some J suitable to play the role of the set of purely infinite elements.
This is the main result of our thesis: theorem 6.25 shows that given any
logarithmic-exponential H-field K there exists some subspace J ⊆ K satisfying
E(J>0) ⊆ J, and hence there is also a N = E(J) which is a suitable candidate for
the role of monomials of K, and also a suitable stepping stone towards embedding
any such field into No.
Using this result, we show some partial result obtained towards embedding
exponential H-fields into No, see 6.32 and 6.33.
Chapter 1
H-field
1.1 H-fields and Hardy fields
The objective of this dissertation is to examine the properties of the H-fields, and
in particular of the exponential H-fields. The first impulse towards the introduction
and the analysis of this kind of structure came from real analysis, particularly
“ordered analysis”, as a tool for studying order of magnitude of real functions,
mostly functions obtained as solutions of differential equations.
Intuitively speaking, an H-field is a differential and ordered field with a deriva-
tive compatible with the ordering, that is, behaving in a manner similar to the
“true” derivative on real functions.
Definition 1.1. We will call differential field a field equipped with a unary opera-
tion (◦)′, called derivation, satisfying the following axioms:
∀x∀y (x + y)′ = x′ + y′ (linearity)
∀x∀y (xy)′ = (x)′y + x(y)′ (Leibniz rule)
Definition 1.2. Let K an ordered field that is also a differential field (with order
<). We will call:
C = {a ∈ K : a′ = 0}
O = {a ∈ K : |a| ≤ c for some c ∈ C, c > 0}
O = {a ∈ K : |a| < c for all c ∈ C, c > 0}
Then we will call K an H-field if:
• O = C + O
• a > C ⇒ a′ > 0
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The letter “H” in H-field stands for Hahn, Haussdorff and Hardy, mathemati-
cians whose work has led, or has been incorporated, in the theory of the H-fields.
The actual definition tries to capture the fundamental properties of the Hardy
fields, a kind of structure defined by Rosenlicht [22] in the effort to general-
ize Hardy’s logarithmic-exponential functions (see [15]), hence the name Hardy
fields.
Definition 1.3. Let K be a set of germs of C1 real functions in a neighbourhood
of infinity; that is a set Iupslope∼ where I is a set of C1 real functions and for any f , g ∈ I
we let f ∼ g if and only if ∃a ∈ R such that f(a,∞) ≡ g(a,∞). Hereafter we will
usually not distinguish explicitly between a function and its germ.
We will call K a Hardy field if it is a field equipped with punctual sum and
product, and for each function f whose germ is in K, the germ of f ′ is in K too.
We can look at the field of rational functions overR, R(x), as a notable example
of a Hardy field. Similarily we can consider R(x, ex), the smallest field of real
functions containing the identity and the exponential funcion, as another example.
As expected, Hardy fields are H-fields. Let us prove it, using the following
Lemma 1.4. Let K be a Hardy field and let f ∈ K. Then f is either ultimately
constant or ultimately monotonic, moreover f admits a (unique) limit in R∪{±∞}.
Proof. Given any g ∈ K, g , 0 we have that g has a multiplicative inverse,
therefore it is ultimately non zero. Since g ∈ K we have that g is continuous (it is
actually differentiable), hence g is either ultimately positive or ultimately negative.
Then, given any f ∈ K, we consider f ′: if it is ultimately null then f is
ultimately constant, if it is ultimately positive or ultimately negative then f is
ultimately monotonic. Having proven this fact, we have that the limit exists due
to basic results of real analysis, since a monotonic function is either unbounded
or has a finite limit. 
Theorem 1.5. Let K be a Hardy field containing1 R, then K is an H-field if
equipped with its own sum, product and derivative and ordered by the relation
<∗ defined as x <∗ y if and only if x − y is ultimately positive.
Proof. The given relation is clearly an order, let us prove it is linear: given x, y ∈
K, thanks to the lemma we have just proven, x − y is either ultimately positive,
ultimately negative, or ultimately equal to 0.
Well-known results assure us that any positive, monotonic and unbounded
function (greater than any constant) has strictly positive derivative. At last, given
any bounded function x ∈ K we have, according to the lemma, that it admits a
unique limit c ∈ R ⊆ K. Therefore we have that x − c ∈ K.
1Identifying r ∈ R with the constant function cr : x 7→ r.
1.2. Valuation fields 9
Notice then that |x − c| has limit 0, therefore it is ultimately smaller than any
non-zero constant function, that is, |x − c| ∈ O. 
By comparing H-fields and Hardy fields we may notice that Hardy fields have
an additional property: for all  ∈ O we have that ′ ∈ O.
Definition 1.6. Given an H-field K, if for all  ∈ O we have that ′ ∈ O, we say
that K has small derivation.
Fact 1.7. Every Hardy field containing R is an H-field with small derivation
Example 1.8. Not all H-fields have small derivation: take for example K = R(x),
field of rational functions in the indeterminate x, ordered with x > R and equipped
with the derivative ∂ satisfying C ∂ = R and ∂x = x3.
Since, for all f ∈ K, the derivation satisfies ∂ f = x3 f ′ where (◦)′ is the
standard derivative on the rational functions, it is trivial to verify that K is an
H-field, and we have that 1x ∈ O yet ∂
(
1
x
)
= x < O.
1.2 Valuation fields
A useful property in the study of H-fields and all ordered fields is the fact that the
order naturally induces a Krull valuation on them. Moreover, in the case of an
H-field, this valuation has additional compatibility properties with regards to the
derivative.
Let us begin with a definition:
Definition 1.9. Let K be a field and Γ an ordered abelian group (in additive nota-
tion). A (Krull) valuation on K with values in Γ is a function v : K → Γ ∪ {∞}
such that for any a, b ∈ K:
• v(a) = ∞ ⇔ a = 0
• v(a · b) = v(a) + v(b)
• v(a + b) ≥ min{v(a), v(b)}
where ∞ is a formal element adjoined to Γ satisfying the axiom γ < ∞ for all
γ ∈ Γ.
We also call the image of K under v the value group of K with regards to the
valuation v. Usually the valuation is assumed to be surjective, in this case we have
that the value group is Γ.
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Informally, we can think of the valuation as a measure of “how close” a given
element is to 0. By extension we can think of v(a − b) as an inverted “distance”
between the elements a and b: the greater the valuation, the closer the elements.
This intuitive description of the valuation can be made formal by noticing that
the family {Ua,γ}a∈K,γ∈Γ where Ua,γ = {b ∈ K : v(a − b) > γ} is the basis of a
topology on K, however we are not interested in this aspect of valuations.
Let us now prove some basic algebraic properties.
Proposition 1.10. Let v be a valuation on K. Then:
• v(1) = v(−1) = 0
• v(a) = −v(a−1)
• v(a) = v(−a)
• v(a + b) > min{v(a), v(b)} ⇒ v(a) = v(b)
• The set O = {a ∈ K : v(a) ≥ 0} is a local2 subring of K with maximal ideal
O = {a ∈ K : v(a) > 0}
Proof. The first property is proven by noticing that a · 1 = a and that (−1)2 = 1.
The second one is trivial, while the third follows from (−1) · a = −a; let us then
prove the fourth.
Suppose we have v(a + b) > min{v(a), v(b)} and, without loss of generality, let
v(b) ≥ v(a), terefore v(a + b) > v(a).
It follows that v(a) = v(a+b−b) ≥ min{v(a+b), v(b)}, but since v(a+b) > v(a)
we have that v(a) ≥ v(b) ≥ v(a), which is our thesis.
From valuation axioms it is trivial to deduce that O is a ring and O is an ideal.
To prove that O is the only maximal ideal we need to show that a ∈ O r O if and
only if a ∈ O×.
Since v(a) = −v(a−1), if {a, a−1} ⊂ O we have that v(a) = −v(a) = 0, i.e.
a ∈ O r O. On the other hand if v(a) = 0 then v(a−1) = 0⇒ a−1 ∈ O. 
We can use the names O and O without fear because whenever a valued field is
an H-field too, the given definitions are equivalent, as we will prove later.
In the following we will call k the residue field k = OupslopeO and we will call residue
map the quotient map from O to k.
We will now define archimedean classes, a most useful tool in the study of a
valued field.
2A ring is called local if it has only one maximal ideal.
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Definition 1.11. Let K be an ordered field. We will say that a, b ∈ K belong in
the same archimedean class, and we will write a  b, if there are n,m ∈ N such
that |a| < n|b| and |b| < m|a|, where by |x| we mean max{x,−x}.
This definition is actually a specialization of a more general one:
Definition 1.12. Let K be an ordered field and let R be a subring of K. Given
a, b ∈ K we shall say that:
• a R-dominates b, writing a R b, if there is some r ∈ R such that r|a| > |b|;
• a and b are R-commensurable, writing a R b whenever a R b and b R a;
• a strictly R-dominates b, writing a R b, whenever a R b and b R a;
• a and b are R asymptotically equivalent, or equivalent, writing a ∼R b, if
a − b ≺R a and a − b ≺R b.
Proposition 1.13. The R-dominance relation is a linear pre-order, that is, its quo-
tient set, the set of R-commensurability classes, is a linearly ordered set.
Proof. The definition obviously implies that the relation is transitive and reflexive;
it is linear since given any (distinct) a and b we have either |a| > |b| or |b| > |a|. 
Therefore we obtained the definition of the archimedean classes as the Z-
commensurability classes. We also proved that, if equipped with the ordering
induced by that of K, they are a linearly ordered set.
Now we define the R-valuation of an ordered field.
Proposition 1.14. Let K be an ordered field and R be a unital subring of K.
Call ΓR = {[a]R : a ∈ K×} the set of R-classes of K equipped with the order
[a]R ≤ [b]R ⇔ b R a (that is, the inverse of the domination order induced by K).
Moreover, call vR : K → ΓR ∪ {∞} the function such that vR(a) = ∞ if a = 0 and
vR(a) = [a]R otherwise.
Then the following facts are true:
1. ΓR is an ordered abelian group with the map +R3 defined as [a]R +R [b]R =
[a · b]R;
2. vR is surjective, moreover it is a valuation of K with value group ΓR;
3. O = {a ∈ K : vR(a) ≥ 0ΓR} = {a ∈ K : ∃ r ∈ R, |a| ≤ r};
4. O = {a ∈ K : vR(a) > 0ΓR} = {a ∈ K : ∀ r ∈ R, r|a| < 1}.
3We will usually denote this map with + whenever the context will allow us to.
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Proof. First of all, let us emphasize the fact that to define a valuation we equipped
the set of R-classes with the inverted domination order. This is not surprising:
smaller positive elements are “closer” to 0 and as such, by our intuitive concept
of valuation as an inverted distance, they will have a greater valuation.
Let us prove fact (1): we shall begin by proving that +R is a group operation
on ΓR with unity [1]R.
The only non trivial step is to show that +R is well-defined. Given a′ R a and
b′ R b there are r, s ∈ R such that |a| < r|a′| and |b| < s|b′|. Then |ab| < rs|a′b′|.
The reverse inequality is proven in the same way.
Moreover +R agrees with the order since |a| < r|b| ⇒ |ka| < r|kb| for all
a, b, k ∈ K.
The only thing we have to prove in order to show that v is a valuation is that
vR(a + b) ≥ min{vR(a), vR(b)}: everything else is trivially true by construction.
Without losing generality, we may suppose that |b| ≥ |a| and thus vR(b) ≤ vR(a).
We notice then that |a + b| ≤ |a| + |b| ≤ 2|b| ⇒ vR(b) ≤ vR(a + b).
The third fact follows from the definition, since 0ΓR = [1]R, and thus the equiv-
alence vR(a) ≥ 0ΓR ⇔ 1 R a holds. Much in the same way we have the equiva-
lence vR(a) > 0ΓR ⇔ 1 R a⇔ a R 1, which proves the fourth assert. 
We shall examine some common examples of R-valuations of a field K.
If R is unbounded in K we have the trivial case: we have [1]R = K, O = K,
O = {0} and k = K.
This suggests that given any R, vR = vOR . We actually have an even more
general result.
Proposition 1.15. Let K be an ordered field, R and R′ unital subrings. Given any
0 , a ∈ K, we have that [a]R ⊆ [a]R′ if and only if for all r ∈ R there exists some
s ∈ R′ such that s > r.
In particular, vR = vR′ if and only if R and R′ have the same convex envelope4
in K.
Proof. Since given any R for each a ∈ K we have that [a]R = a · [1]R it is enough
to examine the comparability class of 1, that is the set [1]R = {a ∈ K : vR(a) = 0}.
By definition, this set is {a ∈ K : 1 < r|a| ∧ |a| < r, r ∈ R+}.
Let us then choose R and R′ as two arbitrary unital subrings of K. Since for
all r ∈ R, r > 1 we have that r ∈ [1]R, if we assume that [1]R ⊆ [1]R′ then for all
r ∈ R there is some s ∈ [1]R′ such that r < s. Toghether with the fact that R′ is
obviously cofinal in [1]R′ we have proven one of the implications.
On the other hand, suppose that any element of R is smaller than some element
of R′, and let a ∈ [1]R. Then, by definition, we can find some r ∈ R, r > |a| and
4The convex envelope of a subset A of a linearly ordered set X is the smallest A¯ ⊆ X such that
A¯ ⊇ A and A¯ is convex; that is, for any a < x < b ∈ X, if a, b ∈ A¯ then also x ∈ A¯.
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1 < r|a|. Then for any s ∈ R′ with s > r, we have that 1 < s|a| and |a| < s, that is
a ∈ [1]R′ , as we set out to prove. 
An interesting case occurs if we take R = Z. In this case the R-classes are
exactly the archimedean classes. Hence the valuation is called archimedean, and
it is trivial if and only if the field K is archimedean5.
The archimedean valuation has some interesting properties: its residue field
k is always archimedean, and as such can be embedded in R; moreover it is the
finest valuation – i.e. that with the smallest residue field – which agrees with the
order on K6.
Finally, the case that justifies our interest in valuations: given an ordered and
differential field K, we can consider the valuation generated by the constant sub-
field C. We have then that the subrings O and O are exactly the ones described in
the H-field definition.
Moreover, if K is actually an H-field, then k = OupslopeO is isomorphic to C through
the residue map. In fact, this property is equivalent to the axiom O = C + O.
Pay attention to the fact that it is not enough for k to be isomorphic to C: the
residue map itself has to be an isomorphism between them.
The valuation and, similarily, the dominance relation in a Hardy field are re-
lated to the derivation through several analytical results. The one that is probably
the most useful is the De L’Hopital theorem, which can be stated in the H-field
language in the form fg ∼ c ⇒ f
′
g′ ∼ c. It can be recovered as a corollary of the
following proposition:
Proposition 1.16. Let K be an H-field. Then for any x, y ∈ K, x - 1 the following
facts hold:
1. x  y⇒ x′  y′
2. x ∼ y⇒ x′ ∼ y′
3. x  y⇒ x′  y′
4. x  y⇒ x′  y′
Proof. First let us remark that given c ∈ C and  ∈ O we have that c′ = 0 and
(c + )′ = ′ so nothing can be said about the case when x  1. In a sense,
constants are “singular points” of the derivative, where its behaviour is irregular.
Without loss of generality we will assume x, y > 0.
We will prove fact (1) in three steps. Let us first prove the assert assuming that
x  y  1: for all c ∈ C>0 we have x − cy ∼ x  1 and so (x − cy)′ = x′ − cy′ > 0.
5An ordered field is called archimedean if Z is cofinal in K
6A valuation agrees with the order if |a| < |b| ⇒ v(a) ≥ v(b).
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Moreover since both x and y dominate 1 we have x′ > 0 and y′ > 0 and so x′ > cy′
implies |x′| > c|y′| for all c ∈ C>0, i.e. x′  y′.
If we assume instead that 1  x  y we have that for all c ∈ C>0, x ∼ x−cy ≺ 1
and so 1x−cy  1. Thus, − x
′−cy′
(x−ry)2 > 0, that is, x
′ < cy′.
Then we notice that since x > 0 and x ≺ 1 we have that 1x > C and so − x
′
x2 > 0
which implies that x′ < 0, and similarily for y′. Thus |x′| = −x′ > −cy′ = c|y′|.
The remaining case is when x  1  y. We can assume without loss of
generality that 1 strictly dominates y by substituing  for y where y = c +  with
c ∈ C, and thus y′ = ′.
Assuming x  1  y we have either x  1y  1 or 1  1x  y. Then we can
complete the proof through the algebraic manipulations
x  1
y
 1⇒ x′  − y
′
y2
⇒ x′  x′y2  y′
1  1
x
 y⇒ − x
′
x2
 y′ ⇒ x′  x2y′  y′
Fact (2) is proven by noting that if x ∼ y then x − y ≺ x, y and then, by (1), we
have that x′ − y′ ≺ x′ and x′ − y′ ≺ y′, that is, x′ ∼ y′.
Fact (3) follows from the fact that x  y means that there exists a constant c
such that x ∼ cy (since xy ∈ Or O). Then by (2) above we have that x′ ∼ cy′ which
implies that x′  y′.
Fact (4) is a trivial consequence of facts (1) and (3). 
Chapter 2
O-minimal structures
As we already explained, the concept of H-field was born from the study of orders
of infinity as equivalence classes of non-oscillating functions: in this context the
main feature of an H-field is its order.
It turns out that another kind of order-centric structure is related to H-fields:
as we will show in this section, every o-minimal structure extending the real field
gives rise to a Hardy field.
Let us recall the definition of an o-minimal structure:
Definition 2.1. LetM be a first-order structure whose language includes a binary
relation <. We will call M o-minimal with regards to < if it interpretates < as
a linear order, and any definable subset of M can be written as a finite union of
points and open intervals of the form {x ∈ M : a < x < b}, {x ∈ M : x < b} or
{x ∈ M : a < x} for some a, b ∈ M.
From now on, we will suppose M is an o-minimal expansion of the real or-
dered field through function symbols: more explicitly, we will assumeM to be an
o-minimal structure whose support is R and whose language is the set {+, ∗,−, <}
adjoined with a set of function symbols { fi}i∈I , interpreted as real functions.
Lemma 2.2. Let f , g be unary functions definable inM. Then the following are
also definable inM:
• the functions f + g, f ∗ g, 1f ;
• the function f ′;
• the function f ◦ g;
• if the function f is a bijection, then its compositional inverse is also defin-
able.
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Proof. We show that f ′ is definable, since the others have trivial definitions.
Given a formula ϕ(x, y) defining f , i.e. ϕ(x, y) is true if and only if f (x) = y,
the formula defining f ′ is
ψ(x, y) := ∀∃δ∀h
[
0 < |h| < δ→ ∃z∃w
(
ϕ(x + h, z) ∧ ϕ(x,w) ∧
∣∣∣∣∣z − wh − y
∣∣∣∣∣ < )]
where |a| < b is to be considered as shorthand for −b < a ∧ a < b, since the
modulo function may not part of the language. 
Our aim is to show that every o-minimal expansion of R determines a Hardy
field. To do that, we will use the following well-known result:
Theorem 2.3 (Monotonicity theorem). Let f be a unary function definable inM.
Then for all m there are n ∈ N and ak ∈ M satisfying −∞ = a0 < a1 < . . . < an <
an+1 = +∞ such that for all i, f(ai,ai+1) is Cm and is either constant or monotonic.
As a consequence of this theorem, we have that the set of germs at infinity
of functions definable over M is a Hardy field. This provides us with useful
examples: for instance any Hardy field obtained in such a way is a Hardy field
closed under composition of functions.
Remark 2.4. The fact that a Hardy field is closed under derivative might lead us
to think that the functions whose germs are in a Hardy field are (ultimately) C∞,
while the theorem above does not guarantee us such regularity: given a function
f , letting an be in R such that f(an,∞) is C
n, we might have that
⋂
(an,∞) is empty.
This is not an obstacle, though, since the Hardy field axioms do not actually
require the representatives of the germs to be C∞, just the germs themselves.
Take a function f as above: for each n its germ has a Cn representative, hence
the germ has an n-th derivative for each n: it is C∞ in a way. Nontheless, none of
its representatives need to be C∞ themselves.
Wilkie, in [23], showed that the structureRexp = (R,+,−, ·, <, ex) is o-minimal.
As such the Hardy field of functions definable in Rexp is a Hardy field closed
under function composition and containing ex. In particular it contains all iterated
exponentials.
The correlation between Hardy fields and o-minimal expansions of R gives
rise to many questions: are there Hardy fields that are not obtained as o-minimal
structures? If there are, what are the properties distinguishing “o-minimal” Hardy
fields from common Hardy fields?
The answer to the first question is pretty straightforward: R(x, ex) cannot be
obtained as the Hardy field of an o-minimal strucure since it is not closed under
composition (it does not contain ee
x
). On the other hand, the second question is
still open.
17
There is in particular one property which could give rise to a partial answer to
the question: it is the trans-exponentiality property. A Hardy field (or its generat-
ing o-minimal structure) is said trans-exponential if it contains a function which
is greater than any finite iteration of ex.
Boshernitzan, in [6], proved that there are trans-exponential Hardy fields, in
particular he proved that there exists a Hardy field containing a function f satis-
fying f (x + 1) = e f (x). On the other hand there are no known examples of trans-
exponential o-minimal structures, but it still hasn’t been proven that one cannot
exist.
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Chapter 3
Exponential H-fields
3.1 Exponential functions
This chapter deals with the possibility of equipping an H-field with an “expo-
nential” function similar to the well-known real function. Formally we have the
following
Definition 3.1. Let K be an H-field, K ⊇ R and let E : K → K>0 be a function
such that
1. E(0) = 1
2. for each x, y ∈ K we have E(x + y) = E(x)E(y).
3. for each x, y ∈ K we have x > y⇒ E(x) > E(y)
4. for each x ∈ K we have (E(x))′ = x′E(x)
Then we will call K an exponential H-field with exponential function E, and
we will denote with L(x) the element y ∈ K such that E(y) = x, if it exists.
Moreover, we will call K a logarithmic-exponential H-field if E(K) = K+, that
is, if L(x) exists for any x > 0.
Notice that the definition given here is just that of ah exponential field with the
added axiom for the derivative of the exponential. We will show later in 3.11 that
exponential H-fields satisfy more axioms of Ressayre’s axiomatization of Rexp.
The most straightforward example of a logarithmic-exponential H-field is the
field of germs at infinity of functions definable inRexp: the function ex is obviously
definable, thus, given any function f (x), so is the composition e f (x).
Moreover, we have that the function log(x) is also definable on positive reals
since it is the compositional inverse of ex, hence given any (ultimately) positive
function f , the function (log ◦ f )(x) is (ultimately) definable and e(log ◦ f )(x) = f (x).
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As an example of exponential H-field which is not logarithmic-exponential
we can take the closure of R(x) under the function exp in the Hardy field of Rexp
considered above, where x is the identity function. Obviously the function exp
makes this into an exponential H-field, however there is no function f such that
e f = x, i.e. log(x) is not in this subfield, since every infinite element obtained by
field operations and exponentiation starting from x grows at least as quickly as x
(see 6.12 for a proof of this intuitive fact).
3.2 The logarithmic derivative
Some evidence supporting our choice of definition will be obtained by examining
the properties of the so called logarithmic derivative of an element x.
Definition 3.2. Let K be an H-field, and let x be in K, x , 0. Then we define
x† =
x′
x
Remark 3.3. Assuming that L(|x|) is defined, we have that x† = (L(|x|))′, by
exponential axioms.
In light of the previous remark, we expect the logarithmic derivative to show
logarithm-like behaviour and properties. In fact, the following propositions aim
to prove some of these properties.
Proposition 3.4. For each x, y , 0 we have that (xy)† = x† + y†.
Proof. We only need to take notice of the fact that
(xy)′
xy
=
(x′y + xy′)
xy
= x† + y†

Remark 3.5. The previous proposition trivially implies that for all n ∈ N and for
all x we have that (xn)† = nx†.
Proposition 3.6. Let K be an H-field. Given non zero x, y ∈ K such that x  y we
have that x† > y†.
Proof. Wihout loss of generality we will assume that x, y > 0.
Since x  y ⇔ x > Cy and thus xy > C. Then we have that x
′y−y′x
y2 > 0. Hence,
x′y − y′x > 0⇒ x† > y†. 
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Remark 3.7. If we assume that x - y we also have the converse of the previous
proposition, in fact, it trivially follows from the following lemma. However, if
x  y, we can have x† = y† (e.g. y = 2x), x > y and x† > y† (e.g. x = E(t2) and
y = E(t2 + t) for some t > C and E exponential function) or x > y but x† < y† (e.g.
y = x + 1).
This proposition shows that the logarithmic derivative is monotonic respect
to dominance (on positive elements). Given a logarithm function, this would be
obvious since for x > cy > 0 we would have L(x) > L(y) + L(c) and thus (L(x) −
L(y))′ > 0.
Lemma 3.8. Let K be an H-field. Given x ∈ K, x - 1 we have that x  1⇔ x† > 0
and similarily x ≺ 1⇔ x† < 0.
Proof. By the previous proposition we have that x  1 ⇒ x† > 0. On the other
hand, if we assume x† > 0 we can’t have x ≺ 1 or, again by the previous propo-
sition, we would have that x† < 0. Hence it must be x  1 since x - 1 by
hypothesis.
The other assert is proven in exactly the same way. 
Proposition 3.9. Let K be an H-field. Given any x, y  1, x, y ∈ K we have that
x†  y† ⇒ ∀k ∈ N× x  yk.
Moreover, if CK ⊆ R, i.e., if N is cofinal in C, then the converse also holds.
Proof. First suppose x†  y† and let us prove that ∀k ∈ N× x  yk.
Suppose by contradiction that there is k ∈ Q such that yk  x (we can assume
strict dominance since y  1, hence we have yk+1  yk).
Then we have that y
k
x  1 and by the previous lemma ky† − x† > 0, y† > 0 and
x† > 0, hence k|y†| > |x†| which is a contradiction.
Now we prove, assuming Ck ⊆ R, that if ∀k x  yk then x†  y†.
We can assume that both x and y are positive, otherwise we can just prove the
assert substituting −x for x (and/or similarily for y) since (−x)† = x† and x  y if
and only if −x  y. In particular, we have that xyk > C.
By H-field axiom we deduce he following inequalities:
x′yk − kyk−1y′x
y2k
> 0⇒ x′yk − kyk−1y′x > 0⇒ x† > ky† ⇒ |x†| > k|y†|,
(by the previous proposition we have x† > 0 and similarily for y).
Hence, since for any constant c there is k ∈ N such that c < k, we have that
x†  y†. 
22 Chapter 3. Exponential H-fields
The previous properties do not deal with non-real constant powers since in a
generic H-field the power operation with non-real exponent makes no sense. On
the other hand, the only fact about exponents needed in the proof is their having
null derivative, hence if powers with constant exponent are somehow defined –
e.g. if K is logarithmic-exponential, so that xc = E(cL(x)) – these properties
generalize giving rise to the following
Corollary 3.10. Let K be a logarithmic-exponential H field. Given any x  y  1,
x, y ∈ K we have that x†  y† ⇔ ∀c ∈ C>0, x  yc.
Having said that, we can see that the dominance inequality ∀k ∈ N×, x  yk
can be seen as a “multiplicative” version of the inequality involved with the def-
inition of the archimedean class. In fact, just as the dominance relation could be
informally described as “order modulo multiplication by constants”, this logarith-
mic dominance can be seen as “order modulo powers with constant exponents”,
and can be used as a tool for the analysis of growth rates of functions.
For example, we have the following
Corollary 3.11. Let K be an exponential H-field. Then we have that for all x > C
we have E(x)  xk for all k ∈ N.
Moreover, if K is logarithmic-exponential, we have that E(x)  xc for all
c ∈ C.
Proof. Given x > C we have that E(x)  1 since x > C and then E(x) > E(C) =
C>0. Moreover we have that x  1 implies that x′x  x′, hence E(x)† = x′  x†.
By the previous proposition we have the thesis. 
Thus we have proved that the growth rate of the exponential function applied
to x is greater than that of any power of x, as we expected by similarity with the
real function ex.
Some more evidence supporting our choice of definition is that exponential
H-fields satisfy an inequality which in [5] plays a central role in the process of
defining a derivative on the field of surreal numbers.
Lemma 3.12. Let K be an exponential H-field. Then given any x, y ∈ K such
that x, y and x − y are positive and all of them dominate 1, we have that for each
c ∈ C>0,
x′
y′
<
E(−cy)
E(−cx)
.
In particular, if x′, y′ ∈ E(K) then we have that L(x′) − L(y′) ≺ x − y.
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Proof. Since x, y, x − y > C we have that x′ > y′ > 0. Moreover, by monotonicity
of the exponential function, we have that E(c(x − y)) > C for all c ∈ C>0, hence
E(cx)  E(c) ⇒ E(−cx) ≺ E(−cy) ⇒ (E(−cx))′ ≺ (E(−cy))′. In particular we
have that
|(E(−cx))′| < |(E(−cy))′| ⇒ cE(−cx)x′ < cE(−cy)y′ ⇒ x
′
y′
<
E(−cy)
E(−cx) .
If x′, y′ ∈ E(K) we can take the logarithms on both sides obtaining
L(x′) − L(y′) < c(x − y)⇒ L(x′) − L(y′) ≺ x − y

The logarithmic derivative is also a useful tool in the study of integration in H-
fields, through the set Ψ introduced by Rosenlicht in [22] in the context of Hardy
fields.
Since we have that the derivation is compatible with the dominance relation
(see 1.16), we might want to investigate the properties of v(x′) respect to x. In
particular, whenever x  1  t we have that x′  t′, hence the derivatives of
infinite elements and those of infinitesimal elements form disjoint sets. Then we
might be interested in the set {v(x′) : x  1} and its analogue {v(x′) : x ≺ 1}.
However, if there is no L function defined over K, we might be missing some
elements who should be taken into account in the definition of those sets: given
x > C, if it were defined (for example in some extension of K), L(x) would dom-
inate 1 too. But even if L(x) is not in K, K still contains (L(x))′ = x†. Based on
this intuition we define Ψ as the set of valuation of the derivatives of logarithms
of infinite elements in K, whether they really exist or not.
Notice that v(x†) = v(−x†) = v((x−1)†) hence we can swap the requirement
x  1 for x - 1, obtaining the definition given by Rosenlicht in the aforementioned
article.
Definition 3.13. Let K be an H-field. We define ΨK as the set
ΨK = {x† : x ∈ K, x - 1}.
Whenever the context is clear, we will drop the subscript.
In a logarithmic-exponential field, we obviously have that Ψ = {v(x′) : x  1},
and as such if y  1 we have that v(y′) > Ψ as we already mentioned above. We
prove that this is true in all H-fields, regardless of the existance of an exponential
function:
Proposition 3.14. Let K be an H-field. Given x - 1 and y  1 we have that
x†  y′.
Hence, v(y′) > Ψ.
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Proof. Without loss of generality we can assume y ∼ 1: if y ∼ c ∈ C, c , 1, we
can substitute yc for y, while if y ≺ 1 we can prove the assert for 1 + y instead.
Moreover, we can assume x  1 since x† 
(
1
x
)†
We then have that xy ∼ x  1, so by proposition 1.16 we have that y′x + x′y ∼
x′, which can be reformulated in the following ways:
y +
y′x
x′
∼ 1 ∼ y⇒ y
′x
x′
≺ 1⇒ y′ ≺ x†

In [22] (theorem 1) Rosenlicht proved that if v(x) is not the lowest upper bound
of Ψ – i.e. it is not in the smallest asymptotic class containing derivatives of
infinite elements – then there exists y such that y′ ∼ x, or “x has an asymptotic
integral”. His approach is algebraic in nature and as such can be used to prove the
same result for arbitrary H-fields, as we are going to do next.
Lemma 3.15. For each x ∈ K, if v(x) , sup(Ψ) there exists a u ∈ K such that
u  1,
(
x uu′
)
, 0 and
(
x uu′
)†  u†.
Proof. First assume we are in the case where v(x) is not an upper bound of Ψ,
hence there is some t  1 such that x  t†, hence x tt′  1. Take 1 ≺ u ≺
min
{
t, x tt′
}
.
Now we have that since t  u  1, by 3.6 and 3.8 we obtain t† > u† > 0 and
thus t†  u†.
Now we have that
x
u
u′
 x t
t′
 u  1
and by the same results above, this implies that
(
x uu′
)†
> u† > 0 as we set out to
prove.
On the other hand, assume now that v(x) is an upper bound of Ψ, but not the
least upper bound. Then there is some t ∈ O such that x ≺ t and v(t) > Ψ, i.e. for
all u - 1, t ≺ u′u .
Now take 1 ≺ u ≺ tx . We have that
x
u
u′
=
x
t
· t u
u′
≺ x
t
≺ 1
u
≺ 1
hence, again by 3.6 and 3.8 we have(
x
u
u′
)†
<
(
1
u
)†
< 0⇒
(
x
u
u′
)†
 u†.

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Theorem 3.16 (Rosenlicht). Let K be an H-field, and let x be in K, v(x) , sup(Ψ).
Then there is y ∈ K such that y′ ∼ x.
Proof. Take u as in the lemma above. Notice that if
(
x uu′
)′
were null we would
have
(
x uu′
)†
= 0 which contradicts the lemma since u† , 0. Hence
((
xu
u′
)†)−1
is
defined.
Now, we have thatx · xuu′( xu
u′
)′

′
=
 x(x uu′ )′ · x
u
u′

′
= x + x
u
u′
 x(x uu′ )′

′
hence we just need to show that( u
u′
)  x(x uu′ )′

′
≺ 1.
Since
(
x uu′
)†  u† we have that (
x uu′
)′
x
 1.
Then the inverse of the above inequality’s left hand side is dominated by 1,
and seeing that u  1, by proposition 3.14, we have that x(x uu′ )′

′
≺ u
′
u
which concludes the proof. 
On top of providing a “stepping stone” for results on (proper) integration in
H-fields (see [19] or [5]), this theorem shows the elements which do not have
an asymptotic integral – if some exist – are all in the same asymptotic class: their
valuation is exactly sup(Ψ). Hence, if Ψ has no lowest upper bound then K “admits
asymptotic integration”, i.e. for each x there exists y such that y′ ∼ x.
3.3 Liouville closure and exponential
This whole section will be devoted to proving that Liouville-closed H-fields can be
equipped with an exponential function making them into logarthmic-exponential
H-fields (assuming C is a logarithmic-exponential field). Let us first explain what
are Liouville-closed H-fields.
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Definition 3.17. An H-field K is called Liouville-closed if it is real closed and for
all a ∈ K there exist x, y ∈ K such that x′ = a and y† = a.
Remark 3.18. Notice that by standard resolution methods for ODE we have that if
an H-field is Liouville-closed, then it contains non-zero solutions to any equation
of the form y′ + ay = b for all a, b ∈ K (the converse is trivial).
In fact, given such an equation, take z such that z† = a, hence z , 0. Then we
have that za = z′, and so we can rewrite our original equation:
y′ + ay = b⇔ z(y′ + ay) = zb⇔ zy′ + z′y = zb⇔ (zy)′ = zb.
Now take any t such that t′ = zb, which exists since K is Liouville-closed: our
solution is y = tz .
As an aside, we remark that the existence of Liouville-closed H-fields has
been proven by van den Dries and Aschenbrenner in [1]: theorem (6.11) shows
that every H-field has at least one Liouville-closed extension.
The construction of an exponential function revolves around the equation x† =
y′ which, provided x , 0, is equivalent to x′ = xy′, as is required if x = E(y) for
some exponential function E.
If K is Liouville-closed this equation has at least one solution for all y ∈ K,
and this solution is an obvious candidate for E(y). Unfortunately this solution is
never unique, and some care is needed in choosing the “correct” solution for each
y.
Let us prepare the ground with some preliminary result about this equation.
Proposition 3.19. Let K be an H-field. Then for all x, y ∈ K,
x† = y† ⇔ x = cy for some c ∈ C×.
Proof. One implication is proven by noting that (cx)† = cx
′
cx = x
†.
On the other hand, if x† = y† then we have that x′y − y′x = 0⇔ x′y−y′xy2 = 0⇔
x
y = c ∈ C. 
Remark 3.20. The previous proposition trivially implies that for all a ∈ K the set
of solutions to the equation x† = a′ can be written as {cy : c ∈ C×} where y is any
one solution, i.e. the solution are proportional to one another.
We will also use the following property of the logarithmic derivative:
Proposition 3.21. Let K be an H-field. Given x, y ∈ K, x, y , 0, we have that
x  y⇔ v(x† − y†) > Ψ
where Ψ = {v( f †) : 1 - f ∈ K}.
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Proof. Since x  y ⇔ xy  1 and
(
x
y
)†
= (x† − y†) it is enough to prove that
x  1⇔ v(x†) > Ψ.
If x  1 we have that x = c +  with c ∈ C× and  ∈ O, and so x† = ′c+  ′
and by proposition 3.14 we have that v(x†) > Ψ.
On the other hand, suppose x - 1, then v(x†) ∈ Ψ. 
Remark 3.22. A simple fact we would like to remark that gives context to the
next two proposition is that x ∈ O if and only if there is some  ∈ O such that
x′ = ′. This is a straightforward consequence of the fact that O = C + O.
If we assume that K is Liouville-closed, we can give a more meaningful prop-
erty equivalent to v(x) > Ψ:
Lemma 3.23. Let K be an H-field and let x be in K such that v(x′) > Ψ. Then we
have that x ∈ O.
In particular, there exist some  ∈ O such that ′ = x′.
Proof. We have either x  1 or x - 1.
If x  1 then the thesis holds.
On the other hand, if x - 1, then v(x†) ∈ Ψ and so v(x′) > v(x†). Hence
x′ ≺ x† ⇒ xx′ ≺ x′ or equivalently x ≺ 1, which concludes the proof. 
Then, combining the last two results, we have the following
Corollary 3.24. Let K be a Liouville-closed H-field. Then we have that for all
x, y ∈ K, the following are equivalent:
• x  y;
• ∃ ∈ O such that x† − y† = ′;
• v(x† − y†) > Ψ.
In [5], the authors prove that the surreal field can be equipped with an expo-
nential function exp. It so happens that exp is also an ordered group isomorphism
between the “purely infinite” surreals and the “monomials”, a set of canonical
representatives of the archimedean classes.
It turns out that an exp-like isomorphism can be recovered in any Liouville-
closed H-field, and it is actually the tool we need to define an exponential function.
Let us define this exp-like map η¯ and prove its properties.
Remark 3.25. We call the map η¯ instead of simply η since we are actually inter-
ested in the map η : K → Γ sending x to v(y) where y† = x′.
However, this map is clearly not injective, so we opt to work with η¯, which, as
will be proven later, is the map induced by η over Kupslopeker(η).
This will allow us to have cleaner proofs, and is not an impediment as lifting
η¯ to the whole K is trivial.
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Definition 3.26. Let K be an H-field. Call Kadd the additive group underlying K,
and Γ the value group of K, as usual.
We define η¯ as the map
η¯ : K
add
upslopeO → Γ
x + O → v(y)
where y is any element of K such that y† = x′ (if it exists).
Remark 3.27. Notice that since O is a convex subgroup of Kadd, the order of K
induces an order on the quotient K
add
upslopeO that we will also call <.
Notice also that, by definition, Γ = − K×upslope(O r O) as an ordered group, where
K× is the group of invertibles of K and O r O can also be written as the subset
{x ∈ K : v(x) = 0}, which is a subgroup of K× by valuation properties. Thus, we
can see η¯ as a prototype of our exponential, since it sends a quotient of Kadd in a
quotient of K×.
Remark 3.28. In general we may have that η¯(x + O) is not defined, since there
may not be any y such that y† = x′. Hence the domain of η¯ is in general strictly
contained in K
add
upslopeO.
However, if K is a Liouville-closed field, η¯ is defined over all of the quotient,
since given any x ∈ K, by Liouville closure there is some y such that y† = x′.
At last, if K is admits an exponential function E, by exponential axiom, we
have that η¯(x + O) = v(E(x)), as expected.
Proposition 3.29. The map η¯ is well-defined and injective.
In other words, given x1, x2, y1, y2 such that y
†
1 = x
′
1 and y
†
2 = x
′
2, if x1 + O =
x2 + O then v(y1) = v(y2), i.e. y1  y2; conversely if y1  y2 then x1 − x2 ∈ O.
Proof. Assume x1 − x2 ∈ O, then we have that x′1 − x′2 = ′ for some  ∈ O, hence
v(x′1 − x′2) > Ψ by 3.14.
Since y†1 = x
′
1 and similarly for x2 and y2 we have that v(y
†
1 − y†2) > Ψ and by
3.21 the thesis follows.
Conversely suppose y1  y2. Then by 3.21 v(x′1 − x′2) > Ψ. Now, since
v((x1 − x2)′) > Ψ by 3.23 we have that x1 − x2 ∈ O as we set out to prove. 
Proposition 3.30. We have that η¯ respects the group law:
η¯(x + y + O) = η¯(x + O) + η¯(y + O).
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Proof. Recall the definition of sum in Γ: v(x) + v(y) = v(xy).
Now, let x1, x2 be in K. Then we have that
(x1 + x2)′ = x′1 + x
′
2 = y
†
1 + y
†
2 = (y1y2)
†
where y†1 = x
′
1 and y
†
2 = x
′
2.
Then we have that
η¯(x1 + x2 + O) = v(y1y2) = v(y1) + v(y2) = η¯(x1 + O) + η¯(x2 + O)
as we set out to prove. 
Remark 3.31. If we assume K to be Liouville-closed, in particular it is real-closed
and so Γ is a divisible group1 or, equivalently, a Q-linear space: 1nv(x) = v
(
n√|x|
)
.
In this case we have that η¯ is a Q-linear map: for all non zero n ∈ N and for all
x ∈ K we have that
n∑
i=1
η¯
(
1
n
x + O
)
= η¯
 n∑
i=1
(
1
n
x + O
) = η¯(x + O) = n∑
i=1
(
1
n
η¯(x + O)
)
hence, by the law of cancellation, η¯
(
1
n x + O
)
= 1n η¯(x + O).
Proposition 3.32. We have that η¯ reverses the order: if x + O > 0 + O then
η¯(x + O) < v(1).
Proof. Since x + O > 0 + O we have that x > C. Let y be such that y† = x′.
Since y† = x′ we cannot have that y† > v(Ψ) by 3.23, hence by 3.21 we have
that y - 1.
Now, seeing that we also have y† = x′ > 0, by 3.8 we have that y  1, that is,
η¯(x + O) = v(y) < v(1) as we set out to prove. 
Theorem 3.33. Let K be a Liouville-closed H-field. Let η¯ be as defined in 3.26.
Then η¯ is an order-reversing Q-vector space isomorphism between K
add
upslopeO and Γ.
Proof. By the previous propositions and remarks we have that η¯ : K
add
upslopeO → Γ is
an order-reversing, injective Q-linear map. We only need to prove that it is also
surjective.
Take then y ∈ K: we need to show there exists some x ∈ K such that η¯(x+O) =
v(y).
Since K is Liouville-closed, there exists some x such that y† = x′. Then, by
definition, η¯(x + O) = v(y), which concludes the proof. 
1A group (G,+) is called divisible if for all g ∈ G and for all non zero n ∈ N there is some
h ∈ G such that nh (i.e. h summed to itself n times) is equal to g.
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The map η¯ gives us some information about the exponential of an element,
provided it is not in O, since it is the kernel of η¯.
However, we will assume the exponential function to be already defined over
C, and the following propositions show us that the exponential of an element is
actually uniquely determined, hence we only need to worry about how the expo-
nential should behave “outside” O.
Lemma 3.34. Let K be a Liouville-closed H-field. Then for all  ∈ O there exists
a unique E() such that E() ∼ 1 and E()† = ′.
Proof. First, notice that since K is Liouville-closed, the equation t† = x′ has at
least one solution. Fix y to be any one such solution.
By proposition 3.24 we have that y†  ′, hence y  1. Let then cy ∈ c× be the
unique non zero constant such that cy ∼ y and define E() = 1cy y. Notice that by
definition E() ∼ 1.
By proposition 3.19, any element y¯ ∈ K satisfies y¯† = x′ if and only if y¯ = cy
with c ∈ C×. Hence E() is a solution of t† = x′, moreover it is the only solution
asymptotically equivalent to 1 since for all c, cy ∼ 1⇔ c = cy. 
As we briefly said before, the notation E() for this function has been chosen in
light of the fact that E() is actually the only element satisfying all of the identities
required of the exponential of , hence, if there is an exponential of , E() must
be it.
To complete the proof of this claim, we just need to prove that if E is an expo-
nential function, then E() ∼ 1 for all  ∈ O. While this is pretty straightforward to
prove, we shall prove a more general result, which is an interesting result in itself.
Proposition 3.35. Let K be an exponential H-field with exponential function E,
and let  be in O. Then we have that for all n ∈ N, E() ∼ ∑ni=0 nn! .
Proof. Let us prove by induction over n that E() − ∑ni=0 nn! ∼ n+1n! , which, since
 ∈ O, implies our thesis.
The case n = 0 affirms that E() − 1 ∼ : since E is an exponential we have
that (E() − 1)′ = ′E().
Notice that E()  1: by monotonicity we have that E(C<0) < E(O<0) <
1 < E(O>0) < E(C>0); moreover, since E(x)′ = x′E(x) = 0 implies that x′ = 0
we have that E(O>0) < E(C>0) = C>1 and similarily for E(O<0), which implies
C<1 < E(O) < C>1.
Then we have that (E() − 1)′ ∼ ′ hence there is some c ∈ C such that E() −
1 ∼ c + . But since E()  1 we have that E() − 1 ≺ 1, hence c = 0.
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Assume now the assert is true for n and let us prove it for n + 1. We have, by
exponential axioms and the induction hypothesis, thatE() − n+1∑
i=0
 i
i!
′ = ′ E() − n∑
i=0
 i
i!
 ∼ ′ n+1(n + 1)! =
(
n+2
(n + 2)!
)′
.
Hence, E()−∑n+1i=0 ii! ∼ c + n+2(n+2)! , but, again, E()−∑n+1i=0 ii! ≺ E()  1 which
implies c = 0. 
By the previous propositions, we have the following
Corollary 3.36. Let K be a Liouville-closed H-field and let E : O → K be the
map defined above. We have that if F is an exponential function defined over K,
FO ≡ E.
As such, an exponential function E is already defined over O. Assuming that an
exponential function and a logarithm are already defined over C, we have defined
an exponential function over O.
Our aim is to extend this function E to any x ∈ K by writing x = t + r where
r ∈ O and imposing E(t + r) = E(t)E(r), hence we only need to deal with KaddupslopeO,
which is where η¯ comes in.
There is still one more preliminary step to take before we can define E on all
of K: η¯ is defined on equivalence classes, while our function E has to be defined
on elements of K itself. Luckily, there is a canonical way to lift η¯ to K:
Definition 3.37. Let K be an H-field, and pi : K → KaddupslopeO be the canonical
projection of K over the quotient (recall that the sets underlying K and Kadd are
the same). We shall call η the map η¯ ◦ pi : K → Γ.
Remark 3.38. We have the following commutative diagram:
K
KaddupslopeO Γ
pi η
η¯
Notice that these maps can be defined in any H-field, but η¯ and, subsequently,
η, will not be defined everywhere unless we assume K to be Liouville-closed.
Remark 3.39. Assuming K is Liouville-closed, we have that η¯ is a bijection.
Hence, given a subset X of K, ηX is injective (resp. surjective) if and only if piX
is.
In particular, ηX is an isomorphism of Q-vector spaces if and only if X is an
algebraic complement of O, that is X ⊕ O = K as Q-vector spaces.
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Thus, we can define E over any algebraic complement J of O and prove its
properties using the fact that η is an isomorphism between J and Γ.
Remark 3.40. The algebraic complement J of O is so called to agree with the
notation used in [5] for the subspace J of purely infinite surreals, as it will play the
same role in our construction.
However, the surreal J is not just any algebraic complement of O, as it is
strictly tied to the power series structure of No, hence we cannot expect to recover
the full scope of its properties in this context.
In the next chapter we will investigate some more about which of its properties
can be recovered in a Liouville-closed field, and how.
We now define the exponential function E over J, by assigning its values at
the elements of a base of J, and then by extending it by linearity.
Definition 3.41. Let B = ( ji)i∈I be a basis of J as a Q-vector space.
For each i ∈ I choose mi > 0 such that m†i = j′i , and define E( ji) = mi (m
stands for “monomial”, see 5.20).
Then, given any j ∈ J having unique decomposition j = ∑nk=0 qk jik , we define
E( j) =
n∏
k=0
E( jik)
qk =
n∏
k=0
m
qk
ik
.
Notice that this implies in particular that E( j) > 0 for all j ∈ J.
Therefore we can give the following
Definition 3.42. Given any x ∈ K, x = j + c +  with j ∈ J, c ∈ C and  ∈ O, we
define E(x) = E( j)E(c)E() where
• E( j) is as defined in 3.41,
• E(c) is the result of the exponential function of C applied to c,
• E() is as defined in the lemma 3.34
We now set out to prove that E is actually an exponential function making K
into a logarithmic-exponential H-field.
First we shall prove some auxiliary results:
Lemma 3.43. For each j ∈ J we have that E( j)† = j′. In particular, v(E( j)) =
η( j).
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Proof. Suppose j =
∑n
k=0 qk jik . Then
E( j)† =
 n∏
k=0
E( jik)
qk
† = n∑
k=0
qkm
†
ik
=
n∑
k=0
qk j′ik =
 n∑
k=0
qk jik
′ = j′

Proposition 3.44. For all x, y ∈ K, E(x + y) = E(x)E(y).
Proof. Since given x = j1 + c1 + 1 and y = j2 + c2 + 2 we have that
E(x)E(y) = (E( j1)E(c1)E(1)) · (E( j2)E(c2)E(2)) =
= (E( j1)E( j2)) · (E(c1)E(c2)) · (E(1)E(2))
it is enough to prove the thesis holds for x, y ∈ J, x, y ∈ C and x, y ∈ O.
The case where x, y ∈ C is trivial since, over C, E satisfies the exponential
function axioms by construction.
Assuming x, y ∈ J we have that x = ∑nk=0 rkgik and y = ∑nk=0 skgik where
rk, sk ∈ C and {gik} is the smallest subset of the {gi}i∈I such that 〈gik〉 ⊃ {x, y}. Since
the decomposition along B of x and y is unique we have that
E(x) =
n∏
k=0
E(gik)
rk E(y) =
n∏
k=0
E(gik)
sk
and then
E(x)E(y) =
n∏
k=0
E(gik)
rk+sk = E
 n∑
k=0
(rk + sk)gik
 = E(x + y)
as we set out to prove.
At last, suppose x, y ∈ O. We have (E(x)E(y))† = E(x)† + E(y)† = x′ + y′ =
(x + y)′. Since E(x)E(y) ∼ 1 it is the only solution of z† = (x + y)′ asymptotic to
one, and by 3.34 it must be E(x)E(y) = E(x + y). 
Proposition 3.45. Given any x > y ∈ K we have that E(x) > E(y).
Proof. Since
E(x) > E(y)⇔ E(x)
E(y)
> 1⇔ E(x − y) > 1
it is enough to show that E(x) > 1 whenever x > 0. Moreover, by writing x =
j + c +  and noticing that for each non-zero j, c and  we have j  c  , we can
see that
x > 0⇔

j > 0
j = 0 ∧ c > 0
j = 0 ∧ c = 0 ∧  > 0
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Assume we are in the first case. Since j > 0 implies v(E( j)) = η( j) < v(1)
we have that E(x) = E( j)E(c)E()  1 as E(c)  1  E(). Then, E(x)  1 and
E(x) > 0 implies that E(x) > 1.
If we are in the second case, we have that E(x) = E(c)E() = E(c)(1 + δ) with
δ ∈ O. Since E(c) > 1 by construction, we have that E(x) > 1 too.
At last, assume we are in the third case. Then we have E(x) = E(), so we
have to show that  > 0 ⇒ E() > 1. Let δ ∈ O be such that E() = 1 + δ. Then
we have that E()† = δ
′
1+δ = 
′.
Since  > 0 and, by proposition 3.8, † < 0 we have that ′ < 0. Hence,
δ′
1+δ < 0 and so δ
′ < 0. Now, since δ ≺ 1 we have, again by 3.8, that δ† < 0 and so
δ > 0, thus E() = 1 + δ > 1. 
Proposition 3.46. For all x ∈ K we have that E(x)′ = x′E(x).
Proof. As usual, write x = j + c + . Then we have that E(x) = E( j)E(c)E() and
so
E(x)′ = E(c)(E( j)′E() + E( j)E()′).
Since for y ∈ J or y ∈ O we have that E(y)† = y′ and so E(y)′ = y′E(y) (see
proposition 3.43 and definition 3.42), it follows that
E(x)′ = E(c)( j′E( j)E() + ′E( j)E()) = E( j)E(c)E()( j′ + ′) = x′E(x)
as we set out to prove. 
Proposition 3.47. Given any x ∈ K, x > 0 there exists y ∈ K such that E(y) = x.
Proof. Let us first prove the assert in the case where x  1, i.e. x ∼ c for some
c ∈ C>0. By proposition 3.24 we have that x† = ′ with ′ ∈ O. Hence by
proposition 3.34 we have that E() = xc .
Moreover, since C, equipped with the exponential E, is actually logarithmic-
exponential, there is some c¯ ∈ C such that E(c¯) = c.
Hence, by taking y = c¯ + , we have that E(y) = E(c¯ + ) = cE() = x.
Assume now x - 1. Then there is j ∈ J, j , 0 such that v(E( j)) = η( j) = v(x)
since η is surjective. Then we have that xE( j)  1 and by the previous case there is
z ∈ K such that E(z) = xE( j) .
By taking y = j + z we have that
E(y) = E( j)E(z) = E( j)
x
E( j)
= x
which concludes the proof. 
Hence, by collecting all of the results of this section we have completed the
theorem we set out to prove.
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Theorem 3.48. Let K be a Liouville-closed H-field such that there is an exponen-
tial function making CK into a logarithmic-exponential field. Let E be defined as
in 3.42.
Then K equipped with E is a logarithmic-exponential H-field.
In particular, we also have the following
Corollary 3.49. Let K be a Liouville-closed H-field with CK = R.
Then there exists an exponential function E extending the real function ex mak-
ing K into a logarithmic-exponential H-field.
At last, we address the question: “Is this exponential function unique? What
about Hardy fields, which can be equipped with the true exponential?”
The answer to the first question is negative, although a weak form of unicity
holds.
Proposition 3.50. Let K be an H-field and let E and F be two exponential func-
tions defined on K. Call c(x) the function c : x 7→ E(x)F(x) . Then we have that:
• for all x ∈ K, c(x) ∈ C;
• for all  ∈ O, c() = 1;
• for all x, y ∈ K, c(x + y) = c(x)c(y)
Proof. Since both E and F are exponential functions we have that E(x)† = x′ =
F(x)†. Hence, by proposition 3.19, we have that E(x) = cF(x) for some c ∈ C,
which proves the first assert.
The second one is actually a reformulation of proposition 3.34. The third one
follows from the fact that E(x+y)F(x+y) =
E(x)
F(x)
E(y)
F(y) by exponential axioms. 
Remark 3.51. It is pretty straightforward to prove that if E is an exponential
function and c satisfies the constraints mentioned in the above proposition, then
(c · E) is still an exponential function.
Hence, we have that if (K, E) is an exponential H-field, then the exponential
functions defined over K are exactly the ones of the form c · E where c is any
function satisfying the aforementioned requirements.
This gives rise to the following
Corollary 3.52. Let K be a Liouville-closed exponential H-field with exponential
function exp, such that exp(C) = C>0 (exp is logarithmic on C). Then (K, exp) is
a logarithmic-exponential H-field.
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Proof. By the previous proposition we know that exp(x) = cxE(x) where E is as
defined in 3.42 taking E(c) = exp(c) over C.
Since K is logarithmic-exponential equipped with E, for all y > 0 there is x
such that E(x) = y.
Hence, exp(x) = cy for some c in C. But then exp(x− logC(c)) = y where logC
is the inverse function of exp on C. 
So we have that every exponential function defined over a Liouville-closed H-
field admits a logarithm (assuming it has a logarithm over the field of constants).
If we assume that our field is a Hardy field, then there is one very special case
we are interested in.
Corollary 3.53. Let K be a Liouville-closed Hardy field, R ⊆ K. Let exp be
the map exp : K → RR sending f (x) to e f (x) for all f ∈ K, then we have that
exp(K) = K>0.
Hence any Liouville-closed Hardy field is a logarithmic-exponential H-field if
equipped with the function exp.
Proof. It is obvious that exp satisfies the exponential function axioms. We claim
that exp(K) ⊆ (K), and thus exp is an exponential function over K. Then, by the
previous corollary, the thesis holds.
Let us prove our claim, that is, for all f ∈ K we have that e f ∈ K.
Fix f ∈ K. We have that if g is a non-zero C1 germ satisfying g† = f ′ then
g = re f for some r ∈ R (the proof is identical to the one of 3.19).
Since K is Liouville-closed then there is some germ h ∈ K satisfying h† = f ′,
hence for some r ∈ R, re f ∈ K, and thus also 1r re f = e f ∈ K. 
Since for all Hardy fields K we have an embedding of K into No (see [8] and
chapter 5), we can also prove, in the same way, the following
Corollary 3.54. Let K be a Liouville-closed H-field with constant field R and let
φ : K → No an embedding as H-fields of K into No. Then the function E defined
as E : x 7→ (φ−1 ◦ exp ◦φ)(x) is an exponential function on K, i.e., (K, E) is a
logarithmic-exponential Hardy field.
This result supports our conjecture about the universality of No as an exponen-
tial Hardy field, on top of suggesting an approach to its proof: one could prove that
given an exponential H-field (K, E), E can be extended to an exponential function
E¯ defined over the Liouville closure K¯ of K, then prove that K¯ can be embedded
into No through a map φ such that for all x ∈ K, the constant φ(E¯(x))exp(φ(x)) is actually 1.
This approach can be considered a sharpening of the one we described in the
introduction, since it still revolves around building an embedding, even though it
shows it is enough to prove such an embedding exists in a very particular case.
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However, the existence in K of a “monomial set” compatible with the expo-
nential would be useful in this case too, as we will discuss in more detail in chapter
6.
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Chapter 4
Hahn fields
This two next chapters deal with the surreal numbers field No. To better work
with No, we first introduce the concept of a Hahn field, which will be also useful
independently in chapter 6. The concept of Hahn field is very important in the
study of ordered fields: every ordered field can be embedded in a Hahn field with
the same value group of itself (relative to the archimedean valuation). Moreover,
Hahn fields have additional structure which will turn out to be useful even when
dealing with the H-field properties of our examples.
They have been introduced in [14] as a generalization of formal series. The
basic concept is to take an ordered group as the “monomial group” and define field
operations over formal series in such monomials similar to the common operations
defined over standard formal series.
As a generalization of formal series fields, they can be seen as having “analyt-
ical structure”: for example, a formal series could be interpreted as the asymptotic
development of a real function at∞. Of course, in general, we will have divergent
series in a given Hahn field, so some care is to be taken when making this parallel.
Definition 4.1. Let G be a (linearly) ordered group written in multiplicative nota-
tion and let K be an ordered field. Given f : G → K we will usually write it as a
formal series, i.e. f =
∑
γ∈G fγγ where fγ = f (γ).
We will call Hahn field with monomials in G and coefficient in K the set
K((G)) ⊆ KG such that
K((G)) =
∑
γ∈G
fγγ : supp f is anti-well ordered

where supp f is the (function) support of f , that is supp f = {γ ∈ G : fγ , 0}.
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We can equip K((G)) wih the two natural operations + and ·, defined as
f + g =
∑
γ∈G
( fγ + gγ)γ
f · g =
∑
γ∈G
∑
α·β=γ
fα + gβ
 γ
and the order
f > g⇔ Lc( f − g) > 1
where Lc( f ) is the leading coefficient of f , defined as usual with power series:
Lm( f ) = max(supp f ) is called leading monomial of f ,
Lc( f ) = fLm( f ) is called leading coefficient and
Lt( f ) = Lc( f ) · Lm( f ) is called leading term of f .
Proposition 4.2. Let K be a linearly ordered field and let G be a linearly ordered
group, then (K((G)),+, ·, >) is a linearly ordered field.
Readers interested in the proof of this proposition will find it in .
Now we can state the universality result we spoke of. There is a similar result
dealing with ordered groups instead of ordered fields that is commonly known as
“Hahn’s embedding theorem”, whose proof can be found in [12]. A proof of this
statement, due to Kaplansky, can be found in [17], however it is more general in
that it does not require the field K to be ordered.
Theorem 4.3 (Hahn). Let K be an ordered field with archimedean value group Γ.
Then there exists an embedding of ordered fields ι : K → R((Γ)).
The additional structure involved in the definition of a Hahn field simplifies
many concept and definitions compared to the general setting. For example in
R((Γ)) we have that f  g if and only if Lm( f ) = Lm(g). Even better, we have
that f ∼ g if and only if Lt( f ) = Lt(g), that is, the first terms of the series cancel
each other out if we take f − g.
The most common example of a Hahn field is R((tZ)) where t intuitively stands
for the function 1x . This is the field of series of the form
∑
i<n riti which can be
thought of
∑∞
−n rix
i: it is in fact the field of formal Laurent series.
We might try as well to obtain the field of Puiseux series as a Hahn field. It
so happens though that R((tQ)) is in fact strictly bigger than the field of formal
Puiseux series: the series
∑
N x−
1
i =
∑
N t
1
i is not a Puiseux series since the expo-
nents of x do not have a common denominator.
Actually, the requirement for the series to have a common denominator, can
be rewritten in Hahn field terminology:
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Definition 4.4. Given a series f ∈ K((Γ)), if there exist 1 > α1 > · · · > αn ∈ Γ, β ∈
Γ such that
γ ∈ supp( f )⇒ γ = βαk11 · · ·αknn
with ki ∈ N we say that f is grid-based.
The “grid-based” name is due to Van der Hoeven, which in [16] defined and
studied the properties of the interesting field of grid-based transseries.
Remark 4.5. The field of formal Puiseux series in the indeterminate x is actually
the subfield of grid-based series of R((xQ)).
We may notice that both the Hahn fields considered in the previous discus-
sion can be equipped with the natural derivation, making them into H-fields. For
example, we might wonder if we can build a Liouville-closed H-field as a Hahn
field, in an effort to better study the relations between integrals and exponentials
through the use of the power series machinery.
Sadly, such a field cannot be obtained: in fact, in [18] the authors proved that
any Hahn field cannot be a logarithmic exponential field:
Theorem 4.6. Let G be an ordered group and let ≺ be any order on R((G)). Then
there is no exponential function E such that E(R((G)) = R((G))+.
Proof. Here, as exponential function we mean a function satisfying axioms 2 and
3, since this result does not assume the existence of a derivative.
We show the hypothesis of theorem 1 in [18] are satisfied. Since there is a
unique order on R, any order on R((G)) induces on R the natural order, in par-
ticular (R,≺) is archimedean. Hence, by the theorem, the ordered additive group
underlying R((G)) and the multiplicative group R((G))× are not isomorphic. 
In particular we have that R((G)) cannot be equipped with a derivative and
a function E making it a logarithmic-exponential H-field, hence it cannot be a
Liouville-closed H-field either. However, we can work around this impediment
by considering appropriate subfields of a Hahn field, as it is done usually to define
the transseries fields (see [10], [19]).
As we will see in the next chapter, even the surreal numbers are not actually a
“true” Hahn field, in some sense, but are really more comparable to a subfield of
a Hahn field.
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Chapter 5
The surreal numbers
5.1 The surreal numbers as an ordered field
The surreal numbers class No, first defined by Conway in [7] has been used as a
monster model for both the (real-closed) ordered fields theory, thanks to the work
of Conway himself, and the theory of Rexp (see [8]), using the function exp defined
by Gonshor in [13].
This chapter will briefly describe these results, and then review the results
obtained in [5], where the authors define a derivation on No making it into a
logarithmic-exponential H-field together with the field operations defined by Con-
way and Gonshor’s exp. We will not go into the finest details of the proofs, the
interested reader will find them in the mentioned articles.
Definition 5.1. The class of surreal numbers No is the (proper) class 2<On, that is
the class of functions a of the form a : α→ {0, 1} where α is any ordinal number.
We will call length of a, denoting it with l(a), the ordinal α.
This is not the original definition of Conway, but it is the most intuitive for
our purpose, as it immediatly shows the binery tree structure of No: each surreal
number a can be seen as a vertex having as children the functions a ∪ {(l(a), 0)} e
a ∪ {(l(a), 1)}, while the empty function is the root.
This structure is extremely useful: it induces an ordinal-valued rank on the
surreal numbers, the length of an element, and a partial order corresponding to its
tree structure, that is:
Definition 5.2. Let a, b be in No. We will say that a is simpler than b, writing
a ≤s b, if a ⊆ b, that is if l(a) ≤ l(b) and b|l(a) ≡ a.
Thanks to the simplicity relation, we will be able to recursively build almost
all of the structure over No we are interested in.
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As a first step, we notice that given any a, b ∈ No, there exists c such that
c ≤s a e c ≤s b, in particular c = a ∩ b. This is enough to define a linear order
over the surreal numbers:
Definition 5.3. Let a, b ∈ No be such that a , b. We define the relation < by
imposing a < b if and only if there is some c such that for some t, u ∈ No one of
the following holds:
• a = c _ 0 _ t e b = c _ 1 _ u
• a = c _ 0 _ t e b = c
• a = c e b = c _ 1 _ u
where _ denotes the concatenation of two elements as binary strings.
Remark 5.4. We can easily verify that the one defined above is a linear order by
taking into consideration the intersection c of two elements a and b. Either one of
them is not defined after c, or they send l(c) into different elements.
We notice that the order we have defined has an additional compatibility prop-
erty with the relation ≤s:
Proposition 5.5. Let C be a convex subclass of No. Then there exists a unique
x ∈ C minimal with respect to the simplicity relation, that is, for all c ∈ C, x ≤s c.
Proof. The minimum we are looking for is actually x =
⋂
C: let us prove it.
Clearly, for all c ∈ C, x ⊆ c, or equivalently, x ≤s c, hence we just need to
prove that x ∈ C.
Let α = l(x). Since x =
⋂
C we have that there are c1 < c2 ∈ C that do not
agree on α + 1, that is, one of the following holds:
• l(c1) = α;
• l(c2) = α;
• c1(α + 1) = 0 and c2(α + 1) = 1.
If we are in one of the first two cases we are done, since then x = c1 o x = c2.
On the other hand, if we are in the third case, we have that c1 < x < c2 and, by
convexity of C, x ∈ C. 
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We notice we can obtain the existance of a “common ancestor” of two el-
ements can be obtained also as a corollary of the previous proposition: given
a < b ∈ No, considering the convex subclass {x ∈ No : a ≤ x ≤ b}, we obtain a
simplest element x with a < x < b which of course is a ∩ b.
This procedure can be generalized: given A, B subsets (as opposed to proper
classes) of No such that A < B – that is, for each a ∈ A and b ∈ B we have a < b
– we can consider the nonepty convex class (A; B) = {y ∈ No : A < y < B}. It
contains a simplest element x which we will denote by x = A | B. We shall also
say that the wirting x = A | B is a representation of x.
The main strategy, then, is going to be to define the operations on No by
recursion over the length of the elements involved, choosing as image the simplest
surreal satisfying inequalities.
Definition 5.6. We shall define the operations + : No × No → No and · : No ×
No→ No as the operations sending x = {x′} | {x′′}, y = {y′} | {y′′} ∈ No in
x + y = {x′ + y, x + y′} | {x′′ + y, x + y′′}
x · y = {x′y + xy′ − x′y′, x′′y + xy′ − x′′y′′} | {x′y + xy′′ − x′y′′, x′′y + xy′ − x′′y′}
As we anticipated before, we defined x + y to be the simplest surreal such that
given a, b ∈ No, a < x < b, we have that a + y < x + y < b + y, and similarily for
the other addend.
The same applies to the product: the first expression guarantees that x′y+ xy′−
x′y′ < xy⇒ (x− x′)(y− y′) > 0, and similarily for the others; the product of x and
y will be the simplest surreal satisfying these inequalities.
Readers interested in the proofs that these definitions are independant of the
choice of a representation and that they indeed make No into a field will find them
in [13].
Since No is an ordered field, hence of characteristic 0, we have an embedding
of Q into it.
By the definition of the product we have that the unity must be the simplest
positive surreal, that is {0}|∅, that is the string 1. Then, by addition, we have that
the functions over finite ordinals constantly equal to 1 are the image of N into No.
More generally, one can see by duplication and addition that the finite length
surreal numbers correspond exactly to the diadic rational numbers, i.e. those of
the form ± m2n where m, n ∈ N.
Then, again by results in [13], we have that the map sending a real r into
xr = Ar | Br where Ar and Br are the (image of the) Dedekind cuts determined by
r is actually an embedding, hence, by identification, we can write Q ⊂ R ⊂ No.
The embedding of the natural numbers suggests a way to embed the ordinal
numbers into No. Consider the map sending α ∈ On to the surreal sα such that
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l(sα) = α and s(β) = 1 for each β < α. Gonshor proved that it is compatible with
the Hessenberg sum and product over On, hence it is an embedding of On into
No.
5.2 The ω function
Once established that On ⊂ No, we might try to extend to No the ordinal expo-
nentiation in the hope of obtaining an exponential function. While we will not
achieve our goal in this way, we will obtain a useful tool in the study of No.
So, we consider an intuitive property satisfied by the function ωx with x ∈ On:
whenever x > x′ we have that x − x′ is an ordinal greater than 0, hence ωx−x′ is
infinite, i.e. greater than any natural number. In formulas, for all k ∈ N, ωx−x′ > k.
Since we will require for ωx−x
′
to be equal to ω
x
ωx
′ , we could rather write ωx > kωx
′
.
It turns out that this constraint is sufficient to determine the “ω function” (see
[7].
Definition 5.7. Given x ∈ No, x = {x′} | {x′′}, we define
ωx = {0, kωx′} | {1
k
ωx
′′}
where k is in N r {0}.
This function has many remarkable properties: it behaves like a power func-
tion, that is, for all x, y ∈ No we have that ωx+y = ωx · ωy, and it agrees with the
ordinal exponentiation whenever x ∈ On.
On the other hand it is not a good candidate as an exponential function: it does
not agrees with ex in any meaningful way, and given x , y ∈ No, we have that
ωx e ωy are not commensurable since their difference is greater than any natural
number. That implies that the image of ωx is extremely discrete, far from being
No>0.
The most interesting feature of this map, though, is that it allows us to recover
the Cantor normal form. Not only the Cantor form of an ordinal is also a true
identity in No, but every surreal number can be written in a generalized Cantor
normal form, as we will see later, thanks to the following stronger result:
Theorem 5.8.
No = R((ωNo))
where R((ωNo)) has to be though of as a Hahn field, with the additional re-
quirement for the support of a series to be a set, as opposed to a proper class.
Equivalently, consider R((ωNo)) to be the directed union of its set-sized proper
subfields (corresponding to additive subgroups of No).
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Remark 5.9. Notice that in particular ωNo is a monomial set of No in the sense of
6.1.
Proving this fact amounts to proving that:
Proposition 5.10. The map ωx has the following properties:
• given any x ∈ No we have that ωx is the simplest surreal in its archimedean
class;
• in particular, if x , y then |x − y| > n for all n ∈ N;
• we have that ω0 = 1 and the class containing all of the surreals of the form
ωx is a multiplicative group. Moreover, the ω function is monotonic, hence
the order induced on this class as a subclass of No and as an image of it
agree, and both determine on this class the same ordered group structure.
Proofs of this facts can be found in [7] and [13].
Thus, we have that the class ωx, which we will call M, is actually a legitimate
class of monomials for the field No. The final step to prove the aforementioned
theorem is to build an actual isomorphism by extending the identification of the
monomials to infinite sums.
We will give more detail about this map in a while. First, notice a useful
consequence of this fact: we can write a surreal number as a formal series.
Proposition 5.11. Given any x ∈ No it can be written uniquely as a series of the
form
x =
∑
β∈α
aβωyβ
where α ∈ On, yβ ∈ No and for all β < γ yβ > yγ.
We will also use the shorthand
x =
∑
y∈No
ayωy
implicitly assuming that the support of the some is some ordinal α.
By uniqueness, we have that the series form, if we assume x = α ∈ On, is
actually the Cantor normal form.
As we already mentioned, we shall now give some details about the isomor-
phism between No and R((M)). We will define it as a map
∑
: R((M)) → No,
since that same map can be seen as an infinitary sum operator on No, compatible
with the Hahn field properties.
To do that, we need to define the truncation of a formal series:
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Definition 5.12. Let a be in R((M)). We define truncation of a at n, or a|n, the
series ∑
m∈supp a
m>n
amm.
Definition 5.13. Let f be in R((M)). We define
∑
f recursively over the order
typo of supp f :
• if the support of f is empty, we define∑
f = 0
• if the support of f is a successor ordinal, hence supp f has a minimum n,
we define ∑
f =
∑
f |n + fnn
• if the support of f is a limit ordinal, we define∑
f =
{∑
f |m + q′m
}
|
{∑
f |m + q′′m
}
where the m are in supp f while q′, q′′ are rationals such that q′ < fm < q′′.
The Hahn field structure of No, then, allows us to treat surreals as formal
series, in particular we can define the following concepts:
Definition 5.14. Let x be in No, x =
∑
t xtωt. We shall call:
• support of x the set of the ωt such that xt , 0;
• terms of x the surreals of the form xtωt such that ωt ∈ supp x;
• coefficient of ωt in x the real number xt;
• leading monomial of x the maximum of supp x;
• leading term of x the surreal number xuωu whereωu is the leading monomial
of x;
• leading coefficient of x the coefficient of the leading monomial of x
• truncation of x at ωu the surreal ∑
ωt∈supp x
t>u
xtωt
On top of that, we have the concept of a summable family of surreal numbers,
defined exactly as in the context of Hahn field by looking at their “power series”
expansion.
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5.3 The exponential function
In this chapter we are trying to define an exponential function over No.
Definition 5.15. We call a function exp : No→ No a surreal exponential if:
• exp(0) = 1
• whenever x > y then exp(x) > exp(y)
• exp(x + y) = exp(x) exp(y)
• for each x ∈ No, x > 0, there is some y ∈ No such that exp(y) = x.
Remark 5.16. Notice that these are exactly the requirements of an exponential
function in the context of an H-field, minus of course the axiom involving the
derivative. It is also required for exp to have a logarithm defined over all of No>0.
Remark 5.17. While these requirements might not be enough to guarantee that
(No, exp) is a model of Rexp, by results of van den Dries and Ehrlich [8] we know
that the exponential function we are about to define satisfies this additional re-
quest.
The details of this, however, are beyond the scope of this dissertation.
By having defined over No a Hahn field structure, we can employ a very pow-
erful strategy to define an exponential function: the Taylor series expansion.
In 3.35 we proved that the exponential of an infinitesimal element has to satisfy
a Taylor-like property. However, that gives us no way to determine the exponential
of an infinite element.
To do that, we use the Taylor expansion to obtain some inequalities we would
like exp(x) to satisy. For example, given x′ < x we have that exp(x′) exp(x− x′) =
exp(x), and so we would like for the following “approximation” to hold:
exp(x) ≈ exp(x′) ·
n∑
i=0
(x − x′)n
n!
and a similar one by considering x′′ > x. By imposing that for all x, exp(x) > 0
and truncating the Taylor series carefully we can obtain some more formal in-
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equalities:
exp(x) > exp(x′) ·
n∑
i=0
(x − x′)i
i!
∀n ∈ N
exp(x) > exp(x′′) ·
2n+1∑
i=0
(x − x′′)i
i!
∀n ∈ N
exp(x) < exp(x′′) ·
 n∑
i=0
(x′′ − x)i
i!
−1 ∀n ∈ N
exp(x) < exp(x′) ·
2n+1∑
i=0
(x′ − x)i
i!
−1 ∀n ∈ N s.t. 2n+1∑
i=0
(x′ − x)i
i!
> 0
This constraints turn out to be enough:
Definition 5.18. Let x be in No. Then we define exp(x) as the simplest surreal
satisfying the above inequalities.
This function is a surreal exponential, in particular we have that
Proposition 5.19. The function exp has the following properties:
• given r ∈ R, exp(r) = er, that is, exp |R ≡ ex;
• given  ≺ 1, the family
{
n
n!
}
is summable, and exp() =
∑
N
n
n! ;
• the function exp is an ordered group isomorphism between (No,+, <) and(
No>0, ·, <
)
, in particular, exp(0) = 1 and exp(x + y) = exp(x) · exp(y).
Hence not only we have a surreal exponential which could potentially become
an exponential function making No into a logarithmic-exponential H-field, given
the right derivative, but we also have that
(
No,+, ·, <, exp) is an elementary exten-
sion of Rexp (see [8]).
Another most interesting property of exp is that it provides us with an alterna-
tive way to write the monomials.
Proposition 5.20. We have that ωNo = M = exp(J) where J denotes the set of
the purely infinite surreals, i.e. the ones whose support contains only infinite
monomials.
As a consequence, we have the Ressayre normal form, as defined in [5]
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Proposition 5.21. Given any x in No, x admits a unique writing of the form
x =
∑
γ∈J
xγ exp(γ)
where the support of the series, i.e. {exp(γ) : γ ∈ J, xγ , 0}, is anti-well ordered.
We would like to stress that while the writing is pretty similar to the normal
form already presented, here the sum is indexed over J instead of No, even though
the monomials and the coefficient are actually the same.
This allows us to give a simple characterization for the valuation induced over
No by its Hahn field structure:
Proposition 5.22. Let ` be the function mapping x ∈ No to γ such that exp(γ) is
the leading monomial of x. Then −` is a valuation over No.
Moreover, x  y if and only if `(x) > `(y) and similarily x  y if and only if
`(x) = `(y).
5.4 Surreal derivative
We now briefly explain the procedure described in [5] to define a “surreal deriva-
tion”.
Definition 5.23. We will call a unary function D : No→ No a surreal derivation
if it has the following properties:
• it satisfies the Leibniz rule: D(xy) = D(x)y + xD(y);
• it is stringly additive: if {xi}i∈I is summable then D(∑ xi) = ∑ D(xi);
• it is compatible with exp: D(exp(x)) = D(x) exp(x)
• it has R as its constant field: D(x) = 0⇔ x ∈ R;
• it is an H-field like derivation: if x > R then D(x) > 0.
Remark 5.24. Notice that No equipped with exp and a surreal derivation D is
actually a logarithmic-exponential H-field (except from the fact that it is a proper
class): the only axiom not explicitly required to be true is that O = C + O, but that
follows from the completeness of R as a field.
The idea is to use the identity D(exp(x)) = D(x) exp(x) to define D, together
with the strong linearity of D, to reduce the problem of defining a derivation to a
much smaller subclass of No.
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By strong linearity, if we have defined D over M we are done. On the other
hand, we have that M = exp(J), hence, given a monomial exp(γ), we have that
D(exp(γ)) = D(γ) exp(γ), and we have reduced the problem to defining D over
the terms of γ, again by strong linearity.
The concept of “path” is the formal definition arising from this intuition.
Definition 5.25. A path is a sequence of terms P : N → R∗M such that for all
i ∈ N, P(i + 1) is a term of `(P(i)) (recall that `(x) is the logarithm of the leading
monomial of x).
We will call P(x) the set of paths such that P(0) is a term of x.
Since the path of an element decompose it in a way, we could try to define
the derivative of a path using the exponential identity and then extend it to all
elements, however, since paths are infinite, we have no clear cut “induction basis”.
The class who will play that role is the class of “log-atomic” monomials.
Definition 5.26. We will call a monomial m log-atomic if for each n, logn(m) is
again a monomial; here logn denotes the n-th iteration of the compositional inverse
of the map exp.
We will denote the class of all log-atomic monomials with L.
Over the log-atomic monomials we can define the simplest function defined
over L satisfying the inequality in 3.12, call it ∂L. In the previously mentioned
article a closed expression for it is used to prove that it satisfies the constraints of
a derivation on its domain, and moreover, it is shown that it takes values in R∗M,
that is, it is term-valued.
Now, going back to our problem of defining the derivative of a path, if we
had that given any path P there is an i such that P(i) is in L, we could define the
derivation of a path through the exponential identity.
Actually, though, we have that not all paths have to end in L, there can be
terms whose exponents (and exponents of exponents, ecc.) always contain more
than one monomial.
However, these paths are the exception, rather than the rule:
Proposition 5.27. Given any x ∈ No such that `(x) ,= 0 (i.e. x - 1) there is
some n ∈ N such that `n(x) ∈ L, where `n stands for the n-th iterate of the map `.
This proposition tells us that any path not ending in L has to always discard
the leading term, hence it is in some way negligible with respect to those that do,
hence the following definition:
Definition 5.28. Given a path P we define its path-derivative ∂(P) as follows:
• if there is some k ∈ N such that P(k) ∈ L, we let ∂(P) = ∏i<k P(i) · ∂L(P(k))
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• if for all i ∈ N, P(i) < L we let ∂(P) = 0.
Now, we would like to define the derivative of a surreal ∂x as
∑
P∈P(x) ∂(P),
but we before we can do that, we need to prove the following:
Proposition 5.29. For all x ∈ No the family { ∂P}P∈P(x) is summable.
This is proposition 6.20 of [5]. Its proof revolves around the relation called
there “nested truncation”.
Intuitively, x is a nested truncation of y if it is a truncation of y, or if contains
a term exp(γ) such that γ is a truncation of δ and exp(δ) is a term of y and so on.
This proof relies heavily on the fact that the nested truncation relation is well-
founded, and as such induces an ordinal-valued rank over No, the nested trunca-
tion rank.
Hence, to recap, we have the following definition:
Definition 5.30. We define the function ∂ : No→ No sending x to ∑P∈P(x) ∂(P)
And we have that ∂ is actually a surreal derivation over No, hence making No
into a logarithmic-exponential H-field together with exp.
Not only that: still in [5], it is also proven with little more effort that ∂ is
also surjective, i.e. No admits integration. Since we have an exponential function
defined over No too, we have that No is a Liouville-closed H-field: to find an
element y such that y† = a it is enough to take x such that x′ = a and then
y = exp(x) is a solution by exponential axioms.
Proving that ∂ is serjective is done in two steps: the first one is proving that
No admits asymptotic integration.
To do this, by 3.16 (notice that the proof of that act does not suffer from the
fact that No is a proper class), it is enough to prove that the set Ψ does not have an
supremum, which is an unsurprising consequence of the saturation of the surreal
numbers field.
The next step then is also based on said saturation properties. The aim is to
obtain the antiderivative of an element x as a series obtained by progressively
cancelling the maximum of the support of x.
More formally, we define recursively the ordinal-indexed sequence of terms
(tα) by taking t′α ∼ x −
∑
β<α ∂tβ. The only way for such a sequence to not give
a valid antiderivative of x is if ∂tα even though it cancels the maximum of the
support of x − ∑β<α ∂tβ, it adds too many terms to the sum, which cannot be
removed without introducing even more new terms etc.
To prove that this cannot happen, the authors use a specialized version of Fe-
dor’s lemma, which says that if we keep up the procedure long enough, every
term will, sooner or later, be cancelled, hence that for some α ∈ On we have that
∂
(∑
β<α tα
)
= x.
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Chapter 6
Purely infinite elements and
monomials
6.1 The existence of a purely infinite subspace
As we have seen in the previous chapter, given an exponential function E and
taking J to be any algebraic complement ofO, we have that E(J) is a multiplicative
subgroup of K×.
Moreover, as long as E admits a logarithm, each commensurability class con-
tains exactly one of the E( j), that is, for each x ∈ K there is a unique j ∈ J such
that x  E( j).
If we think of the H-field of formal Laurant series we can see that this proper-
ties describe the monomials xk for k ∈ Z.
Similarily, a set with this property is used as a “generating set” in constructing
the embedding of any ordered field into a Hahn field (see 4.3), hence equipping it
with a formal power series structure.
Going along with this remark, we give the following definition:
Definition 6.1. Let K be an H-field1. Let X be a subset of K>0. We call X a set of
monomials or monomial set if:
• (X, ·) is a multiplicative subgroup of K;
• for each t ∈ K there is a unique x ∈ X such that t  x.
Remark 6.2. Notice that if X is a monomial set, then X is isomorphic to Γ (the
value group of K). By the second property, vX is injactive and v(X) = Γ, and
since v(x)v(y) = v(xy) by valuation definition, v is a group isomorphism.
1This definition makes perfect sense even in the context of ordered field. We define it for
H-fields for clarity, since that is the context in which we will use it.
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Remark 6.3. As we said above, if (K, E) is logarithmic-exponential and J is an
algebraic complement of O in K, we have that E(J) is a monomial set.
Aschenbrenner, van den Dries and van der Hoeven, in [4], prove that any
Hardy field can be embedded in No as a differential and valued field: we might
want to try and embed any logarithmic-exponential Hardy field into the surreals
numbers while respecting the exponential structure too2.
It is with that aim that we want to find a monomial set which behaves correctly
under the exponential and logarithm functions.
To that end, the approach of taking E(J) where J is an arbitrary complement
of O does not work: it is unlikely that, for example, the property E(J>0) ⊂ J holds,
hence we might have infinite monomials that are not purely infinite.
The aim of this section is to, given an exponential function E, determine a
particular complement J which satisfies this additional property.
Definition 6.4. Let (K, E) be a logarithmic-exponential H-field. We call J a purely
infinite subspace if
• J is a C-subspace of K;
• J ∩ O = {0};
• E(J>0) ⊆ J.
Moreover, we call J maximal if it also satisfies J ⊕ O = K.
We are interested in such a space since it would be useful in constructing an
exponential-preserving embedding of K into No: see for example 3.50 at the end
of the chapter.
Since we want to obtain a set J that is both exponentially closed and a subspace
of K, we will actually obtain J as the closure under exponential and vector space
operations of a generating set X.
To this end, let us investigate the “exponential closure” of a set X first.
Please keep in mind that throughout the section we will assume K to be a
logarithmic-exponential H-field with exponential function E and constant field C.
Definition 6.5. Given a set X ⊆ K, consider the sequenceX0 = <X>Xn+1 = <E(X>0n )> + Xn
2In this section, we will frequently make references to the surreal numbers field, mostly as an
example or in the exposition of some long-term goal. The results of this section actually do not
reference the surreal field at all, but the reader interested in it can find a review of its properties in
chapter 5.
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where by <Z> we mean the C-linear span of Z in K.
We will call J(X) the set
⋃
n∈N Xn.
Proposition 6.6. We have that J(X) is the smallest subspace of K containing X
such that E(J(X)>0) ⊂ J(X).
Proof. Since K satisfies the property and the intersection of exponentially-closed
subspaces is still an exponentially-closed subspace we have that there exists a
minimal exponentially closed subspace of K containing X, call it Y .
It is trivial to prove that for all n, Xn ⊆ Y , hence J(X) ⊆ Y . Moreover, since
J(X) is the union of a chain of subspaces such that E(X>0n ) ⊆ Xn+1 we have that it is
both a C-linear subspace of K and closed under E. Hence, we have that Y = J(X)
by minimality of Y . 
The following proposition proves we can write elements of J(X) in a particular
form, useful for our following study.
Proposition 6.7. Given X ⊆ K, for each n we have that
Xn+1 = X0 + <E(X>0n )>
i.e. every x ∈ Xn+1 can be written as a finite sum ∑ aixi + ∑ b je(z j) where xi ∈ X
and z j ∈ Xn.
Proof. By substituting the definition for Xn in the one for Xn+1 and so on we have
that
Xn+1 = <E(X>0n )> + <E(X
>0
n−1)> + · · · + <E(X>00 )> + X0
but since given h > k we have that Xh ⊇ Xk and so <E(X>0h )> ⊇ <E(X>0k )> we can
omit all of the terms except the first and the last obtaining Xn+1 = X0 + <E(X>0n )>
as we set out to prove. 
Our aim is to find X such that J(X)⊕O = K. To do that we have to choose X in
such a way that J(X)∩O = {0}, and show that that given any non zero y < J(X)+O
we can find X¯ extending X such that J(X¯) still has trivial intersection with O but
now contains y too. In this way we can iterate the procedure until J(X) + O = K.
Straightforwardly trying to enforce the property J(X)∩O = {0} during the con-
struction leads to some complications. To explain the problems in this approach,
we shall reference the set of surreal numbers No made into an H-field as in [5].
See chapter 5 for the details.
Take any infinite monomial x ∈ E(J). We have that J({x2, x2 + x}) has trivial
intersection with O since both x2 and x2 + x are in J.
Now take y = log(x2) and y = log(x2 + x). We need to add at least one of
those elements to J(X), but since x2  x2 + x we have that log(x2) − log(x2 + x) =
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log( x
2
x2+x ) ∈ O hence we can only take one of those, but which should we try to
add?
From a surreal point of view it is clear that the correct choice is to add log(x) =
log(x2 + x − x2).
However this approach does not extend neatly to the case where X = {ω 1n }n∈N∪
{y} where y = ∑n∈N ω 1n . Again we have conflicting logarithms since y  ω but we
also have that y − ω  ω 12 and so on. Moreover, since we have not assumed K to
have any kind of infinitary sum, noticing that y is an infinite sum of powers of ω
and treating it as such can be tricky.
More generally, since the construction of J(X) is strictly finitary in nature, we
will have to add infinite sums (or elements of K with infinite sum-like behaviour)
one at a time, by adding them to X, since they will not appear as exponential or
finite sum of other elements.
These examples suggest us that we need some way to approximate by initial
segments our element: that way we could recognize infinite sums as elements
approximated by their initial segments, for example.
The shortest initial segment in No is just the leading term. It turns out that it
will be enough for our purposes to require that J(X) be “leading term” closed.
Definition 6.8. We will say that X ⊆ K is lt-closed if
• J(X) ∩ O = {0}
• for all y ∈ J(X), y , 0, there exists one z ∈ J(X)>0 such that y  E(z).
Notice that point 2 is equivalent to asking that there exist z ∈ J(X)>0 and c ∈ C
such that y ∼ cE(z). In this case we will call E(z) the leading monomial along
J(X) of y, c the leading coefficient along J(X) and cE(z) the leading term along
J(X) of y.
Remark 6.9. The definitions are the standard leading monomial, coefficient and
leading term functions obtained by assuming E(J(X)) as the monomials of K. Of
course this functions will not be defined everywhere, unless J(X) ⊕ O = K. In
that case, we have that E(J(X))  Γ by 3.33, and as such they have the usual
properties.
Moreover, notice that by requiring J(X) to be leading term-closed, we have
by corollary that it is actually closed under finite truncation: it contains all finite
initial segments approximating its elements.
Thanks to this property, we can prove a very useful criterion to decide wheter
an element y is a good candidate to be added to X, that is, if J(X ∪ {y}) ∩ O = {0}.
Proposition 6.10. Let X ⊆ K be lt-closed. Let y be in K such that y - x for all x
in J(X), and call X¯ = X ∪ {y}. Then J(X¯) ∩ O = {0}.
Moreover, for all z ∈ J(X¯)>0 r J(X) we have that E(z)  y.
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Proof. Notice that the second assert implies the first since O is closed under ex-
ponentiation and y < O, on top of the fact that X is lt-closed by hypothesis.
We will then prove it by induction on the number of nested exponentials
containing y required in writing z = x + ay +
∑
b jE(z j), where x ∈ J(X) and
z j ∈ J(x¯)>0 r J(X).
Let us then prove the induction basis: since in this case z = x + ay and y - x
then z  x and z  y by valuation properties (we have that v(z) = min{v(x), v(y)}).
In particular, since z  x  1, we have, by 3.11, E(z)  z  y.
Let us now prove the induction step: take z = x + ay +
∑
b jE(z j) which can
be written with n + 1 exponential nested sign, hence the z j can be written with at
most n signs.
As such, we have that E(z j)  y for all j, moreover, we have E(zi) - E(z j) for
each i , j, since if it were not so, we would have E(zi − z j)  1 ≺ y, against the
induction hypothesis, since zi − z j also can be written with at most n signs.
Hence, we have that ay +
∑
b jE(z j)  E(zm) for some m. Now, if x - E(zm),
we have the thesis since, as before, z  x and E(z)  z  E(zm)  y.
That said, suppose by contradiction that x  E(zm): that means that there is
some t ∈ J(X) such that E(t)  x  E(zm). Thus, E(t−zm) ∈ O and so E(t−zm) ≺ y,
but this contradicts the induction hypothesis since t − zm can be written with less
than n + 1 exponential signs. 
In light of this criterion, we only need to worry about how to expand X ∪ {y}
in order to make it an lt-closed set.
Since we assume to be working with a logarithmic-exponential field, we have
access to an inverse to the function E, which we will call L as in the previous
section.
The naive approach then would be to just add L(y), L(L(y)) and so on on top
of y to our generating set. However, this approach doesn’t work, since the already
mentioned “infinite sum”-like elements have to be added to X, even if their loga-
rithm cannot. More generally, whenever y < J(X) + O but there is x ∈ J(X) such
that y  x, we can add y but not L(y).
Hence, we might also have an element which is of the form y = s + t where
s is a finite or infinite sum of monomials in J(X) and t is a “new” monomial
(dominated by s), i.e. t - x for all x ∈ J(X).
We notice that the common solution to these problems is to identify the maxi-
mal “initial segment” of y made with monomials from J(X), call it y¯.
Then we could take y − y¯ and study that. If it is 0, then y is already in J(X), or
all its monomials are, hence we can add y to X without fear: X ∪ {y} will still be
lt-closed. Otherwise, we will have that y − y¯ - x for all x ∈ J(X), hence we can
start the procedure again with y − y¯.
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Before going into the details, let us show that the iterated logarithms strat-
egy is still a good way to obtain the first lt-closed X upon which we shall build
recursively.
Remark 6.11. Consider X = {Ln(x)}n∈N. It is obvious that J(X) = ⋃n∈N J(Ln(x))
since for all n, Ln(x) ∈ J(Ln+1(x)).
To prove that this X is lt-closed, we need to establish the following property
about J({x}) i.e. the exponential closure of a singleton.
Lemma 6.12. Let x be in K r O and call X = {x}. Then J(X) ∩ O = {0}.
Proof. As in 6.10 we will actually prove that for all n and for all y ∈ X>0n we have
that E(y)  x. We shall do so by induction over n.
It is trivially true if n = 0, since if y = ax by 3.11 we have that E(ax)  x.
So assume the thesis for n. Given y ∈ Xn+1 we have y = ax + ∑ biE(yi) where
yi ∈ Jn(X), and thus E(yi)  x by induction hypothesis.
We notice that there exists some m such that y  E(ym) since E(yi)  x and
E(yi)  E(y j) would imply yi − y j ∈ O.
Then by 3.11 we have E(y)  y  E(ym)  x, as we set out to prove. 
Corollary 6.13. Let x < O and X = {Ln(x)}n∈N. Then J(X) ∩ O = {0}.
Proof. It trivially follows from the fact that J(X) =
⋃
n∈N J({Ln(x)}) and that
J({Ln(x)}) ∩ O = {0} by the previous proposition. 
Proposition 6.14. Let X be as in the previous corollary. We have that X is lt-
closed.
Proof. We prove by induction on n that for all y ∈ Xn there is y¯ ∈ J(X) such that
E(y¯)  y.
The induction basis follows from the fact that if n , m then Ln(x) - Lm(x) by
3.11. Hence given y =
∑
aiLni(x) we have that y  Lnm(x) where nm = min ni, and
then y  E(Lnm+1(x)).
Next, assume the thesis for Xn and let y be in Xn+1, y =
∑
aixi +
∑
b jE(y j)
where xi ∈ X and y j ∈ Xn.
We claim that either y  xm or y  E(ym) for some m: then we have the thesis
by induction hypothesis.
To prove our claim, suppose by contradiction that there are at least two dif-
ferent terms of the previous sum which are asymptotic, call them z and t. Hence
we have that L(z) − L(t) ∈ O. We have also that whatever they are, both L(z) and
L(t) are in J(X), since L(xi) ∈ X and L(E(z j)) = z j ∈ J(X), therefore we have a
contradiction with the previous proposition. 
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Now that we have the first step upon which to build our recursive construction,
we have to show how to adjoin new elements to an lt-closed set X in such a way
that it remains lt-closed.
As we discussed before, we need to identify the “maximal initial segment” of
an element y ∈ K r O by monomials in E(J(X)>0.
This procedure is very similar to the one in lemma 4.1 of [21]. There, the aim
was to extend the embedding of an ordered field into a Hahn field (see section 4),
but the problem they are trying to solve in that lemma is the same: they identify an
element with the the longest possible initial segment approximating it, and then
prove that the embedding can be extended in that way.
Our procedure will be slightly different since we cannot rely on a partial em-
bedding into a Hahn field, so we have to have J(X) provide the monomials. As
such, we might end up with an incomplete approximation (when our element con-
tains monomials not yet in J(X)) which will require a different approach.
So, without further ado, let us define the concept of “pseudo-truncation se-
quence”, which will play the role of the set of initial segments.
Definition 6.15. Let X ⊆ K be an lt-closed set, and let y be in K r O.
We will call pseudo-truncation sequence of y (relative to X) the sequence in-
dexed over some ordinal β (yα)α∈β ⊆ J(X) defined as:
• y0 = c0E(z0) such that x ∼ c0E(z0), i.e. y0 = LtJ(X)(y), if it is defined;
• yα+1 = yα + cαE(zα) where y − yα ∼ cαE(zα), i.e. yα+1 = yα + LtJ(X)(y − yα),
if it is defined;
• if λ is a limit ordinal, take yλ to be any element of J(X) such that for all
γ < λ, y − yγ ∼ yλ − yγ, provided such an element exists in J(X).
It is pretty obvious that the sequence here defined might not be unique, as
the choice at a limit ordinal might not be unique, but it still holds a uniqueness
property.
For example, if we assume to be working in the surreal field and take X ⊆ J,
intuitively we have that if y contains a monomial not yet in J(X), every pseudo-
truncation sequence will break on the maximal monomial of y not in J(X). Hence,
if yα is the last element of an pseudo-truncation sequence, v(y−yα) does not depend
on the pseudo-truncation sequence chosen.
Formally, we have the following
Proposition 6.16. Let X ⊆ K be an lt-closed set and let y ∈ K be such that y  y¯
for some y¯ ∈ J(X). Then the following are equivalent:
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1. all of the pseudo-truncation sequences of y have length equal to some suc-
cessor ordinal (that is, they are indexed by α + 1 for some α ∈ On, hence
they have a least element yα);
2. there is a pseudo-truncation sequence of y whose length is a successor or-
dinal;
3. there is some x ∈ J(X) such that v(y − x) < v(J(X)).
Proof. Obviously, (1) implies (2). Let us prove that (2) implies (3).
Let (yβ) be a pseudo-truncation sequence of y with successor length, and let
yα be the last element of the sequence. Then, by pseudo-truncation definition, we
have that y − yα - x for all x ∈ J(X).
At last, we shall prove that ¬(1) implies ¬(3), i.e., if any pseudo-truncation
sequence has limit length then for all x ∈ J(X), v(y − x) ∈ v(J(X)).
Suppose then that the pseudo-truncation sequence (yα) has limit length, say λ.
Then we have that for all x ∈ J(X) there is a γ < λ such that y − yγ / x − yγ.
Hence by writing (y − yγ) − (x − yγ) = y − x we notice that, by valuation
properties, we have one of the following:
• y − x  y − yγ  yγ+1 − yγ
• y − x  x − yγ.
In both cases y − x is asymptotic to an element of J(X), as we set out to
prove. 
Proposition 6.17. Let X ⊆ K be an lt-closed set and let y ∈ K be such that y  y¯
for some y¯ ∈ J(X). Suppose y satisfies the equivalent conditions of the previous
proposition, and let x be in J(X) such that v(y − x) < v(J(X)).
Then v(y − x) is unique: for all t ∈ J(X) we have either v(y − t) ∈ v(J(X)) or
v(y − t) = v(y − x).
Proof. Let z,w be any two element of J(X) such that for all x ∈ J(X) we have that
both y − z - x and y − w - x. We only need to prove that y − z  y − w.
We have that (y − z) − (y − w) = w − z ∈ J(X), hence (y − yz) − (y − w) is not
asymptotic to (y−z) nor (y−w). Thus, y−z ∼ y−w, wich concludes the proof. 
Remark 6.18. We notice that by the previous propositions we have in particular
that if yα is the last element of a pseudo-truncation sequence of y, then v(y − yα)
does not depend on the particular sequence chosen.
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Thanks to the previous proposition we know that any pseudo-truncation se-
quence contains all of the information we need about y: if it does contain a new
monomial, then this monomial is y − yα where yα is the last truncation. If it does
not, then the sequence has limit length.
Let us finally describe how to expand X, while making sure that it is still lt-
closed: to add an element y, we will actually add a sequence of elements yn which
may be finite or infinite, such that yn ∈ J(X ∪ {yn+1}); and moreover that for all
x ∈ J(X), the leading term of yn − x is in J(X ∪ {yn+1}): the sequence is “lt-closed”
in some sense.
We call such a sequence “remainder sequence” since we actually have that
yn+1 is the logarithm of the remainder of yn once we strip away from it its maximal
initial segment which is in J(X).
First we shall define such a sequence assuming that the element y satisfies
y - x for all x ∈ J(X).
Definition 6.19. Let X ⊆ K be an lt-closed set and take y - x for all x ∈ J(X). We
will call remainder sequence of y (relative to X) any sequence defined as follows
starting from y = y0:
• If L(yn) - x for all x ∈ J(X) then take yn+1 = L(yn);
• otherwise, consider a pseudo-truncation sequence (lα) of L(yn), which is not
null since there is at least one x ∈ J(X), x  L(yn), and
◦ if its length is a successor ordinal, take yn+1 = L(yn) − l¯ where l¯ is the
last element of the pseudo truncation sequence: notice that we have
that L(yn) − l¯ - x for all x ∈ J(X);
◦ if its length is a limit ordinal, take yn+1 = L(yn) and stop the process:
the remainder sequence of y is finite.
To define the remainder sequence over any y such that y < J(X) + O, we
just apply the second step of the above procedure to y in order to obtain some y0
satisfying y0 - x for all x ∈ J(X). Of course, it could happen that the sequence
ends right at this step, but this is not a problem, as we will prove later.
Definition 6.20. Let X ⊆ K be an lt-closed set and take y < J(X) + O. Let (y¯α) be
any pseudo-truncation sequence of y. Then
• if the truncation sequence has successor lenght and last element y¯, we call
remainder sequence of y any remainder sequence of y − y¯;
• otherwise, if the truncation sequence has limit lenght, we define the remain-
der sequence of y as the sequence of lenght 1 whose only element is y itself.
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Notice that we have chosen this quite involved approach over some of its more
obvious simplifications in order to have that, whenever its possible, yn - x for all
x ∈ J(X) in order to directly satisfy the hypotesis of proposition 6.10.
As we will soon prove, whether the sequence (yn) is finite or infinite, X¯ =
X ∪ {yn} is an lt-closed set.
Remark 6.21. It is easy to notice that y ∈ J(X¯) where X¯ is X adjoined with the
remainder sequence of y, since we always have that L(yn) ∈ J(X ∪ {yn+1}).
The only non trivial case is if y0 = y − y¯ where y¯ is the last element of a
truncation sequence of y. Even in that case, though, we have that E(y1) = y − y¯ ∈
J(X ∪ {y1}) and since y¯ ∈ J(X) we have that also y ∈ J(X ∪ {y1}).
Proposition 6.22. Let X be an lt-closed set, let y ∈ K be such that y < J(X) + O
and it has a remainder sequence (yn)n∈N which is infinite. Then X¯ = X ∪ {yn}n∈N is
an lt-closed set.
Proof. It is obvious that J(X¯) =
⋃
n∈N J(X ∪ {yn}).
Since the sequence is infinite we have that for each n, yn - t for all t ∈ J(X).
Hence, proposition 6.10 applies and we have that J(X¯) ∩ O = {0}.
Let us now prove that X¯ contains the leading terms of its elements. We claim
that for all n, if z ∈ J(X ∪ {yn}) is such that z - E(t) for all t ∈ J(X ∪ {yn}), then
z  yn. Since we have either yn  E(yn+1) or yn  E(yn+1 + yα) that concludes the
proof.
Let us now prove our claim: call Y = X ∪ {yn} and let z be in J(Y) such that
z - E(t) for all t ∈ J(Y).
We have z = byn +
∑
c jE(z j) − x with x ∈ J(X), z j ∈ J(Y) r J(X). Since z is
not asymptotic to exponentials of elements of J(Y) we have z - E(z j) and z - x.
Hence we have that either z  yn, which is our thesis, or that z is strictly dominated
by at least one term of the sum.
Assume by contradiction we are in the last case. By proposition 6.10 we have
that yn ≺ E(z j) for all j, and thus either x  E(z j) for some j or E(zi)  E(z j) for
some i , j.
In the first case we have some t¯ ∈ J(X) such that E(t¯)  x  E(z j) and then
t¯ − z j ∈ O which contradicts the fact that J(X¯) ∩ O = {0}. Notice that t¯ , z j since
z j ∈ J(X¯) r J(X).
On the other hand, if we have E(zi)  E(z j) for some i , j we have that
zi − z j ∈ O which again contradicts the fact that J(X¯) ∩ O = {0}. 
At last, let us deal with the case when the sequence (yn) is finite. In such a
case we have that J(X¯) = J(X ∪ {y¯}) where y¯ is the last element of the sequence,
since J(X ∪ {yn}) ⊂ J(X ∪ {yn+1}).
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Remark 6.23. Assume that the sequence (yn) is finite, and let y¯ be its last element.
Then, as y¯ has a pseudo-truncation sequence of limit length, we have that for all
x ∈ J(X) there exists a t ∈ J(X)>0 satisfying y − x  E(t) by 6.16.
Proposition 6.24. Let X ⊆ K be an lt-closed set and let y be in K such that for
each x ∈ J(X) there exists a t ∈ J(X)>0 satisfying y − x  E(t). Call X¯ = X ∪ {y}.
Then X¯ is an lt-closed set.
Proof. Let us prove that for all z ∈ J(X¯), z < O and that there is some t ∈ J(X¯)
such that z  E(t).
We shall do so by induction on the number n of exponential signs nested
around y necessary to write z.
If n = 0 we have that z = x + ay with x ∈ J(X) and by hypothesis we have that
x + ay  E(t) for some t ∈ J(X), while z < O since X is lt-closed.
Now let us prove the induction step. Suppose z can be written with n + 1
exponential signs in the form z = x+ay+
∑
b jE(z j) with x ∈ J(X), z j ∈ J(X¯)rJ(X).
Notice that each z j can be written with at most n nested exponentials, hence for
each i , j, zi−z j < O by induction hypothesis. Thus E(zi) - E(z j) and ∑ b jE(z j) 
E(zm) for some m.
Since z = (x+ay)+
∑
b jE(z j), if z  x+ay we have our thesis as there is some
t ∈ J(X) such that z  x + ay  E(t) and z  E(t) < O by lt-closedness of X.
Then assume by contradiction that either z  E(zm) or E(zm)  x + ay  E(t)
holds.
In the first case we have, by induction hypothesis, that zm < O and so also
z < O, while z  E(zm), which contradicts our assumption about z.
On the other hand, if E(zm)  E(t) we have that zm − t ∈ O which contradicts
the induction hypothesis. 
Then we have the following theorem:
Theorem 6.25. Let K be a logarithmic-exponential H-field with exponential func-
tion E. Then there exists a C-linear subspace J of K such that J ⊕ O = K and
E(J>0) ⊆ J; that is, J is a maximal purely infinite subspace of K.
Proof. Our J is obtained as the exponential closure of a set X which we will build
recursively, enforcing that at each step Xα is lt-closed.
First, fix any well-ordering of K, K = {yβ}β∈κ where κ is the cardinality of K.
Take X0 = {Ln(x)}n∈N where x is any element of K such that x < O.
Having defined Xα, call y the element yβ where β = min{γ ∈ κ : yβ < J(Xα) +
O}, and let (yn)n∈I be a remainder sequence of y (here I is either N or a finite initial
segment of it). Then we define Xα+1 = Xα ∪ {yn}n∈I .
Notice that, if I = N then Xα+1 is lt-closed by 6.22, otherwise it is lt-closed by
6.24.
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At last, if λ is a limit ordinal we define Xλ =
⋃
α∈λ Xα.
It is trivial to prove that the union of a chain of lt-closed sets is still an lt-closed
set, in particular, Xλ is an lt-closed set.
This construction ends in at most κ steps, and taking X =
⋃
α Xα and J = J(X)
we have that J is a maximal purely infinite subspace, as we set out to prove. 
Such a subspace, as we anticipated in the introduction and at the beginning of
the chapter, allows us to easily build exponential-preserving maps.
Remark 6.26. If J is a maximal purely infinite subspace of any log-exp H-field K
with constant field R, then by a rewording of Hahn’s theorem we have that K em-
beds into R((E(J))): we have that E(J) is a monomial set, hence it is isomorphic
as an ordered group to Γ.
This lemma shows that our definition of a monomial set isolates the properties
of the monomial group generating a Hahn field. Hence, if we identify a monomial
set in an H-field, we can see it as a subset of a Hahn field and equip it with a formal
series structure with monomials, behaving as expected under exponentiation.
6.2 Applications
6.2.1 An embedding result
The aim of this section is to prove that a maximal purely infinite subspace can
always be embedded into a “true” purely infinite set, defined through infinite sum-
mation.
Definition 6.27. Given a Hahn field R((Γ)) we will call set of purely infinite el-
ements of R((Γ)) the set R((Γ>0)), i.e. the set of series in R((Γ)) whose every
monomial is infinite.
We will usually denote this subset as J, as in the surreal case.
The proof of this theorem will be split in several different propositions.
Remark 6.28. Until the end of the chapter, assume (K, E), J and M to be as just
defined.
Moreover, whenever we write j, r or  (with or without additional subscripts)
assume that j ∈ J, r ∈ R and  ∈ O. In particular, whenever we write x = j + c + 
assume that this is the unique writing of x as an element of J ⊕ R ⊕ O.
First let us define our map ϕ.
Proposition 6.29. There exists a map ϕ : J → J satisfying the following:
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1. ϕ is an embedding of R-linear spaces;
2. for all j1 < j2 we have that ϕ( j1) < ϕ( j2);
3. ϕ is the identity over RM>1;
4. the image of ϕ is truncation closed.
Proof. We start by defining ϕ(rm) = rm whenever m ∈ M>1. Note that here (and
in the assert) we are identifying M ⊆ K with its copy which forms the monomial
group of R((M)). Moreover, we also identify R seen as the constant field of K and
as the subfield R · 1 of R((M)). Hence, by extension, we also identify the terms,
i.e. elements of the form rm with m ∈ M.
By extending ϕ to the linear span of RM>1 we obtain a map which obviously
satisfies requirements (1) through (4). The thesis then follows by transfinite itera-
tion of the following lemma. 
Lemma 6.30. Let H be a R-linear subspace of J such that RM>1 ⊆ H, and
let ϕ : H → J be a map satisfying conditions (1) through (4) of the previous
proposition. Let j be in J r H.
Then we cen extend ϕ to a map ϕ¯ : H +R j→ J still satisfying (1) through (4).
Proof. To define ϕ¯( j) we consider the development3 sequence of j.
The development sequence of j ∈ J is the ordinal-indexed sequence defined
as follows: 
j0 = 0
jα+1 = jα + tα where tα = Lt( j − jα)
jλ = ϕ−1(
∑
α<λ tα) if it exists.
where Lt(x) is defined as in 6.8.
Claim. For all α, as long as they are defined, jα ∈ J ∩ H and tα  1.
Proof. We prove it by induction over α. If α = 0 we have that jα = 0 and
tα = Lt( j)  1 since j ∈ J, and j , 0 since 0 ∈ H.
Assume now α = β+ 1. We have that jα = jβ + tβ and by induction hypothesis
both jβ and tβ ∈ E(J>0) are in both J and H. Hence, jα ∈ J ∩ H.
Now, tα = Lt( j − jα), but j − jα ∈ J, and j , jα since jα ∈ J but j < J. Then
we have that j − jα is a non zero element of J, hence its leading term, which is tα,
dominates 1.
At last, assume α is a limit ordinal. By construction we have that jα ∈ J ∩ H
since ϕ is defined on it. On top of that, we have again that j − jα is a non zero
element of J, hence tα  1 in this case too. 
3The name is due to the paper of Morgues and Ressayre [21], where they define in lemma 4.1
the set of “developments” of y as a tool to extend an embedding similar to our ϕ.
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Now, notice that since tα ∼ j − jα we have that tα+1 ≺ tα for all α, hence the
sum
∑
α<λ tα has anti well-ordered support and it is an element of R((M)).
Moreover, since whenever it is defined, jα ∈ H we cannot have j = jα. As a
consequence, it can’t happen that Lt( j − jα) = 0 and so we have that the sequence
has to break on a limit ordinal: there must exists some λ¯ such that
∑
α<λ tα < ϕ(H).
We define ϕ¯( j) =
∑
α<λ tα. We immediately notice that ϕ¯( j) ∈ J since for all α,
tα  1. Then we can extend ϕ¯ by linearity to H + R j, so we have that ϕ¯ satisfies
conditions (1) and (3).
To prove that it respects the order it is enough to prove that whenever z ∈ H,
z < j then we have that ϕ(z) < ϕ¯( j) since the order is compatible with both
addition and multiplication by a real number.
To do that, we will need the following fact:
Claim. For all z ∈ H we have that LtK(z) = LtR((M))(ϕ(z)) where in the left hand
side, the leading term is as defined in 6.8, while in the right hand side the leading
term is defined as usual in a Hahn field.
Proof. Since ϕ is an order-preserving field embedding, we have that given z ∈ H
and m ∈ M, if there is some r ∈ R such that 1r < zm < r then ϕ( 1r ) = 1r < ϕ(z)m < r =
ϕ(r) since ϕ is the identity over R(M).
In particular, ϕ preserves the valuation and satisfies LmK(z) = LmR((M))(ϕ(z))
for all z ∈ H.
To prove that the leading term is preserved too, it is enough to notice that
LtK(z) satisfies z − LtK(z) ≺ z, hence ϕ(z − LtK(z)) ≺ ϕ(z) by the result we have
just proven, and then we have that ϕ(z) − ϕ(LtK(z)) ≺ ϕ(z).
Since LtK(z) is a term, we have that ϕ(LtK(z)) = LtR((M))(z) and is still a term,
hence it must be the leading term of ϕ(z), as we set out to prove. 
Take then α to be the minimal ordinal such that Lt( j − jα) , Lt(z − jα). Since
for all β < α we have that
tβ = Lt( j − jβ) = Lt(z − jβ) = Lt(ϕ(z − jβ)) = Lt(ϕ(z) − ϕ( jβ))
and for all β < λ¯ we have that ϕ( jβ) =
∑
γ<β tγ by a trivial induction proof (see
below) it is clear that ϕ( jα) =
∑
γ<α tγ is an initial segment of ϕ(z).
Now we have that z = jα + (z− jα) < jα + ( j− jα) = j hence (z− jα) < ( j− jα);
together with the fact that Lt( j− jα) , Lt(z− jα) we have that Lt(z− jα) < Lt( j− jα).
This in turn implies that
Lt(z − jα) < Lt( j − jα) = tα = Lt(∑γ<λ¯ tγ −∑γ<α tγ) = Lt(ϕ¯( j) − ϕ( jα))
and together with the fact that Lt(ϕ(z) − ϕ( jα)) = Lt(z − jα) we have proven that
ϕ( jα) is a common initial segment of ϕ¯( j) and ϕ(z) and that Lt(ϕ(z) − ϕ( jα)) <
Lt(ϕ¯( j) − ϕ( jα)), hence ϕ(z) < ϕ¯( j).
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Now, the only thing left to prove is that the image of ϕ¯ is truncation closed,
that is, it contains all of the initial segment of its elemnent.
We have that an element in the image of ϕ¯ is of the form ϕ(z) + rϕ¯( j), hence
an initial segment of it will be the sum of (possibly improper) initial segments of
ϕ(z) and rϕ¯( j).
Since ϕ¯ extends ϕ its image contains the initial segments of ϕ(z), hence, we
only need to deal with initial segments of ϕ¯( j). In particular we have that
Claim. For all α < λ¯ we have that ϕ( jα) =
∑
γ<α tγ.
Proof. If α = 0 then we have that j0 = 0 and the assert is trivial.
Assume that α is a successor, α = β + 1. Then we have that ϕ( jα) = ϕ( jβ) + tβ
and, by induction hypothesis, we have ϕ( jα) =
∑
γ<β tγ + tβ =
∑
γ<β+1 tγ.
At last, if α is a limit ordinal, then we have that ϕ( jα) = ϕ(ϕ−1(
∑
β<α tα)) by
definition. 
Then, since all of the initial segments of ϕ¯( j) =
∑
γ<λ¯ tγ are of the form∑
γ<α tγ = ϕ( jα) for some α, we are done. 
Now we have to define a map over OK .
Proposition 6.31. There exists a map ψ : OK → OR((M)) satisfying the following:
1. ψ is an embedding of R-linear spaces;
2. for all j1 < j2 we have that ψ( j1) < ψ( j2);
3. ψ is the identity over RM<1;
4. the image of ψ is truncation closed.
Proof. Again we define ψ(rm) = rmwheneverm ∈ M<1, and extend it by linearity
to <RM<1>.
We leave it to the reader to verify that a “dual” lemma of 6.30 holds, with
almost the same proof except for some reversed inequalities and some simplifica-
tions thanks to the fact that Lt() ≺ 1 implies that  ∈ O. 
Proposition 6.32. There is a truncation closed, ordered R-linear embedding φ :
K → R((M)) such that φ(J) = J ∩ φ(K).
Proof. Thanks to proposition 6.29 and 6.31 we can define φ(x) = ϕ( j) + r + ψ()
where x = j + r + .
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We have that this map is obviously R− linear. It respects the order since given
x = j + r +  we have that
x > 0⇔

j > 0
j = 0 ∧ r > 0
j = 0 ∧ r = 0 ∧  > 0
To prove that φ(J) = J ∩ φ(K), we only need to prove that φ(J) ⊇ J ∩ φ(K)
since the other inclusion holds by proposition 6.29.
Take then some x ∈ K such that x = j+r+ and φ(x) ∈ J. Since φ( j) = ϕ( j) ∈ J
we have that φ(r + ) = r + ψ() ∈ J, but since ψ() is also in OR((M)) we must have
r = 0 and  = 0.
Let us now prove that the image of φ is truncation closed. Take any x ∈ K,
we have that φ(x) = ϕ( j) + r + ψ(), and since ϕ( j) ∈ J and ψ() ∈ OR((M)) we
have that any truncation x|n of φ(x) must be of the form ϕ( j)|n, ϕ( j), ϕ( j) + r or
ϕ( j) + r + ψ()|n, and in the two cases where a truncation actually occurs, we can
fall back to propositions 6.29 and 6.31. 
Even though we haven’t built a field embedding with these characteristics, we
do not know of any impediment to its existence.
Rather, we believe that ϕ can be proven to be a field embedding, either as is or
by assuming J to be multiplicatively closed, which is another property of J.
This last request of J we also believe can be satisfied just by using some more
care and additional steps in its construction, without additional assumptions on K.
6.2.2 A compatibility result
At last, we prove a criterion useful in determining whether an H-field embedding
is actually an exponential H-field embedding.
Corollary 6.33. Let (K, E) and (K¯, E¯) be logarithmic-exponential H-fields with
constant field R such that E and E¯ both extend the real exponential function. Let
J and J¯ be maximal purely infinite subspaces of K and K¯ respectively, and let
ϕ : K → K¯ be an H-field embedding.
Then if both ϕ(J) ⊆ J¯ and ϕ(E(J)) ⊆ E¯(J¯) then ϕ is also an exponential H-field
embedding, that is, ϕ(E(x)) = E¯(ϕ(x)) for all x ∈ K.
Proof. First, let us notice that given any x ∈ K we can write x = j + c +  where
j ∈ J, c ∈ R and  ∈ OK and as a consequence ϕ(E(x)) = ϕ(E( j))ϕ(E(c))ϕ(E()).
Thus, we only need to prove the assert in the cases where x ∈ J, x ∈ R or x ∈ O.
The case where x ∈ R is trivial since
ϕ(E(x)) = ϕ(ex) = ex = E¯(x) = E¯(ϕ(x))
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where we have used the fact that since ϕ has to send constants into constants,
ϕR : R → R is a (ordered) field endomorphism of R, and, hence, is the identity
on R.
Now, to prove the other cases, we notice that, as in proposition 3.54, both
ϕ−1 ◦ E¯ ◦ ϕ and E are exponential functions defined over E since ϕ is compatible
with field operations, order and derivation.
Hence if we assume that x ∈ O, by uniqueness of the exponential of an in-
finitesimal element (see 3.34), we have that (ϕ−1 ◦ E¯ ◦ ϕ)(x) = E(x) and thus
ϕ((ϕ−1 ◦ E¯ ◦ ϕ)(x)) = E¯(ϕ(x)) = ϕ(E(x)).
At last, assume x ∈ J. We have that, by 3.50, ϕ−1◦E¯◦ϕ and E are proportional,
i.e. ϕ(E(x))E¯(ϕ(x)) ∈ R. Since x ∈ J we have that ϕ(E(x)) ∈ E¯(J¯) by hypothesis. On the
other hand, ϕ(x) ∈ J¯ hence E¯(ϕ(x))) ∈ E¯(J¯) too.
So, we have that ϕ(E(x))  E¯(ϕ(x)), but these elements are both in E¯(J¯) which
is a monomial set, hence we must have that ϕ(E(x)) = E¯(ϕ(x)), which concludes
the proof. 
Since in [4] it has been proven that any Hardy field embeds as an H-field into
No, if it could be proved a strenghtening of that result showing that the conditions
of this theorem are satisfied, than we would have proven the universality of No as
an exponential H-field.
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