The fixed spectrum frequency assignment problem (FS-FAP) is a highly relevant application in modern wireless systems. This paper presents the first path relinking (PR) approach for solving FS-FAP. We devise four relinking operators to generate intermediate solutions (or paths) and a tabu search procedure for local optimization. We also adopt a diversity-and-quality technique to maintain population diversity. To show the effectiveness of the proposed approach, we present computational results on the set of 42 benchmark instances commonly used in the literature and compare them with the current best results obtained by any other existing methods. By showing improved best results (new upper bounds) for 19 instances, we demonstrate the effectiveness of the proposed PR approach. We investigate the impact of the relinking operators and the population updating strategy. The ideas of the proposed could be applicable to other frequency assignment problems and search problems.
Introduction
Frequency assignment represents a key issue in wireless communications systems and has attracted a lot of attentions (Audhya et al., 2013; Castelino et al., 1996; Fischettti et al., 2000; Flood et al., 2013; Hale, 1980; Hao et al., 1998; Hurley et al., 1997; Kim et al., 2007; Král, 2005; Lai and Coghill, 1996; Maniezzo and Carbonaro, 2000; San Jose-Revuelta, 2007; Smith et al., 1998; Subramanian et al., 2008; Tiourine et al., 2000; Wang and Rushforth, 1996; Wu et al., 2013) . The fixed spectrum frequency assignment problem (FS-FAP) studied in this study is among the most typical frequency assignment problems (Aardal et al., 2007; Eisenblätter and Koster, 2010; Montemanni and Smith, 2010) .
Informally, given a radio network, FS-FAP aims to assign a set of available frequencies to each transmitter of the network such that the level of interference of the frequency assignment is minimized. Technically, interference occurs when two close transmitters are assigned frequencies which are close in the frequency spectrum.
From a graph-theoretic point of view, FS-FAP can be defined as follows (Aardal et al., 2007; Montemanni and Smith, 2010) . Given a double weight undirected graph G = (V, E, D, P ) with a vertex set V , an edge set E, and two edge weight sets D and P , as well as a set F of consecutive frequencies, FS-FAP is to find a mapping (i.e., a frequency assignment) f from V to F , (i.e., f : V → F ) such that an objective or cost function is minimized. In the present model, a vertex v ∈ V corresponds to a transmitter of the network, an edge e ∈ E represents a pair of transmitters for which the assigned frequencies are constrained, D is the set of edge weights (d ij , the first type) defining the separation constraints between frequencies of any two adjacent vertices, and P is the set of edge weights (p ij , the second type) representing the penalty values measuring the degree of interference defined as follows. Given a frequency assignment f and an edge e(i, j) ∈ E, the penalty p ij is incurred if |f (i)−f (j)| ≤ d ij , i.e., if the separation constraint is violated. Then the cost of the frequency assignment f is defined as the total interference generated by f which is given by the summation of the incurred penalty values (p ij ). The goal of FS-FAP is then to determine a frequency assignment of minimum cost. Note that in the literature, there exist other similar FS-FAP models which differ mainly in the way the cost function is defined (Aardal et al., 2007; Hale, 1980; Hurley et al., 1997; Kendall and Mohamad, 2004; Mabed et al., 2011; Park et al., 2002) .
Frequency assignment problems like FS-FAP are closely related to the bandwidth coloring problem (also called the restricted T-coloring problem) with k fixed colors Jin and Hao, 2014; Johnson et al., 2008; Lai and Lü, 2013; Malaguti and Toth, 2008; Roberts, 1991) and known to be computationally hard in general. Indeed, the FS-FAP problem can be shown to be NP-hard since it is reduced to the NP-hard graph k-coloring problem (Hale, 1980) . Given the high complexity of FS-FAP, considerable efforts have been made to develop effective heuristic methods. These include single solution based approaches like tabu search (Castelino et al., 1996; Hao et al., 1998; Montemanni et al., 2003) , adaptive local search (Kendall and Mohamad, 2004) , heuristic manipulation technique (Montemanni and Smith, 2010) . Populationbased approaches are also very popular: ANTS algorithm (Maniezzo and Carbonaro, 2000) , genetic algorithms (Dorne and Hao, 1996; Park et al., 2002; San Jose-Revuelta, 2007) , hybrid evolutionary algorithms (Dorne and Hao, 1995; Jin et al., 2001; Kim et al., 2007; Lai and Coghill, 1996) , multiple strategy method (Hurley et al., 1997) . In addition to heuristic methods, approaches using integer programming were also proposed in the literature to determine lower bounds for the FS-FAP problem, such as those in (Montemanni et al., 2001 (Montemanni et al., , 2004 .
Recently, the population-based path relinking approach (Glover, 1997; Glover et al., 2000) has attracted special attention in combinatorial optimization, and shows outstanding performances in solving a number of difficult problems, such as antibandwidth problem (Duarte et al., 2011) , bandwidth coloring problem (Lai et al., 2014) , clustering (Martins de Oliveira et al., 2014) , flow shop sequencing and scheduling (Costa et al., 2012; Reeves and Yamada, 1998) , unconstrained binary quadratic optimization (Wang et al., 2012) , and web services composition (Parejo et al., 2014) . In this paper, we introduce an effective path relinking algorithm for solving FS-FAP with the following main contributions.
From the perspective of algorithm design, we base our approach on the general path relinking framework and devise dedicated relinking operators. These operators are used to create solution paths from one initiating solution to a guiding solution. For the purpose of local optimization, we develop a specific tabu search procedure. To maintain a healthy diversity of the solution population, we apply a quality-and-diversity technique to update the solution pool. The integration of these ingredients leads to an effective algorithm.
Indeed, the proposed algorithm is assessed on the set of 42 benchmark instances commonly used in the literature and shows a very competitive performance in comparison with the best performing method dedicated to the studied problem in the literature. In particular, the proposed algorithm is able to discover improved best known results (new upper bounds) for 19 instances and matches the best known results for 21 other cases.
The rest of this paper is organized as follows. In Section 2, we present the proposed algorithm. In Section 3, we show computational results by comparing them with the results of the best performing algorithm in the literature. In Section 4, we investigate some key ingredients of the proposed algorithm. In Section 5, we draw conclusions and discuss several research perspectives.
Path Relinking Algorithm for FS-FAP
The path relinking algorithm presented in this paper is a hybrid population algorithm that combines four essential ingredients: population initialization, local optimization method, relinking operator, and population updating strategy. In this section, we present the general path relinking algorithm and its ingredients.
Search Space and Evaluation Function
We first define the search space Ω explored by the algorithm and the evaluation function which is used to measure the quality of a candidate solution.
A solution of FS-FAP is a mapping from V to F (f : V → F ), thus a solution s can be represented by a one-dimensional vector where each variable represents a vertex and its value is the assigned frequency. The search space Ω explored by the algorithm is composed of all possible assignment, and hence the size of the search space is bounded by O(|F | |V | ). To evaluate the quality of a frequency assignment s = (f 1 , f 2 , . . . , f n ) ∈ Ω, we calculate the degree of interference as follows:
where d ij ∈ D represents the distance constraint between the frequencies of two adjacent vertices i and j, and p ij represents the resulting penalty when the distance constraint is violated, i.e.,
This cost function (to be minimized) is also referred as the objective function in the rest of the paper.
Main Framework
Algorithm 1 Pseudo-code of our path relinking algorithm for FS-FAP 
while P airSet ̸ = ∅ do
12:
Randomly pick a solution pair (s i , s j ) ∈ P airSet 13: The general procedure of our path relnking algorithm is shown in Algorithm 1, where the following notations are used. s * and s w respectively represent the best solution found so far and the worst solution in the population, and P airSet is the set of solution pairs (s i , s j ) and is initially composed of all possible solution pairs (s i , s j ) in the population. The proposed algorithm starts with an initial population P (line 4) which includes p different solutions, where each of them is randomly generated (Section 2.3) and then is optimized by the tabu search procedure (Section 2.4). Subsequently, the algorithm enters a while loop (lines 11 to 27) and at each iteration a solution pair is randomly selected from P airSet and then is used to generate new solutions by using a relinking operator (line 14) (Section 2.5) and the tabu search procedure (lines 15 and 21 population are added into P airSet (see Section 2.6). The while loop ends when P airSet becomes empty, then the population is recreated, while retaining the best solution S * found so far in the newly created population (lines 4 to 7). Our algorithm terminates when the population has been rebuilt q times (a predetermined value) or a given timeout limit is reached.
In the following subsections, the ingredients of the proposed algorithm are respectively described.
Population Initialization
Within the proposed algorithm, a population is constructed as follows at the beginning of the search or when the reference set P airSet becomes empty. First, we generate 3p random solutions from the search space Ω, where each variable (or vertex) of each solution is assigned a frequency randomly taken from the frequency domain F . Then, for each generated solution, the tabu search procedure (see Section 2.4) is applied to optimize the solution to a local optimum. Finally, we select the first p best solutions (according to the cost function given in (1)) to form the initial population.
Local Optimization with Tabu Search
In the present study, we employ a tabu search (TS) algorithm as the local optimization routine of our path relinking algorithm.
Neighborhood Structure
The TS procedure adopts the conflict-based neighborhood Hao et al., 1998; Montemanni et al., 2003) . Given a solution s, a neighboring solution of s with respect to this neighborhood is obtained by changing the value (frequency) of one conflicting variable (vertex) u from its original frequency f i to another frequency f j (denoted by < u, f i , f j >), and the resulting neighborhood N (s) is composed of all such neighboring solutions. Here, a vertex is considered to be conflicting if at least one of the distance constraints associated with this vertex is violated. Thus, the size of the neighborhood is bounded by O(|CV | × |F |), where |CV | represents the number of conflicting vertices in s, and |F | is the number of frequencies available.
Tabu List Management
In order to forbid the recently visited solutions to be revisited, a tabu list is maintained. During the search, each time a move < u, f i , f j > is performed, (i.e., the frequency of u is changed from f i to f j ), vertex u is forbidden to receive the frequency f i for the next tt iterations unless the aspiration condition (see Section 2.4.3) is satisfied, where tt is called tabu tenure and is dynamically determined as follows:
In this equation, R is a predetermined parameter, F req [v] [q] represents the number of times of assigning frequency q to vertex v during the current TS round, and rand(10..12) represents a random integer from 10 to 12. Thus, the tabu tenure has a minimum length of 10 which is dynamically adjusted by some historical information.
Aspiration Criterion and Stopping Condition
Since the attributes (vertices and frequencies used) of the solution instead of the solution itself are forbidden, some good neighboring solutions may be prevented from being visited by TS. To avoid this, we use the following aspiration criterion to revoke the tabu status of a forbidden move: A forbidden move is allowed as long as it leads to a solution better than the best solution found so far or the set of non-tabu neighborhood solutions becomes empty.
The stopping condition of our TS algorithm is the maximum number α of iterations during which the best solution has not been improved, and this number is called the depth of TS algorithm.
The Relinking Operator
The relinking operator is one of the most important components of the path relinking approach, and its goal is to generate, from two high-quality parent solutions, new promising solutions by creating solution paths connecting the two parent solutions. Our relinking operator includes two main operations. The first one is to construct a solution path that connects two parent solutions. The parent solutions located at the beginning and the end of the path are respectively called the initiating and guiding solutions, while the others are called intermediate (or path) solutions. The second operation is to choose from each constructed path one solution as the reference solution which will be further improved by the tabu search procedure.
To build a path connecting the initiating and guiding solutions, there are generally several strategies that can be used, leading to different relinking operators whose effectiveness may vary according to the specific problem structures. In this study, in order to identify the most appropriate relinking operators for FS-FAP, we devise four relinking operators: the greedy relinking operator (denoted by PR), the random relinking operator (denoted by rPR), the mixed relinking operator (denoted by mPR), and the randomized and mixed relinking operator (denoted by mrPR). In the following, we describe these relinking operators.
The pseudo-code of the four different relinking operators are respectively described in Algorithms 2 to 5.
Algorithm 2 Pseudo-code of constructing a path for the greedy PR operator
s(m) ← s , m ← m + 1 10: end while Algorithm 3 Pseudo-code of constructing a path for the random PR operator
s ( The only difference between the PR and rPR relinking operators lies in the way to select the variable l from N C for generating the next solution on the path. In rPR , based on the current solution s(i), a random variable l (l ∈ N C) is chosen to generate the next solution s(i + 1), i = 0, 1, . . . , r − 1 , whereas in the PR relinking operator a variable l (l ∈ N C) yielding the best objective value is always chosen. 
if m is odd then 
CV L ← the first λ best l ∈ N C /* construct a candidate list for variables */ 7:
s ← s ⊕ l * 10:
if m is odd then After the creation of a path, we choose one solution from this path as the reference solution such that the chosen solution is far enough from both the initiating and guiding solutions and has a good objective function value (Wang et al., 2012) . Specifically, we first construct a candidate solution list (CSL) which is composed of the path solutions having a distance of at least ξ · HD (where ξ is a predefined parameter between 0 and 1.0, and HD is the Hamming distance between the initiating and guiding solutions) from both the initiating and guiding solutions, then the solution having the best objective value in CSL is chosen as the reference solution which will be further improved by the tabu search procedure.
As for the mixed relinking operator (mPR) described in Algorithm 4, the path solutions are alternately generated from s 1 to s 2 and from s 2 to s 1 in a greedy way, where s 1 and s 2 are alternately chosen as the guiding solution. Specially, let s be the current path solution, s 2 the current guiding solution, the mPR operator will pick the variable l * (l * ∈ N C) yielding the best objective value to generate the next path solution (i.e., s ← s ⊕ l * ), and N C is updated accordingly (i.e., N C ← N C \ {l * } ). Then, to generate the next path solution, the current path solution s is updated and s 1 is chosen as the the guiding solution. The above process is repeated until the N C becomes empty. Finally, the last generated path solution is chosen as the reference solution.
The mrPR relinking operator described in Algorithm 5 is a randomized version of the mPR operator, and the difference between them lies in the way to select the variable from N C for generating the next path solution. In Algorithm 4, the variable yielding the best objective value is always selected at each step. However, in Algorithm 5, a candidate variable list (CVL) composed of the first λ best variables (λ = M in{λ max , |N C|}) with respect to the objective value is first built from N C, then a variable l in CVL is chosen at random.
Population Updating
Within a population-based algorithm, when a new solution is generated, a population updating strategy is used to determine whether the new solution should be inserted into the population and which solution in the population should be replaced. In the present algorithm, we use a distance-and-quality based updating strategy to control the diversity of population and maintain simultaneously high-quality solutions in the population (Lü and Hao, 2010; Porumbel et al., 2010; Sörensen and Sevaux, 2006 
and Dis > β × n then 10:
Experimental Results and Comparisons
This section is dedicated to experimental assessments of the proposed path relinking algorithm and comparisons with the state of the art methods in the literature.
Instances and Experimental Protocol
A set of 42 benchmarks is considered in our experiments, which is available online at http://www.idsia.ch/~roberto/FAP08.zip, and the characteristics of these instances are summarized in Table 1 .
Our path relinking algorithm was programmed in C++ and compiled by g++ compiler without the optimization option 1 , and all experiments are carried out on a computer with an Intel Xeon E5440 processor (2.83 GHz CPU and 2Gb RAM). Following the DIMACS machine benchmark, our machine requires 0.43s, 2.62s, and 9.85s respectively for graphs r300.5, r400.5, and r500.5 2 . Table 2 gives the descriptions and settings of the parameters used in our algorithm. Note that these parameter values are determined according to a preliminary experiment.
In the present study, we conduct two experiments to evaluate systematically two versions of our path relinking algorithm, i.e., one with the rPR relinking operator, and another one with the mrPR relinking operator. In the first experiment, we use the maximum number q (q = 5) of rebuilding population as the stopping condition of algorithm (see Section 3.2). Additionally, in the second experiment we use the time limit as the stopping condition to make a comparison with the reference algorithm (see Section 3.3). Given the stochastic nature of our path relinking algorithm, for each experiment each instance is independently solved 10 times by each tested version of the algorithm, without special parameter tuning. 
Computational Results of the path relinking algorithms
The first experiment aims to evaluate the performance of two versions of the proposed algorithm with the rPR and mrPR relinking operators. The computational statistics on the 42 benchmark instances are summarized in Table  3 . The first two columns of the table give the characteristics of instance, including the name of graph (name) and the span of frequencies (|F |), the third and fourth columns respectively give the lower bounds obtained by the integer programming approaches (Montemanni et al., 2004) and the best known results in terms of objective or cost value (C pre ), the columns 5 to 8 report the computational results of the PR algorithm with the rPR relinking operator (denoted by rPR), including our best objective value (C best ) over 10 independent runs, the average objective value (C avg ), the percentage of deviation (%Dev) of our best objective value relative to the best known results, which is computed as ((C best − C pre )/C pre ) × 100%, and the average computational time in seconds (T avg ) per run. Columns 9 to 12 report the results of the PR algorithm with the mrPR relinking operator (denoted by mrPR). The improved results are indicated in bold and the mark "-" means that the corresponding result is not available in the literature. Finally, the rows Better, Equal, Worse respectively show the number of instances for which the best result of our corresponding PR algorithm is better, equal, and worse compared to the best known result of the literature.
One observes from the table that the rPR algorithm is able to improve the best known results for 17 out of the 42 instances, and match the best known results for 22 instances. However, it fails to find the previous best known results for the 3 remaining instances, Test282(61),Test282 (71), . In terms of the computing speed, it can be seen that the average computing times are less than 1000 seconds except for the "GSM2" and "Test" instances for most of which the rPR algorithm is able to improve the best known results. Furthermore, the improvement of the objective value is large for some instances. For instance, the percentage of improvement reaches 18.75% for GSM2-227(49).
As for the mrPR algorithm, a similar performance can be observed when comparing with the rPR algorithm. Specifically, the mrPR algorithm is also able to improve the best known results for 17 instances and to match the best known results for 23 instances. Nevertheless, for the GSM2 instances, the mrPR algorithm performs slightly worse than the rPR algorithm in terms of both the best and average objective function values. It is worth noting that the mrPR relinking operator has a slightly higher computational complexity than the rPR relinking operator. However, the additional complexity of the mrPR relinking operator can be ignored since most of computing time of the proposed PR algorithms is consumed by the tabu search method. Thus, the above results indicate that our PR algorithms (including rPR and mrPR) have a strong search capacity compared to the state-of-the-art results in the literature.
On the other hand, one also observes from the table that for the 4 instances, i.e., P06b-5(31), P06b-3(71), GSM2-184(49), GSM2-227(49), our best objective value is equal to the lower bound yielded by the integer programming approaches, meaning that the optimality of these results are proved. Moreover, it is worth noting that the optimality of the result of GSM2-227(49) is for the first time proved in this work.
Comparison of the PR algorithm with the best performing algorithm
In order to make a systematical comparison between the present PR algorithms and the best performing FS-FAP algorithm (i.e., the HMT algorithm (Montemanni and Smith, 2010) ), we carry out the second experiment on the 42 benchmark instances respectively using the rPR and mrPR algorithms with a cutoff time limit of 2400 seconds, which is the same as that used by the reference algorithm (HMT). Like in Montemanni and Smith (2010) , the rPR and mrPR algorithms are respectively run 10 times for each tested instance. The computational results are summarized in Tables 4 and 5 together with the results of the reference algorithm (HMT). The first three columns of Table 4 show the information as before. Columns 4 to 5 report the best results respectively for the HMT algorithm and the rPR algorithm. The average results are respectively reported in columns 6 to 7 for both algorithms, and the worst results are respectively given in columns 8 to 9. Additionally, the results of our mrPR algorithm are presented in Table 5 , with the same notations as in Tables 3 and 4 .
From Table 4 , one can observe that our rPR algorithm improves the best known result for 16 out of the 42 instances, matches the best known results for 22 instances and misses the best known result for 4 instances. In terms of the average objective value, our rPR algorithm is able to find a better result for 22 instances compared with the reference algorithm, match the results obtained by the reference algorithm for the 17 easy instances, and obtain a worse result for the 3 remaining instances. In terms of the worst objective value, our rPR algorithm obtains a better result on 21 instances compared to HMT, and reaches an equal results for 17 instances.
On the other hand, it can be seen from Table 5 that the mrPR algorithm is able to improve the best known result for 17 out of the 42 instances, and obtain a worse result for only 3 instances. In addition, in terms of the average objective value, mrPR gets a better result than HMT for 24 instances, and obtains an equal result on 15 instances. As for the worst objective value, the mrPR algorithm obtains a better and an equal result respectively for 23 instances and 16 instances compared to the reference algorithm.
These results indicate that both our rPR and mrPR algorithms are very competitive compared with the best performing HMT algorithm for the studied problem.
Analysis and Discussions
In this section, we analyze two essential components of the proposed algorithm, i.e., the relinking operator and the population updating strategy.
Performance Comparison among the Relinking Operators
First, in order to understand whether the relinking operator has a significant influence on the performance of the path relinking algorithm and which relinking operator is more appropriate for FS-FAP, we compare the four proposed relinking operators based on a set of 11 representative instances. For each tested relinking operator and each instance considered, the corresponding algorithm is independently performed 10 times with a maximum number θ of * is respectively plotted in Figure 1 for each instance and each relinking operator. Note that the results in this section are based on the average over 10 independent runs, and the logarithm of the gap is used just for the sake of the clarity of the curves.
One observes from Figure 1 that the relinking operators impact differently the performance of the path relinking algorithm. Specially, for the instances GSM2-227(29), , the rPR relinking operator performs the best while the PR relinking operator performs the worst. However, for P06-3(31) and , the mPR relinking operator is the best one, and the 3 remaining relinking operators differ significantly from each other. For GSM2-227(49), the PR relinking operator performs the best while the rPR relinking operator performs the worst. For the remaining 5 instances, the mrPR relinking operator performs the best.
This experiment shows clearly that for FS-FAP, the performance of relinking operator depends strongly on the structures of instances, and no relinking operator outperforms the other ones on all the instances. In this sense, the proposed relinking operators can be considered to be complementary and are useful to solve instances of different structures.
Importance of Diversity of Population
The second studied ingredient is the population updating strategy. In the present study, we employ a quality-and-distance based updating strategy (denoted by DisQual) to maintain the diversity of population. To show the effect of this strategy, we compare it with a traditional strategy (denoted by PoolWorst), that always replaces the worst solution in the population by the newly generated solution if it is better than the worst solution (s w ) in the population in terms of objective value.
Similarly, taking the 11 selected instances as a test bed, the computational experiments are carried out as follows. First, the rPR algorithm with the DisQual strategy is independently run 10 times for each considered instance, and the best objective value (C p best ) in the population is recorded as a function of the number of iterations at each run. Then, we displace the DisQual strategy by the PoolWorst strategy and keep other components unchanged, and the above experiment is again carried out by the resulting algorithm. The evolution of the gap of C p best to the current best known result is respectively plotted in Figure  2 for each instance and each strategy. Note that the results are based on the average values over 10 runs.
One can clearly observe that the DisQual strategy outperforms the traditional PoolWorst strategy for all the considered instances, which indicates that the adopted population updating strategy is relevant for the performance of the proposed algorithm. By considering both the quality and the distance to the existing solutions, the DisQual strategy is able to maintain the diversity of pop- Our PR algorithms use several parameters. Hence, a sensitivity analysis of parameters is useful to know whether a given parameter is sensitive and to find an appropriate values for each parameter. In this study, we focus on two most important parameters, i.e., R which is used to determine the tabu tenure and β which is used in the population updating rule to control the population diversity.
For each of these parameters, we vary its value within a reasonable range and study their influences on our algorithm, while keeping the other parameters with their default values (as shown in Table 2 ). To compare the results in terms of solution quality, we employ the popular box and whisker plots based on the rPR algorithm and the 11 representative instances mentioned above.
First, we test the parameter R and show in the subfigure (a) of Figure , one observes that the performance of the algorithm is significantly influenced by the value of parameter β, a too large or too small value will make the algorithm performs badly, and the rPR algorithm with a medium β value (β = 0.35) performs the best. Therefore, β = 0.35 is adopted as the default value by the PR algorithms.
Conclusions
In this paper, we proposed the first path relinking algorithm for solving the fixed spectrum frequency assignment problem. The main contribution of the proposed algorithm concerns the introduction of four relinking operators which are specifically designed to generate solution paths from existing solutions. A simple tabu search routine is also developed for the purpose of local optimization and a quality-and-distance strategy is introduced to update the population. We assessed the proposed algorithm on the set of 42 benchmark instances commonly used in the literature and obtained improved best results for 19 instances, while matching the best known results for 21 other instances. These improved results become new references for future algorithm comparisons and constitute our second contribution.
Although the proposed PR approach is very competitive in terms of both solution quality and computational efficiency compared with the state-of-theart algorithms in the literature, there are some limitations. First, for several hard instances, the proposed PR algorithms missed the previous best known results, indicating the search capacity of our PR algorithms needs to be further enhanced. Second, the present study shows that the performance of the relinking operators depends largely on the structure of problem instances and no single relinking operator dominates other relinking operators on all instances, which means that it is difficult to obtain a high-quality result for all instances by means of a single path relinking operator.
Based on the present work and the identified limitations of our PR algorithms, we advance some research perspectives.
First, as mentioned before, the performance of the relinking operators depends on the structure of problem instances. Hence, in order to make the PR approach more efficient for various types of instances, it is interesting to integrate different relinking operators within a single PR algorithm. Second, learning is shown to be very efficient for the related bandwidth coloring problem Jin and Hao (2014) . To reinforce the PR approach, it would be interesting to investigate learning mechanisms within important search components like the evaluation function or relinking operators. Finally, from a more general perspective, it is worth noting that the basic principle of the proposed PR approach is independent of the FS-FAP problem considered in this paper. Consequently, it would be valuable to examine its application to other frequency assignment problems and constraint satisfaction problems.
