Visual object tracking is a key factor for unmanned aerial vehicles. In this paper, we propose a robust and effective visual object tracking method with an appearance model based on the locally adaptive regression kernel. The proposed appearance model encodes the geometric structure of the target. The tracking problem is formulated as two binary classifiers via two support vector machines (SVMs) with online model update. The backward tracking which tracks the target in reverse of time is utilized to evaluate the accuracy and robustness of the two SVMs. The final locations are adaptively fused based on the results of the forward tracking and backward tracking validation. Several state-of-the-art tracking algorithms are evaluated on large-scale benchmark datasets which include challenging factors such as heavy occlusion, pose variation, illumination variation and motion blur. Experimental results demonstrate that our method achieves appealing performance.
Introduction
In the recent years, we have witnessed an explosion in the application of unmanned aerial vehicles (UAVs). Visual tracking based on a UAV has enabled many new applications in computer vision, such as animal monitoring, aerial navigation, obstacle avoidance, crowd monitoring and so on. Although many studies have been done on the aerial tracking, there are still many problems that exist caused by the rapid platform motion, image instability and relatively small size of the object. In this paper, we only consider the situation of a single target tracking by a UAV.
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Electronic supplementary material
The online version of this article (https://doi.org/10.1007/s00138-018-0981-4) contains supplementary material, which is available to authorized users. Figure 1 shows the differences between generic tracking (i.e., not UAV-based tracking, i.e., Fig. 1c, d ) and UAV-based tracking (i.e., Fig. 1a, b) . Depending on the flight altitude and camera orientation, appearance description in UAV-based tracking is more difficult than in generic tracking. Thus, the UAV-based tracking is a challenging problem compared to generic tracking. The tracking algorithms are generally divided into two approaches, generative approaches and discriminative approaches. The generative approaches search around a region and compare the candidates appearance models with templates appearance models. The candidate that achieves the smallest reconstruction error is chosen to be the tracked target. The discriminative methods train a binary classifier to separate the object from background. As the background information is taken into consideration, the discriminative approaches usually achieve better tracking results in challenging situations.
The UAV-based tracking methods usually rely on feature point tracking [2] [3] [4] [5] and morphological filtering [6] [7] [8] [9] [10] [11] [12] . The edge information of the target is important in UAV-based tracking since the object is in a smaller size and in perspective view compared in generic tracking. Moreover, the tracking situations with certain challenges are amplified, e.g., full occlusion, abrupt camera motion, scale variation and fast moving objects.
The locally adaptive regression kernel (LARK) captures the most salient cues of the object, such as geometric structure and edges in good detail. Interestingly, in the case of aerial Fig. 1 Differences between UAV-based tracking and generic tracking. a and b are from UAV-based tracking sequence captured by ourselves. c and d are from generic tracking dataset OTB100 [1] videos, the most observable parts of the target are the edges. Therefore, LARK feature is an appropriate descriptor in the UAV-based visual tracking.
In the discriminative approaches, the classifier relies heavily on the training examples. Model drift may occur when an object changes its appearance. For example, suppose that the target is gradually changing its appearance due to illumination variation; then, the appearance model should be also updated. However, the SVM model is not able to update very frequently to adapt to the appearance changes. Once the model is updated with contaminated samples, tracking drift eventually happens. Visual tracking methods with multiple trackers that improve the tracking performance have been utilized in [13, 14] . Therefore, two SVM models are used in our work. That is, one SVM model (denoted SVM model1) stays fixed, and another SVM model (denoted SVM model2) is updated online.
When a tracking method is composed of two trackers, it is critical to ensemble the outputs of each trackers to the final results. The fusion scheme can improve the tracking results substantially even when the trackers have high diversity. This part is effective and universal yet it is least exploited in previous literatures. In [15] , the forward tracking and backward tracking is utilized to select the correct motion vectors. To evaluate the results of the two SVM models, the backward tracking which locates the target in the reverse order of time is used in our work.
Motivated by the previous work mentioned above, we exploit the description ability of the LARK feature in the aerial visual tracking. Two SVM models are utilized to deal with the challenging scenarios in the aerial tracking. The backward tracking scheme guarantees an adaptive strategy to fuse the tracking results. The proposed tracking algorithm is validated by extensive experiments, where objects are tracked in various situations with a variety of appearance changes. The contributions of this work are threefold.
(1) The LARK feature which depicts the geometric structure of the object is integrated into a discriminative tracking method. (2) The forward tracking and backward tracking strategy is utilized to adaptively fuse the results of the two SVM models. (3) An evaluation of state-of-the-art methods demonstrates the advantages of our tracking method.
This paper represents a significant extension of our preliminary results presented in [16] . In this paper, we provided full derivation of the method with more detailed descriptions. More details in method implementation and data analysis were also incorporated. We added experiments on two widely used datasets for the tracking performance evaluation with comparisons to the state-of-the-art trackers. Furthermore, additional analyses were presented to demonstrate the effectiveness of the proposed tracking algorithm.
The rest of this paper is organized as follows. A brief review of the related work is given in the next section. In Sect. 3, the main steps of our proposed method are presented in detail. Experiments on benchmark datasets and analysis of the tracking results are conducted in Sect. 4. Finally, we conclude our work in Sect. 5.
Related work
There are a large number of literatures for visual tracking. For a thorough review, the readers can refer to [1, 17, 18] . Here, we only review the tracking methods that most related to our work.
Many tracking methods focus on target appearance representations which are based on the generative approaches [19] [20] [21] [22] [23] and discriminative approaches [13, 15, 24, 25] . In [19] , the principal component analysis (PCA) is employed to decompose the templates into subspace model. In [20] , the spatial information is exploited via alignment pooling method. The object appearance representation is based on the local structure appearance model. Nonnegative matrix coding is adopted in [22, 23] to better characterize object appearance and l 2 norm and l 1,1 norm are added to constraint target appearance, respectively. PageRank algorithm which is used in image retrieval is employed in [21] for object tracking. An adaboost feature selection is employed in [24] to model target appearance. Harr features are employed to model the target appearance and the structure SVM is combined into the track by detection framework [25] . A tracking, learning and detection algorithm is developed in [15] . The three parts collaborate with each other to improve tracking performance. Object is modeled by CIE Lab color space which is insensitive to drastic illumination variation [13] . And multiple SVM model tracking strategy is developed to handle the tracking drift problem. The histories of trackers are saved. The best tracker is chosen based on minimum entropy criterion. The model is then updated by the correct result to prevent tracking drift.
In recent years, correlation filter tracking method is developed [26] and has attracted a lot of attention. The circulant matrix and ridge regression problem are used in [27] . Kernelized correlation filter (KCF) [28] extends the work of [27] and multi-channel HOG feature is introduced. MUSTER [14] is a biology inspired tracking algorithm which includes short-term and long-term tracking. The short-term approach is correlation filter based with HOG feature and the long-term approach is keypoints matching based. SAMF tracker [29] combines color name [30] and HOG feature [31] to model target appearance. And scaling pool is employed to address the scaling variation problem. In DSST [32] , feature pyramid is employed to handle the scaling problem. SRDCF [33] utilizes multiple features to model target appearance and introduces a regularization part to penalize correlation filter coefficients according to the spatial position. A similarity metric which is integrated into correlation filter tracking framework is proposed to exploit the relationship of multiple neighbors for object matching [34] . In addition, a large group of negative examples are trained by the correlation filter.
UAV-based tracking. Color histogram is employed in UAV-based tracking [2] [3] [4] . These tracking algorithms rely on the color features. Therefore, they are vulnerable to the situations that the color of the object is similar to the background (e.g., green bicycle and green grass). The morphological filtering method is employed as a feature extraction in [6] [7] [8] [9] . To reduce false positives, SVM and the shape descriptor are combined in [10] to produce positive examples. Optical flow is utilized in [11] for aircraft detection. Local features are utilized in [12] to calculate the optical flow. The local features which are updated online are employed to make the tracking algorithm robust to object appearance changing. These generative approaches are prone to drift in complex situations since the background information is not taken into consideration.
Some generic tracking algorithms are tailored for aerial tracking. Multiple instance learning is utilized in [35] . Multiple classifier voting mechanism and multiple strategy resolution representation strategy are used to deal with challenging factors, such as illumination changes and background clutter. Feature point-based detection and tracking is developed in [36, 37] . The TLD tracking method is used in [38] .
And the experimental results demonstrate that the background which is incorporated into the positive examples leads to tracking drift. In addition, the features utilized in TLD do not consider the UAV-based tracking situation. Therefore, tracker drifts when perspective changing and scale variation occurs. The Struck algorithm is utilized in [39, 40] and achieves well tracking performance. A boosting and pyramid sampling HOG feature extraction method is proposed [5] for vehicle detection and tracking. A hierarchical layered tracking structure is proposed [41] to establish an inter-vehicle mutual assistance mechanism for vehicle tracking. However, the experiments are specific to certain application domains and not diverse enough.
Generic tracking datasets such as CVPR2013 [42] , OTB100 [1] , VOT16 [43] , TC128 [44] and ALOV300 [18] have been widely used to compare with state-of-the-art trackers. We briefly describe these tracking datasets as below.
CVPR2013 and OTB100: CVPR2013 [42] and OTB100 [1] consists of 50 and 100 video sequences, respectively. CVPR2013 is a subset of OTB100. Both datasets are annotated with bounding boxes. There are 11 different factors in the two datasets: low resolution (LR), scale variation (SV), occlusion (OCC), deformation (DEF), fast motion (FM), outof-view (OV), in-plane rotation (IPR), out-of-plane rotation (OPR), background clutter (BC), illumination variation (IV) and motion blur (MB).
VOT16: VOT16 belongs to visual object tracking challenges (http://www.votchallenge.net/). It consists of 25 infrared video sequences and 60 RGB video sequences. The video attributes are similar to OTB100.
Temple-Color 128 (TC128): This dataset consists of 128 video sequences which are designed for evaluating color feature-based tracking methods. The bounding boxes in each frame and video attributes are provided.
ALOV300: There are 315 video sequences in the dataset. The data is real-life videos mainly from YouTube with 64 types of targets ranging from a person, human face, an octopus, a ball, a plastic bag, microscopic cells to a can.
VIVID: The VIVID dataset [45] is dedicated to aerial tracking, but it is only 9 sequences.
UAV123: This dataset [46] is recently created for UAVbased tracking. There are 123 video sequences in this dataset. And 115 video sequences is captured by UAV cameras and 8 video sequences rendered by a UAV simulator, which are all annotated with bounding boxes and 12 attributes. The longest video sequence contains 3085 frames and the total length is more than 110k frames. Various scenarios exist in the dataset, e.g., roads, field, buildings, beaches and so on. The tracking objects include person, aerial vehicles, boats, trucks, cars and so on. The tracking situations include background clutter, occlusion, illumination variation, camera motion, viewpoint change, scale variation and so on.
UAV123-10fps: This dataset is the video in UAV123 down-sampled to 10fps. It can be used to test the trackers performance in low frame rate tracking.
In this paper, we will test our method on large-scale datasets that are used for aerial tracking and compare with state-of-the-art trackers.
Tracking algorithm
Our UAV-based tracking method is summarized in Fig. 2 . The rectangle bounding box in the initial frame is from the ground truth. The red rectangle box in frame t is the predicted position. The green rectangle boxes are the samples. LARK features are generated and the two SVM classifiers determine the final location via forward and backward tracking. Finally, the LARK features of training examples are extracted and fed to SVM model2.
LARK feature
LARK feature has been utilized in object detection [47] , salience detection [48] , action recognition [49] and face detection [50] . It can encode the structure information of the surrounding pixels even in the presence of data uncertainty and noise. Different from traditional features, LARK feature computes the likelihood of a point to its surrounding pixels based on geodesic distance between points. The distance is the shortest path along a manifold defined by the embedding of the image data in 3D as {x 1 
Take an image surface S(x 1 , x 2 ) = {x 1 , x 2 , z(x 1 , x 2 )} as an example. The differential arc length is given by ds 2 
where z x 1 , z x 2 are first derivatives along x 1 , x 2 respectively. Thus the arc length is computed as follows,
where x = [dx 1 , dx 2 ] T , and C = z 2
In the LARK calculating procedure, the pixels are centered around a local window. The window size is small, e.g., 5 × 5. That means the x T x in the local window is trivial. Thus, ds 2 ≈ x T C x. The LARK feature is represented as a selfsimilarity between a center pixel and its surrounding pixels:
where l ∈ [1, · · · , P], P is the number of pixels centered around the central pixel. C is calculated by the eigendecomposition as follows,
where s 1 , s 2 are singular values, u 1 , u 2 are eigenvectors of C l , , τ , α are set to 10 −7 , 1, 0.5, respectively. LARK feature which is similar to SIFT feature and HOG feature calculates the oriented gradients. In SIFT and HOG, quantization is utilized to oriented gradients. While in LARK feature, eigen-decomposition is able to compute the oriented gradients accurately. Meanwhile, the geodesic distance is treated as a similarity measure between the two pixels, which provides a reliable distance metric and explains the promising results achieved by the previous methods. Figure 3 illustrates the LARK kernel. A darker blue color represents a bigger value. The key idea behind the LARK feature is to robustly and effectively restore local geometric structures by calculating the differences based on estimated gradients, which depicts the orientation information of the object. Finally, the LARK kernel calculated in each pixel is concatenated to a feature vector to represent the target.
SVM models
The standard SVM with hinge loss and l2 regularization [51] is employed in our work. During tracking, two SVM models are utilized to estimate object location by searching for the maximum classification score around the position from the previous frame. SVM model1 is only trained in the initial frame and not updated during tracking. Our observation is that the initial bounding box is the target. All the other tracked positions are predicated by the tracker and noise For example, when a vehicle goes through a tunnel, the appearance will be changed by illumination variation. And the appearance will be recovered once the vehicle goes out of the tunnel. In the visual tracking, there are many similar situations (e.g., occlusion, pose variation) that the object will be recovered to the initial appearance. Therefore, if the SVM model updates too frequently, tracking results will be degraded. Thus a conservative model update scheme is adopted. Given the predicated location in the current frame, a group of training examples are collected which is utilized to update the SVM model2 online.
Forward and backward tracking
Here, a detailed description of our forward and backward tracking strategy is given. The critical idea of our strategy is to find an objective criterion to evaluate the accuracy of the tracking results. Theoretically, a robust tracking algorithm should be identical to the ground truth during forward and backward tracking. Thus, forward and backward tracking is employed to evaluate the robustness of the two trackers. The backward tracking is initialized in the second frame. By comparing the backward trajectories with the tracked positions, we can approximately measure the accuracy of the forward trackers. The best forward position can be determined according to the forward and backward comparison. The final tracking results are more accurate and robust than single model tracking. Figure 4 shows two trackers from frame t − 1 to frame t. The object is tracked within the red rectangle box at frame t − 1. Black and blue rectangle boxes represent the two forward tracking results at frame t. Green and yellow rectangle boxes denote the corresponding two backward tracking results at frame t − 1 by SVM model1 and SVM model2, respectively. Comparing the intersection over union (IoU) between the green rectangle box and red rectangle box in frame t − 1, we can tell approximately how much the SVM model1 matches the object appearance. In the same way, comparing the IoU between the yellow rectangle box and red rectangle box, we can evaluate the SVM model2. The IoU can be utilized to be a fusion weight in the forward tracking. The IoU is calculated as follows [51] :
where SVMB 1 and SVMB 2 represent the SVM model1 and SVM model2 tracking rectangle box in frame t, respectively. And PB denotes the final tracking box in frame t. ∪ and ∩ are intersection and union of the two boxes, respectively. In our tracking algorithm, the final location is determined by the black and blue rectangle boxes.
where β 1 and β 2 denote the normalized IoU α 1 and α 2 , respectively, y 1 and y 2 represent two forward tracking results. The tracking algorithm is illustrated in Table 1 . 
Experiments

Dataset
We test our tracker on UAV123 dataset and UAV123-10fps dataset. We also compare these trackers in 12 attributes as shown in Table 2 .
To test the generality of our tracker, we further test our method on CVPR2013 dataset [42] .
Compared trackers
The compared tracking algorithms in UAV123 and UAV123-10fps are: DCF [28] , KCF [28] , IVT [19] , TLD [15] , Struck [25] , OAB [24] , CSK [27] , ASLA [20] , MEEM [13] , MUSTER [14] , DSST [32] , SRDCF [33] , SAMF [29] and MOSSE [26] . The results of these methods are all from https://ivul.kaust.edu.sa/Pages/Dataset-UAV123.aspx.
The compared tracking methods in CVPR2013 are, e.g., ASLA [20] , CSK [27] , CXT [52] , LSK [53] , MIL [54] , SCM [55] , Struck [25] , TLD [15] , VTD [56] , VTS [57] and so on.
Quantitative evaluation
We follow the evaluation method in [42] . Two criterions are used to compare the methods: precision and success. Precision is computed as the distance between the centers of a tracker bounding box and the ground truth bounding box. Success is computed by the IoU of pixels between a tracker bounding box and the ground truth bounding box. The precision plot denotes the percentage tracker bounding boxes within a given threshold distance in pixels of the ground truth. To rank the methods, a threshold of 20 pixels [42] is used. The success plot denotes the percentage of tracker bounding boxes whose overlap score is larger than a given threshold.
The trackers are ranked using the area under the curve (AUC) measure [42] .
One-pass evaluation (OPE) demonstrates how well the bounding box of a tracking method in all frames given the first frame bounding box.
Evaluation on UAV123 dataset
Overall performance: Fig. 5 illustrates our tracking method achieves 0.644 and 0.402 in precision and success plots of OPE on UAV123 dataset, respectively. The precision plots of video sequences with different factors on UAV123 dataset are illustrated in supplemental file (Fig. 1) . The number in the title indicates the number of videos. The success plots of video sequences with different factors on UAV123 dataset are illustrated in supplemental file (Fig. 2) . The number in the title indicates the number of videos. Attribute-based performance: Among existing algorithms, our tracker performs well with overall success in aspect ratio change (0.347), scale variation (0.435), low resolution (0.289), full occlusion (0.242), fast motion (0.28), out-of-view (0.352), partial occlusion (0.342), illumination variation (0.319), background clutter (0.297), viewpoint change (0.373), similar object (0.405) and camera motion (0.401). In most of the scenarios, our tracker yields a favorable tracking results compared to the other compared methods. Figure 6 illustrates UAV123-10fps dataset. Our tracker achieves 0.608 and 0.391 in precision and success plots of OPE, respectively. The precision plots of videos with different factors on UAV123-10fps dataset are illustrated in supplemental file (Fig. 3) . The success plots of videos with (Fig. 4) .
Evaluation on UAV123-10fps dataset
Attribute-based performance: Among existing methods, our method performs well with overall success in scale variation (0.349), aspect ratio change (0.342), low resolution (0.255), fast motion (0.227), full occlusion (0.223), partial occlusion (0.349), out-of-view (0.317), background clutter (0.332), illumination variation (0.340), viewpoint change (0.357), camera motion (0.372) and similar object (0.408). In most of the situations, our method yields a favorable tracking performance compared to the other compared trackers. Figure 7 illustrates CVPR2013 dataset. Our tracker achieves 0.787 and 0.543 in precision and success plots of OPE, respectively. The precision plots of videos with different factors on CVPR2013 dataset are illustrated in supplemental file ( Table 1 ). The success plots of videos with different factors on CVPR2013 dataset are illustrated in supplemental file (Fig. 6) .
Evaluation on CVPR2013 dataset
Attribute-based performance: Among existing methods, our method performs well with overall success in illumination variation (0.485), out-of-plane rotation (0.531), scale variation (0.518), occlusion (0.537), deformation (0.566), Figure 8 demonstrates sampled results of representative video sequences where the objects undergo challenging situations (e.g., low resolution, pose variation, illumination variation). In the bike1 video sequence, a person undergoes rapid appearance changes caused by the illumination variations and viewpoint changes. Our SVM model2 is updated online and adapted to the appearance changes. The forward tracking and backward tracking strategy adaptively fuses the tracking results to track the target accurately. The KCF method and struck method lock to the background. The MUSTER method does not handle the scale changes well. In the boat1 video sequence, the object undergoes appearance variation due to scale changes. Our tracker is able to locate the boat through the entire video sequence. In the group1 video sequence, a person walks while the appearance changes much caused by illumination variations and low resolution. Our method performs well as the two SVM models adapt to the appearance changes. The KCF method locks to another person. In wakeboard8 video sequence, the object undergoes significant appearance changes due to rotation, occlusion and low resolution. The DSST, MUSTER, KCF and SAMF trackers lock on to the background. The proposed feature encodes the edge information of the object and tracks the target well. Figure 9 presents some key frames with bounding boxes reported by 10 compared trackers for four videos. The Struck, CXT and MIL methods lose track of the target gradually due to significant deformation and rotation in basketball sequence. Our method tracks the target well due to the LARK feature captures the object representation accurately. Bolt sequence illustrates the performance of these methods in dealing scenarios with background clutters, viewpoint change and deformation, only our tracker and VTD succeed throughout the entire video. Our method handles the challenging situations by the aid of adaptively model update which adapts to the appearance changes. When obvious occlusion occurs as in jogging-2, only TLD and our method track the target well. Our backward tracking scheme decreases the weight of the occlusion model which is able to alleviate the partial occlusion problem. The TLD, VTD, CXT, VTS, CSK, CT, LSK and MIL are not able to keep tracking the object after occlusion in woman video. Only our method and Struck track the target throughout the whole video. Overall, our method is able to deal with these challenges well to alleviate model drift.
Qualitative evaluation
Computational cost
Run time of our tracking algorithm grows proportionally as the number of samples and window size (in Sect. 3.1). Table 3 shows the average per-frame runtime of our algorithm in different number of samples and window size. At present, our tracking algorithm cannot run in real time. The main computational cost is in feature computation. While LARK feature can be computed parallel according to Sect. 3.1.
Discussion
In general, our tracker is among the top three performers in terms of success and precision plot. Since the LARK fea- Fig. 8 Qualitative results of the 8 trackers over sequences bike1, boat1, group1, wakeboard8, in which the targets undergo severe appearance changes ture encodes the edge feature of the object, our tracking results perform better in low resolution. The forward and backward tracking scheme prevents the model drift in challenge scenarios, such as occlusion and viewpoint change. The most difficult attributes seem to be background clutter and similar object (as shown in supplemental file Figs. 1 and  2 ).
There is still much room for improvement especially for these attributes. For example, the model update can be improved by integrating more adaptive updating scheme. And other classifiers, such as structure SVM, random forest can be considered.
Although our tracker shows appealing performance in the two datasets, there is still much room for improvement. We think there are three possible solutions here:
(1) The model update can be improved by integrating more adaptive updating strategy. (2) The structure SVM is a more advanced classifier that can be taken into consideration. (3) The LARK kernel can be more accurate to depict the target by introducing more motion information.
However, these improvements are beyond the scope of this paper, we would like to study them in our future work. Fig. 9 Qualitative results of the 10 trackers over sequences basketball, bolt, jogging-2, woman, in which the targets undergo severe appearance changes 
Conclusion
In this paper, we have proposed a robust UAV-based visual tracking framework. The discriminative tracking method is achieved by first making use of the LARK feature to depict the edge information of the object. Next we utilize two SVM classifiers to predicate the object position. The forward tracking and backward tracking strategy which is used to measure the tracking accuracy of the two classifiers guarantees the efficiency and robustness of the tracking results in various situations. The final location is determined by the two SVM tracking models. The positive and negative examples are utilized to train and update the SVM model2 online to adapt to appearance changes. Experimental results have demonstrated that the proposed tracking algorithm outperforms most of the existing state-of-art methods in terms of accuracy and robustness.
