Abstract. Let Ω ⊂ R N be an arbitrary bounded open set. We consider a degenerate parabolic equation associated to the fractional p-Laplace operator (−∆) s p (p ≥ 2, s ∈ (0, 1)) with the Dirichlet boundary condition and a monotone perturbation growing like |τ | q−2 τ, q > p and with bad sign at infinity as |τ | → ∞. We show the existence of locally-defined strong solutions to the problem with any initial condition u 0 ∈ L r (Ω) where r ≥ 2 satisfies r > N (q − p)/sp. Then, we prove that finite time blow-up is possible for these problems in the range of parameters provided for r, p, q and the initial datum u 0 . 
Introduction
The article is concerned with the following non-local initial-boundary value problem for the degenerate parabolic equation      ∂ t u(x, t) + (−∆) s p u(x, t) − |u(x, t)| q−2 u(x, t) = f (x, t) (x, t) ∈ Ω × (0, T )
u(x, t) = 0 (x, t) ∈ (R N \Ω) × (0, T )
u(x, 0) = u 0 (x) x ∈ Ω.
(1.1) Here u 0 ∈ L r (Ω), 2 ≤ p, q, r < ∞, T > 0, f is a given function, (−∆) (1 + |x|) N +ps dx < ∞ .
For u ∈ L p−1 (R N ), x ∈ R N and ε > 0, we let (−∆) π N 2 Γ(1 − s) and Γ is the usual Gamma function (see, e.g., [5, 8, 9, 10, 11] for the linear case p = 2, and [24, 25] for the general case p ∈ (1, ∞)). The fractional p-Laplacian (−∆) provided that the limit exists. We notice that if 0 < s < (p − 1) /p and u is smooth (i.e., at least bounded and Lipschitz continuous), then the integral in (1.2) is in fact not really singular near x. The case p = 2 and f ≡ 0, which corresponds to the case of a semilinear fractional heat equation, sufficient conditions for the existence of weak solutions with u 0 ∈ L 2 (Ω) , and strong solutions for u 0 ∈ L ∞ (Ω) , have already been proved in [13] . Additionally, further dynamical properties (i.e., existence of finite dimensional global attractors and global asymptotic stabilization to steady states as time goes to infinity) were also derived for a semilinear parabolic problem of the form with nonlinearity h (τ ) which has a good sign at infinity as |τ | → ∞, and which is coercive in a precise sense. Finally, some blow-up results were also proved in [13] for (1.3) with h (τ ) ∼ − |τ | q−2 τ , as |τ | → ∞, emphasizing the same critical blow-up exponent q = p = 2 as for the corresponding parabolic equation associated with the classical Laplace operator −∆. We extend our work of [13] to prove the local in time existence of solutions to parabolic equations with degenerate fractional diffusion and more singular kernels using an approach based on [3, 4] and also developed further in [2] . Although our general scheme follows closely that of [2, 3, 4] , many of the key lemmas used in the case of the classical p-Laplace operator cannot be adapted or exploited in their classical form to deal with the fractional p-Laplacian (−∆) s p for s ∈ (0, 1) and p ∈ (1, ∞). Hence, we develop some new techniques including some new functional inequalities allowing us to extend the results of [2] in the present setting. Among these new tools that we derive it is worth mentioning a nonlinear version of the classical Stroock-Varopoulos inequality (see Lemma 3.9) which is an important inequality in the theory of Markovian semigroups, and a new coercitivity estimate (see Lemma 3.10) which is also crucial in the proofs for the energy estimates. In particular, Lemma 3.9 extends the classical StroockVaropoulos inequality which was available only in the case p = 2 (see [20, 21] ) and covers also the case when p = 2. Lemma 3.9 is the main tool in proving our first main result of Theorem 2.3. Then we also generalize the blow-up results of [13] to the present case (see Theorem 2.5) when q > p following a technique adapted from [18] . We emphasize that our results hold without any regularity assumptions on Ω. There is vast literature on degenerate parabolic equations involving the classical diffusion operator −∆ p . We refer the reader to the following list [2, 3, 4, 6, 18] (and references contained therein) which is not meant to be exhaustive.
To the best of our knowledge, little is known about parabolic problems associated with the fractional p-Laplacian (−∆) s p with the exception of [22, 24, 25] . In [25] , some regularity results are provided for the quasi-linear parabolic equation ∂ t u + (−∆) s p u = 0 and Dirichlet boundary condition u = 0 in R N \Ω, whereas in [22] for the same quasi-linear problem, it is proven the eventual boudedness of u in L ∞ ((τ, T ) ; L ∞ (Ω)), for every τ > 0, provided that the initial datum u 0 ∈ L p (Ω). Most recently an integration by parts formula for the regional fractional p-Laplace operator has been also derived in [24] . Outline of paper. In Section 2.1, we state the relevant definitions and notation of fractional order Sobolev spaces. Furthermore, in Section 2.2 we give a summary of the main results but reserve the proofs for subsequent sections. In Section 3, we introduce an auxiliary and a regularized version of the original problem and prove some local existence results for them. Finally, the local existence result for the original problem and then a finite time blow-up result are proved in Section 4.
Outline of results

2.1.
Fractional order Sobolev spaces. In this subsection, we recall some wellknown results on fractional order Sobolev spaces. To this end let Ω ⊂ R N be an arbitrary open set with boundary ∂Ω. For p ∈ [1, ∞) and s ∈ (0, 1), we denote by
the fractional order Sobolev space endowed with the norm
In order to handle a non-smooth Ω ⊂ R N in the case when Ω is simply an open and bounded set, we let
. 
defines an equivalent norm on the space W s,p 0 (Ω). We shall always use this norm for the space W 
Then by [11, Section 7] , there exists a constant C = C (N, p, s) > 0 such that for every u ∈ W s,p
Since Ω is bounded, we have that (2.3) also holds for every q ∈ [1, p ⋆ ]. Moreover, the embedding W
The following version of the Gagliardo-Nirenberg inequality for the space W s,p 0 (Ω) in the nonsmooth setting will be used. Let p ∈ (1, ∞), q, r ∈ [1, ∞] and 0 ≤ α ≤ 1 satisfy
Then there exists a constant C > 0 such that for every u ∈ W s,p
is defined as usual to be the dual of the reflexive Banach space W s,p
. For more information on fractional order Sobolev spaces we refer the reader to [1, 11, 14, 15, 17, 23] and the references contained therein.
Main results.
Let Ω ⊂ R N be an arbitrary bounded open set. As usual for a Banach space X, we denote by C w ([a, b]; X) the set of all X-valued weakly continuous functions on the interval [a, b]. We also denote by ·, · X * ,X the duality between X * and X. First, we introduce the rigorous notion of solution to the system (1.1).
for some γ ≥ 0 and T > 0. A function u is said to be a (strong) solution of ( 6) and, a.e. t ∈ (0, T ) for every v ∈ W
and u satisfies the initial condition
Remark 2.2. Notice that |u (t) | q−2 u (t) , v V * ,V on the right-hand side of (2.7) is well-defined since for r >
The following is the first main result of the article.
Theorem 2.3. Let T > 0 be fixed, 0 < s < 1 and p, q, r ∈ [2, ∞) be such that p < q and assume that
Let u 0 ∈ L r (Ω) and assume
for some γ ≥ 0. Then the following assertions hold. 
such that (1.1) has at least one strong solution on (0, T 0 ).
independent of T and u 0 , and
), such that (1.1) has at least one strong solution on (0, T 0 ).
(c) The strong solution has in addition the following regularity:
The proof of Theorem 2.3 relies on rewriting (1.1) as a first order Cauchy problem which is governed by the difference of two subdifferential operators in reflexive Banach spaces following the work of [2] . A family of approximate problems and refined energy estimates will be employed to construct solutions with initial data u 0 ∈ L r (Ω). The primary new difficulty, due to the nonlocal character of the fractional p-Laplacian, is obtaining a new comparison lemma for various energy forms (see Lemma 3.9) and several other critical lemmas properly modified from [2] to handle our case. Solutions are first constructed for some auxiliary problems associated with (1.1).
The second main result deals with blow-up phenomena for the strong solutions of (1.1). To this end, we define the following energy functional
and notice that when
for as long as a smooth solution exists. In fact, every strong solution of Theorem 2.3 satisfies an energy inequality, as follows. 
10)
for almost all t ∈ (0, T 0 ), for as long as a strong solution exists.
Theorem 2.5. Let u be a strong solution of (1.1) in the sense of Theorem 2.3 and
where C * > 0 is the best Sobolev constant in (2.3) and q ∈ (p, p * ]. Then the strong solution blows-up in a finite time t * > 0 with
11)
for some β > α.
Remark 2.6. These results can be also extended to degenerate parabolic equations of the form
subject to the condition u = 0 in R N \Ω, where
with a ∈ C R 2 , R + satisfying the following condition
for all τ 1 , τ 2 ∈ R, for some c 0 , c p > 0. The function g is a maximal monotone graph in R 2 such that |g (s)| ≤ c g |s| q−1 as |s| → ∞. We leave the details to the interested reader.
3. Auxiliary and regularized problems 3.1. Subdifferentials. In this subsection we introduce some useful properties of subdifferentials of proper, convex and lower semi-continuous functionals on a Banach space.
The set of all these subgradients is called the subdifferential of ϕ at x 0 and is denoted by ∂ X ϕ(x 0 ). The domain D(∂ X ϕ) of the subdifferential ∂ X ϕ is given by
It is well-known (see e.g. [6, 19] ) that every subdifferential of a proper, convex and lower semi-continuous functional is maximal monotone. Moreover, if X = H is a Hilbert space then the subdifferential ∂ H ϕ can be written for u ∈ D(ϕ) as
where (·, ·) H denotes the inner product of H, and also ∂ H ϕ becomes a maximal monotone operator on H. For a proper, convex and lower semi-continuous functional ϕ on H, the Moreau-Yosida approximation ϕ λ of ϕ is defined as follows:
We recall that the Yosida approximation of a maximal monotone operator A on a Hilbert space H is defined as
The following result provides some useful properties of Moreau-Yosida and Yosida approximations. Its proof can be found in [6, Proposition 2.11, p.39]. Proposition 3.2. Let ϕ be a proper, convex and lower semi-continuous functional on H and ϕ λ be its Moreau-Yosida approximation. Then ϕ λ is convex, Fréchet differentiable in H, and its Fréchet derivative ∂ H (ϕ λ ) coincides with the Yosida approximation (∂ H ϕ) λ of ∂ H ϕ. Moreover, the following properties hold:
where
The following type of chain rule for subdifferentials is taken from [2, Proposition 5].
Proposition 3.3. Let X be a reflexive Banach space, T > 0 be fixed and let ϕ : X → (−∞, ∞] be a proper, convex and lower semi-continuous functional. Let
Next, let θ be a maximal monotone graph in R 2 . In the following result, for a given u ∈ L 2 (Ω) we discuss the representation of θ(u(·)) as the subdifferential ∂ L 2 (Ω) Θ(u) for some proper, convex and lower semi-continuous functional Θ on L 2 (Ω). 
Let J Θ λ and j θ λ (λ > 0) denote the resolvent operators of the subdifferentials ∂ L 2 (Ω) Θ and ∂ R θ, respectively. Then the following properties hold.
(a) The functional Θ is proper, convex and lower semi-continuous on
Proof. The proof of parts (a), (b) (c) and (d) 
then we obtain (3.5) by using the assertion (c).
It remains to show the assertion (e). First, let λ > 0, p ∈ (1, ∞), s ∈ (0, 1) and
then we obtain (3.5) by using the assertion (c). Next, assume that ∂ R θ(0) ∋ 0. Then it is clear that j 
, it follows from (3.6) and part (c) that
(Ω) and we have shown part (e). The proof of the proposition is finished.
3.2. The auxiliary problems. We first write the system (1.1) as a first order Cauchy problem. To this end recall that 0 < s < 1, p, r ∈ [2, ∞) and denote
as the Banach space equipped with the norm
where the second norm is given by (2.1). Let V ⋆ denote the dual of the reflexive Banach space V . Then
Next, for p, q, r ∈ [2, ∞) satisfying p < q and
we have that V is continuously embedded into
for all u ∈ V . It is easy to see that Φ, ψ ∈ C 1 (V, R). We state the following basic proposition whose proof is postponed until the Appendix. .7), we also have that ∂ V ψ is an operator from V to V ⋆ with
By virtue of Proposition 3.5, the system (1.1) can be rewritten as the following abstract Cauchy problem
Next, we also define the functional φ :
We note that the energy functional Φ (u) − ψ(u) is not bounded from below on W s,p 0 (Ω)∩L q (Ω) but the sum Φ (u)−ψ(u)+I X , where I X denotes the characteristic function over some ball X in L r (Ω) turns out to be coercive provided that r satisfies (3.7). In this respect, we can establish the following crucial result. Lemma 3.6. Let 0 < s < 1 and let p, q, r ∈ [2, ∞) satisfy p < q and (3.7). Then there exist a constant ε ∈ (0, 1] and an increasing differentiable function
since Ω is bounded then by the classical Hölder inequality, we have that there exists a constant C > 0 such that
Hence, we have that (3.9) holds with ε = 1 and F (t) = Ct q/r . If r < q, then q < p ⋆ (see (2.2)). Hence, using the Gagliardo-Nirenberg's inequality (2.5), one can find a constant C > 0 such that
where α ∈ (0, 1) is given by
We notice that (3.11) and (3.7) imply that
It follows from (3.10) that
Note that 0 < αq/p < 1 by (3.12). Thus we have shown (3.9) with the constant ε = 1 − αq/p and F (t) = Ct
. The proof of lemma is finished.
We shall introduce an auxiliary problem associated with the abstract Cauchy problem (3.8) . To do this, we let σ := φ(u 0 ) + 1 and set
We define the proper, convex, lower semi-continuous functional
where χ Vσ denotes the indicator function of the convex set V σ defined by
We notice that by [6, Example 2.8.2], the subdifferential ∂ V χ Vσ of the functional χ Vσ is given by
(3.14)
Corresponding to problem (3.8) we consider the following modified problem
We observe that a solution of problem (3.15) on (0, T ) is also a solution of (3.8) on (0, T ) provided that one has in addition φ(u (t)) < σ. Indeed, in that case ∂ V χ Vσ (u (t)) = {0} by (3.14), and by (3.13), this implies ∂ V Φ σ (u (t)) = ∂ V Φ(u (t)) a.e. t ∈ (0, T ). Thus, in order to establish the existence of a solution to problem (3.8) it suffices to construct a sufficiently regular solution to the Cauchy problem (3.15) and to derive additional a priori estimates on this solution. To this end, we first define the extensions Φ σ , ψ of Φ σ and ψ, respectively, to the Hilbert space
Then, Φ σ and ψ are proper, convex and lower semi-continuous on H = L 2 (Ω). Let ∂ H Φ σ and ∂ H ψ denote the subdifferentials of Φ σ and ψ, respectively. Then, it readily follows
and
Now consider ψ λ as the Moreau-Yosida approximation (see (3.1)) of ψ, for λ > 0. Associated with problem (3.15), we introduce the following regularized problem in
(3.18) Regarding the functionals defined above, we mention the following facts.
Remark 3.7.
(a) It follows from Lemma 3.6 that for every
(c) The subdifferential ∂ V ψ : V → V ⋆ is a compact operator. Indeed, let C ≥ 0 and let u n be a sequence in V such that u n V ≤ C. Then, after a subsequence if necessary, u n converges weakly to some u in the reflexive Banach space V . Since the embedding V ֒→ L q (Ω) is compact, passing to a subsequence if necessary, we may assume that
Since ∂ V ψ(u n ) = |u n | q−2 u n we have that
be the resolvent operator of ∂ H ψ. By Proposition 3.4, parts (e) and (f), we readily have
Moreover,
We conclude this subsection with the following lemma.
Lemma
In light of (3.7) we easily see that
It follows from (3.24) and (3.25) that
Next, let v := |u| Assume that v ∈ W s,p 0 (Ω). Since 1 < pr r+p−2 < ρ < p ⋆ and
, then using the Gagliardo-Nirenberg inequality (2.5), we have that there exists a constant C > 0 such that
with 0 ≤ α ≤ 1 satisfying
A simple calculation gives
It follows from (3.26) that,
Letting F (t) := sup t 
The proof of the lemma is finished.
3.3.
Solutions to the auxiliary problems. In this subsection, we investigate the existence and regularity of solutions to problems (3.15), (3.18) for regular initial datum u 0 ∈ D (Φ) = V and f ∈ C 1 ([0, T ]; V ). Before we turn our attention directly to the Cauchy problem (3.18), we require the following two crucial lemmas. The first result is essential and is of independent interest. The second one establishes a kind of coercitivity estimate. Their proofs are postponed until the Appendix.
Lemma 3.9. Let p ∈ (1, ∞), r ∈ [2, ∞) and let E be the energy given by
28)
for all functions u for which the terms in (3.28) make sense, and where
, then there exists a positive constant β independent of µ such that for all g ∈ ∂ V Φ σ (u),
We have the following result of existence of solutions to the abstract Cauchy problem (3.18).
Proposition 3.11. Let 0 < s < 1, p, q, r ∈ [2, ∞) satisfy p < q and (3.7). Let
which is a strong solution of (3.18) on (0, T ). Moreover,
In addition, the function t → Φ σ (u λ (t)) is absolutely continuous on [0, T ].
Proof. First, we notice that by Proposition 3.2, ∂ H ψ λ coincides with the Yosida approximation (∂ H ψ) λ of the maximal monotone operator ∂ H ψ (see (3.2)). Hence, by Proposition 3.4 ∂ H ψ λ is Lipschitz continuous in L r (Ω) as well as in L 2 (Ω). Since Φ σ is proper, convex and lower semi-continuous on H = L 2 (Ω) and the mapping t → f (t) belongs to L 2 ((0, T ); L 2 (Ω)), we can exploit [6, Proposition 3.12 and Theorem 3.6] to infer that for every u 0 ∈ D(Φ σ ) = L 2 (Ω), the Cauchy problem (3.18) has a unique strong solution u λ . Moreover, it holds
In particular, if u 0 ∈ D(Φ σ ) we have
for all t ∈ [0, T ]. Hence, the function t → Φ σ (u λ (t)) is absolutely continuous on [0, T ] and the first statement of (3.30) also follows. It remains to show the second part of (3.30). To this end, multiplying (3.18) by ∂ H φ µ (u λ (t)), µ > 0, then employing the chain rule formula (3.4) (see Proposition 3.3), we obtain
Recall that by Lemma 3.10 and virtue of (3.16) it holds
Hence, Hölder's inequality together with Proposition 3.2 yields the estimate
for some constant C λ > 0 depending only on λ > 0 but not on µ > 0. Moreover, exploiting Hölder's inequality once again, one can find a constant C > 0 such that
Combining (3.32) together with (3.33), then integrating (3.31) over (0, t), and using Proposition 3.2 once more, we deduce
for all t ∈ [0, T ]. Now passing to the limit as µ → 0 + in the foregoing uniform estimate, by virtue of Proposition 3.2, we obtain
Finally, since 2(p + r − 2)/p ≤ r, it follows from (3.34) that as
The proof is finished.
Having obtained a solution to the regularized problem (3.18), we can now pass to the limit as λ → 0 + to deduce a solution to problem (3.15). We have the following.
Proposition 3.12. Let 0 < s < 1, p, q, r ∈ [2, ∞) satisfy p < q and (3.7). Let T > 0 be fixed, u 0 ∈ D(Φ) and f ∈ C 1 ([0, T ]; V ). Then there exists a unique function
which is a strong solution of problem (3.15) on (0, T ).
Proof. Let u 0 ∈ D(Φ) and f ∈ C 1 ([0, T ]; V ). Let λ > 0 and let u λ be the unique strong solution of (3.18) which exists by Proposition 3.11. In the subsequent proofs, C > 0 will always denote a constant that is independent of t, f , λ, which only depends on the other structural parameters of the problem. Such a constant may vary even from line to line. We multiply (3.18) by
and we integrate the resulting identity over (0, t). Using (3.19) , (3.20) and Proposition 3.3, we get that there exists a constant C > 0 such that
The estimates (3.20) and (3.35) imply that
Furthermore, we also have there exists a constant C > 0 such that
on account of (3.22) and (3.35) . Let now
Then, passing to a subsequence of {λ} if necessary, we get that as
(3.38)
The first two foregoing convergence properties follow from (3.35), (3.37) and (3.36). The third convergence property follows from (3.35) in light of Remark 3.7, part (c).
On the other hand, the last convergence property follows from the second and third of (3.38) on the account of the fact that L 2 (Ω) and L q ′ (Ω) are both continuously embedded into V ⋆ . Clearly, (3.38) also yields
Finally, since u λ (t) → u 0 strongly in L r (Ω) as t → 0 + , we may conclude that the limit function u is the unique strong solution to the auxiliary problem (3.15) on (0, T ). The proof of the proposition is finished.
Proof of the main results
In this section we prove the main results stated in Section 2.2.
Proof of Theorem 2.3.
We can now complete the proof of the first main result of the article. This program will be divided into several steps.
Step 1 (Additional uniform estimates). We give further (uniform) estimates of solutions to the regularized problem (3.18) that will be needed in the sequel. Recall that p, q, r ∈ [2, ∞) satisfy p < q and (3.7). Let λ > 0 and consider the unique strong solution u λ to (3.18) . Multiplying (3.18) by u λ (t), integrating the resulting identity over (0, t) and using (3.20), we deduce
Lemma 3.6 together with (3.19) thus gives
Next, multiplying (3.18) by t du λ (t) dt and using the fact that
Integrating the foregoing inequality over (0, t) and using (3.19) and (3.20) once more, we readily see that
On the other hand, using the fact that
we further get from (4.2) that
Letting λ → 0 + , from (3.38) and (4.1) we infer
for some constant C > 0 independent of t, f and λ > 0.
Step 2 (Passage to limit). Let T > 0 be fixed, u 0 ∈ D(Φ) and f ∈ C 1 ([0, T ]; V ). Let φ µ be the Moreau-Yosida approximation of φ for µ > 0 and let u λ (λ > 0) be the unique strong solution to (3.18) . Multiplying (3.18) by ∂ H φ µ (u λ (t)) and using the chain rule formula (see Proposition 3.3), we have
for a.e. t ∈ (0, T ) and note that v λ,µ (t) ∈ W s,p 0 (Ω) on account of Lemma 3.10. Inserting the estimates of Lemmas 3.10 and 3.8 into the foregoing identity, we readily have
Hölder's inequality and (3.21) allow us to deduce
Integrating (4.6) over (0, t), using (4.7), and recalling that the function
for some C > 0 independent of µ > 0. Therefore, since φ µ (u 0 ) ≤ φ(u 0 ), after passing to a subsequence of {µ} if necessary, we can infer the existence of a function
Next, it follows from Proposition 3.2 that
Hence, by (4.9) we can deduce that w λ = v λ = |u λ | r−2 p u λ . Moreover, by lower semi-continuity it follows that
Passing to the limit in (4.8) with respect to µ → 0 + , and applying Young's inequality, we get that
is compact, the application of Ascoli's compactness lemma together with (3.38) yields 
The final estimate (4.13) implies that lim sup
Since u ∈ C([0, T ]; L 2 (Ω)) and φ is lower semi-continuous, we have that
Since L r (Ω) is uniformly convex, we obtain from (4.14) and (4.15) that
Step 3 (Solution to the original problem) Let T > 0 be fixed, u 0 ∈ D(Φ) and
for some γ ≥ 0. Let F : [0, ∞) → [0, ∞) be an increasing differentiable function satisfying the conclusion of Lemmas 3.6 and 3.8.
• If γ > 0, we take a non-increasing function
• If γ = 0, we take a non-increasing function T f : [0, ∞) → (0, T ] which depends on f but not on T and u 0 such that
Let now
Since σ = φ(u 0 ) + 1, it follows that
Since φ(u(t)) < σ for all t ∈ [0, T 0 ], it follows from (3.14) that
We have shown that u is a strong solution of (3.8) on (0, T 0 ) and hence, a strong solution of (1.1) on (0, T 0 ) if the initial datum u 0 ∈ D (Φ).
Step 4 (Final argument). In this final step, we remove the assumption on the initial datum u 0 ∈ D(Φ). To this end, for fixed time T > 0, consider u 0 ∈ L r (Ω) and a function f satisfying (4.17). Let u 0,n ∈ D(Φ) and f n ∈ C 1 ([0, T ]; V ) be sequences such that u 0,n → u 0 strongly in L r (Ω) and f n → f strongly in Y f . Let σ := φ(u 0 ) + 2. Then for sufficiently large n ≥ n 0 , we have
Moreover, there exists a function h ∈ L 1+γ (0, T ) such that, after passing to a subsequence if necessary, we also have
We now consider the n-approximate problem
Note that (4.18) possesses a strong solution u n on (0, T 0 ) satisfying
for some T 0 independent of n. Indeed, employing
Step 1 once again, we have the following alternatives.
• If γ > 0, then it is clear that
•
for any η ∈ [0, ∞). Hence, we can take T 0 > 0 uniformly with respect to n. In the remainder of the proof, C > 0 will denote a constant that is independent of t, f , n, and initial data, which only depends on the other structural parameters of the problem. Such a constant may vary even from line to line. It remains to derive uniform estimates for the solution u n with respect to n. First, by estimates (4.4) and (4.5), 
Application of Lemma 3.6 also yields
Estimate (4.13) with u = u n , v = v n = |u n | r−2 p u n , u 0 = u 0,n and f = f n gives the uniform estimate
Since 2(p + r − 2)/r ≤ r, it follows from (4.19) that the sequence v n is bounded in
. We also notice the solution u n satisfies the estimates (4.4) and (4.5) with a constant C > 0 independent of n. These uniform estimates allow us to pass to the limit, after a subsequence if necessary, such that as n → ∞,
The first two of (4.26) follow from (4.19) and (4.20) . The third and seventh convergence properties of (4.26) follow from (4.21). The fourth and fifth convergence properties are derived from the fact that v n is bounded in L ∞ ((0, T 0 ); L 2 (Ω)) and from (4.24). The sixth convergence is an immediate consequence of (4.23), while the convergence ∂ V Φ(u n (·)) → g is a consequence of (4.22) . Finally, the last of (4.26) follows from the sixth of (4.26) and ∂ V Φ(u n (·)) → g. Thus, we have shown
We can now pass to strong convergence properties for the sequence u n . Since the embeddings V ֒→ L q (Ω) and L r (Ω) ֒→ V ⋆ are compact, it follows that
which together with (4.26) implies that v = |u| r−2 p u. Moreover, it follows from (4.23) and (4.27) that u(t) → u 0 strongly in V ⋆ as t → 0 + . It remains to show that ∂ V ψ(u(t)) = h(t) and g(t) = ∂ V Φ(u(t)) for a.e. t ∈ (0, T 0 ). Indeed, if r < q, as in the proof of Lemma 3.6 we have using (3.12) that
with α > 0 given by (3.11) and ν = p p−αq . It follows from (4.19) and (4.27) that
and, from (4.20) and (4.28), that
, we can apply [16, Proposition 1.1] to infer that h(t) = ∂ V ψ(u(t)), a.e. t ∈ (0, T 0 ). If q ≤ r, then (4.29) follows from (4.19) and (4.27). Hence, we have shown the first claim that h(t) = ∂ V ψ(u(t)) for a.e. t ∈ (0, T 0 ). In order to show that g(t) = ∂ V Φ(u(t)), a.e. t ∈ (0, T 0 ), we use (4.27) to take a set I ⊂ (0, T 0 ) such that u n (τ ) → u(τ ) strongly on L q (Ω) for all τ ∈ I and |(0, T 0 ) \ I| = 0. Hence, for all τ ∈ I,
Since by (4.26),
, then letting n → ∞ in the preceding equality, we deduce
It follows from (4.26) that g(t) = ∂ V Φ(u(t)), a.e. t ∈ (τ, T 0 ). Since τ was arbitrary and |(0, T 0 ) \ I| = 0, we have that g(t) = ∂ V Φ(u(t)), a.e. t ∈ (0, T 0 ). It remains to show that u(0) = u 0 in the sense of L r (Ω). Estimate (4.13) with u = u n , v = v n , u 0 = u 0,n and f = f n allows us to pass to the limit as n → ∞, to get
. Arguing exactly as in (4.14)-(4.16) we easily find that
. We have shown that u is a strong solution to problem (3.8) on (0, T 0 ) and hence, a strong solution to the initial-boundary value problem (1.1) on (0, T 0 ). The proof of the theorem is complete.
4.2.
Proof of Theorem 2.5. In this subsection we prove Theorem 2.5. We adapt a technique exploited by [18] to derive blow-up type results for the parabolic equation associated with the classical p-Laplace operator. We divide the proof into two parts.
Step 1 (Positive potential energies). We first establish that there is a constant β > α such that
for all t ≥ 0 (and for as long as the strong solution exists). First, we notice that by definition (2.8) and the embedding (2.3), it holds
where we have setx := | u (t) | W s,p 0
(Ω) . Clearly, the continuous function h is increasing on (0, α) and decreasing on (α, ∞) while h (x) → −∞ asx → ∞ and h (α) = E 0 . Then, since E (0) < E 0 it immediately follows that one has a constant β > α such that h (β) = E (0) . On the other hand, settingx 0 = | u 0 | W s,p 0
(Ω) then h (x 0 ) ≤ E (0) = h (β) andx 0 ≥ β on the account of (4.32). In order to show (4.30), we proceed to prove it by contradiction. To this end, let us assume that | u (t 0 ) | W s,p 0 (Ω) < β for some t 0 ∈ (0, T 0 ) on which the strong solution exists. By the continuity of this norm we can choose t 0 > 0 such that | u (t 0 ) | W s,p 0
(Ω) > α. By (4.32), we find that E (t 0 ) ≥ h | u (t 0 ) | W s,p 0
(Ω) > h (β) = E (0) which contradicts the fact that E (t) ≤ E (0), for all t ∈ (0, T 0 ) , on which the strong solution exists, with the latter following easily by (2.10). Hence, we have proved (4.30). To prove (4.31), it remains to exploit (2.10) once again together with the definition of E (t) and (4.30) in order to see that (Ω) > α, for as long as the strong solution exists.
Step 2 (Blow-up in L 2 -norm). As in [18] (and references therein), setting G (t) := which shows that G (t) blows-up in finite time with a time t ≤ t * , given by (2.11). The proof is finished.
Appendix
We now prove Proposition 3.5, Lemma 3.9, Lemma 3.10 and Proposition 2. for all t ∈ (0, T 0 ), and where we have set E n (t) := C N,p,s 2p
R N R N |u n (x, t) − u n (y, t)| p |x − y| N +sp dxdy − 1 q Ω |u n (x, t) | q dx.
Integrating (5.11) over the interval (0, t) allows us to deduce E n (t) ≤ E n (0) for all t ∈ (0, T 0 ). We can now easily conclude the proof of Proposition 2.4 exploiting the foregoing inequality. Indeed, recalling that r > N (q−p) sp with q > p, we see that u n (t) → u (t) strongly in L q (Ω), a.e. for t ∈ (0, T 0 ), owing to (4.29). Passing to the limit as n → ∞, we first have E n (0) → E (0) and then also Ω |u n (x, t) | q dx → Ω |u (x, t) | q dx a.e. for t ∈ (0, T 0 ) .
This basic fact together with the weak lower-semicontinuity of the W s,p 0 (Ω)-norm entails that E (t) ≤ lim inf n→∞ E n (t) and this concludes the proof of (2.10).
