Abstract This paper proposes a new framework for RGB-D-based action recognition that takes advantages of hand-designed features from skeleton data and deeply learned features from depth maps, and exploits effectively both the local and global temporal information. Specifically, depth and skeleton data are firstly augmented for deep learning and making the recognition insensitive to view variance. Secondly, depth sequences are segmented using the handcrafted features based on skeleton joints motion histogram to exploit the local temporal information. All training segments are clustered using an Infinite Gaussian Mixture Model (IGMM) through Bayesian estimation and labelled for training Convolutional Neural Networks (ConvNets) on the depth maps. Thus, a depth sequence can be reliably encoded into a sequence of segment labels. Finally, the sequence of labels is fed into a joint Hidden Markov Model and Support Vector Machine (HMM-SVM) classifier to explore the global temporal information for final recognition. The proposed framework was evaluated on the widely used MSRAction-Pairs, MSRDailyActivity3D and UTD-MHAD datasets and achieved promising results.
Introduction
Recognition of human actions from RGB-D (Red, Green, Blue and Depth) data has attracted increasing attention in computer vision in recent years due to the advantages of depth information over conventional RGB video, e.g. being insensitive to illumination changes and reliable to estimate body silhouette and skeleton [16] . Since the first work of such a type [12] reported in 2010, many methods [14, 18, 30] have been proposed based on specific hand-crafted feature descriptors extracted from depth and/or skeleton data and many benchmark datasets were created for evaluating algorithms. With the recent development of deep learning, method [3] have been developed based on Convolutional Neural Networks (ConvNets) or Recurrent Neural Network (RNN). However, in most cases, either deeply learned or hand-crafted features have been employed. Little study was reported on the advantages of using both features simultaneously.
This paper presents a novel framework that combines deeply learned features from the depth modality through ConvNets and the hand-crafted features extracted from skeleton modality. The framework overcomes the weakness of ConvNets being sensitive to global translation, rotation and scaling and leverages the strength of skeleton based features, e.g. Histogram of Oriented Displacement (HOD) [7] , being invariant to scale, speed and clutter of background. In particular, depth and skeleton data are firstly augmented for deep learning and making the recognition insensitive to view variance. Secondly, depth sequences are segmented using the hand-crafted features based on joints motion histogram to exploit the local temporal information. All training segments are clustered using an Infinite Gaussian Mixture Model (IGMM) through Bayesian estimation and labelled for training Convolutional Neural Networks (ConvNets) on the depth maps. Thus, a depth sequence can be reliably encoded into a sequence of segment labels. Finally, the sequence of labels is fed into a joint Hidden Markov Model and Support Vector Machine (HMM-SVM) classifier to explore the global temporal information for final recognition. The proposed framework was evaluated on the widely used MSRDailyActivity3D and MSRAction-Pairs datasets and achieved promising results as shown.
The proposed framework has demonstrated a novel way in effectively exploring the spatial-temporal (both local and global) information for action recognition and has a number of advantages compared to conventional discriminativemethods in which temporal information is often either ignored or weekly encoded into a descriptor and to generative methods in which temporal information tends to be overemphasized, especially when the training data is not sufficient. Firstly, the use of skeleton data to segment video sequences into segments makes each segment have consistent and similar movement and, to some extent, be semantically meaningful (though this is not the intention of this paper) since skeletons are relatively high-level information extracted from depth maps and each part of the skeleton has semantics. Secondly, the ConvNets trained over DMMs of depth maps provides a reliable sequence of labels by considering both spatial and local temporal information encoded into the DMMs. Thirdly, the use of HMM on the sequences of segment labels explores the global temporal information effectively and the SVM classifier further exploits the discriminative power of the label sequences for final classification.
The reminder of this paper is organized as follows. Section 2 describes the related work. Section 3 presents the proposed framework. The experimental results on the most widely used datasets are reported in Section 4. Section 5 concludes the paper with future work.
Related works
Human action recognition from RGB-D data has been extensively researched and much progress has been made since the seminal work [12] . One of the main advantages of depth data is that they can effectively capture 3D structural information. Up to date, many effective hand-crafted features have been proposed based on depth data, such as Action Graph (AG) [12] , Depth Motion Maps (DMMs) [22, 29] , Histogram of Oriented 4D Normals (HON4D) [14] , Depth Spatio-Temporal Interest Point (DSTIP) [26] and Super Normal Vector (SNV) [28] .
Skeleton data which is usually extracted from depth maps [16] provides a high-level representation of human motion. Many hand-crafted skeleton based features have also been developed in the past. They include EigenJoints [27] , Moving Pose [30] , Histogram of Oriented Displacement (HOD) [7] , Frequent Local Parts (FLPs) [20] and Points in Lie Group (PLP) [17] , which are all designed by hand. Recently, the work [3] demonstrated that features from skeleton can also been directly learned by deep learning methods. However, skeleton data can be quite noisy especially when occlusion exists and the subjects are not in standing position facing the RGB-D camera.
Joint use of both depth maps and skeleton data have also been attempted. Wang et al. [18] designed a 3D Local Occupancy Patterns (LOP) feature to describe the local depth appearance at joint locations to capture the information for subject-object interactions. In their subsequent work, Wang et al. [19] proposed an Actionlet Ensemble Model (AEM) which combines both the LOP feature and Temporal Pyramid Fourier (TPF) feature. Althloothi et al. [1] presented two sets of features extracted from depth maps and skeletons and they are fused at the kernel level by using Multiple Kernel Learning (MKL) technique. Wu and Shao [25] adopted Deep Belief Networks (DBN) and 3D Convolutional Neural Networks (3DCNN) for skeletal and depth data respectively to extract high level spatial-temporal features. Figure 1 shows the block-diagram of the proposed framework. It consists of five key components: Data augmentation to enlarge the training samples by mimicking virtual cameras through rotating the viewpoints; Segmentation to segment sequences of depth maps into segments by extracting the key-frames from skeleton data, to exploit the local temporal information. IGMM clustering to label all training segments through clustering; ConvNets on DMMs to train ConvNets to classify segments reliably; and HMM-SVM to model the global temporal information of actions and classify a sequence of segment labels into an action.
Proposed framework

Data augmentation
The main purposes of data augmentation are to address the issue of training ConvNets on a small dataset and to deal with view variations. In this paper, the depth data is augmented by rotating the 3D cloud points captured in the depth maps and skeleton to mimic virtual cameras from different viewpoints. 
Segmentation
In order to exploit the local temporal information, depth and skeleton sequences are divided into segments such that motion across frames within each segment is similar and consistent. To this end, key-frames are first extracted using the inter-frame and intra-frame joint motion histogram analysis, a method similar to the one described in [15] . The joint motion histograms are insensitive to the background motion compared to the use of optical flow in [15] . Specifically, skeleton data are firstly projected on to three orthogonal Cartesian planes. The motion vectors calculated between two frames of the corresponding joints in each plane are quantized by its magnitude and orientation. The combination of magnitude and orientation corresponds to a bin in the motion histogram. Given the number of joints J , the probability of the k th bin in the histogram of one projection is given as:
where h denotes the counts of the k th bin. The final motion histogram is a concatenation of the histograms in the three projections. Thus, the entropy of motion vectors in this frame can be defined as:
where k denotes the bin index and k max is the total bin number in the histogram. Intuitively, a peaked motion histogram contains less motion information thus produces a low entropy value; a flat and distributed histogram includes more motion information and therefore yields a high entropy value. Then, we follow the work [15] where intra-frame and interframe analysis (more details can be found in [15] ) are designed to extract key frames such that the extracted key frames contain complex and fast-changing motion, thus, are salient with respect to their neighboring frames. The details of the algorithm are summarized in Algorithm 1.
If p key frames are extracted from each action sample, the whole video sequence can be divided into M = p + 1 segments, with the key frames being the beginning or the ending frames of each segment together with the first and last frames of the sequence.
IGMM clustering
The segments of training samples are clustered using HOD [7] features extracted from the skeleton data and these segments are then labelled and used to train ConvNets on DMMs constructed from the depth maps of segments. Assume that all the action samples in one dataset are segmented to totally W video segments, and let X = [x 1 , x 2 , . . . , x W ] be the HODs of these segments, where the dimension of HOD is n and
In this paper, it is assumed that the HODs from all segments can be modeled by an IGMM [24] . Bayesian approach is adopted to find the best model of K Gaussian components that gives the maximum posterior probability (MAP), each Gaussian accounts for a distinct type or class of segments. Compared with traditional K-means, IGMM dynamically estimates the number of clusters from the data. Mathematically, the model is specified with the following notations:
and
indicates which class the HOD belongs to, = {θ k } K k=1 and θ k = {μ k , k } are distribution parameters of class, and π = {π k } K k=1 , π k = P (c i = k) are mixture weights. Here, we do not know the number of clusters K, otherwise the complete data likelihood can be computed.
To address this problem, a fully Bayesian approach was adopted instead of conventional maximum likelihood (ML) approach, where the relationship between observed data X and a model H in Bayes's rule is:
With respect to the conjugate priors for the model parameters, the same method as the one proposed in [24] is adopted, that is Dirichlet for π and Normal Times Inverse Wishart for [5, 6] .
where ∼ G 0 is shorthand for
where α K controls how uniform the class mixture weights will be; the parameters ∧ −1 0 , v 0 , μ 0 and K 0 encode the prior experience about the position of the mixture densities and the shape; the hyper-parameters ∧ −1 0 and v 0 affect the mixture density covariance; μ 0 specifies the mean of the mixture densities, and K 0 is the number of pseudo observations [6] .
With the model defined above, the posterior distribution can be represented as:
With some manipulations, Eq. 7 can be solved using Gibbs sampling [13] and the Chinese restaurant process [8] . Details can be found in [6, 24] . Through the IGMM clustering, the numbers of active clusters will be estimated and all segments can be labelled with its corresponding cluster through hard assignment. These labelled segments will be the training samples for the ConvNets in the framework.
Pseudo-color coding of DMMs & ConvNetsTraining
DMMs and pseudo-color coding
Since skeleton data are often noisy, ConvNets are trained on DMMs [29] of segments for reliable classification from the training segments labelled by the IGMM cluster. Traditional DMMs [29] are computed by adding all the absolute differences between consecutive frames in projected planes, which dilutes the temporal information. After segmentation, it is likely that there are more action pairs such as hands up and hands down within the segments. To distinguish the action pairs, we stack the motion energy within a segment with a special treatment to the first frame as described in (9)
where v ∈ {f, s, t} denotes the three projected views in the corresponding orthogonal Cartesian planes and map k v is the projection of the k th frame under the projection view v. In this way, temporal information which denotes the human body posture at the beginning of the action is captured together with the accumulated motion information, as shown in Fig. 2a, b .
In order to better exploit the motion patterns, DMMs are colored based on time charactor.In particular, the pseudo-color coding is done through the following hand-designed rainbow transform:
where C i=1,2,3 presents the BGR channels, respectively; I is the normalized gray value; ϕ i denotes the phase of the three channels; f (I ) is an amplitude modulation function which further increases the non-linearity; the added values (i.e., 2 ) guarantee non-negativity. We use the same parameter settings as [21] . From Fig. 2 it can seen that the two simple pair actions are almost the same in the traditional DMMs, but more discriminative in the modified DMMs. The temporal information in motion maps are enhanced through the pseudocoloring method. 
ConvNets training and classification
Three ConvNets are trained on the pseudo-color coded DMMs constructed from the video segments in the three Cartesian planes. The layer configuration of the three ConvNets is same as the one in [11] . The implementation is derived from the publicly available Caffe toolbox [9] based on one NVIDIA GeForce GTX TITAN X card and the pre-trained models over ImageNet [11] are used for initialization in training. For an testing action sample, only the original skeleton sequences without rotation are used to extract key frames for segmentation. Three DMMs are constructed from each segment in the three Cartesian planes as input to the ConvNets and the averages of the outputs from the three ConvNets are computed to label the testing video segments. The sequence of labels will serve as input to the subsequent HMM-SVM classifier.
HMM-SVM for classification
To effectively exploit the global temporal information, discrete HMMs are trained using the well-known BaumWelch algorithm from the label sequences obtained from the ConvNets, one HMM per action. Specifically, the number of states are set to K, the number of clusters estimated from the IGMM, each state can emit one of the K symbols.
For each action sample, its likelihood being generated from the HMMs forms a feature vector as the input to the SVM for refining the classification.
Experimental results
The proposed framework was evaluated on three public benchmark datasets: MSRActionPairs [14] MSRDailyActivity3D [18] and UTD-MHAD [2] . These datasets cover different scenarios including human-computer interaction types of actions in a simple background, action pairs, viewpoint variations, real-time gaming interations and human-object interactions in front of a relatively complex and dynamic background respectively. Extensive experiments were conducted to evaluate the contributions of each component in the framework and the overall performance. In all experiments, for the IGMM, ∧ 0 , μ 0 and α were empirically set to 0.1, 0 and 4 respectively. For key frame extraction in the segmentation, 32 histogram bins of motion histograms where 4 magnitude levels and 8 orientation angles were used. All evaluation is based cross-subjects protocols.
(a) (b) Fig. 3 Examples of key frames extracted from different actions in different datasets 
Evaluation of components
In this subsection, contributions of individual components in the proposed framework are evaluated and analyzed. Figure 3 shows the key frames extracted from different actions in different datasets. These key-frames are aligned well with the expectation that the key frames should have a high level of motion complexity, i.e. high entropy, and be distinct from each other. In addition, compared to divided the sequences into segments having fixed a number of frames, the key-framebased segments offer much high recognition rates. We manually segmented the whole depth sequences by fixed frames interval, e.g. M = 10, M = 20 M = 30. Table 1 shows the results obtained over the MSRDailyActivity3D dataset using fixed M = 10, 20, 30 number of frames in each segments and the key-frames segments. The improvement is over 10 percentage points.
Key-frames based v.s. fixed-length segmentation
IGMM clustering v.s. K-means
The key advantages of the IGMM clustering includes automatic determination of the number of clusters K and less sensitive to initialization. Table 2 shows respectively the recognition accuracies over the MSRDailyActivity3D dataset using IGMM and K-means where the K is set to the same value estimated by the IGMM.
ConvNets v.s. IGMM for labeling test sequences
The proposed framework employs ConvNets to classify segments of testing sequences for the generation of reliable label sequences instead of using the IGMM to cluster the segments. This is mainly driven by the fact that depth maps contains more information than skeleton data and ConvNets provide an effective way to utilize the depth maps. Empirical results have shown that the improvement of recognition accuracy using ConvNets on depth maps over simply using IGMM on skeleton data to generate the label sequences are apparent, as shown in Table 3 for the MSRDailyActivity3D dataset. A further theoretical study is required to understand what has contributed to this improvement since the training segments for ConvNets are actually labelled by IGMM. 
HMM v.s. HMM-SVM classification
The proposed HMM-SVM classifer can well exploit the global temporal by HMM and take advantage of the discriminative power of SVM. Table 4 shows how the joint HMM-SVM classifier improve the recognition accuracy over the MSRDailyActivity3D dataset, compared to HMM.
Performance on popular datasets
MSRActionPairs dataset
The MSR ActionPairs3D dataset [14] is a paired-activity dataset captured by a Kinect camera. This dataset contains 12 activities (i.e. six pairs) of 10 subjects with each subject performing each activity 3 times. The pair actions are: Pick up a box/Put down a box, Lift a box/Place a box, Push a chair/Pull a chair, Wear a hat/Take off hat, Put on a backpack/Take off a backpack, Stick a poster/Remove a poster. This dataset was collected to investigate how the temporal order would affect activity recognition. Table 5 compares the performance of the proposed framework with previously reported results. As expected, the proposed method is able to differentiate action pairs well.
MSRDailyActivity3D dataset
The MSRDailyActivity3D dataset [18] was also captured by a MS Kinect-V1 sensor. It has 16 activities: "drink", "eat", "read book", "call cellphone", "write on paper", "use laptop", "use vacuum cleaner", "cheer up", "sit still", "toss paper", "play game", "lay down on sofa", "walking", "play guitar", "stand up" and "sit down". There are 10 subjects and each subject performed each activity twice, one in standing position and the other in sitting position. Compared with the MSRActionPairs datasets, actors in this dataset present large spatial and temporal changes. Moreover, most activities in this dataset involve human-object interactions. Table 6 compared the performances of the proposed method and that of existing other methods on this dataset. Through comparisons above, we can see that the proposed method can handle complex background situation better than previous methods, but there is still room for improvement since the human-objects interactions have not been specifically modeled. The confusion matrix is shown in Fig. 4 . From the confusion matrix we can see that our method is not very effective in differentiating subtle differences in motion due to interactions with objects (e.g. "call cellphone" and "drink"). This would be improved by including an explicit modeling of the object in the segmentation and classification of segments. Proposed Method 100 Fig. 4 The confusion matrix of proposed method for MSRDailyActivity3D Dataset 
UTD-MHAD dataset
UTD-MHAD [2] contains 27 actions performed by 8 subjects (4 females and 4 males) with each subject perform each action 4 times. For this dataset, cross-subjects protocol is adopted as in [2] , namely, the data from the subject numbers 1, 3, 5, 7 used for training while 2, 4, 6, 8 used for testing. The results are shown in Table 7 , and the confusion matrices are illustrated in Fig. 5 . It can be seen that the proposed method can achieve better result than previous methods.
Conclusion and future work
In this paper, a new framework is proposed to effectively explore the spatial-temporal information of actions. In particular, the idea of using high-level features to segment the streams of skeleton data and depth maps adaptively into segments and considering these segments as units subsequently for temporal modeling works well on these typical datasets. The key strength of the proposed framework is to strike a balance between spatial and temporal information(ConvNets and HMM) and a balance between being representative and discriminative (HMM and SVM). Extension of the framework to explicitly model interactions among the humans and objects will be our future work. 
