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ABSTRACT 
For a polynomial 
f(2) = a, + a,2 + ... +un_lZn-l + Z”, UO,...,U”_l E @, 
with (complex) unimodular zeros, we present two different methods to construct, by a 
finite number of rational operations and square roots, a unitary companion matrix, i.e., 
a unitary matrix whose characteristic polynomial is ( - l)“f(z). We also show that 
rational operations alone cannot suffice. Finally, we discuss the problem of construct- 
ing a normal companion matrix for a polynomial without any restrictions on its zeros 
and arrive at a negative answer. 
1. INTRODUCTION 
The simple fact that for every manic polynomial 
f(z) = a, + a,z + e-f +a,_lzn-l + Z”, a,,...,a,-, E @, (1) 
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the matrix 
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IO 1 *.- 0’ 
. . 
Af := : : . . : 
0 
, 
0 a’* 1 
-a(J -a, ... --a,_l 
(2) 
which we call the Frobenius companion matrix of f, has (- l)“f(z) as its 
characteristic polynomial is an interesting link between matrix analysis and 
polynomials. It has not only been used for the location of zeros of polynomials 
by matrix methods (see [l; 8, $31; 9]>, but also for the numerical approxima- 
tion of eigenvalues via zeros of polynomials (e.g. the method of Danilevski; 
see [3, 9241). 
Apart from Af there are of course other matrices B belonging to @“x n 
(the set of all n -b - y n matrices with complex entries) such that 
det(B - zZ,> = (-l)“f(~), 
where Z, denotes the identity matrix of Cnx “. We call them the companion 
matrices off. Among all of them, that of Frobenius is perhaps the simplest as 
far as its entries are concerned but unfortunately the algebraic properties of 
the matrix (2) are rather modest. For n > 2 it can never be Hermitian; it is 
normal (and automatically unitary) if and only if laOI = 1, a, = a2 = *** = 
an-1 = 0, i.e., f(z) = Zn + eie (19 E R). 
Carstensen [2] introduced a family of companion matrices for a polyno- 
mial (l), which contains the Frobenius matrix as a special case. His result 
allows one to specialize some of the entries, but it seems not appropriate for 
controlling algebraic properties of a matrix. 
Recently Fiedler [5] asked for a Hermitian companion matrix in the case 
of a polynomial having only real zeros and gave an answer, which, however, 
requires the explicit knowledge of a set of points separating the zeros. An 
alternative solution, which does not need any additional information, has 
been presented in [lo]. 
A naturally arising analogous problem, which may also be of practical 
significance as regards matrices of smallest condition number, is the construc- 
tion of a unitary companion matrix in case the zeros of the polynomial (I) are 
all unimodular. Moreover, it would be of interest to know an efficient way of 
constructing a nod companion matrix for an arbitrary polynomial (1). Such 
a matrix would automatically become Hermitian as soon as the zeros off are 
all real, and unitary as soon as they are all unimodular. The purpose of this 
paper is to investigate these problems. 
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2. STATEMENT OF RESULTS 
When we look for a unitary companion matrix of a polynomial (1) with 
unimodular zeros, it is no restriction to assume that f(l) # 0. Otherwise, by a 
finite number of rational operations, we can calculate a decomposition 
f(Z) = (2 - IYg(4 
where g is a manic polynomial of degree n - k haying unimodular zeros 
such that g(1) # 0. If U,_, is a unitary companion matrix of g, then 
is a unitary companion matrix of f. The problem has simplified. 
From now on the abbreviation “deg” stands for “degree.” We introduce 
the following 
ALGORITHM 1. Let f be a polynomial of the form (1) such that f(1) # 0. 
Define 
f(z) 
f-l(Z) := f(l)’ fi(Z> :=_Lb> - $b - l)fi(z), p1 := if;(l). 
For Y = 1,2,. . . proceed recurrently as follows. Unless 
v=n or p, = 0 or degf,+i <n - v, 
introduce the polynomial 
(3) 
S”(Z) :=fy(z) - I(2 - I)K(I) -f:+l(ol + Mv+,w 
In case s,(z) f 0, write it as s,(z) = (z - Dkpt,(z) with t,(l) # 0. Then 
define 
Gm 
(T := 
Y 
P” ’ 
_L+dz) := z if sy( a) f 0, k, = 2, 
Y 
a; := 0, _L+dz) :=_L+dz) - (z - 1) kg;“’ (4) 
v+l 
if sy( 2) = 0, 
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and 
PYfl := qf:+,w -f:+2Wl + %“P”. (5) 
Terminate the algorithm if k, # 2 or one of the relations (3) holds. 
The polynomials fV are normalized so that always f,(l) = 1. Note that 
the auxiliary polynomial s, has at least a double zero at z = 1. Therefore 
k, > 2 and consequently deg t, Q n - u - 1. From this and the last condi- 
tion of the criterion (31, we conclude that deg fV = n - v + 1 for all the 
polynomials fi, fi , . . . produced by the algorithm with the last one as a 
possible exception. For an implementation of the algorithm it is convenient to 
expand fV at z = 1 so that it takes the form 1 + C,= 1 b,,( z - 1) p and 
f:(I) = b,,. 
A well-known necessary but not sufficient condition for a polynomial f to 
have only unimodular zeros is that 
where n := degf and 161 = 1. (6) 
Algorithm 1 fills the gap between (6) and a sufficient condition. With (6) as 
hypothesis it finds out whether the zeros are all unimodular and prepares the 
construction of a unitary companion matrix in the affirmative case. Indeed, 
we have 
THEOREM 1. A polynomid (1) with f(l) # 0 satisfying (6) has only 
uninwdular zeros if and only if Algorithm 1 produces n numbers pl,. . . , p,, 
with the property that %p, > 1 for v = 1, . . . , n. In the latter case, the 
matrix U with entries (interpreting Et=, + 1 as 0) 
U 
YY 
:=,-2;. k l (-l)y+K( (+ *** q-l)” Y #r=v+l PK y I ) v= 1,2,..., n, 
i 
(u,, - l)cr, *** a,_, if /..L < v, 
UPV 
:= 
(-l)'+vu, if j~>v 
is a unita y companion matrix off. 
REMARK 1. The matrix U decomposes into a direct sum of matrices of 
lower order if and only if f has multiple zeros. 
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REMARK 2. Algorithm 1 simplifies considerably if the polynomial (1) 
satisfies (6) and has in addition real coefficients, since then pr = 1 and 
f:(l) - fi+r(l> = + for all Y. Furthermore, in this case the zeros of f are all 
unimodular if and only if the algorithm produces n real numbers p, > 1 
(V = l,..., n), and then U has only real entries. 
REMARK 3. There is another simplification if the polynomial (1) is of the 
form f(z) = gw>, where n = km and g is a polynomial of degree m. 
Clearly, along with f, the zeros of g are also unimodular. Therefore, if U,,, is 
a unitary companion matrix of g, then the k-by-k block Frobenius matrix 
‘0, z, *** o,\ . . 
(J:= : : *. : E @krnXkrn 
0, 0, **- I, 
u, 0, ... 0,) 
whose entries are elements of crnx “‘, and where in particular 0, is the zero 
element and I, the identity, is a unitary companion matrix of f (see b’, 
p. 2801). 
As an alternative result on unitary companion matrices, which is in the 
spirit of Fiedler [5], we have 
THEOREM 2. Let f be a polynomial of the form (1) with f(1) z 0 hau- 
ing n distinct unimodular zeros. Let e, == 1, e2,. . . , e, be points on the 
unit circle which separate the zeros off. Define s( z> := II:= 1( z - e,), and 
denote by q,, a solution of the equation 
s’(e,)z’ - f(e,) = 0, Y= l,...,n. (7) 
Then the matrix U with entries 
U 
YY 
:= e 
Y - d; V= l,...,n: 
ucLy := -qrqv if p # v 
is a unitary companion matrix off. 
REMARK 4. The proof will show that U is a companion matrix off even 
if e r, . . . , e, are arbitrary distinct points in the complex plane (see also [5]). 
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The separation property is only needed for U to become unitary. The proof 
will also reveal that n distinct points e, := I, e2, . . . , e, on the unit circle 
have the desired property if and only if the quantities iq,(e, - 1)/q, (V = 
1 , . . . , n) turn out to be real [see (23) below]. This can be used as a test for 
“doubtful” points e2, . . . , e, obtained by guessing. 
REMARK 5. Note that the matrix U of Theorem 2 is symmetric, but 
unfortunately it always has nonreal elements except for a very trivial case. 
Indeed, if U had only real entries, it would be unitary and Hermitian. Hence 
the zeros of its characteristic polynomial would be unimodular and in addition 
real. Under the hypothesis of Theorem 2 this is not possible unless ?z = 1 and 
f(z) = 2 + 1. 
REMARK 6. In Theorem 2, the additional assumption that the zeros off 
are distinct is not a severe restriction. If f has multiple zeros, we can, by a 
finite number of rational operations, calculate a factorization 
such that the zeros of fi, . . . , fm are distinct (see [ll, p. 71). For the 
polynomials fi, . . . , fm Theorem 2 applies. If Vi, . . . , U, are their companion 
matrices, then the matrix 
0 
0 
with k, repetitions of Up ( p = 1, . . . , m) is a unitarity companion matrix 
off. 
Of course, the simplification mentioned in Remark 3 may also be used in 
connection with Theorem 2. 
It can be seen that in Theorems 1 and 2 the entries of the matrices U are 
obtained from the coefficients a,, . . . , a, _ 1 by means of branches of alge- 
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braic functions, which can be expressed as a composition of rational functions 
and square roots. The same observation holds for the Hermitian companion 
matrices constructed in [5] and [lo]. The presence of square roots might, 
however, be a weakness only of the methods known so far. Will rational 
functions suffice for expressing the entries of a unitary or Hermitian compan- 
ion matrix in terms of the coefficients of the polynomial (l)? An answer is 
given by 
THEOREM 3. For the class of polynomials (1) with only real (or unimod- 
ular) zeros it is not possible to establish a Hermitian (or unitary) companion 
matrix whose entries are rational functions of the coejjkients a,, . . . , a,, _ 1. 
In the language of geometry we may say that in Theorems 1 and 2 the 
unitary companion matrices U can be obtained from the coefficients 
ao,...,an_l by ruler-and-compass constructions. It would be desirable to 
extend these constructions to an arbitrary polynomial (I) so that they yield a 
normal companion matrix. To illustrate this aim, we look at the case of degree 
n = 2. Let 
f&> = z2 + pz + 9, p,9 E c. 
A matrix A E Cl”’ with entries aPY is a companion matrix of f2 if and 
only if 
trace A := a,, + as2 = -p, 
det A := a11a22 - a12a21 = 9, 
and A is normal if and only if 
lar,l = la,,l, 
~2i(aii - a22) = ai2(G - z,,). 
Solving these equations, we find that 
1 
$2 
P2 - 49 
d 4(w12 + 1 
z 
P2 - 49 
r-- 41012 + 1 
P2 - 49 
w 
i--- 41012 + 1 
P-1 
-2+2 
p2-49 ’ 
d, 41w12 + 1 
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and 
/ 
P -- 
B( 0) := )ymA(reie) = 
constitute the set of all normal companion matrices of fi. The subsets of 
Hermitian and unitary companion matrices are specified by the conditions 
p2 - 49 > 0 and 191 = 1, p = eie + qe-” (8 E R), 
respectively. If the zeros of fi are real, Theorem 1 in [lo] applies producing 
B(0); in case of unimodular zeros, Theorem 1 of this paper produces B(tr). 
The situation gets worse for degree n > 3. Let A be a normal companion 
matrix of z3 - 2. If the entries aCLv of A belonged to a successive square-root 
extension of Q (the field of rational numbers), so would the number 
But for a normal matrix (see 16, Condition 531) u = Iz,I~ + 1~21~ + 1~31~~ 
where zi, z2, z3 are the eigenvalues 
Hence a = 3(3&)2, or equivalently 
of A, i.e., the roots of Z” - 2 = 0. 
This would furnish a solution of the famous (unsolvable) Delic problem of 
ancient Greek mathematics, namely the duplication of the volume of a cube 
by ruler and compass. Thus it is not possible to express all the entries of A by 
square roots over Cl!. Of course, admitting also cube roots, the zeros of every 
third-degree polynomial f3 can be represented in terms of the coefficients of 
f3. The 3-by-3 diagonal matrix formed by these expressions is then a normal 
companion matrix of f3. 
It seems that in general the construction of a normal companion matrix is 
not worthwhile, because it requires about as much effort as the calculation of 
all the zeros. To be precise, we state the following 
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THEOREM 4. For n > 5 it is in general not possible to compute a normal 
companion matrix of the polynomial (1) from the data {a,, . . . , a,_ 1) by 
means of a finite number of rational operations and radicals (k th roots, 
k E N>. 
3. LEMMAS 
In what follows, we denote by c( p) the leading coefficient of an arbitrary 
polynomial p so that c( p> = 1 if p is manic. For the proof of Theorem 1 we 
shall use a result in [lo], which is based on the following 
ALGORITHM 2 (Modified Euclidean algorithm). For a manic polynomial 
g(w) = b, + b,w + ..h +b,_Iwn-l + w”, b, E R 
define 
&(W) := g(w)> 
and proceed recurrently as follows. 
If g,+i(w) f 1, then dividing 
obtain 
v=O,l,..., n-l, (8) 
g&4 := $34 
g” bY I%+1 with remainder -r,, we 
and define 
g&4 = 9Y( w) &+1(W) - r,(w) 
c, = c(rv), 
r”(w) 
gv+z(w) = - 
c, 
if r”(w) + 0, 
c, = 0, g,+z(w) = 
gI+ 1(w) 
c( gL+1) 
if r,(w) = 0. 
If g,+,(w) = 1, we terminate the algorithm, defining q,, := g,. 
(9) 
(10) 
LEMMA 1 [lo, THEOREM 11. The polynomial (8) has only real zeros if 
and only if Algorithm 2 produces n - 1 nonnegative numbers cl, . . . , c, _ 1. 
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In the latter case the polynomials q,,(w) are of theform w - (Y, (v = 1, . . . , n) 
and the tridiagonal matrix 
T := 
is a Hermitian companion matrix of g. 
The following Moebius transformation q and its inverse, 
z+l w-i 
qp:z*w:= -i- 
z- 1’ 
cp -l:wcJz:= - 
w+i’ 
\ 
establish a one-to-one correspondence between the unit circle in Q: and the 
extended real line such that q(l) = a. Both mappings can be analogously 
defined for matrices A, B E CnXn: 
@:A*B:= -i(A-I)-‘(A+I) if det(A-I) #O, 
Cp-’ : B ++ A := (B + iZ)-‘( I3 - U) if det( B + U) # 0. 
In particular (cf. [7, p. 219, No. 2411, @ maps the set of all unitary matri- 
ces not having 1 as an eigenvalue onto the set of all Hermitian matrices. 
Conversely [7, p. 349, No. 211, @-’ maps the set of all Hermitian matri- 
ces onto the set of all unitary matrices which do not have 1 as an eigenvalue. 
Finally, we define analogous transformations for polynomials f, g as 
follows: 
4 :f( Z) - g(w) := (w + i)“f(‘P-l(w))p where n = degf, 
6-‘:g(w)-tf(z):=(i(z-l))“g(q(z)), where n=degg. 
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It is easy to see that 4 maps the set of all polynomials f of degree n with 
f(l) = 1 onto the set of all manic polynomials g of degree n with g( - i> + 0. 
Moreover, if f has only unimodular zeros, then g has only real zeros. The 
mapping 4-l does precisely the converse. For derivatives the following 
formulae hold: 
4J(f’>(w) = &w - (w + WWL 
where g = 4(f), (12) 
+-‘(g’)(z) = nf(z) - (z - l)f’(z), wheref= +-l(g). 
We further mention that if a polynomial f satisfies (6) and g := 4(f), then 
the monk polynomial g/c(g) h as real coefficients. In fact, for w E IF! we 
have 
g(w) = (w + i)“f i 1 s 
wfi 
= &(W - iyf = i i W-i 
W-i = &(W + i)“f w+i 
i 1 = &g(w). 
Hence the manic polynomial g(w)/c(g) must have real coefficients. Analo- 
gously it can be seen that if g has real coefficients, then f := $-i(g) satisfies 
(6) with E = 1. 
We shall make decisive use of the following duality. 
LEMMA 2. 
(i) Zf f is a manic polynomial of degree n with only u&nodular zeros 
having a unitary companion matrix U and f(1) # 0, then +(f )/f(l) is 
a monk polynomial of degree n with only real zeros having Q(U) as a 
Hermitian companion matrix. 
(ii) Zf g is a manic polynomial of degree n with only real zeros having a 
Hermitian companion matrix H, then (-2i)“4- ‘(g>/g( -i> is a manic 
polynomial of degree n with only unimodular zeros having W’(H) as a 
unita y companion matrix. 
Proof. Under the assumption of statement (i), we have 
f(z) = (-I)“det(U-zZ). 
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Substituting z = qO-’ (u)) and multiplying both sides by (w + i>“, we get 
(W + i)“f( p-l(w)) = (-l)“(w + i)” det 
and so 
+(f)(w) = (-l)“det[(w + i)U - (w - i)Z] 
= (-l)“det[i(U + Z) + w(U - Z)] 
= det(U - Z) det[ -i(U - I)-‘(U + I) - WZ] 
= ( - l)“f( 1) det[ @a( U) - WI]. 
This shows that Q(U) is a companion matrix of 4(f>/f(l). The remaining 
assertions under (i) are clear from the properties of the mappings 4 and Cp. 
We omit the proof of statement (ii), since it is completely analogous. n 
The following lemma can be deduced from Theorem 12.2 in [4, p. 2661, 
but we will verify it directly. 
LEMMA 3. Let H be a Hermitian tridiagonal matrix with (real) elements 
ffl,. . . > a, on the muin diagonal and purely imaginary elements i&, . . . , 
i p,_ 1 on the subdiagonal. Then the matrix A := Z - iH is invertible. Fur- 
ther, the recurrently defined numbers 
y1 := 1 - icu,, .y,:= 1 -iv,+ EL 
x-1 ’ 
v= 2,...,n, (13) 
are all diferent from zero with 3 yv > 1 (v = 1,. . . , n) and the matrix B 
with entries (interpreting Czzn+ I as 0) 
b,, := + + 2 v= 1,2,..., 72, 
Y K=Y+l 
b & 
*** L-1 
if p<v, bpv := yy ?j, “* x-1 
(-l)‘+“b, if j_~.>v 
is the inverse of A. 
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Proof. From (13) it follows that 
%Y, = 1 and %Y,= 1 + 
kc- 1 
-%y,_,, 
IX-J2 
v = 2 ,..., n. 
This implies recurrently that %Y, > 1 and so YV # 0 for v = 1,. . . , n. Thus 
the matrix B exists. 
To complete the proof, it suffices to show that C := AB is the identity 
matrix. For the entries of C we have 
agreeing that &, = /3,, = b,, = b, + 1, y = 0. 
If /.L < Y, then, using the above formulae for the entries of B, we may 
write (14) as 
By (13) the factor in large parentheses vanishes and therefore cP,, = 0. 
Next, if Jo = Y, then (14) takes the form 
where we have again used (13). Since 
b,, = 1 
1 
and b,, = - - gb 
X Yu Y,” “+l,v+l’ 
v= l,...,n - 1, (15) 
we see that c,, = 1 (v = 1,. . . , n). 
Finally, if ,u > Y, the formulae for the entries of B allow us to write (14) 
as 
cp,, = p,+( -l)‘f”-lbv,,_, + (1 - iaJ( -l)‘+“b,, 
-Pp(-l)p+Y+lbv,p+~ 
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= (_l)p+v+l Pv *-. 4-l 
Y” ... Yp-1 
With the help of (13) and (15) it can be verified that the factor in large 
parentheses vanishes. Hence C is indeed the identity matrix. n 
The following statement is of course known, but for the reader’s 
convenience we indicate its simple proof. 
LEMMA 4. Zff is a po~ynomid of degree a satisfying (6) and f(l) # 0, 
then 
R f’(l) n ( I - =- f(l) 2’ 
Proof. From the condition (6) we easily deduce the following fact. If 
c = reie is a zero of f, then r # 0 and [ := r- 'e" is also a zero of f. 
If r = 1, then 
i 1 1 1 - cos 8 1 
% -= 
1-g 11 _ eif?12 = 2’ 
and if r + 1, then 
1 B- i 1 -= 1 1 - r cos 8 1 - r-l cos 8 
1-g+ 1-E - ?@I2 
+ 
I1 11 - r-‘e1’12 
1 - r cos 0 r2 - r cos e 
= 1+r2 
-I- 
= 
1. 
- 2r cos 8 1 + r2 - 2r cos 19 
Hence the real part of the logarithmic derivative of f at z = 1 is precisely 
half the degree off. n 
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4. PROOFS OF THE THEOREMS 
Proof of Theorem I. If Algorithm I produces n numbers pi,. . . , p,, 
with the property Rp, a 1 (v= I..., n), it generates in particular n + 1 
polynomials fV such that f,(l) = 1 and deg fv = n - Y + 1 for Y = 1,. . . , 
n + 1. Employing the transformation C#J introduced in the previous section, 
we obtain n + 1 manic polynomials g=(w) := ~$(f,)(w> such that deg g, = 
n - v+ 1 (V’l,..., n + 1). Moreover, since f satisfies (6), g, has real 
coefficients and by (12) 
If the auxiliary polynomial s, introduced in Algorithm 1 is not identically 
zero, only k, = 2 can occur, because otherwise Algorithm 1 would stop 
before having produced all the n numbers pl, . . . , p,,. Therefore 
4(%)(W) = 
i 
-44(L)(w) if sy(z) f 6, 
() if sy( z) = 0. 
Hence, defining 
?&,(w) := -(w + i)“-v+l-degsv~(Sy)(W) 
[in particular, F,(W) = 0 if s,(z) = 01, the equation for s, turns into 
where 
Since 
*II := +qfXl) -f:+lw] - 1). 
deg FV = n - v + 1 - deg s, + deg (b(sy) = n - v - 1 
< degfv+t = % gvflT 
(16) 
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we see that (9) holds with FV = r, and Q~(w) = w - (Y,. Furthermore, (4) 
implies the validity of (10) with 
i 
4&(l) if sy( Z) f 0, 
c, = 
0 if sy( z) = 0. (17) 
Hence Algorithm 2 applied to g := g, generates the polynomials +(fy) =: g,, 
where v= l,..., n + 1. Along with g, they all have real coefficients and 
c, E R, since Algorithm 2 cannot leave the field of real numbers. Conse- 
quently, all the polynomials fy = 4-‘(g,> satisfy (6) and t,(l) E R. By 
Lemma 4 
2s[f;+l(l) -f;+2(1)] = 2% ~ - ~ = 
i 
f:+dl) f:+2(1) 
f,+ 1(l) fv+2.(1) I 
1 
and so (5) implies 
XPv+l = 1 + 9q7v2py) = 1 + 8 ( ; 1 cv 
Y 
= 1+ M2WP”. 
Since by assumption % p, > 1 (v = 1,. . . , n), we must have c, > 0 (v = 
1 > . . . > n - 1). Thus, by Lemma 1, g, has only real zeros. Therefore &‘(g,) 
and so f have only unimodular zeros. 
Conversely, if a polynomial f as specified in Theorem 1 has only 
unimodular zeros, then g := +(f/“(l)) has only real zeros and real coeffi- 
cients. By Lemma 1, Algorithm 2 applied to g produces n - 1 nonnegative 
numbers cr,. . . , c,_~ and n real numbers or, . . . , a,, where (Y, := -g,(O). 
Besides, the polynomials g, are manic and deg g, = n - v + 1. Further- 
more, the matrix T in (11) is a Hermitian companion matrix of g. Clearly, 
the matrix H obtained by multiplying the subdiagonal of T by i and the 
superdiagonal by - i is similar to T and is also a Hermitian companion matrix 
of g. The numbers y, defined by 
y1 := 1 - ia,, 
cv- 1 
-y,:= 1 --ia,+ - 
x-1' 
v = 2,...,n, (18) 
are identical with those of (13) if & is chosen as 6 (V = 1,. . . , n - 1). By 
Lemma 3, !Ry, 2 1 for v = 1,. . . , 72. 
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We now claim that Algorithm 1 applied to f produces the numbers 
6 
pi=yi, a;= - and &+1 = x+1> 
YV 
u= l,...,n - 1. (19) 
Indeed, defining fV := +- ‘( gy ) and 
sy(z) := -( & - I))~-“+l-d’rru~-l(~~)(~), 
a short calculation shows that these polynomials satisfy the formulae of 
Algorithm 1 applied to f. Moreover, (16) and (17) hold. Hence the numbers 
uV and p,,+ I may be written in terms of c, and CY,+ I as follows: 
6 c, 
cr = - and P,+~ = 1 - i(~,+~ + -, Y v= l,...,n 
PV P” 
Since f;(l) = [(n - l>/n]fi(l), we find using (16) that 
p1 := if;(l) = 2[fi(l) -f;(l)] = 1 - ia, =: yl. 
1. (20) 
Now comparison of (20) with (18) yields that p, = yv for v = 1,. . . , n. With 
this (19) is verified. 
To complete the proof, we now use statement (ii> of Lemma 2. It says 
that a-‘(H) is a unitary companion matrix off. Since 
@-l(H) = (H + iZ)-I( H - iZ) = Z - 2i( H + iZ)-’ 
= Z - 2( Z - iH)-l = Z - 2B, 
where B is the matrix defined in Lemma 3 with & := 6 (V = 1, . . . , 
n - l), it is now readily seen with the help of (19) that @-l(H) is the matrix 
U specified in Theorem 1. n 
]ustijcation of Remark 1. It is known [lo, Theorem 21 that the polyno- 
mial g considered in Algorithm 2 has n distinct real zeros if and only if the 
numbers cl,. . . , c, _ 1 are all positive. The argumentation used in the previ- 
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ous proof shows that a, = 0 in Algorithm 1 applied to f if and only if c, = 0 
in Algorithm 2 applied to g := 4(f). With this, Remark 1 is seen to be right. 
n 
Justification of Remark 2. Since the polynomials g, := 4<fV> have real 
coefficients, the polynomials fV satisfy (6). Besides, f,(l) = 1 and degf, = 
n - Y + 1. Hence by Lemma 4 
This leads to the simplification pointed out in Remark 2. 
Proof of Theorem 2. Denote by q the vector (qr, . . . , qJT and by E the 
diagonal matrix diag(e,, . . . , e,). Then U may be written as U = E - qqT. 
We first show that U is a companion matrix of f. Consider the (n + l>- 
by-(n + 1) matrix 
A(z) := (: ,dz$ 
and define p(z) := c-1)” det A(z). E x p ansion with respect to the first row 
yields 
and so by (7) 
P(%) = 4K”+L> =f(e,), K = l,...,n. 
Since p and f are both manic polynomials of degree n, it follows that 
p(z) = f(z). F in all y, we note that by a well-known formula of Schur (e.g. [7, 
p. 461) 
det A( z) = det( 1) det( E - zZ - qqT) = det( U - zZ). 
Hence U is indeed a companion matrix of f. 
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Next we deduce a representation for the numbers 9”. From (7) we get 
9V 2 
i i 
f(G) s’(l) 
s; 
=-.- 
f(l) S’(Q) ’ 
v=2 ,...,n. (21) 
Consider now the mapping 
i e -22 
Y 
0, : z * - . - 
e -1 1-z’ Y 
It maps the unit circle onto the extended real line so that one of the open 
arcs 
rl := {z :I.21 = 1,O < arg 2 < arg e,], 
r, := {a : 1251 = 1, arg e, < arg 2 < 2rr) 
is mapped onto the positive and the other onto the negative part of R. By the 
separation property, on each of these arcs the number of zeros of f exceeds 
that of s precisely by 1. Therefore, writing f(z) as II;= r(z - z,), we obtain 
1 f(e,) s’(1) 
.-.-= 
-1 fi e, -zp fi 1 - ep 
- - 
(e, - 1)” f(1) S’(e,) (e, - 1)2 +=I 1 - zp p=2 e, - ep 
W+v 
since the 2n - 2 quantities 
are all real and different from zero, and the number of those with negative 
sign is odd. From (21) and (22) we deduce that 
9” = iqr(e, - 1) 5, with 5, E R v= 2,...,n. (23) 
Now we want to determine 
llql12 := e 19y. 
v=l 
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Introducing 
K := 2 &,!(l - e,), 
v=2 
it can be seen with the help of (23) that 
llql12 = lq112(1 + K + K). (24) 
Next, writing t(z) := s(z)/z - l), we consider the Lagrange interpolation 
formula with the zeros of t as nodes. For an arbitrary polynomial p of degree 
at most n - I we have 
t(z) (n-1)( g 
?+4 = t PW (z _e )t’(e ) +w’;n _ 1), * (25) 
v=2 Y Y 
In particular, for the polynomial 
qz> := f(z) -f(l) 
z-1 ’ 
where h(I) =f’(I>, 
we get at 2 = 1 
n Lfw -fO>l~W 
f’(l) = - ,g:, (1 _ e >2t,(e ) + t(l)* Y Y 
Since (e, - I)t’(e,) = s’(e,) for v = 2, . . . . n, we obtain 
f’(l) - t(1) = t(1) i2 y&- * g+ +_f(1)t(1) i2 (1 _ e 
Y Y Y 
;2t,(e 
Y 
) * 
(26) 
Using (7) and (23), we find that 
1 f(C) 9,” - . - = - = 
1 - e, s’(e,) 1 - e, -9125y2(I - e,) 
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and so 
(27) 
Further, the interpolation formula (25) implies for p(z) = 1 that 
1 1 
- = 
t(z) VCs (z - e,)t’(e,) . 
Differentiation with respect to z yields at z = 1 
t’(1) ~ = 
[t(l)]" v!!2 (1 - eviztr(e,) ’ (28) 
Using (27) and (28) in conjunction with (26) and taking into account that 
qf =f(l)/s’(l) and t(1) = s’(l), we get 
Substituting this in (24) and employing Lemma 4, we finally arrive at 
1 
llql12 = lqJ2 412 + i$ . 
i I 
(29) 
We are now ready to verify that U is unitary. In fact, 
Uu* = (E - qqr)( E* - qq*) = Z - qq*E* - (qq’E*)* + Ilqi12qq*. 
Thus, for the elements mpLy of the matrix UU* - I, we have 
- - 
mCLY = -4pw% - qpqvep +Ilql12q,%. 
From (23) we get (including trivially v = 1) 
214 
Hence 
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m pv =4& -; 
( 
- $ + llql12 , 
I 
which vanishes by (29). W 
Proof of Theorem 3. Let f be a polynomial (1) with only real zeros. 
Suppose there exists a Hermitian companion matrix whose entries, denoted 
by ~pJa,, . . . , a,_ 1), are rational functions of a,, . . . , a,_ 1, Consider now 
the special case that 
a, = . . . = un_3 = 0, an-2 = 5’ - r), and a,_, = -25, 
where ,$, 77 E R and 77 > 0. Then the polynomial cl), written as n;=a 
(z - z,), has the real zeros 
21=5+6l> zz=S-fi, z,=O, v=3 ,..., n, (30) 
and a Hermitian companion matrix H( 5,771 whose entries 
h,,,(t,v) :=~p,(b..>0>52 - 7, -2-9, p,v= l,..., n, 
are obviously rational functions of 5 and v. Since the diagonal matrix 
diagcz,, . . . , z,J and H(t, 77) are unitarily similar, there exists a unitary 
matrix U with entries up”, depending on 5 and 7, such that 
p,v= l,..., n. 
Clearly, whatever e and 7 may be, by the Cauchy-Schwarz inequality we 
always have 
Iup& f up,21 < (I UJ + IUr212)1’2(IUv112 + Iuv212)1’2 G 1 
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and therefore 
Now keep 6 fured and let 7 tend to + 03. Since hlLY( 5, * ) is a rational 
function, the left-hand side of (31) is O($> with an integer k. Hence (31) 
can only hold if all elements of H( 6, q) remain bounded as Q + +a~. By 
Gershgorin’s theorem [7, p. 3711, the eigenvalues zi, . . . , z, of H(t, 7) 
would also remain bounded as r] -+ + 03. This contradicts (30). The first part 
of Theorem 3, which deals with polynomials having real zeros, is thereby 
proved. 
The other part, stated alternatively in parentheses, follows from the first 
with the help of Lemma 2. n 
Proof of Theorem 4. We shall use some notions and arguments from 
Galois theory. For a reader not so familiar with these concepts we give 
precise references, preferring the book of Stewart [12]. However, various 
standard books on algebra could be cited as well. 
Let f(z) E Q[ z] be a polyn omial of degree 5, irreducible over Q, with 
zeros zi,..., zs such that zr, zs, zs E R and zq = Zs E C \ R. Such poly- 
nomials exist, an example being f(z) = z5 - 6z + 3 (see [12, p. 1471). The 
field CR := Q(z,, . . . , zs> is the splitting field off. As such, Sz is a normal and 
finite extension of Q [12, Theorem 8.41. Moreover, the Galois group off over 
Q, which is defined as the group of all automorphisms of a that leave all 
elements of Q futed and will be denoted by Gal(R : Cl), is the symmetric 
group S, [12, Lemma 14.71. 
Suppose f has a normal companion matrix A = (a,,) whose entries can 
be generated from the coefficients of f by means of a finite number of 
rational operations and radicals. They are said to be radical expressions 
over Q [12, p. XIV]. Then q := CL_ rluPLul ’ is also a radical expression over 
Q. Since A is a normal matrix with eigenvalues zr, . . . , zs, we have [6, 
Condition 531 
5 
v= c12,12=z:+2,2+2,2+22,25 
lJ= 1 
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and so 71 E a. Thus n is algebraic and has a minimum polynomial p over Q, 
which must decompose into linear factors over KI, since fi is a normal 
extension of Q. Hence p is of the form 
For the field L := Q(q, . . . , Q) we obviously have the inclusions Q c 
L s 0. Since L is the splitting field of p, it is even a normal extension of Q. 
By the fundamental theorem of Galois theory [12, Theorem 11.11, there 
corresponds to L a normal subgroup G of Gal(fi : Q), i.e., of S,, constituted 
by the automorphisms of KI that leave all elements of L fixed. But Ss itself, 
the alternating group A, and the group {e} consisting merely of the identity e 
are the only normal subgroups of S, [12, Theorem 13.4, Lemma 13.11. Using 
the standard notation for transpositions, it is easily seen that the permuta- 
tion o := (1,2x3,4) represents an element of A,, which does not leave r/ 
invariant, since 
in the case of the polynomial f considered above. Hence G = (e]. 
Again by the fundamental theorem of Galois theory, Gal( L : Q) is isomor- 
phic to Ga.l(R : Q>/{e}, which is isomorphic to S, in our situation. Since 
Gal( L : Cl!) is also the Galois group of p over Q and S, is not soluble 
[12, Corollary 13.51, it f 11 o ows [l2, pp. 140-1411 that none of the zeros of p 
has a representation by radicals. In particular, n = vr cannot be a radical 
expression. Contradiction! W 
5. EXAMPLES 
EXAMPLE 1. f<z> := 1 + gz + $2 + f!$” + 24. 
Obviously,fsatisfies (6). Performing Algorithm 1, we profit from Remark 2 
and obtain 
fi( 2) = 1 + 2( 2 - 1) + a< z - 1)” + $( 2 - 1)3 + +$( z - 1)4, 
f2(z) = 1 + ;(z - 1) + ;(z - 1)” + $(z - 1)3, p1 = 1, 
f3(z) = 1 + (z - 1) + &(z - 1)2, u1 = ifi, p2 = p> 
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f4(z) = 1 + +(Z - l), 0, = f, p3 = & 
_fs(z) = 1, a, = $, p4 = 17 14 * 
By Theorem 1, the polynomial f has only unimodular zeros, since the 
numbers pl,. . . , p4 are all real and at least I. Starting at the lower right 
comer, the elements of the matrix U defined in Theorem 1 can be easily 
calculated recurrently till we reach the upper left comer. This procedure , 
yields 
-7 - lo& -4fi -2&Z 
lo& -3 -8 -4 
-4&Z 8 -7 - 12 
2& -4 12 -11 
Next, we apply Theorem 2 to the same polynomialf. In view of Remark 5, 
we can only expect a companion matrix with complex entries although the 
coefficients off are all real. 
The points er, . . . , e4 may be chosen as 1, - 1, eie, emie with an appropri- 
ate 8. Since it can be shown that f has all its zeros in the left half plane, we 
try 8 = !j~-. The partial results of the computation are listed in the following 
table: 
V I1 2 3 4 
1 - tii 1 + fii 
1 -1 - 
128 16 7(1 +2tii) 7(1 -2fii) 
17 17 6 -2 3(1 ?fii) 3(1 TJFi) 
2 2 
i9r(e, - I)/9, 
64 8 7(1 - 6i) 7(1 + fii) 
- -- - 
51 17 102 102 
S&i 2J34i &V(l+ fii) &W(l- fii) 
51 17 102 102 
46 8J21 8m 
0 -- -- 
3 7 7 
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In the last row we have used the test mentioned in Remark 4 to confirm that 
the points e2, es, e4 have the desired separation property. Finally, we get 
EXAMPLE 2. f(z) := 1 + &z + gz” - &z” + $$z” + &z” + z6. 
Again, we see immediately that (6) is satisfied and the simplification 
mentioned in Remark 2 applies. Performing Algorithm 1, we obtain 
fi(Z) = 1 + 3(z - 1) + 5(2 - 1)2 + 5(2 - q3 
+ $$( z - 1)” + E( z - 1)” + gg .z - l)“, 
f2(z) = 1+ ;<z - 1) + +f(z - 1)2 + p<z - 1)” 
+$g(z - q4 + jg(z - 1)5, Pl = 1, 
f3( z) = 1 + 2( 2 - 1) + Z( z - 1)2 + Z( 2. - 1)” + $j( 2 - 1)4, 
CT1=$&, Pz = $, 
f4(z) = 1 + p<z - 1) + ;<z - 1)2 + &(z - 1)3, 
CT, = j&&i, P3 = +-g> 
f5(z) = 1 + (z - 1) + jgz - 1)2, u3 = +g$z, p4 = g, 
_f6(Z) = 1 + f(Z - l), o-4 = 0, P5 = 1, 
f7(z) = 1, CT5=;fi, p6 = ;. 
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Theorem 1 guarantees that the zeros of f are all unimodular. Since o-4 = 0, 
the matrix U of Theorem 1 decomposes and so f has multiple zeros (cf. 
Remark 1). The calculation of the entries of U yields 
U= 
EXAMPLE 3. 
-28 75 g&m 
0 0 
0 0 
140 - 51i I-, \ 219 + 198i I 138 - 261i , c 
J(Z) := 
149 - 
z- - z’ + z”. 
149 149 
0 0 
0 0 
0 0 
0 0 
1 
-3 -~~ 
&5- -3 
A short calculation shows that (6) is satisfied. With reference to Remark 3, we 
write f(z) =: g(z2) and apply Algorithm 1 to the third-degree polynomial g, 
obtaining 
fl( z) = 1 + (i - $)( 2 - 1) 
f2( z) = 1 + (1 - 3i)( 2 - 1) 
f3(z) = 1 + (+ - i)(z - l), 
- (y + $)(z - 1)2 - (g + fi)(z - 1)3, 
- (z + $)( z - 1)2, p1 = 1 - 3i, 
fll = $JiT(l + 3i), p2 = $ - A$, 
.fxz) = 1, cr2 = &fi(8 + Hi), 53 52. P3 = 37 - 312. 
Since ‘% p,, >, 1 for v = 1,2,3, Theorem 1 guarantees that g has only 
unimodular zeros and provides a unitary 3-by-3 companion matrix which can 
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be extended, according to Remark 
matrix of the original polynomial f: 
3, to the following unitary companion 
U= 
0 
0 
0 
46 - 87i 
149 
fi(11 - 37i) 
- 
149 
fi(34 - 6i) 
149 
0 
0 
dZ(ll”- 37i) 
149 
49 - 70i 
149 
a(8 - 54i) 
- 
149 
0 1 0 0 
0 0 1 0 
fi(340- 6i) 0 0 1 
0 0 0 
149 
a(8 - 54i) 
0 0 0 
149 
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