where A , B , C , X , U are n = n-matrices with symmetric B and C . If the Ž .
In contrast to some recent papers dealing with these equations we do not assume that the matrices B are invertible. The second part of the paper deals with the k Ž . < < asymptotic behaviour of solutions Q , as ª ϱ, of the special Riccati matrix 
INTRODUCTION
In the first part of this paper we study inequalities for solutions of Riccati matrix difference equations which correspond to the linear Hamiltonian difference system
abbreviated by LHDS where ⌬w s w y w , and where A , B , C ,
X , U are real n = n-matrices. We will assume throughout that B , C are k k k k symmetric and I y A is invertible for all k.
k Inequalities for solutions of Riccati equations play an important role in the oscillation theory of Hamiltonian systems. The history of these inequalities for continuous systems goes far back starting with the famous w x paper of Sturm 25 , which gives inequalities for the zeros of solutions of linear second order differential equations. The results of Sturm were until now extended in various directions. A survey of these extensions and the basic facts of oscillation theory of linear Hamiltonian differential systems w x Ž w x. can be found in 23 see also 20, 22 . In the last years there has been made considerable effort to derive Ž . analogous results for discrete equations as LHDS . Principal ideas of oscillation theory for the three term symmetric recurrence equation yR x y R x q S x s 0 for vectors x g ‫ޒ‬ n , for n = nk kq1 ky1 ky1 k k k w x matrices R , S with symmetric and invertible R were established in 4 . Ž .
and to the non-negativity of the discrete quadratic functional
Here we use these results in order to derive inequalities between matrices which are related to different LHDS. These inequalities generalw x ize results given in 15 . The continuous version of our main result is given w x in 20, Chap. V .
In the second part we investigate the asymptotic behaviour of the Ž . < < solutions Q , as ª ϱ, of the special Riccati matrix difference k equation, which corresponds to the Sturm᎐Liouville difference equation
of even order 2 n with constant coefficients r , . . . , r . These asymptotics 0 n lead via results from the already mentioned work by M. Bohner to new inequalities for finite differences. These results for the special equation Ž . n 2n w x y1 ⌬ y s y are contained in 19 , and the derivation of our kq 1yn k q 1 w x results here is quite similar to 19 . For Sturm᎐Liouville differential equaw tions and, more generally, for LHDS similar asymptotic results 20, Chap.
x 6 can be applied to derive bounds for a corresponding Rayleigh quotient. w xŽ Such estimates lead to Rayleigh's principle 20, Sect. 7.7 with applications w x . to the optimal linear regulator 20, Theorem 8.1.1 , and they yield new w x variational inequalities 18, Corollary and Example . In fact, our inequality here, Theorem 4 in Section 4, is a first result in this direction for the discrete case.
The paper is organized as follows. In the next section we recall basic properties of solutions of LHDS and their relations to the corresponding Riccati equations and the quadratic functionals. The main result of the first partᎏSturm-type inequalities for different LHDSᎏis derived in Section 3, and it is used to prove an inequality between recessive solutions of associated Riccati equations. The section concludes with some comments concerning possible extensions and applications of the presented results. In Section 4 we state the main result on the asymptotics of the Sturm᎐Liouville difference equation with constant coefficients. This result is used to derive an inequality for finite differences. The concluding Section 5 is devoted to the proof of the asymptotics. The key for that proof is a certain matrix continued fraction, which is stated in Lemma 9. As indicated in Remark 3 this continued fraction may also be of separate interest in number theory.
AUXILIARY RESULTS
In this section we recall some basic concepts and properties of LHDS
where we assume throughout that the A , B , C are real n = n-matrices 
Ker and Im denote the kernel and image of the matrix indicated, respectively. The symbol ⌬ denotes the forward difference operator, i.e., ⌬w s w y w . 
z s u y Q x and
Ž .
Compare also 7, Remark 3 iii and Theorem 1 Picone's identity .
Ž . LEMMA 2. Suppose that matrices A , B , C and A
or k g J, respecti¨ely, and put
Moreo¨er, assume that x, u is A, B -admissible and that˜K
is A, B -admissible, and for
Ž . where z s x , z s P x q u , and P is any n = n-matrix sucĥỹ
x This lemma is an immediate consequence of 10, Lemma 7 . We need Ž . also the following relationship between the LHDS H and a correspondw x ing discrete quadratic functional, which is the contents of 9, Theorem 3 Ž w x . compare also 6, Theorem 7 .
Ž . Let us recall the relation between H and the Riccati matrix difference equation
Ž . and solves R whenever X and X are invertible. In contrast to
continuous Hamiltonian systems the mere existence of a symmetric solu-Ž . w . tion of R on an interval N, ϱ l ‫ޚ‬ does not imply the eventual disconju-Ž . gacy of H because the matrices D may be indefinite. Observe D s
w Ž .x are invertible. Therefore, we have by 11, Proposition 1 iv the following statement.
Ž .
LEMMA 4. Suppose that H is e¨entually controllable. Then H is e¨entually disconjugate if and only if there exists a symmetric solution Q of
We need some auxiliary formulae on Sturm᎐Liouville difference equations of even order which will be treated in the last two sections. For n g ‫,ގ‬ we consider
with real parameter for some fixed N G n, where r , . . . , r are given 0 n reals such that r / 0. This difference equation is intimately related to a n Ž w x w corresponding LHDS, namely as follows see 6, Proposition 5 or 11, 
Ž . where и denotes the th component of a vector, and then y , . . . , Nq2 Ž . y exist such that SL holds for k g J and such that
INEQUALITIES FOR DISCRETE RICCATI EQUATIONS
In this section we present a Sturm-type inequality for symmetric matri-Ž . ces, which are constructed from solutions of two LHDS of the form H and
. where we assume that assumption 1 holds for both systems. We start with the following auxiliary identity. 
Ž . sX see 7, Remark 2 iii or 6, Lemma A5 , and H combined with 2 kŽ . implies in the same way that Im ⌬ X y A X ; Im B . Therefore, we
Im X yields by Lemma 1 that use also
here z s Z c s u y Q x . By Lemma 2, the asserted identity follows. 
and if X, U has no focal points
. Ž x It remains to show that X, U has no focal points in 0, N q 1 . We provẽ˜Ž . Ž . this via Lemma 3. To begin with, let x, u be A, B -admissible with˜ † Ž . xg Im X , x s 0, and put u s B ⌬ x y A x . Then, by Lem-
mas 1, 2, and the assumptions
Ž . and if we have always equality, then use Lemma 1
and x s 0 implies that x s 0 for all k g J U . Hence, Lemma 3 yields 
Ž . Ž . Ž for some t -t , then X t must be singular for some t g t , t where it 
Ž .
Then Q G Q. hold by our assumptions. Hence Q G Q.
. 
Next, observe that any two solutions Q, Q of R satisfy
T Q y Q s I y A Ž . k q 1 k q 1 k y 1 y 1˜= Q I q B Q y Q I q B Q I y A . Ž . Ž . Ž . ½ 5 k k k k k k k Hence,
Ž . solutions Q and Q of R and of
Ž . 
and let V be symmetric matrices with R V F 0. Then V q B ) 0 for x directly that all assumptions of Theorem 1 hold. In 15 , the inequality is used to study algebraic Riccati equations. Our Theorems 1 and 2 comw x bined with results in 21 may be used to study algebraic Riccati equations without assuming that B is positive definite.
ASYMPTOTICS: RESULTS
We now turn our attention to Sturm᎐Liouville difference equations of the form
with g ‫ޒ‬ for some fixed N G n and given reals r , . . . , r with r / 0. 0 n n Ž . As is well known and stated more precisely at the end of Section 2, SL Ž . is equivalent to the LHDS of the form H . For fixed n = n-matrices X SL 0
and U that are independent of g ‫ޒ‬ and that satisfy X T U s U T X and
with X s X and U s U . Of course the quotient Q < < gives the asymptotic expansion of Q as tends to infinity in terms of k negative powers of . In order to state this result we introduce the Ž . following n = n-matrices via their , th entries 0 F , F n y 1. These ␣ Ž . entries are certain binomial coefficients , and for convenience we
otherwise.
Ž .
With the above notation 6 our main result now reads as follows. Ž . y1 Ž . when k G 3n, and the quotient Q s U X satisfies uniformly for
Ž . where we used notation 6 and
Moreo¨er, T, T, and H , 0 F F n, are in¨ertible.
Remark 2. We shall give a proof of the above result in the next section. Ž . Ž . However, here we wish to remark that H s 0 for ) and H s Ž . y1 so that H is invertible for 0 F F n. Also, -implies
/ 0 only for s n and since r / 0, T is invertible too. Ž .
Ž .Ñ exists c s c n ) 0 such that for all N G 3n y 1,   1 1
Ž . c G c there exist y
, . . . , y g ‫ޒ‬ with 10 such that 
is positive for all y / 0 with 10 and with y s иии s y 
holds. The discrete Picone identity, Lemma 1 from Section 2, now in turn implies
Nq1 Nq1 Nq1
Ž . Ž . for all with respect to H admissible pairs x, u with x g Im X ,
Ž . where we put Q s X X U X and z s u y Q x . 
Ž . for all N G 3n y 1 and for all c G c by the right part of inequality 13 , 0 Ž . and this is assertion 12 so that our proof is complete.
ASYMPTOTICS: PROOFS
Let us in this last section give the proof of our main result on asymptotics of solutions of Riccati matrix difference equations, Theorem 3. We w x will proceed somewhat similar to the considerations in 19, Sect. 5 where Ž . Eq. SL already has been examined for the case of r s иии s r s 0 0 ny1
and r s 1. We therefore recommend to have this work ready for refern ence.
Ž . First of all, let us construct a fundamental matrix of SL . To do so, we Ž . compute the characteristic polynomial of SL . It is given by
We let yr s r e with l g 0, 1 and put for / 0 n n where we use the principal value of the square root. Hence < < ␦ ª as ª ϱ for all 0 F -n, 1 7 Ž . Ž .
and x , 1rx , 0 F -n are the 2 n distinct zeros of P because of 
