We study the problem of fair binary classification using the notion of Equal Opportunity. It requires the true positive rate to distribute equally across the sensitive groups. Within this setting we show that the fair optimal classifier is obtained by recalibrating the Bayes classifier by a group-dependent threshold. We provide a constructive expression for the threshold. This result motivates us to devise a plug-in classification procedure based on both unlabeled and labeled datasets. While the latter is used to learn the output conditional probability, the former is used for calibration. The overall procedure can be computed in polynomial time and it is shown to be statistically consistent both in terms of classification error and fairness measure. Finally, we present numerical experiments which indicate that our method is often superior or competitive with the state-of-the-art methods on benchmark datasets.
Introduction
As machine learning becomes more and more spread in our society, the potential risk of using algorithms that behave unfairly is rising. As a result there is growing interest to design learning methods that meet "fairness" requirements, see, e.g., [5, 9, 10, 17, 19, 22-24, 28, 31, 33, 47, 48, 50, 52] and references therein. A central goal is to make sure that sensitive information does not "unfairly" influence the outcomes of learning methods. For instance, if we wish to predict whether a university student applicant should be offered a scholarship based on curriculum, we would like our model to not unfairly use additional sensitive information such as gender or race.
Several measures of fairness of a classifier have been studied in the literature [49] , ranging from Demographic Parity [8] , Equal Odds and Equal Opportunity [22] , Disparate Treatment, Impact, and Mistreatment [48] , among others. In this paper, we study the problem of learning a binary classifier which satisfies the Equal Opportunity fairness constraint. It requires that the true positive rate of the classifier is the same across the sensitive groups. This notion has been used extensively in the literature either as a postprocessing step [22] on a learned classifier or directly during training, see for example [17] and references therein.
We address the important problem of devising statistically consistent and computationally efficient learning procedures that meet the fairness constraint. Specifically, we make four contributions. First, we derive in Proposition 2.3 the expression for the optimal equal opportunity classifier, obatined via thresholding of the Bayes regressor. Second, inspired by the above result we propose a semisupervised plug-in type method, which first estimates the regression function on labeled data and then estimates the unknown threshold using unlabeled data. Third, we establish in Theorem 4.5 that the proposed procedure is consistent, that is, it asymptotically satisfies the equal opportunity constraint and its risk converges to the risk of the optimal equal opportunity classifier. Finally, we present numerical experiments which indicate that our method is often superior or competitive with the state-of-the-art on benchmark datasets.
We highlight that the proposed learning algorithm can be applied on top of any off-the shelf method which consistently estimates the regression function (class condition probability), under mild additional assumptions which we discuss in the paper. Furthermore, our calibration procedure is based on solving a simple univariate problem. Hence the generality, statistical consistency and computational efficiency are strengths of our approach.
The paper is organized in the following manner. In Section 2, we introduce the problem and we derive a form of the optimal equal opportunity classifier. Section 3 is devoted to the description of our method. In Section 4 we introduce assumptions used throughout this work and establish that the proposed learning algorithm is consistent. Finally, Section 5 presents numerical experiments with our method.
Related work
In this section we review previous contributions on the subject. Works on algorithmic fairness can be divided in three families. Our algorithm falls within the first family, which modifies a pre-trained classifier in order to increase its fairness properties while maintaining as much as possible the classification performance, see [6, 20, 22, 38] and references therein. Importantly, for our approach the post-processing step requires only unlabeled data, which is often easier to collect than its labeled counterpart. Methods in the second family enforce fairness directly during the training step, e.g. [2, 12, 17, 37] . The third family of methods implements fairness by modifying the data representation and then employs standard machine learning methods, see e.g. [1, 9, 17, [25] [26] [27] 50] as representative examples.
To the best of our knowledge the formula for the optimal fair classifier presented here is novel. In [22] the authors note that the optimal equalized odds or equal opportunity classifier can be derived from the Bayes optimal regressor, however, no explicit expression for this threshold is provided. The idea of recalibrating the Bayes classifier is also discussed in a number of papers, see for example [35, 38] and references therein. More importantly, the problem of deriving efficient and consistent estimators under fairness constraints has received limited attention in the literature. In [17] , the authors present consistency results under restrictive assumptions on the model class. Furthermore, they only consider convex approximations of the risk and fairness constraint and it is not clear how to relate their results to the original problem with the miss-classification risk. In [2] , the authors reduce the problem of fair classification to a sequence of cost-sensitive problems by leveraging the saddle point formulation. They show that their algorithm is consistent in both risk and fairness constraints. However, similarly to [17] , the authors of [2] assume that the family of possible classifiers admits a bounded Rademacher complexity.
Plug-in methods in classification problems are well established and are well studied from statistical perspective, see [4, 16, 46] and references therein; in particular, it is known that one can build a plug-in type classifier which is optimal in minimax sense [4, 46] . Until very recently, theoretical studies of such methods were reduced to an efficient estimation of the regression function. Indeed, in standard settings of classification the threshold is always known beforehand, thus, all the information about the optimal classifier is wrapped into the distribution of the label conditionally on the feature.
More recently, classification problems with a distribution dependent threshold have emerged. Prominent examples include classification with non-decomposable measures [30, 45, 51] , classification with reject option [14, 32] , and confidence set setup of multi-class classification [11, 15, 40] , among others. A typical estimation algorithm in these scenarios is based on the plug-in strategy, which uses extra data to estimate the unknown threshold. Interestingly, in some setups a practitioner does not need to have access to two labeled samples and optimal estimation can be efficiently performed in semi-supervised manner [11, 15] .
Optimal Equal Opportunity classifier
Let (X, S, Y ) be a tuple on R d × {0, 1} × {0, 1} having a joint distribution P. Here the vector X ∈ R d is seen as the vector of features, S ∈ {0, 1} a binary sensitive variable and Y ∈ {0, 1} a binary output label that we wish to predict from the pair (X, S). We also assume that the distribution is non-degenerate in Y and S that is P(S = 1) ∈ (0, 1) and P(Y = 1) ∈ (0, 1). A classifier g is a measurable function from R d × {0, 1} to {0, 1}, and the set of all such functions is denoted by G. In words, each classifier receives a pair (x, s) ∈ R d × {0, 1} and outputs a binary prediction g(x, s) ∈ {0, 1}. For any classifier g we introduce its associated miss-classification risk as
A fair optimal classifier is formally defined as
There are various definitions of fairness available in the literature, each having its critics and its supporters. In this paper, we employ the following definition introduced in [22] . We refer the reader to that work as well as [2, 17, 35] for a discussion, motivation of this definition, and a comparison to other fairness definitions.
The set of all fair classifiers is denoted by F(P).
Note, that the definition of fairness depends on the underlying distribution P and hence the whole class F(P) of the fair classifiers should be estimated. Further, notice that the class F(P) is non-empty as it always contains the classifier which always outputs the zero label.
Using this notion of fairness we define an optimal equal opportunity classifier as a solution of the optimization problem
We now introduce an assumption on the regression function that plays an important role in establishing the form of the optimal fair classifier. 
Moreover, for every s ∈ {0, 1}, we assume that
The first part of Assumption 2.2 is achieved by many distributions and has been introduced in various contexts, see e.g. [11, 14, 32, 40, 45] and references therein. It says that, for every s ∈ {0, 1} the random variable η(X, s) does not have atoms, that is, the event {η(X, s) = t} has probability zero. The second part of the assumption states that the regression function η(X, s) must surpass the level 1/2 on a set of non-zero measure. Informally, returning to scholarship example mentioned in the introduction, this assumption means that there are individuals from both groups who are more likely to be offered a scholarship based on their curriculum.
In the following result we establish that the optimal equal opportunity classifier is obtained by recalibrating the Bayes classifier.
Proposition 2.3 (Optimal Rule). Under Assumption 2.2 an optimal classifier
where θ * ∈ R is determined from the equation
.
Furthermore it holds that |θ
Proof sketch. The proof relies on weak duality. The first step of the proof is to write the minimization problem for g * using a "min-max" problem formulation. We consider the corresponding dual "maxmin" problem and show that it can be analytically solved. Then, the continuity part of Assumption 2.2 allows to demonstrate that the solution of the "max-min" problem gives a solution of the "min-max" problem. The second part of Assumption 2.2 is used to prove that |θ * | ≤ 2.
Before proceeding further, let us define a notion of unfairness, which plays a key role in our statistical analysis; it is sometimes referred to as difference of equal opportunity (DEO) in the literature [see e.g. 17].
Definition 2.4 (Unfairness). For any classifier g we define its unfairness as
A principal goal of this paper is to construct a classification algorithmĝ which satisfies
where the expectations are taken with respect to the distribution of data samples. As we shall see our estimator is built from independent sets of labeled and unlabeled samples. Hence the convergence above is meant to hold as both samples grow to infinity.
Proposed procedure
In this section, we present the proposed plug-in procedure. We assume that we have at our disposal two datasets, labeled D n and unlabeled D N defined as
where P (X,S) is the marginal distribution of the vector (X, S). We additionally assume that the estimatorη of the regression function is constructed from D n , independently of D N . Let us denote byÊ X|S=1 andÊ X|S=0 the expectation taken w.r.t. the conditional empirical distributions induced by D N , that is,P
for all s ∈ {0, 1}, and byÊ S the expectation taken w.r.t. the empirical measure of S, that is, Using the above estimators a straightforward procedure to mimic the optimal classifier g * provided by Proposition 2.3 is to employ a plug-in ruleĝ, obtained by replacing all the unknown quantities by either their empirical versions or their estimates. Specifically, we letĝ at (x, s) ∈ R d × {0, 1} aŝ
It remains to define the value ofθ, clearly it is desirable to mimic the condition that is satisfied by θ * in Proposition 2.3. To this end, we make use of the unlabeled dataset D N and of the estimator η previously built from the labeled dataset D n . Consequently, we define a data-driven version of unfairness ∆(g, P), which allows to construct an approximationθ of the true value θ * .
Definition 3.2 (Empirical unfairness).
For any classifier g, an estimatorη based on D n , and unlabeled sample D N the empirical unfairness is defined aŝ
Notice that the empirical unfairness∆(g, P) is data-driven, that is, it does not involve unknown quantities. One might wonder why it is an empirical version of the quantity ∆(g, P) in Definition 2.4 and what is the reason to introduce it. The definition reveals itself when we rewrite the population of unfairness ∆(g, P) using 1 the identity (ii) There exists a sequence c n,N > 0 satisfying 
Additionally, we impose one more condition on the estimatorη that was already successfully used in the context of confidence set classification [11] .
Assumption 4.3.
The estimatorη is such that for all s ∈ {0, 1} the mapping
is continuous on (0, 1) almost surely.
In our settings this assumption allows us to show that the value of∆(ĝ, P) cannot be large, that is, the empirical unfairness of the proposed procedure is small or zero. As we shall see, a control on the empirical unfairness∆(ĝ, P) in Definition 3.2 is crucial in proving that the proposed procedureĝ achieves both asymptotic fairness and risk consistency. Our remarks suggest that both Assumptions 4.1 and 4.3 can be easily satisfied in a variety of practical settings and the most demanding part of these assumptions is the consistency ofη.
The next result establishes the statistical consistency of the proposed algorithm.
Theorem 4.5 (Asymptotic properties). Under Assumptions 2.2, 4.1, and 4.3 the proposed algorithm satisfies
Proof sketch. In order to establish statistical consistency of the proposed procedure, we follow the strategy of [11] , that is, we first introduce an intermediate pseudo-estimatorg as follows
, (6) whereθ is chosen such that
Note that by Assumption 4.3 such a valueθ always exists. Intuitively, the classifierg "knows" the marginal distribution of (X, S), that is, it knows both P X|s and P S . It is seen as an idealized version ofĝ, where the uncertainty is only induced by the lack of knowledge of the regression function η.
We express the excess risk as a sum of two terms,
We show that the first can be bounded by the 1 distance betweenη and η, and thanks to the consistency ofη it converges to zero. The handling of the second term is move involved, but we are able to show that it reduces to a study of suprema of empirical processes conditionally on the labeled sample D n .
To demonstrate that the proposed algorithm is asymptotically fair, we first show that
At last, the continuity Assumption 4.3 and the theory of empirical processes allow us to show that the term 
Experimental results
In this section, we present numerical experiments with the proposed method. We follow the protocol outlined in [17] . We consider the following datasets: Arrhythmia, COMPAS, Adult, German, and Table 1 : Results (average ± standard deviation, when a fixed test set is not provided) for all the datasets, concerning ACC and DEO. have also the possibility to output a probability together with the classification, we applied our method in all these cases.
In all experiments, we collect statistics concerning the classification accuracy (ACC), namely probability to correctly classify a sample, and the Difference of Equal Opportunity (DEO) in Definition 2.1. For Arrhythmia, COMPAS, German and Drug datasets we split the data in two parts (70% train and 30% test), this procedure is repeated 30 times, and we reported the average performance on the test set alongside its standard deviation. For the Adult dataset, we used the provided split of train and test sets. Unless otherwise stated, we employ two steps in the 10-fold CV procedure proposed in [17] to select the best hyperparameters with the training set 5 . In the first step, the value of the hyperparameters with the highest accuracy is identified. In the second step, we shortlist all the hyperparameters with accuracy close to the best one (in our case, above 90% of the best accuracy). Finally, from this list, we select the hyperparameters with the lowest DEO.
We also present in Figure 1 the results of Table 1 for linear (left) and nonlinear (right) methods, when the error (one minus ACC) and the DEO are normalized in [0, 1] column-wise. In the figure, different colors and symbols refer to different datasets and methods, respectively. The closer a point is to the origin, the better the result is.
From Table 1 and Figure 1 it is possible to observe that the proposed method outperforms all methods except the one of [17] for which we obtain comparable performance. Nevertheless, note that our method is more general than the one of [17], since it can be applied to any algorithms which return a probability estimator (better if consistent since this will allow us to have a full consistent approach also from the fairness point of view). In fact, on these datasets, RF, which cannot be made trivially fair with the approach proposed in [17] , outperforms all the available methods.
Note that the results reported in Table 1 differ from the one reported in [17] since the proposed method requires the knowledge of the sensitive variable at classification time, so Table 1 reports just this case. That is, the functional form of the model explicitly depends on the sensitive variable s ∈ {0, 1}. Many authors, point out that this may not be permitted in several practical scenarios (see e.g. [19, 39] and reference therein). Yet, removing the sensitive variable from the functional form of the model does not ensure that the sensitive variable is not considered by the model itself. We refer to [36] for the in-depth discussion on this issue. Further, the method in [22] explicitly requires the knowledge of the sensitive variable for their thresholding procedure. In Appendix E we show how to modify our method in order to derive a fair optimal classifier without the sensitive variable s in the functional form of the model. Moreover, we propose a modification of our approach which does not use s at decision time and perform additional numerical comparison in this context. We arrive to similar conclusions about the performance of our method as in this section. Yet, the consistency results are not available for this methods and are left for future investigation.
Conclusions
Using the notion of equal opportunity we have derived a form of the fair optimal classifier based on group-dependent threshold. Relying on this result we have proposed a semi-supervised plug-in method which enjoys strong theoretical guarantees under mild assumptions. Importantly, our algorithm can be implemented on top of any base classifier which has conditional probabilities as outputs. We have conducted an extensive numerical evaluation comparing our procedure against the state-of-the-art approaches and have demonstrated that our procedure performs well in practice. In future works we would like to extend our analysis to other fairness measures as well as provide consistency results for the algorithm which does not use the sensitive feature at the decision time. Finally, we note that our consistency result is constructive and could be used to derive non-asymptotic rates of convergence for the proposed method, relying upon available rates for the regression function estimator.
scale between 10 −4 and 10 4 . For RF the number of trees has been set to 1000 and the size of the subset of features optimized at each node has been search in {d, d 15 
Appendix
In this appendix, we provide proofs of the results stated in the main body of the paper, collect some auxiliary results, and present additional results. Specifically, Appendix A contains the proof of Proposition 2.3, Appendix B present auxiliary results needed for the proof of Theorem 4.5, which is given in Appendix C. Appendix D gives proof of the auxiliary results and, finally, Appendix E addresses the case in which the sensitive feature is not included in the functional form of the model.
A Optimal classifier
Proof of Proposition 2.3. Let us study the following minimization problem
Using the weak duality we can write
We first study the objective function of the max min problem ( * * ), which is equal to
The first step of the proof is to simplify the expression above to linear functional of the classifier g. Notice that we can write for the first term
Moreover, we can write for the rest
. Using these, the objective of ( * * ) can be simplified as
Clearly, for every λ ∈ R a minimizer g * λ of the problem ( * * ) can be written for all
At this moment it is interesting to reflect on this result. Indeed, for λ = 0 we recover the classical optimal predictor in the context of binary classification. Substituting this classifier into the objective of ( * * ) we arrive at
− P(S = 1)
It is important to observe that the mappings
are convex, therefore we can write the first order optimality conditions as
Clearly, under Assumption 2.2 this subgradient is reduced to the gradient almost surely, thus we have the following condition on the optimal value of λ *
, and the pair (λ * , g * λ * ) is a solution of the dual problem ( * * ). Notice that the previous condition can be written as
This implies that the classifier g * λ * is fair, that is, it satisfies Definition 2.1. Finally, it remains to show that g * λ * is actually an optimal classifier, indeed, since g * λ * is fair we can write on the one hand
On the other hand the pair (λ * , g * λ * ) is a solution of the dual problem ( * * ), thus we have
It implies that the classifier g * λ * is optimal, hence g * ≡ g * λ * . Finally, assume that (2 − θ * /P(Y = 1, S = 1)) ≤ 0, then, clearly (2 + θ * /P(Y = 1, S = 0)) > 0, therefore, the condition on θ * reads as
where the last inequality is due to Assumption 2.2. We arrive to contradiction, therefore (2−θ * /P(Y = 1, S = 1)) > 0. Similarly, we show that (2 + θ * /P(Y = 1, S = 0)) > 0. Combination of both inequalities and the fact that for all s ∈ {0, 1} we have P(Y = 1, S = s) ≤ 1 implies that |θ * | ≤ 2.
B Auxiliary results
Before proceeding to the proof of our main result in Theorem 4.5, let us first introduce several auxiliary results. We suggest the reader to first understand these results omitting its proofs before proceeding further. We will use C > 0 as a generic constant which actually could be different from line to line, yet, this constant is always independent from n, N .
Remark B.1. In our work it is assumed that the unlabeled dataset is sampled i.i.d. from P (X,S) , it implies that in theory this dataset could be composed of only features belonging to either of the group. Clearly, since P(S = 1) > 0 and P(S = 0) > 0 then a situation has an extremely small probability of appearing, in terms of N . There are various ways to alleviate this issue. The first one is conditioning on the event that we have at least one sample from each group, however, we have found that this approach unnecessarily over complicates our derivations and does not bring any insights. That is why, we follows another path, which is much simpler, though, might look a little strange at first sight. We actually augment
Once it is done we can safely assume that D N consists of at least two features from each group. The above is simply a technicality which allows to present our result in a correct way.
The next lemma can be found in [13] .
Lemma B.2. Let Z be a binomial random variable with parameters N, p, then for every
α ∈ R E[(1 + Z) α ] = O ((N p) α ) .
Lemma B.3. For any classifier g we have
Proof. We can write
In what follows we shall often use the relations:
which holds for all s ∈ {0, 1}.
C Proof of Theorem 4.5
Below we gather extra tools which are directly related to the proof of our main result, proof are provided in Appendix D. First lemma gives an upper on the quantity of unfairness ∆(g, P) in terms of its empirical version in Definition 3.2.
Lemma C.1. Let g be any classifier (data depended or not) andη be an estimator of the regression function η constructed from D n . Then, almost surely we have
The next lemma gives an upper bound on the empirical processes of Lemma C.1.
Lemma C.2.
There exists a constant C > 0 that depends only on P(S = 0) and P(S = 1) such that almost surely for all s ∈ {0, 1} we have
The next result is obvious, yet, is used several times in our proof.
Lemma C.3. For any function h
moreover, the expectation E X|S=s can be replaced byÊ X|S=s for all s ∈ {0, 1}.
C.1 Proof of asymptotic fairness (Part I of Theorem 4.5)
Proof. The first step is to show that under Assumption 4.3 the term∆(ĝ, P) cannot be too big. Indeed, notice that for every θ ∈ [−2, 2], thanks to the triangle inequality we can write almost surelŷ
Our goal is to take care of each of the three terms appearing on the right hand side of the inequality. The technique used for the second and the third term is identical, whereas the first term is a bit more involved. Let us start with the second term on the right hand side of Eq. (8) . For this term we can write almost surely
, where the last inequality follows from the fact thatĝ θ is a thresholding rule. Similarly, we show that the third term in Eq. (8) admits the following bound almost surely
. Therefore, we arrive at the following bound on∆(ĝ θ , P) which holds almost surelŷ
. This is one of the moments when we make use of Assumption 4.3. Thanks to the continuity we can be sure that for every possible unlabeled sample D N , there exists θ (D N ) such that Taking infimum over θ ∈ [−2, 2] on both sides of Equation (9) we obtain
. Using Lemma C.1 and applying it toĝ we immediately obtain almost surely
Clearly, ifη is a consistent estimator of η then the last two terms on the right hand side are converging to zero in expectation as n → ∞. Therefore, it remain to provide an upper bound for the two empirical processes. Recall, that our goal is to obtain consistency in expectation, thus we take expectation w.r.t. D n , D N from both sides of the inequality. Thanks to Lemma C.2 we have for each s ∈ {0, 1}
The arguments above imply that there exists an absolute constant C > 0 such that
Using the second item of Assumption 4.1, which states that min{E X|S=1η (X, 1), E X|S=0η (X, 0)} ≥ c n,N almost surely we conclude.
C.2 Proof of asymptotic optimality (Part II of Theorem 4.5)
In order to show that the risk of the proposed algorithm converges to the risk of the optimal classifier, we follow the strategy of [11] , that is, we first introduce an intermediate pseudo-estimatorg as followsg
g(x, 0) = 1
whereθ is a solution of thus we can replace θ * byθ and obtain the following upper bound
Since, for all x, y ∈ R we have (x) + − (y) + ≤ (x − y) + ≤ |x − y| we get
For the same reason why |θ * | ≤ 2 we have |θ| ≤ 2, thus for all s ∈ {0, 1} we have
Thanks to Assumption 4.1, these terms converge to zero in expectation.
Theorem C.5. Letĝ be the proposed classifier withη satisfying Assumptions 4.1 and 4.3, then
Proof. Our goal is to upper bound the quantity E (Dn,D N ) R(ĝ) − R(g). We start by providing a bound on R(ĝ) − R(g) which holds almost surely. Recall the equality of Equation (16)
Using this and the expression of the risk given in Lemma B.3 we can obtain the following lower bound on the risk ofg
We have thanks to Lemma C.3 used with
Recall, that thanks to Definition 3.2 of the empirical unfairness we have
Since, |θ| ≤ 2, subtracting Eq. (20) from Eq. (19) and taking absolute value combined with the triangle inequality we get
Note that using the bound above we can get the following upper bound on the risk of the proposed classifier
Thus, combining this upper bound on R(ĝ) with the lower bound on R(g) given in Eq. (18) we arrive at
Thanks to Lemma C.2 the term sup
to zero in expectation 6 . Equation (10) with Lemma C.2 gives the convergence to zero of∆(ĝ, P) in expectation. Assumption 4.1 tells us that the term E (X,S) |η(X, S) −η(X, S)| goes to zero in expectation. Thus it only remains to bound the term
Notice that (similarly to the case of θ * ) the condition in Eq. (13) onθ is the first order optimality condition for the minimum of the following function
thus, the objective evaluated at minimum, that is, atθ is less or equal than the one evaluated atθ. Which implies that in order to upper bound ( * ) it is sufficient to provide an upper bound on ( * * ) =E X|S=1 P(S = 1)(2η(X, 1) − 1) −θη (X, 1)
where we replacedθ byθ thanks to the optimality ofθ. Let us define
Both bounds are following similar arguments, we demonstrate it for ( ), clearly we have
For the first difference on the right hand side of this inequality we can write using the fact that (x) + − (y) + ≤ |x − y| for all x, y ∈ R and |2η(X, 1) − 1| ≤ 1 almost surelŷ
Clearly P(S = 1) −P(S = 1) goes to zero in expectation thanks to the law of large numbers or its finite sample variants. Besides, the term 
This term converges to zero in expectation thanks to the multiplicative Chernoff inequality, which is an exponential concentration inequality that allows to obtain even a rate. Actually, even without the multiplicative Chernoff bound this term goes to zero thanks to the law of large numbers. Therefore, for convergence it remains to study the term
Notice that thanks to the second part of Assumption 4.1 and the fact thatθ ∈ [−2, 2] we have θη (X, 1)
Therefore, we can upper bound ( ) as
where the random quantity has been "supped-out". Introduce, 
Conditionally on D S N we can view N 0 and N 1 as fixed strictly positive integers, moreover, conditionally on D n the estimatorη is not random as it is built only on D n . Thus, we would like to control the following process
First of all we rewrite this process as 1
Thanks to the symmetrization argument we can write
where f t (·) = ((2η(·, 1) − 1)P(S = 1)c n,N + 2t) + . Notice that for each t, t we have for each
that is, the parametrization is 2-Lipschitz. 
Thus, taking expectation w.r.t. D s N we get
applying Lemma B.2 we get for some C > 0 that depends on P(S = 1) that
Thanks to Assumption 4.1 we have
thus, the term E (D N ) ( ) converges to zero. Repeating the same argument for ( ) we conclude.
D Proofs of auxiliary results
Proof of Lemma C.1. We start from the level of unfairness of g, that is, we would like to find an upper bound on
rewriting the expression above, our goal can be written as
. Now, we start working with the expression above
The first two terms on the right hand side of the inequality can be upper-bounded in a similar way. That is why we only show the bound for the first term, that is, for S = 1. We have for ( * ) =
, thus, we have
. Finally, it remains to upper bound
Recall thatÊ X|S=1 andÊ X|S=0 stands for the expectations taken w.r.t. empirical measure induced by D N , and that D N is independent from D n . Therefore, we can write
Clearly, the last term on the right hand side of the previous inequality corresponds to our empirical criteria since everything can be easily evaluated using data. The first two terms on the right hand side of the inequality can be upper-bounded in a similar fashion, again, we only demonstrate the bound for S = 1. We can write
Proof of Lemma C.2. Let us first introduce two slices of D N as 
Clearly, since the proposed algorithm is a thresholding ofη we have 
∼ Rademacher variables. Note that the function class x → 1 {t≤η(x,0)} has VC-dimension [43] equal to one. At this moment we will work with
conditionally on all the data. First of all let us introduce F = f : ∃t ∈ [0, 1], f (x) = 1 {t≤η(x,0)} Thus, our process can be written as
where ϕ i (·) = η(X i , 0) × ·. Clearly, we have ϕ i (0) = 0 and for every u, v
That is, ϕ i are contractions, and the contraction lemma [29, Theorem 2.2.] gives
Recall, that the class F is a VC-class with VC-dimension equal to one. Therefore, it is a known fact [18, 34] that there exists C > 0 such that
almost surely. The above implies that
It remains to provide an upper bound on
, to this end we recall that this expectation can be written as
where Z is the binomial random variable with parameters N and P(S = 0). Thus, thanks to Lemma B.2 there exists a constant C > 0 that depends on P(S = 0) such that
Similarly we get the bound for the case S = 1.
E Optimal classifier independent of sensitive feature
In this section we provide guidelines to construct a plug-in algorithm which can use the sensitive feature only at training time but cannot use it for future decision making. It is clear that the first step would be to derive fair optimal classifier g * : R d → {0, 1} which is defined as
E.1 Proofs
Proof of Proposition E.1. Let us study the following minimization problem
Using arguments of Lemma B.3 we can write 
≥0
Similarly to Proposition 2.3, for λ = 0 we recover the classical optimal predictor in the context of binary classification. Substituting this classifier into the objective of ( * * ) we arrive at ( * * ) = P(Y = 1)− min This implies that the classifier g * λ * is fair. Finally, it remains to show that g * λ * is actually an optimal classifier, indeed, since g * λ * is fair we can write on the one hand It implies that the classifier g * λ * is optimal, hence g * ≡ g * λ * .
E.2 Experiments without the sensitive feature
In this section we report the equivalent results to those in Table 1 and Figure 1 into Table 2 and Figure 2 when the sensitive feature is not in the functional form of the model. Note that the method of Hardt [22] is not able to deal with this setting then there are no results for this case. From Table 2 and Figure 2 we can observe analogous results to those in Section 5. Nevertheless, note that, without the sensitive feature in the functional form of the models, the results are generally less accurate and more fair w.r.t. to the case that the sensitive feature in the functional form of the models. This results is similar to the one reported in [17] . Table 2 : Results (average ± standard deviation, when a fixed test set is not provided) for all the datasets, concerning ACC and DEO. In this case the sensitive feature the sensitive feature is not in the functional form of the model. Table 2 of linear (left) and nonlinear (right) methods when the error and the DEO are normalized in [0, 1] column-wise. Different colors and symbols refer to different datasets and method respectively. The closer a point is to the origin, the better the result is. In this case the sensitive feature the sensitive feature is not in the functional form of the model.
