Objects and processes classification is a common experimental problem. Its solution, first of all, is needed in automatic diagnosis
In 2015, Google's Inception (GoogleNet) network was introduced.
[4] When implementing the network, the idea laid down in VGG was developed -replacing the n*n filters with a sequence of n*1 and 1*n filters. Besides, on the basis of Inception, the Inception V2 and V3 networks were developed.
However, these networks were characterized by the degradation problem. The problem is that an increase in classification accuracy can be achieved by adding new layers, but this can be achieved to a certain threshold, after which the accuracy begins to decrease. The main reason for this is the vanishing gradient. On the last layers of the network, the gradient is significant, and on the first -unacceptably small. The degradation problem was solved by ResNet network [5] with new links allowing the input signal to be added to the result of multiple layers of convolution (shortcut connection).
One of the last means of accuracy enhancement was the attention mechanisms [6] .
However, all these methods to improve the accuracy of convolutional networks do not always provide the desired accuracy in the diagnosis objectives in cases where it is impossible to introduce a rigid classification of the process due to the emergence of transitional stages, which, in turn, must be recognized. On the other hand, the Kohonen self-organizing map is a kind of neural networks specifically designed to solve the problem of clustering, which allows for training in pre-defined classes. The basis of this work was the assumption that this property SOM will improve convolutional neural networks. SOM properties in combination with deep learning networks should allow for more accurate identification of transient processes with diagnostic signals. SOM significant advantages include the ability to train on a small number of training sample examples, fast training and resistance to noisy data. However, the SOM network is sensitive to initial initialization of weights, so that the test result may be unstable when conducting a series of identical experiments. Studies presented in [7] [8] [9] solve this issue and increase the proportion of correct operation in operating modes. These papers propose an approach aimed at creating a SOM network structure that is changing in the process. The basic idea is to extend the SOM grid shape if the new training sample example differs significantly from the neural network weights. That is, the network can 'grow' in the learning process.
Since the definition of the current object class is carried out behind the SOM neuron output matrix, further classification is carried out either on additional neural networks or behind the visualization of a trained map with a dedicated current example. Traditionally, the additional circuitry in combination with the SOM uses a multi-layered perceptron. In modern studies [10] [11] [12] , SOM has been connected to convolutional networks. These studies aim to improve SOM clustering. In [10] , two types of SOM are presented, which differ in application. In the first case -instead of convolutional layer, in the other -instead of pooling. In [11] , the concept is to train multiple SOM, each corresponding to a separate area of the input image. In [12] , the hidden layers are replaced by modified self-organizing maps. However, all these studies are aimed at improving the efficiency of Kohonen's self-organizing maps. Therefore, it is necessary to conduct research on the concept of improving the accuracy of classification of convolutional neural networks by adding SOM.
The aim of the article is to propose an architectural solution of the neural network complex of the convolution neural network with the Kohonen self-organizing map to improve the classification accuracy. To achieve this object in view the following tasks have been solved:
-to design the concept of SOM integration in the deep learning network;
-to develop a hybrid convolutional network architecture with an integrated Kohonen self-organizing map;
-to carry out the results comparative analysis of the test problems solution on a convolutional neural network and the network modified in a set way.
Implementation of SOM block in deep learning network. It is not possible to directly integrate SOM into convolutional neural networks (CNN) through heterogeneous representations of information transmitted between CNN blocks and outgoing SOM information. The problem lies in the fact that the result of SOM operation in the working mode is a matrix of distance differences between the input vector and the vector of weights of neurons, by which the winning neuron is selected. This result must be compared with the actual display of the input signal, which must be provided further to the convolutional layers. It was proposed to implement the matching of winning neurons to specific fragments of the input signal. To do this, the SOM network is combined with an associative array. This array is implemented as a reflection of the SOM grid shape in the form of a matrix. The elements of such an array are represented as fragments of the SOM input signal. The SOM block implements a direct correspondence between a neuron and a matrix element. Figure 1 schematically shows a fragment of a two-dimensional SOM grid shape displaying an associative array for the handwriting recognition test. For clarity, the association is presented for the input block, because the following blocks, firstly, many channels, and secondly-less clear contours.
The SOM grid shape can have different dimensions: -for the input signal as a sequence of values (1D signal) -twodimensional grid;
-for input signal-images (2D signal) -three-dimensional grid.
Fig. 1. Associative matching of images on SOM fragment in input block
The associated array has the same dimension as the SOM lattice. The neuron indexes in SOM are the same as the indexes of a cell in an array. However, with such a matching system, the network does not learn universally, but only from the examples of the training sample and is not capable of generalization in the future. That is, the network is also overfitting. Therefore, it is proposed that in the operating mode, the SOM block returns a signal that is obtained by generalizing all associated signals of the winning neuron and its surroundings. The output signal of the SOM block is calculated by the formula:
(1) where I winner is the signal associated with the winning neuron, I n -associated signal of a neighboring neuron, n -is the number of neighbors. During SOM training, the winning neuron is selected. After that, the signal associated with it is mapped to the signal received from the previous block. Signal fragments are also updated in the same way as weights in the Kohonen neural network are updated:
where I -is the input signal, I old -signal -associated with this cell, t -is a function that vanishes away from the winning neuron. The proposed SOM block is attached to the CNN base blocks. The architecture of the hybrid network. The convolutional network contains the following base layers:
-convolution layer -(Conv) basic component of convolutional neural networks;
-pooling layer -(Pool) to reduce the dimension of the input signal; -activation layer -(Activation) to introduce nonlinearity into the network;
-full connection layers (Dense) -for direct classification-usually used in the last layers of the network.
In addition, support layers are used, for example, normalization layers (Norm), link exclusion layers, global pooling (Global pooling), uniting layers (Concatenate) and others. In this research, SOM was added to the traditional layers. Figure 2 shows the convolutional network block architectures: for the traditional case (2a) and the two proposed architectures using the SOM block. Fig. 2 -convolutional network base unit: a) currently existing, b) using the SOM block, c) using the SOM block with the previous dimension reduction
The input signal is fed in parallel to the convolutional layer and the SOM layer (Figure 1,b) . After processing, the results are concatenated (combined) and then fed to the next layers. The unit is the SOM architecture (2,b), (2,c) applied starting from the second block from the input layer of the SOM network. This is necessary for the first SOM network to be signaled after the convolution layer. Otherwise, the input signal will be almost unchanged throughout the network. Thus, in the first (input) CNN block, the SOM layer is not applied.
Determining the optimal number of layers is a separate issue. To avoid this, often use proven architectures such as ResNet34, ResNet50, VGG16 and others.
Because input signals, such as graphics, are noisy in applications, it is necessary to reduce their impact on SOM operation. For this purpose, batch normalization is used. Thus, the SOM layers will be less sensitive to noise and changes in the amplitude of the input signal. If batch normalization is used in the convolution block, the use of normalization before the SOM layer is not required.
In the concept of convolutional networks has been widely used to reduce the dimension of the signal with a simultaneous increase in the number of channels. The SOM layer must be used independently for each channel. Since the neural network on the last layers often has many channels, to save computational resources and memory on the lower layers before the SOM block used convolution dimension 1*1, which reduces the number of channels (Fig. 1, c) . The block in Figure 2 ,b it would be advisable to use if the number of channels is less than 8. Otherwise, it is advisable to use a block with architecture 2.c.
Research results.
To experimentally confirm the effectiveness of the proposed method of embedding SOM in CNN, the following test issues were solved:
-classification by diagnostic signal, which is set as a time series of values of characteristic indicators; -handwritten digit recognition on MNIST dataset. For realization of the first issue the example on recognition of fitting curves of the second order on similar fragments, upper halves of a circle, an ellipse, a parabola is chosen. The problem is provided in [13] . The characteristic signal is calculated by second-order fitting curve equations: circle, ellipse, parabola. For each discrete value, a noise curvature in a given range is randomly generated. Thus, the input signal is a list of discrete values of the function. The data set consists of train and validation samples, each containing 999 original examples: 333 examples for each fitting curve. The length of the input signal vector is 100.
The test problem of recognition is solved on a dataset MNIST -a database of handwritten digits. Every sample is represented as an image with a scale of 28*28 pixels. The dataset also consists of train and validation samples. Train one contains 60000 single-channel (black and white) images, validation-10000. The task is to classify the numbers in the current image.
2 neural networks were constructed for computational experiments. The first one uses traditional convolutional ConvBlock blocks (Fig. 2,a) , in the second -the proposed convolutions using SOM -ConvSomBlock and ConvSomReduce. Simple models were chosen for test neural networks. For correctness of experimental set up both networks, both traditional and modified, have identical architecture. The block and layer designations match the descriptions provided when defining the hybrid network architecture.
To solve the first issue, all convolutions were one-dimensional (1D), and the SOM matrices were two -dimensional (2D), in the second issue, respectively, 2D and 3D. In the experiments, the maximum number of SOM channels was 4, 8, 16 and 32. The accuracy metric in all experiments was the ratio of the number of correctly defined classes to the total number of examples.
The results of the experiments are shown in Table 1 . The results of the experiment proved that the proposed method of modifying the signal network increases the accuracy of classification for the problem of signal recognition over a time series in the range of 0.9629 to 0.9719; for the problem of image recognition -from 0.9937 to 0.9949.
Conclusions.
1. A method of association of the self-organizing grid shape reflection with fragments of the input signal for embedding the SOM block in a hybrid convolutional neural network is proposed.
2. The architecture of hybrid convolutional network with SOM block is proposed.
3. The efficiency of the proposed method of convolutional network modification is experimentally proved.
Prospects for further research are the improvement of SOM block algorithms, in particular the implementation of vanishing depending on the distance to the winning neuron, as well as the study of the influence of the number of channels on the accuracy of classification for complex images. 
