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ABSTRACT
A major hurdle to evolutionary engineering approaches for multigenic phenotypes is the ability to
simultaneously modify multiple genes rapidly and selectively. Here, we describe a method for in vivo
targeted mutagenesis in yeast, TArgeting Glycosylases To Embedded Arrays for Mutagenesis
(TaGTEAM). By fusing the yeast 3-methyladenine DNA glycosylase MAG1 to a tetR DNA binding domain,
we are able to elevate mutation rates > 800-fold in a specific ~20 kb region of the genome or on a
plasmid that contains an array of tetO sites. A wide spectrum of transitions, transversions, and single
base deletions are observed. We provide evidence that TaGTEAM-generated point mutations occur
through error-prone homologous recombination (HR) and depend on resectioning and the error prone
polymerase Pol (. We show that HR is error-prone in this context because of DNA damage checkpoint
activation and base pair lesions and use this knowledge to shift the primary mutagenic outcome of
targeted endonuclease breaks from HR-independent rearrangements to HR-dependent point mutations.
TaGTEAM was applied to the problem of ethanol tolerance through multigene gTME in a lab strain of S.
cerevisiae. While results indicate that the mutation rate achieved by TaGTEAM is not sufficient to realize
novel gain of function mutations in this case, important lessons about how to deploy TaGTEAM in a
more effective manner were learned. Conducting TaGTEAM in G2/M checkpoint arrested cells increased
the mutation rate further to 6 x 10-4 cell- gen-1, relieving various rate limiting steps in point mutagenesis
and suggesting that a sequential mutate and then select protocol will make best use of TaGTEAM's
abilities for novel phenotype evolution. The insights gained in switching repair of targeted double strand
breaks to error-prone HR at high rates opens up the possibility of using targeted endonucleases in
diverse organisms for in vivo targeted mutagenesis.
Thesis Supervisor: Narendra Maheshri
Title: Assistant Professor of Chemical Engineering
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Chapter 1: Introduction
Design by Evolution
Evolution is a powerful design tool, responsible for the biodiversity that is the hallmark of life on
this planet. For the solution of problems in the engineering context, evolution as a means of design has
two major advantages over "bottom-up" or rational design approaches. First, evolution is inherently
flexible, meaning the same principles can be applied to the solution of many and different problems.
Second, evolution requires little or no a priori knowledge of the exact nature of the solution required. It
explores the set of possible solutions until a suitable one is found.
Evolution relies on two main processes to seek out and identify a suitable solution. The first of
these is variation, which allows a system to sample the set of possible configurations. The second of
these is selection, which guides the system through this design "space" towards a solution.
Humans have been taking advantage of this tool for centuries, breeding better crops, animals, and
microbes, with little or no understanding of the underlying genetics.
Recently, our understanding of the fundamental mechanisms of life and our ability to
manipulate those mechanisms using molecular biology tools have allowed us to design new components
of living systems in a combined rational/evolutionary approach. Directed evolution is a classic example.
Proteins, or specific regions of proteins, are targeted for mutation based on their current function, and
the resulting library is screened for mutants that have increased or altered function. Directed evolution
using error-prone PCR and transformation of single genes has been an effective strategy for increasing
enzyme stability, specificity, and catalysis (Farinas et al., 2001), enhancing viral vectors for gene therapy
(Maheshri et al., 2006), and creating microbes that tolerate and/or overproduce desirable metabolites
(Tyo et al., 2007).
There are limitations associated with directed evolution that make it a less than ideal tool for
the generation of novel phenotypes. The size of the library that can be expressed in an organism, and
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therefore the size of the search space, is a function of that organism's transformation efficiency. Even
for a highly tractable organism like E. coli this is between 106 and 1010 mutants. For the optimization of a
single gene, this maximal library size necessitates the use of multiple rounds of mutagenesis and
screening and each round requires PCR and transformation. Combinatorial strategies similar to directed
evolution are now being applied to improve complex, multigenic cellular phenotypes like microbial fuel
production, but targeted approaches (Pfleger et al., 2006; Alper et al., 2005; Jensen and Hammer, 1998)
that attempt to improve metabolic flux by fine tuning pathway components have been limited to a
single gene due to these transformation constraints. In less genetically tractable organisms with
extremely low transformation efficiencies like plants and mammals, phenotypic generation in this way is
nearly impossible.
In vivo mutagenesis by chemicals, UV radiation, or mutation-prone strains allows the creation of
genomic diversity without transformation bottlenecks inherent in directed evolution. In vivo
mutagenesis also allows the simultaneous mutation of multiple genes and the concurrent application of
selection pressure, mimicking the natural way in which phenotypes are generated. This "evolutionary
engineering" is often used to optimize a strain in which rational genetic changes have been made, as in
the case of the introduction of xylose utilization genes into S. cerevisiae (Sonderegger and Sauer, 2003).
Here, 80 generations of attempted growth on xylose in the presence of a genome-wide mutagen were
required before strains could grow appreciably on xylose. This process is slow because organisms cannot
tolerate a high mutation rate at essential genes, limiting the speed with which genotypic space is
explored.
Rational methods have also been developed that in some way guide the combinatorial sampling
of genome-wide expression diversity (Park et al., 2005; Alper et al., 2006; Santos and Stephanopoulos,
2008), often through introduction of genetic modifications that control expression of many genes. These
methods are similar to in vivo mutagenesis in that there is little control over the number and extent to
9
which different genes' expression is altered, and this makes it difficult to incorporate knowledge of
pathways and fluxes fed-in from rational approaches. In addition, it is difficult to determine which
mutations were responsible for the desired phenotype, a prerequisite for their transfer to a different
strain.
New strategies are needed for the targeted evolution of complex, multigenic phenotypes.
Scaling in vitro targeted mutagenesis techniques to many genes is difficult and depends on the ease of
introducing and modifying genetic material. These difficulties have been overcome in E. coli, where high-
efficiency, automated transformation through Multiplex Automated Genome Engineering (MAGE)
enabled targeted mutagenesis to 24 genes, resulting in improved lycopene production in 3 days (Wang
et al., 2009). This was accomplished through transformation of short single-stranded DNA
oligonucleotides (oligos) that contain varying levels of homology to the ribosome binding sites and/or
stop codons of target genes. By automating the delivery of these oligos, mutation rates were increased
to 0.1/cell/generation and 4.3x10 8 variants were explored every 2 hours. While capable of high targeted
mutation rates, MAGE is not easily portable across organisms because it requires a transformation
efficiency (~30%) currently achievable only in E. co/i. A similar method has been tested in yeast
(Pirakitikulr et al., 2010), albeit with drastically reduced mutation rates. Additionally, the current cost of
the oligo pool required to target multiple genes uniformly is significant and set-up of the automation
scheme is not trivial.
Another method, phage-assisted continuous evolution (PACE), sidesteps the viability-based limit
on genome-wide mutagenesis by confining mutations to a bacteriophage genome (Esvelt et al., 2011).
By overexpressing error-prone polymerases, phage mutation rates were elevated to 10-1 bp-' gen-1,
enabling realization of all possible double mutants in a benchtop scale population of 1010 viruses. PACE
enabled evolution of variant T7 polymerases with altered promoter and initiation specificity by
connecting protein expression to phage viability. However, PACE is also limited to evolving interactions
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within E. coli. Similar approaches using retroviruses and mammalian cell culture (Das et al., 2004; Davis
and van den Pol, 2010) do not sample as large a diversity of mutants.
In vivo targeted mutagenesis for directed evolution in less tractable organisms
An alternative strategy to the technical advancement of in vitro targeted mutagenesis by MAGE
or in vivo mutagenesis by PACE is to develop a method for in vivo targeted mutagenesis, which enables
the mutation of specific DNA in diverse organisms without the requirement of high transformation
efficiency. Perhaps the most common example of in vivo targeted mutagenesis in biology is in the
mammalian immune system. After primary infection, B-cells producing antibodies with some, albeit
lower, affinity for antigens undergo a process called somatic hypermutation, where they proliferate and
the gene encoding the antibody is mutated at a high rate (106 greater than base rates) in an attempt to
generate a higher affinity antibody and hence a better immune response. These mutations are thought
to be initiated by Activation-Induced cytidine Deaminase (AID), which deaminates cytosine to uracil. This
U-G mismatch is handled in a number of ways, all of which lead to mutation (Odegard and Schatz, 2006).
Somatic hypermutation has been exploited in immortalized B-cells to directly evolve fluorescent
proteins (Arakawa et al., 2007; Wang et al., 2004; Wang et al., 2004). However, this technique suffers
from being restricted to a small tract of DNA in immortalized B-cells, and it remains unclear if the activity
of AID is truly limited to the antibody locus (Barreto et al., 2005).
A number of synthetic attempts at in vivo targeted mutagenesis have been reported. In E. coli,
DNA polymerase I (Poll) is known to initially replicate plasmid DNA containing the CoIE1 origin of
replication before passing the replication fork on to DNA polymerase Ill. Using an error-prone version of
Poll, I DNA in the vicinity of the ColEl origin was mutated at rates of 10-4/bp/generation (similar to the
common E. coli mutator strain XL1-red) (Camps et al., 2003). Even though chromosomal DNA exhibited
mutation rates roughly 400-fold lower, this method is limited to a small 2 kb region of DNA on a plasmid
in E. coli. Triplex forming oligonucleotides (TFO) with covalently bound chemical mutagens have been
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shown to generate targeted mutations in mammals and yeast (Kuan and Glazer, 2004). While highly
targetable and easily portable across organisms, current mutation rates are only 10-fold greater than
wild type rates (Barre et al., 2000).
An emerging technology for targeted gene modification in diverse organisms involves the use of
targeted endonucleases. These endonucleases can be fusions of the FokI nuclease domain to domains
that can be programmed to bind specific DNA sequences like zinc fingers (Carroll, 2011) or transcription
activator like effectors (TALEs) (Mussolino and Cathomen, 2012). They can also be RNA-guided
endonucleases like CRISPR/Cas9 (Jinek et al., 2012). In either case the endonuclease creates a double-
strand break (DSB) that is repaired through imprecise DNA end joining leading to multi-base insertions
and deletions (indels) and base pair substitutions (BPSs) at the cut site. In addition, the DSB can be used
to promote homologous recombination (HR) at a particular location, making possible targeted
integrations in organisms where this is difficult. The ability of targeted endonucleases to create genetic
modifications has been demonstrated in yeast (Li et al., 2011; DiCarlo et al., 2013), Drosophila gametes
(Bibikova et al., 2003), A. thaliana seedlings (Lloyd et al., 2005), mice (Carbery et al., 2010), and human
cells (Cong et al., 2013; Mali et al., 2013). While portable across multiple organisms, efficient, and highly
targeted, targeted nucleases do not generate libraries that are useful in a forward engineering context
because most mutations that result from imprecise NHEJ involve deletions that lead to loss of function.
These deletions also mean the recognition sequence is destroyed during repair, preventing repeated
targeting with the same molecule.
Here, we develop a new method for in vivo targeted mutagenesis, Targeting Glycosylases to
Embedded Arrays for Mutagenesis (TaGTEAM), which allows for the generation of targeted point
mutations (PMs) that include BPSs and single base indels. These PMs are distributed over a 20 kb region
at the target, allowing for the generation of genetic diversity in multiple genes simultaneously.
Mutations are generated by targeting DNA damage to a particular region using an array of tetO binding
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sites and a tetR-fused mutator protein. Because damage is targeted by an array, the process is stable
over multiple generations, allowing for the continuous generation of genetic diversity. The use of the
DNA glycosylase Magip to generate targeted damage ensures that PMs are generated at a rate 200-fold
higher than wild type, but similar PM rates are also possible using the Fokl nuclease domain in
combination with genome-wide DNA damage.
In chapter two we discuss the choice of mutator protein and the initial work done to establish
that TaGTEAM creates PMs in a 20 kb region. After testing multiple glycosylases and a deaminase, we
settled on Magip because it generated the highest mutation rates in the simplest genetic background.
We determined the size of the region in which the PM rate is elevated and sequenced PMs to determine
that Magl-sctetR generates a wide range of BPSs. We found that Magl-sctetR also creates multi-kb
rearrangements at the target calling into question our initial hypothesis that array bound Magip creates
abasic sites throughout the target region that lead to PMs through trans-lesion synthesis (TLS).
In chapter three we investigate the mechanism by which TaGTEAM generates PMs in the target
region. We found that Magip damage at the array leads to an increase in HR repair events, a small
fraction of which are error-prone and lead to PMs in nearby DNA. These HR events also lead to the
observed rearrangements through repetitive DNA sequence in the region. Through genetic methods, we
determined that PMs require resectioning enzymes and the error-prone Pol (, consistent with their
generation through damage in ssDNA that is uncovered during resectioning and requires TLS during
resynthesis. We confirmed this model by targeting an endonuclease to the array and generating long
range PMs in the presence of base damage by methyl methanesulfonate (MMS). Based on this
understanding, Magl-sctetR is a potent mutator both because it generates clusetered damage in the
array that leads to HR and because it generates genome-wide abasic sites that require TLS during
resynthesis of resected DNA.
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In chapter four we discuss attempts to make TaGTEAM more suitable for the development of
novel phenotypes that have industrial or medical relevance. Based on the mechanistic understanding
detailed in chapter 3, we attempted to increase the PM rate by increasing the fraction of HR repair
events that leads to a PM. Base damage is initially limiting in the generation of PMs by sctetR-Fokl, but
further base damage in strains expressing sctetR-Fokl or Magl-sctetR does not elevate the mutation
rate past a plateau where only 1 in 1000 HR events leads to a PM. Arrest of cells in G2/M by nocodazole
increases this fraction 10-fold, leading to a PM rate of 10-s bp-'gen-1 that allows for the generation of all
double mutations in the target region in a single, liter-scale culture. We also attempted to deploy
TaGTEAM in industrially relevant strains using different mutator expression strategies and found that
cellular context significantly affects the extent to which TaGTEAM generates targeted PMs.
In chapter 5 we discuss the application of TaGTEAM to the problem of ethanol tolerance by
targeting global regulators of gene expression in a simultaneous mutation-selection scheme. We found
that strains undergoing TaGTEAM acquired significantly enhanced tolerance as compared to control
strains, but that this enhancement was not attributable to mutations in the target region. After 100
generations of mutgenesis, strains no longer exhibited TaGTEAM-induced targeted mutagenesis because
of array size changes and possible loss of mutator expression. In light of the analysis in chapters 3 and 4,
the failure of this simultaneous mutation selection scheme is likely due to the fact that cells under
ethanol stress spend a prolonged period in G1, diminishing the extent to which targeted PMs (that occur
in G2) are generated and can compete with off target mutations. We conclude that a sequential
mutagenesis and selection scheme as explored in chapter 4 is likely the most suitable for most
applications.
In chapter 6 we discuss future directions for the TaGTEAM project. Based on the insights gained
from the attempted evolution of ethanol tolerance, we present a test application for TaGTEAM that has
a higher chance of success. We propose to tackle an inherently multi-gene problem, namely protein-
14
protein interactions of leucine zipper domains, using a yeast two hybrid system with multiple markers
for selection and screening by fluorescence activated cell sorting (FACS). In addition, we discuss
leveraging the mechanistic insights gained through this study in yeast to develop a similar method for
targeted PM generation in diverse organisms. Targeted endonucleases have been used in many
organisms, and we present evidence here that it is possible to control the type of mutagenic event that
results from a DSB by altering cellular context. By applying these insights in other organisms, it may be
possible to increase the functionality of the targeted endonuclease systems to include PM generation at
high rates. This would make possible the in vivo generation of targeted genetic diversity in difficult to
transform organisms with important medical and industrial applications.
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Chapter 2: Construction and testing of a system to target DNA damage to a
particular region of the yeast genome
Introduction
Our strategy for targeted mutagenesis involves localization of DNA damage to a specific region of
the yeast genome. A large class of DNA damage involves subtle chemical alteration of DNA bases,
including deamination, oxidation, and alkylation. Their repair occurs via the highly conserved base
excision repair (BER) pathway. The first step is removal of the altered DNA base by a DNA glycosylase,
leaving an abasic site. The majority of abasic sites are processed via apurinic/apyrimidinic (AP)
endonucleases. S. cerevisiae has two AP endonucleases, Apn1p and Apn2p. The majority of abasic sites
are removed through the major Apn1p. Apn2p provides redundant activity, but does not completely
compensate as loss of Apn1p results in elevated spontaneous mutation rates (Johnson et al., 1998;
Ramotar et al., 1991)
When base damage or BER repair intermediates like abasic sites persist until replication, these
lesions can lead to various replicative failures including fork stalling and collapse resulting in a double
strand break (DSB) or double strand end (DSE), base pair substitutions (BPSs), and short insertions or
deletions (Indels) (Boiteux and Guillet, 2004; Gibbs and Lawrence, 1995). Lesions persist when
processing by BER or nucleotide excision repair (NER) is overwhelmed, either through an abundance of
damage or defects in repair enzymes. DSBs and DSEs can be generated by attempted replication past
single strand breaks (SSBs) with chemically altered blocked DNA ends that are intermediates in the BER
process (Boiteux and Guillet, 2004). Clustered lesions can also lead to replication independent DSBs as
closely spaced SSBs become DSBs (Eccles et al., 2009; Ma et al., 2008).
Both damaged bases and abasic sites can lead to BPSs and indels during replication through
replication fork stalling and the recruitment of trans-lesion polymerases, in a process termed trans-
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lesion synthesis (TLS). In the absence of a DNA base or the presence of a bulky damaged lesion, normal
replicative polymerases are unable to polymerize new DNA. In order to restart replication, error-prone
translesion polymerases are recruited to synthesize new DNA across from the lesion (inserter
polymerase) and for 10-50 base pairs downstream (extender polymerase). In S. cerevisiae inserter
polymerases include REV1, RAD30 (Pol ri), and POL32. These inserters each have different insertion
preferences and depending on the original template base can be error-prone or error-free (Boiteux and
Guillet, 2004). S. cerevisiae has only one extender polymerase, the REV3-REV7 heterodimer Pol (. Pol (
has an error rate of roughly 103/bp and generates a variety of BPSs and indels (Zhong et al., 2006).
We hypothesized that by localizing DNA damage to a particular region of the genome, we would
generate BPSs and indels through TLS. We chose three mutator enzymes that generate abasic sites: the
native yeast 3-methyl adenine glycosylase MAG1, cytosine DNA glycosylase (CDG), and a yeast-
optimized version of human AID (hAlDsc). Magip is primarily responsible for excising alkylated bases,
but has naturally broad substrate specificity (O'Brien and Ellenberger, 2004) and is thought to excise
normal base pairs when overexpressed (Glassner et al., 1998). CDG is a variant of human uracil DNA
glycosylase (UDG) that has activity on cytosine in yeast (Kavli et al., 1996). hAlDsc converts cytosine to
uracil, which is removed by UDG, generating an abasic site (Mayorov et al., 2005).
To localize these mutator enzymes to a particular region of the yeast genome we fused them to
the tetR DNA binding domain, which specifically recognizes the 19 bp tetO sequence with nanomolar
affinity. We used a peptide linker known to preserve tetR functionality (Sheff and Thorn, 2004). The tetR
domain binds tetO as a dimer. To prevent possible steric hindrance from having two mutator enzymes in
close proximity to one another we fused the mutators to a single chain (sc) version of tetR (Krueger et
al., 2003). To target the mutator-sctetR fusion protein we integrated a 240x tetO array ((Lau et al.,
2003)) into a gene poor region of chromosome 1, immediately downstream of SWH1, 15 kb upstream of
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FLO1 and 40 kb upstream of the telomere. The nearest essential gene to this location is greater than
20kb towards the centromere.
Based on ChIP assays of tetR bound to tetO in yeast (Lee and Maheshri, 2012), it appears that
roughly 40 tetR molecules are able to bind the 240x array at high affinity. There appears to also be a
similar number of molecules that bind the array at a lower affinity. FRAP studies of fluorescent protein
tagged transcription factors binding to native yeast binding site arrays have observed that the molecular
turnover rate is on the order of 1-2 minutes (Karpova et al., 2008). It is this rapidly turning over
population of 0(100) mutator-sctetR fusion proteins that we expect will lead to targeted mutagenesis.
The linker between the mutator and sctetR domains is roughly 20 nm in length, meaning that DNA
looping is required to bring DNA greater than 50 bp from the array into contact with array bound
mutators. Conformational capture studies of yeast chromosomes have shown that on the kb scale, DNA
that is nearer in linear distance also tends to come in contact more frequently in 3D space (Lieberman-
Aiden et al., 2009).
In order to measure the increase in mutation rate caused by the targeted mutators we used the
URA3 gene from Kluveromyces lactis (KIURA3), which converts 5-fluoroorotic acid (5-FOA) into 5-
fluorouracil, a cell toxin that causes thymineless death (Ahmad et al., 1998). Loss of function mutations
in KIURA3 permit cells to grow on media containing 5-FOA. We integrated KIURA3 at various distances
on both sides of the 240x tetO array in different strains in order to measure the distance dependence of
the mutation rate increase. To determine the off-target effect of expressing the targeted mutators we
measured the mutation rate at the native CAN1 gene on chromosome V. CAN1 imports the non-natural
amino acid canavanine, which gets incorporated into proteins in the place of arginine and causes them
to malfunction.
Mutator fusion proteins were expressed from LEU2-marked centromeric plasmids under the
control of the galactose inducible GAL1pr. The 240x tetO array was integrated with the HIS3 marker 3 kb
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downstream. This nearby H/S3 marker allows for detection of loss of function mutation events at KIURA3
that involve deletions of many kilobases of surrounding sequence. The TaGTEAM system is depicted in
figure 1. We find that localized Magl-sctetR leads to a targeted mutation rate increase in both apn1A
and WT strains, with WT strains exhibiting less genome-wide mutagenesis. The mutation rate increase
of between 100 and 1000-fold extends throughout a 20 kb region on either side of the array. TaGTEAM
generates both a wide range of PMs and many kb deletions at the target and is also able to generate
targeted mutagenesis on a centromeric plasmid.
Mutator Protein(Magl/CDG) Centromeric Plasmid
DNA binding
domain (sctetR)
CHRI:197000
NER~A3 KIUR A3 - HIS3 |- IOR31 T E
CEN1 -82,-17,-8, 0 or 240x 0.3 kb 3 kb 11 or 15 kb
or -5 kb tetO array
Figure 1: A system to carry out TaGTEAM and measure the resultant increase in the mutation rate. The
mutation rate marker KIURA3 is only present once in each strain.
Methods
Plasmid and yeast strain construction: Plasmids and yeast strains used in this study are listed in
Appendix 1 and 2. Plasmids were constructed using standard molecular cloning techniques or gap repair
in yeast and yeast transformations were performed using the method in (Daniel Gietz and Woods,
2002). All S. cerevisiae strains used were based on the W303 background (Thomas and Rothstein, 1989),
which was confirmed to be RAD5 using the protocol recommended by the SGD community wiki
(http://wiki.yeastgenome.org/index.php/CommunitvW303.html). A complete primer list is given in
Appendix 3.
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Growth, fluorimetry, fluorescence microscopy, and flow cytometry: Yeast strains containing plasmids
were grown at 300C in/on synthetic dropout media (Sherman, 2002) containing 2% dextrose, except
when induction by 2% galactose or a balance of galactose and raffinose (2% total sugar) was required.
Experiments to measure growth rate and fluorescence protein expression were carried out by diluting
cells from either a liquid starter culture or fresh plate in appropriate media at a density of 105 or 106
cells/mL. Growth was measured by optical density at 600 nm (OD) at various time points on a Varioskan
Flash plate reader (Thermo Scientific). Fluorescence measurements were taken from exponentially
growing cells at similar OD on one of three instruments: a Varioskan Flash plate reader, LSR 2 flow
cytometer (Becton Dickinson), or optical microscope (Zeiss).
Fluctuation Analysis: Fluctuation analysis was carried out based on methods described in (Foster, 2006;
Lang and Murray, 2008) Briefly, 12 parallel cultures were grown without agitation from low density
(10,000 cells/mL) to saturation for 3-4 days in synthetic dropout media containing galactose for
induction. The OD of each culture was measured and then multiplied by a calibration factor to get the
cell density. This calibration factor was determined by growing 48 parallel cultures to saturation in the
same conditions and plating dilutions on YPD medium. After determining the OD, the entire culture was
plated on 30mm diameter plates in order to conserve media and facilitate analysis of many cultures.
Selection plates consisted of synthetic dropout (SD) media without arginine and uracil containing 2%
dextrose for ADE2 revertants, synthetic complete media with 2% dextrose and 1 g/L 5'FOA
(USBiological) for klura3 mutants, SD media without arginine containing 2% dextrose and 600 mg/L
canavanine (Sigma) for canl mutants. Complete selection on FOA and canavanine plates required 2 and
4 days of growth, respectively. Plates were then imaged at 4x magnification and colony number was
scored using custom image analysis software written in MATLAB (Mathworks) with consistent colony
area cutoffs across all experiments (Appendix 4). The distribution of mutants in each culture was fit to
the MSS equation (Sarkar et al., 1992) for the Luria-DelbrOck distribution by maximum likelihood
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estimation in MATLAB to determine the mutation rate. 95% confidence intervals were calculated using
equation 3 in (Stewart, 1994).
Mutation Spectrum and Determination of Gene Target Size: Mutant colonies from fluctuation analysis
were re-patched on selection media to confirm phenotype before sequencing. Approximately 10' cells
were then boiled in 0.1% SDS, 0.02N NaOH solution for 10 minutes, pelleted, and the supernatant was
used as PCR template to amplify each ORF. PCR products were then sequenced using internal primers.
Gene target size was determined using the method described in (Lang 2008). Because of their similarity
in mutation spectrum, mutant klura3 sequences from the Mag1-sctetR expressed and not expressed
cultures were pooled to estimate the KIURA3 target size (165 bp). The CAN1 target size (226 bp) was
taken directly from (Lang and Murray, 2008).
Results
Magl-sctetR and CDG-sctetR function as localizable mutator proteins, but hAIDsc does not
We first tested whether MAG1, CDG, and hAlDsc were active in our W303 strain background by
expressing them from a centromeric plasmid under the control of the GAL1 promoter. Mutation rates
were determined at the CAN1 locus by fluctuation assay and compared to background rates (Fig. 2). We
tested mutators in both wild-type (WT) and apn1A backgrounds, as reduction in AP endonuclease
activity results in elevated mutation rates (Glassner et al., 1998). Magip increased mutation rates to a
much greater extent than CDG or hAlDsc in WT (Fig. 3). In apn1, CDG elevated mutation rates further
but surprisingly Magip did not. This was due to a severe growth defect in this background (Fig. 4A). At
least part of the reason for the reduced potency of CDG relative to Magip is a difference in relative
abundance, as measured by fluorescence of Mag1-YFP and CDG-YFP fusions (Fig. 4B, 4C). In our hands,
hAlDsc was not capable of generating mutations, so it was not pursued.
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Figure 2: Measurement of background mutation rates at CANI by fluctuation analysis. Rates (left) are
calculated by fitting the Luria-Delbruck distribution to cumulative distribution functions (CDFs, right) of
the number of mutant cells from 12 parallel cultures. Error bars represent 95% c.i.
1.2E-6 ,
WT
m apnld TT
EV CDG MAGI hAiDsc CDG-sctetR Magl-sctetR
Figure 3: Mutation rates are increased by candidate mutator enzymes. CDG increases the mutation
rate slightly in a WT strain and significantly in an apn1A strain compared to an empty vector (EV). Mag1
increases the mutation rate significantly in APN1 strain, and an increase is not measurable in an apn1A
strain because of a severe growth defect (Fig. 4). hAlDsc failed to increase the mutation rate. Error bars
represent 95% c.i.
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Figure 4: Magl-sctetR, but not CDG-sctetR, leads to a growth defect that is at least partially expression
dependent. (A) MAG1 expression leads to a severe growth defect in apn1A cells. (B) YFP tagged Mag1
and Mag1-sctetR fluorescence as measured by fluorescence microscopy indicates that Magl-sctetR
expresses at a lower level than Mag1. Magl and Mag1-sctetR were fused to venus and citrine variants of
YFP, respectively, but this can account for no more than a 2 fold difference in abundance (Sheff and
Thorn, 2004). (C) Expression of a nuclear localization signal (NLS)-tagged CDG-YFP fusion was
significantly lower than both NLS-YFP and Magl-YFP. (D) Mag1 generated growth defects are partially
alleviated upon fusion to sctetR but not YFP. Error bars represent variation between triplicate
experiments.
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We next confirmed that fusion of these mutator enzymes to sctetR did not eliminate their ability
to generate mutations. Expression of Mag1-sctetR but not CDG-sctetR elevated mutation rates in an
apn1A background (Fig. 3). We reasoned cells expressing Mag1-sctetR grow in the apn1A because
Magip activity is somewhat compromised by this fusion. Fusion of Magip per se did not reduce activity
because apn1A strains expressing Mag1-YFP do not grow (Fig. 4D). A Magl-sctetR-YFP fusion had lower
abundance as compared to a Mag1-YFP fusion (Fig. 4B). The reduced activity may be due to lower
abundance, lower enzymatic activity, or a combination of both. To confirm that mutator-sctetR fusions
retained the ability to bind tetO we used a tetR-repressible promoter driving YFP (Murphy et al., 2007)
(a kind gift of J.J. Collins, Boston University). Doxycycline (dox) binds to sctetR and reduces its affinity for
tetO, relieving the repression and increasing YFP expression. Both Magl-sctetR and CDG-sctetR
repressed YFP expression to nearly the same extent as sctetR (Fig. 5).
2 - nodox
1.8 - N10 ug/mL dox
1.6mutator _ 1.4
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sctetR E 1.2
0.
YFP a8 = 0.6
GLlpr T 0.4
2x tetO 0.2
empty sctetR Magi- CDG-
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Figure 5: Mutator-sctetR fusion proteins retain the ability to bind tetO as measured by fluorescence
knockdown from a tet-repressible promoter. Binding is relieved in the presence of dox. Error bars
represent variation from triplicate experiments.
24
Magl-sctetR increases the targeted mutation rate in a 20kb region in an array-dependent manner
To determine if mutator-sctetR fusions could selectively increase the mutation rate, they were
expressed in apnlA strains with a KIURA3 marker 0.3 kb from the 240x tetO array. Magl-sctetR
increased the mutation rate at KIURA3 to 7.2 x 10-s cell-' generation-1 (gen-1) (Fig. 6), a 2000-fold increase
above the 3.9 x 10-8 cell-1 gen-1 mutation rate in an APN1 strain in the absence of array and mutator.
CDG-sctetR increased the mutation rate to 1.3 x 10-6 cell-1 gen-1, but this increase was regardless of the
addition of dox. This dox independence suggests CDG-sctetR increases the mutation rate at the target in
an array independent manner, perhaps because of a propensity of DNA in that region of the genome to
be damaged by glycosylases. Because CDG-sctetR failed to generate an array dependent targeting effect,
it was not further studied. Magl-sctetR also significantly increased the mutation rate at CAN1 to 8.4 x
10-7 cell-1 gen-1, a 100-fold increase over the 9.0 x 10-9 cell-1 gen-1 mutation rate in an APN1 strain.
This 100-fold increase in the mutation rate on chromosome V in the presence of Magl-sctetR
means that targeted mutagenesis only increases the mutation rate 20-fold as compared to the genomic
background. In an attempt optimize the target specificity of Mag1-sctetR beyond 20-fold, cells were
grown in lower concentrations of galactose. Because so few molecules are actually bound to the array,
we hypothesized that off-target mutations would decrease faster than targeted mutations as the
expression of Mag1-sctetR decreased. Instead, we observed that off-target mutations remained
constant over a variety of galactose concentrations, but targeted mutagenesis and therefore target
specificity decreased sharply (Fig. 7). This sharp decrease was observed even over a small change in
expression as measured by Magl-sctetR-YFP fluorescence.
In a second attempt to increase the target specificity of Magl-sctetR, we carried out targeted
mutagenesis in an APN1 strain. Mutation rates at the targeted locus (Fig. 8A) were 3.1 x 10-s cell-1 gen-1
(generation-1 ), a >800-fold increase over the 3.9 x 10-8 cell- gen-1 mutation rate measured in the absence
of Magl-sctetR. Mag1-sctetR expression did not change the mutation rate at CAN1 significantly (similar
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to as previously measured, Fig. 3), increasing the target specificity by an order of magnitude as
compared to the apnlA strain. Mutation rates at KIURA3 in the absence of the array were elevated 40-
fold indicating Mag1-sctetR also causes a locus-dependent increase in the mutation rate that is
unrelated to the tetR-tetO interaction.
TaGTEAM creates a region of elevated mutagenesis that spans roughly 10 kb on either side of
the array in both APN1 (Fig. 8B) and apnlA strains (Fig. 9). On the centromeric side, mutation rates fall
to background at between 17 and 82 kb away in an APN1 strain. This background is still elevated roughly
10-fold as compared to mutation rates in the absence of Mag1-sctetR. Taken together, the off-target
mutation rate increases generated by expression of Magl-sctetR in an APN1 strain seem to vary
between 40-fold at the end of chromosome 1, 10-fold on the other arm of chromosome 1, and less than
3-fold on chromosome V. We were unable to probe the distance dependence of targeted mutagenesis
farther than 15 kb on the telomeric side of the array due to difficulty integrating KIURA3 into the
repetitive subtelomeric sequence. Because of the increased target specificity and decreased genetic
manipulation required, we chose to further study targeted mutagenesis in an APN1 strain.
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Figure 6: TaGTEAM generates targeted mutations in an apnlA strain. Magl-sctetR expression in a
strain carrying a 240x tetO array leads to 2000-fold increase in the targeted mutation rate at KIURA3.
Background mutation rates at CAN are increased 100-fold. CDG-sctetR increases the targeted mutation
but not through tetO array localization, as indicated by the addition of dox. Error bars represent 95% c.i.
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Figure 8: TaGTEAM generates mutations in a 20kb region surrounding the tetO array. (A) Mutation
rates at the 0.3kb target are elevated 800-fold, while mutation rates at CAN1 do not change
significantly. (B) This increase in mutation rate persists for at least 10 kb on either side of the array as
measured in strains with KIURA3 integrated the specified distance from the tetO array (one instance per
strain). Selection for HIS3 (diamonds) decreases the mutation rate slightly and addition of dox (squares)
eliminates targeted mutagenesis completely. Labels on data points report the ability to PCR KIURA3
from a particular mutant, PCR+(total). Error bars are 95% C.I.
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TaGTEAM generates both broad-spectrum PMs and rearrangements at different target loci
The loss of function mutation rates measured at KIURA3 do not distinguish between point
mutations and rearrangements. To assess the fraction of point mutations at the target locus, we used
PCR to probe for the KIURA3 cassette in the genome of mutants. A third of mutants at both -8 kb and 0.3
kb were PCR+ (ie. KIURA3 detectable) (Fig. 8B; labels on data points indicate number of PCR+ mutants
out of total assayed in parentheses). We sequenced KIURA3 in PCR+ mutants (Table 1). Similar to
spontaneous mutagenesis, TaGTEAM generates a broad spectrum of both transitions and transversions.
Lumping mutations into three categories: mutations at TA, mutations at CG, and deletions confirms that
the Magl-sctetR spectrum is not significantly different from the spectrum generated by spontaneous
mutagenesis (Fisher's exact test p=0.44). Roughly a quarter of mutants were single base deletions and
one complex mutation was observed, containing 3 base substitutions within 10 base pairs.
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Table 1. Mutation spectrum of Magl-sctetR
MAG-sctetR Empty vector
(N=49) (N=23)
TA>CG 6.1% 13.0%
transversions 59.2% 47.8%
GC>TA 26.5% 21.7%
GC>CG 14.3% 4.3%
delt~os 2.5%30,40
We found all PCR+ mutants retained the ability to grow on media lacking histidine (His') while
>95% of PCR- mutants were His- and had lost the nearby HIS3 cassette. The correlated loss of KIURA3
and HIS3 suggests a rearrangement that results in a deletion spanning multiple kbs. We could bias
against deletions by selecting for HIS3 using media lacking histidine. Here, mutation rates decreased by
roughly one-third in the target region and the fraction of PCR+ mutants increased (Fig. 8B), making point
mutagenesis the dominant mutagenic event.
To assess TaGTEAM's functionality at an alternative locus, the 240x tetO array was placed on a
centromeric plasmid adjacent to an ade2-1 allele, which reverts to an Ade+ phenotype upon mutation of
an internal stop codon (Fig. 10). Because targeted mutations must lead to specific single base pair
substitutions for growth on media lacking adenine, this gain of function marker better estimates the per
base pair point mutation rate. Galactose-inducible Magl-sctetR was integrated into the HIS3 locus on
chromosome XV. The targeted mutation rate was 4.9 x 10- cell-1 gen-1 (Fig. 10). Accounting for the target
size of KIURA3 (~165 bp as calculated by (Lang and Murray, 2008)), this mutation rate was the same
order of magnitude as the per base pair rate observed at the target locus on chromosome 1. Surprisingly,
addition of dox reduced the mutation rate only 4-fold, 5-fold higher than the rate measured in the
absence of Mag1-sctetR expression. Because the mutation rate at CAN1 is unaffected by Magl-sctetR
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expression, plasmids may exhibit a propensity for non-specific Magl-sctetR damage similar to the locus-
specific effects seen at the target locus on chromosome 1.
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<:: ade2-1 I, 10-81-
240x 0Okb Dox - - +
tetO array Mag1-sctetR - + +
Figure 10: TaGTEAM also generates targeted mutations on a plasmid. Mutation rates were monitored
using the gain of function marker ade2-1, which reverts through base pair substitutions at an internal
stop codlon. Error bars represent 95% c.i.
Discussion
By fusing a DNA glycosylase to a DNA binding domain and localizing it to an array of binding sites
in S. cerevisiae, we have created a 20 kb region of elevated point mutagenesis. Given a 165 bp target
size for KlURA3, we estimate point mutations are created by TaGTEAM at a rate of ~10-1 bp-' gen-1. In
applications, the targeted region will encompass a set of genes to be evolved, so in a population of 3 x
101 cells, every single base pair change in the region will be represented with >95% probability assuming
a uniform mutation rate. This population size is easily achieved for yeast in bench scale shake flask or
chemostat culture. As a comparison, under the same assumptions the WT mutation rate of ~10-10 bp-1
gen-1 yields single base pair coverage with a population size of 3 x 1010 cells, which could also be
achieved in 1 L culture but without the 1000X coverage of single mutants realized by TaGTEAM that may
be necessary for rapid selection of desired mutants instead of their loss to drift.
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TaGTEAM represents a novel method for targeted mutagenesis in yeast and the first method to
our knowledge where mutagenesis occurs continuously in vivo without the need for rounds of genetic
transformation. Due to yeast's industrial relevance, TaGTEAM is an important step toward the in vivo
directed evolution of multigenic cellular phenotypes including metabolic pathways, synthetic regulatory
networks, and tolerance to chemicals of interest present in industrial fermentation. The stability of the
array may limit TaGTEAM for long-term continuous evolution, but we find point mutants retain the
ability to localize tetR-YFP (Fig. 11), and targeted mutagenesis should continue in subsequent
generations provided the mutator is expressed stably. Another limitation is that the mutation rate
currently achieved by TaGTEAM requires the use of a selection scheme to enrich for mutations of
interest.
Multiple features of TaGTEAM were inconsistent with the model that Magl-sctetR-mediated
point mutations are generated by increased abasic site generation leading to mutagenesis via trans-
lesion synthesis (TLS) during replication. First was the long-range point mutagenesis; given Magl is
tethered to sctetR by a short (~20 nm) peptide linker, it was unclear how it acts to create abasic sites in
a 20 kb region flanking the array with roughly equal frequency. Second was the combination of point
mutations and rearrangements; TLS of isolated abasic sites should not trigger the large deletions
observed. Third was the small effect of deleting APN1 on the targeted mutation rate; APN1 should have
a strong effect on targeted mutagenesis if mutations came only from TLS of abasic sites. Fourth was the
inability to increase the target specificity by titrating Magl-sctetR; given the number of array bound
mutator proteins, maximal GAL1pr expression should not be required to achieve the highest targeted
mutation rate. Given these inconsistencies with the initial model, we set out to explore an alternate
model for targeted mutagenesis by Magl-sctetR.
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Figure 11: Localization of tetR-YFP and YFP foci observation confirms 240x tetO array presence in
point mutants. Transformation of a plasmid delivering a methionine-inducible fusion of tetR to YFP
shows that PCR+ mutants created in the absence of selection for HIS3 retain the array while PCR-
mutants do not. Under selection, all PCR+ and most PCR- mutants retain the array.
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Chapter 3: A mechanistic understanding of targeted mutagenesis by TaGTEAM
Introduction
In an effort to increase the rate of desirable point mutations generated by TaGTEAM, we set out
to understand the mechanism by which targeted damage generated by Magl-sctetR leads to mutations
in the general region. As previously discussed, a number of results directly conflicted with our initial
hypothesis that DNA looping was bringing array-bound Magl-sctetR into contact with nearby DNA
where it was generating an abasic site that was repaired in an error prone fashion by TLS. We pursued
an alternative model whereby Mag1 damage generates intermediates for homologous recombination
(HR) that lead to error-prone repair. Magi generated abasic sites could lead to double-strand ends
(DSEs) through fork collapse (Boiteux and Guillet, 2004) or abasic sites clustered within a few helical
turns could lead to double-strand breaks (DSBs) directly (Eccles et al., 2009; Ma et al., 2008).
While the repair of such intermediates by HR is generally error-free, it can be error-prone in
certain circumstances. In the presence of repetitive sequence, incorrect homology choice can lead to
rearrangements. Repair of DSBs generated by the HO endonuclease has been shown to generate point
mutations that are dependent on the error-prone polymerase ( (REV3-REV7 in S. cerevisiae) (Holbeck
and Strathern, 1997; Rattray et al., 2002), as has repair of I-Scel induced DSBs in the presence of DNA
base pair-damaging agents (Yang et al., 2008; Yang et al., 2010). We hypothesized that targeted point
mutations were occurring through the HR-dependent localized hyper-mutagenesis (LHM) process (Yang
et al., 2008; Yang et al., 2010) where resectioning of broken ends by EXO1 or the SGS1-TOP1-RM/3
complex (Symington and Gautier, 2010) exposes ssDNA, which is used to search for homology in a
RAD52-directed process. Damaged ssDNA requires lesion bypass by Pol ( during re-synthesis generating
point mutations (Fig. 12). Since resectioning can proceed many kb from a break (Zhu et al., 2008), this
can explain long-range point mutations. While a DSB is pictured, similar resectioning can occur with a
double-strand end intermediate (Boiteux and Guillet, 2004).
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Figure 122: A model for mutagenesis through HR. A break intermediate can generate rearrangements
through short repetitive sequences (orange triangles) or point mutations (PMs) through resection, DNA
damage resulting in an AP site, and pol ; recruitment during resynthesis. MRX refers to the MRE11-
RAD50-XRS2 complex that initially binds to DSBs and helps initiate resectioning. Ku is the YKU70-YKU80
dimer that initiates NHEJ. All other genes are described in the text.
If the sole role of Magl-sctetR were to create substrates with DNA ends to be repaired by HR,
then creating DSBs in the array using an endonuclease might be sufficient for targeted mutagenesis.
While site-specific endonucleases have been associated with neighboring damage (Lloyd et al., 2005)
such enzymes repeatedly cleave the DNA until mutagenic repair of the recognition site prevents further
cleavage. We created a C-terminal fusion of the nuclease domain of FokI to sctetR and expressed it in
strains containing the 240x array and KIURA3 marker at various positions. Native Fokl is prohibited from
making SSBs by its binding domain, which sequesters the nuclease domain until dimerization with
another Fokl monomer (Bitinaite et al., 1998). However, we only used the nuclease domain of FokI, so in
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the array it likely makes SSBs as a monomer and DSBs through dimerization with other array-bound
copies.
Additional Methods
Observation of Rad52-CFP foci: Cells expressing Rad52-CFP were grown as described above, harvested
at an OD between 1 and 2, and imaged on an optical microscope. HO induction was accomplished by
overnight growth in 2% raffinose followed by 8 hour induction in 2% galactose. Foci were counted by
observing the change in brightness across a z-stack of images for the brightest 9 pixels in a cell. This
change was used as a threshold which was calibrated such that the HO-induced fractions of cells with
dots matched those in (Lisby et al., 2001).
Determination of cell-cycle distribution: Cells were grown overnight to an OD between 0.5 and 0.8 in
SG media without leucine to induce mutators and select for plasmids. Cells were collected, fixed, and
DNA was stained with SYTOX green (Invitrogen) according to (Haase and Reed, 2002). Flow cytometry
was performed on a BD Accuri C6 flow cytometer (Becton Dickinson).
Confidence intervals on mutation rates: For sgsl exol strains expressing Magl-sctetR or sctetR-Fokl
and sm/i ddc2 strains expressing sctetR-Fokl, mutation rates were calculated using Drake's method, eq.
10 in (Foster, 2006). 95% c.i. were found using Drake's method with the 3 rd and 1 0 th most number of
mutants (out of 12 cultures) (Foster, 2006). For all other mutation rates, 95% confidence intervals were
calculated using equation 3 in (Stewart, 1994).
Results
TaGTEAM PMs are created during repair of targeted damage by homologous recombination
To determine if Mag1-sctetR generates HR repair intermediates, we introduced a Rad52-CFP
fusion and scored bright CFP foci in single cells (Fig. 13). Consistent with previous results (Lisby et al.,
2001), Rad52-CFP foci form in ~40% of cells expressing the HO endonuclease. These foci are an
imperfect marker: HO-induced breaks in the MAT locus are generated and repaired many times per cell
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cycle (Pellicioli et al., 2001), so while every cell contains a break, not all breaks form Rad52-CFP foci. Still,
Rad52-CFP foci form in roughly 5% of cells expressing Magl-sctetR. Assuming a false negative rate
similar to HO, a rough estimate of the DSB generation rate is 0.1 cell-1 gen'. These HR intermediates
require localized DNA damage at the target as they are array-dependent. Mag1-sctetR does increase the
number of Rad52-CFP foci in an array-independent manner, but only slightly (0.06%).
Figure 13: TaGTEAM in a strain carrying a CFP-tagged version of Rad52p shows that damage at the
array is repaired through HR. A) Bright field and CFP fluorescence images show bright Rad52-CFP foci
indicating HR repair of DSBs. B) Foci formation is dependent on array presence and occurs in roughly
1/10 cells as compared to the HO endonuclease which cuts in every cell. Error bars are bootstrapped
95% C.I.
Targeted mutations occur at a >1000-fold lower frequency than the DSBs as determined by
Rad52-CFP foci. We took a genetic approach to confirm these HR intermediates actually cause the
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mutations observed. The LHM model predicts that RAD52, REV3, and the exonuclease activity of either
SGS1 or EXO1 are necessary for targeted mutagenesis (Fig. 12). We measured the mutation rate at -8 kb
and 0.3 kb in deletion backgrounds of each repair enzyme with and without selection for HIS3 and
subtracted it from the mutation rate in the same deletion background lacking the array (Fig. 14). This
"targeted mutation rate" accounts for global changes due to the deletion. Regardless of selection for
HIS3, all targeted mutagenesis requires RAD52, confirming HR as the key repair process. Under selection
for HIS3, the targeted point mutants that predominate depend absolutely on REV3 (Pol () and SGS1 +
EXO1 (resectioning activity).
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Figure 14: Genetic analysis confirms LHM process generates PMs. Knockout mutants of pathway
components in figure 12 demonstrate that targeted mutagenesis with Magl-sctetR depends on HR
(RAD52) and that point mutations (dominant under HIS3 selection) depend on REV3 and SGS1 + EXO1.
Error bars represent 95% c.i.
In the absence of selection, the targeted mutation rate in an sgsl exol double mutant increased
2 orders of magnitude at 0.3 kb and was eliminated at -8 kb. De novo telomere addition is known to be a
dominant repair pathway in this background (Lydeard et al., 2010), and this process is consistent with
the asymmetric results observed. The mutation rate increase is likely because breaks that could be
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repaired error-free at KIURA3 using HR now must be repaired using de novo telomere addition, which
always results in a mutation on the telomeric side of the array. While it is not known that de novo
telomere addition is upregulated in a rev3 mutant, it is possible that HR of the damaged DNA around the
array is less effective without Pol ( and more breaks are repaired by de novo telomere addition as a
consequence.
The Rad52-CFP foci and the mutation rate in an sgsl exol background give us two different
estimates on the double strand break rate at the array. These estimates are roughly 10-1 cell-1 gen-' by
repair foci and 10-2 cell-1 gen 1 by de novo telomere addition mutant generation. Both of these rates are
far higher than the 10-5 cell-1 gen- 1 point mutation rate, so some other process must limit the generation
of point mutations.
The RAD52 dependence even without HIS3 selection implies that large deletions spanning both
HIS3 and KIURA3 are HR-dependent. When integrating the array and mutator, short repetitive sequence
elements were introduced that could explain such deletion events (see Fig. 15 for a description of how
these elements could combine to delete sections of the targeted region). To confirm their involvement,
we integrated an 85x tetO array with KIURA3 that lacked the repeated sequences. We found a similar
targeted mutation rate (2.4 x 10-s cell-1gen-1), but almost all mutants (11/12) were PCR+, suggesting the
repeated sequences are responsible for almost all rearrangements. The tetO sites within the array could
also cause aberrant recombination, leading to changes in array size or deletion in mutants. Still, PCR+,
His+ mutants always contain an array as probed by fluorescent foci formed by localized tetR-YFP (Fig.
11).
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Figure 15: Inter and intra-chromosomal repetitive homologous sequences lead to deletions. Various
repetitive homologous sequences introduced during strain construction-17 bp (brown), 18 bp (orange),
201 bp (dark cyan), 430 bp (light cyan)-can mediate different HR-dependent deletions of the mutation
rate marker KIURA3 depending on its position. At 0.3 kb there are three possible deletions, only one of
which leads to simultaneous deletion of the HIS3 marker. At all other positions, there is only one
possible deletion, and it always results in simultaneous deletion of the HIS3 marker.
Targeted FokI leads to rearrangements but not PMs
Similar to Magl-sctetR, sctetR-Fokl elevated the mutation rate at the target 620-fold (Fig.16A).
However, sctetR-FokI had no effect on the background mutation rate, either at CAN1 or at KIURA3 in the
absence of the array. In addition, sctetR-Fokl exhibited an asymmetric distance dependence profile and
very few mutants (2/48) were PCR+ (Fig. 168). While the fraction of cells with Rad52-foci in cells
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experiencing sctetR-Fokl damage at the array was similar to Mag1-sctetR (Fig. 13), RAD52 deletion did
not completely eliminate targeted mutagenesis in the absence of HIS3 selection (Fig. 16C). Therefore, a
large fraction of mutations created by sctetR-Fokl are RAD52-independent rearrangements. As
expected, this rearrangement did not require the short repetitive sequences present near the array
because their elimination using the 85x array construct mentioned above did not decrease the mutation
rate (2.7 x 10-s cell-1gen-1) and most mutants remained rearrangements (2/12 were PCR+). Under HIS3
selection mutation rates throughout the target region were further decreased as compared to Mag1-
sctetR (Fig. 16B). The remaining mutagenesis was independent of Pol ( (Fig. 16C) and still predominantly
rearrangements (8/32 were PCR+). Therefore, processing of Foki-generated damage - presumably DSBs
- results in loss of KIURA3 function largely through RAD52-independent rearrangements rather than the
LHM process in Fig. 12.
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Figure 16: Targeted DSBs generated by Foki lead to HR-independent rearrangements and not point
mutations. A) Expression of sctetR-FokI in the same strain background as Magl-sctetR leads to a similar
(620-fold) increase in targeted mutation rates without any increase in background mutation rates. B)
The sctetR-Fokl distance dependence is asymmetric, selection for H1S3 leads to a more severe drop in
mutation rate, and very few PCR+ mutants are generated as compared to Magl-sctetR. E) Consistent
with these differences, targeted mutagenesis is not RAD52-dependent, and even under selection for
HIS3 there is no dependence on REV3. Error bars represent 95% c.i.
Checkpoint activation and genome-wide DNA damage are sufficient to bias repair towards error-
prone HR that generates PMs
Since sctetR-FokI damage increases Rad52 foci (Fig. 13), much of it must be repaired via HR
without mutating KIURA3. Understanding why these HR repair events do not lead to point mutations
and why the dominant mutagenic event is RAD52-independent rearrangements could allow us to
increase point mutations and potentially use any DSB to generate them. We hypothesized that
differences between sctetR-Fokl and Magl-sctetR were either due to the nature of the break
intermediate or the cellular context in which the break was repaired. In support of the second
hypothesis, Mag1-sctetR, but not sctetR-Foki, has a non-specific DNA damaging activity that increases
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background mutation rates (Fig. 8) and increases the fraction of cells with Rad52-CFP foci in the absence
of the array (Fig. 13).
To test if the non-specific DNA damage activity of Magl-sctetR explains the difference in types
of mutations generated by each mutator we co-expressed untargeted MagIp with sctetR-Fokl (Fig. 17).
MagIp co-expression was sufficient to switch mutations generated by sctetR-Fokl to predominantly
point mutations (11/12 were PCR+). HIS3 selection caused no drop in the observed mutation rate, and
like Magl-sctetR, targeted mutagenesis was REV3-dependent. The mutation spectrum was not
significantly different from that generated by Mag1-sctetR (Table 1, Table 2, Fisher's exact test p=0.2),
consistent with mutations occurring at bases damaged by MagI.
Table 2: Mutation spectrum of sctetR-FokI +
Mag1 or MMS
sctetR-Fokl sctetR-FokI +
+ Magl 0.003% MMS
(N=48) (N=70)
trahiftofls 8S314
TA>CG 14.6% 1.4%
transversions 52.1% 64.3%
GC>TA 25.0% 40.0%
GC>CG 4.2% 4.3%
deIlttns 29?246i 4.394
We hypothesized the non-specific DNA damage activity of Magip promotes HR-mediated point
mutations in at least two ways: 1) by activating the DNA damage checkpoint, biasing repair towards HR
and 2) by creating DNA lesions that must be bypassed after resection using Pol (. Repair pathway choice
is affected by checkpoint activation (Symington and Gautier, 2010), and LHM surrounding a I-Scel-
generated DSB occurs only with the addition of the DNA methylating agent methyl methanesulfonate
(MMS) (Yang et al., 2010).
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Figure 17: Global DNA damage redirects mutagenic repair of sctetR-Foki-induced breaks towards HR-
dependent point mutations via checkpoint activation and DNA lesions. Mutation rates generated by
sctetR-Fokl expression in WT, Pol (-deficient (rev3), and checkpoint-deficient (sm/i ddc2) strains were
measured and compared to those in the presence of co-expressed Mag1p, MMS, or HU. A) In the
absence of selection for HIS3, co-expression of Magip with sctetR-Fokl makes checkpoint- and Pol (-
dependent point mutagenesis the dominant mutagenic outcome, as indicated by scoring of mutants for
a His* and/or PCR+ phenotype (listed above bars). HU, on the other hand, decreases HR-independent
rearrangements without creating point mutations. In the absence of Mag1 activity, loss of checkpoint
activation leads to very high (>10' cell-' gen-') mutation rates that correspond to rearrangements. B)
HIS3 selection reveals Pol (-dependent point mutations generated by the addition of MMS. In every case
observed, His- mutants were never PCR+. Addition of HU to sm/i ddc2 strains eliminates growth,
preventing measurement of the mutation rate. Error bars are 95% C.I.
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SYTOX green staining of DNA in growing cells (Fig. 18) showed more cells with 2C DNA content
when Magl-sctetR or Mag1 (and sctetR-Fokl) was expressed versus sctetR-Fokl alone, consistent with
increased checkpoint activation. We then measured mutation rates in a sm/i ddc2 background deficient
in the Mecip-dependent DNA damage checkpoint (Paciotti et al., 2000). Targeted mutagenesis by
Mag1- sctetR or sctetR-Fokl and Magip was completely eliminated under selection for HIS3 (Fig.17B),
confirming that point mutagenesis depends on Meclp/ATR checkpoint activation. In the absence of HIS3
selection (Fig. 17A), mutation rates in strains expressing sctetR-Fokl increased significantly to 5.79 x 10-4
cell-1 gen-1 (- MMS) and 6.51 x 10-4 cell-1 gen-' (+ MMS). Therefore, without checkpoint activation His-
rearrangements increase, likely through an HR-independent pathway. Strains co-expressing sctetR-Fokl
and Magip did not show an increase in mutation rate but mutations switched from point mutants
(11/12 PCR+) to rearrangements (0/12 PCR+).
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Figure 18: Cell cycle distributions show importance of DNA damage checkpoint activation in DSB
repair fate. Compared to sctetR-Fokl, Mag1-sctetR expression increases the fraction of cells with 2C
DNA content as determined by flow cytometric analysis of exponentially growing cells stained with
SYTOX green. This increase is indicative of the DNA damage checkpoint activation because it is
eliminated in checkpoint-deficient (sm/l ddc2) strains. Co-expression of MagIp causes increased
checkpoint activation as compared to expression of sctetR-Fokl alone. Checkpoint-deficient strains co-
expressing Magip grow significantly slower than other strains (y is the growth rate +/- SD from triplicate
samples), explaining why the number of cells with 2C DNA content increases in this case.
To see if checkpoint activation was sufficient to shift the mutagenic outcome of a sctetR-Fokl
break toward HR-mediated point mutagenesis, we added hydroxyurea (HU) to activate the DNA damage
checkpoint without creating lesions. The addition of HU, which depletes nucleotide pools leading to fork
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stalling and collapse, to cells expressing sctetR-Fokl (Fig. 17A) decreased the mutation rate in the
absence of selection 10-fold, such that HIS3 selection no longer had any effect on the mutation rate.
Unlike Magip or Magl-sctetR, checkpoint activation via HU addition decreases HR-independent
rearrangements without adding REV3-dependent point mutations.
Finally, we added MMS to generate DNA lesions in cells experiencing sctetR-Fokl induced breaks
at a concentration (0.001%) we found has minimal impact on growth (Fig. 19A). Mutation rates under
HIS3 selection increased in a REV3-dependent manner and 6/10 mutants were PCR+ (Fig. 17B),
consistent with an increase in the rate of point mutagenesis. Increasing the MMS concentration to
0.003% further increased the mutation rate (Fig. 19B) to 5.14x10-5 cell[gen1 , with 9/12 His' mutants
even without HIS3 selection. Further increases in MMS did not affect the mutation rate and growth was
impaired. The mutation spectrum generated by MMS (Table 2) was different from Magl or Magl-sctetR
(Fisher's exact test p=0.0025) and consistent with MMS damage occurring at cytosine residues in ssDNA
(>70% of base pair substitutions were CG>TA or CG>AT), as previously reported (Yang et al., 2010).
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Figure 19: MMS titration reveals mutation rate plateau. A) Overnight growth of cells in various levels of
MMS compared to growth without MMS. B) Mutation rates in cells expressing sctetR-Fokl reach a
maximum at 0.003% MMS. Selection for HIS3 reveals that the majority of mutations at this level of MMS
are point mutations. Error bars on growth represent the variation in triplicate samples and on mutation
rates represent 95% c.i.
Discussion
Through Rad52 tagging and fluorescent foci observation, genetic perturbations, and direct DSB
generation at the array, we show that targeted mutations are generated by TaGTEAM through error-
prone HR. Our results can be summarized by following the fate of a DSB through two branched decision
points that depend on the cellular context in which the DSB is repaired (Fig. 20). Most DSBs or DSEs are
repaired in an 'error-free' way via a canonical pathway of ATR/Meclp checkpoint activation followed by
an HR-dependent process. In fact, we show that cell populations generating DSBs at an approximate rate
of 0.1 cell- gen-1 only exhibit a small reduction in growth (Fig. 18) and otherwise appear phenotypically
indistinguishable from a wild type population - a testament to the speed and efficiency of this repair.
However, if checkpoint activation is weak, mutagenesis is dominated by HR independent repair (possibly
NHEJ or de novo telomere addition, Fig. 20B). If checkpoint activation is eliminated directly (ddc2 sm/1,
Fig. 17A) or indirectly (sgs1 exol, Fig. 14), the targeted mutation rate soars to ~10- cell-' gen1 ,
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approaching the DSB generation rate and consisting of HR independent rearrangements. This
constitutes the first decision point, a switch between checkpoint activation followed by HR and HR-
independent rearrangements.
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Figure 20: A model for the mutagenic outcome at KIURA3 due to targeted damage generated by
Magl-sctetR or sctetR-Foki. Magl-sctetR and sctetR-Fokl both generate lesions that lead to DSBs, but
the mutagenic repair outcome at KIURA3 depends on two conditions: 1) checkpoint activation and 2)
base pair damage. Repair that is error-free at KIURA3 and cell death are other possible outcomes of
targeted damage. A) In cells expressing Magl-sctetR both conditions are present, leading to high rate
point mutagenesis and minimal HR-independent rearrangement. B) sctetR-Fokl expressing cells do not
activate the DNA damage checkpoint to the same extent or experience base pair damage and the
primary mutagenic event is HR-independent rearrangement. Co-expression of untargeted Magip with
sctetR-Fokl or addition of MMS (C) mimics Magl-sctetR mutagenesis. Addition of 4.5 mg/mL HU (D),
demonstrates that the transition in primary mutagenic outcome from HR-independent rearrangements
to HR- and REV3-dependent point mutations occurs only when both conditions are met.
The second decision point is a switch between error-free and error-prone HR (Fig. 20). Even at
low levels, agents that introduce lesions in resected ssDNA can drive the formation of point mutations
(PMs) that occur during Pol ( mediated TLS across those lesions. This is the origin of the targeting effect
that we observe. Because of the particulars of our construct, HR-mediated deletions also occur at the
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target, resulting in deletions of KIURA3 (Fig. 15) or potentially portions of the array due to the repeated
19 bp tetO sites. Importantly, PM events do not lead to significant loss of the array as PCR+ mutants still
contain an intact tetO array as measured by the ability to bind tetR-GFP and generate a bright spot (Fig.
11). When this second switch to error-prone HR is made in cells that have already made the first switch
away from HR-independent processes and towards HR through checkpoint activation, the result is a
dramatic change in the types of mutations caused by DSB repair.
In concert, the two DNA damage stress-dependent switches we outline here (Fig. 20) result in a
similar functional outcome as stress-induced mutagenesis pathways identified in E. coli (Ponder et al.,
2005). However, unlike in E. coli, the connection between stress and mutagenesis does not require
active signaling and the particular stress must lead to DNA lesions. This is distinct from previously
reported instances of stress-induced mutagenesis in yeast (Steele and Jinks-Robertson, 1992), which
have been associated with mutagenic NHEJ (Heidenreich et al., 2003). Our findings further extend
previous work connecting mutagenic repair of DSBs with DNA lesions (Yang et al., 2010) to levels of
damage that do not significantly inhibit growth and may be more relevant in a natural context. They are
also an example of the connection between checkpoint activation and mutagenic TLS (Koren, 2007).
From the standpoint of a growing microbial population, under "good" conditions, a DSB that does not
trigger the checkpoint will result in an HR independent rearrangement. Given the compact genome of S.
cerevisiae, this will likely be a fatal event, mimicked by HIS3 selection. Because of its rarity (<10-4 cell-
gen 1 for H/S3 loss), this has no effect on the population's growth. The addition of low levels of DNA
damaging agents that have negligible effects on growth increases Pol (-dependent PMs dramatically,
shifting the primary mutagenic event to long range point mutagenesis. This is different from E. coli,
where multiple types of damage lead to the SOS response and multiple general stresses lead to RpoS
activation. Checkpoint activation decreases mutation rates by preventing HR-independent
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rearrangements, but paradoxically sets up a situation where mutagenesis by DNA damaging agents is
amplified in the region surrounding the break.
Our results highlight additional dangers in exposing human tissue to low levels of agents that
create DNA lesions. Regions peripheral to the site of delivery of radio- and chemotherapeutic agents
would also experience low levels and are at increased risk for mutagenic repair of a DSB, whether it also
arises due to the therapy or is spontaneous in origin. Moreover, the risk could be further heightened if
there are other stresses in the cellular environment to promote robust checkpoint activation. Notably,
the initial mutations in cancers have been suggested to be due to PMs in oncogenes that are more likely
to be tolerated than GCRs (Loeb et al., 2003). In fact, recent evidence suggests TLS across resected DNA
is a source of PMs in higher eukaryotes, including signatures of this event in several human cancer cell
lines (Roberts et al., 2012). Interestingly, the location of these PMs in these particular lines suggests that
native APOBEC proteins are responsible for the ssDNA lesions. Sequencing of 21 breast cancer genomes
provides further evidence of local hypermutagenesis by APOBEC generated lesions clustered to a single
DNA strand (Nik-Zainal et al., 2012). Because this damage is localized and exhibits strand bias, it is
completely consistent with extensive DSB resectioning. Perhaps one reason why HR is downregulated
relative to NHEJ in higher eukaryotes is to prevent this type of PM during DSB repair. In mice exposed to
chronic irradiation, Ku is upregulated and recombination is decreased, suggesting enhanced NHEJ during
damage prevents HR (Kovalchuk et al., 2004). Damage in more complex genomes with repeated regions
may result in viable and potentially oncogenic GCR events, but most will be lethal.
Our choice of Magip as a mutator enzyme was somewhat serendipitous for two reasons. First, it
likely provides a way to introduce clustered abasic sites in a pre-defined genomic location and hence
more easily follow their fate. Second, Magl-sctetR has the unique properties of eliciting strong
checkpoint activation in all cells and creating DNA lesions, thereby channeling mutagenic repair events
into HR-dependent PMs. While to a first approximation combining sctetR-Fokl breaks with a DNA
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damage agent like MMS mimics Magl-sctetR, there is some evidence of Mag1-specific lesion effects.
Expression of untargeted Mag1p, while shown to have a stronger abasic site generation activity than
Magl-sctetR (Fig. 3), does not cause as great an S/G2 shift in the cell cycle distribution (Fig. 18). This
checkpoint delay may be a signature of clustered abasic site breaks, which can have blocked 3' ends that
require SAE2 clipping and/or are less efficient for homology search (Boiteux and Guillet, 2004). These
ends could both explain the increase in the HR-mediated deletion rate with Magl-sctetR as compared to
co-expression of Magip and sctetR-Fokl (Fig. 17A, His status of mutants) and be the reason Magl-sctetR
generated breaks appear less efficient for HR independent rearrangements (Fig. 17A, sm/i ddc2 sctetR-
Fokl + MMS v. Magl-sctetR). Further, deletion of REV3 increases the targeted mutation rate in the
absence of HIS3 selection in cells experiencing clustered abasic site damage from Magl-sctetR, as
opposed to a combination of endonuclease breaks and genome-wide abasic site damage (Fig. 17). Taken
together this evidence highlights the importance of studying the local effect of various types of clustered
DNA damage and suggests clustered abasic site damage may be particularly prone to long-range high
rate PMs.
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Chapter 4: Increasing the rate of TaGTEAM generated PMs by base damage
titration and cell cycle arrest
Introduction
In chapter 3 we demonstrated that TaGTEAM is capable of generating PM rates of 3 x 10-7 bp-1
gen-1 (sctetR-Fokl + 0.003% MMS), a 1000-fold increase over the WT genomic rate. This means that a
liter-scale bench top culture of 1010 cells would contain 103-104 mutants with PMs in the target region,
compared to 1-10 mutants with PMs in the rest of the genome. While a considerable success, this rate
still makes the process of screening for gain of function mutations impractical. Selection could be
employed to enrich populations for mutants that increase fitness, but not all interesting phenotypes are
selectable. In addition, the ability of TaGTEAM to generate large mutant libraries compares poorly with
error-prone PCR and transformation in yeast, which can easily generate library sizes on the order of 106
mutants in a couple of days. Because of these limitations with TaGTEAM, increasing the PM rate is
important for its use in evolving relevant multigenic phenotypes.
PMs are generated by TaGTEAM following error-prone HR of a DSB. Increasing this rate would
involve making sure that a targeted DSB was generated in every cell each generation, and that every
DSB was repaired through error-prone HR that generated PMs in a 20kb region. Our data suggest that at
least 1 in 10 cells gets a DSB (Fig. 13), but only 1 in 10,000 cells gets a PM in KIURA3 (Fig. 19). Two
strategies for increasing the number of DSBs that lead to PMs are suggested by our understanding of the
mechanism underlying PM generation (Fig. 20). The first strategy is to insure that DSBs are repaired by
HR that involves extensive resectioning into the area around the array. The second strategy is to insure
that sufficient ssDNA damage is present such that resynthesis always generates PMs.
The Rad52-CFP foci data suggest that HR is the dominant pathway of DSB repair, as foci
represent the first committed step in that process. Even though DSBs are repaired by HR, resectioning is
a slow process and may rarely proceed far enough from the break for mutants to be generated in
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KIURA3. Because the array is 9 kb long, the average distance between a break in the array and KIURA3
adjacent to the array is 4.5 kb. It has been reported that yeast resection at a rate of roughly 4 kb hr-1
(Zhu et al., 2008), meaning most of the hour and a half spent in S/G2/M by continuously dividing cells in
galactose (Barford and Hall, 1976) is required for resectioning even to reach the KIURA3 marker.
Increasing the time available for resectioning or its rate, for example by robust checkpoint activation,
could be important in increasing the fraction of cells that have a chance of mutating KIURA3. Both the
DNA damage checkpoint and CDK1 activation increase the length of the G2 phase of the cell cycle and
actively promote long range resectioning though DNA2 phosphorylation (Chen et al., 2011) and
resynthesis after resectioning through CDC7 activation (Ira et al., 2004).
Sufficient ssDNA damage is also critical for PM generation as demonstrated by the titration of
MMS in a strain expressing sctetR-Fokl (Fig. 19). In the absence of MMS, lesions are limiting and the PM
rate is low. By increasing the amount of MMS to 0.003%, the PM rate increases at least 30-fold. The PM
rate clearly reaches a plateau at greater levels of MMS, however, and this could be because the
generation of PMs is now limited by the resectioning rate as discussed above. Another possibility is that
the growth defect caused by MMS decreases the PM rate, and other ssDNA-specific damaging agents,
like chloroacetaldehyde (CAA) (Jacobsen et al., 1989) or sodium bisfulfite (Chan et al., 2012), will help
distinguish between these possibilities by limiting genome wide effects.
In addition to the extent of resectioning or amount of base damage, it's possible that the
difference between the break rate and the PM rate could be due to the way mutation rates are
measured. If PMs only occur in cells that are checkpoint arrested and have undergone extensive
resectioning (lasting at least an hour), then these cells are, by definition, growing slower than the non-
mutating cells in the population. The common method to estimate mutation rates, fluctuation analysis,
assumes mutants grow at the same rate as non-mutants. If checkpoint arrest lasting multiple doublings
is required for PMs to form, then the measured mutation rate could be significantly under-predicting the
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true mutation rate. Importantly, checkpoint arrest of unrepairable damage has been shown to last
greater than 6 doubling times (Dotiwala et al., 2007).
When applying TaGTEAM to evolve industrially or medically relevant phenotypes, it may often
need to function in different yeast strains under potentially different growth conditions. These different
cellular contexts could affect the extent of PM formation because PMs are the result of a particular flux
of DSBs through the DNA repair landscape (Fig. 20). Different strains might prefer one repair pathway
over another, or the kinetics of resectioning and resynthesis could be different altering the length of the
ssDNA tracts exposed. Similarly, different growth conditions could affect the length of different parts of
the cell cycle or amount of spontaneous DNA damage, increasing or decreasing the PM rate through the
mechanisms described above. In chapter 2&3, TaGTEAM was tested under a specific cellular context,
namely exponential growth of the W303 strain of yeast in synthetic galactose media lacking leucine.
Deployment of TaGTEAM using integrated constructs, constitutive promoters, and in various S.
cerevisiae strains will help determine the extent to which cellular context impacts the PM rate.
Here we measure targeted mutagenesis in cells arrested at the G2/M checkpoint. In this
arrested population mutants are not growth disadvantaged as compared to non-mutants, ample time
exists for long range resectioning, and all cells are in a cellular context that is proficient for HR.
Combined with ssDNA specific lesion generating agents, G2/M arrest should address all hypothesized
limits on the PM rate. To induce G2/M arrest we chose nocodazole, which inhibits microtubule
formation, activating the spindle checkpoint and arresting cells in prophase. While nocodazole does not
lead to DNA damage checkpoint activation per se, prophase cells still have adjacent sister chromatids,
CDK1 is active, and the spindle checkpoint has been shown to arrest some cells in response to DNA
damage (Garber and Rine, 2002). Importantly, nocodazole allows for the establishment of a context that
is biased towards HR in all cells without any genetic modifications and without genome wide DNA
damage which could increase off target mutation rates.
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Additional Methods
Nocodazole Arrest: Nocodazole was titrated in TaGTEAM strains to determine the ideal concentration
for arrest. 1.5, 4.5, 15, and 45 ug/mL nocodazole was added to overnight cultures grown in SG ura- leu-
at an OD between 0.2 and 0.5. Arrest was computationally scored (Appendix 4) at 2, 4, and 6 hours after
nocodazole addition by looking at the fraction of large-budded uninucleate cells on the microscope.
Strains expressed Rad52-CFP to allow nuclear visualization. Half the initial concentration of nocodazole
used was added at 2 hours to maintain arrest. 4.5 ug/mL nocodazole was determined to be the best
arrest condition and was used in all further experiments. In order to determine the mutation rate
caused by TaGTEAM during arrest, cultures were grown overnight in SG ura- leu- to express the mutator
and eliminate any mutants that formed prior to the last three generations. Cells were harvested at an
OD of 1 and 8 replicates of 3000 cells each was arrested in the presence or absence of MMS for various
times. After arrest cells were diluted 20-fold into SD media (either his- for HIS3 selection or complete for
no selection) and allowed to grow overnight to saturation. 1 / 1 0 th of the saturated cultures (~3 x 105
cells) was plated on FOA or his- FOA plates to select for mutants.
Results
Base damage titration reveals a plateau in the rate of targeted PMs
We first investigated to what extent increased base pair damage could increase the PM rate
because this damage is chemically induced and relatively easy to titrate. We added MMS (Fig. 21A) to
cells expressing Magl-sctetR and CAA to cells expressing Magl-sctetR or sctetR-Fokl (Fig. 21B). Addition
of MMS at any level in the range explored to cells expressing Magl-sctetR increases the mutation rate to
10-4 cell gen 1, similar to the plateau generated by MMS addition to cells expressing sctetR-Fokl. MMS
increases the mutation rate in the presence of dox a full order of magnitude in cells expressing Mag1-
sctetR, consistent with MMS' genome-wide DNA damage effect, and thus decreases the effect of
targeting to 3-fold. Targeted mutation rates with 30 or 100 ptM CAA and either Magl-sctetR or sctetR-
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Fokl were almost identical to rates upon addition of >0.003% MMS. Mutation rates with Magl-sctetR in
the presence of dox where unaffected, however, consistent with CAA having a greater specificity for
ssDNA (Jacobsen et al., 1989). Given this differential specificity for ssDNA, it is unlikely that the absolute
amount of ssDNA damage is equivalent in the MMS and CAA concentrations tested. Yet, these chemicals
lead to an equivalent maximum mutation rate still far below the break rate, suggesting this maximum is
not sensitive to the rate of formation of ssDNA lesions. We sequenced PCR+ mutants generated by
Magl-sctetR or sctetR-Foki in the presence of 100 uM CAA (Table 3). The addition of CAA to either
mutator enzyme resulted in not significantly different spectrums (Fisher's exact test p=0.15), confirming
that it was the dominant source of base pair damage.
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Figure 21: Increasing base pair damage reveals a plateau in mutation rate at 10-4 cell-' gen'. A)
Addition of MMS at any level to cells expressing Mag1-sctetR increases targeted mutations rates 3-fold
and background rates 10-fold. B) Addition of the single strand specific DNA damaging agent CAA
increases targeted mutation rates of cells expressing either mutator, but not to levels higher than
observed with MMS. CAA has less effect on the background rate, however. Error bars are 95% C.I.
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Table 3: Mutation spectrum with CAA
sctetR-Fokl Mag1-sctetR +
+ 100uM CAA 100uM CAA
(N=22) (N=28)
TA>CG 4.5% 0.0%
transversions 81.8% 59.3%
GC>TA 77.3% 55.6%
GC>CG 4.5% 0.0%
Deletions 0.0% 11.1%
TaGTEAM generated PMs are robust to certain cellular contexts and not others
Given that ssDNA damage can be increased to a level where cellular processes other than
damage control the maximum mutation rate, we next set out to determine the effect on TaGTEAM of
alternative cellular contexts. These contexts are also important in determining the extent to which
TaGTEAM is able to generate targeted mutagenesis in diverse application settings. We chose two
different prototrophic yeast strains: S288c, the common lab strain; and Ethanol Red, an ethanol
production strain developed by Fermentis for use in industrial fermentation. We expressed Magl-sctetR
and sctetR-Fokl under galactose control as in W303 as well as under constitutive control to test the
effect of growth on diverse carbon sources. We integrated the mutator construct into the ScURA3 locus
and the 85x tetO array into the right arm of chromosome I with a KIURA3 cassette 4.5 kb downstream.
The strains remained prototrophic during construction, and the only metabolic change in the final
strains was the substitution of KIURA3 on chromosome I for ScURA3 on chromosome V. We chose to
minimize metabolic changes to best mimic an application context.
We first measured the mutation rate generated by constitutively expressed mutators in our
240x W303 strain in glucose (Fig. 22A). Constitutive Magl-sctetR generated roughly similar mutation
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rates in glucose as galactose-controlled Magl-sctetR did in galactose (Fig. 22A). Constitutive sctetR-Fokl,
however, failed to generate any targeted mutations in glucose, even in the presence of base damage
through MMS. This was exactly the kind of context dependent function expected from a process that
relies on a particular balance of repair pathways. We next tested constitutive Magl-sctetR in the
prototrophic S288c and Ethanol Red strains (Fig. 22B) to determine the extent to which strain specific
differences might also affect the point mutation rate. We were able to generate targeted PMs at a
roughly equivalent rate as in W303 under galactose control, suggesting that, under some conditions,
Magl-sctetR induced targeted mutagenesis is robust to strain-dependent context changes.
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Figure 22: TaGTEAM functions in other growth conditions and strains. A) Constitutive expression of
mutators allows for targeted mutagenesis in glucose with Magl-sctetR but not sctetR-Fokl either in the
presence or absence of MMS. B) Constitutive expression of Magl-sctetR leads to targeted PMs near in
multiple targeted genes (YFG1-4) in prototrophic S288c and Ethanol Red in glucose. Labels on top of
mutation rates indicate PCR+(total) mutants. Error bars are 95% c.i.
We also attempted to use galactose-controlled Mag1-sctetR and sctetR-Fokl in prototrophic
S288c (Fig. 23) to determine if targeted mutagenesis was also independent of strain context in a
different growth condition. Surprisingly, targeted mutation rates were similar to those generated in the
240x W303 strain but not a single mutant generated was PCR+ for the KIURA3 marker. This indicates
that the targeted mutations were not PMs generated by error-prone HR but some other type of
mutation. This further highlights the effects that context can have on the TaGTEAM process. Finally, we
looked at targeted mutations in each mating type in prototrophic S288c in galactose and found another
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example of context-dependent function. There was a MAT A-specific increase in the targeted mutation
rate with Magl-sctetR and in the background mutation rate with Magl-sctetR or sctetR-Fokl + MMS.
Taken together, the different contexts can have little or no effect on targeted mutagenesis rate,
decrease the balance of PMs versus rearrangements, or even eliminate targeted mutagenesis.
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Figure 23: Lack of PMs exemplifies the importance of cellular context in mutagenesis by TaGTEAM.
Galactose-controlled mutators were integrated at the URA3 locus and used to carry out mutagenesis in
prototrophic S288c strains. While mutation rates are similar to those generated in W303 with plasmid
delivered mutators, not a single mutant generated was PCR+. In addition, there is a MAT A-specific
increase in the targeted mutation rate with Magl-sctetR. Error bars represent 95% c.i.
The context dependent function observed was not unexpected given that flux through various
branches of DNA repair or death plays a key role in determining to what extent TaGTEAM generates
targeted PMs (Fig. 20). Strain differences may lead to differences in DSB repair choice and/or the rate of
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resection during HR repair; differences in growth condition affect cell-cycle length and the cell's capacity
to repair DNA damage. The examples presented here serve to highlight the importance of testing the
targeted PM rate generated in any specific application of TaGTEAM before the start of a directed
evolution experiment. Improvements to the TaGTEAM process which render it robust to changes in
cellular context would aid in the ease of adapting TaGTEAM to various scenarios and diminish the
amount of work required to begin using it for the evolution of a novel phenotype.
G2/M checkpoint arrest further increases the targeted PM rate
A way to increase the PM rate generated by TaGTEAM was hinted at by the plateau in the point
mutation rate with increasing ssDNA damage, which suggested resectioning might be limiting the
mutation rate. We set out to extend the length of the G2 phase of the cell cycle by arresting cells at the
G2/M checkpoint using nocodazole. In addition to providing extra time for resectioning, this would force
cells into a context that would favor error-prone HR over other repair outcomes, which might be
important in certain applications. Extending the length of G2 in all cells had the added benefit of
reducing the difference in growth between mutating cells that might have extended activation of the
DNA damage checkpoint and non-mutating cells.
Determining if G2 arrest could be used to increase the PM rate required measuring the mutation
rate during a single generation when cells are arrested. This is difficult because there is a lag between
changes in the mutational event at DNA and its subsequent effect on the selectable protein product;
given a mutation in the DNA, current non-mutant proteins must degrade or be diluted through growth
for selection to occur. An estimate of this lag is required to accurately estimate the mutation rate during
arrest. It is unclear what the degradation of KlUra3p is in vivo, but an upper bound on the length of the
lag assumes no degradation and only dilution due to growth. Cells will reduce the amount of non-
mutant protein by half in each generation after a mutation event. We assume that after a loss of
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function mutation at KLURA3, the dilution of wild type KlUra3p to 1/ 8 th its initial level is sufficient to
allow for selection by 5'-FOA. This 3 generation lag also limits the extent to which cultures could be kept
free of mutants before arrest by growth in media lacking uracil.
Because of the 3 generation lag between DNA state and protein state, mutants that occur
before or after arrest cannot be completely eliminated with selection. If the mutation rate before or
after arrest is similar to the rate during arrest, then determining which mutants were generated during
arrest is difficult because of the large number of other mutants (Fig. 24). To minimize the generation of
mutants before and after arrest, we chose to focus on mutagenesis by sctetR-Fokl. sctetR-FokI has a 30-
fold increase in the targeted mutation rate under selection for HIS3 upon addition of MMS (Fig. 19B),
and a >100-fold decrease in the targeted mutation rate (Fig. 16A) upon addition of dox (Fig. 24A). This
means that pre-existing mutants could be minimized by growth in media lacking MMS prior to arrest,
and that grow out mutations could be minimized by growth in media containing dox after arrest.
64
A B 10~4-
10-4- arrest 
'c 10-5 .
(+ damage) a 1
:a)1-7
c 10~- pre-growth E io10
(- damage) 10-8
3 6 9 12
0 10-6 generation
a, C i- 4 -C 10~ -grow-out
0 (+ dox - damage) 10-5.
4-" 1010-6 .
10-6 -
10- _ 
1__ 
_ 
_ 
_ 
i_ _ _ i__i 
E - 8 L
1 2 3 4 5 6 7 8 9 10 11 12 10-8
3 6 9 12
generation generation
Figure 24: Cultures that experience arrest have a mutation rate that changes as a function of
generation number. A) The effect of arrest on the mutation rate was determined in cells expressing
sctetR-Fokl under HIS3 selection to ensure that the mutation rate increase during arrest was as high as
possible. Cells were pre-grown in galactose to induce mutator expression, shifted to arrest conditions in
the presence of base pair damage, and then grown out in the presence of dox to turn off targeted
mutagenesis. (B) the cut-off to determine if mutations were generated by arrest was calculated using
the mutation rate in a strain lacking the array and without arrest, which is constant as a function of
generation. (C) Pre-existing mutants were determined from array containing strains that were
transferred directly to grow out conditions without experiencing arrest.
Pre-existing mutants are particularly difficult because they affect the mutant frequency of a
culture exactly as mutants generated during arrest. Grow-out mutants, on the other hand, appear at
later generations and so have a limited effect on the final mutant frequency. Under H/S3 selection, the
mutation rate in the absence of MMS is 2 x 10-6 cell-1 gen-1 (Fig 16B). Assuming deterministic mutant
generation during pre-growth in media lacking uracil (accurate because the final number of cells is >> 2 x
106), the mutant frequency should be 4 x 10-6 mutants/cell. Given this frequency we chose to arrest
3000 cells, insuring that only 1/100 cultures contained a pre-existing mutant. Arrest at this small number
of cells means a long grow out was required in order to measure OD and plate on selection media.
Because of the large decrease in mutation rate upon addition of dox, this long grow out shouldn't be a
problem, but in order to control for it some cells were transferred immediately from pre-growth to
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grow-out media without nocodazole arrest (Fig. 24B,C). Comparing the mutation frequency generated
from this control in the presence or absence of the tetO array also allowed for the determination of the
number of pre-existing mutants.
Because prolonged nocodazole arrest leads to a decrease in cell viability (Bekier et al., 2009), the
optimal amount of time in arrest was investigated by determining the number of KIURA3 mutants
generated at 2, 4, and 6 hours. To control for off-target mutagenesis and to get a sense for the ratio of
PMs to other mutation events, arrest was carried out with and without 0.003% MMS addition, with and
without the 240x array, and with and without selection for HIS3. In order to sort out which mutants
were generated during arrest (or were pre-existing) and which mutants were generated during grow
out, a cutoff was determined above which mutants likely came from the arrest process. This cut-off was
set using the mutation rate during grow out, which was determined to be 2 x 10-7 cell-1 gen1 by fitting
mutant counts in strains without an array and without arrest to the Luria-Delbruck (LD) distribution (Fig.
24B). Experiments with and without dilute MMS and with and without selection were combined so that
the cut-off could be applied to all conditions investigated. Using the grow out mutation rate, the
probability of observing a large number of mutants in a single culture in a set of replicates was
calculated using the LD cumulative distribution, and the cut-off (said large number of mutants) was set
such that this probability was less than 5% for a set of 8 replicates.
Mutant frequencies higher than the cut-off were assumed to represent mutations that occurred
during arrest, with multiples of the cutoff corresponding to multiple arrest mutations. The cut-off was
roughly half the mutant frequency expected from a mutant generated during arrest. This difference
could reflect plating efficiencies or growth defects of mutants as compared to non-mutants during grow-
out. Arrest mutations should be Poisson-distributed, which was easily verified by comparing the mean to
the variance, and so the distribution of arrest mutations in 8 replicate cultures was fit to a Poisson
distribution using MLE to generate a mutation rate during arrest and 95% confidence intervals on that
66
rate (Fig. 25). 4 hour nocodazole arrest increased the mutation rate to 6 x 10-4 cell-' gen- with MMS
under selection for HIS3, a 15-fold increase over the rate in the absence of arrest (Fig 19). The
combination of MMS and arrest also significantly increased the mutation rate in a strain lacking the
array, to a rate that is catastrophic if it were the actual background genomic mutation rate (Daee et al.,
2009). Therefore, this increased rate in the absence of the array must be locus-specific and perhaps
related to the locus-specific background effect observed with Magl-sctetR expression.
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Figure 25: Nocodazole arrest increases the targeted PM rate. sctetR-Fokl expressing cells were arrested
as described in the text. Targeted mutation rates increased 15-fold under HIS3 selection. PM rates
peaked at 4 hours, while mutations generated in the absence of HIS3 selection increased further at 6
hours. "0 hrs" represents controls that were transferred directly from pre-growth to grow-out media.
Mutation rates in the absence of the array and presence of MMS were also elevated compared to the
"Ohrs" case, which is >1000-fold lower in the absence of the array and not presented here. Error bars
represent 95% c.i.
Cells from the "0 hrs" control were transferred directly from pre-growth to grow-out media (Fig
24C), so the cultures that contained a number of mutants greater than the cut-off must represent pre-
existing mutants. We saw 1 in 10 cultures containing large numbers of mutants in experiments with the
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array and without MMS under HIS3 selection. This suggests pre-existing mutants are more prevalent
than expected, possibly because the 3 generation phenotypic lag is inaccurate and older mutants are
viable during pre-growth. It is also possible that these mutants are unlikely grow out events or even
contamination from FOA resistant strains. Whatever their source these false positive events define the
lower detection limit of the arrest mutation rate using this assay.
PM rates appear to peak at 4 hours. After this time, mutation rates decreased in the presence of
selection and increased in its absence, consistent with the conversion of mutants from His' to His- status
during prolonged arrest. Prolonged nocodazole arrest is associated with decreased cell viability (Bekier
et al., 2009).It may be that cells carrying out targeted mutagenesis that partially succeed in generating a
mitotic spindle pole and initial chromosome partitioning are more likely to undergo chromosomal
rearrangements leading to loss of the HIS3 marker.
In order to better understand the nature of the mutation rate increase caused by nocodazole
arrest, the fraction of cells containing Rad52-CFP foci was determined at 2, 4 and 6 hours in the absence
of MMS (Fig 26). The fraction of cells containing Rad52-CFP foci roughly triples during arrest, and the
majority of these foci are in G2 cells. Interestingly, the fraction of cells in G2/M also triples, possibly
explaining the increase in Rad52-CFP foci. This, coupled with the fact that the number of foci does not
increase over time in arrest, suggests that arrest does not increase the chance that a G2 cell undergoes a
TaGTEAM-induced break. Instead, arrest only increases the fraction of G2 cells. This is in contrast to the
increasing fraction of cells (both G2 and M) in the absence of the array that acquire breaks as arrest
continues. This fraction of TaGTEAM indepdent foci is small compared to the TaGTEAM induced fraction,
but it suggests that prolonged arrest leads to a TaGTEAM-independent increase in HR induction,
consistent with prolonged arrest being detrimental to cell viability.
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Figure 26: Nocodazole arrest increases the fraction of cells with Rad52-CFP foci, but not the chance
that a G2 cell experiences a TaGTEAM induced break. sctetR-Foki expressing cells with the 240x tetO
array under arrest experienced a 3-fold higher fraction of cells with Rad52-CFP foci. These foci were
predominantly in G2 cells, the fraction of which was also enriched 3-fold in the overall population,
suggesting that arrest does not increase the chance that a G2 cell experiences a break. In addition longer
arrest times did not lead to higher fractions of cells with foci. This is in contrast to cells without the tetO
array that experienced increased foci generation over time in arrest and a dramatic increase in the
fraction of foci that were in M cells after 6 hours of arrest. Error bars represent 95% c.i by
bootstrapping.
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Discussion
Two strategies were employed to increase the PM rate. The first was increasing the amount of
base damage that would be turned into mutations during resynthesis after resectioning. This strategy
successfully increased the targeted PM rate generated by sctetR-Foki > 30-fold and by Magl-sctetR 5-
fold. At high levels of base damage, however, no further increase in the PM rate was observed,
suggesting that some other process was controlling the PM rate. This plateau was still more than two
orders of magnitude below the break rate as measured by Rad52-CFP foci, so we pursued a second
strategy in which nocodazole arrest was used to increase the length of time that cells spend in G2. While
the chance of generating a TaGTEAM-induced break in G2 cells was not increased by nocodazole arrest
as measured by Rad52-CFP formation, the mutation rate did increase another 15-fold during arrest. This
suggests that whatever process limited the mutation rate under conditions of excess base damage was
relieved by extended time in G2.
Identifying the step in mutant generation that was most affected by nocodazole arrest could
help further increase the mutation rate. One possibility is that the average resectioning length was
increased because cells spent more time in G2. Unrepaired DSBs can arrest cells for as long as 6 doubling
times (Dotiwala et al., 2007), so it seems unlikely that resectioning is controlled by cell-cycle
progression. The converse is more likely: as long as there is sufficient ssDNA, cells are prevented from
progressing through the cell cycle by the DNA damage checkpoint. While the mechanism for ending
resectioning is not fully understood (Symington and Gautier, 2010), a simple model is that there is
competition between resynthesis after repair of a break and continued resectioning. When the
polymerase catches the nucleases, they are knocked off the DNA, and since there is no ssDNA left, the
cell cycle can progress. If this model is accurate, then the extent of resectioning is controlled by the
difference in the rate of resectioning and the rate of resynthesis. Importantly, over-expression of SGS1
and EX01 increased the extent of resectioning, consistent with this model (Lydeard et al., 2010). This
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over-expression could be tested with the TaGTEAM system and might further increase the mutation rate
regardless of arrest. Another reason why nocodazole arrest may have increased the mutation rate is
that it eliminated any growth advantages non-mutants possess over mutants, increasing the observed
mutation rate. This could be tested by a-factor arrest, which would have no impact on HR because it
arrests cells in G1 but would still prevent non-mutants from growing faster than mutants.
An alternative route to increasing the PM rate would be to increase the chance that a cell gets a
TaGTEAM-induced DSB. The fraction of cells with Rad52-CFP foci in HO endonuclease-expressing cells
(Fig 13) is still greater than the fraction in nocodazole arrested sctetR-Fokl expressing cells, suggesting
there is room for improvement. If sctetR-Fokl-induced DSBs occurred during G2, then spending longer in
G2 should increase the fraction of cells with a break. The observed inability to form additional
TaGTEAM-induced breaks could be because these breaks arise as DSEs during replication. As previously
mentioned, sctetR-Fokl could generate SSBs or DSBs in the array, depending on its ability to dimerize
with other array-bound copies. If SSBs are the primary source of HR intermediates, then the incidence of
Rad52-CFP foci should not increase as a function of time in G2. Another possibility is that the closed
chromatin structure of prophase arrested cells decreases binding of sctetR-Fokl molecules preventing
generation of new breaks. Mitotic chromatin has been shown to exclude transcription factors from DNA
binding in mammalian cells (Martinez-Balbas et al., 1995).
The possible exclusion of TaGTEAM mutators during mitotic arrest highlights the difficulty with
using nocodazole to increase the targeted mutation rate. A true DNA damage checkpoint activator might
be superior because sctetR-Fokl could continue making DSBs during G2 or because there is active
upregulation of HR caused by DNA damage checkpoint activation (Symington and Gautier, 2010) that
could increase the average resectioning distance. A possible way to trigger the DNA damage checkpoint
in all cells without genome-wide DNA damage is co-expression of the HO endonuclease in cells
undergoing TaGTEAM. This requires further genetic manipulation and may make mutant selection
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difficult because of mating after arrest, but could be used to determine the extent to which nocodazole
establishes the best possible context for TaGTEAM-induced PMs.
In addition to attempting to increase the PM rate, different TaGTEAM deployment strategies
were tested for their ability to generate PMs. Magl-sctetR was functional under constitutive control in
glucose in prototrophic yeast strains, but sctetR-Fokl was not. Galactose controlled mutators in
prototrophic S288c strains generated targeted mutagenesis, but not PMs. Given that nocodazole arrest
sets up a context which increases the PM rate generated by TaGTEAM, it is possible that it will also fix
these issues with deploying TaGTEAM under different conditions and in different strains. If nocodazole
arrest leads to a significantly increased fraction of point mutants in all contexts, then continuous
mutation and selection to generate novel phenotypes will no longer be the ideal method for deploying
TaGTEAM. Instead, the diversity should be generated in conditions ideal for TaGTEAM-based
mutagenesis, and selection should occur in its own ideal conditions. The order of magnitude increase in
mutation rate caused by nocodazole arrest significantly increases the ease with which libraries can be
generated and gain of function mutants identified (see chapter 5 for further discussion).
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Chapter 5: The application of TaGTEAM to ethanol tolerance evolution using
multi-gene gTME
Introduction
In addition to increasing the targeted point mutation rate as discussed in Chapter 4, we also set
out to test the ability of TaGTEAM to generate a novel phenotype given a targeted mutation rate of 10-
bp-1 gen'. Because of the low mutation rate, any realistic application required easy selection to sort
mutants from non-mutants. The evolution of a selectable trait also allowed us to monitor the stability of
TaGTEAM over many generations under continuous mutation and selection conditions. Tolerance is an
easily selectable phenotype, and tolerance to ethanol is a multigenic phenotype (Fujita et al., 2006b;
Lewis et al., 2010; Swinnen et al., 2012; Teixeira et al., 2009; van Voorst et al., 2006) that is also
industrially relevant (Hahn-Hagerdal et al., 2007; Nevoigt, 2008; Zhao and Bai, 2009).
Many attempts have been made to dissect the genes responsible for conferring ethanol
tolerance. Deletion studies have identified 46 (van Voorst et al., 2006) and 137 (Fujita et al., 2006a)
genes involved in processes as diverse as vacuolar function, mitochondrial function, metabolism, and
transcription. These genes, while important for growth on media containing ethanol in certain strains
under certain conditions, do not necessarily increase tolerance upon overexpression or mutation. A
more recent deletion study identified the membrane transporter FPS1 and confirmed that its
overexpression led to increased tolerance (and decreased intracellular ethanol concentrations) in S288c
(Teixeira et al., September 15, 2009). Quantitative trait loci (QTL) mapping of S288c crosses with a wine
strain (RM1) has identified an allele of MKT1 that is responsible for some of the difference between the
tolerance of the two parents (Ehrenreich et al., 2010). By focusing on the difference in the ability to
acquire ethanol tolerance between S288c and two wild strains, 4 genes were identified that upon over-
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expression in S288c conferred tolerance (Lewis et al., December 2010). These were TPS1 (trehalose
synthesis), ELO1 (fatty acid synthesis), EDE1 (endocytosis), and MSN2 (stress response control).
Because the genetic determinants of ethanol tolerance are complex, global transcription factor
machinery engineering (gTME) has also been used. gTME involves the directed evolution of global
transcription factors (gTFs) through selection for variants which modulate global expression in a way
that increases tolerance. gTME of the TATA binding protein (TBP) SPT15 has led to increased ethanol
tolerance in S288c (Alper et al., 2006). The resulting SPT15 variant only increases ethanol tolerance in
the specific mating type and strain of yeast used in the study (personal communication), however,
highlighting the challenges in coming up with a transferrable phenotype from a process which hinges on
context-specific selection.
Ethanol tolerance presents a selectable, industrially relevant, multigenic phenotype for the
demonstration of the ability of TaGTEAM to carry out continuous directed evolution. To extend the work
by Alper et. al. and possibly to find a tolerance phenotype that was more robust to strain context, we
decided to evolve tolerance through multigene gTME. We targeted duplicate copies of global regulators
that alter the gene expression landscape. They included SPT15 (TBP), as well as components of the SAGA
complex: GCN5 (acetylation), SPT3 (TBP interaction), and TAF12 (gTF function). SAGA is a histone
remodeling complex that is recruited to promoters by transcription factors to acetylate histones and
promote formation of the pre-initiation complex (Samara and Wolberger, 2011). In yeast, SAGA is
involved in transcription at roughly 10% of genes corresponding generally with the genes involved in
stress response (Huisinga and Pugh, 2004). TAF12 is also part of the TFIlD gTF (Samara and Wolberger,
2011), which is involved in transcription at the other 90% of genes (Huisinga and Pugh, 2004). Both
SAGA and TFIlD recruit TBP, and by targeting the genes above it will be possible to vary all three
components, as well as their interactions with each other, to generate a large diversity of global
expression states.
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Additional Methods
Continuous directed evolution of ethanol tolerance: The target genes were cloned on either side of an
85x array and integrated into the right arm of chromosome I along with KIURA3 (Fig. 27). The native
copy of each gene was unperturbed. Mutagenesis was carried out in W303 using the constitutive Mag1-
sctetR mutator because of its known function (Fig. 22A) and broad mutation spectrum (Table 1). 10 mL
cultures were grown in triplicate from an OD of 0.1 (~107 cells) to an OD between 1 and 2. Cultures were
then rediluted to an OD of 0.1 with fresh media. This population size ensured that if a single base
substitution existed that increased tolerance, it would be generated in a single round and not lost during
dilution. To control for either the off-target effects of Mag1-sctetR or spontaneous mutagenesis in
generating beneficial mutations, triplicate cultures containing dox or an empty vector were also grown.
Cultures were grown in SD leu- to select for the plasmid containing the mutator and initially in 6%
ethanol, which led to a 10-fold decrease in growth.
Centromeric Plasmidround
r~--
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|SPT15 GCN5 SPT3 q TAF12HNURA3- 10 mL
85x tetO array 4.5 kb
OD = 0.1 OD = 1 - 2
Figure 27: Scheme for ethanol tolerance evolution using TaGTEAM. Constitutive Mag1-sctetR
expression was used to target various gTFs in continuously growing cells under ethanol stress.
Populations grew from ~107 to ~108 cells per round in the presence of 6 or 7% ethanol.
Results
Evolution was carried out for ~30 rounds (100 generations) before individuals from each
population were evaluated for tolerance (Fig. 26A). Growth was first conducted in 6% ethanol, and all
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strains exhibited a marked increase in their tolerance to ethanol. At round 14, the selection conditions
were increased to 7% ethanol as tolerance had made the time between rounds too short to be
experimentally feasible. To evaluate for the extent of increased tolerance, individuals were isolated
from the most tolerant population in each experiment (denoted by circled data points, Fig. 28A). These
individuals were evaluated for their ability to grow in 7% ethanol. The population that had experienced
targeted mutagenesis grew significantly faster than the other populations or the parent (Fig. 28B).
We cloned the targeted regions from 2 different individuals of the more tolerant population
onto a centromeric plasmid and transformed the plasmid into the parent strain to determine if the
observed tolerance was due to targeted gene modifications. These transformed strains grew
equivalently to the parent, suggesting that the tolerance was due to off-target mutations. We
sequenced the target genes from these same two individuals and found that both contained point
mutations, but neither of them contained the same point mutations. One individual had frame shift
mutations in SPT15 and TAF12 that resulted in an altered coding sequence, and the other had two base
pair substitutions in the promoter of GCN5. Given these individuals have almost equivalent growth in 7%
ethanol and that these mutations alone are not able to increase the tolerance of the parent, it is unlikely
that they represent gain of function mutations.
To determine what happened in the individuals that acquired tolerance, the mutation rate was
measured at CAN1 and KIURA3 (Fig. 28C,D). In addition, PCR was carried out to determine the presence
of the array (Fig. 28E). Based on the elevated mutation rates found at CAN1, tolerant individuals from
the Magl-sctetR population acquired a non-targeted mutator phenotype. Targeted mutagenesis in
these individuals, however, was deactivated. Individuals from the Magl-sctetR expressing population
with dox did not acquire this mutator phenotype, and they also lost the ability to carry out targeted
mutagenesis. Interestingly, the tolerant individuals from the Magl-sctetR expressing culture
experienced an array size decrease to roughly 20 tetO binding sites. This array size is insufficient for
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targeted mutagenesis, generating a mutation rate of 2.6 x 10-6 cell-1 gen-1 with galactose controlled
Magl-sctetR that is equivalent to the rate generated without an array.
Figure 28: Multigene gTME using TaGTEAM failed to generate gain of function mutants that confer
ethanol tolerance. A) Triplicate populations were evolved for 30 rounds with the presence of dox and
absence of mutator used to control for the acquisition of off-target gain of function mutations. After 30
rounds, triplicate individuals from the best growing population (denoted by circles) were evaluated.
While strains expressing Magl-sctetR without dox attained greater tolerance than the controls (B), this
tolerance was not due to the target genes as confirmed by transformation into the parent strain and
sequence analysis. This is possibly because these strains picked up a global mutator phenotype (C). In
both populations expressing the mutator, individuals lost the ability to carry out targeted mutagenesis
(D). This is possibly due to an array size change in the absence of dox (E), where the expected array size
is denoted by the black circle on the positive control at the right of the gel. In the presence of dox this
inability to carry out targeted mutagenesis is possibly due to loss of mutator expression. Error bars in (B)
represent the range of growth values from triplicate individuals. Error bars in (C) and (D) are 95% c.i.
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Discussion
Our attempt at applying TaGTEAM to the evolution of ethanol tolerance was unsuccessful
because targeted mutagenesis was deactivated and tolerance was not attributable to the target genes.
These results suggest that there are two main obstacles to overcome when applying TaGTEAM to future
applications. The first is that TaGTEAM is unstable over long periods of growth either because of a
decrease in mutator expression or an array size change. We observed an array size change in cultures
without dox that correlated with an inability to carry out targeted mutagenesis. We did not observe an
array size change in cultures with dox, but targeted mutagenesis was still inactivated suggesting that
Magl-sctetR was no longer being expressed. Both of these instabilities need to be addressed in any
future application of TaGTEAM. Because sctetR-Fokl does not lead to genome-wide DNA damage, it does
not lead to the same growth defect as Magl-sctetR and may be more stable. The second obstacle is the
evasion of selection through the off-target acquisition of increased fitness. Because ethanol tolerance is
potentially controlled by >100 genes, a mutation in any one of these could increase it. TaGTEAM
generates at most a 100-fold increase in the PM rate at the target as compared to at CAN1 on
chromosome V (Fig 8), and the probability of a mutation increasing tolerance is equal to the mutation
rate multiplied by the target size. Because of the large number of off-target genes controlling tolerance,
its off-target acquisition is no less likely than its targeted acquisition, making the targeted acquisition
difficult to select for.
In fact, given the mechanism by which TaGTEAM generates point mutations, the target
specificity during ethanol evolution may have been much lower than expected using measurements
from chapter 2, further biasing against targeted tolerance acquisition. Point mutations are generated
during homologous recombination and require the post-replication DNA damage checkpoint. Metabolic
stresses such as ethanol tend to slow growth by prolonging G1 without much effect on G2. Because
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targeted mutations are generated in G2, spending a longer time in G1 increases the likelihood of getting
an untargeted mutation, decreasing the target specificity of TaGTEAM.
Given the improvements to TaGTEAM that were realized by nocodazole arrest, repeating this
application using an alternate TaGTEAM protocol may address the two observed obstacles of stability
and off-target mutagenesis. Any further attempt should divorce mutagenesis from selection, with
mutagenesis occurring during arrest in a context that is ideal for point mutations and selection occurring
in the context in which ethanol tolerance is desired. Isolating mutagenesis to arrested cells maximizes
the targeted mutation rate and limits the extent to which the growth inhibiting components of
TaGTEAM can decrease fitness. If TaGTEAM incurs no fitness penalty, then there is less chance that
populations will lose it over time. Selection in the absence of mutagenesis allows mutants to compete
with non-mutants without increased fitness penalties. Additionally, selection under conditions that are
industrially relevant insures that any novel mutants will be truly useful. To speed the acquisition of
tolerance, mutants should be challenged with a variety of ethanol concentrations to maximize the
selection pressure in any given round.
Specifically, a 20 mL culture at OD ~0.5 (10' cells) could be arrested in the presence of MMS for
4 hours in ura- media to prevent large scale rearrangements at the target. This would generate >100
copies of any particular base pair mutation in the target region. The culture could then be washed and
resuspended in 24 mL of ura- media without nocodazole or MMS and grown to saturation (101 cells). 1
mL aliquots of this culture could then be added to 9 mL of selection media in 24 well deep well plate
format. Ethanol concentration could be varied in each column, with rows serving as replicates. Because
of the grow-out from 108 to 109 cells, each replicate would contain a copy of each of the mutants
generated during mutagenesis. The OD could be monitored over time and the fastest growing well
selected for the next round of mutagenesis and selection.
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Chapter 6: future directions
Part 1: Evolving protein-protein interactions as a demonstration application for TaGTEAM
By targeting DNA damage to a particular location in the yeast genome, we have developed a
system which allows for the targeted generation of genetic diversity in a 20 kb region. After elucidating
the mechanism by which TaGTEAM generates targeted mutations, we were able to increase the PM rate
to 10-' bp-' gen', a rate high enough to conceivably generate all single and double mutants in the target
region in liter-scale benchtop culture. This targeted mutagenesis will allow for the generation of
multigene DNA libraries simply by growing cells that have been modified to carry out TaGTEAM. In
combination with a selection or screening process, TaGTEAM makes possible the directed evolution of
multigenic phenotypes without the requirements of error-prone PCR and transformation. Widespread
adoption of TaGTEAM as a tool for generating novel phenotypes will benefit from a successful
demonstration of its utility in an application.
The increase in the mutation rate as measured by point mutations at KIURA3 is strong evidence
for the increased generation of targeted genetic diversity. Selection through FOA, however, is perfect,
and it is not known if diversity can be generated at a high enough rate to be selected for under less than
perfect selection conditions. In addition, it may be the case that cells which undergo point mutagenesis
are severely growth impaired as compared to non-mutant cells, making their selection difficult or
impossible. Finally, the spectrum of mutations generated by different mutators may preclude the
realization of gain of function mutations. While the sequenced mutation spectrum of Magl-sctetR
argues against this possibility, a successful application that demonstrates gain of function through co-
evolution of multiple genetic elements will put this and other remaining questions to rest.
The elements of an application with a high chance of success
Based on our understanding of TaGTEAM's mechanism in generating point mutations, the
success of applying TaGTEAM involves careful choice of an appropriate phenotype and modifications in
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the evolution protocol. Indeed, we have learned several important lessons from our unsuccessful
attempt to evolve ethanol tolerance. First, a synthetic selection scheme, where fitness is conferred by
expression of multiple markers at different genetic loci, makes it much more difficult for cells to
spontaneously evolve a solution through mutations other than at the target. In contrast, ethanol
tolerance is controlled by many (>100) genome-wide targets. This is the reason that gTME was chosen as
the easiest route to tolerance, but it may also be why this application was unsuccessful. Given that Mag-
sctetR leads to a PM rate increase of at most 100-fold (as compared to background rates as measured at
CAN), the probability of an off-target mutation leading to an increase in fitness is similar to the
probability of a targeted mutation leading to an increase in fitness.
Second, separation of mutagenesis and selection allows each to occur in its ideal context. In the
attempted ethanol evolution, such a separation was not made and had deleterious consequences.
Ethanol stress arrests cells in G1, reducing the ratio of time spent in G2 to time spent in G1 and
therefore reducing the rate of targeted PMs that are generated in G2 to genome-wide mutation
processes that can occur in G1. In addition, continuous mutagenesis, growth, and selection allows cells
to increase their overall fitness by simply getting rid of targeted mutagenesis, which imposes an
additional growth defect because of the genome wide damage caused by Magl-sctetR.
Finally, TaGTEAM has a distinct advantage over other methods in its ability to mutagenize
multiple genes, and hence may be the best solution in such applications. The acquisition of tolerance
through gTME of multiple genes does not require a multi-gene solution, and previous attempts to evolve
ethanol tolerance through directed evolution of SPT15 have been successful (Alper et al., 2006).
Certainly multi-gene gTME might make possible the realization of a transferrable tolerance phenotype,
or allow tolerance to be achieved at a faster rate or higher absolute level, but this has not been
demonstrated. A phenotype that inherently involves the interaction between genetic elements would
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better serve to showcase the additional advantages that TaGTEAM offers over transformation of DNA
libraries generated by error-prone PCR.
Evolving protein-protein interactions as an ideal demonstration application
Protein-protein interactions are inherently multigene because they involve a binding surface
that is composed of multiple proteins. One of the most well studied protein-protein interactions is that
of the leucine zipper family of transcription factors exemplified by GCN4 in S. cerevisiae (Kerppola and
Curran, 1991). Basic leucine zipper domains (bZlPs) are conserved 50-65 amino acid regions that form an
a-helical dimerization interface that also interacts with DNA (Ellenberger et al., 1992; O'Shea et al.,
1991). bZIP domains exist in both homo- and hetero-dimeric form in S. cerevisiae, and their complete
interaction map has been determined (Deppmann et al., 2006). Within this map there are bZIP pairs
which exhibit both weak and strong interactions, making the evolution of stronger interaction between
a weak pair both achievable and easier to detect. Specifically, mutagenesis of the GCN4 homodimer has
led to altered binding strength (Hu et al., 1993), demonstrating that this type of evolution can be
successful.
An additional benefit of protein-protein interactions is that they are easily selected for using a
synthetic yeast two hybrid (Y2H) selection scheme. Fusion of one bZIP partner to the DNA binding
domain of the bacterial repressor lexA and the other bZIP partner to the VP16 acidic activation domain
(Fig. 29) will tie the strength of interactions between the two bZIP domains to the level of gene
expression. Promoters using 4 tandem copies of the lex operator from the ColEl origin upstream of the
minimal CYC1 TATA box have been shown to robustly drive expression in Y2H systems (Wingler and
Cornish, 2011). These lexO based promoters will be used to drive multiple selection markers, making off-
target mutations that allow cells to evade selection even less likely. HIS3 will be used as a selection
marker because it can be inhibited by the small molecule 3-aminotriazole (3-AT), allowing for a linear
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relationship between growth in media lacking histidine and HIS3 expression for a wide range of both
growth and expression levels. The second marker used will be YFP, which allows for fluorescence
activated cell sorting (FACS) of only the brightest cells. FACS represents a convenient way to discard the
majority of the culture in which there is no improvement, avoiding the bottleneck created by repeated
growth in batch culture.
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Figure 29: Design of a system to evolve bZIP interactions. A) Fusions of each bZIP domain, a fluorescent
protein, and either the LexA DNA binding domain or VP16 will be expressed under methionine control
on a centromeric plasmid next to an 85x array. The ade2-1 marker will also be placed on this plasmid to
allow measurement of mutation rates periodically. B) bZIP domains which have interactions ranging
from high affinity to repulsive will be evolved (adapted from (Deppmann et al., 2006)). C) Galactose-
controlled mutators will be integrated at the LEU2 locus and two different markers at different locations
will link selection or screening to the strength of the bZIP interaction.
bZIP fusions will be under methinonine control from the MET3pr and MET14pr, which express at
similar levels (Korch et al., 1991) in media with decreased levels of methionine. The graded expression of
bZIP constructs will be used to ensure that selection occurs at a protein concentration where reporter
expression is dominated by the affinity of the bZIP interaction. The cultures that perform best at the
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highest methionine concentration (lowest expression level) will be assumed to have the bZIP domains
with greatest affinity. In order to monitor expression of each bZIP construct during evolution, they will
be fused with either CFP or mCherry. This will also allow us to confirm the methionine responsiveness of
each promoter in a construct dependent manner.
Evolution will be carried out in sequential steps of mutation and selection (Fig. 30). Mutagenesis
will be carried out in an arrested population of 108 cells with the addition of an ssDNA specific damaging
agent like CAA. After arrest, cells will be recovered for ~3 generations in fresh media to decrease any
mutant growth defects incurred by the mutation process. The expanded population will then be diluted
into media lacking histidine to select for greater HIS3 expression. 24 populations containing various
levels of 3-AT and methionine will insure that cells undergo the most stringent selection at a bZIP
expression level where affinity dominates the level of HIS3 expression. Each population will then be
sorted using FACS and the brightest 1% of cells from each population will be retained. The 1% of cells at
the highest methionine level that is the brightest as compared to a control containing dox will be chosen
to repeat the mutagenesis process. A control lacking Magl-sctetR will allow for the detection of
spontaneous mutations that confer increased fitness.
A detailed process to implement this sequential mutagenesis and selection might look
something like the following. 108 cells will be arrested at an OD of 0.5 in 20 mL using nocodazole and
CAA for 4 hours. Cells will then be washed and resuspended in 24 mL of fresh media and allowed to
grow to saturation (101) cells. 1 mL aliquots will be added to 9 mL of selection media in a deep 24-well
plate. Columns will include variable levels of 3-AT and rows will include variable levels of methionine.
Cultures will be allowed to grow to saturation, and then 1% of cells in each culture will be retained
during sorting by FACS. The 1% of cells with the highest average YFP expression at the highest
methionine level in comparison to the control will then be regrown to an OD of 0.5 in 20 mL and the
process repeated. Each round of mutagenesis, grow-out, selection, and sorting will take roughly 3 days.
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Periodically, selected cultures will be assessed for the continuing function of the TaGTEAM system by
measuring the mutation rate at the nearby ade2-1 marker (Fig 28).
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Figure 30: Protocol for bZIP evolution. Mutagenesis under arrest and then recovery to minimize mutant
growth defects generates a library of mutants ready for selection. Selection conditions are carried out at
various 3-AT levels to maximize fitness benefit and various methionine levels to make sure selection
occurs in an expression regime where affinity is dominant. FACS allows retention of only the brightest
cells, preventing bottlenecking.
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Part 2: Extending TaGTEAM to higher eukaryotes
The TaGTEAM system presented here, through sequential mutagenesis and selection,
represents a novel method for directed evolution in yeast and is the first method to our knowledge
where mutagenesis occurs continuously in vivo without the need for rounds of genetic transformation.
Due to yeast's industrial relevance, TaGTEAM is an important step toward the in vivo directed evolution
of relevant multigenic cellular phenotypes including metabolic pathways, synthetic regulatory networks,
and tolerance to chemicals of interest present in industrial fermentation. To this end, we have
demonstrated the ability of TaGTEAM to function in industrially relevant strains under constitutive
control (Fig. 22). Because of the ease of transformation in yeast however, TaGTEAM likely faces stiff
competition from traditional directed evolution methods.
The mechanistic investigation that was carried out to increase the PM rate generated by
TaGTEAM suggests that a similar method might allow in vivo targeted mutagenesis in higher organisms
like plants, mice, or human cells. Based on the difficulty of transforming these organisms, the ability to
do targeted mutagenesis would open the possibility of directed evolution of medically and industrially
relevant phenotypes like stem cell differentiation or drought resistance in crop plants. Using error-prone
HR for targeted mutagenesis in these organisms would rely on the already developed technology of
targeted endonucleases (see Chapter 1 for a detailed discussion). The DSB created would then be
funneled through error-prone HR using the insights gained form the mechanistic investigation of
TaGTEAM.
Targeted endonuclease induced DSBs could be funneled through HR and not NHEJ
The crucial insight allowing the adaptation of targeted endonucleases to carry out in vivo
targeted mutagenesis is that HR can actually be error-prone in such a way as to generate point
mutations throughout a relatively large but well-defined region of the genome. This insight is not new to
this study, and was first proposed by Yang et al (Yang et al., 2008) after studying repair of an I-Scel
87
induced DSB in the presence of MMS. Because of its focus on increasing PM rates, this study developed
the mechanistic insights necessary to funnel DSBs into HR, and then to ensure that HR was error-prone
at a high rate over as great a distance as possible. This knowledge was leveraged to increase the PM rate
generated by the targeted nuclease sctetR-FokI almost three orders of magnitude (from 10-6 to 10-3 cell-'
gen-1). In developing a similar method in higher organisms, these insights will be particularly important
because plants and mammalian cells tend to repair DSBs with imprecise NHEJ as opposed to HR as is the
case in yeast (Shrivastav et al., 2008). Even though imprecise NHEJ is the dominant DSB repair pathway
in higher eukaryotes, consequential mutations like those found in breast cancer tumors contain a
signature consistent with their generation by long range error-prone HR (Nik-Zainal et al., 2012). This
important natural example of long range error-prone HR in higher eukaryotes suggests that it holds
promise as a tool for genome engineering.
As discussed in chapter 1, targeted endonucleases allow for the generation of DSBs that are
repaired by imprecise NHEJ. Importantly, the Cas9 endonuclease can be expressed with multiple guide
RNAs, allowing for the simultaneous generation of multiple breaks within any genomic region. In many
ways this system mimics the array used in TaGTEAM, and it means that an imprecise NHEJ event that
destroys one target site will not eliminate the ability of cells to undergo targeted mutagenesis in future
generations. The prevention of imprecise NHEJ altogether would make in vivo targeted mutagenesis
from TALENs or ZFNs stable over multiple generations as well.
Two different approaches could downregulate imprecise NHEJ without the requirement of
generating knockout mutants of genes in the NHEJ pathway. The first relies on RNA interference of
important genes in the NHEJ pathway. This approach has been demonstrated in A. thaliana
(Vaghchhipawala et al., 2012), where RNAi to XRCC4 increased the ability to integrate foreign genetic
material through HR. XRCC4 mediates the interaction between Ku bound DNA ends and LiglV, the ligase
that does the joining in NHEJ, and without it MRN eventually kicks off the Ku heterodimer signaling the
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start of resectioning (Symington and Gautier, 2010). Another approach involves the use of small
molecules that selectively inhibit the kinases, DNA-PKcs, which promote NHEJ at a DSB. A survey of
these molecules in Chinese hamster ovary cells found several (NU7206 or NU7441) that inhibit DSB
repair to the same extent as a Ku-/- or DNA-PKc-/- cell line, suggesting that they inhibit NHEJ (Weingeist
et al., 2013).
Base damaging agents and promotion of resectioning could make HR capable of generating long
range, high rate PMs
After making HR the dominant repair pathway of targeted nuclease induced breaks, the next
step is ensuring that those breaks lead to long range PMs at high rates. As discussed here, the addition
of small amounts of CAA or MMS can lead to a dramatic increase in the point mutation rate in yeast cells
undergoing TaGTEAM. CAA is slightly more specific to damage of ssDNA, decreasing the off target
effects of its addition. An additional chemical that may allow further increase in ssDNA damage without
dsDNA damage or cellular toxicitiy is sodium bisulfite. Sodium bisulfite leads to conversion of cytosine to
uracil, and has been shown to generate hypermutagenesis in exposed ssDNA in yeast (Chan et al., 2012).
It is likely that titration of each ssDNA damaging chemical will be required in different cell types to
determine optimal levels that promote targeted damage without too great an increase in genome wide
mutagenesis.
An additional important step in increasing the targeted mutation rate is the promotion of
resectioning and removal of the growth bias incurred by mutants as opposed to non-mutants. As
discovered in yeast experiencing TaGTEAM, the effect of cell cycle time and strain variation can have a
huge effect on the PM rate. Because of the longer cell cycle length in higher eukaryotes and roughly
equivalent resection rate (Nimonkar et al., 2011), it is unclear if additional G2 time will be helpful in
increasing the PM rate, either through promotion of resectioning or to remove competition by non-
mutants.
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Experiments to determine if the promotion of resectioning or removal of non-mutant
competition would be helpful look much the same in mammalian cell culture as in yeast. Rad52-FP foci
can be used to determine the break rate, and this can be compared to the mutation rate in strains
experiencing adequate base damage. If it appears that culture arrest or the promotion of resectioning
would be helpful in generating more mutants, similar methods can be used. Cell cycle arrest can be
carried out in mammalian cells through the addition of camptothecin (intra-S checkpoint) or nocodazole
(G2/M checkpoint). As was observed in yeast (Lydeard et al., 2010), promotion of resectioning may be
possible in mammalian cells through over-expression of the mammalian SGS1 and EXO1 counterparts
BLM and Exol (Nimonkar et al., 2011).
In vivo targeted mutagenesis in higher organisms simply requires putting together off the shelf
pieces that, in concert, will generate a targeted break or breaks, funnel that break to HR and not NHEJ,
and then make sure HR is error-prone at as high a rate as possible (Fig. 31). The ability to introduce
these pieces either chemically or through transient expression on a transfected plasmid means that in
vivo targeted mutagenesis can be carried out for a few generations before cells naturally lose the
plasmid. Similar plasmids can be used to attempt targeted mutagenesis in various cell types within a
particular kingdom. Leveraging insights from the promotion of error-prone HR in yeast to allow for in
vivo targeted mutagenesis in plants or mammals adds a third functionality to the up and coming
genome editing technology of targeted endonucleases. Instead of just generating knockouts or aiding in
integration of new genetic material, these endonucleases could be harnessed for targeted generation of
genetic diversity, allowing for the directed evolution of phenotypes within these organisms that have
tremendous medical and industrial relevance.
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Figure 31: A system for in vivo targeted mutagenesis in higher eukaryotes based on TaGTEAM. The
introduction of transiently transfected genetic elements into various organisms allows for the
generation of DSBs at a particular region, the promotion of error-prone HR, and the generation of local
hypermutagenesis that could be used to drive directed evolution.
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Appendix 1: Strain List
Integrating plasmid/
Name Parent Genetic change PCR primers Usage notes
MATa ade2-1 trpl-1 W303 base strain, confirmed to be RADS using the protocol
can1-100 leu2-3,112 his recommended by the SGD community wiki
NY0003 N/A 3-11,5 ura3 GAL+ N/A (http://wiki.yeastgenome.org/index.php/CommunityW303.html).
NY0339 NY0003 can1-100::KURA3 primers 1 and 2
NY0343 NY0339 k/ura3A::CAN1 primers 3 and 4
NY0378 NY0343 apnlA::KanR primers 5 and 6
NY0389 NY0343 CHRI197000::pNBO537 Integration of pNB0537
NY0526 NY0389 CHR1180000::KURA3 primers 7 and 8 centromeric side distance dependence
NY0542 NY0389 CHRI209000::KIURA3 primers 15 and 16 telomeric side distance dependence
NY0543 NY0389 CHR1213000::KURA3 primers 17 and 18 telomeric side distance dependence
NY0544 NY0389 CHRI189000::KURA3 primers 9 and 10 centromeric side distance dependence
NY0545 NY0389 CHRI192000::KURA3 primers 11 and 12 centromeric side distance dependence
NY0554 NY0389 pNB0537::KlURA3 primers 13 and 14 240x array targeted mutagenesis test strain
NY0612 NY0339 ade2-1A::CgTRP1 primers 19 and 20 clean delete of entire ade2 cassette
NY0619 NY0624 his3-11,5::pNB0603 Integration of pNB0603 plasmid targeted mutagenesis test strain
NY0620 NY0624 his3-11,5::pRS303 Integration of pRS303 plasmid targeted mutagenesis test strain empty vector control
NY0737 NY0544 exolA::KanR Primers 21 and 22
NY0739 NY0554 exolA::KanR Primers 21 and 22
NY0763 NY0343 CHRI197000::pNB0673 Integration of pNB0673
NY0775 NY0544 sgslA::CgTRP1 Primers 23 and 24
NY0777 NY0554 sgslA::CgTRP1 Primers 23 and 24
NY0873 NY0763 pNB0673::KURA3 primers 13 and 14 Ox array test strain
NY0874 NY0389 CHR1118000::KURA3 Primers 25 and 26 centromeric side distance dependence
NY0883 NY0554 RAD52::RAD52-CFP-KanR Primers 27 and 28 240x array Rad52-CFP strain
NY0885 NY0873 RAD52::RAD52-CFP-KanR Primers 27 and 28 no array Rad52-CFP strain
NY0894 NY0873 rev3A::CgTRP1 Primers 29 and 30
NY0896 NY0873 rad52::CgTRP1 Primers 31 and 32
NY0901 NY0544 rev3A::CgTRP1 Primers 29 and 30
NY0903 NY0544 rad52A::CgTRP1 Primers 31 and 32
NY0909 NY0554 rev3A::CgTRP1 Primers 29 and 30
NY0911 NY0554 rad52A::CgTRP1 Primers 31 and 32
NY0923 NY0873 exolA::KanR Primers 21 and 22
NY0924 NY0873 sgs1A::CgTRP1 Primers 23 and 24
NY0927 NY0343 CHRI197000::pNBO775 Integration of pNB0775 85x no homology test strain
NY0931 NY0737 sgslA::CgTRP1 Primers 23 and 24
NY0932 NY0739 sgslA::CgTRP1 Primers 23 and 24
NY0951 NY0554 smlA::CgTRP1 Primers 33 and 34
100
101
NY0971 NY0951 ddc2A::KanR Primers 35 and 36
NY0973 N/A Ethanol Red MA TA/a N/A Kind gift of K. Verstrepen
NY0977 NY0973 Ethanol Red MATa N/A Sporulation of NY0973
NY1005 N/A S288c N/A FY5 from Fink lab at MIT
NY1009 NY1005 URA3::ura3 Primers 37 and 38
ura3A::TDH3pr-Mag1-
NY1010 NY1005 sctetR Primers 37 and 38
NY1014 NY0977 URA3::ura3 Primers 37 and 38
ura3A::TDH3pr-Mag1-
NY1015 NY0977 sctetR Primers 37 and 38
NY1066 NY1009 CHRI197000::pNBO849 integration of pNB0849 S288c empty vector control strain
NY1068 NY1014 CHRI197000::pNB0849 integration of pNBO849 Ethanol Red empty vector control strain
NY1077 NY1010 CHRI197000::pNBO849 integration of pNB0849 S288c test strain
NY1113 NY1015 CHRI197000::pNB0849 integration of pNB0849 Ethanol Red test strain
- Yeast transformations were performed using the method in (Gietz and Woods, 2002).
- CgTRP1 refers to the copy of the TRP1 gene from Candida glabrata, used here to prevent recombination at the native TRP1 locus.
- All distances on chromosome I correspond to positions in the reference sequence (S288C background). W303 differs significantly in this region from
the reference sequence, and primers were designed using the known W303 sequence {{125 Liti,G. 2009}}.
(http://www.sanger.ac.uk/research/projects/genomeinformatics/sgrp.htm). Distances were confirmed by PCR (primers 42, 48, and 105-108) from
one position to the next.
- Clean delete means deletion of the promoter, ORF, and terminator of a gene so as to remove any possible homology for marker recombination
during fluctuation analysis.
Appendix 2: Plasmid List
Cloning Insert PCR Addgene
Name Method Backbone Insert(s) primers deposited Usage notes
Plasmids used
pLAU44 Kind gift of D. Sherrat (Lau et. al., 2003)
pRS4D1 Kind gift of J. Collins (Murphy et. al., 2007)
pCDG Kind gift of B. Demple {{55 Auerbach,P. 2005}1
pYES-MAG Kind gift of L. Samson (Glassner et. al., 1998)
pWH610(B+sB) Kind gift of W. Hillen (Krueger et. al., 2003)
Plasmids constructed and used
pNB0298 Ligation PRS415 (Xhol/BamHl) GAL1pr (Xhol/BamHl) 64 and 65 no pGALlpr
pNB0435 Ligation pNB0298 (Spel/Sacl) NLS-CDG (Spel/SacI) 66 and 67 no
pNB0437 Ligation pNB0298 (Spel/Sacl) MAG1 (Spel/Sacl) 68 and 69 no
pNB0441 Ligation pNB0435 (Sall/Sacl) ACT1t(Sall/Sacl) 70 and 71 no
pNB0443 Ligation pNB0437 (Sall/Sacl) ACT1t(Sall/Sacl) 70 and 71 no
pNB0449 Ligation pNB0441 (NgoMIV/Xhol) none (blunted) N/A no NLS-CDG
pNB0450 Ligation pNB0443 (NgoMIV/Xhol) none (blunted) N/A no MAG1
sctetR binding test by
fluorescence
pNB0451 Ligation pRS4D1 (Notl/Sacl) none (blunted) N/A no knockdown
pNB0461 Gap repair pNB0449 (Sall/Notl) sctetR 72 and 73 no NLS-CDG-sctetR
pNB0470 Gap repair pNB0450 (Spel/Sall) sctetR 74 and 73 no sctetR
pNB0471 Gap repair pNB0450 (Sall/Notl) vYFP 75 and 76 no MAG1-vYFP
pNB0472 Gap repair pNB0450 (Sall/Notl) sctetR 77 and 73 yes plasmid MAG1-sctetR
pNB0473 Gap repair pNB0449 (Sall/Noti) vYFP 78 and 76 no NLS-CDG-vYFP
pNB0476 Gap repair pNB0450 (Spel/Sall) vYFP 79 and 76 no NLS-vYFP
pNB0602 Gap repair pNB0450 (Sall/Notl) sctetR-cYFP 91 and 90 no MAG1-sctetR-cYFP
pNB0298 (Xhol/Spel) and integrated MAG1-
pNB0603 Ligation PRS303 (Xhol/Sacl) pNB0472 (Spel/Sacl) N/A yes sctetR
CHRI 5' homology
(Ascl/Xbal) and CHRI 3' integrated 240x tetO
pNB0537 Ligation pLAU44 (Noti/Xbal) homology (Not1/Ascl) 93 to 96 yes array
pNB0568 Ligation pBS (Notl/Xbal) pNB0537 (Not1/Xbal) N/A no
pNB0586 Ligation pRS316 (Xbal/Xhol) 240x teto array (Xbal/Xhol) N/A yes plasmid 240x tetO array
plasmid 240x tetO array
pNB0640 Ligation pNB0586 (Xhol) ade2-1 cassette (Xhol) 97 and 98 no w/ade2-1
pNB0653 Ligation pBS (Apal/Hindill) KIURA3 cassette 99 and 100 no
FokI (Bibikova et. al., 2003)
pNB0663 Ligation pNB0450 (BamHl/Sall) (BamHI/Xhol) N/A _no
pNB0665 Gap repair pNB0663 (BamHl) sctetR 88 and 103 yes sctetR-FOKI
pNB0673 Ligation pNB0537 (Xhol/Xbal) none (blunted) N/A no integrated Ox tetO array
pNB0763 Ligation pBS (EcoRI/Xmal) pNB0537 (EcoRI/Xmal)
pNB0773 Ligation pNB0763 (Notl/Xbal) pNB0568 (Notl/Xbal) N/A no
102
integrated 85x array
pNB0775 Ligation pNB0773 (NgoMIV/Hindlll) pNB0653 (NgoMlV/Hindlll) N/A yes w/o homology
pNB0298 (Xhol/Agel) and
pNB0784 Ligation pNB0298 (Xhol/Sacl) pNB0665 (Agel/Sacl) N/A no
coexpression of sctetR-
pNB0785 Gap repair pNB0784 (Xhol) MAG1-ACTit 101 and 102 no FOKI and MAG1
pNB0841 Ligation pRS306 (Ndel/Ncol) fragment of URA3 104 and 105 no
integration of TDH3pr-
Mag1-sctetR to delete
pNB0843 Ligation pNB0841 (Nhel/Ascl) TDH3pr-Magl-sctetR-ACTlt 106 and 107 yes URA3
centromeric plasmid
TDH3pr (Xhol/Xbal) with TDH3pr-Magl-
pNB0844 Ligation pNB0298 (Xhol/Sacl) and pNB0472 (Spel/Sacl) N/A no sctetR
GCN5 cassette (Spel/Pstl),
SPT15 cassette (Pstl/Nhel), integration of 85x array
SPT3 cassette with genes of interest
(EcoRl/BsiWI), and KIURA3 at 4.5 kb, in
TAF12pr-TAF12-CYC1t this case genes are for
pNB0849 Ligation pNB0775 (BsiWI/Hindlll) 108 to 117 yes gTME.
* Cassette means promoter, ORF, and terminator
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Appendix 3: Primer List
Name Sequence Template
Integrating primers
tcttcagacttcttaactcctgtaaaaacaaaaaaaaaaaaaggcatagc CACAGGAAAC
1 CgCan1KO(+) AGCTATGACC KIURA3 on pBluescript
agaatgcgaaatggcgtggaaatgtgatcaaaggtaataaaacgtcatat GTTGTAAAAC
2 CgCan1KO(-) GACGGCCAGT "
3 CANlinsv2(+) GGTTGCGAACAGAGTAAACCGAATCAGGG CAN1
4 CANlinsv2(-) GCTTCTACTCCGTCTGCTTTCTTTTCGGG "
ATGCCTTCGACACCTAGCTTTGTTAGATCTGCTGTCTCGAAATACAAATT
5 APN1KO-Kanv2(+) GATCTGTTTAGCTTGCCTCGTCCC pNBO132
TTATTCTTTCTTAGTCTTCCTCTTCTTTGTCATTTGTGACAAGATATCAT
6 APN1KO-Kanv2(-) AAACTGGATGGCGGCGGTTAG "t
GTTAGTTAGTTACTGTTAGGACGCTTCGGCGAGCTGATGTCTGACTTCTC
7 URA-17kb(+) CACTATAGGGCGAATTGGGTAC KIURA3 on pBluescript
TTACGGCCATTATCAGCGGTAAAACACCCAAGGTGTTGACTAAGTGATGG
8 URA-17kb(-) AAAGGGAACAAAAGCTGGAGC "
agatttccaagcaagcttttagtggaaatcatcgcgcgcaagccagcggt
9 URA-8kb(+) CACTATAGGGCGAATTGGGTAC KIURA3 on pBluescript
TCCGCACGTCCTACGTTTAGAAAGTAACGATGCCAATCTTCATCACGGTA
10 URA-8kb(-) AAAGGGAACAAAAGCTGGAGC "
TTTGGAAGTGACTGGCGCCGCCGCTGGCTACTATAATAGCAGCGACTGTA
11 URA-5kb(+) CACTATAGGGCGAATTGGGTAC KIURA3 on pBluescript
TTGGTGCACGTTCGCTCGGCGAGTAAAAGAGGTAATCCAAACGACGGGAT
12 URA-5kb(-) AAAGGGAACAAAAGCTGGAGC "
actgcccgctttccagtcgggaaacctgtcgtgccagctgcattaatgaa
13 URAsfm(+) CACTATAGGGCGAATTGGGTAC KIURA3 on pBluescript
GCACACAGCCCAGCTTGGAGCGAACGACCTACACCGAACTGAGATACCTA
14 URAsfm(-) AAAGGGAACAAAAGCTGGAGC "
atcgaaataaaatgctgtatcacgggcgattattccatggcgaaatgagg
15 URA3kbv3(+) CACTATAGGGCGAATTGGGTAC KIURA3 on pBluescript
GGTGTTAGATACGGATGTGAAAGGGCGATAAGACATTTGGAAGTTAATGA
16 URA3kbv4(-) AAAGGGAACAAAAGCTGGAGC "f
gcagtctttacacttctggcactaattaatgtggcctcaggagccacaga
17 URAllkbv2(+) CACTATAGGGCGAATTGGGTAC KIURA3 on pBluescript
GAATACTGGTAAAAATTTATATTCATCCCACTTTTCCTCTGGCCTGCTGG
18 URA11kb(-) AAAGGGAACAAAAGCTGGAGC "
gcgcactaccagtatatcatctcatttccgtaaataccaaatgtattata CACAGGAAAC
19 CgKO-ADE2(+) AGCTATGACC CgTRP1 on pBluescript
ATTGAGCCGCCTTATATGAACTGTATCGAAACGTTATT111AATCGCA
20 CgKO-ADE2(-) GTTGTAAAAC GACGGCCAGT "
ATGGGTATCC AAGGTCTTCT TCCTCAGTTA AAGCCCATAC AGAATCCAGT
21 PrKO-EXO1(+) GATCTGTTTAGCTTGCCTCGTCCC pNBO132
TTTATAAACAAATTGGGAAAGCAAGGAGATAGATCTGACTGCCGGCCGAG
22 PrKO-EXO1(-) AAACTGGATGGCGGCGGTTAG "
ATGGTGACGA AGCCGTCACA TAACTTAAGA AGGGAGCACA AATGGTTAAA
23 CgKO-SGS1(+) CACAGGAAAC AGCTATGACC CgTRP1 on pBluescript
TCACTTTCTTCCTCTGTAGTGACCTCGGTAATTTCTAAAACCTCGTCTCC
24 CgKO-SGS1(-) GTTGTAAAAC GACGGCCAGT "
ATAGCTAGGT AATTTTAATC TGGGGAGAGA AATGGTGAAC T1TTCAAT
25 URA75kb(+) CACTATAGGGCGAATTGGGTAC KIURA3 on pBluescript
CTGAAATTGAAGCAGCACCACAAGATATCAATCAACAACCGAATCAATAA
26 URA75kb(-) AAAGGGAACAAAAGCTGGAGC "
27 r52-FPfuse(+) GAGAAGTTGGAAGACCAAAGATCAATCCCCTGCATGCACGCAAGCCTACT pNB0263
104
TCTAAAGGTGAAGAATTATTCACTGG
AGTAATAAATAATGATGCAAATT1T1ATTTGTTTCGGCCAGGAAGCGTT
28 r52-FPfuse(-) TTAGTATCGAATCGACAGCAG "
ATGTCGAGGG AGTCGAACGA CACAATACAG AGCGATACGG TTAGATCATC
29 REV3KO(+) CACAGGAAAC AGCTATGACC CgTRP1 on pBluescript
TTTGAACAGATTGATTATCTCTCAAGTATCTTTCTGCTTTGACACGAGAG
30 REV3KO(-) GTTGTAAAAC GACGGCCAGT "
GGAGGTTGCC AAGAACTGCT GAAGGTTCTG GTGGCTTTGG TGTGTTGTTG
31 RAD52KO(+) CACAGGAAAC AGCTATGACC CgTRP1 on pBluescript
AGTAATAAATAATGATGCAAATTTT11ATTTGTTTCGGCCAGGAAGCGTT
32 RAD52KO(-) GTTGTAAAAC GACGGCCAGT
GATCTTACGG TCTCACTAAC CTCTCTTCAA CTGCTCAATA ATTTCCCGCT
33 CgKO-sml1(+) CACAGGAAAC AGCTATGACC CgTRP1 on pBluescript
CAGAACTAGTGGGAAATGGAAAGAGAAAAGAAAAGAGTATGAAAGGAACT
34 CgKO-smll(-) GTTGTAAAAC GACGGCCAGT "
CACGAAACGT CAACACAATC ATCAAACTCT TTTGCATATT TCTATTATAG
35 PrKO-ddc2(+) GATCTGTTTAGCTTGCCTCGTCCC pNB0132
TCTTTCCTAAAACGAAAATAATATAAATTATATATAGTTAATATTAAGCA
36 PrKO-ddc2(-) AAACTGGATGGCGGCGGTTAG
37 U3KO(+) GGAGCACAGACTTAGATTGG pNB0841 or pNB0843
38 U3KO(-) CTTTGTCGCTCTTCGCAATGTC "
check primers
39 Cgchk(-) GGTCATAGCTGTTTCCTGTG changes marked with KIURA3 or CgTRP1
40 apnlKOchk(+) GCGGC CAAGAAGGAA CCGATTCACG deletion of APN1
41 met25pchk(-) CGAGGCAAGCTAAACAGATC changes marked with KanR
42 URA197chk(-) GTACCCAATTCGCCCTATAGTG KIURA3 insertions
43 URA17kbchk(+) GACTGGGAAGTTCTGTCGTAG KIURA3 at -17kb
44 URA8kbchk(+) CTCAGGAAAATTACTGGCGAAGG KIURA3 at -8kb
45 URA5kbchk(+) CGCATCTTCAAACGGCAGCAAG KIURA3 at -5kb
46 URAsfmchk(+) cccagcttttgttccctttagtg KIURA3 inside pNB0537
47 URA3kbchkv2(+) GTCATTGAGATATGATAGCCTGTTCC KIURA3 at 11kb
48 URA197chk(+) GCTCCAGCTTTTGTTCCCTTT KIURA3 insertions
49 URAllkbchkV2(-) ATGTGCCTGATGAACTAACACAAGG KIURA3 at 15kb
50 URAOkbckv2(+) TTCGAAAGCTCTATCATATGGC KIURA3 at CHRI 197000
51 ADE2KOchk(+) CGCATCTGTTCCTCTATCTTC deletion of ade2-1
52 CANlKOchk(+) gcttagcatttgccgttgg deletion of canl-100
53 RADS2KOchk(+) ACTAAATGGTTGAATCGGGTC deletion of RAD52
54 CHRlinschV2(+) TTCACTACACCTCGGACATGGATTTG integration of pNB0537 and pNB0639
55 CHRlinschk(-) CCCTATCAGTGATAGAGAGACGGACG integration of pNBO537
56 URA75kbchk(+) GAGGAAAAGATTCATCAACTGGC KIURA3 at -82kb
57 PrKO-EXO1chk(+) CTGAGGTTGACTACTACGAGC Deletion of EX01
58 CgKO-SGSlchk(+) GAAATGCGAAATGTGAAGGAAGAG Deletion of SGS1
59 REV3KOchk(+) GACGAGTGCAGTGCGTCTAG Deletion of REV3
60 smllkochk(+) ATGTTTAGACCTCGTACATAGG Deletion of SML1
61 ddc2kochk(+) AAGAGTCAGACAGGCTCGC Deletion of DDC2
Deletion of URA3 with TDH3pr-Magl-
62 U3KOchk(+) TGCGAGGCATATTTATGGTGAAG sctetR
63 U3KOGPDchk(-) GGCAGTATTGATAATGATAAACTCG
plasmid construction primers
64 Xhol-GAL1(+) GCGGCCTCGAGCAAAAATTCTTACTT GAL1pr
65 BamHI-GAL1(-) GCGGCGGATCCG1T1111CTCCTTGACG
ccgcgactagtaacaaa ATGCCGAAAAAAAAACGCAAAGTG
66 Spel-CDG(+) TTTGGAGAGAGCTGGAAGAAGC CDG
105
67 Sacl-CDG(-) atattgagctcgttcatgtgcggcgcctaagttctgtcgacttatta CAGCTCCTTCCAGTCAATGG "t
68 Spel-MAG(+) ccgcgactagtaacaaa ATGAAACTAAAAAGGGAGTATGATG MAG1
69 SacI-MAG(-) atattgagctcgttcatgtgcggcgcctaagttctgtcgactta TTAGGATTTCACGAAATTTTCTTC "
70 Sall-ACT1UTR(+) ataatgtcgacgttcatgtgcggccgc TCTGCTTTTGTGCGCGTATG ACTt
71 Sacl-ACT1UTR(-) cggcggagctc AATTTTTGAAATTTTCGTAGAAAAGGG
GGCAAGAAGC CCATTGACTG GAAGGAGCTG GTC GAC GGT GCT GGT TTA ATT
72 CDG-(sc)tetR(+) AAC tctagattagataaaagtaaag sctetR
GGTACATACATAAACATACGCGCACAAAAGCAGA ttatta
73 MUT-(sc)tetR(-) GTCGCCGCTTTCGCACTTTAG
ATACTTTAAC GTCAAGGAGA AAAAACTATA AACAAA
74 sctetR-GAL(+) ATGCCGAAAAAAAAACGCAAAGTG tctagattagataaaagtaaag "
AT GAAGGCAGAA GAAAATTTCG TGAAATCC GTC GAC GGT GCT GGT TTA ATT
75 MAG-YFP(+) AAC TCTAAAGGTGAAGAATTATTCACTGG vYFP
GGTACATACATAAACATACGCGCACAAAAGCAGA TTATTA
76 ACT1t-YFP(-) TTTGTACAATTCATCCATACCATGG
AT GAAGGCAGAA GAAAATTTCG TGAAATCC GTC GAC GGT GCT GGT TTA ATT
77 MAG-(sc)tetR(+) AAC tctagattagataaaagtaaag sctetR
GGCAAGAAGC CCATTGACTG GAAGGAGCTG GTC GAC GGT GCT GGT TTA ATT
78 CDG-YFP(+) AAC TCTAAAGGTGAAGAATTATTCACTGG vYFP
ATACTTTAAC GTCAAGGAGA AAAAACTATA AACAAA
79 Gal-YFP(+) ATGCCGAAAAAAAAACGCAAAGTG TCTAAAGGTGAAGAATTATTCACTGG "
80 Ascl-chrlup(+) tatgcggcggcgcgcc ATTTTGACATATACTGATATGGACCTC CHRI:197000 5' homology
81 Xbal-chrlup(-) gcggctctaga TTCAGATATGAGGCCATAAATGGAG "
82 Notl-chrlins25(+) GTGGT GCGGCCGC TTTCAAGTAG TTCACAAAGA CHRI:197000 3' homology
83 Ascl-chrlins23(-) ATAAT GGCGCGCC CAATCGCTGG GAATGAGCAA
84 XholA-ade2(+) gaggactcgagcctagg AAGCTTTTGACCAGGTTATTATAAAAG ade2-1 cassette
85 Xhol-ade2(-) gaggactcgag CAGGTAATTATTCCTTGCTTCTTG
86 Apal-KIU(+) tatta gggccc ggagacaatc KIURA3 on pBluescript
87 Hind3-KIU(-) gagga aagctt GCTTATCGCAATGGTTGTAATGG it
TGATTATTAAACTTCUTGCGTCCATCCAAAAAAAAAGTAAGAA11TTG gctagc
88 GAL10-MAG1(+) aacaaa ATGAAACTAAAAAGGGAGTATGATG MAG1
tgcgcaactgttgggaagggcgatcggtgcgggcctcttcgctattacgc cccggg
89 pBS-ACT1(-) AATTTTTGAAATTTTCGTAGAAAAGGG __
CTTCTCCTCCAGCTCGCTCTTCACCAGCTG GTTAATTAAACCAGCACCGTCGAC
90 sctetR-FOKI(-) GTCGCCGCTTTCGCACTTTAG sctetR
91 Ndel-U3f(+) gagga catatg gcggccgc TAGTGTTGAAGAAACATGAAATTGCC pRS316
gagga CCATGG GGCGCGCC actagt GCTAGC
92 Ncol-U3f(-) ATAACTTCGTATAATGTATGCTATACGAAGTTAT AAAAATCAGTCAAGATATCCAC "f
93 Nhel-GPDMS(+) gagga gctagc CGAGTTTATCATTATCAATACTGCC pNB0844
gagga acatgt ggcgcgcc ATAACTTCGTATAATGTATGCTATACGAAGTTAT
94 Pcil-GPDMS(-) AA1TTTGAAATTTTCGTAGAAAAGGG
95 SpelGCN5(+) agaag actagt tcttaaacacttatgggcagc genomic DNA
96 Pst|GCN5(-) gcggc CTGCAG ATATAGTTACATAAAGGTAAATACCAACG "
97 PstISPT15(+) gagga ctgcag gaatttgtacttctttcgaaatcg
98 NheISPT15(-) GCGGC gctagc ttaattaa ATAAACATCTTATTATAAAACATTGATATATAAATATAG "
99 EcoRISPT3(+) gagga gaattc GATGTTCGGTTACATGTCTTAG
100 BsiWISPT3(-) gagga cgtacg cacgcaattttttaatcactgagttc
101 BsiWITAF12(+) gagga cgtacg GTTCTCTCGTTGATACTTTTAGCC It
102 Hind3TAF12(-) cgccg aagctt ggtcat gctagc ttatttttttgtattcaacgat gcaacattgtttccattgttttttg __
103 NheiCYC1t(+) gagga gctagc CATGTAATTAGTTATGTCACGC It
104 Hind3CYClt(-) GCGGC aagctt TAAAGCCTTCGAGCGTCCC
primers to confirm distances of markers from the 240x array on the telomeric side
105 46451(+) tggtcaactcaacgattcttagg genomic DNA
106
107
106 46241(-) CACTATAGCTTGCTGTATGTCTC
107 42459(+) GAGAAATTGGCTACTTAGGAAGAG
108 42393(-) GCTGAATACGATATGGACTAGAG
sequencing primers
109 KIU-seql(+) cgttcatggtgacacttttagc
110 KIU-seq2(+) CATCAAATGGTGGTTATTCGTGG
111 KIU-seql(-) GTAAGATGAAGTTGAAGTAGTGTTGC
112 KIU-seq2(-) CTCTVT1CGATGATGTAGTTTCTGG
* Cassette means promoter, ORF, and terminator
Appendix 4: Matlab Code
MSSpdf
This function generates the probability distribution function of the Luria-Delbrick distribution
using the recursive equation described in (Sarkar et. al., 2002).
function [p,rho]=MSSpdf(data,mu,Ni,Nt)
% this function calculates the probability density function of the MSS
% distribution using the iterative formula from foster et.al.
% Inputs:
% mu = the mutation rate
% Ni = the number of cells that started the culture
% Nt = the final number of cells
% data = a vector containing the number of mutants for which the
% probability is desired
% Outputs:
% p = the probability of observing the number of mutants as specified by
% data
% rho = the probability of observing every mutant up to the maximum
% number of mutants observed
%determine useful ratios
a=Ni/Nt;
%calculate the probability of observing every mutant up to the max observed
rho=zeros(max(data)+1,1); %vector is off by 1, rho(l) is prob of 0 mutants,
rho(2) is prob of 1 mutant etc.
rho(l)=exp(-mu*Nt*(1-a));
for r=l:max(data)
tosum=zeros(r,1);
for i=0:r-1
tosum(i+1)=(r-i)*rho(i+1)*((1-a)^(r-i)/(r-i)-(1-a)^(r-i+1)/(r-i+1));
end
rho(r+l)=mu*Nt/r*sum(tosum);
end
%fill the output vector with only the probabilities of observing the
%mutants that were observed
p=zeros(length(data),1);
for n=l: length (data)
p(n) =rho (data (n) +1);
end
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MSScdf
Uses MSSpdf to generate the CDF.
function [f,cdf]=MSScdf(data,mu,Ni,Nt)
% this function calculates the cumulative distribution function of the MSS
% distribution using the iterative formula from foster et.al.
% Inputs:
% mu = the mutation rate
% Ni = the number of cells that started the culture
% Nt = the final number of cells
% data = a vector containing the number of mutants for which the
% probability is desired
% Outputs:
% f = the probability of observing any number of mutants up to the
% number that was observed, as specified by data
% cdf = the cdf for each mutant number up to the maximum number observed
%call the PDF
[p rho]=MSS pdf(data,mu,Ni,Nt);
%calculate the CDF for all mutant numbers
cdf=zeros(length(rho),1);
for r=l:length(rho)
tosum=zeros(r,1);
for i=l:r
tosum(i) =rho(i);
end
cdf(r)=sum(tosum);
end
%fill the output vector with only the cumulative densities of observing the
%mutants that were observed
f=zeros(length(data),1);
for n=l:length(data)
f(n)=cdf(data(n)+1);
end
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stewartCL
Uses equation 3 in (Stewart, 1994) to calculate the 95% confidence intervals given log_m, which
is the log of the final number of cells multiplied by the mutation rate, and the number of cultures C.
function [CL]=stewart CL (C, factor, logm)
CL=f solve(@ (CL) eqn3 (CL, C, factor, log-m) , [0.9*logm 1.1*log-m]);
function [F]=eqn3 (CL,C, factor, log m)
F(1)=CL(1)+(factor*exp(-0.315*CL(1)))/sqrt(C)-log m;
F (2)=CL (2) - (factor*exp (-0. 315*CL (2) ) ) /sqrt (C) -logm;
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mutrate
This function fits the distribution of the number of mutants in a series of cultures to the LD
distribution as described by MSSpdf. It generates confidence intervals from the method of (Stewart
1994). It plots the CDF if desired of both the data and the LD distribution at the optimum mu.
function [mu, CL, sigma]=mutrate (data, Ni, Nt, guess, graph)
% use MLE to determine the mutation rate
mu=mle(data,'pdf',@(data,mut)MSSpdf(data,mut,Ni,Nt),'start',guess);
% use the method of Stewart 1994 to calculate the confidence intervals
m=mu*Nt;
sigma=1.225*m^(-0.315)/sqrt(length(data));
CL=stewartCL(length(data),2.401,log(m));
CL=exp (CL) /Nt;
% if a graph is desired, make the CDF of the data and the LD fit
if strcmp(graph,'on')==l
ordered=sort(data);
datacdf=zeros(length(ordered),1);
repeat=zeros(length(ordered),1);
for i=1:length(ordered)
if i>=2
if ordered(i)==ordered(i-1)
data cdf(i-count)=1/length(ordered)*i;
repeat (i) =1;
count=count+1;
else
data cdf(i)=1/length(ordered)*i;
count=1;
end
else
data cdf(i)=1/length(ordered)*i;
count=1;
end
end
[p,rho]=MSS cdf(data,mu,Ni,Nt);
toplot=(repeat==O);
ordered=ordered(toplot);
data cdf=data cdf(toplot);
figure (1)
plot(ordered,datacdf,'ok')
hold on
plot(0:1:max(data),rho,'-k')
hold off
end
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ColonyCounter
This GUI determines the number of colonies on a plate based on an image of that plate. First, a
Fourier transform is used to brighten only the colony shaped items. Second, a region of interest that
encompasses the colonies on the plate is identified such that pixels outside that area are disregarded.
Third, a binary mask is created based on a pixel intensity threshold. Finally, objects that don't meet area
or ellipticity criteria are discarded. The count is the number of the objects in the binary mask at the end
of this process.
function varargout = ColonyCounter(varargin)
% COLONYCOUNTER M-file for ColonyCounter.fig
% COLONYCOUNTER, by itself, creates a new COLONYCOUNTER or raises the
existing
% singleton*.
% H = COLONYCOUNTER returns the handle to a new COLONYCOUNTER or the
handle to
% the existing singleton*.
% COLONYCOUNTER('CALLBACK',hObject,eventData,handles,...) calls the
local
% function named CALLBACK in COLONYCOUNTER.M with the given input
arguments.
% COLONYCOUNTER('Property','Value',...) creates a new COLONYCOUNTER or
raises the
% existing singleton*. Starting from the left, property value pairs are
% applied to the GUI before ColonyCounter OpeningFcn gets called. An
% unrecognized property name or invalid value makes property application
% stop. All inputs are passed to ColonyCounterOpeningFcn via varargin.
% *See GUI Options on GUIDE's Tools menu. Choose "GUI allows only one
% instance to run (singleton)".
% See also: GUIDE, GUIDATA, GUIHANDLES
% Edit the above text to modify the response to help ColonyCounter
% Last Modified by GUIDE v2.5 12-Aug-2009 14:36:43
% Begin initialization code - DO NOT EDIT
gui Singleton = 1;
guiState = struct('guiName', mfilename,
'guiSingleton', guiSingleton,
'guiOpeningFcn', @ColonyCounterOpeningFcn,
'gui OutputFcn', @ColonyCounterOutputFcn,
'guiLayoutFcn', [] ,
'guiCallback', []);
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if nargin && ischar(varargin{l})
guiState.guiCallback = str2func(varargin{1});
end
if nargout
[varargout{l:nargout}] = gui mainfcn(guiState, varargin{:});
else
gui mainfcn(guiState, varargin{:});
end
% End initialization code - DO NOT EDIT
% --- Executes just before ColonyCounter is made visible.
function ColonyCounter OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to ColonyCounter (see VARARGIN)
% Choose default command line output for ColonyCounter
handles.output = hObject;
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes ColonyCounter wait for user response (see UIRESUME)
% uiwait(handles.figurel);
% --- Outputs from this function are returned to the command line.
function varargout = ColonyCounter OutputFcn(hObject, eventdata, handles)
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
function filterLowEdit Callback(hObject, eventdata, handles)
% hObject handle to filterLowEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of filterLowEdit as text
% str2double(get(hObject,'String')) returns contents of filterLowEdit
as a double
% --- Executes during object creation, after setting all properties.
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function filterLowEdit CreateFcn(hObject, eventdata, handles)
% hObject handle to filterLowEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function filterHighEdit Callback(hObject, eventdata, handles)
% hObject handle to filterHighEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of filterHighEdit as text
% str2double(get(hObject,'String')) returns contents of filterHighEdit
as a double
% --- Executes during object creation, after setting all properties.
function filterHighEdit CreateFcn(hObject, eventdata, handles)
% hObject handle to filterHighEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc &&.isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function filterColDiamEdit Callback(hObject, eventdata, handles)
% hObject handle to filterColDiamEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of filterColDiamEdit as text
% str2double(get(hObject,'String')) returns contents of
filterColDiamEdit as a double
% --- Executes during object creation, after setting all properties.
function filterColDiamEdit CreateFcn(hObject, eventdata, handles)
% hObject handle to filterColDiamEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
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empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get (0, 'defaultUicontrolBackgroundColor'))
set (hObject, 'BackgroundColor', 'white');
end
% --- Executes on button press in getEllipseButton.
function getEllipseButtonCallback(hObject, eventdata, handles)
% hObject handle to getEllipseButton (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
clear h
h=imellipse;
ellipseVertices=wait(h);
setappdata(hObject, 'ellipseVertices', ellipseVertices);
% --- Executes on button press in defineROIButton,
function defineROIButtonCallback(hObject, eventdata, handles)
% hObject handle to defineROIButton (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
preImage=getappdata(handles.filenameEdit, 'currentImage');
ellipseVertices=getappdata(handles.getEllipseButton, 'ellipseVertices');
preEllipseMask=roipoly(preImage,ellipseVertices(:,l),ellipseVertices(:,2));
ellipseMask=uintl6(preEllipseMask);
currentImage=preImage.*ellipseMask;
imshow(currentImage);
setappdata(hObject,'currentImage',currentImage);
% --- Executes on button press in createBinaryMaskButton.
function createBinaryMaskButton Callback(hObject, eventdata, handles)
% hObject handle to createBinaryMaskButton (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
preImage=getappdata(handles.defineROIButton, 'currentImage');
graythreshFactor=str2double(get(handles.graythreshFactorEdit, 'String'));
binary=im2bw(preImage, graythreshFactor*graythresh(preImage));
originalImage=getappdata(handles.filenameEdit, 'currentImage');
currentImage=cat(3,originalImage,originalImage,originalImage);
sizeRGB=size(currentImage);
m=sizeRGB(1)
n=sizeRGB (2)
for i=1:m
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% handles
for j=l:n
if binary(i,j)==1
currentImage(i,j,1)=65535;
currentImage(i,j,2)=0;
currentImage(i,j,3)=0;
end
end
end
imshow(currentImage);
labels=bwlabel(binary);
count=max(max(labels));
set(handles.colonyCount,'String',count);
setappdata(hObject,'labels',labels);
setappdata(hObject,'currentImage',currentImage);
setappdata(hObject,'binary',binary);
function graythreshFactorEditCallback(hObject, eventdata, handles)
% hObject handle to graythreshFactorEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of graythreshFactorEdit as
text
% str2double(get(hObject,'String')) returns contents of
graythreshFactorEdit as a double
% --- Executes during object creation, after setting all properties.
function graythreshFactorEditCreateFcn(hObject, eventdata, handles)
% hObject handle to graythreshFactorEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --- Executes on button press in eliminateButton.
function eliminateButton Callback(hObject, eventdata, handles)
% hObject handle to eliminateButton (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
areaHigh=str2double(get(handles.areaHighEdit, 'String'));
areaLow=str2double(get(handles.areaLowEdit, 'String'));
eccentricityMax=str2double(get(handles.eccentricityMaxEdit, 'String'));
labels=getappdata(handles.createBinaryMaskButton, 'labels');
originalImage=getappdata(handles.filenameEdit, 'currentImage');
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props=regionprops(labels, originalImage, 'Area', 'Eccentricity');
idx = find([props.Area] > areaLow & [props.Area] < areaHigh &
[props.Eccentricity] < eccentricityMax);
binary = ismember(labels,idx);
currentImage=cat(3,originalImage,originalImage,originalImage);
sizeRGB=size(currentImage);
m=sizeRGB(1);
n=sizeRGB(2);
for i=l:m
for j=l:n
if binary(i,j)==1
currentImage(i,j,1)=65535;
currentImage(i,j,2)=0;
currentImage(i,j,3)=0;
end
end
end
labelsNew=bwlabel(binary);
count=max(max(labelsNew));
set (handles.colonyCount, 'String',count);
imshow(currentImage);
function areaHighEdit Callback(hObject, eventdata, handles)
% hObject handle to areaHighEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of areaHighEdit as text
% str2double(get(hObject,'String')) returns contents of areaHighEdit
as a double
% --- Executes during object creation, after setting all properties.
function areaHighEditCreateFcn(hObject, eventdata, handles)
% hObject handle to areaHighEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
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function areaLowEditCallback(hObject, eventdata, handles)
% hObject handle to areaLowEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of areaLowEdit as text
% str2double(get(hObject,'String')) returns contents of areaLowEdit as
a double
% --- Executes during object creation, after setting all properties.
function areaLowEditCreateFcn(hObject, eventdata, handles)
% hObject handle to areaLowEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function eccentricityMaxEdit Callback(hObject, eventdata, handles)
% hObject handle to eccentricityMaxEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of eccentricityMaxEdit as
text
% str2double(get(hObject,'String')) returns contents of
eccentricityMaxEdit as a double
% --- Executes during object creation, after setting all properties.
function eccentricityMaxEditCreateFcn(hObject, eventdata, handles)
% hObject handle to eccentricityMaxEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --- Executes on button press in storeButton.
function storeButtonCallback(hObject, eventdata, handles)
% hObject handle to storeButton (see GCBO)
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% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
function directoryEdit Callback(hObject, eventdata, handles)
% hObject handle to directoryEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of directoryEdit as text
% str2double(get(hObject,'String')) returns contents of directoryEdit
as a double
% --- Executes during object creation, after setting all properties.
function directoryEdit CreateFcn(hObject, eventdata, handles)
% hObject handle to directoryEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function filenameEdit Callback(hObject, eventdata, handles)
% hObject handle to filenameEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of filenameEdit as text
% str2double(get(hObject,'String')) returns contents of filenameEdit
as a double
directory=get (handles.directoryEdit, 'string');
filename=get(hObject,'string');
path=[directory filename];
filterLow=str2double(get(handles.filterLowEdit,'string'));
filterHigh=str2double(get(handles.filterHighEdit,'string'));
filterColDiam=str2double(get(handles.filterColDiamEdit,'string'));
filter=circBandPass(filterLow, filterHigh, filterColDiam);
preImage=uintl6(imfilter(imread(path) ,filter, 'replicate', 'conv'));
currentImage=imadjust (preImage, stretchlim(preImage));
%currentImage=imadjust(imread(path),stretchlim(imread(path)));
imshow(currentImage);
setappdata(hObject,'currentImage',currentImage);
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% --- Executes during object creation, after setting all properties.
function filenameEditCreateFcn(hObject, eventdata, handles)
% hObject handle to filenameEdit (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function colonyCount Callback(hObject, eventdata, handles)
% hObject handle to colonyCount (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Hints: get(hObject,'String') returns contents of colonyCount as text
% str2double(get(hObject,'String')) returns contents of colonyCount as
a double
% --- Executes during object creation, after setting all properties.
function colonyCountCreateFcn(hObject, eventdata, handles)
% hObject handle to colonyCount (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
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rad52dots-celcycle
This function takes a stack of cell images generated by the MetaMorph program and the Zeiss
optical microscope and uses them to determine the number of CFP foci and the cell cycle of the cells.
CFP foci are determined by thesholding on the change in brightness of the brightest 9 CFP pixels in each
cell across the z-stack of images, as well as on the maximum brightness of those same pixels. Mothers
are determined to be cells that have nuclei and daughters cells that do not. CFP-foci (dots) are assumed
to only occur in mothers, because they only occur in S/G2/M-phase cells (Lisby et. al., 2001). This
function also generates an image that shows the location of nuclei, the location of the CFP foci, and
whether a cell is a bud or mother for each cell.
function Y=rad52dots cellcycle(picture,a)
warning off all
% get the data from the stack of images named picture
I=tiffread2(picture);
BF = I(1); % bright field
BFOF = 1(2); % bright field out.of focus
YFP 1(3); % YFP
CFPdot = 1(4:15); % Z-stack on CFP
% determine the cell mask
mincellsize=100;
mask = getCellRegionMask(BF.data,BFOF.data,mincellsize);
L all=bwlabel(mask);
cellnumber = max(L all(:));
% generate the CFP maximum projection
CFP projection=zeros(512,512);
for i=l:length(CFPdot)
CFP projection=CFP projection+double(CFPdot(i).data);
end
% use the cell mask to determine the non-cell background CFP level and then
get rid of any super bright pixels
backgroundCFP=mean (mean(CFP projection.* (1-mask)));
CFP_projection=CFP_projection-backgroundCFP;
badpix=find(CFPprojection>4e4);
CFPprojection(find(CFPprojection>4e4) )=min(min(CFP projection));
% generate the image that shows nuclear CFP in cyan on top of the bright
field image
overlay=repmat(imadjust(BF.data), [1 1 3]);
binary=im2bw(uintl6(CFP projection), 1.5*graythresh(uintl6(CFP projection)));
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for i=1:512
for j=1:512
if binary(i,j)==1;
overlay(i,j,1)=0;
overlay(i,j,2)=65535;
overlay(i,j,3)=65535;
end
end
end
% label the nuclei
L_nuclei=bwlabel(binary);
nucleinumber=max(Lnuclei(:));
% if the cells have a nucleus in them they are mothers, if not then daughters
mothers=zeros(512,512);
daughter list=[];
motherlist=[];
for i=l:cell number
mask i = zeros(512,512);
mask i(find(Lall==i))=1;
check mother=mask i.*binary;
if max(max(checkmother))-=0
mothers=mothers+mask i;
mother list(i)=i;
else
daughter list(i)=i;
end
end
L_mothers = bwlabel(mothers);
motherlist=mother list(find(mother list-=0));
% determine m-phase cells by finding cells that share the same nucleus
mlist=[];
for i=l:nuclei number
mask i=zeros(512,512);
maski(find(L nuclei==i))=1;
checkm=unique(mask i.*Lall);
if length(checkm)>2
mlist=[mlist; check_m];
end
end
% find the Rad52-CFP foci by finding out what the change in intensity is of
the brightest nine CFP pixels in the nuclear region of each cell. Use a top
hat to clean up each stack image first
max pixel=[];
dotlocale=[];
for k=l:length(CFPdot)
se=strel('disk',2);
CFPdot k=double(CFPdot(k).data);
backk=mean(mean(CFPdotk.*(1-mask)));
CFPdot k=CFPdot k-backk;
CFPdot k(badpix)=min(min(CFPdotk));
CFPdot_k th=imtophat(CFPdotk,se);
for i=l:cell number
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if find(mother list==i)==0
continue
end
mask i = ones(512,512);
mask i(find(L_all-i))=0;
CFPdot i=CFPdot k th.*maski;
max pix=max(max(CFPdot i));
[m,n]=find(CFPdot i==max-pix);
m=m(1);
n=n(l);
if m==1
m=m+1;
elseif m==512
m=m-1;
elseif n==1
n=n+l;
elseif n==512
n=n-1;
end
dot-locale(k,i,:) [m n];
maxpixel(k,i)=CFPdot i(m-1,n-l)+CFPdot i(m-l,n)+CFPdoti(m-
l,n+l)+CFPdoti(m,n-1)+CFPdot i(m,n)+CFPdot i(m,n+1)+CFPdoti(m+1,n-
1)+CFPdoti(m+1,n)+CFPdot i(m+1,n+1);
end
end
dot=[];
dot=find((max(max pixel)-min(max pixel))>2000); % threshold based on change
in intensity of bright pixels
dot=dot(find(max(maxpixel(:,dot))>3000)); % threshold based on absolute
value of brightest pixels
% add the dots in blue to the image with the nuclei on top of the bright
field cells
for i=1:length(dot)
biggest=max(maxpixel(:,dot(i)));
stack(i)=find(max pixel(:,dot(i))==biggest);
m=dotlocale(stack(i),dot(i),l);
n=dot locale(stack(i),dot(i),2);
for j=-2:1:2
for k=-2:1:2
overlay(m+j,n+k,1)=0;
overlay(m+j,n+k,2)=0;
overlay(m+j,n+k,3)=65535;
end
end
end
%Determine the mother of every daughter by looking at the closest mothers and
then finding the one that has the most similar major axis
parent=[];
if isempty(daughter list)==0
daughter list=daughterlist(find(daughter list-=0));
for i=1:length(daughterlist)
mask i = zeros(512,512);
maski(find(Lall==daughter_list(i)))=daughter list(i);
mask i=mask i+L all.*mothers;
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[v, dist] = getClosestObjects(daughterlist(i), mask i, 3);
if isempty(v)==1
continue
end
vstore{i,:}=v;
if length(v)>l
stats=regionprops(mask i,'Orientation');
angle=[stats.Orientation];
aligned=zeros(length(v),1);
for k=l:length(v)
aligned(k)=angle(daughter list(i))-angle(v(k));
end
parent(i)=v(find(abs(aligned)==min(abs
else
parent (i) =v;
(aligned))));
end
rep=[];
if i>1
rep=find(parent(l:i-1)==parent(i));
if rep-O
ith=[vstore{i}];
repth=[vstore{rep}1;
if length(repth)>length(ith)
for k=l:.length(repth)
if isempty(find(ith==repth(k)))==l
parent(rep)=repth(k);
end
end
elseif length(repth)==length(ith)
if length (repth) ==l
parent(i) =0;
continue
end
else
for k=l:length(ith)
if isempty(find(repth==ith(k)))==l
parent (i) =ith (k);
end
end
end
end
end
end
end
% use the fact that all dots are in mothers to determine which of the m-phase
cells is the mother and which is the bud
M_dot=zeros(length(dot),1);
G2_dot=zeros(length(dot),1);
for i=l:length(dot)
if length(find(parent=dot(i)))==length(parent)
[v, dist] = getClosestObjects(dot(i), Lall.*mothers, 3);
if isempty(v)==1
continue
end
if length(v)>1
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stats=regionprops(mask i,'Orientation');
angle=[stats.Orientation];
aligned=zeros(length(v),1);
for k=1:length(v)
aligned(k)=angle(daughter list(i))-angle(v(k));
end
child=v(find(abs(aligned)==min(abs(aligned))));
else
child=v;
end
mother list=mother list(find(mother list-=child));
daughter list=[daughter list child];
parent= [parent dot (i)];
end
if find(mlist==dot(i))-=O
M dot (i)=dot(i);
else
G2_dot (i)=dot(i);
end
end
figure (a)
imshow(overlay)
% add the cell labels to the image, mothers in red and daughters in blue
stats=regionprops(L all,'Centroid');
centers=round([stats.Centroid]);
for i=1:cell number
if find(motherlist==i)~=O
text(centers(2*i-1),centers(2*i),num2str(i),'Color',[1 0 0]);
else
text(centers(2*i-1),centers(2*i),num2str(i),'Color',[0 0 1]);
end
end
mlist=mlist(find(mlist-=0));
% output the data in a format that can be used for bootstrapping confidence
intervals
Y=zeros(length(mother list),4);
for i=1:length(motherlist)
if find(parent==mother list(i))~0
Y(i,2)=1;
else
Y(i,1)=l;
end
if find(G2 dot==motherlist(i))-=0
Y(i,3)=1;
elseif find(M dot==mother list(i))-=0
Y(i,4)=1;
end
end
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