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Abstract
We determine when two linear-fractional composition operators on the Hardy space H 2 belong to
the same component in the collection of all composition operators on H 2. We show that two such
composition operators in the same component may fail to have compact difference, which answers a
question raised by Joel Shapiro and Carl Sundberg.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Let φ denote a holomorphic function on the open unit disk U in the complex plane such
that φ(U) ⊆ U. A well-known consequence of Littlewood’s subordination principle [5,6]
is that the composition operator Cφ , defined by Cφf = f ◦ φ, is bounded on the Hardy
space H 2 of U. Let comp(H 2) denote the collection of all composition operators on H 2
endowed with the metric induced by the operator norm. Given that φ and ψ are linear-
fractional self-mappings of U, we determine when Cφ and Cψ lie in the same connected
component of comp(H 2).
The ancestry of the work presented in this paper may be traced back to a 1981 article by
Berkson [1], who proved that if φ has radial limits of modulus 1 on a subset of ∂U having
positive measure, then Cφ is isolated in comp(H 2). In fact, Berkson established that for
any analytic self-map ψ of U distinct from φ,
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where φ(ζ ) represents the radial limit of φ at ζ . Berkson’s isolation theorem raised the
problem of determining when composition operators are isolated in comp(H 2) and, more
generally, of describing the connected component containing a given Cφ .
Shapiro and Sundberg [10] improved the lower bound of Berkson’s estimate (1) and
showed that in (1) the operator norm may be replaced by the essential norm. More im-
portant, they discovered a connection between extreme points and the isolation problem,
proving that, e.g., only extreme points of the unit ball of H∞(U) can induce isolated com-
position operators. Their work also revealed connections between the isolation problem
and the issue of when the difference of two composition operators is compact. Shapiro and
Sundberg conjectured that if two composition operators Cφ and Cψ belong to the same
component of comp(H 2), then their difference Cφ −Cψ is compact. We disprove this con-
jecture, basing our work on an analysis of how the first- and second-order “boundary data”
of φ and ψ influence the properties of Cφ −Cψ .
We say that the analytic self-maps φ and ψ of U have the same first-order boundary
data provided that whenever either φ or ψ has finite angular derivative at ζ ∈ ∂U, then
ψ and φ have the same radial limit at ζ and the same angular derivative at ζ . MacCluer
[7, Theorem 2.4] proved that if the composition operators Cφ and Cψ belong to the same
component of comp(H 2), then φ and ψ have the same first-order boundary data. In this
paper, we show that MacCluer’s necessary condition is sufficient for Cφ and Cψ to belong
to the same component given both φ and ψ are linear-fractional. In fact, we prove that the
following are equivalent for linear-fractional composition operators Cφ and Cψ :
• Cφ and Cψ lie in the same component of comp(H 2);
• Cφ and Cψ have the same first-order boundary data;
• Cφ and Cψ are joined by a continuous path in comp(H 2).
Thus, for example, if φ(z)= 1/2+ z/2 and ψ(z)= (3+ z)/(5− z) then Cφ and Cψ lie
in the same connected component because they have the same first-order boundary data:
1 is the only point at which either φ or ψ has finite angular derivative and φ(1)=ψ(1)= 1
while φ′(1) = ψ ′(1) = 1/2. Note, however, that φ and ψ do not have the same second-
order data at 1 (φ′′(1)= 0 while ψ ′′(1)= 1/4).
In the final section, we prove that for arbitrary self-maps φ and ψ that extend to be C2
on the closed unit disk, a necessary condition for Cφ − Cψ to be compact is that φ and ψ
have the same second-order boundary data; thus, the composition operators C1/2+z/2 and
C(3+z)/(5−z), shown in the preceding paragraph to belong to the same component, do not
have compact difference.
Remark. After writing this paper, the author learned of related work by Moorhouse and
Toews [9]. Moorhouse and Toews were the first to settle the Shapiro–Sundberg conjecture:
using different methods, they show, e.g., that if t > 0 is sufficiently small, then the compo-
sition operators induced by φ(z)= 1/2+ z/2 and ψ(z)= 1/2+ z/2+ t (1− z)2 lie in the
same connected component, yet fail to have compact difference. Moorhouse’s and Toews’
results follow from Carleson-measure characterizations of the boundedness and compact-
ness of certain weighted composition operators between Bergman and Hardy spaces.
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The Hardy space H 2 is the Hilbert space consisting of holomorphic functions on U
whose Maclaurin coefficients are square summable. The norm of f ∈H 2 may be computed
in terms of the Maclaurin coefficients (fˆ (n)) of f ,
‖f ‖2 =
∞∑
n=0
∣∣fˆ (n)∣∣2,
or as a boundary integral
‖f ‖2 = 1
2π
2π∫
0
∣∣f (eiθ )∣∣2 dθ,
where f (eiθ ) represents the radial limit of f at eiθ (which exists a.e. on ∂U).
The boundary integral may be computed as a limit
‖f ‖2 = lim
r→1−
1
2π
2π∫
0
∣∣f (reiθ )∣∣2 dθ. (2)
The H 2 norm of f may also be computed as an area integral of the derivative of f via the
Littlewood–Paley identity (see, e.g., [11, p. 178]); using that identity or by using power
series it’s easy to establish the following.
Lemma 2.1. The function f belongs to H 2 if and only if∫
U
∣∣f ′(z)∣∣2(1− |z|2)dA(z) <∞.
Moreover, there are positive constants L1 and L2 such that
L1‖f ‖2H 2 
∫
U
∣∣f ′(z)∣∣2(1− |z|2)dA(z)+ ∣∣f (0)∣∣2  L2‖f ‖2H 2 .
Here, dA denotes Lebesgue area measure. We will need the following related (and well-
known) lemma, which may be proved using polar coordinates and Maclaurin series.
Lemma 2.2. There is a constant C such that for every H 2 function f ,∫
U
∣∣f ′′(z)∣∣2(1− |z|2)3 dA(z) C‖f ‖2
H 2 .
Another estimate that may be established using power series is∣∣f ′(z)∣∣ ‖f ‖H 23/2 (3)(1− |z|)
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mation about Hardy spaces.
Lemmas 2.1 and 2.2 establish connections between H 2 and certain weighted Bergman
spaces. For α >−1, the weighted Bergman space A2α consists of analytic functions f on
U for which∫
U
∣∣f (z)∣∣2(1 − |z|2)α dA(z) <∞.
Thus A2α is a closed subspace of the Hilbert space L2(U, (1 − |z|2)α dA(z)) (and is there-
fore itself a Hilbert space).
As mentioned in Section 1, every holomorphic mapping φ :U→U induces a bounded
linear composition operator Cφ on H 2. Composition operators are also bounded on the
Bergman spaces A2α [8, Proposition 3.4]. We will need a norm estimate for composition
operators on one such space.
Lemma 2.3. Suppose φ is an analytic self-map of U. Then Cφ is bounded on A21 and∥∥Cφ :A21 →A21∥∥
(
1 + |φ(0)|
1 − |φ(0)|
)3/2
.
Proof. This estimate may be established using a standard procedure, which is described in
Section 3.1 of [4]. For completeness, we sketch the argument.
Theorem 3.1 of [4] establishes the estimate when φ(0) = 0 (namely ‖Cφ‖  1).
Suppose φ(0) = 0. Let ψa denote the disk automorphism given by ψa(z)= (a − z)/(1 −
a¯z) and then apply Theorem 3.1 of [4] to see that Cψφ(0)◦φ is a contraction. Because
Cφ = Cψφ(0)◦φCψφ(0) ,
‖Cφ‖ ‖Cψφ(0)‖.
To bound ‖Cψφ(0)‖, employ a change of variables argument plus the identity
1 − ∣∣ψa(z)∣∣2 = (1 − |a|2)(1 − |z|2)|1 − a¯z|2 . ✷
We return now to the Hardy-space setting. The behavior of Cφ :H 2 → H 2 is greatly
influenced by the angular derivatives of φ. For example, if φ is univalent and has no
angular derivatives, then Cφ is compact on H 2 [8]. Recall that φ has (finite) angular de-
rivative at ζ ∈ ∂U provided that the radial limit φ(ζ ) exists, has modulus 1, and
φ′(ζ ) :=  lim
z→ζ
φ(z)− φ(ζ )
z− ζ
is finite, where  lim denotes the angular/nontangential limit. By the Julia–Carathéodory
theorem,∣∣φ′(ζ )∣∣= lim inf
z→ζ
1 − |φ(z)|
1− |z| ,
where the lim inf is calculated as z approaches ζ within U. We will need the following
well-known lower estimate on the size of angular derivatives of φ.
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1 − |φ(z)|2
1− |z|2 
1 − |φ(0)|
1 + |φ(0)| .
Proof. As above, let ψa denote the disk automorphism given by ψa(z)= (a−z)/(1− a¯z).
By the Schwarz lemma
1 1− |ψφ(0)(φ(z))|
2
1 − |z|2 .
Now apply the identity
1 − ∣∣ψa(w)∣∣2 = (1 − |a|2)(1 − |w|2)|1− a¯w|2
with a = φ(0) and w= φ(z) to complete the proof of the lemma. ✷
For more information about angular derivatives and the role they play in composition
operator theory, see [4] or [11].
3. The main theorem
We determine when linear-fractional composition operators belong to the same com-
ponent of comp(H 2). Throughout this section, φ and ψ will denote linear-fractional
self-mappings of U. Because φ and ψ are necessarily analytic on the closure of U, the
requirement that φ and ψ have the same first-order boundary data simplifies. We say that
φ and ψ have the same first-order boundary data, or satisfy (SBD), provided that
(SBD) whenever either
∣∣φ(ζ )∣∣= 1 or ∣∣ψ(ζ )∣∣= 1, then
φ(ζ )=ψ(ζ ) and φ′(ζ )=ψ ′(ζ ).
Theorem 3.1. Suppose that φ and ψ are linear-fractional self-mappings of U. The follow-
ing are equivalent:
(a) Cφ and Cψ lie in the same component of comp(H 2);
(b) Cφ and Cψ satisfy (SBD);
(c) Cφ and Cψ are joined by a continuous path in comp(H 2).
Clearly (c) implies (a). That (a) implies (b) is due to MacCluer [7], as discussed in
Section 1. Thus to complete the proof of Theorem 3.1, we establish (b) implies (c).
Lemma 3.2. Suppose that φ is a nonautomorphic, linear-fractional self-mapping ofU such
that φ(1) = 1 and φ′(1) = p. Then there is a complex constant a with positive real part
such that
φ(z)= (−1+ ap− p)z− 1− ap+ p
(p− 1+ ap)z− p− 1 − ap .
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Because Φ(w)= (T ◦ φ ◦ T −1)(w) fixes ∞, Φ(w)= cw+ a for some constants c and a.
It’s easy to check that c = 1/p and, because Φ is a nonautomorphic self-map of the right
half-plane, (a) > 0. Thus φ(z) = T −1(1/p(T (z))+ a), which gives the formula of the
lemma. ✷
The following lemma, perhaps of independent interest, is the key to the proof of our
main theorem.
Lemma 3.3. Suppose that f ∈H 2 and that φ is a nonautomorphic, linear-fractional self-
mapping of U for which φ(1) = 1 and φ′(1) = p. Then g(z) = f ′(φ(z))(1 − z)2 also
belongs to H 2. Moreover, there is a constant M(φ(0),p) depending continuously on φ(0)
and p such that
‖g‖2
H 2 M
(
φ(0),p
)‖f ‖2
H 2 .
Proof. By Lemma 2.1, we can establish that g belongs to H 2 by arguing that
‖g‖2
A21
=
∫
U
∣∣g′(z)∣∣2(1 − |z|2)dA
is finite.
‖g‖2
A21
=
∫
U
∣∣f ′′(φ(z))φ′(z)(1− z)2 + f ′(φ(z))2(1− z)∣∣2(1 − |z|2)dA(z)
 2
[∫
U
∣∣f ′′(φ(z))∣∣2∣∣φ′(z)∣∣2|1 − z|4(1 − |z|2)dA(z)
+
∫
U
∣∣f ′(φ(z))∣∣2∣∣2(1− z)∣∣2(1 − |z|2)dA(z)
]
= 2[I1 + I2].
The second integral in the square brackets above, I2, is easy to handle:
I2  16
∫
U
∣∣f ′(φ(z))∣∣2(1 − |z|2)dA(z) ∥∥Cφ :A21 →A21∥∥2‖f ′‖2A21

(
1 + |φ(0)|
1 − |φ(0)|
)3
L2‖f ‖2H 2,
where we have used Lemmas 2.1 and 2.3 to obtain the final two inequalities.
Handling the first integral I1 requires significantly more work. We need some pre-
liminary estimates. Assume that φ has the formula described in Lemma 3.2. An easy
calculation shows that
1− z = p+ 1+ ap− (p− 1 + ap)z .
1 − φ(z) 2p
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|1− z|
|1 − φ(z)| 
p+ 1 + |a|p
p
=K1. (4)
A calculation based on the formula for φ given by Lemma 3.2 shows
K1 = p+ 1 + |a|p
p
= 1 + 1
p
+
∣∣∣∣1 + φ(0)1 − φ(0) − 1p
∣∣∣∣,
so that K1 depends continuously on p and φ(0).
Because φ(U) is a proper subdisk of U internally tangent to ∂U at 1.
|1 − φ(z)|2
1 − |φ(z)|2 
r
1 − r , z ∈U,
where r is the radius of φ(U). Another easy calculation based on Lemma 3.2 shows that
r
1 − r =
(

(
1+ φ(0)
1− φ(0)
)
− 1
p
)−1
.
Thus for every z ∈U
|1 − φ(z)|2
1 − |φ(z)|2 K2, (5)
where K2 depends continuously on p and φ(0).
Finally, applying Lemma 2.4, we have
1 − |z|2 K3
(
1 − ∣∣φ(z)∣∣2), z ∈U, (6)
where K3 = (1+ |φ(0)|)/(1− |φ(0)|).
We now can handle integral I1:
I1 K41K3
∫
U
∣∣f ′′(φ(z))∣∣2∣∣φ′(z)∣∣2∣∣1 − φ(z)∣∣4(1 − ∣∣φ(z)∣∣2)dA(z)
K41K22K3
∫
U
∣∣f ′′(φ(z))∣∣2∣∣φ′(z)∣∣2(1 − ∣∣φ(z)∣∣2)3 dA(z)
=K41K22K3
∫
φ(U)
∣∣f ′′(z)∣∣2(1 − |z|2)3 dA(z)K41K22K3C‖f ‖2H 2,
where Lemma 2.2 provides the final inequality. Our estimates for I1 and I2 show that∫
U
∣∣g′(z)∣∣2(1− |z|2)dAK4‖f ‖2H 2 ,
where K4 depends continuously on φ(0) and p. It follows that g belongs to H 2. Moreover,
applying Lemma 2.1 and then (3), we have
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H 2  (L1)
−1
[∫
U
∣∣g′(z)∣∣2(1 − |z|2)dA+ ∣∣g(0)∣∣2
]
= (L1)−1
[∫
U
∣∣g′(z)∣∣2(1 − |z|2)dA+ ∣∣f ′(φ(0))∣∣2
]
 (L1)−1K4‖f ‖2H 2 + (L1)−1
‖f ‖2
H 2
(1 − |φ(0)|)3 .
Thus the proof of the lemma is complete:
M
(
φ(0),p
)= K4 + (1− |φ(0)|)−3
L1
and depends continuously on p and φ(0). ✷
Remarks. (1) The preceding proof shows that the weighted composition operator W de-
fined by (Wf )(z)= f (φ(z))(1 − z)2 maps the Bergman space A21 boundedly into H 2.
(2) If we drop our concern about the dependence of M in Lemma 3.3 on p and φ(0),
the reader may verify that Lemma 3.3 remains valid for certain nonlinear-fractional φ.
For example, if φ is C1 and univalent on the closure of U, with φ(1) = 1, and if
φ(U) is contained in a proper subdisk of U internally tangent to ∂U at 1, then g(z) =
f ′(φ(z))(1 − z)2 is in H 2 with H 2 norm bounded by a constant (independent of f )
times ‖f ‖H 2 .
We now turn to the proof of our main theorem.
Proof of Theorem 3.1 ((b) implies (c)). We are assuming that φ and ψ are linear-
fractional self-maps of U having the same boundary data (SBD) and wish to show Cφ
and Cψ belong to the same path component of comp(H 2). If φ is an automorphism and
(SBD) holds, then φ = ψ , and of course Cφ and Cψ belong to the same path component
because they are equal. (In this case Cφ is isolated in comp(H 2) by Berkson’s isolation
theorem (1) stated in Section 1.)
Suppose that φ is not an automorphism. Because φ(U) is a proper subdisk of U, there
are exactly two possibilities:
(i) there is precisely one point ζ ∈ ∂U such that |φ(ζ )| = 1, or
(ii) |φ(ζ )|< 1 for all ζ ∈U.
Suppose that (ii) applies and φ and ψ satisfy (SBD). Then ψ also must map the closure
ofU into U. In this situation, both Cφ and Cψ are well known to be compact operators (see,
e.g., [11, p. 23]). In [10, Proposition 2.2], the compact composition operators are shown to
belong to the same path component. Thus, to complete the proof of the main theorem, we
need to handle case (i).
Suppose that φ(ζ ) = η where both ζ and η are on the unit circle. Because ψ has
the same boundary data, φ1(z) := η¯φ(ζ z) and ψ1(z) := η¯ψ(ζ z) both fix 1 and have the
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q(0)= Cφ1 and q(1)= Cψ1 , then t → Cζ¯zq(t)Cηz will be a continuous path joining Cφ
to Cψ . Thus, to complete the proof of the theorem, it suffices to consider maps fixing 1 and
having the same derivative there.
Suppose that φ(1) = 1 and that ψ has the same boundary data as does φ so that
ψ(1) = 1 and φ′(1) = ψ ′(1). Let p denote the common value of φ′(1) and ψ ′(1). Just
as in the proof of Lemma 3.2, we transform φ and ψ to self-maps of the right half-plane
via conjugation with T (z)= (1 + z)/(1− z) to find that
(T ◦ φ ◦ T −1)(w)= 1
p
w+ a
and
(T ◦ψ ◦ T −1)(w)= 1
p
w+ b,
where a and b are constants satisfying (a) > 0 and (b) > 0, the strict inequalities
reflecting the fact that neither φ nor ψ is an automorphism.
Let γ : [0,1]→ C be defined by γ (t)= a + t (b− a) so that γ is the straight-line path
in the open right half-plane joining a to b. Let φt be the self-map of U given by
φt(z)= T −1
(
1
p
T (z)+ γ (t)
)
= (−1+ γ (t)p− p)z− 1− γ (t)p+ p
(p− 1+ γ (t)p)z− p− 1 − γ (t)p . (7)
We claim that
t → Cφt is continuous (8)
from the unit interval to comp(H 2), placing both Cφ and Cψ in the same path component.
Of course, proving the claim completes the proof of the theorem.
Let t1 and t2 be distinct points in [0,1]; without loss of generality we take t1 < t2. We
will show that there is a constant A such that
‖Cφt2 −Cφt1 ‖2 A(t2 − t1)2
from which our claim (8) follows immediately. We require one preliminary estimate. Fix z
in the closure of U, let φz(t)= φt (z), and calculate the derivative of φz with respect to t :
φ′z(t)=
2(b− a)p2(1 − z)2
((p− 1 + γ (t)p)z− p− 1 − γ (t)p)2 .
Observe that the denominator of the fraction on the right, which is the square of the de-
nominator in the formula for φt in (7), is bounded away from 0 independent of z in the
closure of U and t ∈ [0,1]. Thus there is a constant K such that∣∣φ′z(t)∣∣K|1− z|2 (9)
for all z in the closure of U and t ∈ [0,1].
Let f be an arbitrary vector in H 2 with Maclaurin expansion f (z)=∑∞n=0 βnzn. Let θ
be real and let 0 < r < 1; we have
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(
φt2(re
iθ )
)− f (φt1(reiθ ))=
∞∑
n=0
βn
[(
φt2(re
iθ )
)n − (φt1(reiθ ))n]
=
∞∑
n=0
βn
[(
φreiθ (t2)
)n − (φreiθ (t1))n]
=
∞∑
n=0
βn
[ t2∫
t1
n
(
φreiθ (t)
)n−1
φ′
reiθ
(t) dt
]
=
t2∫
t1
f ′
(
φreiθ (t)
)
φ′
reiθ
(t) dt,
where uniform convergence allows us to interchange the integral and the sum. We now
produce the the crucial estimate, obtaining the first inequality by using the preceding
equality and Jensen’s inequality:
∥∥[Cφt2 −Cφt1 ]f ∥∥2 = limr→1 12π
2π∫
0
∣∣f (φt2(reiθ ))− f (φt1(reiθ ))∣∣2 dθ
 (t2 − t1) lim
r→1
1
2π
2π∫
0
t2∫
t1
∣∣f ′(φreiθ (t))∣∣2∣∣φ′reiθ (t)∣∣2 dt dθ
K2(t2 − t1)
t2∫
t1
lim
r→1
1
2π
2π∫
0
∣∣f ′(φt (reiθ ))∣∣2|1− reiθ |4 dθ dt
=K2(t2 − t1)
t2∫
t1
∥∥f ′(φt(z))(1 − z)2∥∥2H 2 dt
K2M
(
φt(0),p
)‖f ‖2
H 2(t2 − t1)2,
where we used Fubini’s theorem, the monotone convergence theorem and (9) to obtain
the second inequality, and Lemma 3.3 to obtain the last inequality (note that for all t ∈
[0,1], φ′t (1) = p). Because φt(0) depends continuously on t ∈ [0,1], and M(φt(0),p)
from Lemma 3.3 depends continuously on φt(0), there is a constant A independent of t
that dominates KM(φt(0),p) and the proof of our claim as well as of our theorem is
complete. ✷
Let φ be an arbitrary nonautomorphic linear-fractional mapping. By Theorem 3.1, any
linear-fractional map ψ whose first-order boundary data agrees with that of φ induces
a composition operator in the path component of Cφ . In the next section, we show that
the path component of Cφ will always contain composition operators whose symbols are
not linear-fractional. In addition, when Cφ is not compact, we will show that the path
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does not have compact difference.
4. Compact differences and C2 boundary data
Throughout this section, unless we indicate otherwise, φ and ψ will denote arbitrary
analytic self-maps of U.
When Cφ − Cψ is compact, Theorem 2.2 of [7] shows that φ and ψ have the same
first-order boundary data. Here, we show that if Cφ −Cψ is compact, then boundary-data
agreement for φ and ψ extends to second-order when extra smoothness assumptions are
placed on φ and ψ .
Definition 4.1. Let n be a positive integer, let ζ ∈ ∂U and 0 + < 1. Following [2, p. 50],
we say that the self-map φ of U belongs to Cn++(ζ ) provided that φ is differentiable at ζ
up to order n (viewed as a function with domain U∪{ζ }) and, for z ∈U, has the expansion
φ(z)=
n∑
k=0
φ(k)(ζ )
k! (z− ζ )
k + γ (z),
where γ (z)= o(|z− ζ |n++) as z→ ζ from within U.
Definition 4.2. We say that φ and ψ have the same second-order data at ζ ∈ ∂U provided
that both functions belong to C2(ζ ) and
(a) φ(ζ )=ψ(ζ ),
(b) φ and ψ have the same (finite) angular derivative at ζ , and
(c) φ′′(ζ )=ψ ′′(ζ ).
Observe that requirement (b) forces the common value of φ(ζ ) and ψ(ζ ) to have
modulus 1, i.e., 1 = |φ(ζ )| = |ψ(ζ )|.
Theorem 4.3. Suppose that Cφ − Cψ is compact and that for some ζ ∈ ∂U both φ and ψ
belong to C2(ζ ). If either |φ(ζ )| = 1 or |ψ(ζ )| = 1, then φ and ψ have the same second-
order data at ζ .
Our proof of the preceding theorem depends on three lemmas that we present below.
The arguments yielding these lemmas depend on the “kernel property” of composition
operators. For w ∈U, let Kw be the reproducing kernel at w for H 2:
Kw(z)= 11− w¯z .
It is easy to check that 〈f,Kw〉 = f (w) whenever f ∈H 2 and w ∈U, and that
C∗φKw =Kφ(w). (10)
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kw(z)=
√
1 − |w|2
1 − w¯z .
It is easy to see that kw converges weakly to zero as |w| → 1−.
For 0 < r < 1 and t real, let pr(t)= (1− r)+ r cos(t)+ ir sin(t) so that as t → 0, pr (t)
approaches 1 along a circle internally tangent to the unit circle at 1. Note well that for
every t that is not a integral multiple of 2π ,
1 − |pr(t)|2
|1 −pr(t)|2 =
1− r
r
.
Lemma 4.4. Suppose that φ ∈ C2(1) satisfies φ(1) = 1 and φ′(1) = 1 (so that φ is of
parabolic type). Then
lim
t→0〈Cφkpr(t), kpr(t)〉 =
1
1 + r2(1−r)φ′′(1)
,
where 〈·, ·〉 represents the H 2 inner product.
Proof. The assumption that φ belong to C2(1) means that
φ(z)= 1+ φ′(1)(z− 1)+ φ
′′(1)
2
(z− 1)2 + γ (z),
where γ (z)= o(|z− 1|2) as z→ 1 from within U. Because φ′(1)= 1,
φ(z)= z+ φ
′′(1)
2
(z− 1)2 + γ (z).
For t not an integral multiple of 2π , we have
〈Cφkpr(t), kpr(t)〉 =
1 − |pr(t)|2
1− pr(t)φ(pr(t))
= 1 − |pr(t)|
2
1− pr(t)
[
pr(t)+ φ′′(1)2 (pr(t)− 1)2 + γ (pr(t))
]
= 1− |pr(t)|
2
1− |pr(t)|2 − pr(t) φ′′(1)2 (pr(t)− 1)2 − pr(t)γ (pr(t))
= 1
1− pr(t) φ′′(1)2 (pr (t)−1)
2
1−|pr(t)|2 − pr(t)
γ (pr (t))
|1−pr(t)|2
|1−pr(t)|2
1−|pr(t)|2
= 1
1− pr(t) φ′′(1)2 r1−r (pr (t)−1)
2
|1−pr (t)|2 − pr(t)
γ (pr (t))
|1−pr(t)|2
r
1−r
.
Because γ (pr(t)) = o(|pr(t) − 1|2) as t → 0 and (pr(t) − 1)2/|1 − pr(t)|2 approaches
−1 as t → 0, the lemma follows. ✷
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limit of the lemma above is zero. Also, it is not difficult to prove that under the hypotheses
of Lemma 4.4, φ′′(1) has nonnegative real part (see the remark following the proof of the
next lemma).
Lemma 4.5. Suppose that φ ∈C2(1) satisfies φ(1)= 1, φ′(1)= c, and φ′′(1)= a. Then
lim
t→0
∥∥C∗φkpr(t)∥∥2 = 1− rc+ r(a)− c2r .
Proof. By Definition 4.1,
φ(z)= 1+ c(z− 1)+ a
2
(z− 1)2 + γ (z), (11)
where γ (z)= o(|z− 1|2) as z→ 1 within U. Observe that for β ∈U,
∥∥C∗φkβ∥∥2 = 1 − |β|21 − |φ(β)|2
= 1 − |β|
2
1− (1+ c(β − 1)+ a2 (β − 1)2 + γ (β))(1 + c(β − 1)+ a2 (β − 1)2 + γ (β))
= 1− |β|
2
−2c(β − 1)− a2 (β − 1)2 − a2 (β − 1)2 − c2|β − 1|2 + Γ (β)
,
where Γ (β) = o(|β − 1|2) as β → 1 from within U. Now continue the calculation with
pr(t) replacing β (where t is not an integral multiple of 2π ) and divide both numerator
and denominator by |1− pr(t)|2 = 2r2(1 − cos(t)) to obtain∥∥C∗φkpr(t)∥∥2 = (1− r)/r
c
r
− a(pr(t)−1)22|1−pr(t)|2 −
a(pr (t)−1)2
2|1−pr(t)|2 − c2 + o(1)
.
Now take the limit as t → 0 and use (pr(t)− 1)2/|1 − pr(t)|2 →−1 as t → 0 to obtain
the limit formula given in the statement of the lemma. ✷
Remark. Let d = c + r(a) − c2r be the denominator of the quotient appearing the
statement of the preceding lemma. We claim that d is greater than 0. This may be seen
as follows. Suppose that φ satisfies the hypotheses of Lemma 4.5. Via conjugation with
T (z)= (1 + z)/(1 − z), the C2(1) expansion (11) of φ provides the following expansion
of φ’s right half-plane alter-ego Φ = T ◦ φ ◦ T −1:
Φ(w)= 1
c
w+
(
1
c
− 1+ a
c2
)
+Γ (w),
where Γ (w) = o(1) as w →∞ in the right half-plane. Because Φ is a self-map of the
right half-plane and Γ (w)→ 0 as w→∞ in the right half-plane,

(
1 − 1+ a2
)
 0. (12)c c
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c− (c2 −(a)) 0. (13)
If c2 − (a) is nonpositive then d = c − r(c2 − (a))  c > 0, and our claim holds.
Suppose that c2 − (a) is positive. Then, using (13) and 0 < r < 1, we have c 
c2 − (a) > r(c2 − (a)), which yields d > 0, as desired. Note that if c = 1, then
(12) shows (a)  0, which shows that the real part of the denominator of the quotient
appearing in the statement of Lemma 4.4 is positive.
The following result appeared in a preliminary version of the article [10].
Lemma 4.6. Suppose that φ and ψ are self-maps of U. Then
‖Cφ −Cψ‖e  lim sup
|z|→1−
∣∣∣∣ φ(z)−ψ(z)1− φ(z)ψ(z)
∣∣∣∣
√
1 − |z|2
1− |φ(z)|2 +
1 − |z|2
1 − |ψ(z)|2 ,
where ‖ · ‖e represents essential norm.
Proof. The proof is similar to that of Theorem 2.2 in [7]. We have∥∥C∗φ −C∗ψ∥∥2e  lim sup|z|→1−
∥∥(C∗φ −C∗ψ)kz∥∥2 = lim sup|z|→1−
(
1 − |z|2)‖Kφ(z) −Kψ(z)‖2
= lim sup
|z|→1−
∣∣∣∣ φ(z)−ψ(z)1 − φ(z)ψ(z)
∣∣∣∣
2( 1− |z|2
1 − |φ(z)|2 +
1− |z|2
1− |ψ(z)|2 +
(
1− |z|2)),
where we have used the weak convergence of kz to 0 as |z| → 1− to obtain the first equality,
the kernel property (10) to obtain the second, and Lemma 9.11 of [4] to obtain the final
equality. Since an operator and its adjoint have the same essential norm, the lemma now
follows quickly from the computation above. ✷
Proof of Theorem 4.3. We are assuming that Cφ − Cψ is compact and that for some
ζ ∈ ∂U both φ and ψ belong to C2(ζ ). Suppose that |φ(ζ )| = 1, we must show that φ and
ψ have the same second-order data at ζ . Because |φ(ζ )| = 1 and φ is differentiable at ζ ,
we know that φ has finite angular derivative at ζ . Thus φ and ψ have the same first-order
data at ζ by Theorem 2.2 of [7].
Let η ∈ ∂U be the common value of φ(ζ ) and ψ(ζ ). Observe that φ1(z) := η¯φ(ζ z) and
ψ1(z) := η¯ψ(ζ z) are C2(1) mappings fixing 1 and having the same first-order data at 1.
Also observe that Cφ1 − Cψ1 is compact (because it equals Cζz(Cφ − Cψ)Cη¯z). We show
that φ1 and ψ1 have the same second derivatives at 1. This will complete the proof of the
theorem because φ′′1 (1)=ψ ′′1 (1) implies φ′′(ζ )=ψ ′′(ζ ).
Equality of φ′′1 (1) and ψ ′′1 (1) will follow quickly from Lemma 4.4 in case φ′1(1) = 1
(so that ψ ′1(1) is also one since φ1 and ψ1 share the same first-order data at 1). Suppose
that φ′1(1)= 1. The compactness of Cφ1 −Cψ1 together with the weak convergence to 0 of
kpr(t) as t → 0, shows
0 = lim
t→0
〈
(Cφ1 −Cψ1)kpr(t), kpr(t)
〉
,
while Lemma 4.4 shows that φ′′(1)=ψ ′′(1), as desired.1 1
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Cφ1 −Cψ1 is compact, i.e., because ‖Cφ1 −Cψ1‖e = 0, Lemmas 4.5 and 4.6 show
0 = lim
t→0
φ1(pr(t))−ψ1(pr(t))
1− φ1(pr(t))ψ1(pr(t))
. (14)
Using the fact that both φ1 and ψ1 are C2(1) with the same first-order data at 1 and letting
α be the common (real) value of φ′1(1) and ψ ′1(1), we have for each z ∈U that
φ1(z)−ψ1(z)
1 − φ1(z)ψ1(z)
= 12 (φ′′1 (1)−ψ ′′1 (1))(z−1)2+γ1(z)−γ2(z)
1−
(
1+α(z−1)+ φ
′′
1 (1)
2 (z−1)2+γ1(z)
)(
1+α(z−1)+ψ
′′
1 (1)
2 (z−1)2+γ2(z)
) , (15)
where, as z→ 1 from within U, γj (z)= o(|z− 1|2) for j = 1,2. Observe that the denom-
inator on the right of (15) may be written in the form
−2α(z− 1)− 1
2
φ′′1 (1)(z− 1)2 −
1
2
ψ ′′1 (1)(z− 1)2 − α2|z− 1|2 + Γ (z),
where Γ (z)= o(|z− 1|2) as z→ 1 from within U. Substituting pr(t) for z in the quotient
on the right of (15) and using the preceding representation of its denominator, we obtain
1
2 (φ
′′
1 (1)−ψ ′′1 (1))(pr(t)−1)2+γ1(pr (t))−γ2(pr (t))
2αr(1−cos(t))− 12φ′′1 (1)(pr(t)−1)2− 12ψ ′′1 (1)(pr(t)−1)2−α2|pr (t)−1|2+Γ (pr (t))
,
a quantity whose limit as t → 0 is 0 by (14). Dividing the numerator and denominator of
the preceding quotient by |pr(t)− 1|2 and taking the limit as t → 0 yields
0 = −
1
2 (φ
′′
1 (1)−ψ ′′1 (1))
α
r
+ 12φ′′1 (1)+ 12ψ ′′1 (1)− α2
,
so that φ′′1 (1)=ψ ′′1 (1), as desired. ✷
Remarks. (a) As discussed in Section 1, the preceding theorem shows that Cφ and Cψ may
belong to the same component of comp(H 2) yet not have compact difference. One may
simply choose nonautomorphic linear-fractional φ and ψ with the same first-order data at
ζ ∈ ∂U and different second-order data there.
(b) The reader will note that the general argument that concludes the proof of Theo-
rem 4.3 covers both the parabolic case and the nonparabolic case. We chose to give an
independent proof of the parabolic case because it is simpler and because the lemma on
which it is based, Lemma 4.4, may be of independent interest.
(c) Theorem 4.3 shows that if φ and ψ are linear-fractional and Cφ − Cψ is compact,
then either both Cφ and Cψ are compact or φ =ψ .
(d) Theorem 7.5 of [3] shows that the necessary condition for compactness of Cφ −Cψ
provided by the preceding theorem is sufficient if additional smoothness and contact-with-
the-boundary assumptions are placed on ψ and φ.
Let φ be a nonautomorphic, linear-fractional self-map of U. We conclude the paper
by showing that the component of Cφ will always contain composition operators whose
symbols are not linear-fractional. This is easy if Cφ is compact because in this case Prop-
osition 2.2 of [10] shows that every other compact composition operator is in the path
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such that Cψ belongs to the path component of Cφ may be deduced from Theorem 7.5
of [3], referenced in remark (d) above. However, it may also be deduced by noting that the
method of proof of our main Theorem 3.1 allows for generalizations of the theorem such
as the following.
Theorem 4.7. Let φ and ψ be analytic self-mappings of U that are not necessarily linear-
fractional. Suppose that φ and ψ extend to be univalent and C2 on the closure of U and
that there is a point ζ ∈ ∂U such that
(i) φ and ψ have the same first-order data at ζ ∈ ∂U, and
(ii) there is a proper subdisk D of U internally tangent to ∂U at η = φ(ζ )= ψ(ζ ) which
contains both φ(U) and ψ(U).
Then Cφ and Cψ lie in the same path component.
Proof. Because the argument is a modification of the proof of Theorem 3.1, we will omit
some of its details. Without loss of generality, we may assume that ζ = η = 1. Thus
φ(1)=ψ(1)= 1 and φ′(1) and ψ ′(1) have a common value p. Let T (z)= (1+z)/(1−z).
BecauseD is a proper subsdisk ofU internally tangent to ∂U at 1, there is a positive number
c such that T (D)= {z: (z) > c}. Our C2(1) hypothesis on φ and ψ translates to the right
half-plane via T (z)= (1 + z)/(1 − z) as
Φ(w) := (T ◦ φ ◦ T −1)(w)= 1
p
w+ a + Γ1(w)
and
Ψ (w) := (T ◦ψ ◦ T −1)(w)= 1
p
w+ b+ Γ2(w),
where both Γ1(w) and Γ2(w) approach 0 as w →∞ in the right half-plane and where
a and b are constants with positive real part—in fact, the limit condition on Γ1 and Γ2
coupled with the fact that Φ and Ψ map the open right half-plane Π into the half-plane
T (D) tells us the real parts of a and b are not less than c.
For each t ∈ [0,1], let
φt(z)= T −1
[
1
p
T (z)+ a + tΓ1
(
T (z)
)]
.
We claim that for each t ∈ [0,1], φt is a self-map of U and that Cφt is a continuous path
in comp(H 2) joining Cν to Cφ , where ν is the linear-fractional map given by ν(z) =
T −1((1/p)T (z) + a). The same argument will show that Cψ is joined by a path to Cµ,
where µ(z)= T −1((1/p)T (z)+ b). Theorem 3.1 tells us that Cν and Cµ are in the same
path component so establishing the claim, establishes the theorem.
Because Φ(Π) ⊆ T (D) and Φ extends continuously to the imaginary axis, we know
that
(Φ(iy))=(a)+(Γ1(iy)) c
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point ξ ∈ ∂U

[
1
p
T (ξ)+ a + tΓ1
(
T (ξ)
)]
 c.
Thus for every t ∈ [0,1], φt maps U into the horodisk D and thus the estimate (5) of the
proof of Lemma 3.3 holds with φt replacing φ and with the constant K2 independent of t .
Now observe that φt(0), which equals to T −1((1/p)+ a + tΓ1(1)), is bounded away
from 1 independent of t ∈ [0,1]. Thus, estimate (6) of Lemma 3.3 holds with K3 independ-
ent of t . Finally, our univalence hypothesis on φ, together with Γ1(w)= o(1) as |w| →∞,
tells us that Γ1 is bounded on the closed right half-plane; this, along with the fact that φt is
C2 on the closed disk, shows that
(t, z) → 1 − z
1 − φt(z)
has continuous extension to [0,1] ×U−, where U− is the closure of U. Thus estimate (4)
of Lemma 3.3 holds with K1 independent of t . Finally, set φz(t)= φt(z) and note that
φ′z(t)= (T −1)′
[
1
p
T (z)+ a + tΓ1
(
T (z)
)
Γ1
(
T (z)
)]
= 2(1− z)
2Γ1(T (z))
(1 − z+ (1/p)(1+ z)+ a(1− z)+ t (1− z)Γ1(T (z)))2 .
As we have already noted, Γ1 is bounded on the right half-plane. Thus estimate (9) in
the proof of Theorem 3.1 holds. All estimates are in place in order for the argument of
Theorem 3.1 to be valid. Thus, for 0 t1, t2  1,
‖Cφt1 −Cφt2 ‖2 A(t2 − t1)2
for some absolute constant A, completing the proof. ✷
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