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La classification de donne´es est une proble`matique tre`s connue dans le monde scientifique, car
elle est a` l’origine de nombreuses applications. Aujourd’hui on la rencontre dans des domaines tre`s
varie´s, tel que le domaine me´dical, industriel, de la se´curite´, etc. Pour tenter de re´pondre a` cette
proble`matique, le monde scientifique et acade´mique a propose´ de nombreux syste`mes essayant de
prendre en compte au mieux les caracte´ristiques spe´cifiques des applications (gestion de l’incertitude,
du manque d’information, des situations conflictuelles, etc). Les syste`mes de classification existants
s’appuient sur divers formalismes mathe´matiques pour tenter de repre´senter et manipuler au mieux
les donne´es ainsi que la relation qui les lie aux classess a` identifier. Ce document en proposera
d’ailleurs une classification suivant trois principaux groupes.
Meˆme si de nombreux syste`mes sont disponibles aujourd’hui, une solution comple`te et globale
permettant de re´soudre la difficile taˆche de “classification de donne´es” dans toutes les situations
n’existe pas. Sa recherche est d’ailleurs tre`s certainement utopique. Par contre, le fait de bien maˆıtriser
le comportement d’une approche permet de l’utiliser a` bon escient. Ces travaux se placent pleinement
dans cet e´tat d’esprit et vise a` de´couvrir le potentiel d’une nouvelle approche sur des proble´matiques
de classification de donne´es.
Mentalement, le processus de classification peut se concevoir assez simplement avec une e´tape de
re´colte, de mesure, d’analyse d’information suivie d’une e´tape de synthe`se et de prise de de´cision.
L’homme est habitue´ a` cette approche car il la pratique couramment dans sa vie de tous les jours voire
meˆme inconsciemment. Sa transposition dans un syste`me informatique fait rapidement apparaˆıtre des
difficulte´s, notamment lie´es a` la recherche d’une repre´sentation formelle de concepts principalement
quantitatifs et abstraits. Dans ce contexte, les travaux pre´sente´s se concentrent principalement sur
le processus d’“apprentissage” des parame`tres des syste`mes de classification et laissera de coˆte´ les
aspects extraction des donne´es d’apprentissage et choix du mode`le mathe´matique de repre´sentation.
Plus concre`tement, cette the`se se propose d’e´tudier une approche base´e sur des re`gles graduelles
dans un syste`me de classification de donne´es nume´riques. Principalement utilise´ dans le domaine
du traitement de l’impre´cision, ce type de re`gles peut e´galement permettre de mode´liser une classe.
Ce type d’approche s’inscrit dans la famille des classifieurs base´s sur des re`gles par son principe
intrinse`que : les re`gles ont un fondement implicatif. Contrairement aux syste`mes base´s sur des re`gles
conjonctives, ou` chaque nouvelle re`gle augmente le domaine “permis” pour une classe, dans le cas
du syste`me de´veloppe´, chaque nouvelle re`gle augmente le domaine “interdit” pour la classe analyse´e.
Les deux types de classifieurs sont donc comple´mentaires, les re`gles conjonctives apportent ce que
l’on appelle de “l’information positive”, alors que les re`gles implicatives apporte ce que l’on nomme
de “l’information ne´gative”.
La manuscrit est organise´ en 5 chapitres :
– Chapitre 1 : le premier chapitre est une introduction ge´ne´rale de la proble´matique de la
classification de donne´es. Il offre une vision d’ensemble sur ce qu’est la “classification” vue
comme un processus mental. Il donne ensuite des de´finitions et des notions qui transposent ce
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principe naturel dans un syste`me informatique de traitement de donne´es. Ainsi, les notions de
base d’un syste`me de classification sont introduites (ensemble de donne´es, classe, appartenance,
apprentissage, etc) et quelques sche´mas aident a` la compre´hension de la de´marche ge´ne´rale d’un
syste`me de classification. Afin d’aider la lecture de ces notions, un exemple qui illustre toutes
ces notions accompagne la pre´sentation. Enfin, ce chapitre pre´sentera les principales proce´dures
d’e´valuation des syste`mes de classification.
– Chapitre 2 : le deuxie`me chapitre tente de pre´senter les me´thodes de classification existantes
suivant trois grandes cate´gories. Ce chapitre ne propose pas une e´nume´ration exhaustive des
classifieurs existants, mais une vue d’ensemble des trois principes sur lesquels un syste`me de
classification peut se baser : statistique, neuronal et a` base de re`gles. Ce choix est justifie´ par le
fait que des classifieurs plus avance´s que ceux qui sont pre´sente´s existent, et leurs ame´liorations
sont parfois tre`s inte´ressantes, mais d’un point de vue du principe, leur description apporte peu
d’informations supple´mentaires. La fin de ce chapitre est de´die´ a` situer le classifieur propose´
dans cette the`se au sein de sa famille d’appartenance, a` savoir les classifieurs base´s sur des
re`gles.
– Chapitre 3 : le troisie`me chapitre de´finit le principe de base de classification qui est au cœur
du syste`me de´veloppe´. L’utilisation de l’ope´rateur d’“implication” dans la partie “pre´misse”
des re`gles impose des contraintes importantes sur les fonctions de projection des attributs par
les fonctions d’appartenance. La premie`re partie de ce chapitre de´crit le principe de l’approche,
les contraintes qui doivent eˆtre respecte´es et son interpre´tation. La deuxie`me partie du chapitre
offre une analyse de´taille´e de la construction des re`gles qui de´finissent le syste`me. Ces re`gles
sont elles aussi explique´es et interpre´te´es.
– Chapitre 4 : le quatrie`me chapitre propose une inte´gration de l’approche de base dans un
syste`me complet de classification. Une premie`re partie du chapitre est de´die´e au pre´–traitement
des donne´es. En effet, l’application d’un syste`me de classification sur des donne´es issues du
monde re´el est souvent sensible au bruit inhe´rent aux mesures. Les pre´–traitements propose´s
sont de deux types qui peuvent eˆtre combine´s si ne´cessaire : (1) le filtrage des points “aberrants”
et (2) l’identification des ensembles de points d’apprentissage connexes au sein d’une meˆme
classe. La deuxie`me partie du chapitre propose deux approches d’inte´gration de l’algorithme
dans un syste`me complet de classification : (1) l’approche “par classes”, qui encourage en cas
d’incertitude le placement des points dans une classe dite d’ambigu¨ıte´ et (2) l’approche “par
paires d’attributs” qui va elle privile´gier le rejet en cas d’incertitude. Les deux approches sont
comple´mentaires et leur validation est e´tudie´e sur des benchmarks. Cette premie`re utilisation
du syste`me en situation re´elle permettra e´galement de mieux pre´senter la signification des
notions d’ambigu¨ıte´ et de rejet, pre´ce´demment introduites.
– Chapitre 5 : le cinquie`me chapitre pre´sente trois applications re´elles portant sur l’interpre´tation
d’images nume´riques sur lesquelles le syste`me a e´te´ applique´ et valide´. Elles sont de´cline´es en
deux temps : une courte introduction qui pre´sente la proble´matique et le contexte de l’applica-
tion, puis les re´sultats obtenus. Les re´sultats sont analyse´s de fac¸on qualitative en commentant
les images obtenues, mais e´galement de fac¸on quantitative au travers des matrices de confusion.
Ces matrices de confusion auront une forme le´ge`rement diffe´rente des matrices de confusion
habituelles afin de prendre en compte les classes d’ambigu¨ıte´ et de rejet ge´ne´re´es par le syste`me.
Le comportement du syste`me sera e´galement analyse´ au travers de trace´s d’histogrammes de
divers ensembles de points.
Enfin, les conclusions et perspectives sur le syste`me de classification mis en place seront de´veloppe´es
dans la dernie`re partie du document. Elles seront l’occasion de re´sumer les avantages et inconve´nients
de l’approche propose´e tout en en tenant compte pour se projeter vers de futurs travaux sur, par
exemple, le difficile proble`me de l’interpre´tabilite´ des syste`mes.
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Chapitre 1
La proble´matique de la classification de
donne´es
1.1 Une activite´ humaine re´pandue
L’activite´ qui consiste a` “classer” (ou “classifier”) des objets se rencontre dans de nombreuses
applications de la vie quotidienne. Cette taˆche de classification n’est d’ailleurs pas toujours exprime´e
dans des termes scientifiques. En effet toutes les situations de la vie courante qui me`nent a` faire
un choix passent par une cate´gorisation des diffe´rentes solutions envisageables sans pour autant
“mathe´matiser” le proble`me. Acheter des habits, chercher son chemin, organiser sa journe´e sont des
exemples simples, quotidiens ou` l’homme initie de fac¸on intuitive un me´canisme de classification lui
permettant de faire les bons choix.
Cette activite´ de classification passe toujours par la recherche de crite`res pertinents de´rivant de
la situation e´tudie´e, en vue de prendre une bonne de´cision. Ces crite`res, ge´ne´ralement subjectifs dans
le cas du raisonnement humain sont devenus nume´risables au fil de l’e´volution technologique. Ainsi
le besoin d’outils scientifiques est apparu afin de re´aliser ces classifications.
1.1.1 Bref historique
De`s le 4e`me sie`cle avant J.C., le proble`me de la classification s’est pose´ dans le monde scientifique.
Meˆme si la proble´matique e´tait diffe´rente de celle d’aujourd’hui, un premier syste`me scientifique
de classification a e´te´ propose´ par le philosophe et homme de science Aristote [26]. Son syste`me
concernait la classification des animaux, qui furent groupe´s par types (gr. genera) selon des ca-
racte´ristiques similaires. Ensuite, pour chaque type, il identifia des espe`ces [92]. Ainsi, Aristote a
identifie´ a` cette e´poque deux grands types d’animaux : les animaux ayant du sang et ceux n’en ayant
pas. Dans la cate´gorie des animaux ayant du sang, il identifie cinq espe`ces : quadrupe`des vivipares
(comme les mammife`res), oiseaux, quadrupe`des ovipares (reptiles et amphibies), poissons et baleines.
La cate´gorie des animaux sans sang est compose´e, elle, de : ce´phalopodes (comme les poulpes), des
crustace´s, des insectes (en plus de ce que l’on conside`re “insecte” aujourd’hui, il y avait e´galement
les araigne´es, les scorpions, et les centipe`des), les mollusques a` coquille et les “animaux-plantes”, qui,
dans ce syste`me, ressemblaient d’un certain point de vue aux plantes.
Dans le cadre du syste`me de classification propose´ par Aristote, il est possible d’identifier les
composants de base encore utilise´s de nos jours par les syste`mes de classification : les entite´s in-
formationelles a` classifier (dans ce cas les animaux), les attributs qui servent a` faire le groupement
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(la pre´sence ou l’absence du sang par exemple) et finalement les classes de sortie (les cinq espe`ces
d’animaux a` sang, par exemple). De plus, le syste`me d’Aristote e´tait caracte´rise´ par deux niveaux
de traitement : une premie`re classification qui e´tablit les types, suivie d’une deuxie`me, qui identifie
les espe`ces dans les super–classes pre´ce´demment obtenues.
Les premiers syste`mes de classification ont e´te´ surtout de´veloppe´s dans le domaine de la biologie,
ou` le besoin de grouper les diffe´rentes formes de vie a toujours e´te´ un des principaux centres d’inte´reˆt
des chercheurs. Parmi ceux qui ont de´veloppe´ de tels syste`mes, les plus connus sont Carolus Linnaeus
(18e`me sie`cle) et surtout Charles Darwin [92] (19e`me sie`cle). Pourtant, les algorithmes ge´ne´raux de
classification ne sont apparus qu’au cours du 20e`me sie`cle. On peut par exemple citer la cre´ation
dans les anne´es 1930 aux Etats Unis d’un Comite´ Interde´partemental de la Classification Industrielle
(Interdepartmental Committee on Industrial Classification) [11]. Le principal but de ce comite´ fut
d’e´tablir un syste`me cohe´rent et consistant de classification des diffe´rentes industries.
Depuis, des me´thodes de plus en plus e´volue´es ont e´te´ propose´es. Ces me´thodes ont tendance a`
devenir de plus en plus ge´ne´rales pour eˆtre applique´es dans divers domaines. Elles sont par contre
de plus en plus complexes et consommatrices de ressources.
1.1.2 Illustration a` l’aide d’un exemple
Ge´ne´ralement, la classification peut eˆtre vue comme l’affectation d’un objet a` un groupe. Le but
est de se´parer les entite´s a` classifier selon des crite`res qui permettent d’obtenir d’une part des groupes
uniformes d’un certain point de vue et d’autre part une diffe´rence claire entre deux groupes distincts.
Conside´rons un exemple simple pour illustrer cette proble´matique de classification de donne´es.
Soit le cas d’une e´cole qui doit se´lectionner ses futurs e´tudiants. Dans ce contexte, une commission
d’admission doit associer a` chaque candidat qui se pre´sente l’une des trois classes suivantes : admis,
sur liste d’attente ou non–admis. Cela revient en fait a` grouper tous les candidats selon des principes
de similarite´ dans trois cate´gories. Afin d’atteindre son but, la commission utilise des informations
lie´es a` l’activite´ ante´rieure des e´le`ves (notes, comportement, activite´s diverses, etc), mais aussi des
informations issues d’un entretien avec le candidat. Dans ce contexte, chaque membre du jury peut
fournir un classement selon les points qu’il conside`re importants et la de´cision finale sera prise en
tenant compte de toutes ces donne´es.
On dispose donc d’un ensemble d’objets d’e´tude, qui est la totalite´ des candidats et d’un ensemble
de groupes, qui sont les trois classes propose´es : “admis”, “sur liste d’attente” et “non–admis”. La
prise de de´cision, qui est le cœur du processus, correspond a` l’activite´ de la commission d’admission.
Cette dernie`re doit, a` partir des diffe´rentes informations disponibles, faire un choix pour chaque
candidat. Un proble`me typique peut de´ja` eˆtre e´voque´ : quelle information est pertinente et donc doit
eˆtre utilise´e afin de prendre une de´cision ? Cette information est dans ce cas lie´e aux performances
pre´ce´dentes de l’e´le`ve, au niveau scientifique releve´ lors de l’entretien, etc. Ces diffe´rents aspects
de l’information s’appellent “attributs”. Par exemple, un attribut peut eˆtre la note obtenue par le
candidat a` une matie`re considere´e importante pour son activite´ future, mais aussi une appre´ciation
ge´ne´rale des membres du jury par rapport a` son entretien. Un autre aspect du proble`me qui survient
alors concerne les diffe´rentes repre´sentations possibles des attributs. Pour l’application pre´sente´e,
les attributs peuvent avoir des formats diffe´rents : linguistique (s’ils sont issus des projets re´alise´s,
des avis du jury, etc), ou nume´rique (comme les notes obtenues pendant le parcours du candidat).
Afin d’obtenir les trois classes, il faut inte´grer dans le syste`me de prise de de´cision toutes ces formes
d’information diffe´rentes.
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1.1.3 Classification – processus mental
Lorsqu’il est mis en situation de prendre une de´cision, l’eˆtre humain contruit d’une manie`re
inconsciente et intuitive un syste`me de prise de de´cision qui est illustre´ dans la figure 1.1.
classification Classe
caractérisationobjet d’étude
Figure 1.1 – Processus mental de la classification de donne´es
Tout d’abord, le sujet humain est confronte´ avec l’objet d’e´tude, qui est en fait l’objet de la
de´cision qui doit eˆtre prise (e´le`ves a` admettre, habits a` acheter, chemin a` choisir, taˆches a` ac-
complir, etc). Puis, en utilisant des connaissances qu’il a accumule´ tout au long de sa vie, il
associe a` cet objet des caracte´ristiques qui lui permettent de le positionner par rapport a` des ob-
jets “re´fe´rence” qu’il connaˆıt et qu’il est capable de situer parmi les classes de de´cision. Ensuite, il
compare ces caracte´ristiques avec les caracte´ristiques des objets–re´fe´rence qui sont conformes a` ses
souhaits (objectifs qualitatifs). Si cette comparaison est positive l’eˆtre humain prend la de´cision
d’accepter l’objet d’e´tude comme conforme a` ses exigences, autrement l’objet est rejete´.
Les syste`mes automatiques de classification essayent d’imiter ce comportement et d’obtenir des
re´sultats au moins aussi pertinents qu’un expert humain. Afin d’atteindre ce but, les processus actifs
de la prise de de´cision humaine sont automatise´s, comme illustre´ dans la figure 1.2.
Classe




Figure 1.2 – Syste`me de´die´ a` la classification automatique de donne´es
Le syste`me de caracte´risation des objets est l’implantation du processus d’extraction de l’infor-
mation pertinente a` partir des crite`res de´finis par l’utilisateur humain. La sortie de ce syste`me est
utilise´e par le syste`me de classification afin d’obtenir la de´cision attendue sur l’objet d’e´tude.
Si on se rapporte a` la figure 1.1, on peut identifier les deux composantes de base d’un processus de
classification, comme montre´ dans l’e´quation (1.1), ou` “O” repre´sente l’ensemble des objets a` e´tudier,
“E” l’ensemble des vecteurs d’attributs d’entre´e et “C” l’ensemble des classes de sortie. L’ensemble
E est obtenu par un processus “caract” d’extraction des attributs et un processus “classif” de
classification est ensuite utilise´ afin d’obtenir la classe. On peut donc regarder la classification de
donne´es comme une application classif : E −→ C.
O
caract−→ E classif−→ C, avec :
caract : O −→ E; classif : E −→ C
(1.1)
Si on conside`re donc un objet d’e´tude “obj”, e´le´ment de O, il est analyse´ par le syste`me de
caracte´risation et le re´sultat est un vecteur de caracte´ristiques “v”, e´le´ment de E :
v = caract(obj) (1.2)
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Ce vecteur est fourni au syste`me de classification, qui l’utilise pour prendre la de´cision sur la
classe d’appartenance de l’objet, “c” :
c = classif(v) (1.3)
Dans la suite de ce document, seule la partie “syste`me de classification” est analyse´e et de´taille´e.
La manie`re de choisir et repre´senter les attributs (le syste`me de caracte´risation) ne fait pas l’objet
des travaux de recherche effectue´s dans le cadre de cette the`se. Il sera donc conside´re´ que l’on dispose
de´ja` de ces attributs, c’est–a`–dire qu’un vecteur d’attributs, e´le´ment de E, est disponible pour tout
objet d’e´tude a` classer.
1.2 Objectifs et be´ne´fices d’une classification automatique
De nombreux domaines d’application utilisent les syste`mes de classification. Afin d’offrir une
vision d’ensemble sur les applications concre`tes de la classification, on propose de grouper ces appli-
cations selon leurs objectifs.
On peut ainsi e´nume´rer de fac¸on syste´matique les be´ne´fices qui peuvent eˆtre obtenus par l’utilisa-
tion d’un syste`me ade´quat bien maˆıtrise´. Les objectifs principaux de la classification seront pre´sente´s
de manie`re succincte, des de´tails pouvant eˆtre trouve´s dans les re´fe´rences indique´es. Pour chaque
application particulie`re, il y a ge´ne´ralement des me´thodes qui sont privile´gie´es par les experts du
domaine. En fait les algorithmes qui se trouvent a` la base d’une me´thode de classification sont plus
ou moins adapte´s a` un type de donne´es, et finalement a` une application particulie`re.
1.2.1 Optimiser les couˆts d’une expertise de´licate
On peut utiliser la classification de donne´es afin d’aider a` la prise de de´cision dans des domaines
ou` le couˆt (financier, humain, etc.) d’une de´cision errone´e est tre`s e´leve´. Une e´valuation automatise´e
est utile, pas ne´cessairement pour e´tablir la direction qui doit eˆtre poursuivie, mais pour indiquer un
possible degre´ d’inte´reˆt pour les diffe´rentes directions envisageables.
Une application possible de la classification pour l’aide a` la de´cision porte sur la prospection
pe´trolie`re, ou` l’objectif est de pre´ciser si les couches du sous–sol dans une re´gion e´tudie´e peuvent
contenir des re´serves de pe´trole qui sont exploitables [150]. La classification se fait dans ce cas a`
partir d’images sismiques, qui sont des images 3D repre´sentant le sous–sol. La me´thode d’acquisition
habituellement utilise´e est base´e sur la re´flexion : on produit des ondes sonores qui se propagent
et sont re´fle´chies par les diffe´rentes couches du sous–sol. Les re´ponses sont enregistre´es par des
ge´ophones tre`s sensibles et le mode`le 3D du sous–sol est ge´ne´re´ par des ordinateurs tre`s puissants.
Apre`s l’acquisition, les informations doivent eˆtre mises sous une forme interpre´table. L’extraction des
caracte´ristiques ne se fait pas d’une manie`re standardise´e et la synthe`se d’informations s’ave`re eˆtre
une taˆche tre`s difficile. La qualite´ de la classification peut eˆtre beaucoup ame´liore´e par l’intervention
des experts, qui peuvent par exemple choisir les attributs optimaux, c’est–a`–dire qui offrent un degre´
maximal de se´parabilite´ ou qui sont tre`s pertinents pour une classe donne´e, etc. L’application de
la classification dans la prospection pe´trolie`re est une application industrielle de grande importance
financie`re. Les re´sultats de la classification peuvent indiquer les re´gions ou` l’on peut commencer la
prospection pe´trolie`re. Les couˆts d’une telle action sont importants, ce qui confe`re a` la classification
un caracte`re tre`s sensible.
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L’application de la classification de donne´es dans le domaine me´dical est aussi un exemple d’aide
a` la de´cision. Elle concerne principalement le diagnostic de diffe´rentes maladies, malformations,
le´sions etc. Si dans la plupart des applications me´dicales l’objectif de la classification est similaire
(e´valuation du risque d’une e´ventuelle pathologie), les donne´es et informations prises en compte
dans l’e´valuation sont de nature tre`s variable (images, signaux, dosages, symptomes exprime´s, etc).
Le choix d’un classifieur doit donc eˆtre adapte´ aux exigences du domaine e´tudie´. L’interaction du
syste`me de classification avec les e´tapes d’acquisition et de repre´sentation des donne´es (taille de
l’ensemble de donne´es, nombre d’attributs conside´re´s, nombre de classes a` distinguer) doit aussi eˆtre
prise en compte.
Une application particulie`rement re´pandue est la classification de tumeurs [108, 3]. En ge´neral
dans ce cas entre 25 et 31 attributs issus de mesures spe´cifiques sont tout d’abord extraits des donne´es
d’origine. Une e´tape ante´rieure a` la classification, de pre´–traitement, peut eˆtre ensuite re´alise´e afin
de re´duire la dimensionalite´ de l’espace de travail. Un autre type d’application dans le domaine
me´dical est l’identification des fractures ou de l’oste´oporose dans des radiographies osseuses [31].
L’oste´oporose est une de´gradation des os qui augmente le risque d’une future fracture. Il est prouve´
qu’un me´decin peut manquer des cas critiques en inspectant rapidement des radiographies [103].
En effet, si la majorite´ des radiographies qu’il analyse ne pre´sente ni fractures ni oste´oporose, il est
possible qu’il ne remarque pas les rares radiographies qui pre´sentent un risque. Dans ce contexte, il
devient inte´ressant d’analyser automatiquement les radiographies pour isoler les cas a` risque potentiel
et les pre´senter au me´decin [152].
Une autre application, moins re´pandue, est la ge´ne´tique et la biologie mole´culaire [106, 145], ou`
le proble`me principal est constitue´ par le manque de standardisation des donne´es. En plus, pour
la plupart des syste`mes de classification, l’entite´ de base a` classifier (soit la chaˆıne d’ADN, soit le
ge`ne) doit eˆtre mise sous une forme nume´rique afin de faciliter le traitement. L’e´tape d’extraction
des caracte´ristiques est donc tre`s importante. Il est aussi ne´cesssaire de faire une se´lection pertinente
des entite´s a` traiter afin de re´duire la taille des donne´es [101, 118].
Les indicateurs qui sont les plus utilise´s dans le domaine me´dical sont lie´s aux pourcentages des
cas positifs (malins) identifie´s ou non–identifie´s. Il est plus important de connaˆıtre ces pourcentages
que le taux de classification correcte, parce que le couˆt d’une de´cision fausse est diffe´rent selon
qu’elle concerne un cas positif ou ne´gatif : pour un cas be´nin qui est classifie´ comme malin, des tests
supple´mentaires sont ne´cessaires et il y a de fortes chances que l’erreur soit de´couverte, mais si un cas
malin est classifie´ comme be´nin, les tests supple´mentaires ne sont pas effectue´s, ce qui nuit a` la sante´
du patient [160]. Malheureusement, assez souvent le rapport entre le nombre d’exemples dans les
deux classes (benin/malin) est tre`s grand et la classe comportant le plus d’exemples d’apprentissage
est plus facile a` “apprendre”.
1.2.2 Ame´liorer la production et la productivite´
La classification de donne´es peut aussi eˆtre applique´e dans diffe´rents domaines de l’industrie
comme le controˆle de la qualite´, en particulier pour la de´tection pre´ventive de de´fauts. Le but de la
classification est dans cette situation d’identifier les de´fauts ou les pie`ces sur le point de se de´re´gler,
ce qui n’est pas toujours e´vident. La de´tection et la pre´diction des de´fauts dans les syste`mes in-
dustriels avant leur plein avancement peut permettre la programmation des re´parations au moment
le plus approprie´, la commande des pie`ces a` remplacer avant leur panne et ainsi la re´duction des
arreˆts inattendus dans la production [110]. Un autre avantage important est la possibilite´ d’e´viter les
accidents de travail. Pour une application dans le domaine de l’agriculture, il est possible d’analyser
les animaux et/ou les plantes et de maximiser les be´ne´fices en choisissant les e´le´ments qui sont les
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plus performants selon un crite`re.
Selon le proble`me analyse´, la classification peut se baser sur diffe´rents types de donne´es : images
radiographiques, parame`tres donne´s par des capteurs, images spectrales, donne´es statistiques. L’ana-
lyse automatique de l’information peut arriver a` de´terminer d’une manie`re automatique si des pie`ces
industrielles, des milieux industriels ou agricoles, des cultures ou des populations agricoles sont en
conformite´ avec un ensemble de spe´cifications de qualite´ et de caracte´ristiques impose´es.
Comme exemples d’application on peut citer la de´tection automatise´e de de´fauts en moulages et
soudures d’aluminium [67], la gestion de troupeaux de vaches laitie`res par l’analyse des courbes de
lactation [122], la gestion d’e´levage de porcs par le choix des beˆtes a` sacrifier [86], les syste`mes de
diagnostic pour les machines tournantes [110], la de´tection d’incendies [96], la de´tection des maladies
dans les re´coltes [116], ainsi que d’autres classifications dans le domaine alimentaire [134].
1.2.3 Se´curiser les hommes et les biens
La classification de donne´es intervient e´galement dans le domaine de la se´curite´. On peut citer
d’abord les applications militaires, les acce`s se´curise´s a` l’information gouvernementale et a` l’infor-
mation confidentielle des grandes compagnies. Malheureusement, on n’a pas beaucoup d’information
sur les solutions adopte´es, parce que toutes les organisations qui s’occupent de ce type d’applications
essaient de garder le secret sur leurs me´thodes et outils. Ge´ne´ralement, trois niveaux de se´curite´
existent : confidentiel, secret et secret strict. C’est au classifieur de de´cider le niveau de se´curite´ qui
s’applique a` chaque document ou n’importe quelle autre forme d’information qui existe dans la base
de donne´es.
Les applications qui peuvent eˆtre trouve´es dans la litte´rature disponible publiquement traitent
principalement de la reconnaissance des visages, des signatures, de l’iris et de la voix. Ce type de
classification peut aider a` automatiquement identifier les imposteurs (par exemple dans les ae´roports,
les gares, etc.), mais aussi a` donner des droits d’acce`s personnalise´s (acce`s dans une institution, acce`s
aux donne´es confidentielles, autorisation d’ope´rations bancaires, etc).
La reconnaissance de la signature est utilise´e dans les applications de se´curite´ actuelles (les
ope´rations bancaires, les documents officiels, etc.), mais aussi dans l’authentification des auteurs
des œuvres artistiques (les signatures des peintres, l’authentification des manuscrits) [45]. Afin de
re´aliser la classification il faut d’abord extraire les caracte´ristiques nume´riques qui doivent ensuite
eˆtre traite´es [112, 9]. Les proble`mes typiques pour la classification des signatures sont lie´s principale-
ment a` l’inexactitude de l’auteur lui–meˆme. L’individu peut avoir des signatures tre`s diffe´rentes dans
des conditions diffe´rentes : tempe´rature, e´tat de fatigue ou de stress, changement de l’objet d’e´criture.
De plus, la signature et le mode`le d’e´criture changent de manie`re naturelle et continue dans le temps.
Des exemples les plus re´cents possibles sont donc requis pour optimiser la reconnaissance.
Une autre application est la reconnaissance de visages [121]. Des mesures des diffe´rentes propor-
tions entre des points significatifs (les yeux, le nez et les le`vres) sont ge´ne´ralement recherche´es. Plus
re´cemment des e´le´ments plus complexes ont e´te´ utilise´s, comme des informations lie´es a` la texture et
a` la forme. Ces informations permettent d’aboutir a` des classifications plus complexes, comme par
exemple l’utilisation de l’expression du visage afin de de´duire l’e´tat d’esprit de l’individu, identifier
le sexe de l’individu, etc [115]. Les nouvelles me´thodes peuvent aussi eˆtre applique´es dans d’autres
domaines que la reconnaissance des visages. Une direction d’e´tude actuelle est l’analyse des images
2D obtenues sous diffe´rents angles afin de reconstruire les visages dans des mode`les 3D [15]. Les
buts principaux de la classification des visages sont e´nume´re´s dans [144] : le controˆle de documents,
le controˆle d’acce`s et l’utilisation d’une photo occasionnelle afin d’obtenir des informations diverses
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(nom, occupation, etc) a` partir d’une base de donne´es.
Une alternative possible dans le proble`me d’identification des personnes est la reconnaissance
d’iris. Bien que l’iris ait de tre`s petites dimensions (diame`tre d’environ 11mm) et que l’obtention
d’une image de celui-ci d’une qualite´ satisfaisante puisse eˆtre difficile (la distance entre l’appareil-
photo et l’individu doit eˆtre infe´rieure au me`tre), l’iris pre´sente les avantages d’eˆtre diffe´rent pour
chaque personne, d’eˆtre tre`s bien prote´ge´ par l’environnement et d’eˆtre stable dans le temps [156].
L’image de l’iris n’est pas tre`s sensible a` l’illumination et a` l’angle de visualisation (la de´formation
de texture provoque´e par la dilatation des pupilles peut eˆtre traite´e [34]). La classification base´e sur
l’iris est principalement un proble`me de classification de textures.
Dans le meˆme domaine, on peut aussi placer l’identification de la voix et l’analyse des empreintes
digitales. Pour l’identification de la voix, il faut pre´ciser que meˆme si les re´sultats sont tre`s bons pour
les donne´es d’apprentissage, l’application des syste`mes dans un contexte re´el est difficile, car il est
ne´cessaire de tenir compte de plusieurs parame`tres : l’environnement d’acquisition, l’e´tat de sante´
de l’orateur, etc. La reconnaissance des empreintes digitales est une me´thode tre`s stable, parce que
la structure d’empreintes digitales est tre`s bien individualise´e pour chaque eˆtre humain et qu’elle se
conserve dans le temps [109].
Dans le domaine de la se´curite´ des hommes et des biens on peut aussi inclure le traitement
et la classification des images satellitaires radar. L’imagerie radar peut eˆtre utilise´e pour surveiller
l’e´tat d’un territoire choisi : la cartographie des changements dus a` la pollution ou a` la de´gradation
environnementale, la cartographie de la ve´ge´tation et la surveillance des zones urbaines, industrielles
ou agricoles. Les re´sultats de la classification des images radar sont utilise´s afin de re´aliser des cartes
actualise´es et pre´cises pour des re´gions difficiles a` tracer de manie`re classique, comme des foreˆts
tropicales, des secteurs bruˆle´s ou des zones de hautes montagnes [35].
Le domaine multime´dia est un autre domaine d’application. La classification des messages e´lectro-
niques sur Internet est faite afin d’identifier et filtrer les courriers inde´sirables (Spams) [24]. Mis a`
part la geˆne des utilisateurs, les messages inde´sirables peuvent facilement provoquer la panne des
serveurs de messagerie. La quantite´ de messages de ce type peut atteindre 30% du trafic total. Les
performances du re´seau chutent donc avec l’augmentation de ce trafic. De plus, ces messages occupent
inutilement l’espace me´moire des serveurs. Les crite`res d’e´valuation des algorithmes applique´s dans ce
domaine concernent non seulement la pre´cision de la classification, mais aussi la vitesse d’exe´cution,
parce que le syste`me doit re´agir en temps re´el.
1.2.4 Explorer, rechercher et de´couvrir des informations
La de´couverte et l’exploration d’informations concerne principalement l’analyse de bases de
donne´es de tre`s grande taille, surtout pour les fichiers ayant un contenu divers, avec des compo-
santes audio, vide´o et/ou linguistique. Il peut donc eˆtre ne´cessaire de faire une analyse complexe sur
les trois composantes : audio, vide´o et linguistique. La quantite´ d’informations disponibles sur l’Inter-
net par exemple est tre`s importante, mais a` cause du manque de standardisation dans le domaine, les
documents utiles ne sont pas toujours trouve´s par les outils automatiques. La classification est donc
utile dans ce cas afin de trouver les ressources du web qui correspondent a` certains crite`res. Ainsi les
utilisateurs peuvent localiser des informations recherche´es d’une manie`re structure´e et hie´rarchise´e.
Pour arriver a` classifier les fichiers audio disponibles sur l’Internet, on dispose habituellement
d’informations supple´mentaires (“metadata”) qui aident dans le processus de recherche. L’existence
des fichiers qui ne disposent pas de ces informations peut rendre le processus plus difficile et plus long.
Dans ce cas, la classification est base´e seulement sur l’information audio contenue dans le fichier. La
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classification est faite a` partir de quelques parame`tres, comme par exemple le tempo, des parame`tres
du signal de bas-niveau (taux de passage par ze´ro, bande du signal, centre spectral, e´nergie du
signal, etc), des coefficients mel–cepstraux [59], des caracte´ristiques obtenues a` partir d’un mode`le
perceptif, etc. Ces parame`tres peuvent eˆtre utilise´s afin de classifier des fichiers contenant de la
musique ainsi que des fichiers acoustiques de toute sorte. L’approche base´e sur le tempo est utilise´e
ge´ne´ralement pour la classification des pie`ces musicales de danse, mais les autres caracte´ristiques
peuvent e´galement eˆtre utilise´es pour des proble`mes plus ge´ne´raux. Il est important de pre´ciser que
pour ce type d’application de la classification, l’extraction des parame`tres est, la` encore, une e´tape
importante qui consiste a` trouver les caracte´ristiques pertinentes.
Dans le cadre de la classification des images et des se´quences video, des difficulte´s importantes
peuvent apparaˆıtre a` cause du bruit, des petites rotations de l’image, des variations d’illumination.
Lors de la conception de ces syste`mes de classification il faut tenir compte de tous ces proble`mes.
Une partie importante des proble`mes de classification des images consiste a` faire une recherche
se´mantique. Dans ce cas, le but de la classification est de retrouver des images qui contiennent des
objets d’une certaine forme ou/et couleur, qui satisfont un crite`re de distribution des niveaux de gris
ou des couleurs, qui sont prises a` l’inte´rieur ou a` l’exte´rieur (pour les images d’exte´rieur on peut avoir
par exemple des paysages de mer, donc une grande proportion de pixels dans une nuance de bleu ;
des paysages de campagne, donc beaucoup de pixels dans une nuance de vert), qui sont semblables a`
une image–cible d’entre´e, etc. Pour ces applications, l’interface avec l’utilisateur est tre`s importante
afin de bien de´finir les parame`tres de recherche. Une e´tape importante dans la classification vide´o
est la de´finition des parame`tres qui caracte´risent de fac¸on pertinente une se´quence [64, 97].
1.3 Formalisation et vocabulaire spe´cifique aux syste`mes de
classification
Pour travailler sur les syste`mes de classification, un ensemble de termes et notations est ne´cessaire
pour exprimer les diffe´rentes e´tapes et les diffe´rentes informations manipule´es. Cette partie se pro-
pose d’en faire une pre´sentation. Quelques de´finitions de la litte´rature, ainsi que des illustrations
s’appuyant sur l’exemple e´voque´ au paragraphe 1.1.2 (recrutement pour l’entre´e dans une e´cole
supe´rieure) seront pre´sente´es afin de mettre en e´vidence l’architecture ge´ne´rale d’un syste`me de
classification.
1.3.1 De´finitions existantes
Diffe´rentes de´finitions de la classification de donne´es sont propose´es dans la litte´rature. Certaines
d’entre elles sont de´die´es a` un domaine d’application particulier, d’autres sont plus ge´ne´rales mais
associe´es a` une activite´ donne´e. Par exemple, la notion de classification est souvent conside´re´e comme
similaire a` celle de “prise de de´cision”. Dans ce contexte, Ruta et al. [136] l’associe a` l’ope´ration qui
a pour but final de produire des de´cisions pertinentes a` partir d’une quantite´ minimale d’informa-
tions/donne´es d’entre´e.
Un autre terme souvent attache´ a` la notion de classification est la “taxonomie”. Ainsi, pour
Rich [131] une classification organisationelle fournit la base d’une recherche efficace, par se´paration
de l’univers continu des organisations en cate´gories discre`tes et collectives adapte´es a` une analyse
de´taille´e. Dans ce contexte, la classification offre la possibilite´ de reconnaˆıtre et/ou de´couvrir des
structures fondamentales et des relations entre ces structures.
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Une de´finition assez comple`te et spe´cifique est donne´e par Fumera et al. [51] : un classifieur pour
N classes a pour but de diviser l’espace des attributs en N re´gions de de´cision Di, i = 1, N de telle
manie`re que les points de la classe ωi appartiennent a` la re´gion Di. Ces re´gions sont de´finies de
fac¸on a` maximiser la probabilite´ d’identification correcte, habituellement nomme´e “l’exactitude” du
classifieur. Cette de´finition est exprime´e d’une manie`re beaucoup plus formelle que les pre´ce´dentes
et elle introduit un vocabulaire spe´cifique aux syste`mes de classification. Tout d’abord la notion de
classification implique tout de suite la notion de “classe”. Une classe peut eˆtre de´finie comme une
subdivision de l’univers de discours qui est compose´e par des individus similaires selon un ou plusieurs
crite`res. Un autre terme spe´cifique est le terme d’“espace des attributs”. Les attributs sont des formes
de repre´sentation des crite`res qui servent a` identifier des individus similaires. Selon l’approche choisie,
ils peuvent eˆtre combine´s pour re´soudre le proble`me donne´.
La notion de classification est e´galement exprime´e en fonction du domaine d’application comme
par exemple l’analyse des images nume´riques. Dans ce contexte, I. Bloch [12] pre´cise que la classifi-
cation des images est le processus consistant a` partitionner une image digitale en plusieurs re´gions
(ensembles de pixels). Le processus de classification est alors bien distingue´ de la “segmentation”
qui, elle, repre´sente le processus de simplification et/ou de changement de la repre´sentation d’une
image pour la rendre plus simple a` analyser. Ce processus est typiquement utilise´ afin d’identifier
des objets ou des frontie`res entre les objets. Les pixels d’une meˆme re´gion respectent un crite`re de
similarite´, qui peut eˆtre lie´ a` la couleur, l’intensite´, la texture, etc. En meˆme temps, les pixels des
re´gions adjacentes sont fortement diffe´rents selon ces meˆmes crite`res. La classification de l’image est
une segmentation suivie par une reconnaissance des re´gions de´limite´es. Cette e´tape supple´mentaire
va apporter une certaine signification aux re´gions. Cela va ge´ne´ralement faciliter l’interpre´tation par
un utilisateur (expert) humain.
Un domaine particulier tre`s proche de la classification de donne´es est celui de la reconnaissance
des formes (pattern recognition) [44]. La notion de forme est de´finie par Jain et al. [81] comme e´tant
oppose´e au chaos, c’est–a`–dire une entite´ au moins vaguement de´finie et a` qui l’on peut associer
un nom. Le but de la reconnaissance des formes est alors d’identifier une forme d’entre´e comme un
membre d’une classe [154]. Les applications lie´es a` la reconnaissance des formes sont tre`s nombreuses
et elles couvrent de tre`s larges domaines applicatifs.
Le principe ge´ne´ral (processus mental) de la classification de donne´es, illustre´ sur la figure 1.1,
peut eˆtre synthe´tise´ comme l’affectation d’une classe a` un objet en fonction des caracte´ristiques de
cet objet. Plusieurs objets appartiendront a` la meˆme classe si leurs caracte´ristiques sont similaires
et a` des classes diffe´rentes dans le cas contraire. Les difficulte´s qui apparaissent au cours de cette
de´marche portent sur la de´finition et l’e´valuation de la notion de similarite´ mais e´galement sur la
de´couverte de la relation liant les objets aux classes recherche´es. La caracte´risation des objets d’e´tude
est e´galement une e´tape importante lie´e principalement aux mesures et pour laquelle des traitements
spe´cifiques sur les donne´es peuvent eˆtre ne´cessaires. Dans le domaine strict de la classification, cette
e´tape est ge´ne´ralement conside´re´e comme de´ja` effectue´e. Bien e´videmment, la qualite´ globale du
syste`me de´pendra de la pertinence et du pouvoir discriminant des informations issues de cette e´tape.
1.3.2 Architecture et principe ge´ne´ral
On distingue ge´ne´ralement deux stades dans le cycle de vie des syste`mes de classification qui ont
e´te´ pre´ce´demment illustre´s sur la figure 1.2 : un stade d’apprentissage et un stade d’utilisation.
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1.3.2.1 Architecture et principe ge´ne´ral de l’apprentissage
L’e´tape d’apprentissage imite le comportement humain : a` partir d’un ensemble d’apprentissage A
le syste`me construit un mode`le de repre´sentation de la connaissance. En fonction du choix conceptuel
que l’on fait, ce mode`le peut se pre´senter sous diffe´rentes formes : re`gles de classification, re´seaux
neuronaux, arbres ge´ne´tiques, hypersurfaces SVM, etc. Ce choix conceptuel est essentiel pour la suite
de l’apprentissage. Il doit eˆtre fait de fac¸on a` assurer une cohe´rence entre l’objectif vise´ et les moyens
mis en œuvre pour l’atteindre. Ainsi, une conception optimale du syste`me de classification ne´cessite
des connaissances a priori sur les caracte´ristiques de l’application pour laquelle le syste`me est conc¸u,
ainsi que sur les proprie´te´s, avantages et inconve´nients des diffe´rents mode`les de repre´sentation
possibles. Une phase d’identification de la difficulte´ de la taˆche de classification et des proble`mes
typiques susceptibles d’apparaˆıtre [148] peut notamment guider le choix d’un type de mode`le de
repre´sentation.
L’ensemble d’apprentissage A est l’e´le´ment de base dans le processus d’apprentissage. Si on se
rapporte a` la repre´sentation analytique de l’equation (1.1) on peut identifier deux cas possibles :
– A ⊂ E : le syste`me dispose des caracte´ristiques (vecteurs d’attributs) des exemples, mais il
n’a aucune connaissance a priori sur la classe d’appartenance des donne´es qu’il rec¸oit. Dans
ce cas–la`, le syste`me doit construire lui meˆme une re´partition de ces donne´es dans des classes
individualise´es, se´parables et significatives. Cette approche peut eˆtre trouve´e dans la litte´rature
sous le nom d’“apprentissage non–supervise´” ou bien de “clustering” [10, 82].
– A ⊂ E×C : chaque e´le´ment de l’ensemble d’apprentissage est donne´ sous la forme d’une paire
compose´e d’un vecteur d’attributs, souvent appelle´ “point d’apprentissage”, et de la classe de
sortie attendue. Dans ce cas–la`, le syste`me doit construire le mode`le de fac¸on a` affecter un
nombre maximal de points d’apprentissage a` leur classe de sortie. Cette approche est connue
sous le nom d’“apprentissage supervise´” [38].
La nature de l’ensemble d’apprentissage disponible de´termine donc le type d’apprentissage (su-
pervise´ ou non supervise´) a` re´aliser. Reste alors a` choisir une me´thode d’apprentissage adapte´e au
mode`le de repre´sentation choisi et aux donne´es d’apprentissage disponibles. Il faut aussi mentionner
que selon l’application et les performances requises, ces deux choix peuvent eˆtre remis en cause afin
d’ame´liorer au maximum les re´sultats obtenus.
(choix conceptuel)
(choix technique)
(choix d’étiquetage, pré−traitement, etc)
d’apprentissageméthode
de représentationmodèle d’apprentissagedonnées
Figure 1.3 – Le contexte d’un syste`me d’apprentissage
En re´sume´, dans le cadre de la classification, un syste`me d’apprentissage est caracte´rise´ par un
triplet (mode`le, donne´es, me´thode), comme illustre´ dans la figure 1.3. Il est ge´ne´ralement associe´ a` des
choix conceptuel et technique interde´pendants et fortement lie´s a` la nature des donne´es disponibles. Il
est e´galement possible d’agir sur l’acquisition meˆme des donne´es d’apprentissage. Plus classiquement,
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on se limitera a` une e´tape de pre´–traitement de ces dernie`res.
La figure 1.4 pre´sente l’approche ge´ne´ralement utilise´e par les syste`mes d’apprentissage, charge´s de
re´aliser l’apprentissage des syste`mes de classification. Au cœur de ces syste`mes, apparaˆıt le processus
d’apprentissage, qui recherche dynamiquement les parame`tres optimaux du syste`me de classification,










Figure 1.4 – Principe ge´ne´ral des syste`mes d’apprentissage
Sur la figure 1.4, il apparait e´galement un composant supple´mentaire de pre´–traitement [33] de
l’ensemble d’apprentissage. Ce dernier n’est pas obligatoire et son utilite´ de´pend essentiellement de
la qualite´ de l’ensemble d’apprentissage A. Le pre´–traitement peut d’ailleurs eˆtre directement inte´gre´
dans l’e´tape d’extraction de l’information, mais parfois le syste`me d’apprentissage lui–meˆme doit
traiter l’ensemble de donne´es qui lui est fourni de fac¸on a` eventuellement inclure l’information lie´e a`
ce traitement dans les parame`tres du syste`me de classification pour la phase d’utilisation.
L’identification des attributs significatifs et discriminants pour le proble`me donne´ peut eˆtre une
question assez difficile si on ne dispose pas de connaissances ante´rieures. Un exemple qui sert a`
la classification peut eˆtre caracte´rise´ par plusieurs attributs parmi lesquels seuls certains peuvent
eˆtre discriminants et significatifs pour l’application, voire pour uniquement certains composants du
syste`me de classification.
On peut voir le pre´–traitement des donne´es selon deux points de vue : un pre´–traitement axe´
sur les attributs (ensemble E) ou sur les points (vecteurs) d’apprentissage (ensemble A). Le but du
pre´–traitement des attributs est souvent de re´duire la dimension de l’espace d’entre´e pour faciliter les
traitements ulte´rieurs. En effet, l’analyse et la classification des ensembles de donne´es multidimen-
sionnelles peuvent devenir tre`s longues et consommatrices de me´moire, surtout pour les syste`mes
qui prennent en conside´ration des mesures relationelles entre diffe´rentes combinaisons d’attributs.
De plus, il n’est pas garanti que les re´sultats obtenus sur les donne´es multidimensionnelles soient
meilleurs que ceux correspondant au meˆme ensemble modifie´ par une e´tape ante´rieure d’extraction
d’attributs, meˆme si une partie de l’information disponible sur l’ensemble original est perdue pen-
dant le processus. Le pre´–traitement des attributs peut donc avoir deux aspects : la se´lection des
attributs (quand une partie des attributs, considere´s non–pertinents, est comple´tement ignore´e par le
syste`me) et l’extraction de l’information pertinente a` partir des attributs disponibles (quand de
nouveaux espaces des attributs, de dimension re´duite, sont calcule´s a` partir des attributs disponibles).
La se´lection des attributs consiste a` choisir parmi la totalite´ des attributs qui sont disponibles
dans la base de donne´es ceux qui ont une signification pour l’application et qui conservent l’essentiel
de l’information pre´sente dans l’ensemble de donne´es initial. Ainsi, on peut obtenir des re´sultats
optimaux en re´duisant le temps de calcul et les ressources utilise´es.
L’autre aspect du pre´–traitement du point de vue des attributs est l’extraction de l’information,
qui consiste a` analyser la totalite´ des attributs disponibles afin d’e´liminer la corre´lation entre les
attributs, d’extraire seulement l’information pertinente et la pre´senter sous une forme compacte et
adapte´e au syste`me d’apprentissage. Il s’agit donc d’identifier des liens de de´pendance entre diffe´rents
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attributs et/ou valeurs de ces attributs. Les principales me´thodes d’extraction de caracte´ristiques
ge´ne´ralement utilise´es sont la transforme´e de Karhunen-Loe¨ve [58] (l’analyse en composantes prin-
cipales, une me´thode tre`s connue dans le contexte de la de´corre´lation des signaux), la transforme´e
de Fourier discre`te [14], la transforme´e cosinus discret [141] (ou sinus discret), la transforme´e en
ondelettes [104] ou bien la matrice de cooccurrence ou la matrice “run-length” [125].
Ces deux approches du pre´–traitement sur les attributs ont des avantages et des inconve´nients. La
deuxie`me est tre`s efficace d’un point de vue me´moire ne´cessaire pour traiter l’ensemble de donne´es,
mais elle a aussi le grand de´savantage d’e´liminer la signification des attributs. En l’appliquant, on
change le syste`me de repre´sentation des attributs et donc un expert du domaine de l’application ne
peut plus interpre´ter les re´sultats de la meˆme manie`re que s’il se situe dans un cadre de travail familier
ou` il peut associer les axes des attributs avec des notions spe´cifiques a` son domaine, qu’il sait aborder
et comprendre. Ge´ne´ralement, l’e´tape d’extraction de l’information pertinente n’est pas re´alise´e dans
ce type d’application ou` l’expert exige d’avoir la possibilite´ d’interpre´ter et analyser les donne´es
d’apprentissage, meˆme si d’un point de vue ressources et temps de calculs elle pourrait beaucoup
augmenter les performances du syste`me. L’utilisabilite´ du syste`me par les experts du domaine reste
primordial. Par contre, si les attributs de l’application sont, par de´finition, abstraits et n’ont donc
pas une signification interpre´table, une approche par extraction plutoˆt que par se´lection est souvent
pre´fe´rable.
La deuxie`me vision du pre´–traitement des donne´es, c’est–a`–dire le pre´–traitement des points
d’apprentissage consiste le plus souvent a` re´aliser une e´puration en e´liminant les points de l’ensemble
d’apprentissage considere´s comme “aberrants” selon des crite`res bien de´finis.
1.3.2.2 Architecture et principe ge´ne´ral de l’utilisation des syste`mes de classification
Une fois les parame`tres du syste`me obtenu, la classification de nouvelles donne´es peut eˆtre re´alise´e.
La phase d’utilisation du syste`me de classification consiste a` re´aliser la classification de nouvelles
donne´es d’entre´e, jusqu’a` maintenant inconnues pour le syste`me, en utilisant la me´thode de clas-
sification choisie avec les parame`tres appris dans l’e´tape pre´ce´dente, comme montre´ sur la figure
1.5. Le processus de classification est alors compose´ de deux e´tapes diffe´rentes : une d’e´valuation de
l’ade´quation du point analyse´ aux classes apprises et une de prise de de´cision. La sortie de la premie`re
e´tape peut eˆtre a` ce niveau une classe unique, correspondant en fait au cas ou` un seul coefficient
d’ade´quation est non nul, mais plus ge´ne´ralement elle sera un vecteur contenant des degre´s (probabi-
lite´s) d’appartenance aux classes analyse´es. Typiquement, on peut conside´rer cette sortie comme un














aux classes de décision
Prise
Figure 1.5 – Principe ge´ne´ral d’utilisation des syste`mes de classification
La prise de de´cision traite ce vecteur de coefficients d’ade´quation afin d’arriver a` une de´cision
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finale, qui est l’affectation de l’entre´e a` une et une seule classe de sortie. Pour cette e´tape, les sorties
du syste`me d’analyse d’ade´quation, toutes relatives a` la meˆme entre´e, sont ge´ne´ralement combine´es
afin d’augmenter la fiabilite´ du re´sultat final.
1.3.2.3 Retour sur l’admission des candidats
Les notions et principes des deux e´tapes des syste`mes de classification, apprentissage et utilisation,
peuvent eˆtre illustre´s sur l’exemple de se´lection d’e´tudiants a` l’entre´e d’une e´cole supe´rieure, pre´sente´
dans le paragraphe 1.1.2.
Dans cet exemple, les donne´es d’apprentissage sont extraites des dossiers des e´tudiants qui se
pre´sentent au concours d’admission. Les vecteurs d’attributs regroupent donc des donne´es de nature
diffe´rente, nume´rique et linguistique, et sont e´videmment non–e´tiquete´s. On se retrouve alors face a`
un proble`me d’apprentissage non–supervise´.
On peut imaginer aussi le cas d’un apprentissage “dynamique”, ou` on utilise l’expe´rience acquise
pendant les anne´es pre´ce´dentes : une base de donne´es d’apprentissage peut eˆtre e´tablie a` partir des
dossiers accepte´s les anne´es pre´ce´dentes, en prenant e´galement en compte les re´sultats obtenus par les
e´tudiants accepte´s et ayant effectivement inte´gre´ l’e´cole. Dans ce cas–la`, les donne´es d’apprentissage
sont e´tiquete´es et le proble`me se situe dans le cadre d’un apprentissage supervise´.
Un mode`le de repre´sentation base´ sur des re`gles peut eˆtre choisi. Ces re`gles ont une forme linguis-
tique pour les donne´es linguistiques et une forme base´e sur des seuils pour les donne´es nume´riques
(moyennes minimales ne´cessaires pour eˆtre admis). Le processus d’apprentissage consiste a` obtenir
ces re`gles en utilisant soit les informations issues des anne´es pre´ce´dentes soit une hie´rarchie des
dossiers de l’anne´e en cours, ou encore une combinaison des deux.
L’e´puration de l’ensemble de donne´es consisterait a` e´liminer de`s le de´but les dossiers qui sont
comple`tement incompatibles avec le profil requis par l’e´cole. Par exemple, une e´cole qui forme des
inge´nieurs spe´cialise´s peut ne pas accepter le dossier d’un candidat qui a de tre`s faibles re´sultats dans
les matie`res de base du domaine, comme les mathe´matiques et la physique, ni celui d’un candidat
qui a eu un parcours comple´tement axe´ sur les sciences humaines.
Plusieurs informations sont ge´ne´ralement disponibles dans les dossiers fournis par les candidats.
Parmi ces attributs on peut citer ceux lie´s a` la nationalite´, le sexe, l’aˆge, les projets ante´rieurs qui
ne sont pas force´ment lie´s a` l’activite´ que l’e´tudiant va poursuivre en cas d’admission a` l’universite´
ou` il de´pose sa candidature. Ce type d’information n’a pas une valeur re´elle pour le proble`me pose´
et la commission va donc intentionnellement l’ignorer. Sans le savoir, en ignorant une partie de
l’information qui lui est fournie, le jury fait ainsi une se´lection des attributs pertinents.
Du point de vue de l’extraction de l’information, on peut identifier dans l’exemple propose´ les avis
formule´s par les diffe´rents membres du jury de se´lection. Chaque membre est inte´resse´ par des aspects
diffe´rents de la formation du candidat : un professeur de mathe´matique va fournir une e´valuation
des capacite´s de structuration et formalisation du candidat, un professeur de physique va plutoˆt
e´valuer la capacite´ a` appre´hender des phe´nome`nes physiques et ainsi de suite. Ces e´valuations sont
formule´es dans un language naturel, mais elle peuvent eˆtre re´unies dans un indice qui donnera le
degre´ d’appre´ciation ge´ne´rale du candidat. L’indice le plus e´leve´ correspondra a` l’e´le`ve qui est le plus
proche des exigences de tous les membres du jury. Ce que l’on peut remarquer dans cette situation
est la perte de signification de l’attribut extrait. L’attribut introduit qui fait la combinaison de tous
les avis n’a pas une signification se´mantique pour les membres de la commission, qui ne connaissent
et ne peuvent interpre´ter que les attributs de base, exprime´s en language naturel.
En ce qui concerne l’utilisation des re`gles d’admission ainsi mises en place, chaque donne´e a`
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classifier est compose´e d’un nombre de caracte´ristiques de chaque candidat : les notes ante´rieures,
les rapports de projets auxquels il a participe´, les avis des membres du jury, etc. A partir de ces
informations, l’ade´quation de chaque e´tudiant est calcule´e et la de´cision peut ensuite eˆtre prise en
ordonnant les ade´quations de tous les candidats. La prise de de´cision peut eˆtre dans ce cas soit
l’admission des premiers candidats, en choisissant un nombre fixe de candidats, soit l’admission des
e´tudiants qui ont l’ade´quation minimale requise.
L’approche de´crite ici pour l’apprentissage et l’utilisation (y compris la prise de de´cision) du
syste`me de classification de´die´ a` l’admission a ses propres caracte´ristiques qui peuvent la rendre plus
adapte´e a` certains types de proble`mes qu’a` d’autres.
1.3.3 Fusion d’informations
La proble´matique de la classification de donne´es telle qu’elle a e´te´ exprime´e ci–dessus rentre
pleinement dans le cadre plus ge´ne´ral de la fusion d’informations.
Terme ge´ne´rique comportant de nombreuses facettes, la fusion d’informations permet la synthe`se
de donne´es de toutes sortes afin d’obtenir une information se´mantiquement plus riche. La figure 1.6,
























Figure 1.6 – Synoptique des syste`mes de fusion d’informations
Sur ce synoptique, on retrouve les principales e´tapes qui sont e´galement mises en œuvre dans les
syste`mes de classification. L’aquisition d’information et sa repre´sentation correspondent a` la partie
“caracte´risation” des classifieurs. L’ope´rateur de combinaison et l’interpre´tation correspondent aux
syste`mes de classification. Enfin on retrouve e´galement l’apprentissage des parame`tres de l’outil
mathe´matique utilise´.
Dans le domaine de la fusion, on retrouve les grandes proble´matiques pre´ce´demment e´voque´es,
comme le choix de la me´thode de combinaison, la forme des donne´es d’entre´e (nature, espace de
repre´sentation, etc), le me´canisme d’apprentissage, la proble´matique de l’e´valuation, etc.
La figure 1.7 repositionne les grandes e´tapes des syste`mes de classification sur le synoptique des
syste`mes de fusion.
Dans ce contexte, la particularite´ d’un classifieur va porter sur le niveau des informations qu’il
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Figure 1.7 – Syste`mes de classification et fusion d’informations
manipule. Dasarathy [32] definit trois niveaux ordonne´s d’informations manipule´es par les syste`mes
de fusion, qui sont :
– le niveau signal : consiste a` travailler directement sur des donne´es brutes
– le niveau attribut : l’information porte sur une caracte´ristique de l’objet e´tudie´ (ge´ne´ralement
un pre´–traitement sur les donne´es brutes)
– le niveau de´cision : niveau le plus haut, il correspond a` une prise de de´cision sur l’objet e´tudie´
(qualite´, choix d’une action, etc)
A partir de ces trois niveaux, Dasarathy pre´sente alors les syste`mes de fusion en fonction du
niveau des informations d’entre´e et de sortie, en imposant que le niveau de sortie soit au moins e´gal
au niveau des entre´es. Ainsi, un syste`me de classification est un syste`me de fusion pour lequel les
informations d’entre´e appartiennent au niveau attribut et qui fournit une information de sortie de
type de´cision.
1.4 Evaluation des performances d’un syste`me de classifica-
tion
1.4.1 La proble´matique de l’e´valuation
Deux cas sont a` distinguer dans l’e´valuation des syste`mes de classification : le premier concerne
les syste`mes pour lesquels on ne dispose pas de donne´es de re´fe´rence. Dans ce cas, l’e´valuation est
rendue difficile car la comparaison des re´sultats du classifieur a` des re´fe´rences sur des points pre´cis et
bien connus n’est pas possible. Les approches ge´ne´ralement mises en œuvre s’appuient sur l’analyse
de statistiques qui donnent par exemple le degre´ de se´paration des classes obtenues [87] ou visent a`
de´terminer le pouvoir organisationnel d’un classifieur a` partir de donne´es non–e´tiquete´es [100]. Cet
aspect de l’e´valuation ne sera pas de´veloppe´ dans cette partie.
Le deuxie`me cas concerne les syste`mes pour lesquels des donne´es “de re´fe´rence” sont dispo-
nibles. Les donne´es de re´fe´rence peuvent eˆtre soit celles qui ont servi a` l’apprentissage soit d’autres
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donne´es en lien ou non avec l’application–cible du syste`me. Dans ce contexte base´ sur des donne´es
de re´fe´rence, l’utilisation de benchmarks est tre`s re´pandue. Les benchmarks sont des ensembles de
donne´es e´tiquete´es en libre acce`s pour la communaute´. Elles permettent une comparaison pertinente
des performances des syste`mes de classification base´s sur des concepts ou des me´thodes diffe´rents.
Par exemple dans un contexte de classification supervise´e, on peut conside´rer le cas des donne´es
“Iris” disponible sur le site “http ://archive.ics.uci.edu/ml/datasets.html”, ou` chaque exemple est
de´ja` associe´ a` une des trois classes pre´–de´finies. Chaque exemple est caracte´rise´ par 4 attributs
qui peuvent servir pour faire la distinction entre 3 classes de fleurs. Ces attributs sont la longueur
et la largeur des se´pales et des pe´tales. Pour comparer les performances de plusieurs syste`mes de
classification on peut par exemple comparer les temps d’exe´cution, les taux de classification correcte
ou d’autres mesures qui caracte´risent le processus de classification.
Cette approche base´e sur des donne´es “benchmark” pre´sente certaines limites puisqu’un syste`me
de classification est en ge´ne´ral conc¸u pour une application particulie`re et qu’il n’est donc pas tre`s
re´aliste d’imaginer que des donne´es “benchmark” en ade´quation parfaite avec l’application traite´e
puissent toujours eˆtre trouve´es. De plus, les crite`res de performance a` prendre en compte diffe`rent
fortement d’une application a` l’autre et chercher un crite`re universel est sans doute voue´ a` l’e´chec
puisque les comparaisons de performances ne peuvent eˆtre ge´re´es inde´pendamment du contexte de
travail. On ne peut donc pas arriver a` un degre´ de ge´ne´ralisation tre`s important, surtout que l’ap-
plication d’un algorithme a` des domaines comple`tement diffe´rents de celui pour lequel il a e´te´ conc¸u
risque de conduire a` des performances tre`s faibles sur certains crite`res.
Pour une application donne´e, il est cependant ne´cessaire de mettre en place une me´thodologie
permettant de garantir une certaine capacite´ de ge´ne´ralisation du classifieur face a` de nouvelles
donne´es provenant du syste`me e´tudie´. Deux approches peuvent eˆtre e´voque´es dans ce contexte. La
premie`re consiste a` re´aliser l’apprentissage du syste`me et son e´valuation sur un meˆme ensemble de
donne´es. Dans cette situation un partage re´pe´titif de l’ensemble de donne´es en deux sous–ensembles
(d’apprentissage et d’e´valuation) est ne´cessaire. Diffe´rentes me´thodologies ont e´te´ de´veloppe´es et
elles seront de´crites dans le paragraphe 1.4.3. La deuxie`me approche est typique des syste`mes pour
lesquels l’obtention d’un grand nombre de donne´es e´tiquete´es est possible : un ensemble de donne´es
de´die´ a` l’e´valuation, inde´pendant de l’ensemble d’apprentissage, peut alors eˆtre fourni et les mesures
de performance de´crites dans la section suivante peuvent eˆtre calcule´es directement a` partir de cet
ensemble.
1.4.2 Crite`res d’e´valuation
La mesure de performance la plus simple et qui est a` la base de tout autre crite`re est le taux de
bonne classification [5]. Cette mesure est le pourcentage de points de test qui ont e´te´ bien classifie´s par
le syste`me. Elle est donne´e par l’e´quation (1.4), ou` Nc est le nombre de points de test correctement





Une manie`re plus comple`te et tre`s utilise´e pour repre´senter les performances d’un syste`me de
classification est de construire une “matrice de confusion” [99]. Les intitule´s de colonne de cette
matrice correspondent aux classes d’appartenance de´termine´es par le syste`me, tandis que ceux des
lignes repre´sentent la vraie classe d’appartenance. Ainsi, la valeur Nij trouve´e sur la ligne i et colonne
j est le nombre de points appartenant a` la classe i qui ont e´te´ affecte´s a` la classe j, comme illustre´
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le C0 C1 · · · C|C|
C0 N00 N01 · · · N0|C|
C1 N10 N11 · · · N1|C|
...
. . . . . . . . . . . .
C|C| N|C|0 N|C|1 · · · N|C||C|
Table 1.1 – Matrice de confusion
Usuellement la matrice de confusion est pre´sente´e sous une forme normalise´e. Les valeurs de la
matrice sont obtenues par la division des valeurs Nij de la matrice du tableau 1.1 par le nombre
de points de la ligne i dans l’ensemble de test. Evidemment, pour ce type de matrice de confusion









le C0 C1 · · · C|C|
C0 1 0 · · · 0
C1 0 1 · · · 0
...
. . . . . . . . . . . .
C|C| 0 0 · · · 1
Table 1.2 – Matrice de confusion normalise´e pour un classifieur parfait
Dans le cas de la classification binaire, la matrice a une repre´sentation particulie`re qui utilise
les notations tp, tn, fp et fn : tp (“true positive”) est le nombre (ou le pourcentage, selon la
repre´sentation) de points correctement classifie´s dans la classe recherche´e (classe positive), tn (“true
negative”) est le nombre/pourcentage de points correctement rejete´s comme ne faisant pas partie de
la classe recherche´e, fp (“false positive”) est le nombre/pourcentage de points incorrectement place´s
dans la classe et fn (“false negative”) le nombre/pourcentage de points incorrectement rejete´s. Cette









Table 1.3 – Matrice de confusion pour un classifieur binaire
Pourtant, dans la plupart des applications des mesures plus de´taille´es sont ne´cessaires. De telles
mesures sont surtout de´finies dans le cas de la classification binaire, ou` on doit simplement e´tablir
l’appartenance ou la non–appartenance d’une entite´ a` une classe. Quelques notions sont couramment
utilise´es dans ce contexte. Dans des articles concernant cette proble`matique [143, 120], on trouve la
de´finition des mesures suivantes : l’exactitude, la sensitivite´, la spe´cificite´, la pre´cision et la F–mesure.
Leurs e´quations pour le cas binaire sont donne´es par (1.5).
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On remarque que l’exactitude est en fait le taux de classification correcte. La sensitivite´ est
ge´ne´ralement utilise´e dans les applications ou` l’identification des cas positifs est tre`s importante
(surtout les applications me´dicales), la spe´cificite´ est plus importante pour les applications ou` le
couˆt d’une de´cision “false positive” est tre`s e´leve´ (surtout les applications industrielles en controˆle
de qualite´). La pre´cision donne une mesure du pouvoir discriminant du classifieur par rapport a` la
classe de l’application.
Dans la de´finition de la F–mesure, la valeur β repre´sente l’importance associe´e a` la pre´cision par
rapport a` l’importance associe´e a` la sensitivite´ (appele´e aussi “rappel”). Une valeur supra–unitaire
correspond a` une importance supe´rieure accorde´e a` la pre´cision, alors qu’une valeur sous–unitaire
correspond a` une importance supe´rieure associe´e au rappel. Dans le cas de proble`mes ou` les de´cisions
errone´es n’engendrent pas des couˆts diffe´rents pour les deux classes, la valeur de β est habituellement
e´tablie a` 1.
Des ge´ne´ralisations de ces mesures sont aussi disponibles pour les proble`mes multi–classes [5].
Ge´ne´ralement, la ge´ne´ralisation se fait par une analyse inde´pendante de chaque classe recherche´e,
en conside´rant les autres classes comme une classe ge´ne´rique de rejet. Pour chacune des classes une
matrice de confusion binaire peut donc eˆtre construite suivant les re`gles :
– la valeur tp est donne´e par le nombre de points appartenant a` la classe analyse´e qui ont e´te´
correctement classifie´s
– la valeur tn est donne´e par le nombre de points appartenant a` une des autres classes qui n’ont
pas e´te´ classifie´s comme appartenant a` la classe analyse´e
– la valeur fp est donne´e par le nombre de points appartenant a` une des autres classes et qui ont
e´te´ classifie´s comme appartenant a` la classe analyse´e
– la valuer fn est donne´e par le nombre de points appartenant a` la classe analyse´e et qui ont e´te´
classifie´s comme appartenant a` une des autres classes
Une repre´sentation un peu plus spe´cialise´e est constitue´e par les courbes ROC (Receiver Operating
Characteristic) [114]. Cette repre´sentation est applicable aux proble`mes de classification binaire et
chaque point de la courbe est en fait une interpre´tation graphique de la matrice de confusion obtenue
pour le meˆme syste`me de classification parame`tre´ diffe´remment. L’avancement sur la courbe se fait
par exemple par l’augmentation du nombre de points d’apprentissage utilise´s. Les courbes ROC ont
surtout e´te´ utilise´es dans les applications me´dicales, ou` il faut de´cider entre la pre´sence et l’absence
d’une certaine maladie. Une courbe ROC repre´sente la relation entre la proportion de “vrai positifs”
et la proportion de “faux positifs”. Comme les deux notions sont lie´es aux notions de sensitivite´ et de
spe´cificite´, les courbes ROC sont aussi connues sous le nom de courbes sensitivite´ vs (1 - spe´cificite´).
La courbe obtenue a the´oriquement la forme repre´sente´e dans la figure 1.8 [62].
La courbe indique le compromis entre la valeur de tp et celle de fp. Elle montre que (pour un
classifieur normal) on peut augmenter la valeur de tp en modifiant les parame`tres du syste`me vers la
valeur maximale (1 pour les repre´sentations normalise´es), mais non sans conse´quence : l’augmentation
de la valeur de fp. La courbe est utilise´e afin de choisir les parame`tres du syste`me qui offre le meilleur
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Figure 1.8 – Courbe ROC
compromis entre la bonne de´tection des cas positifs et la mauvaise de´tection des cas ne´gatifs.
Vapnik & al [151] proposent un autre crite`re d’e´valuation d’un classifieur, base´ sur sa “capa-
cite´”. Les syste`mes d’apprentissage de petite capacite´ sont ceux qui arrivent a` avoir un bon taux
de classification correcte sur les ensembles de test meˆme a` partir d’un ensemble d’apprentissage de
faible dimension. Les syste`mes de grande capacite´ sont des syste`mes qui offrent un meilleur taux de
classification pour les ensembles d’apprentissage de tre`s grande dimension, mais qui ont besoin de
beaucoup de points d’apprentissage pour arriver a` des valeurs correctes de l’erreur obtenue sur la
classification de l’ensemble d’apprentissage lui–meˆme. La dimension V C(Vapnik–Chervonenkis) est
justement une manie`re de mesurer cette capacite´.
1.4.3 Me´thodes d’e´valuation
Ces mesures peuvent eˆtre directement calcule´es si on dispose d’un ensemble de donne´es de test.
Malheureusement, dans beaucoup d’applications il est difficile d’obtenir de tels ensembles. C’est pour-
quoi d’autres me´thodes d’e´valuation ont e´te´ de´veloppe´es. Ces me´thodes ont comme principe ge´ne´ral
le partage (successif) d’un seul ensemble de donne´es disponible en deux sous–ensembles : d’appren-
tissage et de test. Plusieurs approches sont propose´es dans la litte´rature dont les plus “classiques”
sont celles de cross–validation et de bootstrap.
Le principe de la cross–validation [155] a e´te´ mis en place de`s les anne´es 60, mais sa mise en œuvre a
commence´ a` eˆtre plus populaire avec l’augmentation du pouvoir de calcul des ordinateurs. La me´thode
est base´e sur le re´–e´chantillonnage de l’ensemble de donne´es sur lequel le syste`me est appris puis teste´.
L’ensemble de donne´es est se´pare´ en Q sous–ensembles de taille e´gale. Parmi eux, le syste`me en choisit
Q− 1. Les points contenus dans ces Q− 1 sous–ensembles sont utilise´s pour faire l’apprentissage du
syste`me. Ensuite, en utilisant le syste`me appris (re`gles, e´quations, re´seau neuronal, etc), les points
du dernier sous–ensemble (celui qui n’a pas servi a` l’apprentissage) sont classifie´s. La proce´dure est
re´pe´te´e pour toutes les permutations possibles, c’est–a`–dire Q fois (les Q sous–ensembles ont servi
comme ensemble de test une fois). Le taux de classification correcte du syste`me est alors calcule´
comme la moyenne des taux de classification correcte obtenus sur chaque sous-ensemble de test. Le
syste`me cherche a` approximer la vraie erreur d’un classifieur, c’est–a`–dire l’erreur de classification
si le classifieur disposait d’un ensemble d’apprentissage exhaustif. Cette valeur est evalue´e avec la
me´thode donne´e en apprenant le syste`me avec plusieurs ensembles d’apprentissage diffe´rents. Cela
ame`ne a` obtenir une repre´sentation de l’erreur estime´e comme une fonction caracte´rise´e par une
variance et un biais par rapport a` la valeur re´elle recherche´e, en fonction des caracte´ristiques de
l’ensemble d’apprentissage utilise´.
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Leave–one–out est un cas particulier de la famille des me´thodes de cross–validation. Il consiste
a` e´liminer successivement les exemples disponibles de l’ensemble d’apprentissage. Si l’on conside`re
le cas d’un ensemble d’apprentissage compose´ de N points, l’apprentissage se fait N fois sur N − 1
points (Q = N : le nombre de sous–ensembles d’apprentissage est e´gal au nombre de points de
l’ensemble de donne´es original). Ensuite le syste`me obtenu est applique´ sur le point qui n’a pas e´te´
pris en conside´ration pour l’apprentissage. Le taux de classification correcte est donne´ dans ce cas
particulier de cross–validation par le pourcentage de points qui ont e´te´ classifie´s correctement. En
ge´ne´ral la me´thode leave–one–out est conside´re´e comme n’ayant pas de biais, mais elle a une variance
assez importante [19].
Une autre grande famille de me´thodes d’e´valuation est le bootstrap. Elle est recommande´e sur-
tout sur les ensembles de donne´es compose´s de peu de points [155] (par peu de points on entend
moins de 30). Dans ces cas–la`, la variance a tendance a` devenir assez importante, donc une me´thode
d’e´valuation avec une grande variance (comme le leave–one–out) est moins fiable. Le principe, comme
pour la cross–validation, consiste a` choisir ale´atoirement un pourcentage donne´ des points comme
points d’apprentissage et utiliser le reste comme points de test. La diffe´rence par rapport a` la me´thode
de cross–validation est le fait que les points qui sont choisis pour l’apprentissage ne sont pas e´limine´s
de l’ensemble original, c’est–a`–dire qu’ils peuvent eˆtre se´le´ctione´s plusieurs fois. Les points qui n’ont
pas e´te´ choisis comme points d’apprentissage constituent l’ensemble de test. L’ope´ration est re´pe´te´e
plusieurs fois (il est ge´ne´ralement conside´re´ qu’une valeur de 200 ite´rations est ne´cessaire afin d’ob-
tenir de bons re´sultats [155]) et, comme dans le cas de la cross–validation, le taux de classification
correcte est la moyenne des taux de classification correcte obtenus sur chaque sous-ensemble de test.
Le cas particulier le plus connu de cette approche est la me´thode “.632 bootstrap” [47]. Plusieurs
comparaisons entre les deux me´thodes sont disponibles dans la litte´rature [4, 91].
1.5 Discussion et conclusion
Dans le contexte de´crit dans ce chapitre, quelques proble`mes typiques peuvent eˆtre identifie´s. Ils
sont de´taille´s et analyse´s dans cette section.
1.5.1 Acquisition des donne´es
La qualite´ et la pertinence des donne´es d’entre´e est un parame`tre important qui peut beaucoup
influencer les performances de la classification. On doit prendre en conside´ration le fait que les
meˆmes donne´es acquises a` des moments temporels diffe´rents peuvent apporter un degre´ diffe´rent
d’informations utiles. De plus, meˆme si l’information contenue dans les donne´es est utile, le degre´ de
superposition avec le bruit peut aussi varier avec l’environnement et le vieillissement du dispositif
d’acquisition. Il est donc parfois utile pour les syste`mes de classification d’avoir un certain degre´
d’adaptabilite´ pour permettre de le´ge`res variantes dans la manie`re d’acque´rir et de repre´senter des
donne´es.
L’apprentissage actif est un proble`me lie´ a` l’acquisition de donne´es, lorsqu’il est possible
d’influencer sur les donne´es qui seront effectivement collecte´es. C’est par exemple le cas d’applications
d’apprentissage en robotique, ou` l’e´quipement hardware peut eˆtre lent et plus ou moins impre´cis, ce
qui peut avoir un effet ne´gatif sur le processus de classification. Il faut aussi prendre en conside´ration
les changements qui peuvent intervenir dans le contexte entre le moment d’acquisition des donne´es
d’apprentissage et le moment de l’utilisation du syste`me obtenu. Souvent les donne´es d’apprentissage
doivent eˆtre actualise´es pe´riodiquement. Un cas encore plus difficile a` ge´rer est celui ou` l’e´quipement
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d’exploration peut influencer sur l’ensemble de donne´es collecte´es. Pour re´soudre le proble`me, il est
ne´cessaire de bien connaˆıtre le contexte de l’application et de bien de´finir les conditions dans lesquelles
l’acquisition de donne´es doit eˆtre re´alise´e. On doit aussi choisir les informations qui sont significatives
pour l’application et ignorer l’information superflue ou non pertinente. L’apprentissage actif est un
proble`me spe´cifique aux domaines non encore standardise´s, ou` l’on ne dispose ge´ne´ralement pas d’un
nombre suffisant de donne´es de test.
L’apprentissage cumulatif est e´galement un proble`me lie´ a` l’acquisition de donne´es. Dans de
nombreuses applications de classification, une me´thode de´ja` imple´mente´e doit eˆtre applique´e sur des
donne´es qui n’e´taient pas disponibles au moment de l’apprentissage. C’est par exemple souvent le
cas des applications me´dicales, domaine ou` les bases de donne´es s’enrichissent au cours du temps,
induisant une augmentation de la qualite´ et de la pertinence de l’information contenue. La me´thode de
classification doit eˆtre capable de ge´rer des donne´es qui ne sont pas obtenues de la meˆme manie`re que
les donne´es sur lesquelles elle a e´te´ teste´e. Le proble`me consiste donc a` rendre le syste`me adaptable aux
changements du processus de collecte d’informations. Par exemple, on peut avoir des radiographies de
diffe´rentes qualite´s, obtenues par diffe´rents types de machines, pre´–traite´es de diffe´rentes manie`res.
Il faut inte´grer des donne´es appartenant a` un meˆme domaine, mais pre´sente´es sous une forme qui
diffe`re.
1.5.2 Supervision et/ou inte´gration de connaissances
Le principe de base d’un processus de classification donne´ peut choisir de ne pas tenir compte
des informations auxiliaires disponibles sur l’ensemble d’apprentissage. Notamment, pour ce que l’on
appelle les syste`mes de classification non–supervise´s, la classe d’appartenance de chaque exemple
d’apprentissage peut eˆtre ignore´e meˆme si elle est connue. Dans ce cas–la` et dans le cas ou` ces in-
formations ne sont pas disponibles, le classifieur doit re´aliser une division naturelle de l’ensemble
d’apprentissage dont il dispose. Pour obtenir de bons re´sultats, on a normalement besoin que les
classes a` individualiser soient bien se´parables. Cette approche est tre`s diffe´rente de l’apprentissage
supervise´. Une de ses difficulte´s est la ne´cessite´ de trouver de manie`re automatique les conditions
d’arreˆt du processus. De plus, si on se situe dans le cas ou` l’information a priori sur la classe d’appar-
tenance n’existe effectivement pas, il est plus difficile de de´finir un crite`re selon lequel on peut e´valuer
les performances du syste`me d’apprentissage. Dans les syste`mes base´s sur cette approche, on cite les
re´seaux neuronaux, la me´thode C −means et sa variante floue, etc. En fonction du choix d’utiliser
ou non de l’information comple´mentaire a` l’ensemble d’apprentissage, on distingue plusieurs types
d’approches pour re´aliser l’apprentissage :
– L’apprentissage utilisant des donne´es e´tiquete´es et non e´tiquete´es. Il est parfois diffi-
cile de disposer de donne´es de´ja` e´tiquete´es. L’e´tiquetage est tre`s important pour l’interpre´tation
des sorties de tests pour la me´thode choisie par exemple. Le proble`me qui se pose est donc de
savoir si on peut concevoir des algorithmes applicables sur des donne´es non e´tiquete´es pour
l’apprentissage de nouveaux concepts.
– L’apprentissage utilisant des connaissances a priori. La classification peut eˆtre aide´e par
des informations qui ne sont pas ne´cessairement contenues dans les donne´es d’apprentissage. Le
proble`me est donc de trouver des arrangements flexibles pour pouvoir inse´rer ces connaissances
a priori, meˆme si elles sont incertaines, abstraites ou symboliques (non nume´riques).
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1.5.3 Taille de l’ensemble de donne´es
Normalement l’e´tape d’apprentissage consiste en l’analyse et le traitement d’un ensemble d’ap-
prentissage de taille moyenne. Pour chaque type de classifieur la taille ide´ale de l’ensemble d’appren-
tissage est individualise´e. On peut pre´ciser qu’un ensemble d’apprentissage normal peut avoir entre
quelques dizaines et quelques centaines d’exemples d’apprentissage pour chaque classe. En dehors
de cet ordre de grandeur, on doit trouver des me´thodes adapte´es au nombre de donne´es d’appren-
tissage. Dans le cas des ensembles de donne´es de tre`s grande dimension on peut envisager de faire
une se´lection des exemples qui peuvent eˆtre e´limine´s sans trop perdre de l’information significative.
Cette proble´matique est brie`vement discute´e ci–dessous :
– L’apprentissage en utilisant une base de donne´es tre`s grande : les bases de donne´es
qui sont tre`s grandes et tre`s dynamiques ne peuvent eˆtre lues, au mieux, que quelques fois
par un ordinateur avec des performances moyennes. Deux exemples typiques sont les bases de
donne´es d’Internet (“Web bases”) ou les bases des donne´es d’un supermarche´. Les me´thodes
qui supposent parcourir l’ensemble de donne´es plusieurs fois (par exemple les me´thodes base´es
sur la me´thode C −means) ne peuvent pas eˆtre applique´es dans ces situations. Le proble`me
consiste donc a` trouver des me´thodes qui peuvent aboutir a` des re´sultats pertinents en un seul
balayage de l’ensemble de donne´es. Une solution a` ce type de proble`me est le de´veloppement
d’algorithmes de type data mining [46].
– L’apprentissage en utilisant une base de donne´es tre`s petite : les proble`mes qui se si-
tuent dans ce contexte sont des proble`mes spe´cifiques. Par exemple, on peut avoir un proble`me
de reconnaissance de visages ou` l’on dispose d’une seule image par individu. Le meˆme proble`me
se retrouve dans l’apprentissage dans le domaine robotique, ou` le nombre d’exemples pour l’ap-
prentissage est habituellement extreˆmement limite´. Dans ces cas, si des informations addition-
nelles ne sont pas disponibles, il faut trouver des me´thodes d’apprentissage qui peuvent donner
de bons re´sultats sur un tre`s petit ensemble d’apprentissage.
1.5.4 Relations entre les attributs
Ge´ne´ralement chaque exemple de l’ensemble d’apprentissage est caracte´rise´ par plusieurs attributs
qui peuvent eˆtre corre´le´s. Si la corre´lation existe, il est fortement probable que l’information offerte
par les attributs soit redondante. Il est alors utile de faire une se´lection ou une agre´gation des
attributs. On doit aussi prendre en compte la relation logique entre les attributs, lorsqu’il est possible
que la quantite´ d’informations offerte inde´pendamment par certains attributs soit plus petite que
l’information qui serait offerte si l’on conside`re l’ensemble de ces attributs. Il faut donc de´terminer
la nature de la corre´lation entre les diffe´rents attributs : la relation peut eˆtre soit de type cause–
effet, soit de type cause commune, soit elle peut indiquer la pre´sence d’un autre phe´nome`ne inconnu,
a` identifier et a` classifier. Diffe´rents types d’apprentissage prennent en compte ces relations et les
traitent afin d’ame´liorer le re´sultat final :
– L’apprentissage avec relations : pour prendre une de´cision dans des domaines ou` la distinc-
tion entre les informations pertinentes et celles superflues ou sans importance ne peut pas se
faire, il faut rechercher des associations entre les diffe´rents attributs disponibles. Par exemple,
pour identifier les organisations qui s’occupent de blanchir de l’argent on doit tenir compte
de plusieurs informations qui mettent en e´vidence les liens entre les gens, les organismes, les
compagnies et les pays. Le proble`me est donc de trouver un algorithme qui tient compte des
rapports entre plusieurs entite´s informationnelles pour pouvoir prendre une de´cision pertinente.
– L’apprentissage des rapports causaux : les syste`mes d’apprentissage peuvent identifier les
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corre´lations entre certains e´ve´nements, mais il est plus difficile d’e´tablir si la corre´lation est
cause´e par une liaison de type cause/effet ou si la corre´lation est la suite d’une cause commune.
Par exemple, il y a un grand degre´ de corre´lation entre le cancer des poumons et les doigts
jaunes d’une personne, mais la corre´lation est donne´e par la cause commune (la personne fume),
et il serait inutile d’annuler l’effet des doigts jaunes en ce qui concerne le cancer de poumon,








Lien non causalLiens causaux
On élimine l’effet de doigts jaunes
Le cancer de poumon n’est pas éliminé
Figure 1.9 – Exemple de lien non causal ; en supprimant un effet on ne supprime pas l’autre
1.5.5 Repre´sentation de l’information
Face a` la quantite´ d’informations qui peut caracte´riser un exemple dans un ensemble de donne´es et
a` une repre´sentation e´ventuellement diffe´rente des divers attributs, une e´tape de traitement ante´rieure
et/ou ulte´rieure a` la classification est parfois ne´cessaire. L’apprentissage multitaˆche et le traitement
des informations repre´sente´es sous diffe´rentes formes en sont des exemples typiques :
– L’apprentissage multitaˆche (multitasking) : c’est fre´quemment le cas dans les applica-
tions me´dicales, ou` plusieurs symptoˆmes peuvent caracte´riser le meˆme individu, et dont diverses
combinaisons peuvent indiquer diffe´rentes maladies. Mais on ne peut pas aborder la classifica-
tion des donne´es me´dicales en cherchant directement plusieurs maladies : la se´paration entre
de tre`s nombreuses classes (maladies) est pratiquement impossible dans la mesure ou` il est
illusoire d’inte´grer, dans un unique syste`me, le nombre gigantesque de conditions et de re`gles
qui seraient ne´cessaires a` la description d’un domaine si vaste. Une autre difficulte´ du domaine
me´dical est le manque de formalisation : l’information disponible n’est pas encore standar-
dise´e et structure´e de manie`re consistente. Par conse´quent, la classification est habituellement
faite pour chaque maladie e´tudie´e. On se situe donc dans le cadre d’une se´paration entre deux
classes : une maladie particulie`re existe ou non. Il est donc important d’identifier les attri-
buts qui ne sont utilisables que pour identifier d’autres maladies que celle recherche´e afin de
les e´liminer de l’ensemble d’apprentissage. Diffe´rents syste`mes de classification peuvent eˆtre
utilise´s afin d’identifier la pre´sence ou l’absence d’une maladie donne´e et ensuite un syste`me
qui re´alise l’inte´gration de ces classifieurs peut eˆtre mis en œuvre. On parle alors de fusion de
classifieurs [94]. Le proble`me consiste a` faire le transfert de connaissance entre les syste`mes
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d’apprentissage. Une illustration d’un tel syste`me est pre´sente´e dans la figure 1.10.
Figure 1.10 – Exemple d’architecture multitasking a` base de classifieurs binaires
– L’inte´gration des types me´lange´s de donne´es : l’ensemble de donne´es a` utiliser est sou-
vent compose´ d’attributs de diffe´rentes cate´gories. Par exemple, dans le domaine me´dical, on
peut avoir diffe´rents types d’informations : informations nume´riques (re´sultats de diffe´rents
tests, analyses de sang, etc), images (radiographies), donne´es nominales (l’individu est fumeur
ou non), etc. Le proble`me est de savoir s’il est pre´fe´rable de se´parer les algorithmes de classifi-
cation pour chaque type d’attribut et ensuite de combiner leur re´sultats graˆce a` un syste`me de
fusion ou d’essayer d’inte´grer et de fusionner les diffe´rents types d’informations dans une e´tape
d’extraction de caracte´ristiques.
Un proble`me particulier dans ce contexte est la visualisation des donne´es multidimensionnelles.
La classification peut eˆtre souvent aide´e par l’utilisateur–expert, mais il est ne´cessaire de trouver
une manie`re de repre´senter les donne´es multidimensionnelles afin qu’il puisse les comprendre et les
analyser naturellement.
1.5.6 Conclusion
En conclusion, on peut retenir que les syste`mes de classification traitent un proble`me tre`s com-
plexe. Afin de de´velopper un syste`me cohe´rent, pertinent et qui offre de bons re´sultats, il faut prendre
en compte une multitude d’aspects. Les classifieurs sont ge´ne´ralement de´die´s a` une application
donne´e, mais la plupart peuvent eˆtre utilise´s dans d’autres contextes en respectant les conditions
impose´es sur le format des donne´es d’entre´e et en re´glant les parame`tres spe´cifiques.
Avant de pre´senter le syste`me de classification que cette the`se propose, un deuxie`me chapitre
e´nume`re les principales me´thodes de classification pre´sentes dans la litte´rature ainsi que leur ca-
racte´ristiques principales, en essayant de positionner la me´thode propose´e dans le contexte ge´ne´ral




Si on revient a` la figure 1.3 (page 20), on peut ramener la mise en place d’un syste`me de classifi-
cation a` trois questions (ou proble´matiques) :
1. Quelles sont les donne´es d’apprentissage ? Ge´ne´ralement c’est l’application en elle–meˆme qui
va imposer la re´ponse en fournissant les donne´es.
2. Quel mode`le de repre´sentation choisir ? Il n’y a pas de re´ponse ide´ale et c’est au concepteur
de de´terminer quel pourrait eˆtre le mode`le le mieux adapte´ en fonction des caracte´ristiques de
l’application. De plus en plus de travaux cherchent a` montrer les e´quivalences existantes entre
les diffe´rents mode`les de repre´sentation.
3. Quelle me´thode d’apprentissage choisir ? La me´thode d’apprentissage la plus approprie´e reste
a` de´finir et c’est certainement sur ce point que le degre´ de liberte´ est le plus important.
Afin de pre´senter les me´thodes d’apprentissage se´lectionne´es, celles–ci sont regroupe´es en fonction
du mode`le de repre´sentation qui leur est ge´ne´ralement associe´. Ainsi, on distingue trois grandes
cate´gories d’approches : les approches statistiques, les re´seaux neuronaux et les syste`mes base´s sur
des re`gles :
– Les me´thodes de classification base´es sur l’approche statistique ont une base the´orique et pra-
tique tre`s forte.
– Les re´seaux de neurones sont une repre´sentation simplifie´e du syste`me nerveux biologique. De
part leur construction, ils sont tre`s rapides d’un point de vue computationel et posse`dent un
degre´ important de paralle´lisme. Les relations qui se de´veloppent au cours de l’apprentissage
sont souvent difficiles a` comprendre et a` suivre. De ce fait, ils sont souvent assimile´s a` des
“boˆıtes noires”.
– Les syte`mes de classification base´s sur des re`gles sont des syste`mes qui “apprennent” de manie`re
plus transparente. A partir d’un ensemble de donne´es, ces syste`mes construisent des re`gles
de de´cision qui peuvent ensuite eˆtre applique´es sur des exemples inconnus afin d’e´tablir leur
classe. Le principal avantage de ce type de classifieur est que l’outil de classification, qui est
la re`gle, peut eˆtre exprime´ dans un langage naturel et peut donc eˆtre compris et interpre´te´
par l’utilisateur humain. Ainsi, l’utilisateur du syste`me de classification ne se trouve plus dans
la situation de “croire” a` un re´sultat qu’il ne peut pas expliquer, mais au contraire, il peut
analyser d’une manie`re intuitive la de´marche de classification et son re´sultat, sans pour autant
avoir de connaissances approfondies dans le domaine de la classification.
D’un point de vue historique, les me´thodes pre´sente´es dans chacune des trois cate´gories sont les
plus anciennes, mais la plupart des me´thodes plus re´centes les utilisent comme point de de´part.
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Actuellement, les principales approches couramment utilise´es en pratique sont les me´thodes neu-
ronales [66], les me´thodes floues [10], diffe´rentes combinaisons de ces deux dernie`res [16] (soit une
e´tape pre´alable d’imple´mentation floue pour le calcul des parame`tres des re´seaux neuronaux, soit
l’imple´mentation d’une classification floue avec une e´tape initiale de pre´paration de l’ensemble des
donne´es avec des re´seaux neuronaux) et des me´thodes plus spe´cifiques, comme le SVM (Support
Vector Machine) [28]. Des approches plus re´centes, comme les diffe´rentes approches de “data mi-
ning” [61] sont e´galement de plus en plus fre´quemment utilise´es, plus particulie`rement pour traiter
des ensembles de donne´es de tre`s grande taille.
Diffe´rentes me´thodes de classification peuvent eˆtre utilise´es soit pour re´aliser l’inte´gralite´ de la
classification, soit pour obtenir des sorties partielles qui servent comme entre´es pour un syste`me de
fusion d’informations en charge de la classification finale. Dans un premier temps on peut conside´rer
les me´thodes inde´pendamment les unes des autres, mais la tendance ge´ne´rale est de combiner les
diffe´rentes approches afin d’obtenir de meilleurs re´sultats. On peut par exemple imple´menter un
classifieur flou dans le cadre d’une architecture neuronale, ou utiliser la me´thode “support vector
machine” dans un cadre statistique, etc. Ne´anmoins, dans les sections suivantes, uniquement les
approches “classiques” seront pre´sente´es, sachant que toutes les autres approches sont base´es sur ces
me´thodes “de base”.
De manie`re ge´ne´rale, les me´thodes pre´sente´es dans ce chapitre s’inscrivent dans le domaine de l’ap-
prentissage automatique dont l’objectif est de concevoir des dispositifs qui repre´sentent au mieux le
processus qui a ge´ne´re´ (ou pourrait avoir ge´ne´re´) les donne´es disponibles. Les me´thodes se´lectionne´es
sont toutes relatives a` des proble`mes d’apprentissage supervise´. Elles ne sont que brie`vement de´crites,
mais plus de de´tails peuvent eˆtre trouve´s dans les re´fe´rences bibliographiques indique´es.
2.1 Les approches statistiques
L’apprentissage automatique peut eˆtre perc¸u comme un sous–domaine de la the´orie de l’apprentis-
sage statistique qui explore la manie`re d’estimer des de´pendances fonctionelles a` partir d’e´chantillons
de donne´es. Dans ce contexte, les principales me´thodes (mais aussi les plus anciennes) consistent a` es-
timer les parame`tres de mode`les particuliers a` partir des donne´es disponibles, d’ou` le nom d’“infe´rence
parame`trique” attribue´ a` la discipline dans le cadre des statistiques infe´rentielles.
2.1.1 Les syste`mes de classification bayesiens
De manie`re ge´ne´rale, l’application de l’analyse statistique de Bayes [7] aux proble`mes de clas-
sification est base´e sur une mode´lisation probabiliste des classes [21]. En phase d’exploitation, les
mode`les de classes, e´tant suppose´s connus, un classifieur de Bayes de´termine la classe d’un exemple
X = [x1, . . . , xn] selon l’hypothe`se du maximum a posteriori (MAP). Dans ce contexte, la classe
d’affectation de X, CMAP , est obtenue par maximisation de la probabilite´ conditionelle de classe,
c’est–a`–dire
CMAP = argmaxCi∈CP (Ci|X), (2.1)




= argmaxCi∈CP (X|Ci)·P (Ci), (2.2)
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ou` P (Ci) est la probabilite´ a priori de la classe Ci. Lorsque les classes sont e´quiprobables, l’hy-
pothe`se MAP est similaire a` l’hypothe`se du maximum de vraisemblance.
La de´termination de CMAP selon (2.2) garantit une erreur de classification globale minimale.
Malheureusement, les syste`mes re´els qui sont de´veloppe´s a` partir de ce principe ne peuvent pas
suivre exactement la the´orie, car quelques conditions ne´cessaires en the´orie ne peuvent pas eˆtre
satisfaites en pratique [132] :
– la connaissance parfaite des statistiques de chaque classe
– la connaissance des probabilite´s a priori des classes
L’objectif de la phase d’apprentissage d’un classifieur de Bayes est alors d’estimer les probabilite´s
ne´cessaires a` la re´solution de (2.2), a` savoir P (X|Ci) et P (Ci), a` partir de l’ensemble d’exemples
disponibles.
Le plus grand proble`me pour cette approche est le nombre ge´ne´ralement faible d’exemples qui
peuvent servir a` e´tablir une statistique fiable de chaque classe a` repre´senter. Afin de pouvoir appli-
quer le principe de Bayes sur un proble`me re´el de classification, quelques hypothe`ses de simplification
sont couramment utilise´es. Une de ces hypothe`ses est l’inde´pendance conditionelle des diffe´rents at-
tributs observe´s. Si l’on prend en conside´ration deux attributs x1 et x2 avec les probabilite´s conditio-
nelles P (x1/C) et respectivement P (x2/C), ou` P (A/B) est la probabilite´ de l’e´ve´nement A, sachant
que l’e´ve´nement B s’est produit et que C est une classe, alors x1 et x2 sont probabilistiquement
inde´pendants si la probabilite´ de leur apparition simultane´e est e´gale au produit des deux probabi-
lite´s conditionelles :
P ((x1, x2)/C) = P (x1/C) · P (x2/C) (2.3)
Soit X = [x1, x2, . . . , xn] l’exemple observe´, ou` n est le nombre d’attributs des objets a` classifier.
Si l’hypothe`se d’inde´pendance conditionelle est satisfaite, la classe CMAP qui minimise l’erreur de




P (xk/Ci) · P (Ci) (2.4)
Pour tout nouvel exemple X, le syste`me de classification, dit classifieur na¨ıf de Bayes, doit alors
trouver la classe CMAP qui est la solution de l’e´quation (2.4) [132]. Le proble`me principal de cette
me´thode est l’obtention (ou au moins l’estimation) des probabilite´s utilise´es. Si ces probabilite´s
ne sont pas donne´es a priori il faut les estimer a` partir des donne´es disponibles. Ainsi, la proba-
bilite´ a priori d’une classe, P (Ci), i ∈ 1, · · · , |C| est la proportion des points d’apprentissage qui
appartiennent a` la classe Ci. La probabilite´ conditionelle P (xk/Ci) est donne´e par la proportion de
l’e´ve´nement xk parmi tous les exemples qui composent la classe Ci.
Cette me´thode de classification donne de bons re´sultats si l’hypothe`se d’inde´pendance condi-
tionelle est raisonnablement correcte. Des variantes moins na¨ıves mais plus complexes prennent en
compte des degre´s de de´pendance plus ou moins e´leve´s entre les attributs et conduisent a` l’organisa-
tion de l’ensemble des attributs en un re´seau bayesien [22].
2.1.2 Les discriminants line´aires – LDA (Linear Discriminant Analysis)
Les syste`mes de classification base´s sur une analyse line´aire discriminante (LDA) reposent tout
comme les classifieurs de Bayes sur une repre´sentation probabiliste de l’information et sur la re`gle
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d’affectation a` la classe MAP. Ce sont en fait les hypothe`ses sous–jacentes a` la re´solution pratique
de l’e´quation 2.2 qui conduisent a` des me´thodes d’orientation tre`s diffe´rente.
Ainsi, l’inde´pendance des attributs est l’hypothe`se de travail des classifieurs na¨ıfs de Bayes alors
que l’approche par analyse line´aire discriminante est base´e sur les hypothe`ses de multinormalite´ de la
vraisemblance des classes et d’homoge´ne´¨ıte´ de leur matrice de variance–covariance (hypothe`se d’ho-
mosce´dasticite´). Selon ces hypothe`ses, P (X|Ci) suit une loi gaussienne multidimensionnelle N(µi,Σi)
et Σi = Σ, i = 1, |C|. Dans ce cas, le score discriminant de chaque classe s’exprime line´airement par
rapport aux attributs et l’exploitation de la re`gle de Bayes conduit a` l’imple´mentation d’un se´parateur
line´aire.
Finalement, le principe des syste`mes discriminants line´aires est donc assez simple. Il consiste
a` trouver les e´quations line´aires qui de´finissent les fonctions de classement a` chacune des classes.
Celles–ci sont de la forme (2.5) [139], ou` les xi sont les valeurs du vecteur d’observations a` classifier
et les wi les poids qui doivent eˆtre de´termine´s a` partir des donne´es d’apprentissage.
w1 · x1 + w2 · x2 + · · ·+ wn · xn + w0 (2.5)
On peut donc conside´rer un syste`me de classification LDA comme un syste`me parame´trique
e´valuant pour chaque classe une simple somme ponde´re´e des valeurs du vecteur observe´. La classe
qui maximise la fonction de classement (2.5) est la classe qui sera se´lectionne´e.
Si le proble`me de classification consiste a` se´parer deux classes et que les objets a` classifier
sont caracte´rise´s par n attributs, la comparaison des deux fonctions de classement conduit a` une
ine´galite´ line´aire qui de´finit un hyper–plan se´parateur (n − 1)–dimensionnel. Pour n = 3, la sur-
face de se´paration est un plan et pour n = 2 c’est une simple droite, comme montre´ dans la figure
2.1. Dans le cas binaire, ou` seulement deux classes doivent eˆtre se´pare´es, un seul hyper–plan de
se´paration est ne´cessaire. S’il faut faire une distinction entre plusieurs classes, une surface line´aire
(n− 1)–dimensionnelle doit eˆtre calcule´e pour chaque classe. Ces surfaces sont ensuite agre´ge´es afin
d’obtenir les surfaces se´paratrices finales.
Surface de
 séparation
Figure 2.1 – Exemple de surface de se´paration line´aire
Par contre, dans la plupart des cas re´els de classification, les classes se superposent, ce qui rend
impossible leur se´paration par une simple surface line´aire. Afin de re´soudre cette proble´matique, il
peut eˆtre utile de construire des surfaces plus complexes, par exemple par analyse discriminante
quadratique (hypothe`se d’homosce´daticite´ leve´e). A noter que comme toute surface courbe peut eˆtre
38
Chapitre 2. Me´thodes de classification
approxime´e par une succession de surfaces line´aires, il est possible de re´duire ce type de proble`mes a`
des proble`mes line´aires par morceaux.
2.1.3 La me´thode des plus proches voisins
La me´thode des k plus proches voisins, “kppv” ou encore “kNN” (k Nearest Neighbours), est
l’une des premie`res me´thodes non–parame´triques de classification de´veloppe´es [27]. Son principe de
base est tre`s intuitif : un exemple a` classer sera place´ dans la classe ou` se trouve la majorite´ des
exemples connus dans son voisinage.
Cette me´thode, comple`tement non–parame´trique, n’effectue aucune hypothe`se sur la distribution
des nuages de points, mais repose sur une estimation locale des probabilite´s au voisinage du point a`
classer. La principale difficulte´ est alors de de´finir de manie`re ade´quate le voisinage. D’un point de
vue ge´ome´trique, la surface de se´paration entre les classes n’a donc pas de forme pre´de´finie. Selon les
exemples observe´s elle peut alors prendre des formes ale´atoires tre`s complexes.
A l’arrive´e d’un exemple a` classer, le syste`me le compare avec les exemples de l’ensemble d’ap-
prentissage et cherche ses k plus proches voisins, c’est–a`–dire les points d’apprentissage ayant, dans
l’espace des attributs, les k plus faibles distances au point a` classer. Ensuite, le syste`me de classifi-
cation choisit comme classe de sortie la classe majoritaire parmi les k plus proches voisins identifie´s.
Le pre´requis a` toute recherche de voisins ne´cessite que soit de´finie une distance entre exemples.
Sachant qu’un exemple est en fait un vecteur d’attributs, la similarite´ de deux vecteurs est mesurable
par la distance entre les vecteurs. Plusieurs types de distances vectorielles peuvent eˆtre e´nume´re´es :
la distance absolue, la distance Euclidienne, diffe´rentes distances normalise´es, etc. Typiquement, les
distances normalise´es sont utilise´es afin de ponde´rer les diffe´rents attributs du vecteur.
Cette me´thode donne de bons re´sultats si les attributs utilise´s sont pertinents, mais les perfor-
mances diminuent fortement si les attributs sont redondants ou non–pertinents. Le caracte`re non–
parame´trique des classifieurs kppv leur confe`re la particularite´ d’avoir une phase d’apprentissage
pratiquement inexistante, puisque celle–ci se re´sume au stockage des donne´es d’apprentissage. Dans
ce type d’approche souvent qualifie´e d’apprentissage paresseux (lazy learning), aucune ge´ne´ralisation
des donne´es d’apprentissage n’est re´alise´e avant l’utilisation du classifieur. Ainsi, c’est en phase d’ex-
ploitation du classifieur kppv et a` chaque nouvelle demande de classement que la recherche des k plus
proches voisins doit eˆtre effectue´e. L’optimisation de ce processus couteux en temps de calcul, notam-
ment lorsque la taille de l’ensemble d’apprentissage est e´leve´e, est l’objet de nombreux algorithmes
exploitant des structures de donne´es approprie´es.
2.2 Les approches neuronales
De nombreux re´seaux de neurones sont connus et exploite´s actuellement, mais les principes ba-
siques peuvent eˆtre illustre´s sur deux concepts “classiques”, les perceptrons et les re´seaux multi–
couches.
2.2.1 Les perceptrons line´aires
Le proble`me de classification le plus simple consiste a` choisir parmi deux classes (C0 et C1). Le
perceptron est un syste`me qui choisit une de ces deux classes comme classe d’appartenance d’un
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objet–entre´e. Dans ce cas, le perceptron imple´mente en fait un discriminant line´aire et construit
la ligne de se´paration donne´e par l’e´quation (2.5). Le principe de fonctionnement du perceptron
line´aire est illustre´ dans la figure 2.2. Les xi, i = 1, n sont les n composantes de l’exemple analyse´ et
les ponde´rations wi, i = 1, n sont les coefficients qui de´finissent la ligne de se´paration et qui doivent




















Figure 2.2 – Principe du perceptron line´aire
La sortie du perceptron sera alors donne´e par l’e´quation (2.6). Afin d’allouer l’exemple a` la classe





wi · xi + w0 > 0
C0 autrement
(2.6)
De meˆme que pour les discriminants line´aires, la taˆche la plus importante et qui de´finit le percep-
tron est le calcul des ponde´rations wi, i = 0, n. La mise en œuvre du perceptron contient une e´tape
d’apprentissage, lorsque des exemples connus sont utilise´s pour de´terminer les valeurs des poids wi.
Si le principe de classification est identique a` la me´thode des discriminants line´aires, le principe de
l’apprentissage est tre`s diffe´rent : les statistiques de l’ensemble d’apprentissage sont comple`tement
ignore´es. Le principe est davantage base´ sur un apprentissage se´quentiel et re´pe´titif. Les objets d’ap-
prentissage sont pre´sente´s au syste`me selon un ordre pre´de´fini et les ponde´rations sont modifie´es
afin de corriger les erreurs de sortie. Si la sortie est correcte, les ponde´rations ne changent pas. La
proce´dure d’ajustement des ponde´rations est pre´sente´e dans 2.1. Typiquement, le cycle des ope´rations
1 - 3 s’appelle “epoch” d’apprentissage.
Les ponde´rations wi sont initialise´es de manie`re ale´atoire (tyiquement avec des valeurs ∈ [0, 1]).
Si l’on note les ponde´rations courantes wi(t), ou` t est un nume´ro utilise´ afin d’identifier l’ite´ration,
le calcul des ponde´rations actualise´es wi(t+ 1) se fait conforme´ment a` l’e´quation (2.7). La taˆche du
perceptron est alors de de´terminer pour chaque ite´ration la valeur ∆wi.
w0(t+ 1) = w0(t) + ∆w0(t)
wi(t+ 1) = wi(t) + ∆wi(t), ∀i = 1, n (2.7)
Si l’on conside´re un proble`me de classification binaire, une manie`re assez simple de construire le
∆wi est donne´e par l’e´quation (2.8), ou` s est l’indice de la classe de sortie du perceptron et v la vraie
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De´but
1. Faire entrer un nouvel exemple
2. Si la classe de sortie Cs est diffe´rente de la classe correcte d’appartenance Cv
recalculer les ponde´rations de chaque composante
3. Re´pe´ter 1 et 2 jusqu’a` la fin de l’ensemble d’apprentissage
4. Si l’erreur globale obtenue pour l’ensemble des points d’apprentissage est supe´rieure
a` un seuil, re´pe´ter 1 – 3.
Fin
Proce´dure 2.1 – Proce´dure d’apprentissage pour un perceptron line´aire
classe d’appartenance de l’exemple. Par exemple, dans le cas d’une classification “false positive”, ou`
le syste`me classifie de manie`re errone´e l’exemple dans la classe C1 (s = 1, v = 0), le biais est diminue´
d’une unite´ et les ponde´rations de´cre´mente´es proportionnellement a` la valeur de l’attribut concerne´.
De meˆme dans le cas d’une classification “false negative” (s = 0, v = 1), le biais est augmente´ d’une
unite´ et les valeurs des ponde´rations en proportion des valeurs d’attributs.
∆w0(t) = v − s
∆wi(t) = (v − s) · xi, ∀i = 1, n (2.8)
Un proble`me important pour l’apprentissage d’un perceptron line´aire est la convergence de l’al-
gorithme. La the´orie de la convergence du perceptron [8] montre que si les points d’apprentissage
de´finissent des classes comple`tement se´parables a` l’aide d’une surface line´aire, le perceptron converge
apre`s un nombre suffisamment e´leve´ d’ite´rations. Pourtant, le temps ne´cessaire pour obtenir cette
convergence peut eˆtre tre`s significatif. Afin d’e´viter cet inconve´nient, quelques observations peuvent
eˆtre prises en conside´ration :
– la normalisation des donne´es d’entre´e : selon la signification des attributs, ils peuvent couvrir
des gammes de valeurs tre`s differentes, ce qui peut beaucoup influencer le temps de conver-
gence. Une technique assez re´pandue est de ramener tous les attributs dans un intervalle fixe´
(typiquement [0, 1]).
– l’introduction d’un parame`tre controˆle´ dans l’ajustement de ∆wi(t) : typiquement la valeur
de ce parame`tre diminue dans le temps, avec l’ite´ration. Ce parame`tre augmente la vitesse de
convergence et la stabilite´ de l’e´tape d’apprentissage.
Pour le cas des classes non–se´parables par une surface line´aire, des variantes, comme les syste`mes
d’apprentissage de type LMS (Least Mean Square) ont e´te´ propose´s [119]. Ces syste`mes reposent sur
le fait que la sortie ne sera pas une classe, donc une de´cision claire, mais des “degre´s d’appartenance”
de l’exemple a` chacune des classes apprises. La structure de base, pre´sente´e dans la figure 2.2, est
alors le´ge`rement modifie´e, comme montre´ dans la figure 2.3. Chaque sortie du syste`me est un “degre´
d’appartenance” a` une des classes apprises (m = |C|−1). Pour des raisons de simplicite´ de la notation
les biais associe´s a` chaque classe sont note´s bc a` la place de w0c. Les algorithmes d’apprentissage
et d’utilisation sont simplement une re´pe´tition pour chaque classe des algorithmes de´crits pour le
perceptron line´aire. La sortie de chaque neurone, qui donne un “degre´ d’appartenance” a` la classe
correspondante, s’appelle “activation” du neurone. Elle est obtenue en e´liminant la phase de seuillage




wixi + w0 (2.9)
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Figure 2.3 – Principe du perceptron line´aire LMS
Ce mode`le sera utilise´ de suite pour expliquer brie`vement les re´seaux de neurones multi–couches.
2.2.2 Les re´seaux multi–couches
Pour les proble`mes de classification plus complexes, ou` la pre´cision de la classification est tre`s
importante, les simples perceptrons ne peuvent pas donner des re´sultats satisfaisants, d’ou` la ne´cessite´
de construire des syste`mes plus e´volue´s [119].
Le principe de base des re´seaux de neurones multi–couches est de combiner plusieurs perceptrons
afin de raffiner la sortie. La combinaison la plus intuitive est de fournir les activations des neurones
d’une premie`re couche comme entre´es d’une deuxie`me et ainsi suite. Le principe ge´ne´ral est pre´sente´
dans la figure 2.4. Si on prend en conside´ration la figure 2.3, une couche interme´diaire de neurones,
caracte´rise´s par le biais si, i = 0, p, est intercale´e entre les entre´es et la couche de sortie. Les activations
des neurones de la couche interme´diaire (habituellemnt appelle´e “couche cache´e” – hidden layout)
forment les entre´es de la couche finale. Etant donne´ que toutes les entre´es sont connecte´es a` tous les
neurones cache´s et que toutes les sorties des neurones cache´s sont connecte´es a` tous les neurones de






























































Figure 2.4 – Principe des re´seaux de neurones multi–couches
Un re´seau neuronal comme celui pre´sente´ dans la figure 2.4, avec une seule couche cache´e, est
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ge´ne´ralement suffisamment puissant pour pouvoir de´crire n’importe quel type de surface de se´paration
entre les classes si le nombre de neurones cache´s est assez important. Meˆme si l’ajout de couches
interme´diaires peut raffiner les re´sultats obtenus, il est ge´ne´ralement conside´re´ qu’un re´seau avec une
seule couche interme´diaire a approximativement le meˆme pouvoir discriminant [8].
Pour les re´seaux a` une seule couche, l’activation d’un neurone e´tait donne´e par une simple combi-
naison line´aire des entre´es selon l’e´quation (2.9). Pour le cas multi–couches, l’activation est calcule´e
d’une manie`re plus complexe (non line´aire) de fac¸on a` augmenter la repre´sentativite´ du re´seau et
ne plus eˆtre limite´ a` des surfaces de se´paration line´aires. Soit le neurone j, situe´ dans une couche
quelconque du re´seau. La valeur d’entre´e caracte´ristique a` ce neurone, Inj, est donne´e par la somme
entre le biais qui lui correspond et les sorties ponde´re´es de toutes les unite´s de la couche ante´rieure
auxquelles il est connecte´. Les unite´s de la couche ante´rieure peuvent eˆtre des neurones cache´s ou des
attributs de l’exemple a` analyser. L’activation du neurone j, Aj, est une fonction qui de´pend de cette
valeur d’entre´e. Ge´ne´ralement la fonction qui donne cette de´pendance est une fonction sigmo¨ıdale,





L’apprentissage du re´seau multi–couches se fait, comme pour le cas du perceptron line´aire, en
plusieurs “epochs”. Chaque “epoch” consiste a` analyser successivement tous les vecteurs d’entre´e
qui forment l’ensemble d’apprentissage et a` raffiner les poids des diffe´rents neurones des diffe´rentes
couches si l’activation des neurones de la couche finale n’est pas celle attendue. L’ajustement des
poids se fait selon un principe similaire a` celui pre´sente´ pour le perceptron line´aire. Cependant,
la non–connaissance des “vraies” sorties pour les couches cache´es ne´cessite d’avoir recours a` des
techniques algorithmiques plus e´volue´es comme par exemple de l’algorithme de re´tropropagation du
gradient couramment utilise´.
Pour l’e´tape d’apprentissage, un proble`me important est le choix de la condition d’arreˆt. Habi-
tuellement deux approches sont utilise´es se´pare´ment ou de manie`re combine´e :
– nombre d’epochs fixe´ : apre`s un nombre pre´–de´termine´ d’epochs, le processus d’apprentissage
s’arreˆte et les poids obtenus sont utilise´s pour la classification des objets inconnus. Typiquement
cette valeur est de l’ordre de quelques milliers d’epochs.
– e´volution de l’erreur globale : on choisit un nombre d’epochs N pour e´valuer l’erreur globale.
Si l’erreur globale pour les N plus re´centes epochs n’est pas plus petite que pour les N epochs
ante´rieures, l’apprentissage est arreˆte´, en conside´rant que le syste`me est arrive´ a` saturation.
Typiquement on mesure l’erreur globale sur quelques centaines d’epochs.
Un re´seau de neurones peut garantir une erreur de classification nulle pour tout ensemble d’ap-
prentissage cohe´rent si le nombre de neurones dans les couches cache´es est assez important. Par
ensemble d’apprentissage cohe´rent, on entend un ensemble qui ne contient pas des objets identiques
associe´s a` des classes diffe´rentes. Par contre, l’augmentation du nombre des neurones peut produire
une sur–spe´cialisation du syste`me sur les exemples de l’ensemble d’apprentissge, donc peut avoir une
influence ne´gative sur sa capacite´ de ge´ne´ralisation. De plus, l’augmentation du nombre de neurones
du re´seau me`ne a` une augmentation significative de la dure´e du processus d’apprentissage. Typique-
ment, on conside`re qu’un nombre de 10 neurones dans les couches cache´es est suffisant pour obtenir
de bons re´sultats sur l’ensemble d’apprentissage mais aussi sur des objets inconnus.
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2.3 Les approches base´es sur des re`gles
Toutes les me´thodes pre´sente´es dans les sections pre´ce´dentes ont deux de´savantages de base :
– elles travaillent exclusivement avec des attributs nume´riques ou qui peuvent eˆtre facilement
implante´s dans le monde nume´rique en gardant toute leur signification,
– elles ne sont pas intuitives et ne peuvent pas eˆtre comprises par un utilisateur qui n’est pas
familiarise´ avec l’environnement mathe´matique scientifique.
Parmi les me´thodes de classification base´es sur des re`gles, on peut en identifier certaines qui
permettent de travailler avec des entite´s linguistiques. De plus, tous les syste`mes de cette cate´gorie
produisent des re´sultats compre´hensibles par un utilisateur expert dans le domaine de l’application
conside´re´e, mais pas force´ment expert dans le domaine de la classification.
Ge´ne´ralement une re`gle de classification a la forme “Si X et Y et · · · alors classe est Ci” [17].
On remarque qu’une re`gle est forme´e de plusieurs composantes :
– la pre´misse : c’est la partie de la re`gle situe´e entre le Si et le Alors. Elle est compose´e de
plusieurs “propositions” e´le´mentaires (X, Y , etc.) connecte´es entre elles par des ope´rateurs
logiques (et, ou). Chaque proposition est interpre´te´e comme “vraie” ou “fausse” d’un point de
vue logique, l’e´valuation globale de la pre´misse e´tant re´alise´e selon les connecteurs.
– la conclusion : si la pre´misse est e´value´e comme “vraie”, une de´cision sur la classe d’apparte-
nance peut eˆtre prise (avec la re`gle propose´e, la de´cision est que l’objet appartient a` la classe
Ci).
La plupart des syste`mes de classification base´s sur des re`gles associe une classe avec une re`gle,
c’est–a`–dire que la pre´misse de chaque re`gle de´finit comple`tement les conditions que doit satisfaire
un objet pour appartenir a` la classe concerne´e.
2.3.1 Les arbres de de´cision
Les arbres de de´cision sont une manie`re de re´partir des objets dans diffe´rentes cate´gories, selon
diffe´rents crite`res. Sans entrer dans la the´orie des graphes et des arbres [37], quelques notions vont
eˆtre introduites lorsqu’elles sont ne´cessaires pour la compre´hension de cette approche.
Un exemple typique d’arbre est l’arborescence d’un dossier informatique “home” stocke´ sur un
disque dur, comme pre´sente´ dans la figure 2.5. Un arbre est compose´ en ge´ne´ral de “nœuds”, “bran-
ches” et “feuilles”. Un nœud est une entite´ qui donne l’acce´s a` une ou plusieurs branches. Une
branche contient des nœuds et aboutit a` un nœud final, appele´ feuille. Dans la figure 2.5, les dossiers
“home” et “work” sont des nœuds de l’arbre pre´sente´. Le nœud “home” conduit a` la branche qui
contient le fichier “Screenshot.jpg” (une feuille) et a` la branche qui contient le nœud “work” avec ses
trois branches–feuilles “the`se.*”. Le nœud “home”, qui est “l’origine” de l’arbre, s’appelle la “raci-
ne” (root) de l’arbre. Comme re`gle ge´ne´rale, un arbre ne peut pas contenir de boucles, et une seule
branche peut “entrer” dans un nœud.
L’utilisation de la the´orie des arbres pour construire un syste`me de classification se fait en res-
pectant quelques re`gles de base [129, 124, 155] :
– Chaque nœud de l’arbre contient une condition binaire (qui peut eˆtre vraie ou fausse) ou une
comparaison d’un attribut de l’objet avec des valeurs–cle´. Les arbres dont les nœuds contiennent
uniquement des conditions binaires s’appellent “arbres binaires”.
– Chaque feuille de l’arbre correspond a` une de´cision. Ge´ne´ralement, une feuille est associe´e a`
une seule classe, mais une classe peut eˆtre associe´e a` plusieurs feuilles.
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Figure 2.5 – Exemple d’arbre
La figure 2.6 pre´sente deux exemples d’arbres de de´cision. L’arbre de de´cision dans la figure
2.6(a) est un arbre binaire : chaque nœud a exactement deux branches qui correspondent aux deux
valeurs de ve´rite´ possibles, “vrai” et “faux”, pour les conditions 1 et 2. L’arbre 2.6(b) est un arbre de
de´cision ge´ne´ral : ses nœuds contiennent une condition binaire (condition 1), mais aussi une condition
ge´ne´rale relative a` l’appartenance de la valeur de l’attribut x a` l’un des intervalles 1, 2 ou 3. Comme
re`gle ge´ne´rale, les branches des nœuds contenant des conditions non–binaires doivent couvrir tout
le domaine de de´finition (plus exactement toutes les valeurs possibles de l’attribut analyse´) sans se
superposer. Par exemple, si l’attribut x ∈ [0, 3), les trois intervalles peuvent eˆtre [0, 1), [1, 2) et [2, 3).
Une superpostion des intervalles pourrait mener a` une ambigu¨ıte´ dans la de´cision finale. A l’inverse,
si les valeurs possibles n’e´taient pas toutes couvertes, le syste`me pourrait e´chouer dans sa taˆche et



























intervalle 1 intervalle 3
intervalle 2
(b) Arbre de de´cision ge´ne´ral
Figure 2.6 – Exemples d’arbres de de´cision
Un chemin qui me`ne de la racine a` une feuille correspond a` une re`gle conjonctive (la condition
de chacun des nœuds du chemin est e´value´e et la suite du parcours est choisie selon le re´sultat).
Si plusieurs feuilles correspondent a` la meˆme classe, les re`gles conjonctives qui correspondent aux
chemins qui me`nent a` ces feuilles sont agre´ge´s de manie`re disjonctive (il suffit d’avoir un chemin qui
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est satisfait pour obtenir la classe).
Par exemple dans le cas de l’arbre binaire (cf. figure 2.6(a)), la classe C2 est mise en correspondance
avec la re`gle conjonctive : “Si Condition 1 et Condition 2 alors C2”. Par contre, la classe C1 est
mise en correspondance avec une re`gle qui agre´ge disjonctivement deux re`gles conjonctives : “Si
non(Condition 1) ou (Condition 1 et non(Condition 2)) alors C1”
Un arbre de de´cision ide´al est le plus petit arbre qui donne une erreur de classification nulle. Meˆme
s’il est possible de construire un arbre qui obtient un taux de classification correcte de 100% pour les
exemples d’apprentissage, il est impossible de garantir que le meˆme arbre va classifier correctement des
objets inconus. En effet, comme pour les me´thodes pre´ce´dentes, une sur–spe´cialisation du classifieur
sur l’ensemble d’apprentissage peut apparaˆıtre. Le but de l’apprentissage est donc de trouver l’arbre
de la plus petite dimension qui ge´ne`re de bons re´sultats sur l’ensemble d’apprentissage et qui a un
bon pouvoir de ge´ne´ralisation.
La manie`re la plus simple d’apprendre un arbre de de´cision est de choisir un attribut et de
construire la condition qui individualise au mieux les classes en ne prenant en compte que cet attribut.
Cette condition est place´e a` la racine de l’arbre. Sur chaque branche (qui correspond a` un intervalle
pour un attribut nume´rique, a` un ensemble de valeurs possibles pour un attribut symbolique ou
encore a` la valeur de ve´rite´ d’un attribut boole´en), on continue par :
– ajouter une feuille qui correspond a` une de´cision si le chemin parcouru est suffisant pour pouvoir
prendre une de´cision pertinente
– ajouter un nœud contenant une condition sur un nouvel attribut si une de´cision ne peut pas
eˆtre prise
Ce processus est re´pe´te´ jusqu’a` ce que toutes les branches finissent par des feuilles (de´cisions). A
noter que cette situation doit eˆtre obtenue avant l’e´puisement de l’ensemble des attributs disponibles.
Il est inte´ressant de remarquer que la dimension de l’arbre, donc la vitesse de classification ainsi
que la vitesse d’apprentissage, de´pend beaucoup de l’ordre choisi pour analyser les attributs. Plus
les attributs pertinents sont analyse´s toˆt, plus la profondeur de l’arbre peut diminuer. L’ordre des
attributs (donne´ par leur pertinence) peut eˆtre dicte´ par des connaissances a priori ou par des analyses
spe´cialise´es [124].
2.3.2 Re`gles en format linguistique
La transposition des re`gles qui correspondent aux arbres de de´cision dans un format logique les
rend potentiellement plus puissantes. Ce format permet une relaxation de l’exclusivite´ mutuelle des
re`gles (des cas identiques – valeurs identiques des attributs analyse´s – peuvent appartenir a` des re`gles
diffe´rentes). Si l’on prend le cas de l’arbre de de´cision pre´sente´ dans la figure 2.6(a), l’ensemble de
re`gles qui correspond a` cet arbre est donne´ par (2.11).
Si non(Condition 1) alors C1
Si Condition 1 et Condition 2 alors C2
Si Condition 1 et non(Condition 2) alors C1
(2.11)
En analysant l’ensemble d’apprentissage, on peut e´ventuellement se rendre compte que la troisie`me
re`gle de (2.11) pourrait eˆtre remplace´e par une re`gle qui s’appuie sur une condition plus simple, ce
qui transforme l’ensemble des re`gles en (2.12).
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Si non(Condition 1) alors C1
Si Condition 1 et Condition 2 alors C2
Si Condition 3 alors C1
(2.12)
La premie`re et la dernie`re re`gle de l’ensemble (2.12) peuvent eˆtre satisfaites simultane´ment, sans
que se pose un proble`me de superposition des classes, car les deux re`gles correspondent a` la meˆme
de´cision. Par contre, la dernie`re re`gle peut e´ventuellement eˆtre satisfaite en meˆme temps que la
deuxie`me re`gle, ce qui peut produire des ambigu¨ıte´s dans l’espace de sortie (un meˆme objet peut
eˆtre alloue´ a` la fois a` la classe C1 et C2). Meˆme si aucune ambigu¨ıte´ n’apparaˆıt, dans le cas ou` la
dernie`re re`gle n’a aucun attribut commun avec les deux autres, il est impossible de cre´er un arbre
qui imple´mente exactement l’ensemble de re`gles (2.12).
Cette manie`re de construire les re`gles offre plus de flexibilite´, mais le de´savantage principal est
la possibilite´ d’apparition d’effets d’interaction inattendus entre les re`gles, a` cause justement du
manque d’exclusivite´ mutuelle. Par conse´quent, l’apprentissage de ce type de re`gles est un point tre`s
sensible. Habituellement, l’apprentissage consiste en une analyse comple`te et complexe de l’ensemble
d’apprentissage [155] afin de trouver les re`gles les plus simples, courtes et efficaces. Le processus
d’apprentissage peut donc devenir tre`s long et consommateur de temps. Par contre, si les re`gles
construites sont tre`s synthe´tiques, le re´sultat de la classification elle–meˆme peut eˆtre obtenu tre`s
rapidement.
2.4 Les approches base´es sur des re`gles floues
Si les syste`mes de classification aujourd’hui utilise´s sont fre´quemment construits a` partir de re`gles
floues, pour la flexibilite´ qu’elles apportent par rapport aux re`gles linguistiques conventionelles, il
est fait un usage exclusif d’une famille particulie`re de re`gles floues, dites re`gles floues conjonctives.
Ces dernie`res sont pre´sente´es dans une premie`re partie de ce paragraphe, qui de´taille a` la fois leur
utilisation et leur apprentissage. La me´thode de classification propose´e dans cette the`se, qui sera
de´crite dans les chapitres 3 et 4, est en fait base´e sur une autre famille de re`gles floues, dites re`gles
graduelles, e´galement pre´sente´es en fin de ce chapitre.
2.4.1 Re`gles floues conjonctives dans le domaine de la classification
La notion de “re`gle floue” a e´te´ introduite pour la premie`re fois par Zadeh [159] en 1965. Depuis,
les applications sont devenues de plus en plus nombreuses, notamment dans le domaine du controˆle
automatique. Le principe de base de ces re`gles est identique a` celui des re`gles linguistiques pre´sente´es
dans la section 2.3.2. Elles reposent sur la transposition des connaissances exprime´es en langage
naturel dans des re`gles du type “Si ... alors...” interpre´tables par les syste`mes automatiques et
informatiques [98, 127]. Leur spe´cificite´ est de permettre une interpre´tation nuance´e de la ve´rite´
d’une proposition qui n’est alors plus force´ment soit vraie soit fausse, mais est qualifie´e par un degre´
de ve´rite´ entre 0 (faux) et 1 (vrai).
Les re`gles floues ont e´te´ d’abord utilise´es dans le controˆle automatique et leur utilisation comme
re`gles de classification n’a pas e´te´ imme´diate [78]. C’est Ishibuchi [76, 77] qui propose une formali-
sation qui s’oriente dans cette direction. Dans [76], Ishibuchi propose une me´thode pour ge´ne´rer des
re`gles floues de classification a` partir de donne´es re´elles dans un espace 2D en utilisant une grille
floue simple, comme montre´e dans la figure 2.7(a). Les fonctions d’appartenance de´finies pour les
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deux attributs sont identiques, ce qui conduit a` un de´coupage de l’espace de repre´sentation 2D en
carre´s et est donc assez limitatif. En utilisant des fonctions d’appartenance inde´pendantes sur les









inde´pendantes sur les deux axes
Figure 2.7 – Exemples de grilles floues simples
La classification base´e sur des re`gles floues conjonctives se fait en quelques e´tapes, de´crites dans
[78] : formuler le proble`me de classification, re´aliser la partition floue, ge´ne´rer les re`gles floues et enfin
classifier des entre´es inconnues. Afin de pre´senter ces e´tapes, l’argumentation de [78] est suivie.
Dans le but d’illustrer le processus, on se restreint a` un proble`me de classification dans l’espace
2D [0, 1] × [0, 1]. Afin de re´aliser la partition floue de l’espace conside´re´, on divise chacun des deux
axes en I, (respectivement J) sous–ensembles flous {AI1, . . . , AII}, (respectivement {BJ1 , . . . , BJJ }).
Ces sous–ensembles peuvent eˆtre caracte´rise´s par n’importe quel type de fonction d’appartenance :
triangulaire, trape´zo¨ıdale ou bien exponentielle. Si on conside`re le cas des fonctions d’appartenance
triangulaires, on obtient comme fonction d’appartenance aIi associe´e a` A
I
i la fonction donne´e par
l’e´quation (2.13) et par analogie pour BJi l’e´quation (2.14).
aIi (x1) = max(1−




bJj (x2) = max(1−




Ainsi, l’espace 2D conside´re´ est partage´ en IJ re´gions rectangulaires, chaque re´gion e´tant associe´e
a` une classe. Le principe peut eˆtre facilement ge´ne´ralise´ pour un espace N–dimensionnel. Pour un
espace 3D on “de´coupe” en paralle´le´pipe`des et pour N > 3 on peut imaginer des structures avec les
meˆmes proprie´te´s.
Ensuite, les re`gles de classification peuvent eˆtre construites. On conside`re la re`gle RIJij comme
e´tant la re`gle correspondant au sous–espace flou [88, 53] AIi × BJj . Elle peut eˆtre formule´e comme
dans (2.15), ou` Cij est une des |C| classes pre´–de´finies.
Si x1 est A
I
i et x2 est B
J
j alors X appartient a` la classe Cij avec le degre´ de certitude CFij
(2.15)
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La proce´dure de ge´ne´ration des re`gles consiste a` de´terminer pour chaque couple (i, j) la classe
Cij a` utiliser en conclusion de re`gle a` partir des exemples d’apprentissage. Si l’on conside`re m points
d’apprentissage Xp = (xp1, xp2), p = 1,m, la ge´ne´ration des re`gles est re´alise´e selon la proce´dure 2.2.
De´but
Pour chaque couple (i, j) faire /*pour chaque re`gle*/




aIi (xp1)× bJj (xp2)
finpour













Proce´dure 2.2 – Ge´ne´ration des re`gles floues de classification
Avec l’ensemble des re`gles S = {RIJij , i = 1, I, j = 1, J} ainsi ge´ne´re´, on peut classifier une nouvelle
entre´e (x1, x2) [69] selon la proce´dure donne´e dans 2.3. Si la classe x ne peut eˆtre de´termine´e de fac¸on
unique, l’entre´e (x1, x2) est conside´re´e inclassifiable ou une autre technique de “de´fuzzification” est
utilise´e (ligne 2).
De manie`re ge´ne´rale, les re`gles floues utilise´es ici sont dites conjonctives dans la mesure ou` le “si
... alors ...” est interpre´te´ comme un “et”. Dans la proce´dure 2.3, ligne 1, l’ope´rateur produit (×) est
utilise´ comme ope´rateur de t–norme (“et” flou) a` la fois pour imple´menter le “et” pre´sent dans la
pre´misse de la re`gle (2.15) et le “si ... alors ...”. Les contributions des diffe´rentes re`gles sont ensuite
agre´ge´es disjonctivement par l’ope´rateur de t–conorme max (lignes 1 et 2).
De´but
Pour t = 1 a` |C| faire
/*Calcul de l’activation de l’ensemble de re`gles S pour la classe t*/
αCt = max{aIi (x1)× bJj (x2)× CFij; t = Cij} /*ligne 1*/
Finpour
Trouver la classe x pour laquelle αCx = maxαC1 , . . . , αC|C| /*ligne 2*/
Fin
Proce´dure 2.3 – Utilisation des re`gles floues de classification
Une extension des proce´dures pre´sente´es consiste a` de´couper uniquement les zones de la grille
conside´re´es comme “inte´ressantes” ou “difficiles”. La grille peut ainsi eˆtre raffine´e avec des granula-
rite´s diffe´rentes, qui the´oriquement peuvent devenir infiniment petites, comme montre´ sur la figure
2.8 dans le cas 2D. En pratique, compte tenu des limitations en termes de pouvoir de calcul et de
me´moire, la granularite´ est limite´e. Une granularite´ tre`s petite correspond a` un nombre important
de re`gles a` stocker et a` e´valuer.
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.   .   .
Figure 2.8 – Raffinage successif de la grille en augmentant le nombre de re`gles
Les proce´dures 2.2 et 2.3 peuvent eˆtre facilement ge´ne´ralise´es au cas n–dimensionnel. Si on
conside`re un objet X caracte´rise´ par les attributs xk, k > 2, qui doit eˆtre alloue´ a` une des classes,
une re`gle floue ge´ne´rale a alors la forme [74] :
Ri : Si x1 est Ai1 et . . . et xk est Aik et . . . et xn est Ain,
alors X appartient a` la classe Ci avec le degre´ de certitude CFi
(2.16)
Dans l’e´quation (2.16), Aik repre´sente le sous–ensemble flou associe´ a` l’attribut k dans la re`gle i.
Un aspect important des syste`mes de classification base´s sur des re`gles floues est le fait que les
re`gles peuvent eˆtre exprime´es dans un langage naturel [117]. Ainsi, leur interpre´tabilite´ par un expert
est assez imme´diate et l’interaction avec l’utilisateur humain est facilite´e.
D’autres algorithmes d’apprentissage de re`gles floues de classification ont e´te´ de´veloppe´s, comme
par exemple dans [135, 142] ou bien [128]. Des proble`mes plus spe´cifiques ont e´galement e´te´ analyse´s,
comme par exemple la classification des donne´es groupe´es dans des classes de forme non–convexe [36]
ou l’utilisation de fonctions d’appartenance spe´cifiques afin de de´finir des re´gions ovales dans l’espace
des attributs [1].
2.4.2 Re`gles d’association dans le domaine de la classification
D’autres types de re`gles, dites re`gles d’association, ont e´te´ utilise´s en classification. Ces re`gles,
provenant du domaine de la fouille de donne´es [105, 2], sont base´es sur le principe d’une recherche
exhaustive de re´gularite´s dans les donne´es : on essaie de trouver toutes les re`gles qui respectent des
conditions impose´es de fre´quence et de confiance [80].
La construction des classifieurs base´s sur les re`gles d’association se fait en deux e´tapes : la
ge´ne´ration des re`gles, base´e sur l’algorithme Apriori [2] et la construction du classifieur base´ sur
les re`gles ainsi de´duites.
La ge´ne´ration des re`gles se fait elle aussi en plusieurs e´tapes. D’abord, on choisit toutes les entite´s
de type “re`gle” qui ont un support plus grand qu’un seuil (le principe de support mimimum). Une
telle entite´ est de´finie par la paire <ensemble de conditions, Ci>, ou` Ci est une e´tiquette de classe.
La re`gle qui correspond a` cette entite´ est donne´e par :
Ri : Si ensemble de conditions,
alors X appartient a` la classe Ci
(2.17)
Le degre´ de confiance en Ri est donne´ dans ce cas par le rapport (2.18).
CFi =
nombre d’exemples de la classe Ci qui respectent l’ensemble de conditions
nombre d’exemples d’apprentissage qui respectent l’ensemble de conditions
(2.18)
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La deuxie`me e´tape consiste a` comparer les entite´s ainsi obtenues et a` en e´liminer une partie selon
le principe suivant : si deux entite´s ont le meˆme ensemble de conditions seule celle ayant le degre´ de
confiance maximal est garde´e. Les re`gles qui survivent a` cette e´tape sont nomme´es “re`gles possibles”.
Enfin, la dernie`re e´tape consiste a` comparer les degre´s de confiance des re`gles possibles ainsi obtenues
avec un seuil pre´–de´fini et a` ne garder que celles qui ont un degre´ supe´rieur au seuil.
Une fois les re`gles obtenues, le classifieur est construit selon la proce´dure suivante : on ordonne
l’ensemble de re`gles selon leur degre´ de confiance (ordre de´croissant). Pour chaque classe on aura
donc un jeu de re`gles ordonne´, chacune des re`gles le composant ayant son propre degre´ de confiance.
Les jeux de re`gles sont ensuite teste´s individuellement sur les donne´es d’apprentissage. Si l’utilisation
d’une re`gle n’ame´liore pas la pre´cision de la classification, son degre´ de confiance est conside´re´ comme
insuffisant. Elle est donc e´limine´e du jeu de re`gles, ainsi que les re`gles qui la suivent (qui ont des
degre´s de confiance encore plus petits).
Diffe´rentes variantes de ce type de re`gles sont disponibles dans la litte´rature, comme dans [83],
ou` les re`gles d’un jeu de re`gles sont ordonne´es selon l’intensite´ de l’implication des re`gles a` la place
de leur degre´ de confiance, ou bien dans [102], ou` le nombre de re`gles est limite´ de`s la phase de leur
construction tout en gardant toutes les re`gles qui apportent de l’information utile.
Le re`gles d’association ont e´te´ aussi utilise´es dans des syste`mes “hybrides”, comme par exemple
en [113], ou` les re`gles d’association sont utilise´es en conjonction avec les principes de la classification
de Bayes afin de pouvoir analyser des ensembles de donne´es de tre`s grande taille.
2.4.3 Re`gles floues graduelles
Le concept de “re`gle graduelle” est apparu assez re´cemment, dans les 20 dernie`res anne´es. Les
principaux ouvrages dans cette direction reviennent a` H. Prade et D. Dubois [42, 43]. Depuis leur
apparition dans les anne´es 1990 [41], les re`gles floues graduelles ont e´te´ principalement utilise´es dans
le domaine du traitement de l’impre´cision [54, 146] avec quelques rares applications en controˆle des
syste`mes [6, 40]. En analysant leur principe, une autre application peut eˆtre imagine´e : leur utilisation
comme re`gles de classification.
Afin d’introduire les re`gles graduelles dans le contexte ge´ne´ral des re`gles floues, les notions
d’“information ne´gative” et “information positive” sont ne´cessaires. Conside`rons une affirmation
a a` laquelle on associe une notion de ve´rite´ “V rai” ou “Faux”. Cette affirmation contient de l’infor-
mation ne´gative si toute situation ou` a est fausse est impossible, sans garantir que toute situation
ou` elle est vraie est possible. Ce type d’information est donne´ en spe´cifiant un interdit. Par contre,
l’affirmation a repre´sente de l’information positive si toute situation ou` a est vraie est possible,
sans garantir que toute situation ou` elle est fausse est impossible. L’information positive est donne´e
empiriquement, a` l’aide d’exemples observe´s [12]. Autrement dit, l’information ne´gative impose des
contraintes qui e´liminent des situations impossibles, alors que l’information positive formalise des
situations possibles [43].
Si l’on revient a` une mode´lisation par re`gles, il apparaˆıt que l’information positive correspond a`
une re`gle conjonctive alors que l’information ne´gative correspond a` une re`gle implicative ou` le “si
... alors ...” est interpre´te´ par une implication au sens logique du terme. La relation entre´e/sortie
associe´e a` une collection de re`gles conjonctives est obtenue par disjonction des relations e´le´mentaires.
Au contraire dans le cas de re`gles implicatives une conjonction des relations e´le´mentaires est re´alise´e,
traduisant le fait que toutes les contraintes doivent eˆtre satisfaites.
Les re`gles implicatives sont exprime´es en langage naturel sous la forme (2.19), ou encore en
langage plus formel sous la forme (2.20) [43], ou` “−→” est un ope´rateur d’implication. Dans (2.19), X
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repre´sente la variable d’entre´e et Y la variable de sortie, sur laquelle on veut obtenir de l’information
[42].
Ri : Si X est Ai alors Y doit eˆtre Bi (2.19)
Ri : Ai −→ Bi (2.20)
Selon la classe de l’implication floue utilise´e pour mode´liser les re`gles implicatives, on aboutit
a` deux sous–familles de re`gles implicatives, appele´es respectivement re`gles de certitude et re`gles
graduelles. Les re`gles de certitude reposent sur l’utilisation de S–implications alors que les re`gles
graduelles exploitent des R–implications. Dans ce contexte, une traduction plus pre´cise de (2.19)
devient (2.21).
Ri : Plus X est Ai, plus il est certain que Y est Bi dans le cas d’une re`gle de certitude, et
Ri : Plus X est Ai, plus Y est Bi dans le cas d’une re`gle graduelle
(2.21)
En logique floue, plusieurs fonctions peuvent eˆtre associe´es a` l’ope´rateur d’implication, comme
montre´ dans l’e´quation (2.22), ou` a, b ∈ [0, 1] repre´sentent des degre´s de ve´rite´.
Implication de Go˝del : a −→ b =
{
1; a ≤ b
b; a > b
Implication de Rescher–Gaines : a −→ b =
{
1; a ≤ b
0; a > b
Implication de Lukasiewicz : a −→ b = min(1− a+ b, 1)
Implication de Kleene–Dienes : a −→ b = max(1− a, b)
(2.22)
L’e´quation (2.22) regroupe les implications floues les plus couramment utilise´es. Ces implications
floues ne sont pas construites de fac¸on de´sordonne´e. Selon la fac¸on dont elles ge´ne´ralisent l’im-
plication de la logique classique elle se re´partissent en deux grandes classes d’implications, appele´es
respectivement R–implications (ou implications re´sidue´es) et S–implications. Les R–implications sont
construites en ge´ne´ralisant le the´ore`me de la de´duction au cas flou selon le principe que ce qui est
de´duit est toujours au moins aussi vrai que ce qui a permis de faire la de´duction. Quant aux S–
implications, elles sont obtenues en ge´ne´ralisant la formule de la logique classique p −→ q ≡ ep ∨ q,
ou` e et ∨ sont les ope´rateurs de ne´gation et de disjonction. Les implications de Go˝del et Rescher–
Gaines sont des R–implications, celle de Kleene–Dienes une S–implication et celle de Lukasiewicz a`
la fois une R et une S–implication [84].
En conclusion, les re`gles graduelles repre´sentent des contraintes dont chacune apporte de l’in-
formation ne´gative [43]. Ainsi elles sont comple´mentaires aux re`gles conjonctives, qui apportent de
l’information positive. L’ajout d’une re`gle graduelle e´quivaut a` ajouter des zones “interdites”, alors
que l’ajout d’une re`gle conjonctive e´quivaut a` ajouter des zones “permises”. Autrement dit, les re`gles
conjonctives de´signent des re´gions de l’espace auxquelles l’entite´ e´tudie´e peut appartenir, alors que
les re`gles graduelles interdisent des re´gions de l’espace. En conse´quence, l’utilisation de re`gles gra-
duelles peut amener a` des situations incohe´rentes, ou` l’on interdit tout l’espace de repre´sentation.
Par exemple, deux re`gles graduelles du type “Si X est A alors Y est B” et “Si X est A alors Y est
non–B” excluent chacune l’espace permis par l’autre, car l’interpre´tation implicative de ces re`gles
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est “Si X est A alors Y doit eˆtre B” et respectivement “Si X est A alors Y doit eˆtre non–B” [43].
Par contre, les deux meˆmes re`gles conside´re´es conjonctives, permettent au vecteur Y de prendre des
valeurs dans tout l’espace de sortie, car elles sont interprete´es comme “Si X est A alors Y peut eˆtre
B” et respectivement “Si X est A alors Y peut eˆtre non–B”.
Le chapitre suivant, qui pre´sente le principe de base du syste`me de classification propose´ dans
cette the`se, explique plus en de´tails le principe de fonctionnement des re`gles graduelles, ainsi que
quelques proprie´te´s qui facilitent leur apprentissage et les rendent tre`s efficaces dans le processus de
classification.
2.4.4 Mode`les graduels
Avant introduire le principe de classification a` base de re`gles floues graduelles, de´veloppe´ dans
la the`se, une bre`ve pre´sentation des mode`les graduels termine ce chapitre de´die´ a` l’e´tat de l’art. Les
mode`les graduels sont construits a` partir d’un ensemble de motifs graduels extraits a` partir d’un
ensemble d’apprentissage par des techniques de fouille de donne´es. Il est clair qu’un lien e´troit existe
entre les notions de re`gles graduelles et de motifs graduels, bien que ce point n’ait pas e´te´ approfondi
dans le cadre de cette the`se.
Des syste`mes de classification base´s sur ces mode`les ont e´te´ propose´s, par exemple dans [23].
Ces syste`mes arrivent a` classifier des donne´es dans le cas ou` les valeurs d’attributs conside´re´es
individuellement ne permettent pas une individualisation des diffe´rentes classes. Le principe de base
de l’approche est d’analyser la tendance de certains sous–ensembles d’attributs plutoˆt que les attributs
pris se´pare´ment. Ainsi on prend en conside´ration une possible corre´lation entre la tendance d’un
attribut i a` eˆtre “plutoˆt petit” quand un autre attribut j est “plutoˆt grand” si l’exemple appartient
a` une classe donne´e, alors que les deux attributs ne sont pas corre´le´s si l’exemple n’appartient pas a`
la classe.
Par exemple, dans le domaine de la ge´ne´tique pour les cas de tumeurs malines, des liens du type
“plus le ge`ne G1 est exprime´, moins le ge`ne G2 est exprime´” sont mis en e´vidence [23].
La classification base´e sur des mode`les graduels est faite en deux e´tapes : 1. la construction des
mode`les graduels qui de´finissent chaque classe et 2. la de´finition de la classe d’appartenance des
nouveaux exemples a` partir de ces mode`les.
Les mode`les graduels sont constitue´s des sous–ensembles d’attributs de l’ensemble d’attributs
d’origine auxquels on associe un ordre qui prend en conside´ration la tendance d’augmentation ou de
diminution respective des attributs concerne´s. Quelques notions de base ont e´te´ de´finis dans [85] :
– les entite´s graduelles : chaque attribut est associe´ a` un ope´rateur de comparaison qui donne
sa tendance plutoˆt ascendante ou plutoˆt descendante pour les exemples d’une meˆme classe.
On note une telle entite´ (xi, θi), ou` xi est un attribut et θi prend une valeur dans l’ensemble
{≤,≥}.
– les ensembles d’entite´s graduelles : diffe´rentes combinaisons des attributs individuels sont pris en
conside´ration. Un ensemble d’entite´s graduelles est ainsi de´fini comme g = {(x1, θ1), · · · (xk, θk)}.
Une cardinalite´ minimale de 2 est ne´cessaire pour chaque ensemble.
– la cardinalite´ d’un ensemble d’entite´s graduelles : le nombre d’exemples dans l’ensemble d’ap-
prentissage qui respecte la relation d’ordre de´finie par l’ensemble d’entite´s graduelles. Si on
note xi,p l’attribut “i” de l’exemple d’apprentissage p, la cardinalite´ est donne´e par le nombre
d’exemples d’apprentissage qui respectent la relation xi,pθixi,p+1. On note cette cardinalite´ λ(g).
– le support de l’ensemble des entite´s graduelles : le rapport entre la cardinalite´ λ(g) et la cardi-
nalite´ de l’ensemble d’apprentissage : supp(g) = λ(g)|ensemble d′apprentissage|
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Afin de calculer la cardinalite´ λ(g), [85] propose d’utiliser la the´orie des graphes : chaque exemple
d’apprentissage est un nœud d’un graphe et deux nœuds sont lie´s si la relation d’ordre de´crite par g
est respecte´e.
A l’aide de ces notions, le classifieur peut eˆtre ensuite construit en deux e´tapes :
– calculer les ensembles d’entite´s graduelles les plus fre´quents pour chaque classe (qui ont un
support supe´rieur a` un seuil pre´–de´fini minsupp)
– pour chaque classe de´finir les re`gles de classification selon ces ensembles
Afin de classifier de nouveaux exemples deux situations sont conside´re´es :
– plusieurs exemples a` classifier sont disponibles et connus comme appartenant a` la meˆme classe :
on calcule les ensembles d’entite´s graduelles les plus fre´quents pour l’ensemble donne´, en
conside´rant le meˆme seuil minsupp et on les compare avec les ensembles de´ja` extraits pour
les classes de´finies a` partir de l’ensemble d’apprentissage. On note l’ensemble des nouveaux





ou` disc(g, Ci) = 0 si g ne fait pas partie des ensembles calcule´s a` partir de l’ensemble d’appren-
tissage.
– on dispose d’un seul exemple a` classifier : pour chaque classe apprise et pour chaque ensemble
g on de´termine dans quelle mesure le nouvel exemple respecte la relation d’ordre de´finie par
g. Le support de chaque ensemble est recalcule´ en rajoutant le nouvel exemple a` l’ensemble
d’apprentissage. Pour chaque classe Ci on calcule une “pertinence”, qui est la somme des
discriminations obtenues pour chaque ensemble d’entite´s graduelles g associe´s a` cette classe
pour l’ensemble d’apprentisage augmente´. Enfin, l’exemple est place´ dans la classe pour laquelle
cette pertinence est la plus grande.
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3.1 Approche de base
Le syste`me propose´ se place dans le cadre de la classification floue a` base de re`gles. L’approche
usuelle de la classification a` base de re`gles est d’utiliser des re`gles “Si . . . alors”, comme explique´
dans le chapitre pre´ce´dent. Les re`gles graduelles s’inscrivent dans le contexte ge´ne´ral de ce type de
classification, mais elles introduisent des changements d’interpre´tation des re`gles et de la me´thode
d’infe´rence a` utiliser. L’objectif de cette section est d’illustrer le principe de la me´thode propose´e.
Pour cela, on se situe dans un espace forme´ de deux attributs x1 et x2 et on se limite a` la repre´sentation
d’une seule classe note´e C1.
La forme typique d’une re`gle graduelle est :
Plus x1 est F1, Plus x2 est F2, (3.1)
avec F1 et F2, deux fonctions d’appartenance. Cette forme est en fait une variante particulie`re
des re`gles du type :
Si x1 est F1, alors x2 est F2 (3.2)
Une re`gle graduelle de la forme de´crite par l’e´quation (3.1) sera e´value´e a` l’aide d’une implication.
Une implication est une fonction note´e “a −→ b” qui associe a` tout couple (a, b) de [0, 1] × [0, 1]
un degre´ dans l’intervalle [0, 1]. Pour des re`gles graduelles, seules des implications re´sidue´es sont
utilisables [13].
Trois exemples d’implications re´sidue´es ont e´te´ pre´sente´s dans le chapitre pre´ce´dent (l’implication
de Go¨del, l’implication de Rescher−Gaines et l’implication de Lukasiewicz). Dans le cadre de cette
the`se, l’implication de Rescher −Gaines, rappele´e dans (3.3), a e´te´ conside´re´e pour l’ensemble des
imple´mentations et tests.
a −→ b =
{
1 ; a ≤ b
0 ; a > b
(3.3)
D’un point de vue ge´ne´ral, une re`gle graduelle du type (3.1) peut eˆtre associe´e a` un graphe Γ qui
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est de´fini par :
Γ(x1, x2) = µF1(x1) −→ µF2(x2) (3.4)
Afin d’inte´grer ce type de re`gles dans un syste`me de classification, les re`gles doivent eˆtre modifie´es.
La solution choisie est de placer chaque attribut analyse´ dans la partie “pre´misse” de la re`gle,
alors que la partie “conclusion” doit contenir une information lie´e aux classes recherche´es par le
syste`me. Pour conserver la se´mantique propose´e, la relation d’implication entre les attributs doit eˆtre
garde´e et transfere´e dans la partie pre´misse de la re`gle. Une re`gle de´finie selon le formalisme (3.5)
re´pond efficacement a` tous ces besoins [29]. Si l’on transforme la re`gle (3.5) en utilisant directement
l’implication dans la partie pre´misse, on obtient la forme finale propose´e afin d’exprimer la re`gle,
c’est–a`–dire l’expression formule´e en (3.6).
Si (Plus x1 est F1, Plus x2 est F2)
alors classe C1
(3.5)
Si x1 est F1, −→ x2 est F2
alors classe C1
(3.6)
La figure 3.1 illustre le fonctionnement d’une telle re`gle de classification pour des fonctions d’ap-
partenance line´aires. A partir de cette figure, quelques observations sont ne´cessaires pour expli-
quer la de´marche. Le syste`me rec¸oit comme entre´e le vecteur d’attributs X = {x1, x2}. Il applique
a` chacun d’entre eux la fonction d’appartenance qui lui correspond. Jusqu’alors on conside´re ces
fonctions d’appartenance connues et fournies par un syste`me d’apprentissage des re`gles qui sera
de´taille´ ulte´rieurement. Les deux fonctions µF1(x1) et µF2(x2) sont exprime´es analytiquement par les



















Figure 3.1 – Fonctions d’appartenance et graphe re´sultant
µF1(x1) =





x1m−x1M ; x1m ≤ x1 ≤ x1M
1 ; x1M < x1
(3.7)
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µF2(x2) =





x2M−x2m ; x2m ≤ x2 ≤ x2M
0 ; x2M < x2
(3.8)
Les fonctions d’appartenance permettent de “projeter” chaque attribut dans l’intervalle [0, 1].
Une fois les valeurs des degre´s d’appartenance calcule´es, le syste`me utilise celles-ci comme ope´randes
de l’ope´rateur d’implication. Le re´sultat de cette dernie`re e´tape, base´e sur l’implication de Rescher-
Gaines, est une valeur dans l’ensemble {0, 1}, qui, dans ce cas, signifie l’appartenance ou la non-
appartenance a` la classe conside´re´e. Le re´sultat final peut eˆtre visualise´ dans la figure 3.1 et consiste
a` partager le plan des deux attributs en deux zones : une zone “permise” qui, conforme´ment a` la
re`gle de´crite, correspond aux points qui peuvent appartenir a` la classe et une zone “interdite” qui
est compose´e par des points qui n’appartiennent pas a` cette classe.
Jusqu’ici, la re`gle permet d’allouer une zone infinie a` la classe. Si l’on conside`re une classe de´finie
par un nuage de points, un syste`me de classification base´ sur des re`gles doit en principe trouver une
manie`re plus pre´cise de de´finir les frontie`res (donc les crite`res d’identification) de cette classe. Pour y
arriver, une simple observation s’impose sur le syste`me de´crit : le rajout d’une re`gle du type (3.1) et
l’application d’un ope´rateur de conjonction entre les graphes des deux re`gles revient dans l’espace des
attributs a` rajouter une zone interdite. Du point de vue de la formalisation, cela revient a` introduire
de nouvelles contraintes dans la partie pre´misse de la re`gle. Une telle re`gle, avec n contraintes, va
re´duire l’espace alloue´ a` la classe a` une forme plus pre´cise, donc mieux adapte´e a` la forme de la
classe. Une re`gle forme´e de plusieurs contraintes a la forme ge´ne´rale donne´e par l’e´quation (3.9). Les
contraintes doivent eˆtre cohe´rentes, c’est-a`-dire qu’elle doivent de´finir des surfaces permises qui ont
une intersection non vide. A partir de trois contraintes, la surface de´finie peut repre´senter une surface
ferme´e, qui ne peut eˆtre qu’un polygone convexe.
Si
x1 est F0,1 −→ x2 est F0,2 et
x1 est F1,1 −→ x2 est F1,2 et
...
x1 est Fn−1,1 −→ x2 est Fn−1,2
alors classe C1
(3.9)
Dans l’e´quation (3.9), Fji signifie : le symbole j applique´ sur l’attribut i, ou` i ∈ 1, 2. D’un point de
vue mathe´matique, la re`gle (3.9) est formule´e par l’expression (3.10), ou` T repre´sente une t–norme,
c’est–a`–dire un “et” flou.




, ∀i = 1, n (3.10)
Quelques proble`mes n’ont encore pas e´te´ de´taille´s. Le premier porte sur le choix des fonc-
tions d’appartenance les plus pertinentes. Le deuxie`me, e´troitement lie´, est en fait un proble`me de
repre´sentation des contraintes d’un point de vue nume´rique. Le de´coupage de l’espace des attributs
en les deux sous-espaces, “interdit” et “permis”, tel qu’il a e´te´ pre´sente´ dans la figure 3.1, est base´
implicitement sur l’hypothe`se d’espace fini dans la mesure ou` les valeurs limites x1m, (resp. x1M) et
x2m, (resp. x2M) sont des grandeurs finies. Or, la partie “inte´ressante” des fonctions d’appartenance
re´side seulement dans leur partie non-constante, ou` la pente est diffe´rente de 0. Il en re´sulte que le
choix d’intervalles borne´s pour [x1m, x1M ] et [x2m, x2M ] ne permet de de´finir un se´parateur line´aire
que sur un segment ([AB] dans le cas de la figure 3.1). Une re`gle qui de´limiterait deux demi-plans
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dans tout l’espace 2D conside´re´, e´videmment infini, ne´cessiterait que les points A et B soient re-
pousse´s a` l’infini sur la droite [AB]. Une telle de´finition de re`gles est impossible d’un point de vue
repre´sentation et calcul, mais aussi d’un point de vue conceptuel (interpre´tation de la signification
floue).
De manie`re intuitive mais e´galement applicative, les contraintes line´aires associe´es aux classes
seront dore´navant de´finies dans un espace fini que l’on appelera “espace de travail”. Pour chaque
classe, il faut trouver les principes et les moyens permettant de de´limiter cet “espace de travail”. Cet
aspect est developpe´ dans le paragraphe suivant.
3.2 Formes des classes et espace de travail
La me´thode propose´e est base´e sur la possibilite´ de de´finir dans l’espace de travail 2D associe´
a` une classe (le cadre dans lequel on se situe pour le moment) une surface qui peut eˆtre associe´e
a` cette classe. Pour montrer les capacite´s de repre´sentation des re`gles propose´es, on analyse dans
un premier temps comment les zones interdites par une seules contrainte varient selon les fonctions
d’appartenance de F1 et F2. On peut alors facilement remarquer qu’en inversant les signes des pentes
des fonctions d’appartenance associe´es aux deux attributs, quatre cas, pre´sente´s dans la figure 3.2,
peuvent eˆtre distingue´s.







































































Figure 3.2 – Types de zones interdites et les fonctions d’appartenance qui les produisent
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En analysant les fonctions d’appartenance pre´sente´es et les zones “interdites” et “permises” qui
leur correspondent, une premie`re conclusion s’impose : on peut “de´couper” dans l’espace des at-
tributs une zone “permise”, finie ou infinie, par simple agre´gation conjonctive de plusieurs rela-
tions implicatives entre les deux attributs. Le re´sultat est en fait une re`gle compose´e de plusieurs
contraintes, comme propose´ dans l’e´quation (3.9). Si la zone “permise” par une telle re`gle est finie,
elle prend la forme d’un polygone convexe. On se limitera donc, dans le cadre de cette e´tude, a` la
repre´sentation des polygones convexes. L’obtention de ce polygone pour une classe recherche´e sera
analyse´e ulte´rieurement. Dans les cas ou` la forme ge´ome´trique ne serait pas convexe, il est toujours
possible de se ramener a` un ensemble de polygones convexes.
Les frontie`res de la classe analyse´e sont donc e´tablies comme les coˆte´s d’un polygone convexe
suppose´ connu. Il faut maintenant trouver la manie`re de construire la re`gle de classification compose´e
de plusieurs contraintes qui de´limite dans l’espace de travail une zone “permise” identique a` ce
polygone convexe. Comme de´ja` anticipe´ dans le paragraphe pre´ce´dent, il faut d’abord limiter l’espace
de travail a` un espace fini, tout en pre´servant, pour des raisons de cohe´rence du syste`me, le principe
de base des re`gles graduelles. La limitation de cet espace doit eˆtre simple d’un point de vue formel
et ne doit pas ne´cessiter de traitements supple´mentaires importants.
Une approche simple consiste a` limiter l’espace de travail a` un rectangle paralle`le aux axes du
syste`me de re´fe´rence conside´re´ qui englobe au plus pre`s le polygone. C’est une approche assez intuitive
qui posse`de quelques avantages assez importants, qui seront discute´s par la suite. Pour illustrer le
principe, on conside`re le cas du polygone MNOPQRS repre´sente´ dans la figure 3.3(a). La figure
3.3(b) repre´sente la restriction de l’espace original infini au rectangle repre´sente´ (ABCD). Afin de
rester dans un meˆme espace de repre´sentation, il faut trouver la re`gle implicative qui de´limite cet
espace de travail. Un tel rectangle est assez particulier d’un point de vue formel dans le contexte des
re`gles graduelles. Il est caracterise´ par des pentes nulles et infinies, donc les fonctions d’appartenance










Zone interdite en dehors













Figure 3.3 – La re´duction de l’espace de travail a` un espace fini
En tenant compte des de´finitions donne´es par les e´quations (3.3) et (3.9), une solution pour
interdire l’espace situe´ en dehors du rectangle indique´ est une re`gle compose´e de deux contraintes :
Si
x1 est F0,1 −→ x2 est F0,2 et
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En notant “µFj,i(xi)” le degre´ de ve´rite´ de la proposition “xi est Fj,i”, la re`gle (3.11) s’e´crit de
manie`re e´quivalente sous la forme donne´e par l’e´quation (3.12).
Si




Dans l’e´quation (3.12) les fonctions d’appartenance µFj,i(xi), i = 1, 2, j = 0, 1 sont donne´es dans la
figure 3.4(a) et 3.4(b). Quelques remarques s’imposent sur les formes de ces fonctions d’appartenance :
1. La premie`re contrainte permet de couper les zones verticales tel qu’illustre´ sur la figure 3.4(a).
La fonction d’appartenance de F0,2 est une fonction constante, nulle sur tout son domaine de
de´finition. Elle ne de´pend pas du rectangle a` repre´senter et gardera donc une forme identique
pour toutes les re`gles construites selon le principe de´crit. D’un point de vue ensembliste, sa
signification est un “ensemble vide” puisqu’aucun e´le´ment du domaine de de´finition n’appar-
tient a` l’ensemble repre´sente´ par la fonction d’appartenance identiquement nulle. D’un point
de vue logique, la proposition x2 est F0,2 est interpre´te´e comme “FAUX” inde´pendamment de
x2, ce qui se traduit dans la contrainte qui lui correspond par l’interdiction des valeurs de x1
n’appartenant pas a` l’intervalle [x1m, x1M ], c’est-a`-dire telles que la proposition “x1 est F0,1”
est au moins un peu vraie (µF0,1(x1) 6= 0).
2. La fonction d’appartenance de F1,1 est aussi une fonction constante, e´gale a` 1 inde´pendamment
du rectangle a` de´finir. L’ensemble ainsi repre´sente´ est le domaine de de´finition de l’attribut x1
et la proposition correspondante est interpre´te´e comme “VRAI”, inde´pendamment de la valeur
de x1. Son utilisation en premier ope´rande de l’implication permet d’interdire les valeurs de x2
n’appartenant pas totalement a` F1,2, c’est-a`-dire n’appartenant pas a` l’intervalle [x2m, x2M ]. La
contrainte permet donc de de´couper horizontalement l’espace (voir figure 3.4(b)).
3. En conclusion, chaque re`gle de la forme 3.9 aura deux contraintes en charge de de´limiter l’espace
de travail rectangulaire associe´ a` la classe. Ces dernie`res, nume´rote´es 0 et 1, traduisent dans le
formalisme flou implicatif adopte´ les contraintes binaires
x1 /∈ [x1m, x1M ] −→ FAUX et
V RAI −→ x2 ∈ [x2m, x2M ],
ce qui se re´sume finalement en x1 ∈ [x1m, x1M ] et x2 ∈ [x2m, x2M ].
3.3 De´termination des fonctions d’appartenance
Il reste maintenant a` de´limiter dans l’espace fini repre´sente´ par le rectangle ABCD le polygone
cible qui de´finit la classe : le polygone MNOPQRS de la figure 3.3(b). Pour interdire les zones
exte´rieures au polygone conside´re´, il suffit de construire une contrainte pour chacun de ses coˆte´s. Ces
contraintes ont pour seul but de de´finir comme zone “interdite” la surface exte´rieure au polygone,
situe´e entre les coˆte´s du polygone et les limites de l’espace de travail.
Une premie`re solution consiste a` prolonger chaque coˆte´ du polygone afin d’obtenir les intersections
avec les limites de l’espace de travail. Deux remarques peuvent alors eˆtre formule´es :
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Figure 3.4 – Limitation de l’espace de travail re´serve´ a` la classe
1. Entre le rectangle englobant ABCD et les droites–support des segments du polygone, il existe
toujours au moins deux points d’intersection.
2. Comme le polygone est convexe, les droites–support des segments du polygone ne “coupent”
pas le polygone.
A partir des deux points d’intersection obtenus, il est possible de de´terminer les fonctions d’ap-
partenance qui permettront d’obtenir les contraintes. La figure 3.5 pre´sente les diffe´rentes e´tapes
ne´cessaires dans la de´termination de l’ensemble des contraintes.
Deux cas particuliers peuvent eˆtre e´voque´s lorsque les extre´mite´s des segments du polygone se
trouvent sur le rectangle englobant :
1. Les deux extre´mite´s peuvent eˆtre sur le meˆme coˆte´ du rectangle englobant. Dans ce cas, le
segment est entie`rement confondu avec la frontie`re de l’espace de travail. C’est le cas du segment
[PQ] sur la figure 3.5. Dans cette situation, aucun traitement supple´mentaire n’est ne´cessaire
pour ce coˆte´, puisqu’il est de´ja` ge´re´ par les contraintes associe´es au rectangle englobant.
2. Les extre´mite´s peuvent eˆtre sur des coˆte´s diffe´rents du polygone englobant. C’est le cas du coˆte´
[MN ], qui a ses deux extre´mite´s sur le rectangle englobant ABCD. Dans cette situation les
deux points d’intersection entre le rectangle et la droite–support de [MN ] sont pre´cise´ment les
points M et N . Le meˆme cas se produit pour le coˆte´ [QR].
En dehors de ces deux situations, la prolongation de la droite–support est ne´cessaire de fac¸on a`
de´terminer les deux points d’intersection avec le rectangle ABCD, comme pre´sente´ dans les figures
3.5(a), 3.5(b), 3.5(d) et 3.5(e). Ces points d’intersection sont ensuite exploite´s pour construire les
fonctions d’appartenance approprie´es.
Pour la lisibilite´ des graphes pre´sente´s dans la figure 3.5 quelques pre´cisions peuvent eˆtre utiles.
Les zones interdites par les nouvelles fonctions d’appartenance sont colore´es. Comme l’espace de
travail est re´duit au rectangle ABCD, les fonctions d’appartenance ont une signification et une
importance pratique uniquement dans cet espace. Leur prolongation est quand meˆme repre´sente´e
en dehors de ces limites en ligne pointille´e, pour des raisons de consistence. Un point dans l’espace
des attributs peut prendre des valeurs dans tout le domaine, donc toutes les contraintes doivent eˆtre
applicables sur tout le domaine. L’effet de ces parties des fonctions d’appartenance dans l’espace des
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Figure 3.5 – Construction des fonctions d’appartenance – approche de base
attributs est aussi marque´ avec des lignes pointille´es dans l’exte´rieur du rectangle ABCD, mais pour
des raisons de lisibilite´ l’espace qu’elles interdisent n’a pas e´te´ colore´.
Une fonction d’appartenance “typique”, comme celles pre´sente´es dans la figure 3.5 sera de´finie
par trois composantes :
– la valeur gauche : Fi,j(xj).g = xjm, j = 1, 2 i = 2, NC + 1
– la valeur droite : Fi,j(xj).d = xjM , j = 1, 2 i = 2, NC + 1
– le signe de la pente : Fi,j(xj).p, de´fini comme :
• 1 pour une fonction d’appartenance du type :
µFi,j(xj) =





xjm−xjM ; xjm ≤ xj ≤ xjM
1; xjM < xj
• −1 pour une fonction du type :
µFj(xj) =





xjM−xjm ; xjm ≤ xj ≤ xjM
0; xjM < xj
Les e´tapes de l’algorithme sont tout d’abord de´crites en langage naturel dans la proce´dure 3.1,
puis l’algorithme de´taille´ correspondant est donne´ par l’algorithme 42.
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De´but
Etape 1. Ve´rifier que le segment traite´ n’est pas vertical ou horizontal
Etape 2. Trouver les intersections de la droite support du segment avec le rectangle
englobant – points H(h1, h2) et J(j1, j2)
Etape 3. Placer les points caracte´ristiques des fonctions d’appartenance en utilisant
les deux points H et J
Etape 4. Choisir les pentes des fonctions d’appartenance en fonction du quadrant
trigonome´trique dans lequel se trouve le segment en conside´rant un syste`me
de re´fe´rence centre´ sur H, le point d’origine du segment analyse´ [HJ ]
Fin
Proce´dure 3.1 – Algorithme de base – langage naturel
L’algorithme 42 pre´sente les traitements ne´cessaires pour obtenir les fonctions d’appartenance
associe´es au polygone, en conside´rant l’existence des deux contraintes qui limitent l’espace de travail.
L’obtention de ces deux contraintes est imme´diate, comme pre´sente´ pre´alablement dans la figure 3.4.
La convention qui a e´te´ utilise´e concerne l’ordre associe´ aux points du rectangle englobant ABCD.
Cet ordre est celui propose´ dans la figure 3.3(b), notamment le point A = (a1, a2) qui est le coin en
haut a` gauche et le sens de parcours qui est le sens trigonome´trique.
3.4 Ame´lioration de la construction des fonctions d’appar-
tenance
Meˆme si d’un point de vue me´thodologique l’approche propose´e dans la section pre´ce´dente est
pertinente, elle pre´sente quelques de´savantages. En effet le syste`me dispose des points qui de´finissent
le polygone associe´ a` la classe pour construire les contraintes, en fait les sous–ensembles flous sous–
jacents. La solution pre´sente´e n’utilise cependant pas directement ces points, mais calcule de nouveaux
points (intersections des coˆte´s de la forme convexe avec les frontie`res de l’espace de travail) pour
“calibrer” les fonctions d’appartenance. Ceci ajoute des calculs nume´riques, donc un temps de calcul
additionnel, qui peut devenir important dans le cadre d’un syste`me complexe. On peut e´galement
remarquer une redondance importante introduite par la me´thode utilise´e pour construire les re`gles.
En effet deux coˆte´s voisins vont interdire des zones communes dans l’espace de travail.
Pour ame´liorer l’efficacite´ du syste`me en terme de nombre de calculs re´alise´s et pour optimiser la
description des zones “interdites” en limitant les redondances, les contraintes peuvent eˆtre obtenues
directement a` partir des points Pi du polygone.
Le processus d’obtention des fonctions d’appartenance est donne´ par l’algorithme 37 et est illustre´
par la figure 3.6. En fait, meˆme si le cœur des deux algorithmes est identique, le deuxie`me est un
peu plus simple, parce qu’il utilise directement les coordonne´es des points qui forment le polygone.
Par contre il demande de ve´rifier certains aspects, qui vont eˆtre de´taille´s ci–apre`s afin d’eˆtre certain
des frontie`res de l’espace qu’il de`limite. L’algorithme utilise´ est pre´sente´ en language naturel dans la
proce´dure 3.2.
Tout le raisonnement a` l’origine du syste`me de classification propose´ est fonde´ sur un principe de
base : a` une classe de´finie dans un espace a` deux attributs, on peut associer un polygone convexe.
Ce polygone convexe peut alors eˆtre repre´sente´ par une re`gle graduelle de classification telle que
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Algorithm 1 Algorithme pour l’obtention des sous–ensembles flous (l’approche de base)
Entre´e : le polygone P associe´ a` la classe ; son rectangle englobant ABCD
Sortie : {Fk,i},∀k = 2, NC + 1, ∀i ∈ {1, 2}
Variables locales : i, k, H = (h1, h2), J = (j1, j2), c = l’ordre de la contrainte courante
c←− 1
pour k = 1 a` N − 1 //Pour chaque point du polygone faire
∗Etape 1∗
si p(k)1 6= p(k+1)1 et p(k)2 6= p(k+1)2 alors
∗Etape 2∗
c←− c+ 1
H = (h1, h2)←− point d’intersection de la demi–droite [P(k+1)P(k) avec le rectangle ABCD
J = (j1, j2)←− point d’intersection de la demi–droite [P(k)P(k+1) avec le rectangle ABCD
∗Etape 3∗
Fc,1(x1).g ←− min(h1, j1) ; Fc,2(x2).g ←− min(h2, j2)
Fc,1(x1).d←− max(h1, j1) ; Fc,2(x2).d←− max(h2, j2)
∗Etape 4∗













si p(N)1 6= p(1)1 et p(N)2 6= p(1)2 alors
c←− c+ 1
H = (h1, h2)←− point d’intersection de la demi–droite [P(1)P(N) avec le rectangle ABCD
J = (j1, j2)←− point d’intersection de la demi–droite [P(N)P(1) avec le rectangle ABCD
Fc,1(x1).g ←− min(h1, j1) ; Fc,2(x2).g ←− min(h2, j2)
Fc,1(x1).d←− max(h1, j1) ; Fc,2(x2).d←− max(h2, j2)











celle construite dans le paragraphe pre´ce´dent. La me´thode modifie´e, pre´sente´e dans cette section et
re´sume´e par l’algorithme 37, permet d’obtenir e´galement une re`gle graduelle pour repre´senter un
meˆme polygone. Les contraintes sont de´finies plus localement que pre´ce´dement puisque les sous–
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De´but
Etape 1. Ve´rifier que le segment traite´ n’est pas vertical ou horizontal.
Etape 2. Placer les points caracte´ristiques des fonctions d’appartenance en
utilisant chaque paire de points conse´cutifs du polygone.
Etape 3. Choisir les pentes des fonctions d’appartenance en fonction du
quadrant trigonome´trique dans lequel se trouve le segment en conside´rant un
syste`me de re´fe´rence centre´ sur le point d’origine du coˆte´ analyse´ dans le
sens de parcours associe´.
Fin






























































































































































Figure 3.6 – De´limitation de l’espace re´serve´ a` la classe - approche ame´liore´e
ensembles flous sont directement construits a` partir des segments formant le polygone et non plus a`
partir de leur extension dans l’espace de travail. La figure 3.7 illustre cette de´marche pour un segment
[AB] particulier. Ce principe de construction garantit que les zones interdites par l’algorithme 37 sont
incluses dans celles interdites par l’algorithme 42. Autrement dit, l’algorithme 37 n’interdit pas de
zones qui ne devrait pas l’eˆtre. Reste cependant a` ve´rifier que cette nouvelle me´thode est comple`te,
c’est-a`-dire qu’elle interdit bien toutes les zones qui doivent l’eˆtre.
La me´thode propose´e pour cette ve´rification est d’analyser les diffe´rentes successions possibles des
coˆte´s d’un polygone convexe. L’information pertinente pour l’approche propose´e est lie´e a` la position
relative de deux coˆte´s conse´cutifs dans un repe`re carte´sien 2D centre´ sur leur point d’intersection (cf.
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Algorithm 2 Algorithme de calcul des sous–ensembles flous pour l’approche ame´liore´e
Entre´e : le polygone P associe´ a` la classe ; son rectangle englobant ABCD
Sortie : {Fk,i},∀k = 2, NC + 1, ∀i ∈ {1, 2}
Variables locales : i, k, c = l’ordre de la contrainte
c←− 1
pour k = 1 a` N − 1//Pour chaque point du polygone faire
∗Etape 1∗
si p(k)1 6= p(k+1)1 et p(k)2 6= p(k+1)2 alors
∗Etape 2∗
c←− c+ 1
Fc,1(x1).g ←− min(p(k)1, p(k+1)1) ; Fc,2(x2).g ←− min(p(k)2, p(k+1)2)
Fc,1(x1).d←− max(p(k)1, p(k+1)1) ; Fc,2(x2).d←− max(p(k)2, p(k+1)2)
∗Etape 3∗













si p(N)1 6= p(1)1 et p(N)2 6= p(1)2 alors
c←− c+ 1
Fc,1(x1).g ←− min(p(N)1, p(1)1) ; Fc,2(x2).g ←− min(p(N)2, p(1)2)
Fc,1(x1).d←− max(p(N)1, p(1)1) ; Fc,2(x2).d←− max(p(N)2, p(1)2)











figures 3.8 et 3.9).
Pour effectuer l’analyse, on fixe un coˆte´ [AO] et on associe au syste`me de re´fe´rence le sens
trigonome´trique. Selon ce sens, il faut “interdire” la zone qui se situe a` droite de ce segment. La
droite support du segment [AO] coupe le plan en deux demi–plans. Une premie`re remarque est
que, suivant le sens associe´, un coˆte´ voisin au coˆte´ [AO] ne peut se situer que dans le demi–plan
gauche de la droite–support de [AO], ce qui se traduit par un angle entre [AO] et le segment suivant
ne´cessairement supe´rieur a` 180°. Ainsi, le segment [OB] dans la figure 3.8 n’est pas un candidat
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Figure 3.7 – Approche ame´liore´e vs. approche de base
potentiel a` la succession de [AO]. Les diffe´rents cas possibles de successions de coˆte´s et les re´sultats
de l’application des contraintes correspondantes sont pre´sente´s dans la suite, ainsi qu’une bre`ve




Figure 3.8 – Succession impossible de coˆte´s
Les cas possibles sont pre´sente´s dans la figure 3.9 ou` les coˆte´s voisins analyse´s sont les segments
[AO] et [OB]. On distingue en fait trois cas selon que le segment [OB] est situe´ dans les quadrants
III, IV ou I. Les quatre quadrants repre´sente´s sont de´nomme´s comme dans la the´orie trigonome´trique
de base : le quadrant I est le quadrant droit supe´rieur et les suivants sont nume´rote´s dans le sens
trigonome´trique. Sur la figure 3.9(b) les deux coˆte´s sont situe´s dans deux quadrants voisins. La figure
3.9(a) repre´sente le cas ou` les deux coˆte´s sont situe´s dans des quadrants oppose´s et sur la figure 3.9(c)
on trouve le cas ou` les deux coˆte´s successifs sont situe´s dans le meˆme quadrant. Le comportement
du syste`me propose´ selon ces positions est diffe´rent, comme explique´ dans les paragraphes suivants.
Comme le coˆte´ [AO] a e´te´ choisi comme coˆte´ de re´fe´rence et qu’il est commun aux cas pre´sente´s,
la contrainte qui lui correspond est la meˆme dans les trois cas. Cette contrainte est illustre´e dans la
figure 3.10.
La premie`re image de la figure 3.11 montre la contrainte associe´e au coˆte´ [OB] et son effet dans
l’espace des attributs. La figure 3.11(b) repre´sente la zone “interdite” associe´e au cas ou` les deux
coˆte´s sont situe´s dans des quadrants oppose´s. La remarque qui s’impose porte sur la redondance
des zones “interdites”. La totalite´ du quadrant II est interdite par chacune des deux contraintes. La
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Figure 3.10 – Sous–ensemble flou qui correspond au coˆte´ [AO]
redondance peut eˆtre e´limine´e, mais le couˆt d’un tel traitement supple´mentaire est trop e´leve´ d’un
point de vue du calcul et de l’analyse. De plus, les formes des fonctions d’appartenance ne seront
pas les meˆmes que les formes pre´sente´es, donc le formalisme devrait eˆtre modifie´ pour les inclure et
interpre´ter. De toute manie`re, la redondance existe dans le syste`me si on prend en conside´ration la
re´duction de l’espace de travail au plus petit rectangle englobant.
La figure 3.12 repre´sente la zone “interdite” associe´e au cas pre´sente´ dans la figure 3.9(b) apre`s
avoir aussi construit la contrainte associe´e au deuxie`me coˆte´. La premie`re image montre la contrainte
associe´e au coˆte´ [OB] et son effet dans l’espace des attributs. Comme pre´ce´demment, la zone “interdi-
te” est marque´e en couleurs. La figure 3.12(b) repre´sente la zone interdite par les deux contraintes. La
remarque qui s’impose est la jointure parfaite entre les deux zones “interdites” de´limite´es par les deux
contraintes. Les deux zones ont une demi-droite commune, la demi-droite qui fait la de´marquation
entre les quadrants II et III.
Par analogie aux deux cas pre´ce´dents, la figure 3.13 repre´sente les zones “interdites” associe´es
aux deux coˆte´s situe´s dans le meˆme quadrant. La premie`re image montre la contrainte associe´e au
coˆte´ [OB] et son effet dans l’espace des attributs et la deuxie`me la zone “interdite” associe´e aux
deux contraintes. La remarque qui s’impose dans cette situation est l’existence d’une zone qui reste
“permise” en dehors du polygone, en fait la totalite´ d’un quadrant (dans la situation pre´sente´e le
quadrant III). Cette zone sera donc associe´e a` la classe alors qu’elle devrait eˆtre “interdite” par les
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(b) L’effet des deux contraintes dans l’espace
des attributs















(b) L’effet des deux contraintes dans l’espace
des attributs
Figure 3.12 – Cas 2 – re´sultats
contraintes associe´es aux deux coˆte´s.
Dans le cas ge´ne´ral, la me´thode ame´liore´e est donc incomple`te et ne peut pas eˆtre utilise´e di-
rectement pour “simplifier” les re`gles. Cependant, dans le cas particulier qui nous inte´resse, deux
contraintes spe´cifiques de´finissent l’espace de travail par le rectangle englobant le polygone. En
conside´rant l’hypothe`se de convexite´ du polygone, le point O, situe´ a` l’intersection de deux coˆte´s
successifs place´s dans le meˆme quadrant, est force´ment confondu a` un sommet du rectangle englo-
bant le polygone. Pour le cas illustre´, le point O est identique au sommet situe´ en bas et a` gauche du
rectangle englobant. Dans cette situation, le quadrant III, qui constitue le “proble`me”, sera e´limine´
par les contraintes qui de´finissent l’espace de travail.
Bien que le coˆte´ de re´fe´rence [AO] utilise´ dans le raisonnement ait e´te´ suppose´ dans le quadrant
I, la comple´tude de la me´thode peut eˆtre de´montre´e de manie`re similaire pour un positionnement
de [AO] dans les trois autres quadrants. La conclusion est donc inde´pendante des quadrants ou` les
coˆte´s se situent et de leurs pentes. Une modification de ces parame`tres correspond seulement a` une
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(b) L’effet des deux contraintes dans l’espace
des attributs
Figure 3.13 – Cas 3 – re´sultats
rotation dans l’espace des attributs et respectivement a` un re´arrangement des sous–ensembles flous
correspondants.
En conclusion, tout polygone convexe peut eˆtre de´limite´ dans l’espace des attributs a` l’aide d’une
re`gle graduelle en utilisant le deuxie`me formalisme propose´. La condition qui doit eˆtre respecte´e est
de se situer dans un espace de travail re´duit au rectangle qui englobe ce polygone.
3.5 Interpre´tation
L’analyse du syste`me effectue´e dans les sections pre´ce´dentes a e´te´ faite pour le contexte basique
ou` on prend en conside´ration l’existence de seulement deux attributs et une classe recherche´e. Les
contraintes exprime´es dans la pre´misse de re`gle permettent d’associer a` chaque point de l’espace
une valeur binaire dont la signification est l’appartenance (valeur 1) ou la non-appartenance (va-
leur 0) a` la classe. Le but de cette section est d’e´tudier les diffe´rentes manie`res d’interpre´ter les
contraintes d’abord d’un point de vue ge´ome´trique, puis ensembliste en utilisant les α − coupes et
enfin analytiquement.
Une premie`re “lecture” des contraintes porte sur leur signification ge´ome´trique. Pour faciliter
l’interpre´tation des figures, une simplification des termes sera utilise´e. Par “pente de la fonction
d’appartenance” on entend la pente de la fonction d’appartenance dans sa partie “inte´ressante”, de
pente non-nulle. De manie`re similaire, par la “pente de la zone interdite”, on indique la pente de la
partie “inte´ressante” de la frontie`re de la zone “interdite”, c’est–a`–dire les parties non verticales et
non horizontales.
La figure 3.14 pre´sente un exemple d’influence de la pente de chacune des fonctions d’appar-
tenance sur la forme de la zone “interdite” de´limite´e dans l’espace des attributs. Pour l’analyse
pre´sente´e, les points “me´dians” des fonctions d’appartenance, c’est–a`–dire correspondant a` un degre´
d’appartenance de 0.5, ont e´te´ garde´s et les pentes des fonctions d’appartenance ont e´te´ augmente´es.
Dans le cas pre´sente´ dans la figure 3.14(a), la pente de la fonction d’appartenance applique´e au
premier attribut est augmente´e, alors que la fonction d’appartenance applique´e au deuxie`me attribut
ne change pas. Le re´sultat est une augmentation de la pente de la zone “interdite”, mais aussi
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Figure 3.14 – L’influence du changement de la pente des fonctions d’appartenance
l’apparition d’une bande verticale “permise” sur la zone qui e´tait “interdite” auparavant. Le point
O, situe´ au milieu du segment [AB] qui de´finit la zone “interdite” est commun aux deux situations. Il
provient en fait des deux points “me´dians” des deux fonctions d’appartenance, qui n’ont pas bouge´.
L’effet d’une augmentation de la pente de la fonction d’appartenance applique´e au premier attribut
n’est montre´ que pour une des quatre situations possibles pre´sente´es, mais les conclusions sont aussi
valables pour les autre cas. La pente de la zone “interdite” augmente (se rapproche de la verticale) et
la frontie`re verticale de cette zone est de´cale´e en conse´quence. L’ordonne´e de la frontie`re horizontale
de la zone “interdite” n’est pas affecte´e par le changement de la pente de la fonction d’appartenance
sur le premier attribut.
La figure 3.14(b) pre´sente l’effet de l’augmentation de la pente de la fonction d’appartenance
applique´e au deuxie`me attribut. Contrairement au cas de la figure 3.14(a), la pente de la zone
“interdite” diminue (se rapproche de l’horizontale). On remarque ici aussi l’apparition d’une bande
“permise” dans la zone qui e´tait “interdite” par l’utilisation d’une fonction d’appartenance de pente
plus petite sur le deuxie`me attribut. Cette fois la bande est horizontale. Le point O du segment [AB]
est aussi commun aux deux situations. Comme dans le cas pre´ce´dent, les conclusions restent valables
pour les quatre autres cas possibles.
Le me´lange entre les deux situations de´crites revient a` combiner les deux effets illustre´s. Un cas
particulier constitue la situation ou` les pentes des deux fonctions d’appartenance applique´es aux deux
attributs augmentent simultane´ment dans les meˆmes proportions. Dans ce cas–la`, on retrouve une
compensation des effets sur la pente de la droite qui donne la frontie`re de la zone interdite, donc le
segment qui de´finit cette zone se trouve sur la meˆme droite–support que le segment original, comme
illustre´ dans la figure 3.15. D’un autre coˆte´, les deux effets lie´s aux bandes horizontale et verticale
supple´mentaires permises restent. L’effet illustre en fait la diffe´rence entre les deux algorithmes
de calcul des fonctions d’appartenance propose´s pour une situation particulie`re, ou` le segment a`
repre´senter est situe´ a` mi–distance entre les deux points d’intersection de sa droite–support avec les
coˆte´s du rectangle englobant.
Une autre interpre´tation possible est de conside´rer le degre´ d’appartenance du premier attribut
comme une α − coupe applique´e sur la fonction d’appartenance du deuxie`me attribut. La figure
3.16 pre´sente une telle interpre´tation. Si on conside`re le cas de α = 0.5 pre´sente´, il correspond en
fait au point O dans les figures 3.14(a) et 3.14(b). L’interpre´tation peut alors se faire de manie`re
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Figure 3.15 – L’influence des changements proportionnels des pentes des deux fonctions d’apparte-
nance
imme´diate : une α − coupe de 0.5 interdit tous les points qui ont un de´gre´ d’appartenance a` la
fonction d’appartenance du deuxie`me attribut infe´rieur a` 0.5. D’un point de vue ge´ome´trique dans
l’espace des attributs, cela revient a` interdire l’appartenance a` la classe pour les points situe´s sur la
demi–droite verticale qui passe par le point O. De fac¸on similaire, chaque α−coupe correspond a` une
droite verticale dans l’espace des attributs. Comme les pentes des fonctions d’appartenance ne sont
“inte´ressantes” que sur un intervalle borne´, la signification n’est garde´e que dans cet intervalle. D’un
point de vue ge´ome´trique cet intervalle est justement celui de´fini par le segment de pente diffe´rente
de 0° et 90°. En faisant varier α entre 0 et 1, on obtient tous les points–limites du segment [AB]. A
α = 0, correspond le point B si on conside`re l’e´galite´ et la droite verticale qui passe par ce point et
si on prend en conside´ration la signification de l’implication. De meˆme, en prenant α = 1, on obtient
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Figure 3.16 – L’interpre´tation par α-coupe
Une dernie`re interpre´tation analytique est e´galement possible. Les zones “interdites” peuvent eˆtre
caracte´rise´es analytiquement en utilisant l’e´quation de la droite de pente non-nulle qui constitue sa
frontie`re. En utilisant les quatre cas possibles de´crits dans la figure 3.2, les e´quations de ces droites
respectives peuvent eˆtre de´duites. La droite–support du segment qui caracte´rise la zone “interdite”,
de´finie par les fonctions d’appartenance Fi,1 et Fi,2, est donne´e par sa pente mi et l’offset ni, qui ont
les valeurs suivantes :
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mi = Fi,1(x1).p× Fi,2(x2).p× x2M − x2m
x1M − x1m (3.13)
ni =
{ x2mx1M−x2Mx1m
x1M−x1m , si Fi,1(x1).p× Fi,2(x2).p > 0
x2Mx1M−x2mx1m
x1M−x1m , si Fi,1(x1).p× Fi,2(x2).p < 0
(3.14)
Le segment est limite´ sur cette droite par les deux valeurs limites sur les axes de repre´sentation :
x1m et x1M ou x2m et x2M . Les points situe´s dans les zones “interdites” satisfont alors les conditions
donne´es dans l’e´quation 3.15.

{
x2 > x2m, x1 < x1m
x2 > m× x1 + n, x1 ∈ [x1m, x1M ] Si Fi,1(x1).p < 0 et Fi,2(x2).p < 0{
x2 < x2M , x1 > x1M
x2 < m× x1 + n, x1 ∈ [x1m, x1M ] Si Fi,1(x1).p > 0 et Fi,2(x2).p > 0{
x2 > x2m, x1 > x1M
x2 > m× x1 + n, x1 ∈ [x1m, x1M ] Si Fi,1(x1).p > 0 et Fi,2(x2).p < 0{
x2 < x2M , x1 < x1m
x2 < m× x1 + n, x1 ∈ [x1m, x1M ] Si Fi,1(x1).p < 0 et Fi,2(x2).p > 0
(3.15)
3.6 “Commutativite´” des attributs
Les implications qui sont a` la base du syste`me pre´sente´ ne sont pas commutatives. Inverser les
deux attributs ne peut pas se faire de manie`re imme´diate, par simple permutation des fonctions
d’appartenance. Pourtant, ce changement des axes peut se faire, en tenant compte de quelques
observations basiques.
En effet, inverser l’ordre des attributs revient a` trouver la manie`re d’exprimer l’implication
e´quivalente de a −→ b sous une forme fb(b) −→ fa(a). Autrement dit, il faut trouver le moyen
de transfe´rer le deuxie`me terme a` la place du premier et inversement. A partir de la de´finition (3.3)
on peut de´duire l’e´quivalence de´crite par l’e´quation (3.16).
a −→ b =
{
1; a ≤ b
0; a > b
}
⇐⇒ a −→ b =
{
1; 1− a ≥ 1− b
0; 1− a < 1− b (3.16)
En utilisant la de´finition de l’implication de Rescher − Gaines sur les degre´s 1 − b et 1 − a on
obtient l’e´quivalence parfaite de l’e´quation (3.17).
a −→ b⇔ (1− b) −→ (1− a) (3.17)
Si on revient au syste`me de classification propose´, les valeurs a et b sont en fait les degre´s
d’appartenance des attributs xj, j ∈ {1, 2} selon les fonctions d’appartenance correspondantes. Si on
note les variables b′ = 1− b et a′ = 1− a, on obtient la relation de l’e´quation (3.18).{
a′ = 1− a = 1− µFi,1(x1)
b′ = 1− b = 1− µFi,2(x2) (3.18)
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Le changement de l’ordre des attributs revient alors a` transfe´rer les fonctions d’appartenance
d’origine sur l’autre axe puis a` en faire la ne´gation conforme´ment a` l’e´quation (3.19), F ′i,j(xj) e´tant
la fonction d’appartenance applique´e a` l’attribut xj dans le nouveau syste`me de re´fe´rence.
µF ′i,j(xj) = 1− µFi,3−j(x3−j) (3.19)
Pour illustrer ces affirmations, on utilise le cas de´crit par la figure 3.2(d). Le syste`me de re´fe´rence
original est pre´sente´ dans la figure 3.17(a). L’e´quation de la zone “interdite” dans le syste`me de
re´fe´rence modifie´ est donne´e par (3.21), alors que la zone “interdite” du syste`me de re´fe´rence initial







x2 < x2M , x1 > x1M
x2 <
x2M−x2m
x1M−x1m × x1 +
x2Mx1m−x2mx1M
x1m−x1M , x1 ∈ [x1m, x1M ]
(3.20)
{









1 ∈ [x2m, x2M ]
(3.21)
Comme montre´ dans la figure 3.17(b), la nouvelle zone est de´finie a` l’aide des fonctions d’appar-
tenance de´croissantes, alors que la zone “interdite” d’origine est de´finie par des fonctions d’apparte-















(a) Syste`me de re´fe´rence initial
         2x ’=x

















(b) Syste`me de re´fe´rence inverse´
Figure 3.17 – Illustration de la commutativite´ des attributs
En conclusion l’“inversion” des deux attributs peut se faire de manie`re imme´diate en utilisant
la formule (3.19). Les re´sultats des deux contraintes sont identiques. D’un point de vue logique, on
retrouve en fait ici l’axiome de contraposition exploite´ dans les preuves par l’absurde.
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3.7 Apprentissage des re`gles
3.7.1 Discussion ge´ne´rale sur les performances d’un syste`me de classifi-
cation base´ sur des re`gles
Ge´ne´ralement, pour pouvoir obtenir une bonne classification sur un ensemble de donne´es, les
points qui constituent cet ensemble doivent respecter des contraintes de re´partition. La qualite´ d’un
syste`me de classification de´pend dans la plupart des cas de la compacite´ et de la se´parabilite´ des
classes. Si l’on conside`re le cas pre´sente´ dans la figure 3.18, il est e´vident que la re´alisation d’une
classification parfaite n’est pas possible meˆme pour l’utilisateur humain. La cause provient de deux
phe´nome`nes :
– La grande variance de la classe 1 fait qu’il est impossible de la de´finir pre´cise´ment. Une
repre´sentation pre´cise ne peut se faire que si la classe est compacte et a une densite´ de points
suffisamment e´leve´e sur son domaine de de´finition, comme c’est par exemple le cas pour la
classe 2.
– L’inclusion totale de la classe 2 dans la classe 1 ne permet pas de la distinguer. Un syste`me
“normal” de classification peut au mieux de´cider qu’“un point se trouve dans la classe 1, mais
pas dans la classe 2” ou bien qu’“un point se trouve dans la zone de chevauchement des deux
classes”, mais la de´cision que “le point se situe bien dans la classe 2 et seulement dans cette
classe” ne peut eˆtre qu’ale´atoire. Une telle re´ponse ne peut pas eˆtre conside´re´e comme correcte
sans information a priori.











Figure 3.18 – Exemple de classes non se´parables
Meˆme dans cette situation, un syste`me de classification peut de´livrer une information pertinente
sur un point qui doit eˆtre classe´. Par exemple, si ce point est classe´ dans les deux classes possibles,
la conclusion tire´e par un utilisateur humain est que ce point doit eˆtre situe´ dans la zone commune
des deux nuages de points. Cette information peut eˆtre utile pour certaines applications re´elles. On
peut par exemple associer un sens a` une nouvelle classe compose´e des points place´s dans la zone
d’ambigu¨ıte´. Si les deux classes ont un sens physique, l’ambigu¨ıte´ peut caracte´riser une re´gion de
passage entre les deux.
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3.7.2 Le processus d’apprentissage
Pour illustrer le processus d’apprentissage, on a conside´re´ dans un premier temps le proble`me
de classification le plus simple : classifier un exemple par rapport a` une classe. Dans cette situation
la sortie d’un syste`me de classification pour un point a` classifier X = (x1, x2) est une e´tiquette
l ∈ {P,N}, avec la signification d’appartenance (P ) ou non-appartenance (N) a` la classe conside´re´e.
Une autre simplification utilise´e pour la mode´lisation du cœur du syste`me propose´ est de conside´rer
pour le moment le cas des ensembles de donne´es bi-dimensionnelles, cas ou` le syste`me traite des
entite´s caracte´rise´es uniquement par deux attributs.
Le cadre dans lequel les travaux se situent est l’apprentissage base´ sur des exemples positifs
(PEBL – Positive Example Based Learning, [73]), c’est–a`–dire que l’on dispose des exemples qui
appartiennent a` la classe conside´re´e et qui donc vont de´finir “l’inte´rieur” de la classe. Par contre, on
ne dispose pas d’exemples qui n’appartiennent pas a` la classe, donc on ne peut pas caracte´riser l’espace
qui est en “dehors” de cette classe. Dans ce contexte, un syste`me de classification sera une fonction
f : D → {P,N}, ou` le domaine D est un domaine bi–dimensionnel. Dans un cadre nume´rique, le
domaine D peut s’exprimer comme D = <2. Cette fonction doit repre´senter au mieux l’ensemble
d’apprentissage disponible, donc elle doit associer la bonne e´tiquette a` un maximum d’exemples
possibles.
Dans le cadre simplifie´ propose´, le syste`me re´alise quelques e´tapes afin d’apprendre la re`gle as-
socie´e a` la classe :
1. a` partir des points d’apprentissage, il construit la forme line´aire convexe qui de´finit la classe.
2. il de´finit les deux premie`res contraintes de la re`gle, qui re´duisent l’espace de travail au plus
petit rectangle qui englobe la forme de´finie au point 1.
3. il de´finit les contraintes associe´es aux coˆte´s de la forme line´aire convexe.
A la fin des trois e´tapes, on dispose de la re`gle qui caracte´rise la classe dans l’espace 2D des
attributs. Un point a` classer recevra l’e´tiquette l = P si d’un point de vue ge´ome´trique il est a`
l’inte´rieur de la forme associe´e a` la classe et l = N s’il est a` l’exte´rieur de cette forme. Les deux
dernie`res e´tapes ont e´te´ de´veloppe´es dans les sections pre´ce´dentes. L’obtention de la forme convexe
associe´e a` la classe est de´taille´e dans la section suivante.
3.7.3 La construction du polygone qui de´finit la classe
Pour pouvoir construire la re`gle qui de´finit une forme utile pour le proble`me analyse´, il faut
d’abord de´terminer la forme qui repre´sente au mieux la classe. Le proble`me est donc de trouver pour
une classe, dont on ne connaˆıt que des points d’apprentissage lui appartenant, une forme ge´ome´trique
line´aire convexe qui la repre´sente. D’un point de vue formel et en tenant compte de l’approche, il est
e´vident qu’une telle forme doit satisfaire quelques conditions de base :
– si l’ensemble d’apprentissage est parfait, tous ses points appartiennent effectivement a` la classe
et en sont repre´sentatifs. Il faut donc que la forme de´finie inclue tous ces points.
– la surface qui est “permise” doit eˆtre suffisamment serre´e autour des points afin d’inclure aussi
peu de surfaces vides de points que possible.
La forme ge´ome´trique qui satisfait au mieux ces conditions est l’enveloppe convexe des points
d’apprentissage. L’enveloppe convexe d’un ensemble de points est le plus petit ensemble convexe
qui contient tous les points. Pour un domaine 2D borne´ (le cas e´tudie´) l’enveloppe convexe est un
polygone convexe. D’un point de vue intuitif, l’enveloppe convexe en 2D est une bande e´lastique
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enroule´e autour des points “exte´rieurs” du nuage. Quelques algorithmes ont e´te´ developpe´s afin de
calculer cette enveloppe d’une manie`re optimise´e. On peut des trouver sur les sites spe´cialise´s :
– http ://www.softsurfer.com/Archive/algorithm 0109/algorithm 0109.html
– http ://www.cs.princeton.edu/ ah/alg anim/version1/ConvexHull.html
L’algorithme choisi est l’algorithme “Graham Scan”.
Si l’on conside`re le cas pre´sente´ dans la figure 3.18 et que chaque classe est traite´e inde´pendamment
de l’autre, on associe a` chacune des deux classes son enveloppe convexe, donc son polygone convexe.
Le re´sultat est pre´sente´ dans la figure 3.19. Ainsi, l’analyse de l’ensemble d’apprentissage est limite´e a`
l’extraction des points qui forment l’enveloppe convexe. Ces derniers sont ensuite la seule information
utilise´e pour obtenir les contraintes de la re`gle associe´e.











Figure 3.19 – Les enveloppes convexes des deux nuages de points
Dans tout ce chapitre, l’illustration de l’obtention des contraintes qui constituent une re`gle gra-
duelle a justement e´te´ re´alise´e sur le polygone qui correspond a` la deuxie`me classe.
Une solution au proble`me simple de classification pre´sente´ au de´but de ce chapitre a e´te´ propose´.
Pourtant, les applications re´elles ne consistent jamais a` identifier seulement une classe a` partir d’un
ensemble d’apprentissage compose´ de points bidimensionnels. Le chapitre suivant pre´sente la mise
en œuvre re´alise´e afin de fusionner ces re´sultats de base dans un syste`me complet de classification.
3.8 Re´sume´ et conclusion
Ce chapitre a de´crit le principe de base de l’approche propose´e. Afin d’aider la lecture et d’aug-
menter la compre´hension, un re´sume´ paraˆıt maintenant ne´cessaire.
En fait jusqu’a` pre´sent on a de´fini ce qu’on va appeller une “boˆıte e´le´mentaire” du syste`me
de´veloppe´, comme illustre´ dans la figure 3.20. Cette boˆıte constitue le composant de base d’un
syste`me de classification en phase d’exploitation. Elle correspond a` une paire d’attributs et de´livre
la degre´ d’appartenance binaire (0 ou 1) a` la classe Ci. Ce composant consiste en fait a` appliquer la
re`gle, de la forme donne´e par l’e´quation (3.9) (page 57), obtenue pour cette classe et pour la paire
d’attributs ge´ne´rique (xk, xj), aux valeurs (ak, aj) du point a` classifier.
La sortie de la boˆıte est donne´e par l’e´quation (3.10) (page 57). Comme l’implication de Rescher–
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Figure 3.20 – Boˆıte e´le´mentaire
Gaines est conside´re´e, µΓ(xj,xk)Ci (aj, ak) est une valeur binaire. Elle exprime un vote relatif a` l’appar-
tenance du point analyse´ a` la classe conside´re´e selon la paire d’attributs (xk, xj).
Le roˆle de la boˆıte consiste a` agre´ger conjonctivement les contraintes reliant les deux attributs
pour la classe recherche´e. La valeur unitaire de la sortie correspond a` la situation ou` la paire des
attributs vote pour l’appartenance et la valeur nulle correspond a` la situation ou` elle vote pour
la non–appartenance du point a` la classe Ci. D’un point de vue ge´ome´trique la valeur unitaire
correspond a` la situation ou` le point donne´ par les deux attributs analyse´s se situe a` l’inte´rieur de
la forme ge´ome´trique de´crite par les contraintes de la re`gle correspondante, notamment a` l’inte´rieur
de l’enveloppe convexe du nuage de points d’apprentissage de la classe Ci dans l’espace des attributs
(xk, xj).
L’utilisation de cette “boˆıte e´le´mentaire” de classification dans un syste`me complexe est de´crite
dans le chapitre suivant.
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Afin de tester le principe de base de´crit dans le chapitre pre´ce´dent, des applications re´elles de
classification ont e´te´ conside´re´es. Deux proble`mes principaux ont duˆ eˆtre aborde´s dans ce contexte :
– Les donne´es d’apprentissage ne sont pas toujours assez “propres” et introduisent de l’informa-
tion fausse ou non–pertinente dans le syste`me d’apprentissage. Deux types de traitement sont
propose´s afin de re´duire l’effet des donne´es “sales”.
– Le principe pre´sente´ s’applique au cas trivial des donne´es caracte´rise´es par deux attributs dans
un contexte de classification binaire (il faut de´cider si l’exemple a` classer appartient ou non a`
une classe). Il est donc ne´cessaire d’agre´ger ces re´sultats afin d’obtenir un syste`me capable de
traiter des donne´es multi–dimensionnelles et de distinguer entre plusieurs classes.
4.1 Traitements de l’ensemble d’apprentissage
Dans cette section, on conside´re a` nouveau la situation de base ou` l’on traite des ensembles
d’apprentissage caracte´rise´s par deux attributs. Les analyses propose´es seront ensuite e´tendues dans
la section suivante. Comme on se situe dans le contexte particulier de la classification supervise´e,
le proble`me de la qualite´ et de la taille de l’ensemble d’apprentissage est essentiel pour obtenir des
re´sultats pertinents. Cette de´pendance de la qualite´ de la classification a` l’ensemble d’apprentissage
peut eˆtre e´voque´e sous plusieurs aspects :
– L’exactitude de l’ensemble d’apprentissage : un point d’apprentissage “faux”, qui se situe d’un
point de vue ge´ome´trique loin de la plupart des autres points peut avoir des effets ne´gatifs
importants sur les taux de classification. D’un point de vue de l’approche propose´e, l’existence
de ces points “faux” revient a` associer la classe a` un polygone beaucoup plus large que le
polygone re´ellement ne´cessaire. La forme du polygone est ainsi tre`s affecte´e par l’existence de
ces points. Le re´sultat de la chaˆıne de classification est l’allocation de beaucoup de points de
l’espace des attributs a` la classe, alors qu’ils sont situe´s loin du “cœur” du nuage des points
d’apprentissage. Si l’on conside`re aussi l’existence des autres classes dans l’espace des attributs,
l’ambigu¨ıte´ peut eˆtre artificiellement augmente´e a` cause de ces points.
– La distribution interne des points d’apprentissage : la me´thode donne de bons re´sultats tant
que les points d’apprentissage d’une meˆme classe de´crivent une forme compacte dans l’espace
2D conside´re´. Deux proble`mes peuvent pourtant apparaˆıtre selon la forme des nuages de points
analyse´s. Le premier est lie´ a` l’existence de plusieurs composantes connexes dans le nuage de
points associe´ a` une meˆme classe. Comme le syste`me traite des attributs qui ont des valeurs
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continues, il sera ne´cessaire de de´finir proprement la notion de connexite´. L’effet d’une situa-
tion ou` le nuage de points est non–connexe est l’inclusion des zones vides entre les diverses
composantes dans l’enveloppe de la classe, ce qui diminue la fiabilite´ de la classification. Un
autre proble`me lie´ a` la distribution des points est l’organisation des points dans des formes
atypiques. Si la forme du nuage de points est concave (comme dans le cas des nuages en forme
de U ou L) le syste`me inclut la zone vide de points de la concavite´ dans la forme associe´e a` la
classe. Dans cette situation, il faut e´galement de´finir la notion de concavite´ d’un ensemble de
points.
Ces proble`mes apparaissent souvent dans le cas des applications re´elles. Les points d’apprentis-
sage pour ces applications proviennent de syste`mes de mesure qui sont susceptibles d’introduire des
erreurs, et la pre´sence de points d’apprentissage “faux” est presque ine´vitable. De plus, dans le cas des
applications re´elles, une classe donne´e peut eˆtre compose´e par plusieurs sous–classes, chacune avec
ses propres caracte´ristiques. Dans l’espace des attributs, cela se traduit par la distribution des points
d’apprentissage de cette classe en plusieurs composantes connexes. Dans le cas ide´al, ces composantes
devraient eˆtre traite´es se´pare´ment et non pas eˆtre alloue´es au meˆme polygone englobant.
La suite de cette section pre´sente deux traitements propose´s afin de re´soudre ou re´duire ces
proble`mes. Il faut pre´alablement souligner que les algorithmes propose´s n’ont pas comme but de
re´gler de manie`re exhaustive ces inconve´nients, mais de les re´duire, et donc d’augmenter au maximum
la qualite´ et la fiabilite´ de la classification avec un couˆt minimum en puissance et temps de calcul.
4.1.1 Epuration de l’ensemble d’apprentissage
Les points qui sont pris en conside´ration dans le calcul des polygones associe´s a` chaque classe sont
les points d’apprentissage “extreˆmes”. De ce fait, les points d’apprentissage non–pertinents ont une
influence importante sur la qualite´ de la classification quand ils sont situe´s en pe´riphe´rie du nuage
de points ou, pire encore, quand ils sont situe´s loin de celui-ci. La caracte´ristique principale de ces
points, qui permet leur identification, est leur fre´quence re´duite par rapport aux autres points qui
sont repre´sentatifs pour la classe recherche´e.
Par exemple, pour les proble`mes de classification a` partir d’images, qui ont fait l’objet de la
plupart des applications de´veloppe´es dans cette the`se, les ensembles d’apprentissage proviennent de
zones de re´fe´rence pointe´es par des experts comme e´tant repre´sentatives des classes recherche´es. Si
ces re´gions sont affecte´es par un bruit d’une intensite´ peu e´leve´e, le nombre de points affecte´s par
ce bruit (les points d’apprentissage “faux”) reste assez faible, donc leur fre´quence dans l’ensemble
d’apprentissage est e´galement faible.
La figure 4.1 repre´sente un ensemble d’apprentissage ge´ne´re´ ale´atoirement afin d’illustrer le
proble`me. On conside`re que les points repre´sente´s de´finissent une meˆme classe. Un faible pourcentage
de ces points sont intentionnellement situe´s tre`s loin du nuage principal. L’effet de ces points est tre`s
visible dans la figure 4.1, ou` le polygone re´sultant est aussi repre´sente´. A cause d’un unique point
d’apprentissage aberrant, ce polygone est beaucoup trop large et inclut une large surface vide de
points.
La me´thode propose´e par le syste`me afin d’e´liminer ces points est base´e justement sur cette hy-
pothe`se de faible fre´quence des points d’apprentissage. Elle utilise comme information de base la
fre´quence de chaque point–candidat et la fre´quence des points d’apprentissage qui se trouvent dans
son voisinage. Les points d’apprentissage qui sont caracte´rise´s par une fre´quence d’apparition faible
et qui sont situe´s dans une re´gion de l’espace des attributs qui contient peu de points d’appren-
tissage sont conside´re´s atypiques pour la classe recherche´e. Ils seront donc e´limine´s de l’ensemble
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Figure 4.1 – L’influence des points d’apprentissage “faux” sur la repre´sentation d’une classe
d’apprentissage.
La mise en œuvre d’une telle strate´gie ne´cessite que soit pre´alablement de´finie la notion de voisi-
nage dans l’espace des attributs conside´re´s. L’espace est donc de´coupe´ en cellules selon un maillage
rectangulaire. Tous les points se trouvant dans une meˆme cellule seront conside´re´s comme voisins
entre eux. L’ensemble de cellules forment un re´seau discret dont la re´solution (taille des cellules) doit
eˆtre parame´tre´e, comme montre´ sur la figure 4.2. A chaque cellule du re´seau discret est associe´ le









Figure 4.2 – Discre´tisation de l’espace des attributs
Un histogramme h est ainsi calcule´ sur le re´seau discret construit. Par la suite, les cellules ne
contenant aucun point seront appelle´es des cellules “vides”. Toutes les autres, qui contiennent au
moins un point, seront identifie´es par le terme de cellule “pleine”. La densite´ moyenne d de remplissage





Le filtrage consiste ensuite a` e´liminer les points d’apprentissage qui se situent dans les cellules ou`
le nombre de points est faible par rapport a` la densite´ moyenne, c’est–a`–dire en dessous d’un seuil
exprime´ en fonction de d. Les cases dont la densite´ de points est faible, de´finies par l’e´quation (4.2),




, ∀k, l ∈ au re´seau discret (4.2)
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Ce filtrage, rendu adaptatif par l’utilisation de d, permet d’avoir une e´puration maˆıtrise´e de
l’ensemble de donne´es. Une valeur de α fixe´e a` 2 a montre´ de bons re´sultats a` la fois sur des donne´es
synthe´tiques et re´elles.
Cette approche ne´cessite e´galement le parame´trage de la construction du re´seau discret, c’est–
a`–dire le pas de discre´tisation de l’espace. Il est possible d’utiliser un pas fixe applique´ dans tous
les cas, mais cette approche simpliste trouve rapidement ses limites. En effet, il est tre`s difficile de
trouver une re´solution unique qui satisfasse toutes les applications. La pertinence de la discre´tisation
va de´pendre de l’e´tendue des points dans l’espace des attributs ainsi que de leur distribution locale.
Il a donc e´te´ de´cide´ de parame´trer le choix de la re´solution et de la rendre adaptative. La solution
simple qui a e´te´ choisie consiste a` s’appuyer sur la plus petite diffe´rence de coordonne´es sur les
deux composantes (note´es dminx et dminy) entre deux points distincts (non–superpose´s) de l’ensemble
d’apprentissage. Les dimensions des cellules seront alors un multiple de ces e´carts minimums : dx =
βdminx, dy = βdminy.
L’algorithme de principe du filtrage se re´sume finalement par les e´tapes pre´sente´es dans la
proce´dure 4.1.
De´but
Etape 1. Calcul des parame`tres du re´seau discret (dx, dy).
Etape 2. Comptage des points dans chaque cellule et calcul de la densite´ moyenne d.
Etape 3. Elimination des points appartenant a` des cellules qui ont une densite´ de remplissage
trop faible.
Fin
Proce´dure 4.1 – Algorithme de nettoyage des points aberrants
La me´thode comple`te est quant a` elle de´taille´e par l’algorithme 27. L’e´puration de l’ensemble
d’apprentissage, re´alise´e a` la fois de fac¸on adaptative et empirique, apporte un compromis satisfaisant
entre robustesse et temps de calcul.
La figure 4.3 illustre graphiquement l’e´puration obtenue sur l’ensemble d’apprentissage initiale-
ment pre´sente´ a` la figure 4.1. Sur cet exemple, 17 points ont e´te´ supprime´s sur les 194 points initiaux
(soit 8.76% des points).











Point aberrant de l’ensemble initial
(a) Ensemble d’apprentissage initial











Points retenus par le filtrage
(b) Ensemble d’apprentissage filtre´
Figure 4.3 – Application de l’algorithme d’e´puration des points aberrants
Les expe´rimentations re´alise´es sur l’ensemble d’apprentissage de la figure 4.3(a) pour diffe´rentes
dimensions du re´seau discret, c’est–a`–dire diffe´rentes valeurs de β, montrent (Tab. 4.2) un point
d’inflexion du nombre de points supprime´s. Par la suite, un pas d’e´chantillonnage trois fois supe´rieur
aux distances dminx et dminy est utilise´, c’est–a`–dire β = 3.
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Algorithm 3 Epuration de l’ensemble d’apprentissage
Entre´e : l’ensemble d’apprentissage (aix, aiy), i = 1, Nbpts
Sortie : l’ensemble d’apprentissage nettoye´ (ajx, ajy), j = 1, Nbreduit
Variables locales :
– k,l
– dminx, dminy : la plus petite diffe´rence de coordonne´es > 0 entre les points de l’ensemble
d’apprentissage
– axmin, aymin : la plus petite valeur de l’ensemble sur l’axe x/y
– axmax, aymax : la plus grande valeur de l’ensemble sur l’axe x/y
– stepx, stepy : le pas de discre´tisation sur l’axe x/y
– Nx, Ny : le nombre des cellules obtenues sur l’axe x/y
– density[k,l] : la densite´ de points de la cellule (k,l)
– Nbplein : le nombre de cases pleines
– d : la densite´ moyenne des points d’apprentissage dans les cases pleines
∗Etape 1∗
Rechercher dminx et dminy
Rechercher axmin, aymin, axmax et aymax
stepx ←− 3× dminx ; stepy ←− 3× dminx /*β = 3*/
Nx = |axmax−axminstep x | ; Ny = |aymax−ayminstep y |
∗Etape 2∗
/*Calcul de la densite´ des points dans chaque cellule*/
pour k = 1 a` Nx faire
pour l = 1 to Ny faire
density[k, l]←− Card{(aix, aiy)/aix ∈ [axmin + (k − 1) · stepx, axmin + k · stepx),








/*Recherche des cellules a` conserver et copie des points*/
pour k = 1 a` Nx faire
pour l = 1 a` Ny faire
si density[k, l] ≥ d
2
alors
pour j = Nbreduit a` Nbreduit + density[k, l] faire
copier en (ajx, ajy) les points de la cellule [k,l]
fin pour




4.1.2 Identification des composantes connexes
La compacite´ du nuage de points associe´ a` une classe peut aussi influencer la qualite´ de la
classification. Si les points sont re´partis dans plusieurs re´gions compactes, un syste`me optimal devrait
83
Chapitre 4. Syste`me de classification de´veloppe´
Table 4.2 – Impact du re´seau discret sur l’e´puration
Pas d’e´chantillonnage dmin 2× dmin 3× dmin 4× dmin 5× dmin
Points supprime´s(%) 0 7.96 8.76 8.76 7.17
traiter ces composantes inde´pendamment les unes des autres. La figure 4.4 pre´sente un tel cas, ou` les
points d’apprentissage relatifs a` une unique classe sont concentre´s dans deux nuages connexes. Dans
cette situation le polygone englobant inclut d’importantes zones vides de points [30].











Figure 4.4 – L’influence d’une re´partition non–connexe des points d’apprentissage
Il faut souligner que ce type de proble`me, meˆme s’il reste spe´cifique, peut se retrouver dans
des applications re´elles. La cause de l’apparition de ce phe´nome`ne est le fait que parfois une classe
recherche´e peut eˆtre compose´e de plusieurs sous–classes qui ont des comportements diffe´rents et qui
sont donc caracte´rise´es par des nuages bi–localise´s.
Les contraintes lie´es a` ce pre´–traitement restent les meˆmes que pre´ce´demment, a` savoir limiter la
complexite´ pour garder des temps de calcul raisonnables, l’objectif e´tant avant tout de re´duire l’effet
de la non–connexite´ et non de trouver le nombre optimal de composantes connexes.
La de´tection des composantes connexes peut eˆtre vue comme un proble`me de classification non–
supervise´e qui a pour but d’obtenir une partition “naturelle” des points d’apprentissage. Le nombre
de composantes connexes (sous–classes) n’e´tant pas connu a priori, la premie`re approche choisie a e´te´
l’algorithme de “competitive agglomeration” [50] dans l’objectif d’obtenir une partition correcte des
donne´es avec un nombre restreint de sous–classes. Malheureusement, les re´sultats obtenus dans [30]
ont mis en e´vidence que la partition floue ge´ne´re´e n’e´tait pas directement exploitable pour de´terminer
les diffe´rentes composantes connexes et qu’il e´tait encore ne´cessaire de re´duire le nombre de sous–
classes obtenu. Dans ce contexte, vu la complexite´ calculatoire de la me´thode et le nombre important
de parame`tres a` re´gler, une approche plus pragmatique a e´te´ adopte´e. Celle–ci se de´compose en deux
e´tapes, la premie`re re´alisant un partitionnement net initial des donne´es, la seconde raffinant ce
partitionnement par des traitement ad–hoc. La partition initiale est alors ge´ne´re´e par une me´thode
empirique simple, a` savoir le “basic isodata” [44, 63]. Cet algorithme est une variante de l’algorithme
des plus proches voisins de´crit dans le chapitre II de cette the`se. Son principe est donne´ dans la
proce´dure 4.3.
Le nombre de sous–classes est fixe´ au nombre de points d’apprentissage divise´ par 10 avec une
borne minimale de 2 et maximale de 10. Dans l’hypothe`se d’une distribution uniforme des exemples,
ce choix impose au moins 10 points d’apprentissage par sous–classe. Un de´savantage ge´ne´ral de
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De´but
Etape 1. Le nombre a priori des classes est fixe´ a` C = min(10,max(2, Nbpts/10)).
Etape 2. Les points sont re´partis ale´atoirement dans les C classes.
Etape 3. Les “centres” des classes ainsi de´finies sont calcule´s.
Etape 4. Pour chaque point, on de´termine le centre de classe le plus proche et
on le re´affecte a` la classe correspondante.
Etape 5. Si au moins un point a change´ de classe, on recalcule les centres.
Etape 6. Les e´tapes 4. et 5. sont re´pe´te´es jusqu’a` ce qu’un nombre maximal d’ite´rations
soit atteint ou qu’aucun point n’ait change´ de classe.
Fin
Proce´dure 4.3 – Principe de l’algorithme “basic isodata”
cet algorithme est qu’il a tendance a` devenir lourd en terme de temps d’exe´cution et ressources
calculatoires. Comme dans le contexte de travail propose´, on n’a pas besoin que le re´sultat soit d’une
qualite´ exceptionnelle, le crite`re d’arreˆt a e´te´ fixe´ de fac¸on tre`s stricte. Ainsi, le processus est arreˆte´
apre`s quelques ite´rations, meˆme si les sous–classes identifie´es ne sont pas stabilise´es. Par conse´quent,
l’algorithme est exe´cute´ rapidement et sans une consommation importante de ressources de calcul.
Meˆme si la re´partition obtenue par cet algorithme n’est pas optimale, elle est raffine´e dans une
deuxie`me e´tape.
Dans cette deuxie`me e´tape, les points initialement re´partis dans les diffe´rents nuages sont re´–
e´tiquete´s si besoin est. Pour cela, on ordonne tout d’abord les nuages selon leur cardinal et on calcule
pour chaque nuage n identifie´ sa distance interne dintranuage(n). Cette distance est de´finie comme la








(aix − ajx)2 + (aiy − ajy)2
N
, avec N=Cardinal(n) (4.3)
Ensuite, les points qui composent chacun des nuages sont a` nouveau analyse´s de fac¸on a` proce´der
a` leur e´ventuel re´e´tiquetage. Pour tout point i du nuage k, on de´termine son plus proche voisin
parmi les points des nuages de cardinal supe´rieur. Soit dmin la distance a` ce plus proche voisin et l
le nuage auquel il appartient. Si dmin est infe´rieure a` la distance interne des deux nuages implique´s
(dintranuage(k) et dintranuage(l)), le point i est re´e´tiquete´ comme appartenant au nuage l. Cette strate´gie
de re´allocation est re´pe´te´e jusqu’a` ce qu’il n’y ait plus de point qui change de nuage ou qu’un nombre
maximal d’ite´rations soit atteint. Le re´sultat est la re´duction du nombre de nuages connexes tout en
respectant leur distance interne dintranuage.
Le principe de l’algorithme est de´crit en langage naturel dans la proce´dure 4.4, puis de´taille´ dans
l’algorithme 31.
La proce´dure a e´te´ applique´e sur l’ensemble d’apprentissage pre´sente´ dans la figure 4.4. Les
re´sultats sont montre´s dans la figure 4.5. Les deux nuages visuellement isole´s sont identifie´s correc-
tement (les points de chaque nuage identifie´ sont repre´sente´s avec une couleur).
La proce´dure propose´e n’est pas une me´thode de classification non–supervise´e, elle a comme seul
but d’identifier les composantes connexes d’un ensemble d’apprentissage qui sont clairement se´pare´es,
afin d’aider le syste`me de classification a` base de re`gles graduelles propose´. Elle est base´e sur une
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De´but
Etape 1. Initialisation des nuages par l’algorithme “basic isodata”.
Etape 2. Tri des nuages par ordre croissant de cardinal.
Etape 3. Calcul des distances intranuages.
Etape 4. Re´e´tiquetage des points :
Pour chaque nuage k :
Pour chaque point i du nuage k :
point j ←−point le plus proche du point i parmi
les points des nuages > k
dmin ←−distance entre les points i et j
nuage l←−nuage auquel appartient le point j
Si dmin < dintranuage(k) et dmin < dintranuage(l) le point
i est re´e´tiquete´ dans le nuage l
Etape 5. Re´pe´ter les e´tapes 2, 3 et 4 jusqu’a` ce que plus aucun point ne change
de nuage ou que le nombre maximal d’ite´rations soit atteint
Fin
Proce´dure 4.4 – Identification des composantes connexes – principe











Figure 4.5 – Identification des nuages connexes
strate´gie ad–hoc, sans doute ame´liorable d’un point de vue complexite´ et convergence.
4.2 Architecture d’un syste`me de classification a` base de
composants e´le´mentaires
Les proble`mes re´els de classification n’ont pas la simplicite´ du cas pre´sente´. Les exemples a`
classifier sont de´crits par plusieurs attributs et il faut distinguer entre plusieurs classes. Le chapitre
pre´ce´dent a montre´ l’apprentissage d’une re`gle qui assure la classification d’un point dans un espace
de deux attributs pour une seule classe. Plusieurs proble`mes doivent eˆtre traite´s afin de pouvoir
appliquer le syste`me propose´ sur les cas re´els de classification :
– Etendre le principe utilise´ au cas des points caracte´rise´s par plusieurs attributs pour e´tablir
l’appartenance ou la non-appartenance a` une seule classe.
– Prendre en conside´ration l’existence de l’ensemble des classes et ge´rer leurs possibles superpo-
sitions.
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Algorithm 4 Identification des composantes connexes associe´es a` une meˆme classe
Entre´e : l’ensemble d’apprentissage ai = (aix, aiy), i = 1, Nbpts
Sortie : l’ensemble d’apprentissage se´pare´ en composantes connexes :
cck = {ai/label(ai) = k} ; label(ai) = l’e´tiquette du point ai = (aix, aiy)
Variables locales :
– l : compteur
– dintranuage(k), k = 1, C : la distance moyenne du nuage k
– dmin : la distance minimale d’un point a` un autre point situe´ dans un nuage voisin
∗Etape 1∗
C ←− min(10,max(2, Nbpts/10))
Algorithme Basic ISODATA [44] =⇒ cck, k = 1, C
modif ←− VRAI
nit ←− 0
tant que modif et nit < NitMax faire
∗Etape 2∗
(cc(k)) //Ordonner les nuages par card(cck) croissant
∗Etape 3∗
pour k = 1 a` C//Pour tous les nuages identifie´s par Etape 1 faire
dintranuage(k)←− 0
pour ∀ai ∈ cck faire





nit ←− nit + 1
∗Etape 4∗
pour ∀cc(k) /*nuage k*/ faire
pour ∀ai ∈ cc(k) /*point i*/ faire
∗ ∗ Etape 4a ∗ ∗
dmin←− min{d(ai, aj)}, aj ∈ cc(l), l > k /*le point j appartient au nuage l*/
∗ ∗ Etape 4b ∗ ∗
si dmin < dintranuage((k)) ET dmin < dintranuage((l)) alors






– Fusionner les re´sultats partiels pour prendre une de´cision sur l’appartenance finale des points
a` classifier.
Comme pre´sente´ dans les chapitres introductifs, un syste`me de classification base´ sur des re`gles
est construit et utilise´ en trois e´tapes :
1. L’e´tape d’apprentissage, ou` les re`gles sont de´duites a` partir d’un ensemble d’apprentissage.
2. L’e´tape de validation, ou` les re`gles sont applique´es sur des donne´es dont on connaˆıt la classe
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d’appartenance, ce qui permet la validation de la me´thode d’apprentissage, par exemple a` l’aide
d’un indice de bonne classification.
3. La dernie`re e´tape est l’e´tape d’exploitation du syste`me re´alise´ en appliquant les re`gles sur des
donne´es inconnues ou qui n’ont pas servi a` l’apprentissage.
Pour pouvoir e´tendre l’approche de base au cas multi–dimensionnel, il faut tenir compte d’une
remarque tre`s importante : les implications ne sont ni commutatives ni associatives. L’extension du
principe a` plus de deux attributs n’est donc pas imme´diate. Passer du polygone convexe dans le plan
a` une forme line´aire tri-dimensionnelle par exemple ne peut pas eˆtre imagine´ en gardant en meˆme
temps l’utilisation de l’ope´rateur d’implication dans la pre´misse des re`gles.
La solution propose´e pour la situation ou` les points a` traiter ont plus de deux attributs est donc
d’appliquer le principe de´crit sur chaque paire d’attributs possible. Chaque paire d’attributs sera donc
associe´e a` une re`gle de classification. Il en re´sulte alors un autre proble`me : celui de fusionner les
re´sultats issus de toutes ces re`gles afin d’obtenir un re´sultat final pertinent. Deux solutions possibles
sont propose´es et analyse´es dans les sections suivantes.
4.2.1 Me´thodes de fusion des syste`mes de classification
Comme la sortie des boˆıtes e´le´mentaires qui ont e´te´ de´taille´es dans le chapitre pre´ce´dent est une
de´cision nette d’appartenance ou non–appartenance a` la classe analyse´e, cette section est centre´e sur
les me´thodes de fusion des syste`mes de classification nette. Des me´thodes propose´es pour re´aliser la
fusion de classifieurs flous peuvent eˆtre trouve´es dans la litte´rature [136, 56].
La fusion des classifieurs est d’habitude dicte´e par le besoin d’ame´liorer les re´sultats de la clas-
sification. Chaque classifieur qui est inclus dans le re´seau de fusion apporte une certaine quantite´
d’information utile et le but du syste`me de fusion est d’obtenir des re´sultats plus pertinents que
chaque classifieur individuel.
Ge´ne´ralement, on peut identifier deux types d’approches dans le domaine :
1. la premie`re consiste a` e´valuer les classifieurs individuellement et, en utilisant des crite`res pre´–
de´finis, en choisir un ou plusieurs qui sont conside´re´s “les meilleurs” [157]. Si le principe est de
choisir un seul classifieur, sa sortie est utilise´e telle qu’elle est. Si la se´lection consiste a` choisir
un groupe de classifieurs qui donnent des re´sultats pertinents, elle est d’habitude suivie par
une deuxie`me e´tape qui consiste a` appliquer une fusion selon la deuxie`me approche, de´crite
ci–apre`s.
2. La deuxie`me approche consiste a` prendre en compte tous les syste`mes de classification ana-
lyse´s et calculer une sortie globale qui est une combinaison des sorties particulie`res de chaque
classifieur [52, 158, 149, 140].
Dans le cadre de la premie`re approche, la me´thode la plus re´pandue est la me´thode de se´lection
dynamique du classifieur. Cette me´thode choisit un seul des classifieurs analyse´s et la sortie de ce
classifieur est fournie comme sortie du syste`me de fusion. Si le processus est re´pe´te´ en e´liminant
a` chaque fois le classifieur qui a e´te´ conside´re´ comme le meilleur dans l’e´tape pre´ce´dente, on peut
obtenir une hie´rarchie des classifieurs selon leur pertinence [55, 157].
Une autre me´thode appartenant a` cette cate´gorie est la me´thode de groupement et de structu-
ration des classifieurs. Dans ce cas, comme illustre´ en [68], les classifieurs sont groupe´s selon des
crite`res pre´–de´finis. Diffe´rentes me´thodes de se´lection sont ensuite applique´es a` chaque groupement
afin de se´lectionner le meilleur. Les crite`res, qui sont a` la base de la construction des groupes et de la
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se´lection du “leader” de chaque groupe, sont tre`s diverses et ge´ne´ralement de´pendent de l’application
conside´re´e.
La deuxie`me approche peut eˆtre utilise´e soit inde´pendamment sur l’ensemble de classifieurs a`
analyser, soit comme une deuxie`me e´tape de fusion sur le sous–ensemble de classifieurs fourni par
une premie`re e´tape de se´lection. Dans ce cas, le re´sultat de chaque classifieur inde´pendant est pris en
conside´ration. Le syste`me de fusion le plus fre´quent est base´ sur le principe du vote [138]. En ge´ne´ral,
les syste`mes imple´mente´s sur ce principe sont applique´s quand les classifieurs individuels fournissent
une sortie nette et unique. La sortie du syste`me de fusion est alors la classe qui apparaˆıt le plus
souvent dans les sorties des classifieurs individuels. Une condition supple´mentaire est d’habitude
rajoute´e en ce qui concerne la fre´quence absolue d’apparition de cette classe majoritaire. Ce crite`re
est d’habitude un seuil qui donne la proportion minimale des votants qui doivent fournir le meˆme
re´sultat afin qu’il soit pris en conside´ration. Ce seuil est souvent fixe´ a` 0.5, ce qui est connu dans la
litte´rature comme le “vote majoritaire”.
Une autre me´thode qui prend en conside´ration tous les classifieurs de base analyse´s est une
me´thode qui organise les classes de sortie selon des rangs. Cette me´thode est compose´e de deux e´tapes
qui peuvent eˆtre aussi applique´es inde´pendamment. La premie`re e´tape consiste a` re´duire le nombre
de classes de sortie possibles. Le principe de cette e´tape est de re´duire le plus possible l’ensemble des
classes de sortie, en gardant en meˆme temps une bonne probabilite´ d’inclusion de la vraie classe de
sortie dans cet ensemble. Comme illustre´ en [68], dans le domaine on trouve deux grandes directions,
l’union et l’intersection des voisinages. Ensuite la deuxie`me e´tape consiste a` ordonner les classes
qui se trouvent dans cet ensemble re´duit de classes de sortie possibles. Le but de cette e´tape est
de placer la vraie classe d’appartenance a` la premie`re place, c’est–a`–dire lui associer la plus grande
probabilite´ de sortie. Ce proble`me est aussi traite´ dans [68], les diffe´rentes approches pour le re´soudre
e´tant la me´thode du plus grand rang, celle du compte de Borda, ou encore la re´gression logistique
(me´thode statistique qui permet de produire un mode`le de pre´diction des valeurs prises par une
variable cate´gorielle a` partir d’une se´rie de variables explicatives).
Un proble`me particulier est de fusionner des classifieurs qui n’ont pas de sorties nettes, mais
floues, c’est–a`–dire dont les sorties sont des vecteurs compose´s par des valeurs re´elles dans le domaine
[0, 1]. Le but des me´thodes de fusion dans ce cas–la` est de re´duire le degre´ d’incertitude associe´ aux
degre´s d’appartenance flous fournis par chaque classifieur individuel. Plusieurs me´thodes peuvent
eˆtre e´nume´re´es pour cette proble´matique.
Les me´thodes de fusion base´es sur le principe de Bayes peuvent eˆtre applique´es dans ce contexte
si les sorties des classifieurs individuels sont exprime´es comme des probabilite´s a posteriori des classes
correspondantes, c’est–a`–dire que la somme des composantes re´elles du vecteur de sortie doit eˆtre
e´gale a` 1. La me´thode base´e sur la moyenne de Bayes consiste a` calculer une probabilite´ a posteriori
moyenne pour toutes les classes de sortie, par le simple calcul de la moyenne des composantes de
meˆme rang dans tous les vecteurs de sortie. Le principe est en fait une ge´ne´ralisation du principe de
vote. La me´thode peut eˆtre raffine´e en prenant en compte les erreurs introduites par chaque classifieur
et donc en leur associant des poids diffe´rents [90].
Une image d’ensemble sur les principales me´thodes de fusion existantes peut eˆtre trouve´e dans
[136]. Une comparaison entre les performances de diffe´rentes strate´gies de fusion est fournie dans [94]
et dans [95]
Afin de fusionner les classifieurs de base de´crits a` la fin du chapitre pre´ce´dent, on propose deux
approches diffe´rentes. Comme principe de base, elles utilisent le principe de votes, qui a e´te´ adapte´ afin
de traiter des sorties multiples qui ne sont pas des probabilite´s a posteriori. La diffe´rence principale
entre les deux me´thodes est dicte´e par l’importance associe´e au type d’information apporte´e par
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chacune. La premie`re approche apporte surtout de l’information “positive”, elle est “permissive”
avec l’appartenance des points a` classifier aux classes apprises, alors que la deuxie`me apporte plutoˆt
de l’information “ne´gative”, les points sont alloue´s a` une classe selon des crite`res plus stricts. Les
syste`mes de´veloppe´s sont de´crits dans les sections suivantes.
4.2.2 Approche base´e sur les classes
Comme chaque paire d’attributs sera traite´e inde´pendamment, une re`gle compose´e de plusieurs
contraintes est calcule´e pour chaque paire et pour chaque classe pour laquelle on a des points d’ap-
prentissage. Ces re`gles sont les e´le´ments de base dans le syste`me de classification propose´. Un premier
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Figure 4.6 – Le syste`me de classification - approche base´e sur les classes
Cette approche est base´e sur les classes, c’est–a`–dire qu’elle va calculer un degre´ d’appartenance
global µCi pour chaque classe inde´pendamment les unes des autres (blocs horizontaux sur la figure
4.6).
Le traitement des informations est lui organise´ sur trois niveaux (blocs verticaux sur la figure
4.6). Le premier niveau utilise chaque paire d’attributs du point a` classifier afin de calculer son
degre´ d’appartenance a` une classe Ci. L’application d’une re`gle associe´e a` la classe Ci et a` un couple
d’attributs {xj, xk} constitue la “boˆıte e´le´mentaire” du syste`me de classification, comme de´crit a` la
fin du chapitre pre´ce´dent. La sortie d’une telle boˆıte e´le´mentaire est un degre´ d’appartenance binaire
du point a` la classe analyse´e, comme exprime´ dans l’e´quation (3.10), page 57.
Le deuxie`me niveau de traitement calcule un degre´ d’appartenance a` chaque classe Ci, µCi , i =
1, |C| selon un syste`me de type “vote”. Chaque paire d’attributs a le meˆme poids dans le calcul de ce
degre´. Le re´sultat du vote µCi sera alors le rapport entre le nombre de votants qui ont pris la de´cision
“le point appartient a` la classe Ci” sur le nombre total de votants, comme montre´ dans l’e´quation
4.4. Le nombre des votants est e´gal au nombre de combinaisons de deux attributs parmi N , note´
par la suite C2N =
N ·(N−1)
2
. Chaque degre´ d’appartenance µCi a donc une valeur dans l’intervalle
[0, 1]. Les extre´mite´s de cet intervalle correspondent au vote unanime des paires d’attributs pour
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N(N − 1) (4.4)
Le dernier niveau de traitement (niveau 3) re´alise la fusion de tous ces degre´s d’appartenance et
retourne un vecteur binaire. Chaque composante de ce vecteur correspond a` une classe et la valeur 0
indique la non–appartenance a` cette classe, alors que la valeur 1 indique l’appartenance. Sur chaque
composante du vecteur, la de´cision est prise par comparaison du re´sultat du vote a` un seuil (note´ α).
Le choix de la valeur du seuil (entre 0 et 1) permet d’optimiser la proportion des exemples rejete´s
par rapport au degre´ de confiance dans la classification des exemples classifie´s. L’interpre´tation de
cette sortie sera de´taille´e dans une section suivante.
4.2.3 Approche base´e sur les paires d’attributs
La deuxie`me approche se focalise sur un meˆme couple d’attributs et non plus sur une classe
recherche´e. Cette approche est illustre´e sur la figure 4.7. Cette fois–ci, les blocs horizontaux consistent
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Figure 4.7 – Le syste`me de classification - approche base´e sur les paires d’attributs
Le flux de traitement va se de´couper en quatre niveaux qui sont le´ge`rement diffe´rents de ceux de
l’approche pre´ce´dente.
Le premier niveau de traitement consiste a` appliquer toutes les re`gles obtenues pour chaque
classe a` chacune des paires d’attributs disponibles. Ce niveau est identique pour cette approche et
pour l’approche pre´sente´e dans la section pre´ce´dente. Si on conside`re l’objet a` classifier caracte´rise´
par ses attributs {a1, . . . aN}, alors la sortie de ce niveau est compose´e de plusieurs degre´s partiels
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d’appartenance donne´s par chaque paire d’attributs (i, j) de l’objet analyse´ a` chaque classe Ck :
µΓ(xi,xj)Ck(ai, aj); k ∈ {1, . . . , | C |}, i ∈ {1, . . . , N − 1} et j ∈ {i, . . . , N}.
Le deuxie`me niveau est l’e´tape la plus importante pour cette approche. C’est sur les aspects
lie´s a` cette e´tape que les deux me´thodes sont profonde´ment diffe´rentes. Plusieurs traitements sont
effectue´s :
1. Somme des sorties des classifieurs e´le´mentaires k ∈ {1, |C|} pour chaque paire d’attributs : on
calcule la somme des valeurs binaires obtenues au niveau 1 pour toutes les classes.
2. Seuillage applique´ sur la somme obtenue : une somme trop importante signifierait que le couple
d’attributs apporte beaucoup d’ambigu¨ıte´ dans la se´paration des classes recherche´es. Il est
de´cide´ de ne conserver que les couples d’attributs discriminants. Pour cela la somme doit eˆtre
infe´rieure a` un seuil ρ pour que la de´cision du couple soit conserve´e. La sortie de ce niveau
consiste donc dans une valeur logique dij qui indique si le couple des attributs (i, j) a un pouvoir
discriminant et qui peut avoir les valeurs “vrai” ou “faux” :
di,j =





Le seuil ρ a e´te´ fixe´ a` |C|
2
(valeur optimale obtenue experimentalement). Cela permet d’“e´liminer”
une paire d’attributs si elle vote positivement pour plus d’une moitie´ des classes recherche´es.
On note les paires retenues pri et leur nombre Pr.
3. Construction du vecteur de sortie : si l’e´tape pre´ce´dente n’arreˆte pas le processus, on concate`ne
les re´sultats de base obtenus pour la paire d’attributs (i, j) dans un vecteur binaire |C|–
dimensionnel vij :
vi,j = [µΓ(xi,xj)C1 , · · · , µΓ(xi,xj)C|C| ]
Les composantes binaires bijk de ce vecteur sont en fait le vote positif ou ne´gatif de la paire
d’attributs pour la classe correspondante Ck.
Les vecteurs de sortie de la deuxie`me e´tape sont transforme´s (niveau 3) en un seul vecteur
en calculant une moyenne sur chaque composante des vecteurs obtenus pour les diffe´rentes paires
d’attributs qui ont e´te´ retenues. On obtient alors un vecteur interme´diaire v, qui est calcule´ selon la
proce´dure 4.5. Si toutes les paires d’attributs donnent des re´sultats trop ambigus la sortie de cette
e´tape est un vecteur nul dont la dimension est e´gale au nombre de classes apprises.
De´but
Etape 1. Initaliser v = [0, · · · , 0].
Etape 2. Pour toutes les classes Ck :
2a) Pour toutes les paires d’attributs (i, j) :




Proce´dure 4.5 – Calcul de la sortie du niveau 3
Le dernier niveau (niveau 4) re´alise la prise de de´cision sur chaque composante du vecteur v
obtenu a` l’e´tape pre´ce´dente. La prise de de´cision re´side en une comparaison a` un seuil. Cette ope´ration
correspond en fait a` remplacer dans le vecteur v les valeurs infe´rieures a` un seuil par ze´ro, comme
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montre´ dans l’e´quation 4.5. Le seuil donne le degre´ de flexibilite´ du syste`me : un seuil bas correspond
a` un syste`me qui accepte la classification d’un objet dans une classe meˆme si le nombre des votes
positifs est faible, alors qu’un seuil haut correspond a` accepter de classer un objet seulement si le
nombre des votes positifs est important. Pour la premie`re situation, il est plus probable de classifier
un pourcentage plus important des objets, mais la certitude d’avoir une classification correcte est
basse. Dans la deuxie`me situation, il est plus probable d’avoir des objets qui restent non–classifie´s,
mais la certitude sur l’appartenance des objets qui sont classifie´s augmente. Le seuil S propose´ par
le syste`me de´veloppe´ est fixe´ a` 0.5, ce qui se traduit par retenir une classe comme possible classe
d’appartenance pour l’objet si au moins une moitie´ des paires des attributs disponibles ont vote´
positivement pour cette appartenance.
bsc =
{
vc, vc ≥ S ou
0, sinon
(4.5)
Le dernier pas de traitement est la binarisation du vecteur de sortie, comme pre´sente´ dans
l’e´quation 4.6. Les composantes maximales et celles qui sont tre`s proches de ces valeurs (une diffe´rence
maximale de 5% est permise) sont garde´es comme correspondant a` des classes d’appartenance pos-
sibles. Comme dans le cas pre´ce´dent, la sortie du syste`me n’est pas force´ment une et une seule classe
d’appartenance, mais elle peut se situer dans un des cas de´crits dans la section suivante.
bc =
{
1, bsc ∈ (bscmax− 5%, bscmax]
0, sinon
(4.6)
Cette deuxie`me approche de fusion des diffe´rentes boˆıtes de base du syste`me de classification
peut eˆtre vue comme une post–se´lection des attributs. Meˆme si tous les attributs disponibles sont
utilise´s pendant l’e´tape d’apprentissage du syste`me, il est possible de ne pas utiliser une partie de ces
attributs (plus exactement une partie des paires d’attributs) pendant la classification elle–meˆme, et
cela selon le point a` classifier. Le principe qui se trouve a` la base de cette approche est le fait qu’une
paire d’attributs peut eˆtre tre`s discriminante et pertinente pour un point donne´ mais plutoˆt ambigu¨e
pour un autre. D’un point de vue ge´ome´trique on peut analyser cette approche en se rapportant a` la
signification d’une boˆıte de base, telle qu’elle a e´te´ de´crite dans le chapitre pre´ce´dent. Si on prend en
conside´ration un meˆme point et les diffe´rents plans de repre´sentation donne´s par diffe´rentes paires
d’attributs, il peut se trouver en plein centre d’un polygone associe´ a` une classe et seulement dans
ce polygone pour certaines paires et en pe´riphe´rie de plusieurs polygones qui se chevauchent pour
d’autres. Le principe qui est a` la base de l’approche de´crite dans cette section est donc d’ignorer
ces dernie`res paires d’attributs et de prendre en conside´ration seulement les paires d’attributs qui
sont vraiment discriminantes. Meˆme si de cette manie`re on perd apparemment de l’information, le
re´sultat final peut eˆtre plus fiable, comme cela est illustre´ ulte´rieurement a` travers des benchmarks
et des applications.
4.3 Interpre´tation de la sortie du syste`me
Les deux approches propose´es ont comme sortie un vecteur binaire. Le syste`me accepte la situation
d’ambigu¨ıte´ et celle de rejet. L’ambigu¨ıte´ correspond en fait a` l’appartenance d’un meˆme point a`
plusieurs classes, alors qu’un point rejete´ est conside´re´ comme e´tant en dehors de toutes les classes
qui ont e´te´ apprises. Pour ge´rer toutes les possibilite´s, la sortie du syste`me de classification propose´
n’est donc pas une classe, mais un vecteur de degre´s d’appartenance binaires v = [b1, b2, . . . , b|C|],
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comme sugge´re´ dans les deux sections pre´ce´dentes. Chacun de ces degre´s donne l’appartenance ou la
non–appartenance a` une des classes existantes. On peut donc identifier plusieurs situations possibles :




bi = 1, donc bk = 1 et bi = 0 ∀i 6= k. Dans cette situation le point est classe´
directement dans la classe k.
– Le rejet : le vecteur de sortie n’est compose´ que de valeurs nulles (
|C|∑
i=1
bi = 0). Cette situation
est la situation de rejet, ou` le point n’est alloue´ a` aucune des classes apprises. Elle correspond
ge´ne´ralement a` une quantite´ d’information “ne´gative” importante.
– L’ambigu¨ıte´ : dans le vecteur de sortie, il existe plusieurs valeurs unitaires (
|C|∑
i=1
bi > 1). Cette
situation est une situation d’ambigu¨ıte´. Elle est ge´re´e en gardant l’ambigu¨ıte´ et en cre´ant une
nouvelle classe associe´e a` cette situation. Une ambigu¨ıte´ importante correspond a` une quantite´
d’information “positive” importante. On peut envisager de traiter dans un deuxie`me temps
ces situations d’ambigu¨ıte´ avec par exemple des connaissances supple´mentaires. Ces travaux ne
traitent pas cet aspect et se contentent de classer les points en classe d’ambigu¨ıte´.
4.4 Validation sur des benchmarks
Afin de valider le syste`me propose´, il a e´te´ applique´ sur des bases de donne´es classiques, usuelle-
ment utilise´es comme re´fe´rences dans le domaine de la classification. Ces bases de donne´es appele´es
“benchmarks” sont disponibles sur internet :
– http ://archive.ics.uci.edu/ml/datasets.html
Les re´sultats pre´sente´s concernent les benchmarks “iris” et “wine”. Ces deux ensembles de donne´es
ont e´te´ choisis parce qu’ils sont tre`s utilise´s dans le domaine de la classification, ce qui permet de
se placer par rapport aux autres classifieurs. Sachant que les re`gles floues conjonctives, qui sont
la me´thode de classification la plus proche de la me´thode propose´e, sont ge´ne´ralement accepte´es
comme re`gles puissantes de classification, une comparaison entre les re´sultats des deux me´thodes est
propose´e.
La validation de la me´thode a e´te´ faite en deux e´tapes principales. La premie`re e´tape consiste a`
apprendre le syste`me sur la totalite´ de l’ensemble de donne´es disponibles et ensuite de la tester sur
ces meˆmes donne´es. Le but de cette e´tape est de valider le syste`me a` un niveau de base et ainsi de
montrer que l’utilisation des re`gles graduelles comme re`gles de classification ne donne pas de re´sultats
aberrants.
Comme le syste`me de classification propose´ permet des sorties multiples (l’ambigu¨ıte´) et l’absence
de sorties (le rejet), un simple taux de classification correcte n’est pas tre`s pertinent. Les re´sultats
seront donc pre´sente´s sous la forme d’une matrice de confusion le´ge`rement modifie´e par rapport a` sa
forme classique.
La deuxie`me e´tape de validation consiste a` e´valuer le syste`me dans un cadre formel. Pour cela,
un syste`me d’e´valuation base´ sur le principe de cross–validation, notamment sur la me´thode “leave–
one–out” de´crite dans la section 1.3.2, a e´te´ mis en œuvre.
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4.4.1 Validation sur les donne´es d’apprentissage “iris”
Le premier benchmark utilise´ est l’ensemble de donne´es “iris”, qui est caracte´rise´ par :
– 3 classes repre´sente´es chacune par 50 points (un total de 150 points).
– Chaque point est caracte´rise´ par 4 attributs nume´riques avec des valeurs re´elles, repre´sentant
la longueur et la largeur des se´pales et des pe´tales.
Les tableaux 4.6 et 4.7 repre´sentent les matrices de confusion obtenues en appliquant le syste`me
de classification propose´ en configuration “approche par classes” (tableau 4.6) et “approche par paires
d’attributs” (tableau 4.7). Les colonnes “C0” a` “C2” repre´sentent les pourcentages de points qui ont
e´te´ alloue´s a` la classe correspondante (et seulement a` cette classe), la colonne “Confusion” le pourcen-
tage de points qui ont e´te´ alloue´s a` 2 classes, “Rejet” le pourcentage des points qui n’ont e´te´ alloue´s
a` aucune classe et “Ambig. totale” le pourcentage des points qui ont e´te´ alloue´s a` toutes les classes
disponibles. Sur les lignes sont repre´sente´es les points appartenant aux trois classes pour les quatre
niveaux de pre´–traitement propose´s : sans pre´–traitement (–), e´puration de l’ensemble d’appren-
tissage (1), identification des composantes connexes (2) et e´puration de l’ensemble d’apprentissage
suivie par l’identification des composantes connexes (1 et 2).
On remarque dans les tableaux 4.6 et 4.7 que les re´sultats sont tre`s bons. On peut e´galement
remarquer le comportement diffe´rent des deux approches : l’ambigu¨ıte´ qui apparaˆıt pour l’approche
par classes se transforme en rejet pour l’approche par paires d’attributs, ce qui correspond a` nos
pre´visions, e´tant donne´ les principes des deux approches : l’ambigu¨ıte´ peut apparaˆıtre a` cause de
diffe´rentes paires d’attributs qui votent pour des classes diffe´rentes, mais plus souvent, si le syste`me
est bien appris et l’ensemble d’apprentissage cohe´rent avec l’ensemble de test, l’ambigu¨ıte´ se retrouve
au niveau de chaque paire d’attributs ; ainsi, une meˆme paire va voter pour plusieurs classes. Dans
le cas de l’approche par classes le vote sera pris en conside´ration pour toutes ces classes, ce qui
ame`ne tre`s probablement a` propager l’ambigu¨ıte´ jusqu’a` la sortie finale du syste`me. Par contre, pour
l’approche par paires d’attributs ces paires qui apportent de l’ambigu¨ıte´ dans le syste`me sont tout
simplement ignore´es. Si la totalite´ ou la grande majorite´ des paires se trouvent dans cette situation,
le syste`me, en manque d’information pertinente, prend la de´cision de rejet.
Pre´-traitement C0[%] C1[%] C2[%] Confusion[%] Rejet[%] Ambig. totale[%]
–
C0 100 0 0 0 0 0
C1 0 98 0 2 0 0
C2 0 0 100 0 0 0
1
C0 100 0 0 0 0 0
C1 0 98 2 0 0 0
C2 0 0 100 0 0 0
2
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
1 et 2
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
Table 4.6 – Premiers re´sultats obtenus sur l’ensemble de donne´es “iris” – approche par classes
Ces re´sultats de base ont confirme´ la possibilite´ d’utiliser les re`gles graduelles comme re`gles de
classification. Ils sont aussi en parfaite cohe´rence avec les attentes the´oriques de´duites du mode`le
de´veloppe´.
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Pre´-traitement C0[%] C1[%] C2[%] Confusion[%] Rejet[%] Ambig. totale[%]
–
C0 100 0 0 0 0 0
C1 0 98 0 0 2 0
C2 0 0 100 0 0 0
1
C0 100 0 0 0 0 0
C1 0 98 2 0 0 0
C2 0 0 100 0 0 0
2
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
1 et 2
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
Table 4.7 – Premiers re´sultats obtenus sur l’ensemble de donne´es “iris” – approche par paires
d’attributs
4.4.2 Validation sur les donne´es d’apprentissage “wine”
Un deuxie`me test est re´alise´ sur l’ensemble de donne´es “wine”. Son but est de touver l’origine
de diffe´rents vins a` partir de re´sultats d’analyses chimiques. Cet ensemble de donne´es est conside´re´
comme tre`s approprie´ pour le test de nouveaux syste`mes de classification, meˆme si la difficulte´ de la
taˆche de classification n’est pas trop e´leve´e. Il comporte les caracte´ristiques suivantes :
– 3 classes repre´sente´es respectivement par 59, 71 et 48 points (un total de 178 points).
– Chaque point est caracte´rise´ par 13 attributs nume´riques a` valeur re´elle, comme par exemple
le pourcentage d’alcool, l’intensite´ de la couleur, l’alcalinite´ etc.
On peut remarquer que les premiers re´sultats, pre´sente´s dans les tableaux 4.8 et 4.9, sont tre`s
encourageants : seulement un point de la premie`re classe a e´te´ place´ dans la classe de rejet (il n’a e´te´
affecte´ a` aucune des classes apprises) dans le cas de l’approche par paires d’attributs.
Pre´-traitement C0[%] C1[%] C2[%] Confusion[%] Rejet[%] Ambig. totale[%]
–
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
1
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
2
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
1 et 2
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
Table 4.8 – Premiers re´sultats obtenus sur l’ensemble de donne´es “wine” – approche par classes
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Pre´-traitement C0[%] C1[%] C2[%] Confusion[%] Rejet[%] Ambig. totale[%]
–
C0 98.3 0 0 0 1.7 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
1
C0 98.3 0 0 0 1.7 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
2
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
1 et 2
C0 100 0 0 0 0 0
C1 0 100 0 0 0 0
C2 0 0 100 0 0 0
Table 4.9 – Premiers re´sultats obtenus sur l’ensemble de donne´es “wine” – approche par paires
d’attributs
4.4.3 Test en ge´ne´ralisation sur les donne´es “iris”
Dans les tableaux 4.10 et 4.11 sont pre´sente´s les re´sultats obtenus en cross–validation par la
me´thode “leave one out”. On remarque une baisse importante de performance par rapport a` la vali-
dation sur les donne´es d’apprentissage, surtout pour l’approche par classes. Pourtant, les taux moyens
de classification correcte restent au–dessus de 80% (90.67% pour l’apprentissage sans traitement de
l’ensemble d’apprentissage, 88% pour l’ensemble d’apprentissage filtre´, 85.33% quand l’algorithme
d’identification des composantes connexes est applique´ sur l’ensemble d’apprentissage et 81.33%
quand les deux traitements sont applique´s) pour l’approche par classes et au–dessus de 90% (res-
pectivement 95.33%, 95.33%, 94% et 94%) pour l’approche par paires d’attributs. Ces valeurs sont
calcule´es en faisant la moyenne sur les 3 taux de classification correcte rapporte´s dans les tableaux
4.10 et 4.11. Si on se re´fe`re aux re´sultats rapporte´s pour diffe´rentes approches base´es sur des re`gles
conjonctives [75], ou` la me´thode leave–one–out est aussi utilise´e, on remarque que les taux de clas-
sification correcte varient entre 88.7% et 98%, ce qui place le classifieur propose´ dans une position
correcte par rapport aux classifieurs base´s sur des re`gles conjonctives.
Le taux de rejet obtenu par le syste`me propose´ se situe pour l’approche par classes entre 5.33% et
14.67% (5.33%, 8%, 10.67%, 14.67%) et entre 0.67% et 1.33% pour l’approche par paires d’attributs
(0.67%, 0.67%, 1.33% et 1.33%). Ces valeurs sont calcule´es de la meˆme manie`re que les taux moyens
de classification correcte. Les taux de rejet rapporte´s en [75] varient entre 0% et 10%, ce qui place
encore une fois le syste`me propose´ dans une position acceptable. Afin d’e´valuer le niveau d’erreur
obtenu, on conside`re la confusion entre deux classes (dont l’une la classe re´elle) comme une erreur de
classification, meˆme si cette de´cision contient des informations utiles. Dans ce contexte, on obtient
les niveaux d’erreur de 4% pour l’approche par classes pour tous les niveaux de pre´–traitement et de
(4.67%, 4%, 4.67% et 4.67%) pour l’approche par paires d’attributs, alors que les niveaux d’erreur
rapporte´s varient entre 0% et 8%.
On remarque l’influence plutoˆt ne´gative de l’application des algorithmes de traitement. La raison
principale de cette baisse de performances est le fait que ces algorithmes ont e´te´ conc¸us pour le cas
des ensembles d’apprentissage de grande taille, ou` les mesures statistiques que l’on utilise ont une
vraie raison d’eˆtre. Pour l’ensemble de donne´es “iris”, on dispose de 50 points d’apprentissage pour
chaque classe, ce qui rend les re´sultats d’une analyse statistique peu pertinents.
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Pre´-traitement C0[%] C1[%] C2[%] Confusion[%] Rejet[%] Ambig. totale[%]
–
C0 90 0 0 0 10 0
C1 0 92 6 2 0 0
C2 0 2 90 2 6 0
1
C0 84 0 0 0 16 0
C1 0 90 8 0 2 0
C2 0 2 90 2 6 0
2
C0 74 0 0 0 26 0
C1 0 92 6 2 0 0
C2 0 2 90 2 6 0
1 et 2
C0 64 0 0 0 36 0
C1 0 90 8 0 2 0
C2 0 2 90 2 6 0
Table 4.10 – Leave–one–out : matrice de confusion obtenue sur l’ensemble de donne´es “iris” –
approche par classes
Pre´-traitement C0[%] C1[%] C2[%] Confusion[%] Rejet[%] Ambig. totale[%]
–
C0 100 0 0 0 0 0
C1 0 92 6 2 2 0
C2 0 2 94 4 0 0
1
C0 100 0 0 0 0 0
C1 0 92 8 0 0 0
C2 0 2 94 2 2 0
2
C0 96 0 0 0 4 0
C1 0 92 6 2 0 0
C2 0 2 94 4 0 0
1 et 2
C0 96 0 0 0 4 0
C1 0 92 8 0 0 0
C2 0 2 94 4 0 0
Table 4.11 – Leave–one–out : matrice de confusion obtenue sur l’ensemble de donne´es “iris” –
approche par paires d’attributs
La diffe´rence importante de performances entre les re´sultats obtenus quand l’apprentissage est
re´alise´ sur la totalite´ de l’ensemble de donne´es et quand la me´thode de leave–one–out est applique´e
se justifie par le principe meˆme du syste`me de classification. Pour chaque paire d’attributs, chaque
classe est associe´e a` un polygone qui inclut au plus pre`s tous les points d’apprentissage utilise´s, et
donc qui est dicte´ par les points–extreˆmes de l’ensemble. L’e´limination d’un de ces points–extreˆmes
de l’ensemble d’apprentissage provoque la restriction du polygone et donc l’application des re`gles
obtenues sur ce point ne va pas l’identifier comme appartenant a` la classe e´tudie´e, comme montre´
dans la figure 4.8. Cette figure repre´sente les points d’apprentissage pour l’ensemble de donne´es “iris”
pour la premie`re classe. Quand le syste`me apprend les re`gles sur l’ensemble d’apprentissage qui ne
contient pas le point–extreˆme figure´ les re`gles obtenues ne couvrent pas (pour le couple d’attributs
figure´) le point qui a e´te´ e´limine´. Pourtant, cet effet peut ne pas eˆtre visible si le nombre d’attributs
est assez important, e´tant donne´ qu’un point–extreˆme dans l’espace associe´ a` une paire d’attributs
n’est pas force´ment un point–extreˆme pour les autres paires.
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(a) (b)
Figure 4.8 – L’effet de l’e´limination d’un point d’apprentissage extreˆme pour une paire d’attributs
et une classe de l’ensemble iris
4.4.4 Test en ge´ne´ralisation sur les donne´es “wine”
Les re´sultats obtenus sur l’ensemble de donne´es “wine” sont pre´sente´s dans les tableaux 4.12 et
4.13. Les taux de classification correcte varient donc entre 83.86% et 88.38% pour l’approche par
classes (88.38%, 83.86%, 87.44% et 87.44%) et entre 86.05% et 91.13% pour l’approche par paires
d’attributs (91.13%, 86.05%, 86.94% et 86.94%). Les re´sultats rapporte´s dans [79], qui utilisent
la meˆme me´thode d’e´valuation, indiquent des taux de classification correcte situe´s entre 85.96% et
95.51%. Les re´sultats obtenus avec la me´thode propose´e se situent une nouvelle fois dans le meˆme
ordre de grandeur que ceux provenant des syste`mes de classification base´s sur des re`gles floues
conjonctives.
La remarque concernant l’applicabilite´ des algorithmes de pre´–traitement reste valabale. Malheu-
reusement, on ne dispose pour cet ensemble de donne´es que de 48 a` 71 points pour chaque classe, ce
qui ne permet pas une analyse statistique pertinente.
Pre´-traitement C0[%] C1[%] C2[%] Confusion[%] Rejet[%] Ambig. totale[%]
–
C0 76.28 18.64 0 5.08 0 0
C1 0 97.18 0 0 2.82 0
C2 0 2.08 91.67 2.08 4.17 0
1
C0 62.72 33.9 0 1.69 1.69 0
C1 0 97.18 0 0 2.82 0
C2 0 2.08 91.67 2.08 4.17 0
2
C0 76.28 16.95 0 0 6.77 0
C1 0 94.37 0 0 5.63 0
C2 0 4.17 91.67 0 4.17 0
1 et 2
C0 76.28 16.95 0 0 6.77 0
C1 0 94.37 0 0 5.63 0
C2 0 2.08 91.67 2.08 4.17 0
Table 4.12 – Leave–one–out : matrice de confusion obtenue sur l’ensemble de donne´es “wine” –
approche par classes
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Pre´-traitement C0[%] C1[%] C2[%] Confusion[%] Rejet[%] Ambig. totale[%]
–
C0 79.66 15.25 0 1.69 3.39 0
C1 0 100 0 0 0 0
C2 0 2.08 93.75 0 4.17 0
1
C0 64.41 16.95 0 0 18.64 0
C1 0 100 0 0 0 0
C2 0 6.25 93.75 0 0 0
2
C0 67.8 5.08 0 0 27.12 0
C1 0 97.18 0 0 2.82 0
C2 0 2.08 95.84 0 2.08 0
1 et 2
C0 67.79 8.47 0 0 23.74 0
C1 0 97.18 0 0 2.82 0
C2 0 2.08 95.84 0 2.08 0
Table 4.13 – Leave–one–out : matrice de confusion obtenue sur l’ensemble de donne´es “wine” –
approche par paires d’attributs
4.5 Conclusion sur le syste`me obtenu
Ces re´sultats ont encourage´ l’utilisation de la me´thode de classification propose´e sur des applica-
tions re´elles, qui seront pre´sente´es dans le chapitre suivant.
Les deux approches propose´es pour l’utilisation du syste`me d’apprentissage propose´ dans le cha-
pitre pre´ce´dent sont comple´mentaires. L’approche par classes permet aux paires d’attributs de voter
pour plusieurs classes, ce qui peut amener a` des ambigu¨ıte´s dans la sortie. L’avantage de cette ap-
proche est que le taux de rejet sera tre`s faible et donc pour les applications ou` la sensitivite´ est
importante, elle est une approche inte´ressante (elle produit un faible taux de re´sultats “false negati-
ve”).
L’approche par paires d’attributs interdit l’ambigu¨ıte´ au niveau de chaque couple d’attributs.
Cela diminue la probabilite´ d’avoir l’ambigu¨ıte´ dans la sortie finale, mais en meˆme temps augmente
la probabilite´ du rejet comme de´cision finale. En conse´quence, elle est pre´fe´rable pour les applications




Le syste`me de classification propose´ a e´te´ applique´ dans le cadre de deux applications. La premie`re
est une application industrielle qui concerne l’analyse de pie`ces e´lectroniques a` l’aide d’images tomo-
graphiques 3D. La deuxie`me est une application dans le domaine de l’imagerie satellitaire radar qui
consiste a` identifier diffe´rentes zones spe´cifiques.
5.1 Analyse d’images tomographiques 3D
5.1.1 Proble´matique
Les pie`ces e´tudie´es dans ces travaux sont fabrique´es en mate´riaux composites, un me´lange princi-
palement compose´ d’une re´sine polyme`re (appele´e matrice) et de fibres de verre, comme celle montre´e
sur la figure 5.1. Elles sont conc¸ues par la socie´te´ Schneider Electric, un des leaders mondiaux en
appareillages e´lectrotechniques.
Figure 5.1 – Exemple d’une pie`ce e´lectrotechnique en mate´riau composite
Il s’agit de pie`ces isolantes contenues dans des disjoncteurs basse et moyenne tension. L’organi-
sation des fibres de verre et de la re´sine au sein du mate´riau influe sur les performances die´lectriques
et thermo-me´caniques de la pie`ce et donc sur la qualite´ de celle-ci. Les premie`res e´tudes mene´es
pour visualiser l’organisation du mate´riau consistaient a` de´couper les pie`ces puis a` les analyser au
microscope, ce qui les endommageait de´finitivement. De plus, le de´coupage de´te´riorait l’inte´rieur du
mate´riau et donnait alors une image biaise´e de l’organisation des fibres et de la re´sine. Schneider Elec-
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tric s’est alors tourne´ vers une me´thode non destructive pour analyser les pie`ces, avec la tomographie
a` rayons X.
Un faisceau de rayons X est projete´ au travers de la pie`ce (cf. figure 5.2). Un re´cepteur recueille
les rayons l’ayant traverse´e afin de de´livrer une image en deux dimensions de l’inte´rieur de la pie`ce.
Cette image, appele´e radiographie, informe sur l’inte´gralite´ du contenu de la pie`ce tout au long du
trajet des rayons.
La tomographie tridimensionnelle (technique proche des scanners me´dicaux) permet d’obtenir des
informations de´taille´es sur l’organisation interne du mate´riau. Elle consiste tout d’abord a` imager
plusieurs fois la pie`ce en la faisant tourner sur elle-meˆme. Puis, cette se´rie d’images est traite´e par
des logiciels permettant la reconstruction d’une image tomographique en 3D de la pie`ce [25, 71].
Figure 5.2 – Sche´ma de principe de la tomographie a` rayon X.
Les tomographies tridimensionnelles mises a` notre disposition sont des images (ensemble de
voxels) en niveaux de gris code´s sur 8 bits non signe´s. La figure 5.3 pre´sente une image tomogra-
phique qui est e´tudie´e dans ce document. Les niveaux de gris retranscrivent la densite´ des diffe´rents
composants contenus dans le mate´riau composite. Ainsi, dans ces images, les fibres de verre (ou fais-
ceaux de fibres) apparaissent en blanc. La re´sine utilise´e dans la confection des pie`ces va elle ressortir
sous la forme d’une texture fine avec un niveau de gris moyen. Enfin, les zones noires sont des trous,
c’est-a`-dire des zones ou` il n’y a pas de matie`re [126].
Actuellement, les personnes de la socie´te´ Schneider Electric, charge´es de l’expertise et du controˆle
de la qualite´ des pie`ces en mate´riaux composites, analysent les blocs d’images tomographiques, section
par section, pour de´terminer la position et le volume de re´gions ayant des proprie´te´s physiques
spe´cifiques [147]. L’emplacement et la taille de ces re´gions ont un impact direct sur la qualite´ des
pie`ces en mate´riaux composites. Mais cette analyse demande beaucoup de temps et de connaissances
pour retrouver toutes les re´gions inte´ressantes.
Pour cette application, l’objectif est de mettre en œuvre un syste`me d’aide a` l’interpre´tation
d’images tomographiques 3D par la classification des diffe´rentes re´gions pre´sentes dans les images.
Cette classification est fonction de l’organisation particulie`re des fibres de verre et de la re´sine et elle
aidera les experts a` mieux comprendre le contenu des images tomographiques. Trois types de re´gions
sont recherche´s dans cette e´tude. Ces re´gions, illustre´es dans la figure 5.4 se de´crivent de la fac¸on
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Figure 5.3 – L’image tomographique 3D e´tudie´e (271x522x215 voxels)
suivante :
– Re´gions oriente´es (figure 5.4(a)) : re´gions contenant des fibres de verre oriente´es dans une meˆme
direction.
– Re´gions non–oriente´es (figure 5.4(c)) : re´gions contenant des fibres de verre qui s’encheveˆtrent
dans des directions ale´atoires.
– Re´gions de manque de renfort (figure 5.4(b)) : re´gions principalement compose´es de re´sine avec
tre`s peu de fibres de verre.
Des travaux pre´ce´dents [111] ont porte´ sur l’analyse de ces donne´es au moyen de techniques de
traitement d’image. Des attributs ont ainsi e´te´ mis au point pour de´tecter des caracte´ristiques propres
a` chaque re´gion d’inte´reˆt :
– Pour les re´gions oriente´es et non oriente´es, des attributs de´die´s a` la quantification de l’organi-
sation des fibres dans l’image
– Pour les manques de renfort, des attributs spe´cialise´s dans la caracte´risation des textures
Dans les descriptions des attributs qui vont suivre, des re´gions typiques sont propose´es en illus-
tration ainsi que la partie de l’image tomographique qui leur est associe´e.
Le premier type d’attributs caracte´rise l’organisation des niveaux de gris. Les attributs de cette
cate´gorie sont note´s A1, A2 et A3. La caracte´risation des orientations au sein des images tomogra-
phiques a e´te´ effectue´e avec une mesure de l’orientation des variations de niveau de gris base´e sur
les gradients [39]. Cette approche est lie´e a` la fre´quence des alternances entre les faibles et les forts
niveaux de gris. Plusieurs mesures sont ensuite employe´es pour caracte´riser ces alternances. Trois
d’entre elles ont e´te´ applique´es et ont permis d’obtenir les attributs A1, A2 et A3. Dans ces attributs,
le niveau de gris de chaque voxel de l’image correspond a` un degre´ d’orientation des fibres dans
l’image tomographique, comme l’illustre la figure 5.5.
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(a) Re´gion oriente´e (b) Re´gion manque de renfort
(c) Re´gion non–oriente´e (d) Zones d’intereˆt sur la pie`ce
e´tudie´e
Figure 5.4 – Re´gions typiquement recherche´es
(a) Image originale (b) Exemple d’attribut obtenu
Figure 5.5 – Attributs qui caracte´risent l’organisation des niveaux de gris – pixels claires corres-
pondent aux re´gions non–oriente´es, les pixels sombres correspondent aux re´gions oriente´es
Le deuxie`me type d’attributs caracte´rise les textures de l’image. Un seul attribut de ce type a
e´te´ calcule´, il est note´ A4. La caracte´risation des textures homoge`nes s’appuie sur la matrice de
cooccurence [65]. Cette matrice permet d’acque´rir diffe´rentes mesures de´finissant les textures de
l’image en mode´lisant les variations de niveaux de gris dans le voisinage d’un voxel donne´. A partir
des informations contenues dans cette matrice, une mesure d’homoge´ne´ite´ est calcule´e en chaque
voxel. Un exemple est pre´sente´ dans l’image 5.6.
5.1.2 Re´sultats
Le syste`me de classification propose´ pre´ce´demment a e´te´ applique´ sur les 4 attributsA1, A2, A3, A4.
Un ensemble d’apprentissage a e´te´ construit a` l’aide d’expertise : sur les images 3D, les experts ont
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(a) Image originale (b) Attribut obtenu
Figure 5.6 – Attribut qui caracte´rise les textures – les pixels clairs indiquent la pre´sence d’une
texture
de´toure´ des zones typiques, connues comme appartenant a` une des classes recherche´es. Les re´gions
pointe´es sont repre´sente´es dans les figures 5.7(a), 5.7(b) et 5.7(c). Les vecteurs 4–dimensionnels des
attributs caracte´risant les pixels situe´s a` l’inte´rieur de ces zones pointe´es ont servi comme ensemble
d’apprentissage.
(a) Pointe´s de re´fe´rence – classe oriente´e (b) Pointe´s de re´fe´rence – classe non–
oriente´e
(c) Pointe´s de re´fe´rence – classe manque de
renfort
Figure 5.7 – Pointe´s de re´fe´rence
La validation du syste`me a e´te´ faite de deux manie`res diffe´rentes. La premie`re est une e´valuation
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qualitative. Elle consiste a` appliquer les re`gles obtenues a` partir des ensembles d’apprentissage sur
l’inte´gralite´ des images disponibles, ce qui offre aux experts la possibilite´ d’une e´valuation visuelle
des performances. La deuxie`me validation est quantitative et elle s’appuie sur des pointe´s spe´cifiques
re´alise´s par les experts (repre´sente´es dans la figure 5.8). Ces pointe´s ne servent pas a` l’apprentissage
mais uniquement a` la ge´ne´ralisation.
Figure 5.8 – Pointe´s de test
Les images pre´sente´es dans la figure 5.9, repre´sentant des sections 2D provenant des images 3D,
pre´sentent la classification obtenue pour les deux approches (par classe et par paires d’attributs).
Elles ont e´te´ se´lectionne´es afin d’illustrer les points forts et les points faibles du syste`me de classi-
fication. La figure 5.9(a) pre´sente une section verticale de la pie`ce 3D analyse´e. On peut remarquer
la pre´sence des zones oriente´es dans la partie infe´rieure, des zones non-oriente´es au centre de l’image
et des zones de manque de renfort dans la partie supe´rieure de la pie`ce. L’analyse qualitative de ces
re´sultats re´ve`le une bonne de´tection des zones oriente´es et des manques de renfort pour les deux
approches et pour les 4 niveaux de pre´–traitement. Par contre, la de´tection des zones non–oriente´es
est assez faible, a` l’exception de l’approche par classe en apprenant sur l’ensemble d’apprentissage
non–traite´. Les autres re´sultats placent les re´gions dans l’ambigu¨ıte´ (approche par classe) et dans
le rejet (approche par paires d’attributs). Il est inte´ressant de remarquer que l’application soit de
l’e´puration des points non–pertinents, soit de l’identification des composantes connexes n’apporte
pas beaucoup d’informations. Par contre, leur application “en cascade” re´duit significativement les
re´gions place´es en ambigu¨ıte´ par l’approche par classes et en rejet par l’approche par paire d’attributs
et me`ne a` une meilleure identification des zones non–oriente´es (figure 5.9(j)).
Une autre section, cette fois dans le plan xz, est pre´sente´e dans la figure 5.10(a). Encore une fois,
de fac¸on qualitative, on remarque une de´tection plutoˆt bonne des zones de manque de renfort (haut
de la pie`ce) et oriente´e (la partie infe´rieure de la pie`ce, a` l’exception du coin infe´rieur gauche, ou` les
fibres sont plutoˆt non–oriente´es). Par contre, les re´gions non–oriente´es (la partie supe´rieure–centrale,
coˆte´ droit) ne sont pas tre`s clairement identifie´es, sauf quand on applique “en cascade” les deux
pre´–traitements. Ces re´sultats ont confirme´ l’utilite´ des deux niveaux de pre´–traitement.
Comme premie`re validation quantitative du syste`me de classification, la me´thode leave–one–out
a e´te´ applique´e. Les re´sultats sont pre´sente´s dans les tableaux 5.1 (pour l’approche par classes) et 5.2
(pour l’approche par paires d’attributs). La forme particulie`re de ces matrices de confusion ne´cessite
quelques pre´cisions. Comme le syste`me de classification de´veloppe´ permet d’avoir en sortie un degre´
d’appartenance unitaire a` plusieurs classes, ce cas d’ambigu¨ıte´ est pre´sente´ dans les colonnes 5 et 6 :
“l’ambigu¨ıte´ positive” signifie l’ambigu¨ıte´ entre plusieurs classes a` condition que la classe re´elle fasse
partie de cet ensemble, alors que “l’ambigu¨ıte´ ne´gative” signifie l’ambigu¨ıte´ entre les deux autres
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(a) Image originale, se´ction xy (b) Le´gende
(c) Ensemble d’apprentissage non traite´,
approche par classes
(d) Ensemble d’apprentissage non traite´,
approche par paires d’attributs
(e) Ensemble d’apprentissage filtre´, ap-
proche par classes
(f) Ensemble d’apprentissage filtre´, ap-
proche par paires d’attributs
(g) Identification composantes connexes,
approche par classes
(h) Identification composantes connexes,
approche par paires d’attributs
(i) Les deux traitements, approche par
classes
(j) Les deux traitements, approche par
paires d’attributs
Figure 5.9 – Classification obtenue pour l’application Schneider, section verticale
classes qui ne contiennent pas la classe re´elle. Par exemple, si un point a` classifier appartient a` la
classe “re´gions oriente´es” et s’il est affecte´ en meˆme temps aux classes “re´gions oriente´es” et “re´gions
manque de renfort”, il sera comptabilise´ dans le cas “ambigu¨ıte´ positive”. Si par contre il est affecte´
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sage non traite´, approche
par classes
(d) Ensemble d’apprentis-
sage non traite´, approche
par paires d’attributs
(e) Ensemble d’apprentis-
sage filtre´, approche par
classes
(f) Ensemble d’apprentis-







proche par paires d’attri-
buts
(i) Les deux traitements,
approche par classes
(j) Les deux traitements,
approche par paires d’at-
tributs
Figure 5.10 – Classification obtenue pour l’application Schneider, section orizontale
aux classes “re´gions non–oriente´es” et “re´gions manque de renfort”, il sera comptabilise´ dans le cas
“ambigu¨ıte´ ne´gative”. Le syste`me permet aussi la situation de “rejet”, quand le point n’est classe´
dans aucune des classes apprises.
Les tableaux 5.1 et 5.2 imposent une remarque ge´ne´rale, valable pour les deux approches : les taux
de bonne classification sont tre`s e´leve´s, avec ou sans pre´–traitement de l’ensemble d’apprentissage.
Plus particulie`rement, l’application de l’algorithme d’identification des composantes connexes a,
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pour les deux approches, un effet positif visible : les trois classes sont parfaitement identifie´es et
individualise´es. L’application de l’algorithme d’e´puration des points faux a un effet plutoˆt ne´gatif
sur le taux de classification correcte. Par contre, si on se situe dans le contexte re´el du proble`me
de classification, ces “erreurs” introduites sont tout a` fait explicables. L’ensemble d’apprentissage
provient d’une image acquise avec une certaine technologie. Meˆme si cette technologie est tre`s per-
formante, le processus d’acquisition en lui–meˆme introduit certainement du bruit. C’est justement
ces valeurs provenant des pixels affecte´s par le bruit qui sont e´limine´s de l’ensemble d’apprentissage
par l’algorithme d’e´puration. Ces pixels, localement isole´s, ne sont pas retire´s par les experts des
ensembles d’e´valuation, car ils sont inclus dans un contexte global. Ceci explique le taux de rejet un
peu plus e´leve´ pour ce cas.




























































100 0.00 0.00 0.00 0.00 0.00
0.00 100 0.00 0.00 0.00 0.00
0.00 0.00 99.60 0.40 0.00 0.00
Epuration (1)
99.85 0.00 0.00 0.00 0.00 0.15
0.00 100 0.00 0.00 0.00 0.00
0.52 2.17 94.41 2.57 0.07 0.26
Comp. connexes (2)
100 0.00 0.00 0.00 0.00 0.00
0.00 100 0.00 0.00 0.00 0.00
0.00 0.00 100 0.00 0.00 0.00
(1) et (2)
99.32 0.00 0.00 0.00 0.00 0.68
0.00 100 0.00 0.00 0.00 0.00
0.72 0.79 88.75 7.57 0.79 1.38
L’analyse des matrices de confusion obtenues en appliquant la me´thode leave–one–out pour la
classe “manque de renfort” me`ne a` la conclusion que cette classe est moins individualise´e que les deux
autres, mais les taux de classification correcte restent quand meˆme e´leve´s, puisqu’ils sont supe´rieurs
a` 85%. L’approche est ensuite e´value´ en ge´ne´ralisation sur les pointe´s de test. Les experts ont pointe´
d’autres re´gions typiques sur les images 3D disponibles et des vecteurs d’attributs ont e´te´ calcule´s
sur les voxels de ces re´gions. Ces vecteurs ont servi comme entre´es dans le syste`me de classification.
Les re´sultats sont pre´sente´s dans les tableaux 5.3 et 5.4.
On remarque une tre`s bonne de´tection de la classe “re´gions oriente´es” pour tous les niveaux de
pre´–traitement, en particulier pour l’approche par paires d’attributs (taux de classification correcte
ge´ne´ralement supe´rieur a` 90%), mais e´galement pour l’approche par classes (taux de classification
correcte supe´rieur a` 85%). Par contre, pour les deux autres classes la capacite´ de ge´ne´ralisation du
syste`me de classification semble plus faible, surtout pour la classe “non-oriente´e” qui est pratiquement
noye´e dans la classe “oriente´e”.
Ces re´sultats peuvent s’expliquer en regardant la distribution des points d’apprentissage d’une
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100 0.00 0.00 0.00 0.00 0.00
0.00 100 0.00 0.00 0.00 0.00
0.00 0.00 99.60 0.40 0.00 0.00
Epuration (1)
99.86 0.00 0.00 0.00 0.00 0.14
0.00 100 0.00 0.00 0.00 0.00
0.53 2.17 94.41 2.56 0.07 0.26
Comp. connexes (2)
100 0.00 0.00 0.00 0.00 0.00
0.00 100 0.00 0.00 0.00 0.00
0.00 0.00 100 0.00 0.00 0.00
(1) et (2)
99.32 0.00 0.00 0.00 0.00 0.68
0.00 100 0.00 0.00 0.00 0.00
0.72 0.79 88.75 7.57 0.79 1.38




























































87.78 0 0.61 10.61 1.00 0.00
1.44 13.70 0 84.86 0 0
2.32 16.00 71.70 9.66 0.32 0
Epuration (1)
92.07 0.78 0.30 6.32 0.38 0.15
1.44 13.89 0.00 84.67 0.00 0.00
1.14 21.20 69.64 6.63 1.07 0.32
Comp. connexes (2)
88.28 0 0.59 10.12 1.00 0.00
1.24 17.62 0.00 81.13 0.00 0.00
2.00 17.14 71.35 8.80 0.61 0.10
(1) et (2)
85.40 4.58 0.45 6.15 0.66 2.76
1.44 35.25 0.00 63.31 0.00 0.00
0.32 23.45 64.15 7.31 0.75 4.03
part et des points de l’ensemble de ge´ne´ralisation d’autre part.
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99.77 0.00 0.00 0.02 0 0.21
0.29 12.07 0.00 0.10 0.00 87.55
2.49 12.08 71.35 0.53 14.00 13.40
Epuration (1)
99.47 0.00 0.00 0.32 0.00 0.21
1.44 13.89 0.00 0.19 0 84.48
1.53 17.68 70.13 1.18 0.89 8.59
Comp. connexes (2)
99.74 0.00 0.00 0.04 0.00 0.21
1.34 15.52 0.00 0.10 0 83.05
2.39 13.15 71.28 0.57 0.25 12.37
(1) et (2)
92.28 0.28 0.00 7.26 0.00 0.19
1.44 35.25 0.00 0.19 0 63.12
0.53 22.06 68.14 2.89 0.85 5.52
Pour la classe de “manque de renfort”, on remarque que le taux d’ambigu¨ıte´ et de rejet est
faible, mais que le taux des points affecte´s a` la classe “non–oriente´e” est tre`s important. En tenant
compte du principe de classification imple´mente´ par la me´thode propose´e, cette situation correspond
au cas ou` une partie des points a` classer se situent d’une part en dehors des nuages de´finis pour la
classe “manque de renfort” par l’ensemble d’apprentissage et d’autre part a` l’inte´rieur des nuages
de´finis pour la classe “non–oriente´e” dans le meˆme ensemble. Une analyse par paires d’attributs de
la distribution des points des deux nuages (de test et d’apprentissage) a e´te´ re´alise´e afin de confirmer
cette hypothe`se.
La figure 5.11 pre´sente une comparaison entre le nuage des points repre´sentant la classe “manque
de renfort” de l’ensemble de test superpose´ d’une part avec le meˆme nuage de l’ensemble d’apprentis-
sage (Fig. 5.11(a)), puis d’autre part avec le nuage repre´sentant la classe non–oriente´e de l’ensemble
d’apprentissage (Fig. 5.11(b)), et ce pour les attributs A1 et A2. On peut ainsi remarquer que la
superposition des deux nuages (apprentissage et test) pour la classe manque de renfort est loin d’eˆtre
parfaite, le nuage de test n’e´tant pas couvert par les points d’apprentissage dans ses extre´mite´s haute
et a` droite. Les points de l’extre´mite´ haute du nuage de test (A1 < 115, A2 > 180) sont par contre
entie`rement couverts par le nuage d’apprentissage pour la classe non–oriente´e. De plus, une partie
des points de l’extre´mite´ droite sont e´galement couverts par le nuage d’apprentissage de la classe
non–oriente´e. Naturellement, la de´cision de classification de ces points pour cette paire d’attributs
sera la classe non–oriente´e.
La figure 5.12 pre´sente une comparaison similaire, mais pour les attributs 2 et 3, et elle peut
eˆtre analyse´e de la meˆme manie`re. La classe non–oriente´e re´cupe`re les points situe´s dans l’extre´mite´
supe´rieure du nuage de test (A3 > 210, A2 ∈ [70, 170]) ainsi que tous les points qui proviennent
e´videmment d’une saturation du processus de cre´ation des images des attributs (difficulte´ lie´e au
calage de la dynamique des attributs lors de leur cre´ation). Ces points seront ainsi affecte´s a` la classe
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(a) Ensemble de test vs ensemble d’apprentissage –
classe manque de renfort, attributs 1 et 2
(b) Classe manque de renfort dans l’ensemble de test
vs. classe non–oriente´ dans l’ensemble d’apprentissage,
attributs 1 et 2
Figure 5.11 – Comparaison des nuages de l’ensemble d’apprentissage et de l’ensemble de test
non–oriente´e pendant le processus de classification.
(a) Ensemble de test vs ensemble d’apprentissage –
classe manque de renfort, attributs 2 et 3
(b) Classe manque de renfort dans l’ensemble de test
vs. classe non–oriente´ dans l’ensemble d’apprentissage,
attributs 2 et 3
Figure 5.12 – Comparaison des nuages de l’ensemble d’apprentissage et de l’ensemble de test
Une dernie`re paire d’attributs analyse´s est forme´e des attributs 3 et 4 et la comparaison visuelle
est pre´sente´e dans la figure 5.13. Le nuage de l’ensemble d’apprentissage pour la classe manque de
renfort ne couvre pas la partie droite du nuage de test, alors que le nuage de la classe non–oriente´e
couvre entie`rement cette partie ( A3 > 230, A4 > 80). Encore une fois, des points situe´s dans cette
re´gion seront affecte´s, selon les re`gles de classification, a` la classe non–oriente´e.
Le meˆme type d’analyse peut eˆtre re´alise´e pour les autres paires d’attributs, avec des re´sultats
similaires. En conclusion, la classification errone´e d’un pourcentage assez important des points de la
classe manque de renfort dans la classe non–oriente´e est expliquable par la distribution des points
d’apprentissage par rapport aux points de test. La diffe´rence en distribution est probablement duˆe
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(a) Ensemble de test vs ensemble d’apprentissage –
classe manque de renfort, attributs 3 et 4
(b) Classe manque de renfort dans l’ensemble de test
vs. classe non–oriente´ dans l’ensemble d’apprentissage,
attributs 3 et 4
Figure 5.13 – Comparaison des nuages de l’ensemble d’apprentissage et de l’ensemble de test
aux causes qui forment les re´gions recherche´es. Le meˆme type de re´gion (manque de renfort par
exemple) peut provenir d’une multitude de phe´nome`nes me´caniques et/ou chimiques et donc meˆme
si d’un point de vue structurel elles sont similaires, elles peuvent re´pondre diffe´remment au processus
d’extraction des attributs.
De meˆme, un second phe´nome`ne ne´cessite d’eˆtre explique´. Il s’agit de la tre`s mauvaise de´tection
de la classe “non–oriente´e”. La grande majorite´ des points de cette classe est place´e dans l’ambigu¨ıte´,
notamment entre la classee non–oriente´e et la classe oriente´e. L’analyse des histogrammes des points
de test de cette classe (voir fig. 5.14(a) et 5.15(a)) a montre´ une saturation comple`te des attributs 2
et 3.
Comme on peut remarquer d’une part sur les figures 5.14(b) et 5.14(c) et d’autre part sur les
figures 5.15(b) et 5.15(c), les ensembles d’apprentissage des classes oriente´e et non–oriente´e incluent
cet unique point (A2, A3) = (255, 255) qui constitue la totalite´ de l’ensemble de test pour ces 2
attributs. On peut donc conclure qu’une partie des “boˆıtes e´le´mentaires” qui constituent le syste`me
d’apprentissage va certainement voter pour le classement des points de test dans l’ambigu¨ıte´.
Pourtant, les ensembles d’apprentissage des deux classes sont bien identifie´es et individualise´es
par le syste`me de classification, comme le prouvent les re´sultats pre´sente´s dans les tableaux 5.1 et 5.2.
La figure 5.16(b) illustre le fait que la se´paration entre les deux classes est donne´e principalement par
l’attribut 1. Cet attribut a des valeurs plutoˆt e´leve´es pour la classe non–oriente´e et des valeurs plutoˆt
faibles pour la classe oriente´e. Pourtant, il existe une superposition entre les 2 nuages, notamment
pour l’attribut 1 compris entre ∼ 20 et ∼ 70. Or en analysant la distribution des points de test de la
classe non–oriente´e pour l’attribut 1 (Fig. 5.16(a)), on se rend compte que ∼ 70% des points ont la
valeur de l’attribut 1 comprise justement dans cet intervalle. En tenant compte des distributions des
attributs 2 et 3, qui ont e´te´ de´ja` analyse´es, on peut conclure que, e´tant donne´ l’ensemble d’appren-
tissage, le syste`me de classification peut au mieux se´parer le reste de 30% des points de l’ensemble
de test, ce qui est d’ailleurs le cas pour les deux approches quand les deux types de pre´–traitement
des donne´es d’apprentissage sont applique´s.
L’analyse des images tomographiques est une application complexe, car il est difficile de de´finir
pre´cisement les re´gions recherche´es et de plus il n’existe pas vraiment de mesure objective absolue qui
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(a) Histogramme ensemble de test, classe non–oriente´e
(b) Histogramme ensemble d’apprentissage,
classe non–oriente´e
(c) Histogramme ensemble d’apprentissage,
classe oriente´e
Figure 5.14 – Comparaison des histogrammes pour l’attribut 2
dicte dans quelle re´gion se situe un voxel donne´. L’application du syte`me de classification propose´ sur
cette application offre de l’information pertinente aux experts, en associant une e´tiquette a` chaque
voxel des images fournies. Meˆme les e´tiquettes indiquant l’ambigu¨ıte´ apportent de l’information dans
le syste`me et donnent une image d’ensemble de la re´partition des fibres qui composent les pie`ces.
En conclusion, le syste`me de classification de´veloppe´ est un syste`me avec un grand pouvoir de
repre´sentation des donne´es d’apprentissage, mais avec un pouvoir de ge´ne´ralisation moins bon quand
les donne´es d’apprentissage et les donne´es de test pre´sentent des incohe´rences. Comme tout syste`me
automatique et/ou informatique qui manque d’intelligence intrinse`que, il est capable d’apprendre
seulement selon le mode`le fourni pour l’apprentissage, et il ne peut pas e´tendre les notions qu’il a
appris dans un contexte plus ge´ne´ral. En ge´ne´ral, on peut conclure qu’une diffe´rence importante entre
les taux de classification correcte sur l’ensemble d’apprentissage et sur l’ensemble de test correspond a`
une incohe´rence entre les deux et indique la ne´cessite´ d’une analyse plus aprofondie de ces ensembles.
Comme cette incohe´rence est souvent ine´vitable, des travaux futurs visant a` rajouter de la gradualite´
dans la sortie autour de la zone de´limite´e par l’ensemble d’apprentissage peuvent eˆtre envisage´s afin




(a) Histogramme ensemble de test, classe non–oriente´e
(b) Histogramme ensemble d’apprentissage,
classe non–oriente´e
(c) Histogramme ensemble d’apprentissage,
classe oriente´e
Figure 5.15 – Comparaison des histogrammes pour l’attribut 3
5.2 Imagerie radar
Les images satellitaires radar sont tre`s utilise´es dans diverses applications, notamment pour
e´tudier des zones ge´ographiques difficiles d’acce`s. Les images radar peuvent eˆtre obtenues en utili-
sant plusieurs types de radars. Parmi les choix possibles, les radars SAR (Synthetic Aperture Radar)
sont particulie`rement adapte´s a` des conditions me´te´orologiques difficiles et ils permettent e´galement
l’inspection du sous–sol. L’application des re`gles graduelles dans le domaine des images satellitaires
porte sur la classification des images qui ont e´te´ obtenues avec ce type de radar, notamment des
acquisitions SAR interfe´rome´triques et polarime´triques. Ces types d’acquisitions re´sultent d’images
complexes, multi-canaux, qui de plus ne´cessitent un processus de traitement assez important. Les
traitements ne´cessaires se de´composent en deux grandes e´tapes :
– L’extraction de l’information : obtenir de l’information pertinente a` partir de l’acquisition di-
recte des images. Cette e´tape peut eˆtre re´alise´e en utilisant des me´thodes spe´cifiques disponibles
dans des logiciels commercialise´s [123]
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(a) Histogramme ensemble de test, classe
non–oriente´e, attribut 1
(b) Nuages des points d’apprentissage, classe oriente´e
vs. classe non–oriente´e, attributs 1 et 4
Figure 5.16 – Illustration de la superposition des classes oriente´e et non–oriente´e
– La fusion de l’information : en fonction de l’application, diffe´rentes approches peuvent eˆtre
envisage´es. Une de ces approches est d’obtenir la classification des re´gions de ces images en
utilisant des re`gles graduelles
Dans [89], les auteurs proposent une comparative de cinq me´thodes statistiques de classification
non-supervise´e applique´es dans le domaine de l’imagerie POLSAR.
L’approche propose´e est comple´mentaire a` ces me´thodes. Elle a une base essentiellement super-
vise´e, donc des exemples d’apprentissage seront ne´cessaires afin de de´marrer le processus. Par contre,
la classification ainsi obtenue aura besoin de beaucoup moins de ve´rifications supple´mentaires et de
validations successives. De plus, l’ensemble des re`gles obtenues peut eˆtre utilise´ sur n’importe quelle




Les donne´es radar de l’ae´roport Oberpfaffenhofen ont e´te´ utilise´es dans diffe´rentes applications de
classification dans le domaine de l’imagerie satellitaire [130, 57]. Le syste`me de classification propose´
a e´te´ e´galement applique´ sur les donne´es Oberpfaffenhofen uniquement afin d’e´tablir l’applicabilite´
du principe propose´ aux donne´es radar.
L’image optique correspondant a` la re´gion analyse´e par le syste`me est pre´sente´e sur la figure
5.17(a).
Les donne´es disponibles sont des images en niveaux de gris sur 8 bits, repre´sentant diffe´rents
attributs spe´cifiques couramment utilise´s dans le domaine : l’entropie H, l’angle de re´fraction de
l’onde radar α et l’amplitude [133]. Le syste`me e´veloppe´ dans cette the`se a e´te´ applique´ sur ces
donne´es afin de re´aliser une classification des diffe´rentes re´gions, notamment l’identification des zones
couvertes par des foreˆts et des zones agricoles (champs couverts par diffe´rents types de cultures).
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(a) Image optique (b) Re´gions typiques pointe´es par les experts
Figure 5.17 – Ae´roport Oberpfaffenhofen
Les re`gles de classification ont e´te´ de´duites a` partir des re´gions typiques pointe´es par les experts
sur l’image optique, comme montre´ dans l’image 5.17(b). Ces zones ont e´te´ identifie´es dans les
images correspondant aux trois attributs utilise´s et les valeurs obtenues ont servi comme ensemble
d’apprentissage.
Les images des trois attributs utilise´s sont pre´sente´es dans la figure 5.18, ou` 5.18(a) repre´sente
l’entropie, la figure 5.18(b) l’angle de re´fraction et la figure 5.18(c) l’amplitude [72, 70, 93, 18, 49].
(a) Entropie H (b) Angle α (c) Amplitude A
Figure 5.18 – Attributs utilise´s
Le paragraphe suivant pre´sente les re´sultats qualitatifs (images repre´sentant les re´sultats globaux
avec les classes code´es en couleurs) et quantitatifs (matrices de confusion obtenues sur les ensembles
d’apprentisssage en utilisant la me´thode d’e´valuation “leave–one–out”) pour les deux types d’exploi-
tation des re`gles : approche par classe et approche par paire d’attributs.
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5.2.2.1 Re´sultats pour l’approche par classes
La figure 5.19 pre´sente le re´sultat de classification en appliquant le syste`me de classification
de´veloppe´ pour l’approche par classes. D’une manie`re ge´ne´rale, on remarque une bonne identification
des zones recherche´es pour les quatre niveaux de pre´–traitement, ainsi qu’un bon rejet des zones qui
ne correspondent pas aux classes apprises, comme la route avec les parkings en bas a` droite de
l’image.
(a) Ensemble d’apprentissage non traite´ (b) Ensemble d’apprentissage filtre´



























Figure 5.19 – Classification – approche par classes
L’influence de l’e´puration de l’ensemble d’apprentissage me`ne a` l’augmentation du nombre de
pixels non–classifie´s, mais aussi a` la diminution du nombre de pixels classifie´s en ambigu¨ıte´ (voir
les deux champs en bas a` gauche). Meˆme si l’application de l’algorithme d’identification des compo-
santes connexes n’apporte pas de re´sultats significatifs quand il est applique´ seul, on peut remarquer
l’augmentation significative des pixels classifie´s dans le rejet quand les deux types de pre´-traitement
sont enchaˆıne´s. Le re´sultat obtenu dans cette situation est moins bon que pour le cas de l’ensemble
de donne´es non–traite´, notamment pour l’identification des champs en haut a` droite. Pourtant, ce
re´sultat est expliquable par la distribution des valeurs des attributs dans la zone de re´fe´rence corres-
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pondant aux champs. Cette distribution est montre´e dans la figure 5.20 ou` deux pics sont clairement
identifiables pour l’attribut A. Si on se rapporte a` la figure 5.17(b), il apparait que les deux types
de champs qui ont e´te´ choisis pour servir d’ensemble d’apprentissage ont une re´action tre`s diffe´rente
aux ondes radar pour cette composante.
Figure 5.20 – L’histogramme des points d’apprentissage pour la classe “champ”
La figure 5.21(a) pre´sente l’ensemble d’apprentissage pour la classe “champ” dans l’espace des
attributs entropie (H) et amplitude. Les points s’organisent dans des formes similaires pour les
attributs alpha et amplitude. La distribution en deux composantes connexes principales est encore
une fois bien visible. L’apprentissage des re`gles sur l’ensemble initial me`ne a` de´finir dans l’espace des
attributs donne´ le polygone pre´sente´ dans la figure 5.21(b). Ce polygone pre´sente deux de´savantages
majeurs :
– Il englobe des zones dans l’espace des attributs ou` il n’y a pratiquement pas de points d’ap-
prentissage, puisque les sommets du polygone correspondent a` des points qui sont certainement
du bruit et qui se situent tre`s loin de la plupart des autres points d’apprentissage.
– Il ne tient pas compte de la structure bimodale de l’ensemble d’apprentissage.
Les deux composantes connexes ne sont pas identifie´es par l’algorithme d’identification des com-
posantes connexes parce que les points “faux” qui se situent entre les deux “nuages” rendent leur
distinction assez difficile (un re´glage tre`s fin des parame`tres est ne´cessaire pour les se´parer). Par
contre, l’application successive des deux e´tapes de pre´–traitement a comme effet l’obtention des deux
polygones repre´sente´s dans la figure 5.21(c) : l’e´puration des points “faux” e´limine d’abord tous les
points situe´s en dehors des polygones de la figure et ensuite l’identification des composantes connexes
se´pare l’ensemble d’apprentissage en deux sous–ensembles distincts.
On peut donc conclure que meˆme si d’un point de vue lie´ strictement a` l’application et aux
re´sultats attendus l’introduction des diffe´rents niveaux de traitement diminue la qualite´ de la classi-
fication, d’un point de vue ope´rationnel, e´tant donne´ les ensembles d’apprentissage, la qualite´ et le
degre´ de confiance de la classification augmente.
Un autre proble`me qui peut eˆtre remarque´ est l’existence d’importantes zones d’ambigu¨ıte´, sur-
tout sur les trois types de champs pre´sents en bas de l’image. La figure 5.22 pre´sente les points
d’apprentissage des deux classes pour chaque paire d’attributs utilise´e, en bleu la classe “champ” et
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(a) Ensemble non-traite´ (b) Polygone original
(c) Polygones pour ensemble traite´
Figure 5.21 – Ensemble d’apprentissage pour la classe “champ” (attributs : H/A)
en rouge la classe “foreˆt”. Les nuages correspondant aux deux classes ont une petite partie qui se
superpose pour chaque paire d’attributs. Ces zones de superposition correspondent respectivement
a` des re´gions de foreˆt et de champ qui ont des re´actions similaires aux ondes radar. Les points de
l’image analyse´e qui correspondent a` des attributs qui se situent dans ces re´gions de chevauchement
seront ne´cessairement place´s dans l’ambigu¨ıte´ entre les deux classes. On peut remarquer que pour la
paire d’attributs (α, H) l’ensemble d’apprentissage de la classe “foreˆt” englobe presque totalement
celui de la classe “champ”.
Le tableau 5.5 pre´sente les matrices de confusion obtenues pour l’approche par classe pour les
quatre niveaux de pre´–traitement. Les re´sultats nume´riques illustrent tre`s bien les re´sultats visuels
de la figure 5.19. On remarque la bonne identification de la classe “foreˆt” et le placement massif des
points d’apprentissage de la classe “champ” en ambigu¨ıte´. La tendance d’ame´lioration induite par la
chaˆıne de pre´–traitements est plus visible graˆce a` ces matrices, surtout pour la classe proble´matique
des zones de foreˆt, pour laquelle le taux de classification correcte augmente de 16% avec l’application
des deux types de pre´–traitement.
5.2.2.2 Re´sultats pour l’approche par paires d’attributs
La figure 5.23 pre´sente les re´sultats obtenus en utilisant les meˆme re`gles de classification par l’ap-
proche par paires d’attributs. Les remarques ante´rieures sont e´galement valables pour ces re´sultats,
sauf que ge´ne´ralement l’ambigu¨ıte´ de l’approche pre´ce´dente se transforme en rejet. Ce re´sultat est
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(a) A vs. α (b) H vs. α
(c) H vs. A
Figure 5.22 – Superposition des ensembles d’apprentissage pour les diffe´rents paires d’attributs
Table 5.5 – Matrices de confusion obtenues pour l’approche par classes
Niveau pre´-traitement Foreˆt (%) Champ (%) Ambigu¨ıte´ (%) Rejet (%)
-
59.74 0 40.26 0
0 0.66 99.34 0
Epuration (1)
86.79 0.14 13.06 0
5.86 4.67 89.19 0.29
Comp. connexes (2)
61.14 0 38.86 0
0 1.34 98.66 0
(1) et (2)
86.88 0.39 12.73 0
6.06 16.82 76.41 0.7
pre´visible, e´tant donne´ le nombre faible (trois) des paires d’attributs utilise´es. Cette approche ap-
porte donc une quantite´ d’information plus faible, mais le re´sultat peut eˆtre conside´re´ comme plus
fiable.
Le tableau 5.6 confirme lui aussi les re´sultats visuels pre´sente´s dans la figure 5.23. La comparaison
des valeurs des tableaux 5.5 et 5.6 montre une transposition presque parfaite entre les points place´s
dans l’ambigu¨ıte´ par la premie`re approche et dans le rejet par la deuxie`me.
Ces premiers re´sultats ont montre´ l’applicabilite´ de la me´thode propose´e sur des donne´es issues de
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(a) Ensemble d’apprentissage non traite´ (b) Ensemble d’apprentissage filtre´



























Figure 5.23 – Classification - approche par paires d’attibuts
Table 5.6 – Matrices de confusion obtenues pour l’approche par paires d’attributs
Niveau pre´-traitement Foreˆt (%) Champ (%) Ambigu¨ıte´ (%) Rejet (%)
-
59.74 0 0 40.26
0 0.66 0 99.34
Epuration (1)
86.79 0.14 0 13.06
5.86 4.67 0.59 88.79
Comp. connexes (2)
61.14 0 0 38.86
0 1.34 0 98.66
(1) et (2)
86.88 0.39 0.06 12.67
6.17 16.93 1.43 75.47
l’imagerie satellitaire radar. La section suivante pre´sente une application radar axe´e sur l’identification
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des bandes de Forbes sur le glacier de Tacul.
5.2.3 Analyse du glacier du Tacul
5.2.3.1 Proble´matique
Une collaboration internationalle entre le Centre Ae´rospatial Allemand (DLR) et quatre labora-
toires franc¸ais a e´te´ mise en place afin d’acque´rir des donne´es POLSAR de haute re´solution sur des
glaciers situe´s dans la re´gion Chamonix – Mont Blanc (France). Les donne´es utilise´es dans cette the`se
ont e´te´ obtenues en Octobre 2006 et Fe´vrier 2007 a` l’aide d’un syste`me d’acquisition expe´rimental
du DLR (Experimental Synthetic Aperture Radar System E–SAR). L’ensemble de donne´es utilise´
repre´sente une acquisition polarime´trique monostatique comple`te en bande L sur le glacier du Tacul,
un des trois glaciers qui composent le deuxie`me plus grand complexe glacier d’Europe (la Mer de
Glace) [107].
Une des particularite´s du glacier du Tacul est la pre´sence de bandes de Forbes [48]. Ce phe´nome`ne
se manifeste par l’alternance des re´gions blanches et fonce´es, comme montre´ dans la figure 5.24.
Figure 5.24 – Glacier Tacul - pre´sence du phe´nome`ne des bandes Forbes
La cause de ce phe´nome`ne est encore a` de´terminer, mais une possibilite´ ge´ne´ralement accepte´e est
le fait que la glace glisse plus pendant l’e´te´ que pendant l’hiver. La superficie de la glace situe´e au–
dessous de la cascade de glace du Ge´ant, situe´e en haut du glacier Tacul, forme une se´rie de terrasses.
La neige des terrasses qui sont oriente´es nord fond moins que celle des terrasses oriente´es sud. En
conse´quence, la glace des terrasses oriente´es nord est plus pure [153]. Cette alternance de glace propre
et sale est duˆe a` la variation de la quantite´ de poussie`re mine´rale (cryoconites) [137]. L’origine de
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cette poussie`re est lie´e a` l’influence de la matie`re mine´rale sur la diminution de la tempe´rature et
de la pression de la fusion glacie`re et donc sur la vitesse de fusion [137, 60]. Les grains de poussie`re
qui sont incorpore´s dans la glace sont entoure´s par un film d’eau en e´tat liquide. Ce film induit une
re´duction de la tempe´rature locale de fusion de presque 1°C. Ainsi, il a e´te´ prouve´ dans [60] que la
glace impure fond plus vite que la glace propre. En haut du glacier, les bandes de Forbes gardent
une direction perpendiculaire sur le glacier, mais en bas leur centre descend plus vite que les coˆte´s.
En conse´quence, leur forme change, devenant courbe. Cette forme montre les variations de la vitesse
de l’avancement de la glace dans les diffe´rentes e´tapes de son parcours, et se re´ve`le donc eˆtre un bon
indicateur du flux de la vitesse [153].
Le syste`me de classification a e´te´ applique´ afin d’obtenir une classification des bandes de Forbes.
La figure 5.25 pre´sente les attributs POLSAR qui ont e´te´ utilise´s : l’entropie H, l’angle α et l’ani-
sotropie. Les ensembles d’apprentissage proviennent des zones de re´fe´rence pointe´es par les experts
dans les deux classes conside´re´es (neige impure et neige propre), montre´es dans la figure 5.25(d).
(a) Alpha (α) (b) Entropie (H)
(c) Anisotropie (d) Re´gions pointe´es
Figure 5.25 – Attributs utilise´s pour l’application “Glacier du Tacul”
La section suivante pre´sente les re´sultats qualitatifs et quantitatifs obtenus en appliquant le
syste`me sur les trois attributs pour les deux approches (par classes et par paires d’attributs) et les




La figure 5.26 pre´sente la classification obtenue a` partir des attributs des figures 5.25 pour
les quatre niveaux de pre´–traitement. A noter l’influence tre`s importante des algorithmes de pre´–
traitement, particulie`rement celui d’e´puration des points d’apprentissage “faux”.
(a) Ensemble d’apprentissage non traite´ (b) Ensemble d’apprentissage filtre´

























Neige impure Neige propre Ambiguité Rejet
(e) Le´gende
Figure 5.26 – Classification - approche par classes
En apprenant les re`gles de classification sur la totalite´ de l’ensemble d’apprentissage indique´ par
les experts, la quasi–totalite´ des pixels du glacier sont place´s dans une classe d’ambigu¨ıte´, le syste`me
de classification e´tant donc incapable de se´parer les deux classes. Le phe´nome`ne est explicable en
regardant la distribution des points d’apprentissage des deux classes, montre´e pour la paire d’attributs
(H,α) dans la figure 5.27.
Dans l’image 5.27(a) on peut remarquer que meˆme si le cœur des deux nuages peut eˆtre tre`s bien
identifie´ et place´ d’une manie`re intuitive dans une zone compacte, beaucoup de points d’apprentis-
sage sont re´pandus autour de ces re´gions compactes ou` la fre´quence des points d’apprentissage est
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(a) Nuages d’apprentissage ((α) vs. H)
(b) Polygones englobants originaux (c) Polygones obtenus pour l’ensemble traite´
Figure 5.27 – Ensembles d’apprentissage de l’application Tacul – attributs H et α
tre`s e´leve´e. La pre´sence de ces points “faux” me`ne a` de´finir des re`gles qui de´crivent dans l’espace
des attributs des polygones englobants qui couvrent une bonne partie de la totalite´ de l’espace de
de´finition des attributs et dont le degre´ de superposition est tre`s important, comme montre´ dans la
figure 5.27(b).
L’image 5.27(c) montre les polygones de´finis par les re`gles obtenues sur le meˆme ensemble d’ap-
prentissage apre`s l’application de l’algorithme d’e´puration des points “faux”. Ces polygones sont
beaucoup plus petits, ils sont centre´s sur la partie des nuages ou` les points sont tre`s “concentre´s”,
alors que les points qui sont situe´s loin de ces nuages centraux sont ignore´s. Ainsi les nuages couvrent
une partie beaucoup plus faible de l’espace des attributs, donc la fiabilite´ du re´sultat est augmente´e.
De plus, en re´duisant l’espace assigne´ a` chaque classe, leur superposition est elle aussi beaucoup plus
re´duite, comme le montre d’ailleurs les re´sultats pre´sente´s dans l’image 5.26(b) par rapport a` l’image
5.26(a).
Les petites diffe´rences entre les re´sultats obtenus sur les ensembles d’apprentissage filtre´s (figure
5.26(b)) et les ensembles d’apprentissage ou` les deux algorithmes de pre´–traitement ont e´te´ applique´s
(figure 5.26(d)) sont donne´es par le fait que l’algorithme d’identification des composantes connexes
se´pare des petites re´gions avec peu de points d’apprentissage retenus par l’e´puration mais qui sont
assez loin du corps principal du nuage. Ge´ne´ralement, l’influence de l’application de l’algorithme est
assez faible pour cette application, mais elle est positive, car l’ambigu¨ıte´ est le´ge`rement re´duite dans




La figure 5.28 repre´sente la classification obtenue pour la meˆme application en appliquant l’ap-
proche par paires d’attributs. Meˆme si ge´ne´ralement l’ambigu¨ıte´ de la premie`re approche devient
rejet pour cette approche, diminuant donc la quantite´ d’informations apporte´e par le syste`me de
classification, on peut remarquer, surtout par la comparaison des images 5.28(d) et 5.26(d), une
augmentation du nombre de points correctement place´s dans une et une seule classe.
(a) Ensemble d’apprentissage non traite´ (b) Ensemble d’apprentissage filtre´

























Neige impure Neige propre Ambiguité Rejet
(e) Le´gende
Figure 5.28 – Classification - approche par paires d’attibuts
Ces re´sultats ont e´te´ valide´s par les experts apre`s une analyse visuelle des images 5.26 et 5.28.
Une analyse quantitative a e´te´ aussi effectue´e. Des matrices de confusion ont e´te´ calcule´es pour les
deux approches en utilisant la me´thode d’e´valuation “leave–one–out”. Les re´sultats sont pre´sente´s
dans le tableau 5.7 pour l’approche par classes et dans le tableau 5.8 pour l’approche par paires
d’attributs. Les valeurs obtenues confirment ge´ne´ralement les re´sultats visuels des figures 5.26 et
5.28. Pour l’approche par classes, on remarque d’abord le pourcentage e´norme de points place´s
en ambigu¨ıte´ pour l’ensemble d’apprentissage non–traite´, surtout pour la premie`re classe, “neige
impure”. Le re´sultat est justifie´ par la superposition des nuages d’apprentissage, pre´sente´ sur la
127
Chapitre 5. Applications
figure 5.27(b) pour une des trois paires d’attributs. La superposition des nuages est similaire pour les
autres deux paires d’attributs. L’e´puration des ensembles d’apprentissage augmente significativement
les performances du syste`me : le pourcentage des points correctement classifie´s dans une et une seule
classe augmente de 50% pour la premie`re classe et de 15% pour la deuxie`me, sans augmentation
significative du nombre de points classifie´s de manie`re errone´e (rejet ou mauvaise classe). Ce re´sultat
est en accord avec ce qui est attendu du syste`me : les points supprime´s par l’e´puration sont bien les
points situe´s tre`s loin du cœur du nuage qui provoquaient le degre´ tre`s important de superposition
entre les classes. L’application de l’algorithme d’identification des composantes connexes a beaucoup
moins d’influence sur les valeurs de la matrice de confusion.
Table 5.7 – Matrices de confusion obtenues pour l’approche par classes – application “Glacier du
Tacul”
Niveau pre´-traitement Neige impure (%) Neige propre (%) Ambigu¨ıte´ (%) Rejet (%)
-
4.75 0 95.25 0
0.01 59.02 40.8 0.17
Epuration (1)
57.07 1.61 40.17 1.15
3.03 75.6 19.11 2.26
Comp. connexes (2)
19.64 0 80.36 0
0.22 54.37 45.35 0.06
(1) et (2)
56.33 2.15 39.62 1.9
2.37 77.93 16.88 2.82
La comparaison des tableaux 5.7 et 5.8 montre que les valeurs obtenues pour l’approche par paires
d’attributs correspondent presque parfaitement aux valeurs obtenues pour l’approche par classe, avec
la transposition des points place´s dans la classe “ambigu¨ıte´” par la premie`re approche dans la classe
“rejet” par la deuxie`me. Ce phe´nome`ne peut eˆtre interprete´ comme une diminution de l’information
apporte´e par le syste`me de classification, mais aussi comme une augmentation du degre´ de confiance
associe´ aux points classe´s.
Table 5.8 – Matrices de confusion obtenues pour l’approche par paires d’attributs – application
“Glacier du Tacul”
Niveau pre´-traitement Neige impure (%) Neige propre (%) Ambigu¨ıte´ (%) Rejet (%)
-
4.75 0 0 95.25
0.01 59.06 0.04 40.88
Epuration (1)
57.95 1.64 0.11 40.29
3.21 76.34 1.03 19.41
Comp. connexes (2)
19.64 0 0 80.36
0.24 54.37 0.04 45.34
(1) et (2)
57.72 2.29 0.13 39.86




Ce chapitre montre l’applicabilite´ des re`gles floues graduelles comme re`gles de classification. Deux
types d’applications sur lesquelles le syste`me propose´ a e´te´ appris et ensuite utilise´ sont propose´s.
Les re´sultats permettent d’identifier de manie`re syste´matique et pre´cise des e´ventuelles incohe´rences
entre les donne´es d’apprentissage et celles de test.
Les re´sultats sur les deux applications montrent une grande capacite´ d’apprentissage (e´value´e
sur l’ensemble d’apprentissage), ainsi qu’une capacite´ relativement bonne de ge´ne´ralisation sur des
donne´es similaires. Les deux me´thodes de pre´–traitement propose´es se montrent tre`s utiles pour les
applications ou` les donne´es sont bruite´es (l’e´puration) et aussi pour le cas ou` une classe est caracterise´e
par une distribution multi–modale dans l’espace des attributs. Malheureusement, le syste`me actuel
est tre`s de´pendant de l’ensemble d’apprentissage et aucune interpolation n’est possible : de nouvelles
donne´es qui ne s’inscrivent pas dans les re´gions de l’espace des attributs qui sont apprises seront
rejete´es par le syste`me, meˆme si elles se trouvent dans la proximite´ imme´diate de ces re´gions. Cet
inconve´nient pourrait eˆtre traite´ par l’introduction d’une gradualite´ dans le degre´ final d’appartenance





Cette the`se propose un nouveau syste`me de classification, qui se base sur des re`gles graduelles. Il
se situe dans la famille des classifieurs base´s sur des re`gles. Il remplace la forme typique des re`gles
conjonctives “Si x1 est A1 et x2 est A2 alors X appartient a` la classe C avec le degre´ µ” par
“Si x1 est A1 −→ x2 est A2 alors X appartient a` la classe C”. L’ope´rateur d’implication
“−→” est un ope´rateur particulier qui doit respecter des contraintes de monotonie. L’implication de
Rescher–Gaines a e´te´ utilise´e au cours de ces travaux.
Par rapport aux syste`mes de classification base´s sur des re`gles conjonctives, ou` chaque nouvelle
re`gle apporte de l’information positive, en e´largissant l’ensemble des cas qui peuvent eˆtre associe´s a`
la classe analyse´e, chaque nouvelle re`gle implicative apporte de l’information ne´gative, en re´duisant
l’ensemble des cas qui respectent les contraintes impose´es. Les deux types de re`gles de classification
sont donc comple´mentaires. De cette comple´mentarite´ re´sulte une des contraintes importantes im-
pose´es aux syste`mes de classification base´s sur des re`gles implicatives : la cohe´rence. Si une seule
re`gle associe´e a` une classe donne´e (ou meˆme une seule contrainte de cette re`gle) n’est pas cohe´rente,
le re´sultat sera que la totalite´ de l’espace des attributs concerne´s sera place´ dans la classe de rejet.
Ce proble`me n’apparaˆıt pas pour les syste`mes base´s sur des re`gles conjonctives, ou` une incohe´rence
a, au pire, comme conse´quence un classement errone´ d’une partie des points dans la classe analyse´e.
Pour les syste`mes implicatifs les e´ventuelles incohe´rences sont heureusement de´tectables a posteriori,
en analysant les jeux de re`gles issues de l’e´tape d’apprentissage.
Dans la me´thode propose´e, l’e´tape d’apprentissage consiste a` analyser les donne´es d’apprentis-
sage dans des espaces 2D. Il y a donc autant d’espaces a` e´tudier que de couples d’attributs distincts.
L’analyse consiste a` identifier les plus petits polygones convexes qui entourent les points d’appren-
tissage de chaque classe. Ensuite, les re`gles graduelles qui permettent de de´limiter ces polygones
sont de´termine´es pour chaque classe et pour chaque paire d’attributs. Ces re`gles sont le cœur du
syste`me de classification. L’application d’une de ces re`gles sur un point a` classifier donne en fait son
appartenance a` une classe et pour une paire d’attributs conside´re´s.
L’e´tape d’utilisation du classifieur ainsi obtenu peut se faire de deux manie`res. La premie`re ap-
proche propose´e est l’approche par classes : pour chaque classe, on analyse les sorties des re`gles
correspondant a` chaque paire d’attributs et en fonction du nombre de “votes” favorables a` la classe
(c’est–a`–dire de re`gles de classification valide´es) on de´cide de l’appartenance ou non a` la classe
recherche´e. La deuxie`me approche propose´e est l’approche par paires d’attributs. Cette approche
fonctionne de la manie`re suivante : pour chaque paire d’attributs, les re`gles de classification concer-
nant toutes les classes recherche´es, sont applique´es. Si le nombre de re`gles valide´es est trop important,
c’est–a`–dire que le point pourrait potentiellement appartenir a` plusieurs classes, alors on conside`re
que l’ambigu¨ıte´ apporte´e par le couple d’attributs est trop importante dans la prise de la de´cision fi-
nale. Ainsi seules les couples d’attributs pertinents sont pris en compte. Dans le cas le plus de´favorable
le syste`me classe le point en rejet.
Parmi les de´savantages de la me´thode de classification propose´e, on peut citer la difficulte´ d’in-
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terpre´tation des re`gles exprime´es en language naturel, par rapport aux syste`mes de classification
base´s sur des re`gles conjonctives. On peut e´galement regretter la limitation assez importante lie´e a`
l’utilisation meˆme de l’ope´rateur d’implication, qui se trouve a` la base du syste`me. Cet ope´rateur
force l’analyse des attributs disponibles deux par deux. D’un autre coˆte´, une telle analyse a des
avantages : l’analyse des nuages des points 2D est toujours plus accessible que l’analyse des nuages
multi–dimensionnels et elle permet de traiter les paires d’attributs inde´pendamment les unes des
autres en rejetant les paires qui n’apportent pas de l’information pertinente (approche par paires
d’attributs).
Le syste`me ainsi de´veloppe´, apre`s avoir e´te´ valide´ sur des benchmarks, a e´te´ teste´ sur trois
applications re´elles :
– L’interpre´tation d’images tomographiques 3D : Le but est d’identifier des re´gions ty-
piques caracte´risant la structure et l’organisation des fibres au sein de pie`ces e´lectroniques dans
des images 3D.
– Application dans l’imagerie satellitaire, ae´roport d’Oberpfaffenhofen : Cette appli-
cation tre`s connue dans le domaine de l’analyse des images satellitaires consiste a` identifier les
champs et les foreˆts pre´sents dans les images.
– Application dans l’imagerie satellitaire, l’e´tude du glacier du Tacul : Devant les
difficulte´s d’instrumentation des glaciers, l’objectif est de les analyser a` distance au moyen des
images satellitaires. Les bandes de Forbes du glacier du Tacul ont fait l’objet de cette e´tude.
Les re´sultats obtenus sur ces applications ont montre´ l’inte´reˆt du syste`me de´veloppe´ et la perti-
nence d’utiliser les re`gles implicatives comme des re`gles de classification. Ils ont e´galement ne´cessite´
une analyse plus approfondie des donne´es d’apprentissage et/ou de test afin de bien comprendre et
interpre´ter les re´sultats obtenus.
La comple´mentarite´ des deux approches dans la phase d’utilisation du syste`me a e´galement
e´te´ mise en e´vidence dans les applications propose´es : ge´ne´ralement l’approche par classes est plus
tole´rante par rapport a` l’ambigu¨ıte´, alors que l’approche par paires d’attributs est plus stricte de ce
point de vue. Exprime´e par rapport aux principaux indicateurs calcule´s sur les matrices de confu-
sion, on peut dire que la premie`re approche est donc plus adapte´e aux proble`mes ou` la sensitivite´
est importante, alors que la deuxie`me est plus adapte´ aux proble`mes ou` la pre´cision et la spe´cificite´
sont plus importantes.
Suite a` la conception et a` l’expe´rimentation de ce syste`me de classification, plusieurs perspec-
tives seraient inte´ressantes a` travailler. La premie`re, de´ja` e´voque´e dans le document, porte sur la
ge´ne´ralisation de l’ope´rateur d’implication. Un tel ope´rateur permettrait d’analyser tous les attri-
buts simultane´ment et d’obtenir une sortie unique, ce qui faciliterait les traitements lie´s a` la gestion
des couples d’attributs. Il est a` noter qu’e´tant donne´e la de´finition meˆme de l’ope´rateur d’implication,
aucune me´thode de ge´ne´ralisation n’a e´te´ propose´e pour le moment.
Des travaux futurs certainement plus accessibles portent sur le rajout de la gradualite´ dans la
sortie du syste`me. Deux approches sont envisageables pour le moment :
– l’utilisation d’un autre ope´rateur d’implication que l’ope´rateur de Rescher–Gaines. Diffe´rents
ope´rateurs, comme celui de Luksiewicz ou de Willmott offrent des sorties non binaires qui
peuvent re´sulter en une gradualite´ dans l’appartenance a` la classe analyse´e. Une e´tude plus
avance´e est ne´cessaire afin d’e´tablir la pertinence d’un tel changement d’ope´rateur.
– l’utilisation du re´sultat issu du pre´–traitement (notamment de l’e´puration des points aberrants)
afin d’e´tablir la gradualite´ dans la sortie. A la place d’ignorer les points qui ont e´te´ e´limine´s
par l’algorithme d’e´puration, on pourrait associer aux re´gions peuple´es par ces points un degre´
d’appartenance a` la classe infe´rieur a` 1, typiquement 0.5. On peut meˆme aller plus loin et
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appliquer l’algorithme avec diffe´rents seuils, ce qui va partager l’ensemble d’apprentissage en
un noyau auquel on associe le degre´ d’appartenance 1 et en plusieurs couches (qui entourent le
noyau) auxquelles on associe des degre´s d’appartenance sous–unitaires de´croissants.
Enfin, pour augmenter le pouvoir de classification du syste`me propose´ on peut envisager la possibi-
lite´ de de´finir des formes non–line´aires associe´es aux classes dans l’espace des attributs. Afin d’aboutir
a` cette finalite´, une e´tude sur les fonctions d’appartenance utilise´es et sur leur impact sur la re´gion
de´signe´e pour la classe est ne´cessaire. L’utilisation des fonctions d’appartenance non–line´aires est
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Le travail de recherche de la the`se concerne la classification supervise´e de donne´es et plus par-
ticulie`rement l’apprentissage semi–automatique de classifieurs a` base de re`gles floues graduelles. Le
manuscrit de la the`se pre´sente une description de la proble´matique de classification ainsi que les
principales me´thodes de classification de´ja` de´veloppe´es, afin de placer la me´thode propose´e dans le
contexte ge´ne´ral de la spe´cialite´. Ensuite, les travaux de la the`se sont pre´sente´s : la de´finition d’un
cadre formel pour la repre´sentation d’un classifieur e´le´mentaire a` base de re`gles floues graduelles
dans un espace 2D, la spe´cification d’un algorithme d’apprentissage de classifieurs e´le´mentaires a`
partir de donne´es, la conception d’un syste`me multi–dimensionel de classification multi–classes par
combinaison de classifieurs e´le´mentaires. L’imple´mentation de l’ensemble des fonctionnalite´s est en-
suite de´taille´e, puis finalement les de´veloppements re´alise´s sont utilise´s pour deux applications en
imagerie : analyse de la qualite´ des produits industriels par tomographie, classification en re´gions
d’inte´reˆt d’images satellitaires radar.
Abstract
This PhD thesis presents a series of research works done in the field of supervised data classi-
fication, more precisely in the domain of semi–automatic learning of fuzzy rules–based classifiers.
The prepared manuscript presents first an overview of the classification problem, and also of the
main classification methods that have already been implemented and certified in order to place the
proposed method in the general context of the domain. Once the context established, the actual
research work is presented : the definition of a formal background for representing an elementary
fuzzy rule-based classifier in a bidimensional space, the description of a learning algorithm for these
elementary classifiers for a given data set and the conception of a multi-dimensional classification
system which is able to handle multi–classes problems by combining the elementary classifiers. The
implementation and testing of all these functionalities and finaly the application of the resulted clas-
sifier on two real–world digital image problems are finaly presented : the analysis of the quality of
industrial products using 3D tomographic images and the identification of regions of interest in radar
satellite images.
