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Abstract
We obtain high energy asymptotics of Titchmarsh-Weyl functions
of the generalised canonical systems generalising in this way a seminal
Gesztesy-Simon result. The matrix valued analog of the amplitude
function satisfies in this case an interesting new identity. The corre-
sponding structured operators are studied as well.
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1 Introduction
Canonical systems have the form











where i is the imaginary unit (i2 = −1), λ is the so called spectral parameter,
Ip is the p×p (p ∈ N) identity matrix, N stands for the set of positive integer
1
numbers, H(x) is a 2p × 2p matrix function (matrix valued function), and
H(x) ≥ 0 (that is, the matrices H(x) are self-adjoint and the eigenvalues of
H(x) are nonnegative). Canonical systems are important objects of analysis,
being perhaps the most important class of the one-dimensional Hamiltonian
systems and including (as subclasses) several classical equations. They have
been actively studied in many already classical as well as in various recent
works (see, e.g., [1,5,7,12,13,18,20,22–25,30–32,36–38,41,42] and numerous
references therein).
In most works on canonical systems, a somewhat simpler case of 2 × 2
Hamiltonians H(x) (i.e, the case p = 1) is dealt with. In particular, the
trace normalisation trH(x) ≡ 1 may be successfully used in the case of
p = 1. The cases with other values of p (p > 1) are equally important but
more complicated and less studied.
In this paper, we consider generalised canonical systems





(m1 +m2 =: m),
(1.2)
where x ≥ 0, m1, m2 ∈ N, and H is an m × m locally integrable matrix
function. More precisely, we consider mostly the case of the Hamiltonians
H(x) of the form
H(x) = β(x)∗β(x), (1.3)
where β are m2 × m matrix functions and β(x)∗ is the matrix adjoint to
β(x). Systems (1.2), (1.3) are studied on [0, r] or [0,∞). We assume that
β(x) ∈ Um2×m[0, r], where
Up×q[0, r] =
{
G : G ′(x) ≡ G ′(0) +
∫ x
0
G ′′(t)dt, G ′′ ∈ Lp×q2 (0, r)
}
, (1.4)
Lp×q2 (0, r) stands for the class of p×q matrix functions with square integrable
entries (i.e. the entries from L2(0, r)) and G ′ is the standard derivative of
G. We say that G in (1.4) is two times differentiable and that G ′′ satisfying
G ′(x) ≡ G ′(0) +
∫ x
0
G ′′(t)dt is the second derivative of G. When
β(x) ∈ Um2×m[0, r] (1.5)
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for all r > 0, we write β(x) ∈ Um2×m[0,∞). We also assume that
β(x)jβ(x)∗ ≡ 0, β ′(x)jβ(x)∗ ≡ iIm2 . (1.6)
When m1 = m2 = p, system (1.2) is equivalent to the canonical sys-
tem (1.1) with a slightly different Hamiltonian. The corresponding simple
transformation is given, for instance, by the first two equalities in [31, (B.2)].
Moreover, system (1.2)–(1.6) (in this case and under some minor additional
conditions) may be transformed into the matrix string equation [31, Ap-
pendix B]. The case of matrix Schrödinger equations is included in this class
(see [31, §2 of Appendix B]). Systems (1.2)–(1.6) present a class of canoni-
cal systems complimentary to the canonical systems corresponding do Dirac
systems. (On the canonical systems corresponding do Dirac systems see,
e.g., [29, 32] and references therein.)
Here, we consider high energy asymptotics of Weyl (Titchmarsh–Weyl)
functions of the systems (1.2)–(1.6). Asymptotics of the Weyl functions is an
important topic with interesting results obtained, in particular, in [2,8]. Some
fundamental results on Weyl functions followed (for the scalar Schrödinger
equation) in the seminal papers [40] by B. Simon and [11] by F. Gesztesy and
B. Simon (see further discussion in [9]). Closely related results in terms of
spectral functions have been stated in the pioneering note [15] by M.G. Krein
(unfortunately without proofs). It was later shown by H. Langer [18] that the
assertions from [15] yield high energy asymptotics for Weyl functions as well
(at least for the case treated in [40]). The corresponding assertions from [15]
(for the special case of the orthogonal spectral functions) were also proved
in [18]. The case of canonical systems, such that the Hamiltonians H(x) are
2× 2 matrix functions with real-valued entries and tr H(x) ≡ 1, was treated
in the interesting papers [17–19].
Related results one can find in [16] and in [26, (32)] for self-adjoint Dirac
systems, and in [27, p. 319] for skew-self-adjoint Dirac systems, with various
interesting developments in [3, 4, 10, 28].
The main result of the present paper is Theorem 5.1. This theorem gen-
eralises (for the case of the canonical systems (1.2)–(1.6)) important Theo-
rem 1.1 from [11], which constitutes, as also mentioned by the authors of [11],
one of the main results of their seminal work. The result is new even for the
3
2 × 2 Hamiltonians (in particular, we do not require that the entries of H
are real-valued). An interesting new identity (5.10) for the analog of the so
called A-amplitude appears here.
The next Section 2 is called “Preliminaries” and we generalise their some
basic results from [31]. Section 3 is dedicated to the fundamental solutions of
the canonical systems. The corresponding operator identities and structured
operators are also of independent interest. They are studied in Section 4.
The obtained results are summed up in Section 5 in the form of Theorem 5.1.
Some linear similarity problems are discussed in the appendix.
Notations. Some notations were already introduced in the introduction
above. As usual, R stands for the real axis, C stands for the complex plane,
the open upper half-plane is denoted by C+, and a means the complex conju-
gate of a. The notation ℜ(a) stands for the real part of a, and ℑ(a) denotes
the imaginary part of a. For a matrix K, K is the matrix such that all
its entries are complex conjugates of the corresponding entries of K. For a
matrix or operator V , V ∗ stands for the adjoint matrix or operator.




2 = L2 and U
p×1 = Up. (Lp2(0, r) and L2(0, r) stand
also for the corresponding Hilbert spaces of square summable functions.) The
notation I stands for the identity operator. The norm ‖A‖ of the n×n matrix
A means the norm of A acting in the space ℓn2 of the sequences of length n.
The class of bounded operators acting from the Hilbert space H1 into Hilbert
space H2 is denoted by B(H1,H2), and we set B(H) := B(H,H).
2 Preliminaries
This article may be considered as an important development of our paper [31],
where fundamental solutions of the class of canonical systems corresponding
to matrix string equations were studied. Simple generalisations of some basic
results, which were obtained in [31] for the case m1 = m2 = p, are presented
in this section.
1. Weyl functions of systems (1.2) (where m1 = m2 = p) were consid-
ered in [31, Appendix A]. The definitions, results and all proofs in [31, Ap-
pendix A] remain valid after we switch from the case m1 = m2 = p to the
general case of j given in (1.2). (Note that we also switch from Ip to Im1 .)
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More precisely, we have the following relations, definitions and statements.
The m ×m fundamental solution W (x, λ) of (1.2) is normalised by the
condition
W (0, λ) = Im. (2.1)




W (x, µ)∗jW (x, λ)
)
= i(λ− µ)W (x, µ)∗H(x)W (x, λ). (2.2)
In particular, we have the equalities
W (r, λ)∗jW (r, λ) ≡ j ≡ W (r, λ)jW (r, λ)∗, (2.3)
and we set
W(r, λ) = {Wik(r, λ)}
2
i,k=1 := jW (r, λ)
∗j = W (r, λ)−1 (r ≥ 0), (2.4)
where the blocks Wik have the same dimensions as the corresponding blocks
of j in (1.2).
















(where the first inequality holds in one point (at least) of C+ and the second
inequality holds in all the points of analyticity of P1 and P2), are called
nonsingular, with property-j.








W11(r, λ)P1(λ) +W12(r, λ)P2(λ)
)−1
, (2.6)
where the pairs {P1,P2} are nonsingular, with property-j.
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≥ 0 for A(r, λ) := W (r, λ)∗jW (r, λ). (2.7)
The matrix functions W11(r, λ)P1(λ)+W12(r, λ)P2(λ) in (2.6) are invert-
ible (excluding, possibly, isolated points λ ∈ C+), and the functions φ(r, λ)
are holomorphic and contractive in C+. That is, only removable singularities
of φ(r, λ) are possible in C+.
Definition 2.2 Matrix functions φ(λ) ∈ N (r) are called Weyl (Titchmarsh–
Weyl) functions of the generalised canonical system (1.2) on [0, r], where





are called Weyl functions of the system (1.2) on [0, ∞).
Finally, we have the following proposition.
Proposition 2.3 Let generalised canonical system (1.2) be given on [0,∞).
Then, the sets N (r) are embedded (i.e., N (r2) ⊆ N (r1) for 0 ≤ r1 < r2).
Morever, there is a matrix function ϕ(λ) belonging to the intersection of all
N (r), that is, the set of Weyl functions of the system (1.2) on [0, ∞) (the
set of ϕ satisfying (2.8)) is nonempty.












dx < ∞ (λ ∈ C+) (2.9)
is valid.
We note that (2.9) may be used as an alternative definition of the Weyl
function (see, e.g., [31]).
2. Similar to [31, Appendix A], the formulas, statements and proofs
in [31, Appendix C] remain valid after we switch to the case corresponding
to a more general form of j (more precisely, when we switch to m2×m matrix
functions β(x)). The corresponding results are given below.
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Theorem 2.4 Let the m2 × m matrix function β(x) belong to the class
Um2×m[0, r] (defined in (1.4)) and let (1.6) hold. Introduce operators A and




(t− x) · dt, K := iβ(x)j
∫ x
0
β(t)∗ · dt. (2.10)
Then, K is linear similar to A :





V(x, t) · dt
)
, (2.11)
where u ∈ Um2×m2 [0, r], u∗ = u−1, and
sup ‖V(x, t)‖ < ∞ (0 ≤ t ≤ x ≤ r). (2.12)
Remark 2.5 It is important for the study of the generalised canonical sys-
tems (1.2)–(1.6) on the semi-axis [0,∞) that the matrix function V(x, t) in
the domain 0 ≤ t ≤ x ≤ ℓ is uniquely determined by β(x) on [0, ℓ] (and does
not depend on the choice of β(x) for ℓ < x < r and the choice of r ≥ ℓ).
3 Fundamental solution
The following considerations are similar to the considerations of [31, Sec-
tion 2] although we consider a more general case of j and normalised transfor-
mation operators E given by (A.41) instead of the transformation operators
V . Recalling definition (2.10), it is easy to see that
K −K∗ = iβ(x)j
∫ r
0
β(t)∗ · dt. (3.1)
If β ′′(x) ∈ Lm2×m2 (0, r), we have (according to Proposition A.4)K = EAE
−1,
which we substitute into (3.1). Multiplying both parts of the derived equality
by E−1 from the left and by (E∗)−1 from the right, we obtain the operator
identity
AS − SA∗ = iΠjΠ∗, (3.2)
7
where








m, Lm22 (0, r)
)
, Π(x) ∈ Um2×m[0, r], h ∈ Cm. (3.4)
Note that Π above is the operator of multiplication by the matrix function
Π(x) and the operator E−1 is applied to β (in the expression E−1β) colum-
nwise. The transfer matrix function corresponding to the so called S-node
(i.e., to the triple {A, S,Π} satisfying (3.2)) has the form
wA(λ) = wA(r, λ) = Im − ijΠ
∗S−1(A− λI)−1Π, (3.5)
and was first introduced and studied in [34]. We introduce the projectors
Pℓ ∈ B
(












ℓ , Eℓ := PℓEP
∗
ℓ , Aℓ := PℓAP
∗
ℓ , Πℓ := PℓΠ, (3.7)




ℓ (Aℓ − λI)
−1Πℓ. (3.8)
Since E is a triangular operator, E−1 is triangular as well (see, e.g., the
formula (A.49) and its proof), and we have PℓE
−1 = PℓE
−1P ∗ℓ Pℓ. Hence,
taking into account (3.3) and (3.7) we derive
PℓE




−1EP ∗ℓ = I, (3.9)
Sℓ = PℓE
−1(E∗)−1P ∗ℓ = PℓE
−1P ∗ℓ Pℓ(E
∗)−1P ∗ℓ . (3.10)
It follows that
E−1ℓ = PℓE






We also have PℓA = PℓAP
∗
ℓ Pℓ. Thus, multiplying both parts of (3.2) by Pℓ
from the left and by P ∗ℓ from the right (and using (3.7), (3.11), and the last









(x) (0 < x < ℓ). (3.12)
Clearly wA(ℓ, λ) coincides with wA(r, λ) when ℓ = r.
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Remark 3.1 Relations (3.8), (3.11) and (3.12) show that Sℓ and wA(ℓ, λ)
may be defined via Eℓ (and β(x) given on [0, ℓ]) precisely in the same way as
wA(r, λ) is constructed via E (and β(x) given on [0, r]). Moreover, according
to Remark A.5, Eℓ may be constructed in the same way as E, and so wA(ℓ, λ)
does not depend on the choice of β(x) for ℓ < x < r and the choice of r ≥ ℓ.
In particular, wA(ℓ, λ) is uniquely defined on the semi-axis 0 < ℓ < ∞ for
β(x) considered on the semi-axis 0 ≤ x < ∞.
The fundamental solution of the canonical system (1.2)–(1.6) may be ex-
pressed via the transfer functions wA(ℓ, λ) using continuous factorisation
theorem [38, p. 40] (see also [32, Theorem 1.20] as a more convenient for
our purposes presentation).
Theorem 3.2 Let the Hamiltonian of the generalised canonical system (1.2)
have the form (1.3). Assume that β(x) in (1.3) belongs Um2×m[0, r] and
satisfies (1.6). Then, the fundamental solution W (ℓ, λ) of the generalised
canonical system normalised by (2.1) admits representation







for 0 < ℓ ≤ r. If theorem’s conditions hold for each 0 < r < ∞, then (3.13)
is valid for each ℓ on the semi-axis (0,∞).
The proof of Theorem 3.2 coincides with the proof of Theorem 2.2 in [31].
Remark 3.3 Using (3.3), (3.4) and the last equality in (A.48), we partition










, Φ2(x) ≡ Im2 . (3.15)












4 Structured operators S
The study of the structured operators in direct and inverse spectral problems
goes back to the classical works [15, 16] by M.G. Krein. See further devel-
opments, discussions and references in [10, 21, 28, 32, 36–38]. The case of S
satisfying operator identity (or equation) (3.2), where A is given in (2.10),
that is,
A = A2, A = i
∫ x
0





was studied only in [6]. However, related Theorems 1.1 and 1.2 in [6] contain
mistakes (since the functions in (1.4) and (1.18) in [6] are integrated over
domains, where they are not defined). Hence, we will consider (3.2) here. In
particular, we will study S satisfying an important operator identity
AS + SA∗ = R, R :=
∫ r
0





Contrary to the identity AS − SA∗ = iR, there is no literature on (4.18) as
far as we know.
Since A = A2, the operator AS − SA∗ may be rewritten in the form
AS − SA∗ = A(AS + SA∗)− (AS + SA∗)A∗, (4.19)
that is, (3.2) may be rewritten as
AZ − ZA∗ = iΠjΠ∗, AS + SA∗ = Z. (4.20)
Thus, operators S satisfying (3.2) may be found in two steps, which we
discuss below. First, we study Z such that
AZ − ZA∗ = iΠjΠ∗. (4.21)
The operators Z satisfying (4.21) as well as more general identity
AZ − ZA∗ = iR, R :=
∫ r
0






were thoroughly studied in [35,39] (see also [14]). According to the resulting
































∗, t > x.
(4.24)
Remark 4.1 According to [39, Corollary 1.1.7] the bounded operator Z,



























In our case, (3.16) and Proposition A.4 imply that Φ1(x) ∈ Um2×m1 [0, r],
and so the relations (4.23) and (4.24) hold. Moreover, taking into account
(3.16), (A.9) and (A.42) we obtain
Φ1(0) = β2(0)
−1β1(0), (4.27)
where β2(0) is invertible. In view of the first equality in (1.6) at x = 0,
formula (4.27) yields
Φ1(0)Φ1(0)
∗ = Im2 . (4.28)









Next, we consider a similar to (4.18) identity
AS + SA∗ = Z. (4.30)
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In order to study the operator identity (4.30), we start with the closely related
identity
TA+A∗T = Z̃, Z̃ =
∫ r
0





and modify the proof of [39, Theorem 1.1.6] (i.e., of Theorem 1.3 in [35,
Chapter 1]).













(x, t) · dt, (4.32)
where Υ̃(x, t) has the form

















Υ̃(x, t) ∈ Lm2×m22 (0, r) for x ∈ [0, r], (4.34)
υ̃(x) ∈ Lm2×m22 (0, r), υ̃(x) = 0 for r ≤ x ≤ 2r. (4.35)
Moreover, in this case the kernel Z̃(x, t) satisfies the condition
∫ r
ξ−r
Z̃(ξ − t, t)dt = 0 for r ≤ ξ ≤ 2r. (4.36)
P r o o f. Representation (4.32) of the bounded operators T follows from [39,
Theorem 1.1.1]. Clearly, we may assume additionally that
Υ̃(r, t) = 0. (4.37)
It remains to prove relations (4.33), (4.35) and (4.36). For this purpose, one
can use the first part of the proof of [39, Theorem 1.1.6], where the signs
of the second terms on the left-hand sides of (1.1.25), (1.1.28) and (1.1.29)
in [39] should be (evidently) changed. We also change some notations in [39]:
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Q2 into Z2, iQ into Z̃ and ω into r. Then, in view of [39, (1.1.22)] and of
the second formula in [39, (1.1.32] we have











Taking into account the abovementioned changes, instead of [39, (1.1.30)] we






(x, t) = Z2(x, t). (4.39)






















According to (4.38), we have






= 0 for r ≤ ξ ≤ 2r. (4.42)
Introduce the boundary value matrix function
ϑ(ξ) =
{
F2(ξ,−ξ) = F1(0, ξ) for 0 ≤ ξ < r,
0 for r ≤ ξ ≤ 2r.
(4.43)
Using (4.40), (4.42) and (4.43), we derive













dy for 0 ≤ ξ < r, (4.44)













dy for r ≤ ξ ≤ 2r. (4.45)
Taking into account the second equality in (4.40) and setting ξ = x+ t, η =
x− t, we rewrite (4.44) and (4.45) as
















Setting ζ = (x+ t− y)/2 and using the second equality in (4.38), we rewrite
(4.46) in the form









F1(x, t) = −υ̃(x+ t)− i
∫ min{x+t, r}
t
Z̃ (x+ t− ζ, ζ)dζ, (4.48)
υ̃(x) = −ϑ′(x)− i
∫ r
0
Z̃ (s, x) ds for x < r, υ̃(x) = 0 for r ≤ x ≤ 2r.
(4.49)
It follows from (4.37), (4.38) and (4.48) that
Υ̃(x, t) = −
∂F1
∂x
(x, t) = υ̃(x+ t) + i
∫ min{x+t, r}
t
Z̃ (x+ t− ζ, ζ)dζ















According to (4.43), (4.49) and (4.50), relations (4.33) and (4.35) are valid.
Finally, in order to prove (4.36) we note that the first equality in (4.40)












dx dη = 0. (4.51)
Setting t = ξ−η
2





Z̃(x, t) dx dt = 0 for r ≤ ξ ≤ 2r. (4.52)
Since the right-hand side of (4.52) equals zero at ξ = r, by differentiating
(4.52) with respect to ξ we obtain an equivalent equality, that is, (4.36)
follows. 




(x) = f(r − x)
(




It is immediate that
UAU = A∗, U2 = I. (4.54)
Hence, the identity (4.30) is equivalent to the identity
USUA +A∗USU = UZU (4.55)
and Theorem 4.2 yields the following corollary.





operators and satisfy operator identity (4.30) where Z has the form (4.29).












where Υ(x, t) has the form

















Υ(x, t) ∈ Lm2×m22 (0, r) for x ∈ [0, r], (4.58)
υ(x) = 0 for 0 ≤ x ≤ r, υ(x) ∈ Lm2×m22 (r, 2r). (4.59)
Moreover, in this case the kernel Z(x, t) satisfies the condition
∫ ξ
0
Z(ξ − t, t)dt = 0 for 0 ≤ ξ ≤ r. (4.60)
P r o o f. Setting
S = UTU, Z = UZ̃U, (4.61)
where T , Z̃ satisfy (4.31), and using (4.29) and (4.32) we derive (4.56), where
Υ(x, t) = Υ̃(r − x, r − t), Z̃(x, t) = Z(r − x, r − t). (4.62)
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According to (4.33) and (4.62) we have








2r − x− t + s
2
,



















Thus, we obtain (4.57) and (4.59) after we switch from s to −s on the right-
hand side of (4.63). Finally, in view of the second equality in (4.62), condition
(4.36) may be rewritten in the form
∫ r
ξ−r
Z(r − ξ + t, r − t)dt =
∫ 2r−ξ
0
Z(2r − ξ − s, s)ds = 0, r ≤ ξ ≤ 2r.
(4.64)
Substituting in (4.64) ξ instead of 2r − ξ, we derive (4.60). 
Remark 4.4 Since operators Sℓ in (3.8) (and, correspondingly, in the rep-
resentation (3.13) of the fundamental solution) satisfy operator identities
(3.12), they have the form (4.56)–(4.59), where r is substituted by ℓ and
Z is given by (4.24).
In order to consider our conditions on Φ1, it is convenient to write down the
right-hand side of (4.19) in another form:
AS − SA∗ = A(AS − SA∗) + (AS − SA∗)A∗. (4.65)





∗dt = ξIm2. (4.66)











Finally, let us consider some examples.
Example 4.6 Let Z be a bounded operator, which satisfies (4.22), where



























It is also easily checked that each Z of the form (4.69) (where R0 is
differentiable and R′0(s) ∈ L
m2×m2




R0(x+ t) · dt. (4.70)
Indeed, we set































































R0(x) +R0(t− x)− 2R0(0)
))
. (4.74)
Equalities (4.71)–(4.74) imply the identity (4.22) where R has the form
(4.70).






























































v0(ξ)dξds (x+ t ≤ r), (4.79)















v0(ξ)dξ (x+ t ≤ r), (4.81)
∂
∂t
Υ(x, t) = υ′(x+ t)−
∫ t
x+t−r
v0(ξ)dξ (x+ t ≥ r). (4.82)
Comparing (4.56) and (4.75) and taking into account (4.81) and (4.82), we
see that
υ′′(ξ) = v0(ξ)− v0(ξ − r) for ξ > r (4.83)






v0(s)dsdt = 0 (0 ≤ ξ ≤ r), (4.84)







= 0 (0 ≤ ξ ≤ r). (4.85)
Clearly, (4.85) is always valid.
Using our results for Examples 4.6 and (4.7) we obtain one more example.
Example 4.8 Let S = Z be given by (4.69) and let A = A2 (i.e., let A be
given by (2.10)). Then, S satisfies the operator identity





R0(s)ds · dt. (4.86)
Moreover, the rank of the right-hand side of (4.86) is no more than 2m2.
Indeed, for S0 given (4.75), relations (4.22) and (4.70) yield
AS − SA∗ = S0, where v0(s) := iR0(s). (4.87)
Now, using equalities (4.76) and (4.87) we obtain









Since the left-hand sides of (4.86) and (4.88) coincide, the operator identity
(4.86) follows. The estimate of the rank of the right-hand side of (4.86)










where the first and second terms on the right-hand side are m2 ×m2 matrix
functions, the first one depending only on x and the second one depending
on t.
Operators S of the form (4.69), some similar ones, and spectral theory of
the corresponding string equations have been studied, for instance, in [15,18]
(in the scalar case), in [36, pp. 53-56] as well as in [26, §7].
In the spirit of the continuous factorisation theorem [32, 36, 38], formula













= β(r)∗β(r) = H(r). (4.89)
The recovery of Φ1 and operators Sr, and so (in view of (4.89)) the solution of
the inverse problem to recover a generalised canonical system, is the subject
of our next paper.
5 High energy asymptotics
of the Weyl functions
Relations (3.2), (3.5) and (3.13) yield (see [32, (1.88)]):
W (r, λ)∗jW (r, λ) = j + i(λ− λ)Π∗(I − λA∗)−1S−1(I − λA)−1Π, (5.1)
where A = Ar, S = Sr, Π = Πr. Hence, in view of (2.7) we obtain





















for λ ∈ C+ and some C = C(r) > 0.
(5.3)
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It is easily checked directly and follows from the formula for the resolvent of
the integration operator (see, e.g., [32, (1.149)]) that









In particular, for the operators Φk ∈ B
(
Cmk , Lm22 (0, r)
)
(k = 1, 2), which are
defined in (3.14) and (3.15), we have


































Im2 for ℑ(z) → ∞. (5.8)















Note that O(eizr) in (5.9) characterises the growth of the corresponding ma-
trix norm and z is assumed to be situated in the first quadrant (ℜ(z) > 0,
ℑz > 0), that is, ℑ(z) > 0 and ℑ(z2) > 0.
Theorem 5.1 Let generalised canonical system (1.2), (1.3) be given, such
that β(x) ∈ Um2×m[0, r] and (1.6) holds. Then, the Weyl functions φ ∈ N (r)
admit representation (5.9), where Φ1(x) is given by (3.16). The correspond-
ing matrix function Φ1(x) is two times differentiable and belongs to Um2×m1 [0, r].




∗dt = ξIm2. (5.10)
The matrix function Φ1(x) is uniquely determined on [0, r] by the represen-
tation (5.9).
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P r o o f. Formula (5.9) was proved above. The equality (3.16) and Propo-
sition A.4 show that Φ1(x) ∈ Um2×m1 [0, r]. Condition (5.10) follows from
Corollary 4.5.



























Clearly, ‖ω(z)‖ is bounded in the domain {z : ℑ(z) ≤ ε} (ε > 0). According
to (5.12), ‖ω(z)‖ is bounded in the domain {z : ℜ(z) ≥ ε, ℑ(z) ≥ ε}.
Finally, by virtue of the Phragmen–Lindelöf theorem (see, e.g., [32, Corollary
E.7] after using the change of variables z = (exp{3iπ/4})z̃+ ε(1+ i) in order
to come to the standard angle considered in the theorem), ‖ω(z)‖ is bounded
in the domain {z : ℜ(z) < ε, ℑ(z) > ε}. Thus, ‖ω(z)‖ is bounded in C and
ω(z) tends also to zero on some rays in C. Hence, we obtain ω(z) ≡ 0, and
the identity Φ̂(x) ≡ Φ1(x) follows. 
Remark 5.2 Since Φ1(x) is two times differentiable, the integral on the
right-hand side of (5.9) can be integrated by parts, which will produce a
slightly more precise asymptotics.
A Linear similarity transformation
1. In this appendix, we consider linear operators V and V −1, which appear
in the similarity transformation (2.11), in greater detail. The operators V
may be constructed quite similar to the operators V in [31, Appendix C],
where some results of [33] are further developed. First, we note that (similar
to the case m1 = m2 = p in [31, Appendix C]) the m2 ×m2 integral kernel























F̆(t, x− t− ζ)dt−
∫ x
(x−ζ)
F̆(t, ζ + t− x)dt
)
, (A.2)










































F(s, η)Vk−1(η, x− t− ζ)dηdsdt.
Them2×m2 matrix functions u4, F and F̆ in (A.2) and (A.3) satisfy relations
u4(t) = u4(t)
∗, u4 ∈ L
m2×m2
2 (0, r); F(s, η) = h1(s)h2(η), (A.4)
h1 ∈ L
m2×m
2 (0, r), h2 ∈ L
m×m2




Here, the notations hk slightly differ from the corresponding notations in [31].
23
For C(r) = C > 0 such that
∫ r
0







‖V1(x, ζ)‖ ≤ C, (A.7)




Cxk−1 (k ≥ 1). (A.8)
Similar to [31, (C.22)], we have the equality
u(0) = Im2 . (A.9)
2. Using the above-mentioned estimates and equalities, we prove our
next proposition, which completes Theorem 2.4.
Proposition A.1 Let the conditions of Theorem 2.4 hold. Then, the sim-
ilarity transformation operators V and V −1 in (2.11) (constructed by the
procedure from [31, Appendix C]) map vector functions f ∈ Um2 [0, r] into
Um2 [0, r] (where Um2 [0, r] = Um2×1[0, r] is introduced in (1.4)).
P r o o f. Step 1. Since A ∈ B(Lm22 (0, r)) is the operator of the squared
integration multiplied by −1, the relation f ∈ Um2 [0, r] is equivalent to the
representation
f(x) = −Af ′′ + xf ′(0) + f(0). (A.10)












∈ Lm22 (0, r). (A.11)
For this purpose, we rewrite the first equality in (2.11) as KV = V A, where
V is the integral operator given by the second equality in (2.11), and K is
given in (2.10). Moreover, from the relations (A.1)–(A.8) it is easy to see that
V(x, ζ) is continuous on the triangular x ≥ ζ . Hence, in terms of the integral
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× V(x, t)dt. (A.12)
Sometimes, for convenience, we write V g(t) (instead of V g(x)). Setting
in (A.12) ζ = 0, we derive








where V is applied to tIm2 columnwise. We also note that according to (A.2),
























h1(x− y)h2(y)dy ∈ L
m2×m2
2 (0, r). (A.15)

































V(x, 0) ∈ Lm2×m22 (0, r). (A.18)
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In view of (A.13) and (A.18), V (tIm2) is two times differentiable and
d2
dx2
V (tIm2) ∈ L
m2×m2
2 (0, r). (A.19)
Thus, (A.11) holds.
Step 2. Next, we should show that V(x, ζ) is differentiable with respect




















∈ Lm2×m22 (0, x). (A.20)
It follows from (A.3) and (A.4) that V2(x, ζ) is differentiable and for some







∥∥∥∥ < Ĉ. (A.21)






u4(t)dt, Vk(x, x) = 0 (k > 1). (A.22)
If k > 2 and ∂
∂ζ
Vk−1(x, ζ) exists and is bounded, simple calculations using































































Vk−1(η, x− t− ζ)dηdsdt.
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Now, we choose Ĉ in (A.21) such that Ĉ > C, and so (A.6) is valid for








Ĉxk−2 (k ≥ 2). (A.24)
Indeed, (A.24) holds for k = 2. If (A.24) is valid for k − 1, we derive from
(A.4), (A.23) and the inequality Ĉ > C that (A.24) holds for k.
Finally, relations (A.1), (A.20) and (A.24) imply the differentiability of






















≡ 0. Thus, (A.26) holds for all k > 0. Therefore,







Step 3. It follows from (A.1) and (A.22) that
V(0, 0) = 0. (A.28)
Taking the derivatives (with respect to ζ) of both parts of (A.12) at ζ = 0
and using (A.27) and (A.28), we rewrite the result in the form





∈ Um2 [0, r]. (A.29)




∈ Um2 [0, r] for g(x) ∈ Lm22 (0, r). (A.30)
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Finally, relations (A.10), (A.11), (A.29) and (A.30) yield
V f ∈ Um2 [0, r] for f ∈ Um2 [0, r]. (A.31)
Step 4. Let us consider the operator V −1. For this purpose, we rewrite
the first equality in (2.11) as V −1K = AV −1. In view of the first equality in








(0) = 0 for g ∈ Lm22 (0, r). (A.32)
Thus, presenting the function Kg in the form (A.10) and using (A.32), we
derive Kg = A(−Kg)′′ or, equivalently,
K = AK̂, K̂ := I − iβ ′′(x)j
∫ x
0
β(t)∗ · dt. (A.33)




(see explicit expressions [31, (C.5)–(C.7)] for the inverse operator K̂−1).
Hence, using (A.33) we can rewrite V −1K = AV −1 in the form
V −1A = AV −1K̂−1. (A.34)








(0) = Im2 . (A.35)
Hence, representation (A.10) of V (xIm2) has the form





Multiplying both parts of (A.36) by V −1, we easily rewrite the result in the
form






In the same way, the equality (A.29) (in view of (1.6), (A.9) and (A.10))
yields
























Clearly, the right-hand side of (A.34) (and so the left-hand side as well)
maps functions from Lm22 (0, r) into U
m2 [0, r]. Hence, (A.37) implies that
V −1(xIm2) ∈ U
m2 [0, r]. Therefore, (A.39) implies that the matrix function
V −1 Im2 also belongs to U
m2 [0, r]. Summing up, we have




, V −1f(0) ∈ Um2 [0, r] (A.40)
for any f ∈ Um2 [0, r]. Thus, using (A.10) we see that the statement of the
proposition regarding operator V −1 is valid. 
3. Assuming that the conditions of Proposition A.1 hold, we introduce
operators E and V0 by the equalities
E := V V0, V0f = β2(0)f +
∫ x
0





where β2 is the m2 ×m2 block of β (see (3.16)) and E is another triangular
operator




Lemma A.2 The operator V0 is invertible and commutes with A :
V0A = AV0. (A.43)
Moreover, the operators V0 and V
−1
0 map U
m2 [0, r] into Um2 [0, r].
P r o o f. Taking into account (1.6), it is easy to see that det β2(0) 6= 0.
Indeed, if det β2(0) = 0 we have β2(0)
∗g = 0 for some vector g 6= 0. We also
have β2(x)β2(x)
∗ = β1(x)β1(x)
∗ (which is immediate from βjβ∗ ≡ 0), and
so β2(0)
∗g = 0 implies β1(0)
∗g = 0 and β(0)∗g = 0. Since g 6= 0, the last
equality contradicts the equality β(0)′jβ(0)∗ = iIm2 . The invertibility of V0
follows from the invertibility of β2(0) and from the boundedness of V0(x) in
the matrix norm.
The commutation property (A.43) is immediate from the commutation
property of the integral term of V0 and A. In fact, there is a more general





a(x− t)Im2 ·dt (where a is a scalar function and is assumed,

























Using the corresponding change of variables, it is easy to show that the
integral kernels on the right-hand sides of (A.44) and (A.45) coincide:
∫ x
s
a(t− s)V0(x− t)dt =
∫ x−s
0




a(x− t)V0(t− s)dt. (A.46)
Thus, the left-hand sides of (A.44) and (A.45) coincide as well (and (A.43)
is proved).
According to Proposition A.1 and the last equality in(A.41), V0(x) is
differentiable and its derivative belongs to Lm2×m22 (0, r). Hence, the direct
differentiation shows that V0 maps U
m2 [0, r] into the same class.












(0) = β2(0). (A.47)
Finally, the fact that V −10 maps U
m2 [0, r] into the same class follows from
(A.43) (more precisely from the equivalent equality V −10 A = AV
−1
0 ) and from
(A.47) similar to the case of V −1 in the proof of Proposition A.1. 
Remark A.3 The proof of Lemma A.2 shows that a wide class of oper-
ators commutes with A, and so the transformation operators V̂ such that
K = V̂ AV̂ −1 are not uniquely defined. In this context, the normalised trans-
formation operator E given by (A.41) is important.
Proposition A.4 The operator E given by (A.41) satisfies the equalities
K = EAE−1, E−1β2 ≡ Im2 . (A.48)
Moreover, the operators E and E−1 map Um2 [0, r] into Um2 [0, r].
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P r o o f. The first equality in (A.48) is immediate from the definition of E
and formulas (2.11) and (A.43). In order to derive the second equality in










‖Q(x, ξ)‖ < ∞.
(A.49)




(0) = β2(0). (A.50)












and the second equality in (A.48) follows.
Finally, the fact that the operatorsE and E−1 map Um2 [0, r] into Um2 [0, r]
follows from the corresponding properties of V ±1 and V ±10 (see Proposition
A.1 and Lemma A.2). 
Remark A.5 It follows from the Remark 2.5 and formulas (A.41) and (A.42)
that the integral kernel E(x, t) (of E) in the domain 0 ≤ t ≤ x ≤ ℓ < r is
uniquely determined by β(x) on [0, ℓ] (and does not depend on the choice of
β(x) for ℓ < x < r and the choice of r ≥ ℓ).
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