Abstract-In this paper we propose a general interpolation algorithm in a free module of a linearized polynomial ring, and apply this algorithm to decode two families of subspace codes, Kötter-Kschischang (KK) codes and Mahdavifar-Vardy (MV) codes. When applied to decode KK codes, our algorithm is equivalent to the Sudan-style list-1 decoding algorithm proposed by Kötter and Kschischang. Our algorithm also obtains the multivariate linearized polynomial for the list decoding of MV codes, and has a much lower complexity than solving linear equations.
I. INTRODUCTION
Error control is vital to network coding, as network coding is vulnerable to errors caused by unreliable links or malicious nodes. For noncoherent scenario of random linear network coding (RLNC), modeled as an operator channel in [1] , a family of subspace codes referred to as KK codes [1] , has been proposed. KK codes are shown to be asymptotically optimal [1] , and can be decoded by a Sudan-style list decoding algorithm [1] . This list decoding algorithm has a list size of one, and hence it is essentially a bounded distance decoder with a decoding radius approximately half the minimum distance.
To enable a larger list size and to achieve a greater decoding radius, Mahdavifar and Vardy recently proposed a family of subspace codes, referred to as MV codes henceforth, and a list decoding algorithm for them [2] [3] . Assuming that no erasures occur, this algorithm has a greater decoding radius than the decoding algorithm in [1] for low rate codes.
Both KK codes and MV codes are obtained by evaluation of linearized polynomials, while their decoding algorithms feature an interpolation step and a factorization step, analogous to Reed-Solomon (RS) codes and their decoding algorithm by Sudan [4] . Parallel to the work by Wang et al. [5] on interpolations over a free module of a polynomial ring, in this paper we propose a general interpolation algorithm in a free module of a linearized polynomial ring, and show that our interpolation algorithm has a polynomial complexity. It reduces to the Sudan-style list-1 decoding algorithm in [1] when applied to decode KK codes. When applied to the list decoding of MV codes, our algorithm has a much lower complexity than solving linear equations. Due to space limit, all the proofs in this paper are omitted, and can be found in [6] .
The rest of the paper is organized as follows. Section II reviews KK codes and MV codes, as well as their respective decoding algorithms. In Section III, we propose our general interpolation algorithm over a free module of a linearized polynomial ring. The algorithm is applied to decode KK codes and MV codes in Sections IV and V, respectively. Concluding remarks are provided in Section VI.
II. PRELIMINARIES

A. Linearized Polynomial Ring
For a finite field GF(q m ), where q is a prime power and m is a positive integer, a polynomial of the form
We assume q is fixed, and denote q i as [i] in this paper. The q-degree of l(x), denoted as deg q (l(x)), is given by max ai =0
{i}.
Given two linearized polynomials l 1 (x) and l 2 
, is also a linearized polynomial over GF(q m ). We define the multiplication be-
. Thus the set of linearized polynomials over GF(q m ) with polynomial addition and the multiplication ⊗ forms a noncommutative ring, denoted by L [x] . Note that there is no left or right divisor of zero in L[x] [7] .
B. KK Codes and Their Decoding Algorithm
Suppose W is a vector space over finite field GF(q), and P(W ) is the set of all subspaces of W . For U, V ∈ P(W ), the subspace distance d s [1] between them is defined as
, where dim(A) denotes the dimension of a subspace A ∈ P(W ), V ∩ U is the intersection space of V and U , and V + U is the smallest subspace that contains both V and U .
A subspace code is a subset of the set of all the subspaces of an ambient space. KK codes [1] is a family of subspace codes to provide error control over operator channel. For a KK code C defined over GF(q m ), the message vector u = (u 0 , u 1 , . . . , u k−1 ) is take over GF(q m ), associated 978-1-61284-140-3/11/$26.00 ©2011 IEEE with a message polynomial u(
. Suppose V is transmitted over the operator channel [1] , and an error of dimension t and an erasure of dimension ρ occur. Then an
It is proved that the transmitted subspace can be recovered based on the received subspace by the list-1 decoding algorithm [1] y 1 ) , . . . , (x r−1 , y r−1 )} be a basis for U . The decoding algorithm in [1] consists of an interpolation step and a factorization step. First the interpolation procedure finds a nonzero bivariate polynomial
where Q x (x) and Q y (y) are linearized polynomials of qdegrees at most τ −1 and τ −k respectively. Then a message polynomialû(x) is obtained at the factorization step by right
The interpolation procedure of the decoding algorithm in [1] , called a Sudan-style list-1 decoding algorithm, adopts update rules based on discrepancy. During the i-th iteration, the algorithm generates an x-minimal bivariate polynomial and a y-minimal bivariate polynomial, f 
C. MV Codes and Their List Decoding Algorithm
To construct an l-dimensional MV code over a field GF(q ml ), l has to be a positive integer that divides q − 1, and the message vector u = (u 0 , u 1 , . . . , u k−1 ) is over GF(q), associated with a message polynomial u(
. Let u ⊗i (x) denote the composition of u(x) with itself by i times for any nonnegative integer i, with u ⊗0 (x) = x. Then the codeword V corresponding to the message u is spanned by a set of vectors v i , where
and L is the desired list size. Here {α i : i = 1, 2, . . . , l} is a set of independent elements specially chosen over GF(
Suppose an error of dimension t occurs, and an (l + t)-dimensional subspace U of W is received. The decoder first finds a set of points (β j,0 , β j,1 , . . . , β j,L ) to be interpolated [2] , where j = 1, 2, . . . , N p and
where Q i is a linearized polynomials over GF(q ml ) of q-
We also call this step the interpolation step of the algorithm. It is proved in [3] that (2) 
and a i,j ∈ GF(q m ). Thus V is also a vector space over GF(q m ) with a basis M = {x 
-submodule, then the general interpolation problem is to find a minimum Q * ∈ K C , that is, to find an element Q * with minimum order in V , such that it lies in the kernels of all the given linear functionals. Furthermore, we can show the uniqueness of Q * up to a scalar as in [5] . 
Lemma 1. The minimum in K C is unique up to a scalar.
Define T i,j = K i ∩ S j ,
Algorithm 1 General Interpolation by Linearized Polynomials
Now we consider the computational complexity of Algorithm 1. There are a total of C iterations in Algorithm 1. In each iteration, L + 1 linear functionals are first carried out to calculate the discrepancies, followed by at most L finite field additions to find the minimum candidate and its index among those with nonzero discrepancies. Then to update the candidates, we conduct at most 2(L + 1) and elements in V .
IV. DECODING OF KK CODES
The decoding problem of KK codes indicated by (1) falls into the category of general interpolation problem described in Section III, hence we try to solve (1) by Algorithm 1. We consider a KK code over GF(q m ) as described in Section II-B, with a message vector length k and dimension of subspace l. The linearized polynomial ring
for j = 0, 1, and
We can write Q(x, y) = l 0 (x)+l 1 (y), and call Q(x, y) ∈ V a bivariate linearized polynomial. Note that V is also a vector space over GF(q m ) with a vector space basis M = {x
, and a positive integer k. A total ordering on M is established by writing
• b j ) and j < j , for any i, i ≥ 0 and j, j ∈ {0, 1}. Once the total ordering on M is determined, the leading monomial and the order of any Q ∈ V can be defined as described in Section III. Consequently, given a subset of V , a minimum element in V can be found.
Finally, we define a set of linear functionals 
Lemma 3. K i is an L[x]-submodule.
Hence K i is also an L[x]-submodule. Consequently, the interpolation problem described by (1) is to find a nonzero Q ∈ V such that Q is a minimum in K n−1 . This is a general interpolation problem over free L[x]-modules as described in Section III, and Algorithm 1 solves it by finding a minimum nonzero solution.
To use Algorithm 1, first we set g 0,0 = x, and g 0,1 = y in the initialization step. In the following iterations, the multiplication between an element in L [x] and an element in V follows the definition in (3). In particular, [1] and g i,j is accomplished by raising the coefficients of g i,j to the q-th power, which is simply a cyclic shift if a normal basis is chosen [8] [9] . In summary, when used to decode KK codes, Algorithm 1 takes a total of O(r(r + k)) finite field multiplications in GF(q m ).
V. LIST DECODING OF MV CODES In [2] , no specific algorithm is mentioned on how to solve the interpolation step in (2) . Intuitively, a nonzero solution can be obtained by solving the corresponding homogeneous systems, but with high computational complexity. Here, we utilize the general interpolation over free L[x]-modules to solve this problem efficiently.
We consider an l-dimensional MV codes over GF(q ml ) defined in Section II-C, with a message vector length of k and dimension of subspace l. In this case, the linearized polynomials ring L[x] is defined over GF(q ml ), and a set
and V is the same as in (3), only that j ∈ {0, 1, . . . , L}. Then the module V can be constructed similarly as in Section IV, and an element Q(y 0 , y 1 , . . . , y L ) ∈ V can be written as 
VI. CONCLUSION
In this paper, we investigate the general interpolation problem over free modules of a linearized polynomial ring, and propose a general interpolation algorithm. Our algorithm is used to decode KK and MV codes. Analysis shows that the Sudan-style list-1 decoding algorithm for KK codes is a special case of our algorithm. The algorithm also finds the multivariate linearized polynomial in the list decoding of MV codes, and has a lower complexity than solving linear equations.
