Abstract. Many applications, including the image search engine, image inpainting, hyperspectral image dimensionality reduction, pattern recognition, and time series prediction, can be facilitated by considering the given discrete data-set as a point-cloud P in some high dimensional Euclidean space R s . Then the problem is to extend a desirable objective function f from a certain relatively smaller training subset C ⊂ P to some continuous manifold X ⊂ R s that contains P, at least approximately. More precisely, when the point cloud P of the given data-set is modeled in the abstract by some unknown compact manifold embedded in the ambient Euclidean space R s , the extension problem can be considered as the interpolation problem of seeking the objective function on the manifold X that agrees with f on C under certain desirable specifications. For instance, by considering groups of cardinality s of data values as points in a point-cloud in R s , such groups that are far apart in the original spatial data domain in R 1 or R 2 , but have similar geometric properties, can be arranged to be close neighbors on the manifold. The objective of this paper is to incorporate the consideration of data geometry and spatial approximation, with immediate implications to the various directions of application areas. Our main result is a point-cloud interpolation formula that provides a near-optimal degree of approximation to the target objective function on the unknown manifold.
Introduction
With the recent rapid technological advance, significantly lower manufacturing cost, and high demand in such areas as: image sensor and capture, satellite and medical imaging, powerful search engines, convenient internet access, as well as low-cost wireless communication, memory devices, and computing power, the tremendously huge amount of data information to be processed and understood is overwhelming. One of the most popular current approaches is to consider a collection of all pieces of information as a point-cloud in some (unknown) manifold, of relatively low dimension, embedded in a high dimensional Euclidean space, with each point in the point-cloud representing a piece of the information data-set. For example, each point in the point-cloud could be an image thumbnail in application to an image search, where the dimension of the Euclidean space under consideration is the maximum resolution of the image thumbnail collection. Other important applications include document library sorting, hyperspectral image analysis, and feature pattern recognition.
In order to encode the similarities as well as dissimilarities among the data points, and more generally, local geometry of the data-set, it is convenient to assume that the point-cloud P (at least approximately) lies on some continuous manifold X ⊂ R s . This encoding is accomplished by inheriting some q-dimensional parametric representation of the manifold X, where q denotes the (unknown) manifold dimension. Here, the manifold parametric representation could be determined by minimizing certain deviation from the data-set and the parameterization can be derived from some coordinate functions that are eigenvectors of the corresponding heat diffusion operator on the manifold X (see [9] ). Or equivalently, the manifold parametric representation could be determined by maximizing a certain variance of the data-set, and the parameterization can be derived from certain coordinate functions that reside in the nullspace of some Laplace-Beltrami operator on X. Hence, there are two (dual) approaches to analyze and understand the point-cloud P; namely, by considering the (integral) kernels K of these two types of operators, both governed by the given point-cloud P. The interested reader is referred to our Handbook article [7] for a discussion and comparison of these approaches and corresponding nonlinear methods.
As a motivation to the following discussion, let us consider the widely popular ad hoc bilateral filter for image noise reduction with minimal image blurring, introduced by Tomasi and Manduchi [35] and extended by Elad [16] , by incorporating a multiplicative radiometric filter component with the Gaussian convolution filter. While the Gaussian component of the bilateral filter has the capability of noise reduction by image smoothing, the radiometric component compares pixel similarities at pixel locations that could be spatially far apart to preserve image features, and hence avoiding excessive image blur. Observe that by considering the entire R 2 as the image domain, then replacing the variance of the Gaussian function with a positive constant c multiple of some parameter t, the Gaussian convolution filter becomes the heat kernel of isotropic diffusion with time variable t and conductivity constant c. In our work [6] , iterative Laplace-Beltrami operators for bilateral filtering are formulated when the radiometric parameter is replaced by some positive power of t; and thus showing that bilateral filtering indeed leads to a certain anisotropic diffusion process.
For instance, to adopt the manifold approach to incorporate the similarities and dissimilarities of the data geometry, let us consider the example of lifting a data-set defined in R 1 to some point-cloud in a higher dimensional space R s . A somewhat naive and yet effective way is to consider blocks of size s of consecutive data points. These blocks should be overlapping, and all data are supposed to belong to at least one block. In other words, each block is a point in the point cloud P in R s , with coordinates given by the data values of the data points in the block. Hence, points corresponding to blocks that have similar geometry, except for some scaling factor (which is taken care of by the manifold parametric representation), are close neighbors. If ranking of similarities is desired to apply the theory and methods of approximation and interpolation of functions on manifolds to be introduced in the present paper, the anisotropic transform (AT) discussed in our recent work [8] can be applied. The AT is formulated in terms of certain decomposition of the matrix version of the (integral) kernels K corresponding to the heat diffusion or Laplace-Beltrami operators, as discussed in some detail in [8] . For fast computation, randomized projection is integrated with the AT (called RAT algorithms), and the trade-off between computational speed and possible inaccuracy (with arbitrarily small probability) is discussed in [8] and illustrated with experimental results for the method of Iso-map, introduced in [34] .
Many practical applications such as pattern recognition, time series prediction, and missing data recovery, involve the estimation of an objective function defined on the point-cloud as discussed above. For example, in application to missing data recovery and repairing damaged data, the objective function could be defined at each point x ∈ P by the value of the data point at the center of the corresponding block x that constitutes the point in the point cloud. However, if some data is missing or damaged, this objective function is known only on a subset C ⊂ P. The question of missing/damaged data recovery is then the question of extending the objective function from C to P. This is parallel to the applications of manifold learning, where the number of points in the point cloud P is too large to handle, and the standard approach is to extend the objective function defined only on some relatively smaller training subset C ⊂ P to all of P .
The important problem of extending a real-valued smooth function from a given set in a Euclidean space to the whole space so as to minimize a certain Sobolevtype norm has been investigated extensively by Fefferman and his collaborators [17] [18] [19] [20] [21] . In our study of contextual data completion in [5] , we have also explored the question of extension of functions from the exterior of a sub-domain of a known manifold to the interior of this sub-domain. Let us classify such problem areas as smooth function extension from structured subsets to the entire domains, including manifolds, in order to distinguish our study in the present paper from the results in this vast literature. To the best of our knowledge, we do not know of any existing literature on the extension of functions from an unstructured finite set in a high dimensional Euclidean space to an (unknown) manifold of relatively lower dimension. Our point of view is that the study of smooth function extension based on unstructured data would require some interpolation scheme governed by certain approximation specifications. The main objective of this paper is to initiate a study of this problem by deriving an interpolation formula that possesses the approximation order determined by the desired smoothness function class in which the objective function lives.
As to the relevant existing literature, let us first mention that the well developed classical theory of approximation of functions is inadequate to capture the similarity and dissimilarities of data behavior that could be spatially far apart. For example, in application to time series prediction, similarity of data information of recurrent events taken in the past cannot be directly used effectively for current prediction. Similarly, in order to repair damaged music recording, it is definitely more effective if the recurring themes of the music are taken into consideration, as opposed to solely applying local approximation methods. Secondly, we would also like to mention that the existing literature of approximation theory on manifolds is not directly applicable to the study of point-clouds, since our consideration requires approximation on unknown manifolds. In particular, techniques based on special functions of some parametric representation of a known manifold are not applicable to point-cloud considerations. The referee of our paper has kindly pointed out the papers [11, 14, 15] among many applications of diffusion geometry techniques, which do not require that the manifold in question be known beforehand.
The foundation of approximation theory on finite sets C with the approximants defined on some unknown manifold X that contains C was only studied recently by the second author and his collaborators in [29, 31, 32] , where the objective was to preserve the smoothness class to which the target functions are assumed to belong. However, since X is not known, the classical definition of smoothness classes cannot be adopted directly. Nevertheless, the eigenfunctions (and eigenvalues) of the diffusion operator can be computed approximately. Therefore, along the line of classical approximation theory, the smoothness of a function f on X at a point x 0 ∈ X was defined in [29, 32] in terms of the degree of approximation of f from spaces of "diffusion polynomials" (see Section 2.3 for precise definitions), so that the behavior of the terms of some wavelet-like expansion of f in the neighborhood of a given point x 0 completely determines the smoothness of f at x 0 .
If the manifold is known and the smooth function class has been determined, a typical approach for solving this type of extension problems is to define the desired smooth function extension as the solution of some optimization problem, such as the minimization of some penalty functional or regularization pre-conditioning. For unknown manifolds, we choose the route of constructing certain linear operators which can be implemented as matrix vector multiplications by using pre-computed matrices to solve this ill-posed function extension problem. Our constructions are based either on the spectral information on the target function f or on the values of f on a subset C ⊂ P. We have proved the so-called "converse theorems" of approximation to show that our constructions are asymptotically optimal for every individual function in terms of the amount of information used to achieve a given degree of approximation. Of course, we may treat the unknown solution of the optimization problem as the target function f . In the context of approximation by diffusion polynomials, our constructions then provide a near-optimal solution to a suitably defined optimization problem, and we will illustrate the optimality nature of our extension with an example to be discussed in Section 4.
To apply the methods of diffusion maps, it is well known that the bottleneck is in the computation of eigenvalues and eigenfunctions of the diffusion operator. In [10] , Coifman and Maggioni avoid this problem by pointing out that iterates of the diffusion operator can be used effectively to generate an approximate span of the eigenfunctions. This idea is explored by the second author in [32] , by constructing a wavelet-like decomposition based solely on linear combinations of iterates of the diffusion operator, thereby obviating the need to compute eigenfunctions and eigenvalues. In the present paper, we will further develop the approach in [32] and introduce approximation methods to extend a f : C → R as a smooth function on X. By assuming that the functions on the training set C are values of some unknown smooth function f on X, then our interpolant I(f ) defined in (4.14) provides an optimal degree of approximation to this unknown function. The first stage of our construction of I(f ) will be a discretized version of a linear combination of iterates of a suitable operator T as in [32] . While the constructions in [32] require integration with respect to the volume measure of the unknown manifold X, the method of construction in this present paper is based solely on the training data.
The idea behind our construction in this paper can be outlined as follows. Motivated by potential extensions of our theory to harmonic analysis on graphs, we follow [10, 29, 32] and develop our theory in the more general set up of quasi-metric measure spaces. We first discretize the operators defined in [32] by applying the quadrature formulas developed in [22, 23] . This yields an approximation Q to the unknown function f . We will then use the operators from [32] again to interpolate the data {(
and add the resulting interpolant as a correction term to Q. The localization properties of the operators given in [32] ensure not only that such an interpolatory construction is possible, but also that the matrices involved are well conditioned, and the interpolation operator is bounded. Together with the approximation results in [31, 32] , this leads to desired approximation bounds to be described in Theorem 3.1.
To summarize the main results in this paper, we will describe in Theorem 3.1, a recipe for converting bounds on the degrees of approximation from subsets of a normed linear space into a wavelet-like decomposition. This implies that for developing such a decomposition in various settings, we need only establish the bounds as required in Theorem 3.1. We will then obtain such bounds in four different settings. Theorem 4.1 is devoted to the case of quasi-interpolatory diffusion polynomial approximation operators based on information in the form of integrals with respect to a very general measure satisfying certain technical conditions described there. We would like to mention that, in particular, this is the analogue of the corresponding statement in [29, Eqn. 3, respectively, where the approximation operators are also required to interpolate at the training data set. These theorems also assure that the collocation matrices involved in the interpolation are well conditioned.
Preliminaries
To facilitate our presentation, we describe in this section the notations and basic concepts required throughout our paper. In Section 2.1, we summarize some well-known definitions about quasi-metric measure spaces, and review the Stieltjes integral notation for representing weighted sums. The basic assumptions on the quasi-metric spaces and measures that are commonly referred to throughout the paper are listed in Section 2.2. One of the main objectives of the paper is to develop wavelet-like decompositions of functions and to characterize smoothness (function) classes by the wavelet components. These smoothness classes will be introduced in Section 2.3. The wavelet-like decompositions are to be defined in terms of iterates of operators by using certain kernels. In this regard, we will need a variety of other kernels in the proofs of our main results. All of these will be defined in Section 2.4. In Section 2.5, we formulate some further terminology on the data-sets and associated measures to be used in the rest of this paper. A summary of the basic properties of the measures associated with the data-sets will also be discussed in Section 2.5.
2.1. Quasi-metric and measures. Let X be a nonempty set. A quasi-metric on X is a function ρ : X × X → R that satisfies the following properties: For all x, y, z ∈ X,
For example, the geodesic distance on a Riemannian manifold X is a quasi-metric. The quasi-metric ρ gives rise to a topology on X, with {y ∈ X : ρ(x, y) < r}, x∈ X, r > 0.
being a basis for the topology. In the sequel, we will write
With the topology in place, the notion of Borel measures is well defined. If ν is a (signed) Borel measure on X, its total variation measure |ν| is defined by
where the supremum is taken over all partitions U of B that consist of Borel sets. Here, the quantity |ν|(X) is called the total variation of ν. If ν is a signed measure, then its total variation is always finite. If ν is a positive measure, it is said to be of bounded variation if its total variation is finite. The measure ν is said to be complete if for any Borel set B with ν(B) = 0 and any subset A ⊆ B, the socalled outer ν-measure of A is 0. Since any measure can be extended to a complete measure by suitably enlarging the underlying sigma-algebra, we will assume in the sequel that all the measures to be introduced in this paper are complete.
From the point of view of applications, we will be interested in a fixed probability measure μ on X, such that the point-cloud may be thought of as a sample of X with respect to μ. We will also be interested in measures of the following form. If C ⊆ X is a finite set, the measure τ that associates with each x ∈ C the mass w x , is defined by
for the Borel subsets of X. Obviously, the total variation of the measure τ is given by
In theoretical analysis, it is necessary to consider a sequence of sets
and measures τ n associating a mass w n,k with each x n,k ∈ C n . In this case, we have
The precise locations of the points of C n , or the number w n,k , or even the numbers M n will play no role in our theoretical development. The notation B fdτ n
) is a convenient way to denote the far more cumbersome sum expression on the right-hand side of the above formula. The measure notation will also help us to keep track of the various constants, as well as isolate the conditions on the point-set system {C n } which are significantly germane to our analysis.
2.2.
Assumptions. In the sequel, let μ be a fixed probability measure on X. We fix a nondecreasing sequence
of nonnegative numbers such that 0 = 0, and k ↑ ∞ as k → ∞. Also, we fix a system of continuous and bounded functions {φ k } ∞ k=0 , orthonormal with respect to μ; namely, for all nonnegative integers j, k,
We will assume in the sequel that φ 0 (x) = 1 for all x ∈ X. For example, in the case of a point-cloud on a compact Riemannian manifold X, we may consider the point-cloud to be a sample from X taken according to a probability measure μ.
In the case when this measure is the volume measure on X, we may take φ k 's to be the eigenfunctions of the Laplace-Beltrami operator on X, corresponding to the eigenvalues − 2 k . If the point-cloud is not sampled according to the volume measure, then we may need to consider differential operators other than the Laplace-Beltrami operator. Also, it is sometimes not necessary to use the exact eigenvalues of such operators. For example, in the case when X is the unit sphere embedded in R 3 , the eigenvalues of the Laplace-Beltrami operator are given by − k(k + 1). The analysis is easier if we use −k instead. In general, while the exact eigenvalues might be hard to compute, an asymptotic expression is often available. While these considerations motivate our definitions, we observe that we are considering a very general scenario with quasi-metric measure spaces, where differential operators are not defined.
In the theory of diffusion maps, the heat kernel plays a central role (cf. [1-3, 9, 10]). In particular, while the metric space X, the measure μ, etc., are only models for the point-cloud, the heat kernel can be approximated well in terms of the dataset itself [9] . Accordingly, we will formulate our assumptions in terms of a formal heat kernel. The heat kernel on X is defined formally by
Although K t satisfies the semigroup property, and in light of the fact that 0 = 0,
yet K t may not be the heat kernel in the classical sense. In particular, we need not assume K t to be nonnegative.
Definition 2.1. The set X (more precisely, the quintuplet (X, ρ, μ,
)) is called a diffusion measure space with a quasi-metric (DIMSWM) if the following conditions are satisfied.
(1) For each x ∈ X and r > 0, the ball B(x, r) is compact.
(2) There exists α > 0 and κ 2 > 0 such that the following power growth bound condition holds:
(3) With α as above, there exist κ 3 , κ 4 > 0 such that the following Gaussian upper bound holds:
(4) With α as above, there exists κ 5 > 0 such that the following on-diagonal lower bound holds:
There is a great deal of discussion in the literature on the validity of the conditions in the above definition and their relationship with many other objects related to the quasi-metric space in question, (cf., for example, [12, [25] [26] [27] ). In particular, it is shown in [12, Section 5.5] that any complete, connected Riemannian manifold with nonnegative Ricci curvature is a DIMSWM. It is shown in [28] that both of our assumptions on the heat kernel are valid in the case when X is a complete Riemannian manifold with bounded geometry, and { 2 j }, respectively {φ j }, are eigenvalues, respectively eigenfunctions, for a uniformly elliptic second order differential operator satisfying certain technical conditions.
We have shown in [22, Proposition 4 .1] and [31, Lemma 5.2] that (2.6) with y = x and (2.7) are equivalent to the following spectral bounds on the so-called Christoffel (or spectral) function (defined by the middle expression of (2.8) below):
where c 1 , c 2 are positive constants depending only on κ 2 . We have also proved in [22, Theorem 4.1] that (2.6) with y = x is equivalent to the so-called finite speed of wave propagation. We refer to [22, 29] for a more detailed explanation of this property. Here, we wish only to remark that our assumptions (2.5) and (2.6) above are equivalent to the three assumptions made in [29] . The bounds on the heat kernel are closely connected with the measures of the balls B(x, r). For example, it is proved in [27] that the conditions (2.4), (2.5), and (2.6) imply that there exists a constant c > 0 such that
In view of (2.5), this shows that μ satisfies the homogeneity condition
where c 1 > 0 is a suitable constant. In many of the examples cited above, the kernel K t also satisfies a lower bound to match the upper bound in (2.6). In this case, Grigoryán [27] has also shown that (2.5) is satisfied for 0 < r < 1.
In the sequel, we assume that X is a DIMSWM, and make the following convention. Constant convention: In the sequel, the symbols c, c 1 , · · · will denote positive constants depending only on X, ρ, μ, κ 1 
With the convention that two functions are considered to be equal if they are equal |ν|-almost everywhere, the set of all ν-measurable functions f for which
and the notation is extended, as usual, by defining 1 = ∞, ∞ = 1. The space of all uniformly continuous, bounded functions f : X → C, equipped with the norm · ∞ , will be denoted by C(X).
given in Section 2.2, we define as in [22, 29] , Π N := span{φ j : j ≤ N }, N ≥ 0, and refer to an element of Π N as a diffusion polynomial of degree at most N . We note that diffusion polynomials are not necessarily algebraic or trigonometric polynomials, and noninteger values of N are allowed. If 0 < p ≤ ∞ and f ∈ L p (μ), we define the degree of approximation of f by
The notation X p is used to avoid the need of either to make this assumption tacitly (which leads to some problems, for example, in using the Riesz-Thorin interpolation theorem) or to state it over and over again. Also, since we are not assuming X to be a compact manifold (without boundary), the spectrum of the Laplace-Beltrami operator may not be discrete. Hence, if we choose a countable subset of the spectrum as {φ k }, it will be not be true that X p = L p (μ), even for p = 2. Our notation avoids all these technical problems. In the approximation theory literature, there are plenty of examples where the rate at which E N,p (f ) → 0 as N → ∞ characterizes the smoothness of the function f , measured in terms of specially designed "moduli of smoothness" (see, for example, [13, Chapters 6, 7, 8, 12] ). In order to define the function spaces which we are interested in, we first define a sequence space. For a sequence s = {s n } ∞ n=0 of complex numbers, and a, γ > 0, we write 2.4. Kernels and operators. Our paper will deal with a variety of different operators. All of these will have the form
for some suitable kernels Ψ and measures ν. Accordingly, we will often abuse the terminology, by referring to kernels Ψ and the corresponding operators interchangeably.
First, we define kernels which play the same role in our theory as the classical de la Vallée Poussin operators in the theory of Fourier series. If H : [0, ∞) → R and N > 0, we define formally
Corresponding to the formal kernel in (2.13), we have the formal operator for any measure ν on X:
It is convenient to define Φ 0 (H, x, y) = j: j =0 φ j (x)φ j (y), and
Many of our constructions here will be based on iterates of a family of kernels:
where b : [0, ∞) → R, and the corresponding operator, defined formally by (2.18)
For example, if b(u) = exp(−u 2 t), the kernel G N is the heat kernel at time t/N 2 . Using (2.13) and (2.15) with b in place of H, we note that if N > 0, then for x, y ∈ X and f ∈ L 1 (μ),
Nevertheless, the notations G N and T G N are more natural for our context, rather than using the notations as in (2.19) for this purpose. The technical conditions on the function b are given below. 2 ) for some t > 0, then b (j) (u) has the form P (u) exp(−tu 2 ) for some polynomial P of degree j. Hence, b satisfies all these conditions for every r ≥ 1 with B(u) = c exp(−tu 2 /2) for some constant c > 0 depending on r and t. With this choice of b, G N is the heat kernel K t to be defined in Section 2.2. It is obvious that any compactly supported function satisfying the properties 1, 2 above is in B r . We observe that B r is a vector space for each r ≥ 1.
We have proved in [32, Proposition 4.1] that if b ∈ B 1 , then the series in (2.17) converges absolutely and uniformly for all x, y ∈ X. Hence, for each N , G N is a uniformly continuous and bounded function in each of its variables.
If g : [0, ∞) → R, then the operator g(T G N ) is defined formally by
The formal kernel corresponding to g(T G N ) will be denoted by Ψ(g, G N ):
We will be particularly interested in the case when g is a polynomial.
Data-sets and associated measures.
If C ⊆ X is a finite set, its density content (i.e., mesh norm or fill distance) δ(C) and minimal separation η(C) are defined by 
It is clear that η(C) ≤ 2δ(C). The following proposition [31, Proposition 2.1] reveals the important connections among sequences of given data-sets and constructions of their subsequences with δ(C) ∼ η(C).

Proposition 2.1. (a) If C ⊂ X is a finite set and > 0, there existsC
Next, we discuss measures associated with the data-sets. 
The infimum of all constants c in (2.25) will be denoted by |||ν||| R,d .
(b) Let n > 0. A (signed or positive) Borel measure ν on X is called an approximate quadrature measure of order n, if for every R > 0, and P 1 , P 2 ∈ Π n , (2.26)
The properties of d-regular measures have been studied extensively in [23] . In particular, we have reconciled the various definitions of the term "d-regular" in our different papers. For the convenience of the reader, we state various equivalent formulations, and a couple of other interesting facts about regular measures in the following proposition.
Proposition 2.2. (a) If ν is d-regular, then for each r > 0 and x
∈ X, (2.27) |ν|(B(x, r)) ≤ c|||ν||| R,d μ(B(x, r + d)) ≤ c 1 |||ν||| R,d (r + d) α .
Conversely, if for some A > 0, |ν|(B(x, r)) ≤ A(r + d) α or each r > 0 and x ∈ X, then ν is d-regular, and |||ν|||
where c 1 is the constant appearing in (2.27).
(c) Let C ⊂ X be a finite set, η = η(C) ≤ 1, and τ be a measure that associates the mass 1 with each x ∈ C. Then τ is a η-regular measure, and |||ν||| R,η ≤ cη −α , the constant being independent of η.
The results in [23] are stated and proved for compact Riemannian manifolds where an additional condition on the gradient of the heat kernel is assumed. However, the statements listed above are valid in the generality in which we have stated them. For the convenience of the reader, we include a proof just before the end of Section 5. Finally, we observe that under additional conditions, we have established in [22, 31] the existence of 1/N -regular approximate quadrature measures of order N ; indeed, even the existence of positive measures satisfying these conditions.
Background
In this paper, we are interested in developing a wavelet-like decomposition (also known as atomic decomposition or Littlewood-Paley expansion) of functions in X p , especially in X ∞ , using diffusion polynomials, iterates of the operators T G N , and their interpolatary analogues, so that the behavior of the terms in this expansion characterizes the smoothness class to which the function belongs. In Section 3.1, we develop a general theorem that reduces this development to estimates on the degrees of approximation. In the case of diffusion polynomials, the basis of these constructions is a family of localized kernels of the form Φ n (h, x, y). The required localization estimates are given in Theorem 3.2 in Section 3.2. In contrast to the constructions of Coifman and Maggioni in [10] , the results about degree of approximation are obtained using judicious linear combinations of the iterates of the operators T G N ; i.e., operators of the form Q n,r (T G N ) for properly selected (algebraic) polynomials Q n,r with appropriate parameters n and r (cf. (3.12) and (3.13) below). The choice of these parameters and construction of the polynomials is designed so that the kernels of the operators Q n,r (T G N ) approximate the kernels Φ n (h, x, y) sufficiently well, preserving the localization properties. The general definition of the polynomials Q n,r and the corresponding kernels is also given in Section 3.2.
3.1. Wavelet-like decomposition. Since our smoothness classes are defined in terms of degrees of approximation, the characterization of smoothness classes by a wavelet-like expansion can be done in great generality. We review the ideas in this subsection in this generality (cf. [30] ).
Let X be a normed linear space, V n ⊆ V n+1 , n = 0, 1, · · · be an increasing sequence of closed subsets of X , such that
be a sequence of linear operators on X such that for each f ∈ X, and for n = m * , m
for some constants c, c 1 > 0 independent of f or n. Then it follows that
with convergence in the sense of X . Moreover,
Proof. In view of our assumption that ∞ n=0 V n is dense in X , the second estimate in (3.1) implies that
The expansion (3.2) is a restatement of this fact. In view of the second estimate in (3.1), we have for integer n ≥ m * ,
Hence, (3.3) implies (3.4). Finally, let (3.4) hold. Using the first estimate in (3.1), we deduce that for integer
We now recall that the discrete Hardy inequality [13, Lemma 3.4, p. 27] 
Thus, in the sequel, in order to obtain a wavelet-like decomposition together with the characterization of smoothness classes for various operators, we need only to establish an estimate of the form (3.1) as in Theorem 3.1.
Approximation by certain operators.
In the remainder of this paper, we assume that X is a DIMSWM. The starting point in our analysis is the following theorem [32, Theorem 5.1]: Theorem 3.2. Let r > α + 3 be an integer, H ∈ B r and let H be a B r majorant of H. Then for N > 0, (3.6) |Φ
where |||H||| is defined as in (2.23).
Throughout the rest of the paper, we will use the even function h in C ∞ (R) as our low-pass window function, defined by
We note that h is nonincreasing on (0, ∞) (cf. Figure 1) . Consequently, h ∈ B S+3 for all S > 0. Therefore, it follows from the above theorem that (3.8) |Φ 
The fact that h(t) = 1 if |t| ≤ 1/2 can be used to deduce that σ n (μ; h, P ) = P for
. Together with (3.9), these two facts lead to
In particular, a wavelet-like decomposition can be constructed by using σ 2 n in place of U n in Theorem 3.1. While the construction of the operator σ n requires the knowledge of k and φ k , we obtained in [32] an approximation to this operator using iterates of the operator T G N . To describe this approximation, we introduce some further notation.
For r > −1, and n = 0, 1, · · · , let p n (r,r) denote the orthonormalized Jacobi (ultraspherical) polynomial of degree n such that for integers n, m ≥ 0,
For n = 1, 2, · · · , let x n,n < x n−1,n < · · · < x 1,n be the zeros of p n (r,r) , and let the corresponding Cotes' numbers be defined by
and define the functionh byh(2b(u) − 1) = h(u). For r > 0, we define a sequence of polynomials Q * n,r by
Finally, we set 
and (3.15) sup
We observe the following corollary, which is immediate from (3.16) and (3.10). For notational simplicity, we will write
More generally, if ν is any measure, we define
In particular, a wavelet-like decomposition can be constructed by using σ * 2 n in place of U n in Theorem 3.1. By considering the operators Q * M 2 n ,S+3 (T G 2 n ) for a sufficiently large M , we may obtain frame properties as well, but this is not the focus for the present paper.
Main results
In this section, we state our main results, first for approximation and interpolation by diffusion polynomials, and then in the case when the various operators involved are replaced by their analogues based on the iterates of operators.
We remind the reader that X is assumed to be a DIMSWM throughout the paper. Our main objective in this paper is to obtain analogues of Corollary 3.1 in the case when we have values of the target function rather than its Fourier-{φ k } coefficients {f (k)}. In this case, we would also like to achieve an interpolatory approximation; i.e., an approximation where the approximating operator reproduces the training data. As explained earlier, it is convenient to express these results in terms of integrals with respect to measures rather than weighted sums of the training data. 
Observe that we do not require the measures ν n in the above theorem to be supported on a finite set. Nevertheless, the most interesting case for the purpose of this paper is when these sets are finite. In this case, we remind the reader that the operators σ 2 n (ν n ; f ) take on the form
where C n = {y 1,n , · · · , y M n ,n } ⊂ X and w m,n 's are weights so that for the measure ν n that associates the mass w m,n with each y m,n satisfies the properties listed in the above theorem. In particular, these operators can be evaluated as a matrix vector multiplication with pre-computed matrices. Of course, since function evaluations are not defined for the spaces L p (μ), 1 ≤ p < ∞, Theorem 4.1 in this case is valid only for f ∈ X ∞ ⊆ C(X). In the case when the ν n 's are supported on finite sets, we are able to achieve interpolatory approximation. Towards this end, let C n be the finite support of ν n . Continuing the notation of the above paragraph, we may then construct the operator σ 2 n (ν n ; f ) as in (4.2). These do not interpolate the data (y m,n , f(y m,n )); i.e., they do not have the property that σ 2 n (ν n ; f, y m,n ) = f (y m,n ), m = 1, · · · , M n , n = 1, 2, · · · . So, we add a correction term which interpolates the data (y m,n , f(y m,n ) − σ 2 n (ν n ; f, y m,n )), and add this correction to σ 2 n (ν n ; f ). The resulting operator, called blending operator, will interpolate as well as provide a near best approximation as required by Theorem 3.1, provided the interpolatory correction is obtained carefully. In particular, we need the collocation matrix to be not just invertible, but well conditioned. We remark that the interpolation and quasi-approximation operators are not commutative in the formulation of the blending operators, as shown in [4] for the construction of local multivariate spline interpolants. The content of the following Theorem 4.2 is that our blending operators can be constructed by using diffusion polynomials in Π 2 n+m * for a constant m * independent of f and n. We define a family of matrices A m,n by
and a sequence of column vectors
Theorem 4.2. Let X and {ν n } be as in Theorem 4.1 (with p = ∞). In addition, let C n = supp(ν n ) be a finite set, satisfying 
, and for x ∈ X,
In particular, we may obtain a wavelet-like decomposition based on the interpolatory operators {I d n } by applying Theorem 3.1. We note that the operators I d n (f ) can also be evaluated as a linear combination of the values of f , by matrix-vector multiplication with pre-computed matrices.
We would like to make a remark here regarding an optimality property of the operators {I d n }. In this paragraph only, let a pseudo-differential operator Δ r (f ) be defined formally by
Following the proof of [31, Proposition 5.3(b) ], it is easy to show that (4.9) implies that
In particular,
Thus, writing z = f (x), if one considers as usual the minimization problem
n (g) (since both these expressions depend only the data {(x, z)} x∈C n ), and (4.10) shows that the extension I d n (f ), obtained without having to solve any optimization problem, still satisfies
The analogues of the above two theorems in the case when the approximation is based on iterates of operators rather than diffusion polynomials can be obtained by applying Theorem 3.3. To state these results, we define the quantities e n , and B m,n as follows:
As before, in the definition (3.18) of σ * 2 n (ν n ; f ), we need not assume that ν n is finitely supported. However, in (4.11), ν n is assumed to be finitely supported, and C n is assumed to be the finite support of ν n . 
, and for x ∈ X, (4.14)
and
Proofs of the main results
The starting point of our proofs is the following proposition (cf. [31, Proposition 5.1(a)]). 
We recall that if P ∈ Π 2 n−1 , then σ 2 n (μ; h, P ) = P . If ν is only an approximate quadrature measure, this may not be true if we replace μ by ν. Our next objective is to approximate P ∈ Π 2 n−1 by σ 2 n (ν; h, P ) and σ 2 n (ν; Q 2 n ,S+3 , P ). (a) For f ∈ X p (μ) and n ≥ 0,
Proof. We use the localization estimate (3.8) to obtain
Since ν n is 2 −n -regular, and |||ν n ||| R,2 −n ≤ c, we may use (5.3) with N = 2
Similarly, since μ is 2 −n -regular, and |||μ||| R,2 −n ≤ c for every n, we have
The estimate (5.4) follows from (5.9), (5.10), and Young's inequality (cf. [32, Lemma 5.3] ). Next, we use (3.14) with r = S + 3, R = 2S + 3, N = 2 n , and 2 n in place of n to conclude that
This leads to (5.5) in exactly the same way as (5.8) leads to (5.4) . This completes the proof of part (a).
To prove part (b), let P ∈ Π 2 n−1 , and x ∈ X. Then σ 2 n (μ; h, P ) = P . Since ν n is an approximate quadrature measure of order 2 n , we may use the definition (2.26) with P in place of P 1 , Φ n (h, x, •) ∈ Π 2 n , and S in place of R to obtain
Together with (5.10), this implies (5.6). Since μ is a probability measure, (5.6) and (5.5) together lead to (5.7).
In the sequel, we consider b ∈ B 2S+3 and B to be fixed, and the constants may depend upon these.
Proof of Theorem 4.1. Since σ 2 n (ν n ; h, f ) ∈ Π 2 n , the first inequality in (4.1) is clear. To prove the second inequality, let P ∈ Π 2 n−1 satisfy
Then using (5.4) and (5.6), we deduce that
This completes the proof of the second inequality in (4.1).
Since this preparation is sufficient to prove Theorem 4.3, we prove it now, postponing the proof of Theorem 4.2, which requires some further preparation.
Proof of Theorem 4.3. Using (4.1) and (5.5), we obtain that
(5.14)
In order to prove the theorems concerning interpolatory approximation, we recall a couple of well-known results from linear algebra. The first of these is an analogue of the Gershgorin theorem (cf. [ 
and λ = max 1≤i≤M |A i,i | > 0, then A is invertible, and
The second fact is a restatement of [24, Theorem 2.3.4], which will help us to carry out a perturbation argument to derive results about B m,n from those about A m,n . Proposition 5.3. Let A and B be matrices such that A is invertible, and for some r ∈ (0, 1),
Then B is invertible, and
Proof. This is a simple consequence of [24, Theorem 2.3.4] . To apply this theorem, we note that (5.17) leads to
It is convenient to formulate certain calculations needed in deriving estimates on the matrices in a separate lemma, as follows. 
In particular, for x ∈ C,
Furthermore, for x ∈ X,
Proof. Let τ be the measure that associates the mass 1 with each element of C. In view of Proposition 2. Together with (4.1), this implies the second inequality in (4.9). Hence, Proposition 5.3 implies that
Thus,
The estimate (5.25) used with m = n + c * > n can now be rewritten in the form In view of (5.34) (including the notation there) and (5.37), we may now conclude that Therefore, (4.16) follows from the corresponding estimate (4.9) for I d n . Finally, we prove Proposition 2.2. Towards this goal, we first make the following observation [23] . If K ⊆ X is a compact subset and > 0, we will say that a subset C ⊆ K is -separated if ρ(x, y) ≥ for every x, y ∈ C, x = y. Since K is compact, there exists a finite, maximal -separated subset {x 1 Thus part (a) of this proposition implies that τ is η-regular, and τ R,η ≤ cη −α .
