Abstract. We present element-to-element abundance ratios measured from high dispersion spectra for 150 field subdwarfs and early subgiants with accurate Hipparcos parallaxes (errors < 20%). For 50 stars new spectra were obtained with the UVES on Kueyen (VLT UT2), the McDonald 2.7m telescope, and SARG at TNG. Additionally, literature equivalent widths were taken from the works by Nissen & Schuster, Fulbright, and Prochaska et al. to complement our data. The whole sample includes both thick disk and halo stars (and a few thin disk stars); most stars have metallicities in the range -2<[Fe/H]<-0.6. We found our data, that of Nissen & Schuster, and that of Prochaska to be of comparable quality; results from Fulbright scatter a bit more, but they are still of very good quality and are extremely useful due to the large size of his sample. The results of the present analysis will be used in forthcoming papers to discuss the chemical properties of the dissipational collapse and accretion components of our Galaxy
Introduction
An accurate comparison between the abundances measured from spectra of stars in globular clusters and field stars is important when considering various issues:
-Determination of distances to globular cluster stars using the main sequence fitting method (Reid 1997; Gratton et al. 1997; Pont et al. 1998; Reid & Gizis 1998; Carretta et al. 2000) requires accurate and homogeneous abundances for field and cluster stars:
a systematic offset of 0.1 dex between the two sets of abundances yields an error of 0.08 mag in the distance scale, and of ∼ 1 Gyr in the ages -The epoch and formation mechanism of globular clusters and field stars may be constrained by the abundance ratios for key-elements. In order to avoid ambiguities, observation of several elements is required. For instance, a low (roughly solar) ratio between the abundances of α−elements and Fe might indicate a significant contribution to nucleosynthesis by thermonuclear SNe: however a possible alternative interpretation is that only small mass core-collapse SNe (which likely do not efficiently produce α−elements) are involved. A solution of this ambiguity may be obtained by observations of elements (like e.g. Mn) that are produced in the same layers of the progenitors of core-collapse SNe where Fe is produced -A detailed discussion of the formation mechanisms of metal-poor stars requires not only a knowledge of the runs of average abundance ratios, but also possibly determination of intrinsic spreads around them. This is a very valuable information than can be used to constrain the size of clouds undergoing independent chemical evolution.
In fact, if such clouds are not extremely large, we may expect to observe an intrinsic star-to-star scatter related to the random sampling of the initial mass function for the progenitors of the core-collapse supernovae (see e.g. discussion in Carretta et al. 2002) . This requires that observations should be both accurate and extended over large samples. Furthermore, it would be very useful to discuss such runs and dispersions around them for different galactic populations (mainly halo and thick disk);
this requires knowledge of the star kinematics, which on turn needs a relatively good knowledge of stellar distances (although in this case the distance errors that can be accepted -∆π/π < 0.2 -are somewhat larger than for the determination of distance scales).
Thus, observation of an extended sample of metal-poor field stars with accurate parallaxes is of the highest importance. For the first purpose it is important that temperatures for the field stars are derived using the same procedure used for globular clusters; it is also important that these temperature determinations are based on reddening free parameters, because there might be systematic offsets between the reddening scale usually adopted for (far) globular clusters and (nearby) field stars, due to the current uncertainties in the dust layer scale-height. An uncertainty of 0.01 mag in the relative reddening scales for globular clusters and local subdwarfs may in fact yields an error of 0.08 mag in the distance scales, and of 1 Gyr in the ages.
For this reason, we decided to include in the ESO Large Program 165.L-0263 also observations of a number of subdwarfs with accurate Hipparcos parallaxes and metallicities [Fe/H]< −0.6 1 . These stars were observed using the same set up devised for Turn-off (TO) stars and subgiants in globular clusters, so that homogeneous temperature scales could be derived. For the two other purposes mentioned above, this core sample of field metal-poor stars may be greatly enlarged by considering other sets of high quality equivalent widths available. We first considered spectra of 12 stars taken by us for other programs (Gratton et al. 2000a ) at the McDonald Observatory. We then added the high quality data for about 30 thick disk and halo stars from Nissen & Schuster (1997) , those for thick disk stars by , and finally those from the large survey of metal-poor stars by Fulbright (2000) . To maintain homogeneity throughout our study, we only considered main sequence and early subgiant stars. In fact, within our analysis, we are mainly interested in relative abundances: since the effects we wish to show are not very large, adoption of an homogeneous set of atmospheric parameters (mainly effective temperatures) for field and cluster stars is basic. Such homogeneous analysis is much easier for TO-stars and early subgiants, because for these stars we may obtain quite accurate temperatures and gravities.
As to field stars, our final aim is to obtain homogeneous abundances for all those metal-poor stars with accurate parallaxes from Hipparcos (∆π/π < 0.12) included in the a priori sample devised by Carretta et al. (2000) 2 and of a large number of those metal-poor stars ([Fe/H]< −0.5) with errors in parallaxes ∆π/π < 0.2. In this paper we present the analysis of the abundances of α− and Fe-group elements for a group of 150 stars (including 48 of the stars of Carretta et al. 2000) . Some of the data here considered have been already presented in a previous paper ; hereinafter Paper I), where we concentrated on the star-to-star abundances within globular clusters.
In this first paper of the series on field stars, we will present the basic data on which our discussion is based, including the stellar photometric and kinematic data, and the chemical abundances. The second paper will be devoted to the discussion of 1 In this paper we will use two distinct notations for the abundances of elements in stellar atmospheres: log n(A) is the abundance of the element A (by number) in a scale where the abundance of H is 12; and [A/B] is the difference between the logarithms of the abundance ratio of two elements in a star and in the Sun: [A/B]log n(A/B) − log n(A/B)⊙ 2 It should be noted that two of the stars considered by Carretta et al. (2000) -HD6755 and HD17072 -are evolved giants, the second being a red horizontal branch stars (Gratton 1998; Carney et al. 1998) . Also, BD-0 4234 is a cool BY Dra variable, for which abundance analysis is unreliable. These stars will be not further considered in our papers. Hence, the total sample of useful stars from Carretta et al. (2000) is composed of 51 stars the abundance ratios between Fe and the α−elements. Finally, the remaining analyzed elements will be considered in a third paper.
Sample selection and Observations
Our sample consists of four sets of data:
-Spectra for 40 field stars were obtained using the UVES spectrograph at Kueyen (=VLT UT2) telescope on Paranal in various runs between 2000 and 2001. These spectra have a resolution of R ∼ 50, 000, and a S/N ∼ 200. They were obtained using the dichroic beamsplitter #1, with a slightly different setup in the first run and in the other runs. However, the covered spectral range is very broad: blue spectra cover the range 3,600-4,800Å, and the red ones 5,500-9,000Å, with essentially no gaps between the orders. The spectra were reduced using the UVES pipeline. Additionally, spectra for three stars were obtained with the SARG spectrograph at the Italian TNG telescope at La Palma. They have a very high resolution of 150,000, and a S/N of ∼ 100. The spectral coverage is from about 4,700 to 7,900Å. These spectra were reduced using IRAF routines 3 . Equivalent widths (EW s) on all these spectra were measured using an our own automatic procedure, that uses a gaussian fitting routine (see Bragaglia et al. 2001 for details). They are listed in Table 1 , only available in electronic form. Accuracy of these EW s is very good. From measures on different spectra that were available for four stars, we obtain standard deviations of 2.1 mÅ on individual EW s, with no outliers discarded; note however that the error distribution is not gaussian: for most lines, measures on different spectra agree better than 1.5 mÅ.
-Equivalent widths were further measured on the spectra of 12 main sequence and early subgiants gathered in the last years with the high dispersion spectrograph at -In addition to this original set of data for 50 stars, we also considered recent high quality literature analysis of similar stars. Nissen & Schuster (1997) presented a careful analysis of abundances in 13 halo and 16 disk subdwarfs and early subgiants, with metal abundances in the range −1.3 ≤[Fe/H]≤ −0.5. The observational material consisted in spectra taken at a resolution R = 60, 000 and S/N ∼ 150 with the EMMI spectrograph at the ESO NTT telescope. We considered here 23 stars that have parallaxes measured with accuracy ∆π/π < 0.2.
A graphic comparison between the EW s measured on our spectra and by Nissen & Schuster (1997) for the three stars in common is shown in the upper panel of Fig. 1 .
There is no significant systematic offset for any of the three stars. On average, EW s measured on our spectra are smaller by 0.4 ± 0.3 mÅ (192 lines; r.m.s. scatter of 4.4 mÅ); if 12 lines for which differences are larger than 2 σ are not considered, the mean difference is 0.1 ± 0.3 mÅ (180 lines; r.m.s. scatter of 3.7 mÅ). The EW s measured by Nissen & Schuster seem then of an accuracy comparable to those of our data, consistently with the similar quality of the observational material.
- measured abundances in a sample of 10 thick disk stars using spectra acquired with the HIRES spectrograph at the Keck 10 m telescope.
The spectra have a nearly complete spectral coverage from 4400 to 9000Å, with the exception of inter-order gaps. The spectra have a resolution of R ∼ 50, 000 and a S/N > 100. Eight of these stars have parallax error ∆π/π < 0.2, and are considered in this paper Fulbright (2000) recently published a very extensive analysis of the abundances of 168 field halo and disk stars. Data were obtained over the period 1994-1999 with a variety of instruments at different telescopes. The original spectra have a resolution of R ∼ 50, 000 and a S/N > 100; they have then a quality comparable to that of our UVES spectra. In this paper, we only considered those stars in his original sample that have parallax error ∆π/π < 0.2: the stars eliminated in this way are mainly cool giants. Five other stars having parallax error better than this limit were eliminated: HD6755 and HD122563, that are evolved giants; HD40701 and HD45205 that are binaries, and for which no reliable temperature could be determined (see below); and BD+45 983, for which we get a scatter of abundances from individual lines considerably larger than for the remaining stars (only a single spectrum with S/N = 90 was used by Fulbright for this star). In total, we considered 108 stars from the Fulbright sample.
The lower panel of Fig. 1 gives a comparison between our EW s measured on UVES spectra and those of Fulbright (2000) for the 15 stars in common. The mean difference is 0.1 ± 0.1 mÅ (430 lines; r.m.s. scatter of 3.1 mÅ). The agreement between the two sets of EW s is excellent, and suggests that Fulbright EW s are approximately as accurate as ours, with typical errors of ±2 mÅ and no systematic offset. Note that for lines with EW > 80 mÅ, there is a trend for our EW s to be larger (these lines are only a tiny fraction of those measured). We think that our EW s for such lines might be somewhat underestimated, because they were measured using a gaussian fitting routine which neglects the damping wings (that are not entirely negligible for these lines). Since Fulbright EW s are even smaller than ours for these lines, we suspect that he also somewhat underestimated the EW s of the stronger lines.
While the quality of the EW s of Fulbright spectra is as good as that of our EW s, it should be noted that he generally considered a somewhat less extended list of lines for each star; for this reason, his abundances have slightly larger internal errors (being however still of a very good quality, fully adequate for the present discussion). -Proper motions and parallaxes with their errors are from the Hipparcos Catalog (Perryman et al. 1997) ; absolute magnitudes were obtained using the apparent V magnitudes listed in the Hipparcos Catalog, assuming negligible interstellar absorption -B − V colors are the simple average of all individual B − V colors measurements from the Simbad catalog; for a few stars missing this data, it was obtained from the Hipparcos Catalog -b − y colors are from the catalog by Hauck & Mermilliod (1998) ; for stars from Nissen & Schuster (1997) , they were taken from that paper -radial velocities are from the Simbad catalog, whenever possible; else they were taken from Barbier-Brossat & Figon (2000) General Catalog of Mean Radial Velocities (available through Vizier at CDS). For a few stars missing these data, they were taken from Carney et al. (1994) , Ryan & Norris (1991) , Norris (1986) , or from our own observations -the last column give informations about binarity, in most cases derived from Carney et al. (1994) , with few additions from SIMBAD. In this column, we also listed values of reddening (from Nissen et al. 2002; Carney et al. 1994; and Schuster & Nissen 1989 ). Note that reddening should be negligible for most program stars
Kinematics and stellar populations
We transformed radial velocities and proper motions into the corresponding galactocentric velocity components Π, Θ, and Z, and corrected them for the Standard Solar Motion and the Motion of the Local Standard of Rest (LSR). For this last step we have used a solar motion of (U, V, W ) = (+10.0, +5.2, 7.2) km/s, according to Dehnen & Binney (1998) .
The adopted procedure follows the method of Johnson & Soderblom (1987) ; however we adopted a right-handed reference frame with the x-axis pointed toward the center. The y-axis is along the the direction of galactic rotation, and the z-axis is toward the North Galactic Pole.
Galactic model of mass distribution
The equation of motion have been integrated adopting the model for the Galactic gravitational potential and corresponding mass distribution by Allen & Santillán (1991) .
In this model, the mass distribution of the Galaxy is described as a three component system: a spherical central bulge, and a flattened disk, both in the Miyamoto-Nagai form, plus a massive spherical halo. The gravitational potential is fully analytical, continuous everywhere, and has continuous derivatives; its simple mathematical form leads to a rapid integration of the orbits with high numerical precision. The model provides accurate The expression for the potential of the three components are:
where
and a H are the masses and scale lengths for the Bulge, Disk and Halo respectively. It should also be noted that while assumptions about these parameters affect the derivation of the orbital parameters, they are not crucial in our discussion, that is essentially based on a ranking of the stars according to the different kinematic parameters. Table 3 lists the values of the various constants for this model. The total mass of the model is 9 10 11 M ⊙ , and the Halo is truncated at 100 kpc. 
Galactic orbits
The orbits of the stars were computed, and integrated backward in time, over a time interval equal to 5 10 9 years. To perform the numerical integration, we utilized the BurlishStoer method, directly applied to the second order differential equation that describe the motion of a star. This numerical method allows to obtain a typical error in energy and in the z-component of the angular momentum of the star of, respectively, ∆E/E ≈ 10
and ∆L z /L z ≈ 10 −9 . The main parameters of the orbits are given in Table 4 .
Population membership of the program stars
In the following, we considered the local stellar sample analyzed in our program as composed by three distinct populations:
1. A rotating population, likely produced during the dissipative collapse of the bulk of the early Galaxy: this population includes part of what usually is called the Halo as well as the Thick Disk, and can be substantially identified with the dissipative collapse population of Norris (1994) , and with the population first identified by Eggen et al. (1962) . Hereinafter, we will refer to this population as Dissipative Component. The reason for our choice is that we are not able to see from our data any clear discontinuity between the properties of the rotating part of the Halo and those of the Thick Disk 2. A second population composed of non-rotating and counter-rotating stars: this population includes the remaining part of what is usually called the Halo, and can be substantially identified with the population due to accretion processes first proposed by Searle & Zinn (1978) . As we will see in the next papers, this population (as a group) has a chemical composition clearly distinct from that of the first population, likely due to a different origin. We will call these Accretion Component Stars 3. Finally the Thin Disk, which also has clearly distinct chemical composition from the first population, as first showed by Gratton et al. (1996 Gratton et al. ( , 2000b , and Fuhrmann (1998).
The discontinuity in chemical composition between the Dissipative Component and the Thin Disk is likely due to a phase of low star formation that occurred during the early evolution of our Galaxy (see also Chiappini et al. 1997) Stars were assigned to the different populations using the following criteria:
-Thin Disk Stars are those stars for which:
where Z max is the maximum height above the galactic plane (in kpc), and e the eccentricity of the galactic orbit Of course, these criteria are arbitrary (and depend somewhat on the details of our dynamical model, for instance on the shape of the adopted galactic potential); they should then be considered with some care. However, we will see in the next papers of this series that subdivision of stars in our sample according to these criteria also corresponds to differences in the chemical composition, and that with possible caveats about the actual values (but likely not so much on relative rankings) they likely reflect real differences in the stellar populations.
According to these definitions, in our sample we have 37 Accretion Component, 99
Dissipative Component, and 14 Thin Disk stars. These numbers certainly do not reflect the real frequencies of these stars in the solar neighborhood: e.g. thin disk stars are underrepresented due to the way the sample was constructed. Fig. 2 shows the location of the program stars in the color-magnitude (c-m) diagram. There are a few stars whose position seem quite anomalous: HD97916 and HD142575 are Dissipative Component stars, but they are bluer and more luminous than the expected turn-off of an old population; they are likely field blue stragglers (Carney et al. 2001; Glaspey et al. 1994) . CD-45 3283 is much bluer than expected based on luminosity (and metallicity): we suspect that the parallax is overestimated. HD195633 is too bright for its color: this star is probably reddened (Schuster & Nissen 1989 ). 
Atmospheric Parameters
Model atmospheres for the program stars were extracted by interpolation within the grid by Kurucz (1994) . Model atmospheres used throughout this paper were computed with the overshooting option switched off (see discussion in Castelli et al. 1997 ).
Effective Temperatures
The atmospheric parameters adopted throughout this paper are listed in Table 5 . They are consistent with those used in Paper I. Briefly, whenever possible we did not use directly effective temperatures T eff derived from colors, because it is not clear whether the reddening scales used for globular clusters and field stars are indeed consistent with each other. The zero point for our T eff 's for both globular clusters and field stars were instead obtained from an analysis of the H α profiles (see Fig. 3 for an example of these colors, and those obtained by Alonso et al. (1996) by application of the Infrared Flux Method temperature derivations). Fig. 4 compares effective temperatures from H α profiles with those given by Alonso et al. (1996) by application of the Infrared Flux Method. The agreement is good: on average, our temperatures are higher by 29 ± 36 K, with an r.m.s of 140 K (based on 15 stars). We will thereafter assume that our T eff 's coincide with Carney et al. 1994, and Nissen et al. 2002) .
We conclude that typical errors in temperatures for individual stars are about ∼ 50 K, although there are a few stars for which errors may be much larger.
As a final comparison, we plotted in Fig. 6 temperatures derived from our color calibration against the temperatures derived from the H α profiles. No systematic difference is obvious from this figure.
Surface gravities
Surface gravities g were obtained from the basic relation:
log g = 4 log(T eff /5770) + 0.4 (M V + BC − 4.72) + log M + 4.44 (5) where M V is the absolute visual magnitude (obtained from the apparent magnitude and the parallax), BC is the bolometric correction (from Kurucz CD-ROM15), and M is the stellar mass. This last was obtained interpolating the position of the star along isochrones with ages of 14 Gyr from the Padua group (Girardi et al. 2002) . Errors in these surface gravities are mainly due to errors in the absolute magnitudes, which on turn may be attributed to uncertainties in the parallaxes; typical values are about ±0.1 dex. 
Microturbulent velocities and metal abundances

Abundances
The abundances for a number of elements determined from the original spectra are listed in Tables 6 and 7 . We do not give here abundances for neutron capture elements, that will be considered in a paper in preparation (François et al. 2003) . When equivalent widths from different sources were available for a star, the abundances listed in these tables are the average of those derived using equivalent widths from different sources (each one analyzed as an independent spectrum), averaged with a weight equal to the number of lines used in each analysis. Finally, hereinafter α−element is the average of Mg, Si, Ca, and Ti.
Abundances given throughout this paper were computed with respect to a solar abundance analysis done using the same procedure adopted throughout this paper, and the solar model atmosphere computed by Kurucz (1994) (see Table 8 ); for reference, also the abundances obtained using the Holweger & Müller (1974) model atmosphere are given.
We think that this differential procedure minimizes errors in the analysis of stars similar to the Sun. For comparison, meteoritic abundances (from Anders & Grevesse 1989 ) are also listed in Table 8 .
Sources of oscillator strengths are also given in Table 8 . We tried to use laboratory and theoretical oscillator strengths for those lines for which accurate results (errors below 0.05 dex) exist. For the remaining lines, they were derived from an inverse solar analysis using the Holweger & Müller (1974) empirical model atmosphere, and elemental abundances given by lines with theoretical/laboratory oscillator strengths.
Whenever possible (permitted transitions with not too large effective quantum number between S, P, D and F levels), collisional damping was considered using coefficients from Barklem et al. (2000) , that are the best theoretical models available at present for most transitions. For a few lines, data missing in this very extensive tabulation were computed using the WIDTHCOMP program written by Barklem, and available on the web (see Barklem et al. 1998 by an enhancement factor E to the C 6 constant given by:
where EP is the line excitation potential (in eV). This formula was obtained from several hundreds Fe I line for which accurate collisional damping parameters were available (the formula was obtained at T=5000 K; the temperature dependence of collisional damping constant given by the Unsöld formula being slightly different from that obtained using more accurate approaches).
O and Na abundances include corrections for departures from LTE computed according the precepts by Gratton et al. (1999) . Most O abundances are obtained from the IR triplet. The forbidden lines have been measured in a few field stars; they are listed separately.
Corrections for hyperfine structure, due to non-zero nuclear magnetic moment, have been applied to abundances for Sc, V, and Mn. Data were from NIST database, Booth et al. (1983) , Whaling et al. (1985) , and Prochaska & McMillan (2000) .
Abundances for dominant species (O, Ti II, Sc II, and Cr II) were compared with abundances from Fe II, to reduce the impact of uncertainties in the surface gravities.
Error analysis
Relevant data for the error analysis are given in Table 9 . Col. 2 gives the median number of equivalent widths for this element used in the stellar analysis for the whole sample; Cols 3 to 6 give the sensitivities of our abundances on changes in the adopted atmospheric In the remaining part of this paper we will briefly comment about the abundances of Fe and O. A full discussion of the present abundances will be given in the second paper of this series. and BD+33 4707 (note that these outliers do not coincide with those identified when comparing our temperatures with those given by Alonso et al. 1996) . In all these cases abundances from Fe II lines are significantly larger than those from Fe I lines, suggesting that temperatures for these stars are higher than assumed in our analysis. Note that b − y colors are missing for HD280067; it is a metal-rich star, and the temperature derived from B − V color alone might have a rather large error. Four other outliers are known binaries (HD15096, BD-3 2525, HD195987, and HD219175B), and the secondary might affect both the magnitude and the color of the star in a significant way. Finally, it is possible that some of these stars are reddened. Given the uncertainties present in their analyses, these six stars will not be considered in the following discussion.
If further known or suspected binaries or reddened stars are excluded from the comparison, the average difference between abundances from Fe I and Fe II lines (in the same sense as above) is 0.055 ± 0.007 dex (r.m.s.=0.062, 83 stars). We did not found any significant trend of these residuals with temperature, gravity, or overall metal abundance.
The observed r.m.s scatter agrees fairly well with the expected value of 0.066 dex (see last column of Table 9 ).
While statistically significant, the average offset between abundances from neutral and singly ionized Fe lines is clearly small. It might be a result of small errors (∼ 50 K) in the effective temperature scale adopted throughout this paper (however, our scale agrees with the temperature scale by Alonso et al., that is the best currently available for metal-poor stars), or of systematic deviations between the adopted model atmospheres and the real ones (slightly different from those observed for the Sun). Nissen et al. (2002) have very recently studied the effect of granulation on the formation of Fe II lines; they showed that in their 3-D models, Fe II lines with excitation of ∼ 3 eV (a typical value for lines in our line list) are expected to be weaker than in 1-D models. The effect is expected to be roughly proportional to overall metallicity (it should be almost negligible in the Sun), and the expected corrections (a few hundredths of a dex) match well the observed average difference found here between abundances given by Fe I and Fe II lines.
In any case, we did not find any clear evidence for significant departures from LTE in the formation of Fe lines: as a matter of fact, the difference we finally have, if any, is in the opposite direction with respect to prediction from Fe overionization. We cannot then confirm the significant Fe overionization (at ∼ 0.2 dex in metal-poor dwarfs) claimed by Idiart & Thevenin (2000) .
Comparison with literature [Fe/H] values
In Fig. 8 we compare the [Fe/H] values determined in this paper with those from the literature. Table 10 lists average differences (in the sense other studies minus us) computed using stars in common. The agreement is generally good. However, a close insight reveals some small systematic differences. On average, our abundances are slightly larger than those of Fulbright (2000) and ; in both cases the scatter is not negligible, although in the case of Fulbright paper, it is reduces in a significant way by eliminating ten discrepant cases using a 2.5 sigma clipping procedure (8 out of 10 of these discrepant cases are binaries). On the other side, our abundances are on average slightly lower than those of Nissen & Schuster (1997) ; the difference is however only 0.02 dex, and the star-to-star agreement is in this case excellent. Finally there is a very good agreement with the abundances by Edvardsson et al. (1993) . It should be noted that this is the only really independent data set here considered, since we used the EW s listed in the other studies to compute our abundances.
Oxygen
We have derived Oxygen abundances using both the IR triplet lines at 7771-74Å (for 68 stars), and the forbidden line at 6300.304Å (for 22 stars). In the second case, for 11 stars we used the EW s measured by Nissen et al. (2002) , including the correction for blending with the Ni line at 6300.399Å; for two further stars (HD3567 and HD97320), we were able to measure again the EW s using our own spectra: these EW s turned out (perhaps for some lucky coincidence, since our data are of lower quality with respect to those of Nissen et al.) to be exactly identical to those given by Nissen et al. However, we have to keep in mind that the forbidden line is always very weak in our stars, and that abundances are very sensitive on the correct location of the continuum level and to the noise.
Non-LTE corrections are required to obtain abundances from the permitted lines (the forbidden lines form in LTE). These corrections were considered, following the approach by Gratton et al. (1999) ; however, since there is growing evidence that collisional cross sections with HI atoms computed using the Drawin approach are overestimated in these computations, we corrected them in order to be consistent with those of Nissen et al. (2002) . Anyhow, the non-LTE corrections for the permitted lines are not very large in the program stars (< 0.25 dex), in agreement with results by several other authors (see e.g. Kiselman, 2001) . It is useful to note that when updated gf 's are used and non-LTE corrections are included, permitted and forbidden lines give very similar O abundances when the Kurucz model atmosphere are used in the solar analysis (see Table 8 ).
We may compare abundances provided by (high excitation) permitted lines and (low Unless the non-LTE corrections to the OI lines are enhanced in 3-D model atmospheres, this would create a difference between abundances from permitted and forbidden lines in metal-poor dwarfs. On the other hand, the structure of model atmosphere may be simply Froese-Fischer (1975) . However, there are various more recent experimental evaluations of lifetimes of the levels relevant for several optical transitions that can be used to improve these theoretical estimates (Chantepie et al., 1989; Jönsson et al. 1984; Kwiatkowski et al. 1980; Andersen et al. 1972; Schaefer 1971) . Moreover, sophisticated theoretical computations have been presented by Chang et al. for both lifetimes (Chang 1990a ) and oscillator strengths (Chang 1990b) , for both singlet and triplet levels and transitions. We used these various estimates to produce new values for the gf 's of some Mg I lines. To this purpose, we coupled lifetimes (see Table 11 and 12), given by a weighted average of the mentioned experimental values, with branching ratios obtained from theoretical oscillator strengths (see Table 13 ).
While for most lines these oscillator strengths are very close to those of Froese-Fisher (the mean difference from 24 lines is 0.00 ± 0.01 dex, with an r.m.s. of 0.07 dex for individual lines), for a few lines often used in the analysis of metal-poor stars (like those at 4703, 5528 and 5711Å) the oscillator strengths of Table 13 are smaller by as much as 0.19 dex. This may cause both larger scatter and significant systematic errors in the average Mg abundances in these stars.
The solar Mg abundance obtained using these gf 's, the appropriate collisional damping parameters, and equivalent widths from Lambert & Luck (1978) is log n(M g) = 7.52 ± 0.05 when using the Holweger & Müller (1974) solar model atmosphere, and log n(M g) = 7.43 ± 0.06 when using the Kurucz (1994) model atmosphere with the overshooting option switched off. Here the error bars are the standard deviations of abundances from individual lines about the mean value. These abundances are to be compared with the meteoritic value of log n(M g) = 7.58±0.02 (Anders & Grevesse 1989) . Note that Asplund (2000) suggested that all meteoritic abundances may be overestimated by 0.04 dex, due to a new Silicon abundance, lower than the value used by Anders & Grevesse.
In view of these uncertaintes, the agreement between the photospheric and meteoritic abundances is quite good when using the Holweger & Müller model atmosphere. 
