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1 Introduction
Rotations in the 3-dimensional space is expressed in terms of vector analysis as a linear combination
of rotations w.r.t. each axis
Rt = (e˜2×e˜3)p1+(e˜3×e˜1)p2+(e˜2×e˜3)p3, p21+p22+p23=µ2.
Consider the problem “Give the equation of the conceptional rotations in R3 without using the
parameter expressing individual rotations”, just as the conceptional motion of constant velocity along
straight lines (Galiley motions) is expressed as d
2
dt2
r=0. The best answer may by given as follows:
Let 1, e˜1, e˜2, e˜3 be the natural basis of quaternion field (Q, ∗). The answer is the quaternion valued
one component equation
(1.1) ∂tφ(t, x1, x2, x3)=
1
2
[e˜1∂x1 + e˜2∂x2+e˜3∂x3 , φ(t, x1, x2, x3)]
where [ , ] is the commutator bracket in the quaternion field. (1.1) splits into the 3-component
equation by setting φ(t,x)=φ1(t,x)e˜1+φ2(t,x)e˜2+φ3(t,x)e˜3
∂t
φ1φ2
φ3
=
 0 −∂x3 ∂x2∂x3 0 −∂x1
−∂x2 ∂x1 0
φ1φ2
φ3

Behind this equation, we see the partial differential equation
i∂tφ(t, x1, x2, x3)=(e˜1∂x1 + e˜2∂x2+e˜3∂x3)∗φ(t, x1, x2, x3).
This is called the Weyl equation.
Setting φ(t,x)=φ0(t,x)+φ1(t,x)e˜1+φ2(t,x)e˜2+φ3(t,x)e˜3, we have
i∂tiφ0(t,x)=i∂x1φ1+i∂x2φ2+i∂x3φ3
i∂tφ1(t,x)=∂x2φ3−∂x3φ2+∂x1iφ0
i∂tφ2(t,x)=∂x3φ1−∂x1φ3+∂x2iφ0
i∂tφ3(t,x)=∂x1φ2−∂x2φ1+∂x3iφ0
2
This is viewed as the equation of the conceptional 3-dim rotations taking the time parameter in
mind. Replacing t′=− it, the original equation changes into:
∂t′

iφ0
φ1
φ2
φ3
=

0 −∂x1 −∂x2 −∂x3
∂x1 0 −∂x3 ∂x2
∂x2 ∂x3 0 −∂x1
∂x3 −∂x2 ∂x1 0


iφ0
φ1
φ2
φ3
 ,
these are O(1, 3)-invariant w.r.t. 4-components (φ0, φ1, φ2, φ3).
At a first glance, there is no parameter indicating individual rotations. However, Fourier-
transform φˆ(t, p)=
∫
R3
ei
∑
pixiφ(t,x)d−x changes the original equation into
∂tφˆ(t, p)=(e˜1p1 + e˜2p2+e˜3p3)∗φˆ(t, p),
and individual rotations are involved in p1, p2, p3.
Namely, via Fourier transformation space-variables are transformed into momentum-variables.
As a result individual rotations appear instead of Lorentz covariance.
The square of the Weyl equation is the (mass-less) Klein-Gordon equation:
∂2t φ=(∂
2
x1
+∂2x2+∂
2
x3
)φ.
Weyl equation is viewed as the “field equation” of relativistic mass-less particles. The massive Klein-
Gordon equation is
∂2t φ=(∂
2
x1
+∂2x2+∂
2
x3
+m2)φ.
The reason why m is the mass term is based on Einstein’s relation E2=p2+m2c2.
On the other hand in the theory of Dirac, the equation of massive (m>0) relativistic particles is
given by
(1.2) i∂ξ0
[
Φ
Ψ
]
=
[
µI2 D
D −µI2
][
Φ
Ψ
]
, D=
1
~
(ρ1∂ξ1+ρ2∂ξ2+ρ3∂ξ3)
where ρi=
[
σi 0
0 σi
]
with Pauli matrices σi and µ is called the mass-term. As this is considered in the
Clifford algebra of 4 generators, this is viewed as an equation for “Fermions”.
However, in [11] we found Clifford algebras are contained in the transcendentally extended
Weyl algebra. In contrast, it is known that the Clifford algebra of infinite generators contains
Weyl algebra.
On the other hand in physics, equations written in Weyl algebra (not transcendentally extended)
is often called “Bosonic equations”. Note that the Bose-Fermi symmetry is widely believed in physics.
Thus, it is mathematically interesting to write the “Bosonic equation” corresponding to the (massive)
Dirac equation.
In this note, we propose an equation which is covariant (not invariant) under Lorentz trans-
formations. The fundamental solution will be constructed in the form of product integrals. But
unfortunately, it is still difficult to negotiate with causality conditions in the theory of relativity, as
we do not have definite idea of treating the time parameter.
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Now, we have to note that the term “vacuums” used often in this note may not be the same
that physicists uses. A G-vacuum is only a group G-invariant idempotent element in some extended
Weyl algebra. It is still difficult to obtain SU(2)-vacuum. This is because we have to restrict the
expression parameters to a very special class which is very easy to be broken. Much work seem to be
done in simulating the SU(2)-vacuum, with the aim of learning more about the vacuum structure of
QCD. But our SU(2)-vacuum may have nothing to do with these.
Readers will find many obstructions in mathematical detail, but we think these suggest many
interesting subjects. In particular, throughout this series we are concerned with parameters of
expressing elements of algebras. In a very beginning these parameters are thought inessential for
physics. However, we found there are many phenomena that suggest such parameters must have
some significance in physics. This note is only a trial to understand mathematically the significance
of expression parameters.
2 Weyl algebra with hermitian structures and ∗-exponentials
First of all, we define the Weyl algebra (W2, ∗) as the associative algebra of 2 generators u, v with
the commutation relation [u, v]∗=− i~. W2 extends transcendentally under suitable topology so that
the exponential functions of quadratic forms are treated.
An hermitian structure is defined by setting u∗ = u, v∗=v, i∗= − i, [u, v]∗=[v, u] on genera-
tors u, v as an involutive anti-automorphism. Here u, v are treated as hermite elements. Hence
2u◦v=u∗v+v∗u, u2+v2, u2−v2 are hermite elements.
There is another hermite structure defined by u∗=iv, v∗=iu, and i∗= − i. Hence u◦v, i(u2+v2),
(u2−v2) are hermite elements.
Although it is involutive only on even elements, if we define an anti-automorphism by u∗=v,
v∗=− u, i∗=− i, then iu◦v, i(u2−v2), u2+v2 are hermite elements.
2.1 Product formulas and linear change of generators
To make a transcendental extension, we use a concrete product formula by setting (u, v)=(u1, u2)
(2.1) f∗
K
g=fe
i~
2
∑
ij
←−
∂ iΛij
−→
∂ jg, Λ=K+J, J =
[
0 −1
1 0
]
where K=(Kij) is any 2×2 complex symmetric matrix. The algebraic structure does not depend on
K, but the expression of elements depend on K. K is called an expression parameter. For instance,
u2∗, u∗v are defined in W2, but u2∗
K
=u2+2i~K11, u∗Kv=uv+2i~(K12−1). We denote these by
:u2∗:K=u
2+2i~K11, :u∗v:K=uv+2i~(K12−1).
Such a manner to express elements is redundant while we treat ∗-polynomials or ∗-exponential func-
tions of linear forms. However, expression parameters play important roles in Jacobi’s θ-functions
(cf.[10]) and these play essential roles when ∗-exponential functions of quadratic forms are treated.
Indeed it is a main target of this series of notes to understand the significance of expression param-
eters.
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If K=0, (2.1) is called the Moyal product formula. By restricting (u, v) in R2, this formula
may be given by the integral form
(2.2) f∗0g(u, v)=os-
∫∫
R2
f(u+
~
2
s, v+
~
2
t)g(u+s′, v+t′)ei(ts
′−st′)d−sd−td−s′d−t′.
If K=K0=
[
0 1
1 0
]
, then (2.1) is called the product formula of pseudo-differential operators (ΨDO-
product formula in short). Its integral form is
f∗
K0
g(u, v)=os-
∫∫
R2
f(u, v+~s)g(u+t, v)e−istd−sd−t.
These integral formulas are convenient to treat “lower order terms”, while (2.1) is used to compute
“positive order terms”. In (2.1), (u, v) are viewed as complex variables.
Next, we consider the effect of a linear change of generators
u′i =
∑
ukS
k
i , S ∈ SL(2,C), (u′ = uS).
By the help that
∂ui =
∑
Ski ∂u′k ,
the product formula is rewritten by using new generators as
(2.3) f ∗
K
g = fe
i~
2
(
∑←−
∂u′
i
(tSΛS)ij
−−→
∂u′
j
)
g.
As tSJS = J , the algebraic structure of (C[u], ∗
K
) does not change. Thus the notation ∗
K
is better
to be replaced by ∗
K′
where K ′=tSKS.
For every K,K ′, the intertwiner is defined by
(2.4) I
K′
K
(f) = exp
(i~
4
∑
i,j
(K ′ij−Kij)∂ui∂uj
)
f (= I
K′
0 (I
K
0 )
−1(f)).
This gives an isomorphism I
K′
K
: (C[u]; ∗
K+J
) → (C[u]; ∗
K′+J
). Namely, the following identity holds
for any f, g ∈ C[u] :
(2.5) I
K′
K
(f ∗
K
g) = I
K′
K
(f) ∗
K′
I
K′
K
(g).
Intertwiners do not change the algebraic structure ∗, but do change the expression of elements by
the ordinary commutative structure.
Thus, a symplectic change of generators is recovered by the intertwiner I
tSKS
K
. Change of gener-
ators are viewed often as coordinate transformations, but note here that I
tSKS
K
is something like the
“square root” of symplectic coordinate transformations, and these behaves as 2-to-2 mappings on
the space of ∗-exponential functions of quadratic forms. (Cf. [10], [11].)
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2.2 Star-exponential functions of quadratic forms and several properties
The K-ordered expression of the ∗-exponential function et
1
2i~
〈ug,ug〉∗
∗ for g∈SL(2,C) is given by
(2.6) :e
t
i~
〈ug,ug〉∗
∗ :K=
1√
det(cos tI−(sin t)tgKg)e
1
i~
〈ug sin t
cos tI−sin t tgKg
, ug〉
.
where u=(u, v), [u, v]=− i~, and K is any complex symmetric matrix. Note that the phase part and
the inside of
√
is π-periodic (not 2π-periodic). It is easy to rewrite (2.6) as
:e
t
i~
〈ug,ug〉∗
∗ :K=
1√
det(cos tI−(sin t)g tgK)e
1
i~
〈u sin t
cos tI−sin t g tgK
g tg, u〉
.
Now setting t=π in (2.6), we have :e
pi
i~
〈ug,ug〉∗
∗ :K=1/
√
1. For a while we assume detK=1. To
manage the sign of
√
, we first fix the value at t = 0 as :e
0
i~
〈ug,ug〉∗
∗ :K=1.
Now let µ, ν be the eigenvalues of tgKg. Then, µν=det tgKg=1 and µ+ν=tr.(tgKg)√
det(cos tI−(sin t)tgKg)=
√
(cos t−µ sin t)(cos t−ν sin t)
=
1
2
√
(1+iµ)(1+iν)e−it
√
e2it− i−(−µ)−i−(−µ)
√
e2it− i−(−ν)−i−(−ν) .
Note that
∣∣ i−(−µ)
−i−(−µ)
∣∣ is the ratio of the distance of −µ from i and −i. Hence if (−µ) is in the upper
half-plane, then
∣∣ i−(−µ)
−i−(−µ)
∣∣ < 1 and therefore √e2it− i−(−µ)−i−(−µ) changes the sign when t moves from 0 to
π. (Note that the inside of
√
is π-periodic.) Denote for simplicity
Rµ=
i−(−µ)
−i−(−µ) , Rν=
i−(−ν)
−i−(−ν)
Furthermore considering re2it−Rµ for some 0<r<1, we see singular points appears π-periodically on
the line in lower half plane parallel to the real axis.
As det(tgKg)=detK=µν = 1, if µ, ν 6∈ R, then :e
t
i~
〈ug,ug〉∗
∗ :K is not singular on t∈R and only one
of
√
e2it− i−(−µ)−i−(−µ) ,
√
e2it− i−(−ν)−i−(−ν) changes the sign when t moves from 0 to π. As e−it changes sign
when t moves from 0 to π,
√
det(cos tI−(sin t)tgKg) does not change sign. It follows :e
pi
i~
〈ug,ug〉∗
∗ :K=1.
Lemma 2.1 If tr.(tgKg) is not a real number, or if tr.(tgKg) is a real number with (tr.(tgKg))2 < 4,
then µ, ν are not real number and
√
det(cos tI−(sin t)tgKg) does not change sign.
Setting t=π/2 in (2.6), we have
:e
pi
2i~
〈ug,ug〉∗
∗ :K=
1√
detK
e−
1
i~
〈u 1
K
,u〉
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which looks independent of g∈SL(2C). But recall here that the formula of changing generators give
:e
t
i~
〈ug,ug〉∗
∗ :K=:e
t
i~
〈u,u〉∗
∗ :tg Kg .
Change of expression parameters sometimes give a change of generators. The above observation
relating to Lemma 2.1 shows this must depend on g discontinuously.
Denoting ε00=e
pi
2i~
〈ug,ug〉∗
∗ , we call this the polar element. The exponential law gives in general
:ε200:K=±1
depending on K.
For the use in the later section, we give the formula of ∗-exponential function of degenerate
quadratic from
(2.7) :e
t 1
i~
(ξ1u+ξ2v)2∗∗ :K=
1√
1−τt e
t
1−τt
(ξ1u+ξ2v)2∗ , τ=〈ξK, ξ〉
which is decreasing in t of the order
√|t|−1/2.
2.3 Notes from linear algebra
Now setting g =
[
a b
c d
]
∈ SL(2,C), we have
〈ug,ug〉∗=(u, v)
[
a2+b2 ac+bd
ac+bd c2+d2
] [
u
v
]
=(a2+b2)u2+(c2+d2)v2+2(ac+bd)u◦v.
The space
(2.8)
[
a2+b2 ac+bd
ac+bd c2+d2
]
=
[
X Z
Z Y
]
is the space D−1={XY−Z2=1} in C3 (The space of all quadratic forms of discriminant −1). Re-
placing X=x+y, Y=x−y, Z=z, we have x2−y2−z2=1. D−1 may be understood as the complexified
2-sphere x2+(iy)2+(iz)2=1.
To get the real sphere, we set as follows together with α2+β2+γ2=1
(2.9)
[
a2+b2 ac+bd
ac+bd c2+d2
]
=
[
α+iβ iγ
iγ α−iβ
]
, α, β, γ ∈ R, α+iβ=
√
1−γ2 eiθ, |γ| ≤ 1.
We denote this set by S˜2. This is the space of all symmetric elements in SU(2). It is easy to see
that S˜2=SU(2)/SO(2). We denote S ′={g; g tg∈S˜2}, e.g.[
a b
c d
]
=
[
4
√
1−γ2 eiθ/2 cosh ξ 4
√
1−γ2 ieiθ/2 sinh ξ
4
√
1−γ2 ie−iθ/2 sinh η 4
√
1−γ2 e−iθ/2 cosh η
]
,
where ξ, η, θ∈R, If γ=± 1, we set
[
a b
c d
]
= 1√
2
[
1 i
i 1
]
.
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Lemma 2.2 The eigenvalue of T ∈ SU(2) is real if and only if T=± I. If K=I, and tgg ∈ S˜2, then
except the case tgg = ±I, √det(cos tI−(sin t)tgKg) does not change sign.
Proof The first one is wellknown. Next one is the case tr.(tgKg)) is real and 2α in (2.9). As
α2+β2+γ2=1, tr.(tgKg))2 ≤ 4, and the equality takes place only by α=1, β=γ=0. ✷
Suppose g tg be a complex matrix g tg=
[
ξ−iη −iζ
−iζ ξ+iη
]
, ξ2+η2+ζ2=1, ξ, η, ζ ∈ C and suppose[
α+iβ iγ
iγ α−iβ
]
be in SU(2)/SO(2). We take K=R
[
α+iβ iγ
iγ α−iβ
]
as an expression parameter.
The multiplier R=reiθ will be used for singular points to avoid real line.
Then, a direct computation gives by setting ξ=(ξ, η, ζ), α=(α, β, γ) that
tr.
[
ξ−iη −iζ
−iζ ξ+iη
]
R
[
α+iβ iγ
iγ α−iβ
]
= 2R〈α,ξ〉,
det
(
cos tI−(sin t)R
[
ξ−iη −iζ
−iζ ξ+iη
][
α+iβ iγ
iγ α−iβ
])
=(cos t−R〈α,ξ〉 sin t)2+sin2 tR2〈α × ξ,α × ξ〉
where 〈α×ξ,α×ξ〉=(ξβ−ηα)2+(ξγ−ζα)2+(ηγ−ζβ)2. Split ξ=x+ix′ by the real and the imaginary
parts. As 〈ξ, ξ〉=1 by the condition det g tg = 1, we see 〈x,x′〉=0, ‖x‖2−‖x′‖2=1 and
〈α,ξ〉=〈α,x〉+i〈α,x′〉, α×ξ=α×x + iα×x′.
By setting t=π
2
, the determinant gives R2〈α,ξ〉2+R2〈α × ξ,α × ξ〉=R2.
It follows
〈α,x〉〈α,x′〉+〈α×x,α×x′〉 = 0, 〈α,x〉2−〈α,x′〉2 + 〈α×x,α×x〉 − 〈α×x′,α×x′〉=1
Hence if x′=0, all terms are nonnegative and (cos t−〈α,x〉 sin t)2+sin2 t〈α × x,α × x〉 has a double
multiple root only at
cos t− sin t〈α,x〉=0, x = ±α, t=π
4
,
3π
4
.
But these are in fact the same point as cos t− sin t〈α,x〉 is π-periodic. As this does not depend on
R, it is impossible to move the singular point away from the real line by selecting suitable R.
If x 6=±α and x′=0, then √
(cos t−〈α,x〉 sin t)2+sin2 t(α × x)2
does not change sign when t moves from 0 to π. (Note this is π-periodic.)
If x′ 6=0, then choosing α=x, we see 〈α,x′〉=0 and
〈α,x〉2=1+‖α × x′‖2.
It follows (cos t−〈α,x〉 sin t)2+sin2 t(α × x)2 = 0 has two different simple real roots.
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Thus, taking K=r
[
α+iβ iγ
iγ α−iβ
]
, r > 1, or r < 1, as an expression parameter, we see there is[
α+iβ iγ
iγ α−iβ
]
∈ SU(2) such that
√
det
(
cos tI−(sin t)
[
ξ−iη −iζ
−iζ ξ+iη
]
r
[
α+iβ iγ
iγ α−iβ
])
changes sign when t moves from 0 to π. That is, this is alternating π-periodic. Furthermore, taking
a suitable eiθ one can make µ, ν pure imaginary numbers. Hence,√
det
(
cos tI−(sin t)
[
ξ−iη −iζ
−iζ ξ+iη
]
eiθ
[
α+iβ iγ
iγ α−iβ
])
does not change sign when t moves from 0 to π. That is, this is π-periodic.
Remark 1. By switching g tg and K, we regard
[
ξ−iη −iζ
−iζ ξ+iη
]
as an expression parameter and
we regard
[
α+iβ iγ
iγ α−iβ
]
as g tg. Fix
[
ξ−iη −iζ
−iζ ξ+iη
]
so that x′ 6= 0. Then 〈x,x〉−〈x′,x′〉=1 gives
〈x,x〉 > 1 and there is α such that 〈α,ξ〉=〈α,x〉>1. This implies if we multiply r 6=0 to the expression
parameter K=r
[
ξ−iη −iζ
−iζ ξ+iη
]
, then there is g ∈ S ′ such that√det(cos tI−(sin t)tgKg) changes sign.
Note that expression parameters are not necessarily detK=1.
Now suppose g tg satisfies 〈x′,α〉 = 0. This is the case where tr.(tgKg) is a real number, but
in what follows we restrict g ∈ S ′ i.e. gtg ∈ S˜2, and investigate where eigenvalues of tgKg are real
numbers. In such a restricted case, we see that ξ=x and 〈x,x〉=1. Thus,
tr.(
[
ξ−iη −iζ
−iζ ξ+iη
]
K)=2〈ξ,α〉≤2
The equality holds only if ξ=±α and g tgK=± I.
Thus we have
Theorem 2.1 For an arbitrarily fixed K in S˜2,
√
det(cos tI−(sin t)tgKg) does not change sign for
any g∈S ′ except the case gtgK=± I.
This theorem shows that excluding only one point g
K
in S ′ such that gtg=±K−1, the ∗-exponential
function :e
t 1
2i~
〈ug,ug〉
∗ :K is 2π-periodic and has no singular point on R.
At a first glance it looks we have two exceptional points. In fact these are the same point, because
the same singular point is expressed by opposite parameter −t on the interval (0, 2π).
Note Proposition 3.2 in the previous note [16] is not correct where the singular point g
K
is not cared.
However we can apply the result in [11].
Thus, we have
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Proposition 2.1 For every g∈S ′, g 6=g
K
:e
t 1
2i~
〈ug,ug〉∗
∗ :K is 2π-periodic, and the singular points dis-
tributed 2π-periodically on two lines sitting in both upper and lower half planes. The real line is
between these. At the point g=g
K
, :e
t 1
2i~
〈ug,ug〉∗
∗ :K has a not branching singular point at t=π/2, but
alternating 2π-periodic.
Definition 2.1 An expression parameter K is called a nice expression parameter if all g ∈ S ′
except only one :e
t 1
2i~
〈ug,ug〉∗
∗ :K is 2π-periodic, and the two lines of singular points are sitting in both
upper and lower half planes.
Proposition 2.1 shows that any K ∈ S˜2 is a nice expression parameter, but the above Remark
1 shows that any other expression parameters are not nice expression parameters. Note that S˜2 is
only 2-dimensional, while complex symmetric matrices of determinant 1 is 4-dimensional. This is
the reason why we said SU(2)-vacuum is easy to be broken.
Recall now S˜2=SU(2)/SO(2). Hence SU(2) may be viewed as the collection of one parameter
subgroups Sα parameterized by α ∈ S˜2. (This is not the Hopf fibration by itself.)
For any expression parameter K chosen in S˜2, the set
(2.10) {:et
1
2i~
〈ug,ug〉
∗ :K ; t ∈ [0, π], g∈S ′}
covers the group SU(2) except only one 1-parameter subgroup Sg
K
=:e
t 1
2i~
〈ug
K
,ug
K
〉
∗ :K ; t∈[0, 2π]. De-
note by ∞ the singular point
:e
pi
4i~
〈ug
K
,ug
K
〉
∗ :K , gK
tg
K
∈S˜2.
We identify S˜2\{∞} with the complex plane C by stereographic projection. SU(2)\Sg
K
is identified
S1×C, which is naturally embedded in C2. By these observation, we see
Proposition 2.2 In any K-ordered expression such that K∈S˜2, :et
1
i~
〈ug,ug〉
∗ :K is holomorphic w.r.t.
g in a suitable complex domain involving g tg∈S˜2\{∞}.
Note that γ=(cos t, sin t(x, y, z)) corresponds to the element
γ∗=e
it( 1
~
x(u˜2+v˜2)+iy 1
i~
(u˜2−v˜2)+2iρ 1
i~
u˜◦v˜)
∗ ∈ SU(2)
On the other hand, by viewing S˜2 as the Riemann sphere the group SL(2,C)/{±1} acts transi-
tively on S˜2 as Mo¨bius transformations. This fact supports also Proposition 2.2.
2.3.1 Quaternion group
Fix arbitrarily K ∈ S˜2 such that
:e
ti
i~
u◦v
∗ :K , :e
t
2i~
(u2+v2)
∗ :K , :e
ti
2i~
(u2−v2)
∗ :K
are welldefined. Then, at t=π these give the same element ε00, called the polar element. We have
seen in [12] that square roots of polar element ε00:
e1=ie
pii
2i~
u◦v
∗ , e2=ie
pi
4i~
(u2+v2)
∗ , e3=ie
pii
4i~
(u2−v2)
∗
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form something like a double cover of the quaternion group. That is, in a nice expression parameter
K, it holds
ei∗ej=ε00∗ej∗ei.
Note that 1
2
(1±ε00) are idempotent elements and
1=
1
2
(1−ε00)+1
2
(1+ε00),
1
2
(1−ε00)∗1
2
(1+ε00)=0.
Hence using the projection π=1
2
(1−ε00)∗, where π(ε00) is treated as −1, we have the equation same
to (1.1)
∂tπφ(t,x)=
1
2
[πe1∂x1 + πe2∂x2+πe3∂x3 , πφ(t,x)].
On the other hand, quadratic forms on the phase part
le1=
1
i~
u◦v, le2=
1
2~
(u2+v2), le3=
1
2i~
(u2−v2)
satisfies in any ordered expression the same commutation relations as π(e1), π(e2), π(e3). That is
[le1, le2]∗=2ile3, [le2, le3]∗=2ile1, [le3, le1]∗=2ile2.
Thus, the equation i∂tφt=
1
2~
[
(le1)∂ξ1+(le2)∂ξ2+(le3)∂ξ3 , φt
]
express the conceptional 3-dimensional
rotations mentioned in the introduction. Now under the thought of the “second quantization” we
have to treat the equation behind this:
i∂tφt=
1
~
(
(le1)∂ξ1+(le2)∂ξ2+(le3)∂ξ3
)
∗φt.
This may be viewed as the counter part of Weyl equation. Taking the Fourier transform, this is
rewritten as
(2.11) ∂tφt=
1
i~
(
(le1)α+(le2)β+(le3)γ
)
∗φt.
In the next section it will be shown this is covariant under Lorentz transformations.
On the other hand, although its square does not become Klein-Gordon equation without taking
2×2-matrix representation, we regard
(2.12) ∂2t φt=
1
~2
((
(le1)p1+(le2)p2+(le3)p3
)2
+m2
)
∗φt
as the counter part of Klein-Gordon equation, where p1, p2, p3 are regarded as parameters. In the
later section, it will be shown that one can take its square root as a differential equation of infinite
components of order one without using Clifford algebra.
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3 Action of Lorentz group to the space of quadratic forms
By taking X, Y in (2.8) independent pure imaginary numbers,[
iβ ρ+iγ
−ρ+iγ iβ ′
]
, β, β ′, γ, ρ ∈ R
is the space sh(2) of all skew-hermitian matrices. Note that
ih(2)=sh(2), sl(2,C)=h0(2)+su(2)
where h0(2) is the space of all traceless hermitian matrices.
For x0, x1, x2, x3 ∈ R, the space of all hermite matrices
h(2)=
{[
x0+x3 x1+ix2
x1−ix2 x0−x3
]
; xi∈R
}
with , detX=x20−(x21+x22+x23)
is the Minkowski space with Minkowski-metrix detX , on which SL(2,C) acts as X → AXA∗,
A∈SL(2,C). Strictly speaking, the Minkowski space is the 4-dimensional affine space with metric
tensor of (1, 3)-type. The expression above is one of coordinate expressions.
Note that Lorentz group SO(1, 3) is isomorphic to SL(2,C)/{±1}. and also that sl(2,C)J=Q(2)
space of quadratic forms. Hence we see
su1(2)J=SU(2)/SO(2)=S
2, su(2)J=RS2=R3,
where su1(2) is the space of all skew-hermitian matrices with determinant 1. Although iI is not
traceless, consider the space
sh(2)J=(RiI ⊕ su(2))J
and we view this as
(u, v)(RiI ⊕ su(2))J
[
u
v
]
where (u, v)iJ
[
u
v
]
is i(−u∗v+v∗u)=−~. By this way the term of non-vanishing trace may be changed
into a term ρI, and hence Lorentz group acts on the space (RiI⊕su(2))J by X→AXJ A¯−1=AXA∗J .
Now, note that Lorentz group SO(1, 3) is generated by SU(2) and diag(λ, λ−1), λ 6=0. Note that[
λ 0
0 λ−1
] [
a b
b c
] [
λ−1 0
0 λ
]
=
[
a λ2b
λ−2b c
]
.
Using these, one can write down the Lorentz action concretely.
Note first that ih(2)=RiI ⊕ su(2). We have
A(RiI ⊕ su(2))JA¯−1=RiAA∗J ⊕Asu(2)A∗J.
If A ∈ SU(2) then A(RiI ⊕ su(2))JA¯−1=RiI ⊕ su(2))J .
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If A=diag(λ, λ−1), then decomposing
iAA∗J=
1
2
tr.AA∗iJ+(iAA∗J−1
2
tr.AA∗iJ),
Asu(2))A∗=
1
2
tr.(Asu(2))A∗)J+Asu(2))A∗−1
2
tr.(Asu(2))A∗)
and involving (iAA∗J− 1
2
tr.AA∗iJ) to the traceless term and involving diag(Asu(2))A∗)−1
2
tr.(Asu(2))A∗
term to the constant term by using the relation u∗v−v∗u= − i~, these are rewritten in the same
form. As Lorentz group is generated by SU(2), diag(a, a−1), a > 0, this gives an action of Lorentz
group.
3.1 Lorentz covariance of the counterpart of Wey’s equation
Now joining a new variable ρ corresponding to the diagonal part, we set
h(t, α, β, γ, ρ)=e
t 1
i~
(〈ug,ug〉∗+ρ)
∗ = e
t 1
i~
〈ug,ug〉∗
∗ et
1
i~
ρ.
This satisfies the equation
(3.1)
∂th(t, α, β, γ, ρ)=
1
i~
(〈ug,ug〉+ρ)∗h(t, α, β, γ, ρ)
=
1
~
(ρ+α(le2)+β(le3)+γ(le1))∗h(t, α, β, γ, ρ).
This means that h˜(t, α, β, γ, ρ)=Ad(h(t, α, β, γ, ρ))(h(0, α, β, γ, ρ)) is a solution of the equation
∂th˜(t, α, β, γ, ρ)=[
1
i~
(ρ+α(le2)+β(le3)+γ(le1)), h˜(t, α, β, γ, ρ)].
Note that if we regard tρ as an independent variable, then as ∂tρe
t 1
i~
ρ= 1
i~
et
1
i~
ρ, the equation (3.1)
is written as
i(∂t−∂tρ)h(t, α, β, γ, ρ)=1
~
(α(le2)+β(le3)+γ(le1))∗h(t, α, β, γ, ρ).
In precise, viewing (t, ρ) as coordinate variables we take a singular coordinate change (ξ0, z)=(t, tρ).
(i.e. t=ξ0, ρ=z/ξ0.) Then {
∂ξ0 = ∂t− ρξ0∂ρ = ∂t−∂tρ
∂z =ρ∂ρ
Constant term which appear by an adjoint transformation is involved in the (universal) time param-
eter ξ0. Hence we have
Proposition 3.1 The counterpart of the Weyl equation
(3.2) ∂ξ0φ=
1
i~
(
(le1)α+(le2)β+(le3)γ
)
∗φ.
is covariant under SL(2,C)/{±1}.
Remark 2 In the later section, we have to use singular coordinate transformations such as
∂tbe
t 1
i~
b(u,v,α)=
1
i~
et
1
i~
b(u,v,α))
for every fixed (u, v) ∈ R2 to obtain the Lorentz covariance of the counterpart of the massive Dirac’s
equation. The problem is that this procedure changes the Minkowski structure.
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3.2 Joining massive terms
As Weyl equation may be viewed as a 2-component equation, the massive Dirac equation is written
as a 4-component equation. The reason is one has to use the identity
[
µ D
D −µ
]2
=
[
D2+µ2 0
0 D2+µ2
]
where D may be an arbitrary operator. Hence, if 2-component equations are permitted, then one
can put a mass term to (3.2). Namely setting Q= 1
i~
(
(le1)α+(le2)β+(le3)γ
)
, we have an equation
(3.3) ∂ξ0
[
Φ
Ψ
]
=
[
µ Q
Q −µ
][
Φ
Ψ
]
,
which gives
(3.4) ∂2ξ0
[
Φ
Ψ
]
=
[
Q2+µ2 0
0 Q2 + µ2
][
Φ
Ψ
]
.
This may be regarded as the equation corresponding to (2.12). However when we treat algebra
valued equations, this equation is written formally as one component equation (cf. the next section).
3.2.1 Making matrix algebra M(2)
Recall the polar element ε00 is defined by setting =π/2 in (2.6). As a nice expression parameter is
used here we see :ε200:K=1. In addition to the fact that
1
2
(1±ε˜00) are idempotent elements such that
1=
1
2
(1+ε00)+
1
2
(1−ε00), 1
2
(1+ε00)∗1
2
(1−ε00) = 0
the bumping identity used often in previous notes (cf. [11] for instance) gives
Proposition 3.2 In generic ordered expression, ε00 anti-commutes with generators u, v. Hence ε00
commutes with every even element.
In what follows, we use half-inverses (cf. [13]) defined as follows:
u
•
=v∗(u∗v)−1∗−, (u∗v)−1∗−=−
1
i~
∫ ∞
0
e
s 1
i~
u∗v
∗ ds
These have the properties
u∗u•=1, u•∗u=1−̟00, ̟00∗̟00=̟00, u∗̟00=0=̟00∗u•,
where ̟00 = lims→∞ 1i~e
s 1
i~
v∗u
∗ . We see that (u
•)k∗̟00∗uℓ are (k, ℓ)-matrix element.
Moreover as (u∗v)−1∗− is an even element, we see
ε00∗u=− u∗ε00, ε00∗u•=− u•∗ε00.
We now define
(3.5) φ=(
1
2
(1+ε00)∗u)=(u1
2
(1−ε00)), ψ=(1
2
(1−ε00)∗u•)=u•∗1
2
(1+ε00)).
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Next formulas are easy to see
(3.6) φ2=0=ψ2, φ∗ψ+ψ∗φ=1.
As φ, ψ commute with every even elements, one can rewrite (3.4) as a one component equation
i∂tft=((φ∗ψ−ψ∗φ)∗µ+(φ+ψ)∗ 1
i~
(
(le1)α+(le2)β+(le3)γ
)
∗ft.
The solution is obtained by computing
eit((φ∗ψ−ψ∗φ)∗µ+(φ+ψ)∗Q)∗ .
Taking Fourier transform, we have
∂tfˆt=((φ∗ψ−ψ∗φ)∗µ+(φ+ψ)∗ 1
i~
(
(le1)∂ξ1+(le2)∂ξ2+(le3)∂ξ3
)
∗fˆt.
This may be viewed as the counter part of the Dirac equation.
3.2.2 Symmetry by Fourier transform
Note that (1.2) may be written as[
i∂t−µ 0
0 i∂t+µ
][
Φt(α, β, γ)
Ψt(α, β, γ)
]
=
[
0 Q
Q 0
][
Φt(α, β, γ)
Ψt(α, β, γ)
]
.
Dirac equation is given by taking its Fourier transform w.r.t. (α, β, γ). Now, consider the Fourier
transform w.r.t. (t, µ). Take the standard Fourier transform f(t, µ)= 1
2π
∫
R2
fˆ(m, τ)e−i(mt+µτ)dmdτ .
Then we have
i∂tf(t, µ)=
∫
R2
(−m)fˆ(m, τ)e− 1i~ (mt+µτ)d−md−τ, µf(t, µ)=
∫
R2
i∂τ fˆ(m, τ)e
− 1
i~
(mt+µτ)d−md−τ.
Hence the above equation becomes
i∂t
[
φˆ(τ,m, α, β, γ)
ψˆ(τ,m, α, β, γ)
]
=
[
m −Q
Q −m
][
φˆ(τ,m, α, β, γ)
ψˆ(τ,m, α, β, γ)
]
.
This is acceptable, recalling that the time and the energy are canonical conjugate variables in general
mechanics.
4 The square root of the counterpart of Klein-Gordon equa-
tion
Recall the counter part of the Klein-Gordon equation (2.12) is written in the form
−∂2t φt=
1
~2
(Q2α(u, v)+m
2)∗φt, Qα(u, v)=〈ug,ug〉∗, g tg=α ∈ S˜2.
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As Qα(u, v) is given by g
tg ∈ S˜2, this is viewed as a mapping from S˜2 into the Weyl algebra W2.
We want to consider the square root of the equation
i∂tφt=± 1
~
∗
√
(Qα(u, v))2+m2∗φt, ∗
√
Q2α+m
2=± ∗
√
1+m2Q−2α ∗Qα.
We want to change this into an infinite component differential equation of order one written in the
form
i∂tΦt(u, v)=M(u, v)∗(le1∂ξ1+le2∂ξ2+le3∂ξ3)∗Φt(u, v).
The point of this trick is that we regard : ∗
√
1+m2Q−2α :K as a function of α on the space S˜
2 and we
use expansions of spherical functions.
To this aim, we recall first the formula (2.6) in a nice expression parameter K.
:e
t
i~
〈ug,ug〉∗
∗ :K=
1√
det(cos tI−(sin t)tgKg)e
1
i~
〈ug sin t
cos tI−sin t tgKg
, ug〉
and note
g
sin t
cos tI − sin t tgKg
tg=
1
cos t−(sin t)g tgK g
tg.
Recall in a nice expression parameter K singular points w.r.t. t appear in very restricted way:
(1): If t is not real, then singular points are double branched simple singularity distributed π-
periodically. This will be used in the next section for the case t is the pure imaginary number.
(2): If t is real, such a singular point appears only at t=π/2. Hence, this case does not appear if t is
restricted in the pure imaginary number.
4.1 Computation of
∗
√
1+m2Q−2α
First we note the integral
(4.1)
∫ 0
−∞
e
it 1
i~
〈ug,ug〉∗∗ dt
in generic K-ordered expression converges to give a ∗-inverse (1
~
〈ug,ug〉)−1∗+. If there is a singular
point on (−∞, 0], then make a detour by small half circle to avoid the singularity. As singular
points are branching singularity in generic ordered expression, the secondary residue does not appear
(cf.[13]) and the integral does not depend on the detour.
In the case of nice expression parameter, as in the remark mentioned in the last part of the
previous section, singularities appeared in (−∞, 0] are double branched simple singularity. Hence
the integral (4.1) is welldefined for every g ∈ S ′ to give a smooth function of α=g tg ∈ S˜2.
By using the exponential law with etz, we see if |Re z| < 1/2, then the integral gives an inverse
(z+Qα)
−1
∗+=
∫ 0
−∞ e
t(z+Qα)∗ dt and its derivative d
k
dzk
(z+Q(u, v))−1∗+ for every k:
(4.2)
dk
dzk
1
〈ug,ug〉∗+zρ=(−1)
k k!ρ
k
(〈ug,ug〉∗+zρ)k+1=
1
~
∫ 0
−∞
(tkρk)e
it 1
i~
(〈ug,ug〉∗+zρ)
∗ dt
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Hence roughly speaking ∗
√
1+m2Q(u, v)−2α may be viewed as
(4.3) ∗
√
1+m2Q(u, v)−2α =1+
1
2
m2Q(u, v)−2α −
1
4
m4Q(u, v)−4α + · · · .
In precise, we take the Taylor expansion for |z| < 1, √1+z =∑k≥0 ckzk. We see then
∗
√
1+m2Q(u, v)−2α =1−1
~
∫ 0
−∞
∑
k≥1
ck
m2kt2k−1
(2k−1)! e
t 1
~
(〈ug,ug〉)
∗ dt.
As
∑
k≥1 ck
m2kt2k−1
(2k−1)! is an entire function, we get :
∗
√
1+m2Q−2α :K as a smooth function of α and (u, v)
where (u, v) is regarded as coordinate functions of R2. Denote this by a(α; u, v). By this concrete
form a(α; u, v) belongs to the symbol class Σ˜0(R2) defined in the next section.
For every fixed u, v we take the expansion by spherical functions by setting α = (θ, φ)
a(α; u, v)=
∞∑
n=0
(An,0(u, v)Pn(cosφ)+
n∑
m=1
(An,m(u, v) cosmφ+Bn,m(u, v) sinmφ)P
m
n (cos θ).
Now, setting
Φ(θ, φ)=
∞∑
n=0
(xn,0(u, v)Pn(cosφ)+
n∑
m=1
(xn,m(u, v) cosmφ+yn,m(u, v) sinmφ)P
m
n (cos θ),
we have an equation of infinite components
(4.4) ∂tΦ(θ, φ)=
1
i~
a(α; u, v)∗
K
(le1α+le2β+le3γ)∗KΦ(θ, φ).
As lei are quadratic form of u, v, the first ∗K -products are welldefined.
By Fourier transform this is changed into a differential equation of first order:
(4.5) ∂tΦˆ(θ, φ)=
1
~
a(α; u, v)∗
K
(le1∂ξ1+le2∂ξ2+le3∂ξ3)∗K Φˆ(θ, φ).
As it will be shown in the next section, this is an equation written in the algebra (Σ˜0(R2)∗,
K
, ∗
K
).
This algebra is the non-positive part of the extended Weyl algebra. Note that (Σ˜0(R2)∗,
K
, ∗
K
) plays
the same role as the Clifford algebra in Dirac’s equation.
The fundamental solution of (4.4) is given by
Φ(θ, φ)=e
it(a(α;u,v)∗
K
(le1α+le2β+le3γ))
∗
K
.
As a(α; u, v)∗
K
(le1α+le2β+le3γ) is an element of le1α+le2β+le3γ+b(u, v, α), b(u, v, α) ∈ Σ˜0ev(R2),
this is obtained as a one parameter subgroup of Fourier integral operators.
Remark 3 U(1)-gauge principle may be applied to treat (4.5) under the effect of electro-magnetic
fields. That is to make a U(1)-connection and replace ∂ξi by ∇ξi. Another word, electro-magnetic
fields are written by the terms involving differentials by the space-time coordinates. Thus, a quantiza-
tion of electro-magnetic fields under the thought of deformation quantization is to write differentials
by the space-time coordinates as adjoint operators of Weyl algebras. Such a procedure will be
suggested in the later section § 5.1.
17
4.1.1 Weyl symbol class Σ˜0(R2) and the product formula
In this section, u, v are regarded as the coordinate function of R2 and let ρ=
√
1+u2+v2. Σ˜0(R2) is
a class of C∞ functions f on R2 having asymptotic expansions
f∼f0(θ)+ρ−1f−1(θ)+ · · ·+ρ−kf−k(θ)+ · · ·
where fj(θ) is a smooth function on S
1.
Depending on the expression parameter K we will make ∗-functions for every f ∈ Σ˜0(R2) in what
follows.
First of all, keeping the Fourier transform of 1 in mind, we define ∗-delta functions of full-variables
δ
(R2)
∗ (u−x) as in [16] by
:δ(R
2)
∗ (u−x):K=
∫
R2
:e
1
i~
〈ξ,u−x〉
∗ :Kd−ξ=
∫
R2
:e
1
i~
(ξ(u−x)+η(v−y))
∗ :Kd−ξd−η
We note here that the exponential law gives
e
1
i~
〈ξ,u−x〉
∗ =e
1
i~
〈ξ,u〉
∗ e−
1
i~
〈ξ,x〉, and
∫
R2
e
1
i~
〈ξ,u−x〉
∗ d−x=δ(R2)(ξ)e
1
i~
〈ξ,u〉
∗ .
It follows
(4.6)
∫
R2
δ(R
2)
∗ (u−x)d−x=1.
Let f(x) be a tempered distribution on R2 and let fˇ (R
2)(ξ)=
∫
R2
f(x)e−
1
i~
〈ξ,x〉d−x be the inverse
Fourier transform. Noting the wellknown reciprocity formula f(x)=
∫
R2
fˇ (R
2)(ξ)e
1
i~
〈ξ,x〉d−ξ , we define
∗-function corresponding to f(x) as
(4.7) :f (R
2)
∗ (u−x):K=
∫
R2
fˇ (R
2)(ξ):e
1
i~
〈ξ,u−x〉
∗ :Kd−x=
∫
R2
∫
R2
f(x′)e−
1
i~
〈ξ,x′〉:e
1
i~
〈ξ,u−x〉
∗ :Kd−x′d−ξ.
We denote by Σ˜0(R2)∗
K
the totality of obtained ∗-functions by this way.
The Weyl ordered (K=0) expression of δ
(R2)
∗ (u−x) is given by :δ(R
2)
∗ (u−x):0=δ(R2)(u−x). Thus
we see
(4.8) :f (R
2)
∗ (u):0=
∫
f(x)δ(R
2)(u−x)d−x=f(u).
Proposition 4.1 The inverse of the correspondence f(x) → f (R2)∗ (u) is given by its Weyl ordered
expression and replacement of u by x.
Hence the ∗-product formula of these ∗-functions is given by the Moyal product formula given in
the integral form (2.2). Namely
:f (R
2)
∗ (u)∗g(R
2)
∗ (u):K=(f∗0g)(R
2)
∗ .
Hence we have
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Proposition 4.2 (Σ˜0(R2)∗,K ; ∗K ) becomes an associative algebra.
Now, by using the formula of Laplace transform, we define
ρ−1∗ =
1√
π
∫ ∞
0
1√
t
e
−t 1
i~
(u2+v2+1)
∗ dt, ρ∗=(u2+v2+1)∗ 1√
π
∫ ∞
0
1√
t
e
−t 1
i~
(u2+v2+1)
∗ dt.
In fact, (Σ˜0(R2)∗,K ; ∗K) is a ρ−1∗ -regulated algebra defined in [15]. Roughly speaking this is filtered
by ρ−1∗ satisfying
[ρ−1∗ , Σ˜
0(R2)∗
K
] ⊂ ρ−1∗ ∗Σ˜0(R2)∗K ∗ρ−1∗
and
[Σ˜0(R2)∗
K
, Σ˜0(R2)∗
K
]∗ ⊂ ρ−1∗ ∗Σ˜0(R2)∗K , [ρ∗, Σ˜0(R2)∗K ] ⊂ Σ˜0(R2)∗K .
The factor space is given by
Σ˜0(R2)∗
K
/ρ−1∗ ∗Σ˜0(R2)∗K ∼= C∞(S1).
As for Clifford algebras it is not necessary to consider transcendental extension because these
are finite dimensional. On the contrary, Weyl algebras are infinite dimensional and elements are
represented by “unbounded operators”. Σ˜0(R2)∗
K
is the part of “bounded operators” in the extended
Weyl algebra. This ρ−1∗ -regulated algebra will be used also in the next section.
In fact, as ad(ρ2∗) leaves the space of quadratic forms invariant, it is sometimes convenient to
restrict our system to a smaller class by using only “even elements”. Now, let Σ˜0ev(R
2) is the class of
C∞ functions f on R2 having asymptotic expansions
f∼f0(θ)+ρ−2f−2(θ)+ · · ·+ρ−2kf−2k(θ)+ · · ·
where fj(θ) is a smooth function on S
1. As [ρ2∗, Σ˜
0
ev(R
2)∗
K
] ⊂ Σ˜0ev(R2)∗K Σ˜0ev(R2) is in fact a ρ−2∗ -
regulated algebra filtered by ρ−2k∗ ∗Σ˜0ev(R2)∗K such that
[ρ−2k∗ Σ˜
0
ev(R
2)∗, ρ−2ℓ∗ Σ˜
0
ev(R
2)∗]∗
K
⊂ ρ−2(k+ℓ+1)∗ Σ˜0ev(R2)∗K .
As for (4.4), a(α; u, v)∗
K
(le1α+le2β+le3γ) is written in the form
(le1α+le2β+le3γ)+ρ
−2
∗ Σ˜
0
ev(R
2)
without the term of order 0. Hence the fundamental solution is obtained by the ∗-exponential
function given in the form of Fourier integral operators: Recalling (4.3) we set
a(α; u, v)∗
K
(le1α+le2β+le3γ)=〈ug,ug〉+b(α; u, v), g ∈ S ′, b(α; u, v) ∈ ρ−2∗ ∗Σ˜0ev(R2).
and write
e
t 1
i~
(〈ug,ug〉+b(α;u,v))
∗
K
. = :e
t 1
i~
(〈ug,ug〉
∗ :K∗Kf(t, u, v).
Then the equation we have to solve is
∂tf(t, u, v)=:Ad(e
−t 1
i~
〈ug,ug〉
∗ )(b(α; u, v)):K∗Kf(t, u, v).
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As :Ad(e
−t 1
i~
〈ug,ug〉
∗ )(b(α; u, v)) is a smooth curve in ρ−2∗ ∗Σ˜0ev(R2) the existence of the solution written
in the form e
t 1
i~
(1+c(t,u,v))
∗ , c(t, u, v) ∈ ρ−2∗ ∗Σ˜0ev(R2), is ensured by the product integrals, although the
concrete form is hard to write down. A precise treatment of these product integrals will be seen in
the future note.
If we apply Ad(e
t 1
i~
〈ug′,ug′〉
∗ )), g′∈SL(2,C), to both sides of (4.4), then a constant term (the term of
order 0) appears in the phase. This term will be involved in the time parameter by using a singular
coordinate transformation as in Remark 2.
5 SU(2)-vacuum
Note first that the proof of existence of Ω∗ in [16] is not correct, as the property of the singular point
was not cared. First, we give a correction.
Proposition 5.1 Under a nice expression parameter K, the integral 1
2π
∫ 2π
0
:e
t
2i~
〈ug,ug〉∗
∗ :K which gives
a pseudo-vacuum does not depend on α=g tg.
Proof For a fixed K, one parameter subgroup e
t
2i~
〈ug,ug〉∗
∗ is welldefined except one gK . Non-vanishing
of this integral is proved in [16].
Now, let g(s), s ∈ [0, 1] be a curve avoiding g
K
. We see
e
0
2i~
〈ug(s),ug(s)〉∗
∗ =1, e
pi
2i~
〈ug(s),ug(s)〉∗
∗ =ε00.
Hence by minding Proposition 2.2 on the domain (t, s) ∈ [0, π]×[0, 1], Cauchy’s integration theorem
shows that the integral does not depend on s. As a result, we have no need to care about the singular
point. ✷
Hence we have the nontrivial existence of the integral
Ω∗=
∫
(t,g)∈SU(2)
:e
t
2i~
〈ug,ug〉∗
∗ :Kdµ=
1
8π2
∫
S˜2
∫ 2π
0
:e
t
2i~
〈ug,ug〉∗
∗ dtdα:K
where dµ is the invariant volume form with total volume 1. Let us call this the SU(2)-vacuum.
It is clear that e
t 1
2i~
〈ug,ug〉∗
∗ ∗Ω∗=Ω∗, (su(2)J)∗Ω∗={0}. By viewing as quadratic forms, we see
(sl(2,C)J)∗Ω∗=h0(2)J∗Ω∗.
The next one is trivial
Proposition 5.2 h0(2)=isu(2) is a Lie algebra over R under the bracket product [|X, Y |]=i[iX, iY ].
Hence h(2)=R ⊕ h0(2) is a Lie algebra under this new bracket product. This is viewed as the Lie
algebra of U(2).
Remark 4. Note that the complementary subspace of su(2) is not unique. Furthermore, as
su(2)∗Ω∗=0 we have to restrict the coefficients to R.
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5.1 What are remainded under the vacuum ∗Ω∗
The universal enveloping algebra of (h(2); [| , |]) is an infinite dimensional noncommutative algebra
over R generated by Pauli-matrices σ1, σ2, σ3 and I with only the commutation relations
σ1∗σ2−σ2∗σ1=2σ3, σ2∗σ3−σ3∗σ2=2σ1, σ3∗σ1−σ1∗σ3=2σ2, I∗σi=σi∗I
We denote this by Env(h(2); [| , |]). Note that Pauli-matrices are the bases of 2×2-hermite matrices
I=
[
1 0
0 1
]
, σ1=
[
0 1
1 0
]
, σ2=
[
0 −i
i 0
]
, σ3=
[
1 0
0 −1
]
.
However, we do not have I2=I, σ2i=I e.t.c. Furthermore, we do not set −σk=(iσk)2 e.t.c.. We have
only the commutation relations.
Note also that
(sl(2,C); [ , ]mat) ∼= (Q(u, v); [ , ]∗) Q(u, v)={quadratic forms}
Hence a linear base of h0(2)J is
he1=
1
i~
u◦v, he2=
1
2~
(u2+v2), he3=
1
2i~
(u2−v2).
They satisfy in any expression the commutation relations
[|he1, he2|]∗=2he3, [|he2, he3|]∗=2he1, [|he3, he1|]∗=2he2.
The Casimir element in the enveloping algebra vanishes: ζ=he21+he
2
2+he
2
3=0.
Now for every g ∈ SL(2,C), Lie algebra isomorphism Ad(g) : sl(2,C) → sl(2,C) maps h(2) to
other space h′(2). By the observation in § 3 one can make a projection h′(2)→ h(2).
Proposition 5.3 SL(2,C)/{±1} acts on (h(2); [| , |]) as Lie algebra isomorphisms. Hence the ac-
tion extends on its universal enveloping algebra.
Proof It is enough to prove the first one. For every X, Y ∈ h0(2), we set for every g ∈ SL(2,C)
Ad(g)X=X ′+c(X)I, Ad(g)Y=Y ′+c(Y )I. Then, [|X, Y |]∈h0(2) and
Ad(g)[|X, Y |]=[|Ad(g)X,Ad(g)Y |]=[|X ′, Y ′|].
It follows Ad(g) is a Lie homomorphism. ✷
Remark 5. It is difficult to join linear terms to the Lie algebra h0(2) so that the enveloping algebra
Env(g) of the real Lie algebra (g, [| , |])={a+beiξu+ceiηv+(h0(2)J); a, b, c ∈ R} over R do not crash
out by the multiplication ∗Ω from the r.h.s..
Here we giave a proof under the assumption that the constant term of the enveloping algebra forms
a field over R. If eiξ+iη= ± epiiqp , then [|eiξu, eiηv|]= ∓ ~epiiqp . If p=2m+1, then (∓~epiiqp )2m = ±i~2m ,
and ±ih0(2)= ± su(2). In general, under the assumption, the constant elements ei(ξ+η) is in the
enveloping algebra. Multiplying its inverse to eiξu, eiηv, we see that ei(ξ−η)u, ei(η−ξ)v are in Env(g).
Thus,
[|(ei(ξ−η)u)2, (ei(η−ξ)v)2|]=− i[u2, v2]=4~2i.
Hence Env(g)⊃ih0(2)=su(2).
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5.1.1 Lie subalgebras contained in a suitably extended universal enveloping algebra
Although su(2)∗Ω∗=0, the complementary subspace is not unique. What we have to consider is the
universal enveloping algebra of sl(2,C)/su(2). Although he3±ihe1 6∈h(2), a certain nontrivial element
may remain in
e
t
i~
(he3±ihe1
∗ ∗Ω∗.
Now, note that
2i~(he3+ihe1)=(u+iv)
2
∗, 2i~(he3−ihe1)=(u−iv)2∗.
In this section, we make ∗
√
2(he3+ihe1),
∗
√
2(he3−ihe1) in a suitably extended E˜nv(h(2); [|X, Y |]) of
Env(h(2); [|X, Y |]). To this end, we use the formula of Laplace transform
√
π√
p
=
∫ ∞
0
1√
t
e−ptdt
First we recall (2.7) that
:e
t 1
i~
(u±iv)2∗∗ :K=
1√
1−τt e
t
1−τt
(u±iv)2 , τ=K11−K22+2iK12
In a case of nice expression parameter, we see τ=2i(β + γ). But the argument below can be applied
in the case τ 6= 0 in general. Now we see the integral∫ ∞
0
:
1√
t
e
−t 1
i~
(u±iv)2∗
∗ :Kdt=
∫ ∞
0
1√
t
1√
1+τt
e−
t
1+τt
(u±iv)2dt
converges. Define elements
:L(u+iv):
K
= :
1
i~
(u+iv)2∗∗
1√
π
∫ ∞
0
1√
t
e
−t 1
i~
(u+iv)2∗
∗ dt:K
:L(u−iv):
K
= :
1
i~
(u−iv)2∗∗
1√
π
∫ ∞
0
1√
t
e
−t 1
i~
(u−iv)2∗∗ dt:K
These satisfy(
L(u+iv)−(u+iv))∗(L(u+iv)+(u+iv))=0=(L(u−iv)−(u−iv))∗(L(u−iv)+(u−iv)).
These are elements of ρ∗∗Σ˜0(R2)∗
K
, which may be written as
:L(u+iv):
K
=u+iv+φ∗, :L(u−iv):K=u−iv+ψ∗, φ∗, ψ∗ ∈ Σ˜0(R2)∗K .
Some care will be required, for φ∗, ψ∗ are 0-divisors, but by suitable replacements (cf.[8],§XIII.5), one
can reduce the remainder terms arbitrarily “small” φ∗, ψ∗ ∈ ρ−N∗ ∗Σ˜0(R2)∗,K , but these do not vanish
in general. This is because L(u+iv) commutes with the polar element ε00 while u+iv anti-commutes
with ε00. These remain as terms of “smoothing operators”.
Hence, we have
22
Proposition 5.4 Suitably extended E˜nv(h(2)) contains for instance a Lie algebra over R:
g˜={x0+x1u+x2iv+σ 1
2~
(u2−v2)}+some elements in ρ−N∗ ∗Σ˜0(R2)∗,K .
Note that if we use all quadratic forms Q(u, v), then Ad(e
1
i~
Q(u,v)
∗ ) generates the group SL(2,C).
By Proposition 5.3, we can apply Ad(e
1
i~
Q(u,v)
∗ ) to the above E˜nv(h(2)) and obtain a family of Lie
algebras over R {
Ad(e
1
i~
Q(u,v)
∗ )g˜; Q(u, v) = quadratic forms
}
parameterized by SL(2,C)/Γ where Γ is the stabilizer of C⊗g˜.
Although they are not equal to (h(2), [| , |]) as Lie algebras, their enveloping algebras equal to
E˜nv(h(2)). Thus, one can make the complexifications of these Lie algebras and one may use their
enveloping algeba as if it were the regular representation space of Ω∗.
Several comments about the stabilizer will be worthwhile. In a strict sense, Γ is the identity.
However what we are concerned is the “space-time” as the Minkowski space, or a certain class of
specific coordinate expressions. Here, we concern only on Minkowski space with a light-cone frame.
In the next section, we see that the Lie algebra g gives a light-cone frame of the Minkowski space.
Hence, we see the following:
Proposition 5.5 The light-cone frame of the Minkowski space given by the Lie algebra g˜ is deter-
mined by the highest term 1
2~
(u2−v2). Hence the stabilizer Γ is ez
1
2~
(u2−v2)
∗ , z ∈ C and the factor
space SL(2,C)/Γ is a 4-dimensional space.
5.2 Noncommutative Minkowski spaces
In this section we treat the Lie algebra
g=
{
{x0+x1u+x2iv+σ 1
2~
(u2−v2)}, [ , ]∗, xi, σ ∈ R
}
.
This is linearly isomorphic over R to the linear space
h(2)=
{
1
2
[
x0+σ x1+ix2
x1−ix2 x0−σ
]
, [| , |]
}
by the natural correspondence. Namely, Proposition 5.4 shows there are a family of ∗-Lie algebras
over R that give same universal enveloping algebra as (h(2), [| , |]). Note the latter is isomorphic to
the Lie algebra of U(2).
In this section, we show the following
Theorem 5.1 The Lie group structure with the Lie algebra g is constructed on the space g itself and
this group has an adjoint invariant Lorentz metric.
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The group structure is given as follows: First we take the central extension of R2 by the skew-
symmetric form J on R2. We denote this by RJ×R2. The group G˜0 we want to make is the
semi-direct product
(RJ×R2)⋊AdR
by the adjoint action of e
σ 1
2i~
(u2−v2)
∗ .
To be precise, recall first the ∗
K
-product of ∗
K
-exponential functions is given by
(5.1) :e
1
i~
〈ξ,u〉
∗ ∗e
1
i~
〈η,u〉
∗ :K=e
1
2i~
〈ξJ,η〉:e
1
i~
〈ξ+η,u〉
∗ :K , ξ , η ∈ C3, Λ=K+J, u=(u, v).
Using this formula consider next the semi-direct product group C×e
1
i~
〈ξ,u〉
∗ ∗et
i
2i~
(u2−v2)
∗ . To fix the
group structure, we note first that
ad(
1
2i~
(u2−v2)
[
u
v
]
=−
[
0 i
i 0
] [
u
v
]
, Ad(e
σ i
2i~
(u2−v2)
∗ )
[
u
v
]
=Θ(σ)
[
u
v
]
, Θ(σ)=
[
cos σ −i sin σ
−i sin σ cosσ
]
.
The group structure is given by(
ae
1
i~
〈ξ,u〉
∗ ∗eσ
i
2i~
(u2−v2)
∗
)
∗
(
be
1
i~
〈η,u〉
∗ ∗eτ
i
2i~
(u2−v2)
∗
)
=ab e
1
i~
〈ξ,u〉
∗ ∗e
1
i~
〈ηΘ(−σ),u〉
∗ ∗e(σ+τ)
i
2i~
(u2−v2)
∗ .
(5.1) is used to compute the first ∗-product of r.h.s.. Denote this group by GJ .
Using this in particular case, we see
e
1
~
τe
1
i~
(x1u+x2iv)
∗ ∗eσ
i
i~
(u2−v2)
∗ τ, x1, x2, σ ∈ R,
forms a group G0. We denote by G˜0 its universal covering group. It will be shown below that G˜0 is
given by defining the group structure on the tangent space g0=R
4 at the identity
Indeed, e
1
~
se
1
i~
(x1u+x2iv)
∗ is a central extension of the group e
1
i~
(x1u+x2iv) by the 2-cocycle e
1
2~
〈xJ,y〉.
The universal covering group is the central extension of R2 by the skew-symmetric form J on R2.
The tangent space at the identity 1 forms a Lie algebra
g0={1
~
τ+
1
i~
(x1u+x2iv)+σ
i
2i~
(u2−v2)}
with bracket products
[
1
i~
(x1u+x2iv),
1
i~
(y1u+y2iv)]=
1
~
(x2y1−x1y2), [ 1
i~
(x1u+x2iv),
1
2~
(u2−v2)]=− 1
i~
(x2u−x1iv).
We define a Lorentz metric on g0=R⊕E2⊕R by the bilinear form Q as follows:
(5.2) Q=〈(τ˙ , x˙1, x˙2, σ˙), (τ˙ ′, y˙1, y˙2, σ˙′)〉=1
2
(τ˙ σ˙′+σ˙τ˙ ′)−〈x˙, y˙〉,
where 〈x˙, y˙〉 is the Euclidean inner product on R2.
It is not hard to see that the Lorentz metric (5.2) is adjoint invariant. Thus, this extends to an
invariant bilinear metric on G˜0 by left-translations.
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6 Pseudo-vacuum representations
We start with giving some comments about various vacuums. For every K, the K-ordered expression
of e
(s+it) 1
2i~
〈ug,ug〉
∗ has a remarkable periodicity property in t. There is an interval [a, b], called the
exchanging interval, such that
:e
(s+it) 1
2i~
〈ug,ug〉
∗ :K=

alternating 2π-periodic s < b
2π-periodic a < s < b
alternating 2π-periodic b < s
In Weyl ordered expression, K=0, the exchanging interval of e
(s+it) 1
i~
u◦v
∗ is a=b=π2 , and in fact
:e
(s+it) 1
i~
u◦v
∗ :0 is singular at t=π2 . In the normal ordered expression, the exchanging interval of
e
(s+it)1i~u◦v
∗ looks to be a= − ∞, b=∞ as this is an entire element, but it should be regarded that
there is no exchanging interval because :e
(s+it)1i~u◦v
∗ :K0 is alternating 2π-periodic. (Cf.[11].)
We see a < b in generic K. Pseudo-vacuums are defined whenever a < 0 < b by
:̟∗(0):K=
1
2π
∫ 2π
0
:e
(s+it) 1
2i~
〈ug,ug〉
∗ :Kdt.
as an idempotent element. This does not depend on s whenever a < s < b by Cauchy’s integration
theorem. By the periodicity mentioned above, we have
(6.1)
1
4π
∫ 2π
−2π
:e
(s+it) 1
2i~
〈ug,ug〉
∗ :K=

0 s < b
:̟∗(0):K a < s < b
0 b < s
In what follows of this section we fix a nice expression parameter K. For every g ∈ S ′ we see
that e
t 1
i~
〈ug,ug〉∗
∗ is π-periodic and singular points are distributed π-periodically along two lines sitting
upper and lower half-plane. In what follows, we treat the case 〈ug,ug〉=2u◦v as a representative of
general case by setting g=1
2
[
1 i
i 1
]
. All others are obtained by taking adjoint transformations given
by e
t 1
i~
〈ug,ug〉∗
∗ , g ∈ S ′, which gives the adjoint action of SU(2).
Furthermore, argument below can be applied by taking adjoint transformations Ad(e
t 1
i~
〈ug,ug〉∗
∗ )
by using any g∈SL(2,C). Noting that 〈ug,ug〉∗ covers all quadratic forms with discriminant −1,
2u◦v is a representative of all quadratic forms with discriminant −1. Note that these are Lorentz
transformations bigger than the above.
In [16], we see the integral
:̟∗(0):K=
1
2π
∫ 2π
0
:e
it 1
i~
(u◦v)
∗ :Kdt
gives an idempotent element, and we called this the pseudo-vacuum.
Different from other vacuums used in [11], [12] e.t.c. the regular representation space does not
form an algebra by the ∗-product, but
(u◦v)∗̟∗(0)=0=̟∗(0)∗(u◦v), C[u, v]∗̟∗(0)=(C[u]+C[v])∗̟∗(0).
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Regular representations on this space (C[u]+C[v])∗̟∗(0) is already discussed in [13] by using Laurent
expansions. As a result, we have bilateral matrix elements {Dk,l; k, l ∈ Z} such that
∑
k∈ZDk,k
converges to 1. (See comments given in this note § 7.1.)
In what follows, we give another treatment by using half-inverses (cf. [13]) defined in the previous
section § 3.2.1:
u•=v∗(u∗v)−1∗−, (u∗v)−1∗−=−
1
i~
∫ ∞
0
e
s 1
i~
u∗v
∗ ds
u∗u•=1, u•∗u=1−̟00, ̟00∗̟00=̟00, u∗̟00=0=̟00∗u•,
where ̟00 = lims→∞ 1i~e
s 1
i~
v∗u
∗ . We see that (u
•)k∗̟00∗uℓ are (k, ℓ)-matrix element.
Note The algebra above is isomorphic to the algebra of “calculus”by setting
u
•
=
∫ x
0
dx, u=
d
dx
, ̟00=δ0, where δ0(f(x))=f(0).
However note that the double integral∫ ∞
0
∫ 2π
0
e
s 1
i~
u∗v
∗ ∗eit
1
i~
u◦v
∗ dsdt
does not converge suffered by a singular point in the domain. In spite this, the repeated integrals
give certain values. Note that
e
s 1
i~
u∗v
∗ ∗eit
1
i~
u◦v
∗ =e
(s+it) 1
i~
u◦v
∗ e−
1
2
s=e
(s+it) 1
i~
u∗v
∗ e+
i
2
t
1
4π
∫ 2π
−2π
:e
(s+it) 1
i~
u◦v
∗ :Kdt=
{
:̟∗(0):K a < s < b
0 b < s
.
Hence ∫ ∞
0
1
4π
(∫ 2π
−2π
:e
(s+it) 1
i~
u◦v
∗ :Kdte
− 1
2
s
)
ds=
∫ b
0
e−
1
2
sds=
1
1/2
(1−e− 12 b):̟∗(0):K .
It follows :u•∗̟∗(0):K=2(1−e−
1
2
b) v∗̟∗(0). Next, we compute (u∗v)−1∗−∗vl∗̟∗(0) as follows:∫ ∞
0
1
4π
∫ 2π
−2π
:vl∗es( 1i~u◦v−(l+ 12 )∗eit 1i~u◦v:
K
dtds=:vl∗
∫ b
0
e−s(l+
1
2
)ds̟∗(0):K=
1
l+1
2
(1−e−b(l+ 12 )):vℓ∗∗̟∗(0):K .
Hence we see
(6.2) :(u
•
)n∗̟∗(0):K=
in
~n(1/2)n
( n−1∏
l=1
(1−e−b(l+ 12 ))
)
:vn∗̟∗(0):K .
Note that the associativity is broken:
:̟∗(0):K = :(u
n∗(u•)n)∗̟∗(0):K 6=:un∗
(
u
•n∗̟∗(0)
)
:
K
=:un∗ i
n
~n(1/2)n
n−1∏
l=1
(1−e−b(l+ 12 ))vn∗̟∗(0):K
=
n−1∏
l=1
(1−e−b(l+ 12 )):̟∗(0):K
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It is remarkable that the result is very sensitive on expression parameters. It follows :u•∗̟∗(0):K=2(1−e−
1
2
b) v∗̟∗(0).
Next, we compute (u∗v)−1∗−∗vl∗̟∗(0) as follows:∫ ∞
0
1
4π
∫ 2π
−2π
:vl∗es( 1i~u◦v−(l+ 12 )∗eit 1i~u◦v:
K
dtds=:vl∗
∫ b
0
e−s(l+
1
2
)ds̟∗(0):K=
1
l+1
2
(1−e−b(l+ 12 )):vℓ∗∗̟∗(0):K .
Hence we see
(6.3) :(u
•
)n∗̟∗(0):K=
in
~n(1/2)n
( n−1∏
l=1
(1−e−b(l+ 12 ))
)
:vn∗̟∗(0):K .
Note that the associativity is broken:
:̟∗(0):K = :(u
n∗(u•)n)∗̟∗(0):K 6=:un∗
(
u
•n∗̟∗(0)
)
:
K
=:un∗ i
n
~n(1/2)n
n−1∏
l=1
(1−e−b(l+ 12 ))vn∗̟∗(0):K
=
n−1∏
l=1
(1−e−b(l+ 12 )):̟∗(0):K
It is remarkable that the result is very sensitive on expression parameters. The equality holds only in
the case b=∞. At a first glance, this looks the case of normal ordered expression, but the exchanging
interval and the pseudo-vacuum ̟∗(0) do not appear in the normal ordered expression.
Anyhow, loosing associativity does not suffer to the argument. The regular representation space
(C[u]+C[v])∗̟∗(0) is linearly isomorphic to the space C{u•, u]∗̟∗(0), where C{u•, u] is viewed simply
as a linear space
· · ·+an(u•)n+ · · ·+a1u•+a0+b1u+ · · ·+bmum+ · · · (finite sum).
6.1 Generated algebra
On the other hand, let A be the algebra generated by u, u•:
A=C{u•, u]⊕M, M={(u•)k∗̟00∗uℓ; k, ℓ ∈ N}.
Beside the regular representation space mentioned above, the algebra A is represented on the linear
space spanned by {(u•)k∗̟00; k ∈ N} as infinite matrices∑
|k−l|=finite
Ak,l(u
•)k∗̟00∗ul
e.g.
(6.4) uℓ=
∑
k≥0
(u•)k̟00∗uk+ℓ, (u•)ℓ=
∑
k≥0
(u•)k+ℓ̟00∗uk.
As the factor algebraA/M is naturally isomorphic to the algebra C[z, z−1] of all Laurent polynomials,
0→M→ A→ C[z−1, z]→ 0.
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A may be regarded as a nontrivial extension of C[z−1, z] by M such that
z∗z−1=1, z−1∗z=1−̟00, z−2∗z=z−1−u•∗̟00, z−2∗z2=1−̟00−u•∗̟00∗u, e.t.c.
As C[z−1, z] is abelian, we see [M,M] ⊂ [A,A] ⊂ M. As sl(n,C), n > 1, are simple Lie algebras,
we see M/[M,M] ∼= C. All elements of [M,M] are traceless, but some elements of [A,A] have
non-vanishing trace. Hence, M=[A,A], [M,M] is a Lie ideal of A. Thus we have a Lie algebra
extension
0→ C→ A/[M,M]→ C[z−1, z]→ 0,
where C[z−1, z] is viewed as abelian Lie algebra. The projectionM→M/[M,M] is given by taking
the trace. Consider the complementary subspace A0 of C in A/[M,M], but we denote these as
· · ·+anuˆ−n+ · · ·+a1uˆ−1+a0+b1uˆ1+ · · ·+bmuˆm+ · · · (finite sum).
A0 generates a meta abelian Lie algebra C⊕A0 under the bracket product
[|X, Y |]=Tr[X, Y ], [|Tr[X, Y ], Z|]=0, [|uˆm, uˆn|]=mδm+n,0
Proposition 6.1 The regular representation space C{u•, u] generates a Lie algebra C⊕A0 such that
[|uˆm, uˆn|]=mδm+n,0.
0→ C→ C⊕A0 → C[z−1, z]→ 0.
Hence C⊕A0 is a central extension of the (abelian) Lie algebra C[z−1, z].
Its enveloping algebra A˜0 is isomorphic to the Weyl algebra with infinitely many generators. This
is called often the free Boson algebra. Elements can be expressed univalently as linear combinations
of
uα,β=uˆαm−m• · · · •uˆα1−1•uˆ0•uˆβ11 • · · · •uˆβnn , (called normal ordering)
by using the commutation relations given in Proposition 6.1.
There is a natural homomorphism π of A˜0 onto C[z−1, z] defined by
π(uα,β)=zβn+···+β1−α1−···−αm .
such that Ker π is the ideal I generated by [|A˜0, A˜0|] i.e.
0→ I → A˜0 → C[z−1, z]→ 0.
The Fock representation of A˜0 is given by setting the vacuum |0〉 by uˆn|0〉=0 for n ≥ 0. As this is
equivalent with un∗̟00=0, the representation is equivalent with (6.4).
Once we have a vacuum, the regular reperesentation space is defined as the remainder space by
the operation to the vacuum. Evolution equations represented in the regular reperesentation space
is refered often as a Schro¨dinger equations. Now as in the procedure of the second quantization, we
make a representation of the regular represenrtation space. But this is simply to make an embedding
into the matrices (6.4).
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As any automorphism ψ : A˜0 → A˜0 leaves I invariant, ψ must yield an isomorphism of C[z, z−1],
that is, a holomorphic mapping of C\{0} onto itself leaving C[z−1, z] invariant. This is not a Mo¨bius
transformation. Similarly, any derivation D : A˜0 → A˜0 satisfies
D[|X, Y |]=[|DX, Y |]+[|X,DY |] and hence DI ⊂ I.
Hence D yields a derivation/complex vector field D˜ on C[z−1, z].
On the other hand, for every quadratic form Q(u) ∈ A˜0 (finite summation), ad(Q(u))=[|Q(u), |]
is a derivation of A˜0. However, as [|Q(u), f |]=0 for almost all f ∈ A˜0, and for every zn there is an
element f in its representative such that [|Q(u), f |]=0. Hence, this yields the trivial derivation 0 on
C[z−1, z].
Similarly, by using the ∗-exponential function eQ(u)∗ , Ad(eQ(u)∗ ) is an automorphism of A˜0, but
this yields the identity on C[z−1, z] by the same reason.
Note that zn+1∂z is a derivation of C[z
−1, z]. Its integral curve ψt(z) starting at z is given by the
differential equation
d
dt
ψt(z)=(ψt(z))
n+1, ψ0(z)=z.
But the solution is
ψt(z) =
z
n
√
1−ntzn , (n ≥ 1), =ze
t, (n=0), =
|n|
√
z|n|−n−1t, (n ≤ −1).
These are not in the group Aut(C\{0}), except the case n = 0. Exponential functions have
multivalued nature in general just like ∗-exponential functions of quadratic forms. It is natu-
ral to expect that the Lie algebra of all derivations on A˜0 generate a blurred covering group of
Aut(C\{0})={ez → ce±z; c>0}.
Now note that ad(Q˜(u) by a quadratic forms of infinite summation gives also a derivation of A˜0.
For instance, let L0= − 12
∑
k∈Z uˆ−k◦uˆk where X◦Y=
1
2
(X•Y+Y •X). Then [|L0, uˆm|]•=muˆm. Hence
L0 : A˜0 → A˜0 is a derivation corresponding to z∂z . Similarly, for every n ∈ Z, let
(6.5) Ln=−
1
2
∑
k∈Z
uˆn−k◦uˆk,
Then, we see
[|Ln, uˆm|]=muˆm+n, [|L−n, uˆm|]=muˆm−n, e.t.c.
Hence Ln, n∈Z, are derivations on A˜0 corresponding naturally to zn+1∂z. It is easy to see that
[|Lk, [|Lℓ, uˆm|]|]=[|Lℓ, [|Lk, uˆm|]|]=[|(k−ℓ)Lk+ℓ, uˆm|].
Hence {ad(Ln);n∈Z} is a representation of the Lie algebra C[z, z−1]∂z of all Laurent polynomial
vector fields.
However, note that
Ln•L−n−L−n•Ln = 1
4
∑
k,ℓ
(uˆ−k◦uˆk+n)•(uˆ−(ℓ+n)◦uˆℓ)− 1
4
∑
k,ℓ
(uˆ−(ℓ+n)◦uˆℓ)•(uˆ−k◦uˆk+n)
= 2nL0−1
2
n−1∑
k=1
(n−k)uˆ−k•uˆk=2nL0−
n−1∑
k=1
1
2
k(n− k).
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Thus,
(6.6) [|Ln, L−n|]•=2nL0+ 1
12
(n−1)n(n+1).
It is easy to see that if n+m6=0, then [|Ln, Lm|]•=(n−m)Ln+m.
This implies that Ln, n ∈ Z, generates a Lie algebra which is nontrivial central extension of
C[z, z−1]∂z . C[z, z−1]∂z is called the Witt Lie algebra in the conformal field theory. Denoting
C[z, z−1]∂z by g for simplicity, any central extension of g is caused by a Chevalley 2-cocycle ω,
i.e. skew-symmetric bilinar form ω : g×g→ C such that dω=0, that is,∑
cyclic
ω(X, [Y, Z])=0, [|X, Y |]=[X, Y ]+ω(X, Y ).
The Chevalley 2-cohomology group of the Witt Lie algebra is known to be 1 dimensional. The
standard one is known as the Virasoro Lie algebra given by
(6.7) [Ln, Lm]=(n−m)Ln+m+ c
12
n(n2−1)δn+m,0.
Denote this Lie algebra by V ir(c). It will be mentioned a group theoretical treatment of this algebra
from a view point of infinite dimensional Lie groups will be discussed in the next note.
Note here that there is no obstruction to restrict our system to the real coefficients.
6.2 Restriction to the real coefficients
To make the situation clearer, we take the topological completion C∞(S1) (all smooth C-valued
functions on S1) of C[z, z−1] by regarding these as polynomial functions on the unit circle S1 and
considering Fourier series. C∞(S1) is the space of the Fourier series
{
∑
ane
inθ;
∑
(1+n2)k|an|2 <∞, ∀k∈N }
It is a little hard task to fix the topological completions A and M to obtain the exact sequence
0→M→A→ C∞(S1)→ 0.
We have to leave the strict treatment to future notes, but it is natural to think there is a central
extension of the (abelian) Lie algebra
0→ C→ A0 → C∞(S1)→ 0.
A0 is spanned by {un;n∈Z}, where uˆn correspond to einθ. We denote by A˜0 the enveloping algebra
of A0.
Let Γ (TS1) be the Lie algebra over R of the smooth diffeomorphism group D(S1) i.e. the space
of C∞ vector fields on S1. Γ (TS1) is linearly isomorphic to C∞R (S
1). The Lie bracket of Γ (TS1) is
expressed in C∞R (S
1) as [f, g] = fg′ − gf ′. We now restrict our attention to the derivations of A˜0
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which induce C∞-vector fields on S1. One may use the same deriavtions as in (6.5) by taking the
real part. But it is known in [3] that a nontrivial 2-cocycle α is given by
α(f, h) =
∫
S1
(f ′h′′ − f ′′h′)dt (essentially same to (6.7))
and any other 2-cocycles are cohomologus to aα for some constant a. Thus, there is an R central
extension Γ (TS1)⋉αR of Γ (TS1).
Now, we want to lift this cocycle to the Hochschild cocycle on the group D(S1). Let D0(S1) be
the identity component of D(S1). Recall that the homotopy type of D0(S1) is S1.
Therefore the de Rham cohomology group H2(D˜0(S1)) of the universal covering group D˜0(S1) of
D0(S1) vanishes.
By a technique similar to Koszur construction, we can construct a Hochschild 2-cocycle ω from
α (cf.[8] §X.6). Thus, there exists a regular Fre´chet Lie group G˜ with the Lie algebra R⋉αΓ (TS1).
G˜ is the R central extension of D˜0(S1). Thus, the multivalued nature appears when we consider on
the space S1.
Future problems
Recall here that 1
i~
u◦v was a representative of all quadratic forms 1
i~
〈ug,ug〉, g ∈ SL(2,C) that is
a representative of all quadratic forms of discriminant −1. Hence, we have a family of extensions:
0→ Iγ → A˜γ → C∞γ (S1)→ 0
parameterized by γ ∈ L=SL(2,C)/Γ .
As SL(2,C) acts on L, we have bridges between two exact sequences:
0→ Iγ → A˜γ → C∞γ (S1) → 0
↓ ↓ ↓
0→ Iγ ′ → A˜γ ′ → C∞γ ′ (S1) → 0
On the other hand, infinitesimal adjoint action ad( 1
i~
Q(u, v)) : A˜γ → A˜γ is a derivation for every
γ ∈ L and this yields a vector field on the space L×S1.
Hence, what we realy have to consider is a central extension of the Lie algebra of vector fields on
L×S1. This will be treated in forthcoming note.
7 Spontaneous splitting of polar element
SU(2)-vacuum is defined only by using a nice expression parameter, which is by no means generic.
By Remark 1 in § 2.3 we see that for a generic K ∈ D−1, there is g such that :eπ
1
i~
〈ug,ug〉∗
∗ :K = −1.
Now, we repeat the result in [12] for the case m = 1.
Proposition 7.1 Suppose there is g ∈ Sp(1,C)=SL(2,C) such that :e[0→π]
1
i~
〈ug,ug〉∗
∗ :K = −1. Then,
there must exist h ∈ Sp(1,C) such that :e[0→π]
1
i~
〈uh,uh〉∗
∗ :K = 1, and hˆ ∈ Sp(1,C) such that the path
:e
[0→π] 1
2i~
〈uhˆ,uhˆ〉∗
∗ :K must hit a singular points.
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However, as singular points are double branched in genric ordered expression, there must be a
one parameter group going through near the singular the singular point that cuts a slit and goes into
another sheet and hence 1 at t=π. Hence we have
Theorem 7.1 In generic ordered expression, S ′splits into three open sets S0 ∪ S+ ∪ S− such that
S0 ∪ S+ ∪ S−=S ′ such that
g ∈ S0 eπ
1
i~
〈ug,ug〉
∗ =1 : Real axis is between two lines of singular points
g ∈ S+ eπ
1
i~
〈ug,ug〉
∗ =− 1 : Singular points are in upper half-plane
g ∈ S− eπ
1
i~
〈ug,ug〉
∗ =− 1 : Singular points are in lower half-plane
All of these are on one-parameter subgroups. To make the argument simpler, we take one parameter
groups
e
t 1
2i~
(u2+v2)
∗ , e
t 1
~
u◦v
∗ , e
t 1
2~
(u2−v2)
∗
as representatives of S0, S+, S− respectively. We denote their square roots by ε0, ε∗, ε′ respectively.
These are the polar element under a nice expression parameters. We have also the square roots of
these such that
e1 = e
pii
4i~
(u2+v2)
∗ , e2 = e
pii
2i~
u◦v
∗ , e3 = e
− pi
4i~
(u2−v2)
∗ ,
where we have e41 = 1, e
4
2 = e
4
3 = −1.
7.1 Regular representation on each sector
In spite of these difficulties, every one parameter subgroup makes vacuum or pseudo-vacuum and
their own regular representation spaces. We discuss these in the case of each representative
e
t 1
2i~
(u2+v2)
∗ , e
t 1
~
u◦v
∗ , e
t 1
2~
(u2−v2)
∗ .
(1) e
t 1
2i~
(u2+v2)
∗ : By setting u′=
√
i(u+iv), v′=
√
i(u−iv) we have u2+v2=u′◦v′. This is the case dis-
cussed in § 6 where we have a pseudo-vacuum ̟∗(0). If the expression parameter is restricted to nice
expression parameters, we have to treat only the case (1).
Thus, in what follows we treat u′, v′ as u, v.
Now, by the observation in [13], if we use the convention
(7.1) ζk =
{
uk, k ≥ 0
v|k|, k < 0,
ζˆℓ =
{
vℓ, ℓ ≥ 0
u|ℓ|, ℓ < 0,
then we have
Dk,ℓ(K) =
1√
(1
2
)k(
1
2
)ℓ(i~)|k|+|ℓ|
ζk∗:̟∗(0):K∗ζˆℓ, :̟∗(0):K=
1
2π
∫ 2π
0
:e
it( 1
i~
u◦v)
∗ dt:Kdt
are matrix elements for every k, ℓ∈Z.
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7.1.1 Relation to matrix algebra A
To relate these to A, we have to know more about the property of e(σ+it)
1
i~
u◦v
∗ , e
(s+it) 1
i~
v∗u
∗ . First for
:e
(s+it) 1
i~
u◦v
∗ :K in generic ordered expression, there is an interval [a, b] called the exchanging interval
(cf.[14]) such that 
s < a :e
(s+it) 1
i~
u◦v
∗ :K alternating 2π-periodic
a < s < b :e
(s+it) 1
i~
u◦v
∗ :K 2π-periodic
s < b :e
(s+it) 1
i~
u◦v
∗ :K alternating 2π-periodic
In a nice expression parameter K, the exchanging interval has the property a < 0 < b. Note that
pseudo-vacuums requires only the property a < 0 < b.
Furthermore, we see (cf.[13], [14]) that ̟∗(0) is given also by
̟∗(0)=
1
2π
∫ 2π
0
e
(s+it) 1
i~
u◦v
∗ dt, a < ∀s < b
Furthermore, we see easily
̟00=
1
2π
∫ 2π
0
e
(s+it) 1
i~
v∗u
∗ dt, b < ∀s.
Now, noting 1
i~
v∗u= 1
i~
v◦u+1
2
we compute as follows:
(2π)2̟00∗ul∗̟∗(0)=
∫∫
e
(s+it) 1
i~
(v◦u+ i~
2
)
∗ e
(σ+it′) 1
i~
(v◦u+i~l)
∗ dtdt′=
∫∫
e
s+σ+i(t+t′) 1
i~
v◦u
∗ ei(
1
2
t+lt′)e
1
2
s+lσ
=
∫∫
e
(s+σ+iτ)( 1
i~
v◦u−il)
∗ e−it(l−
1
2
)elσ+
1
2
s
dtdτ.
Now for a fixed l, we choose s and σ so that
a < s+σ < b, b < s, lσ+
1
2
s=0.
Then, we have
(2π)2̟00∗ul∗̟∗(0)= 4
2l−1̟∗(0)∗u
l.
Hence we have
(u
•
)k∗̟00∗ul∗̟∗(0)= 1
(2l−1)π2 (u
•
)k∗̟∗(0)∗ul, k, l ∈ N.
Hence by applying ̟∗(0) from r.h.s. the algebra A in § 6 is translated to uni-lateral matrices of Dk,l.
It is interesting that this procedure mentioned above gives a method to change bilateral matrix-
elements to uni-lateral matrices.
(2) e
it 1
i~
u◦v
∗ : This gives the most typical vacuum representations. The vacuum ̟00 is given by
̟00=
1
2π
∫ 2π
0
e
(s+it) 1
i~
v∗u
∗ dt, ∀s < a.
In generic ordered expressions, Ep,q =
1√
p!q!(i~)p+q
up∗̟00∗vq is the (p, q)-matrix element, that is
Ep,q∗Er,s = δq,rEp,s. The K-expression :Ep,q:K of Ep,q will be denoted by Ep,q(K). Note that
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E0,0(K)=:̟00:K . As the singular points are in the upper half-plane, i.e. 0 < a < b where [a, b]
is the exchanging interval, the radius of convergence of e
logw 1
i~
u∗v
∗ is > 1. Hence we have∑
En,n=1.
(3) e
it 1
2i~
u2−v2
∗ : We set u′= 1√2(u+v), v
′= 1√
2
(u−v), and treat (u′, v′) as (u, v). a similar calculations,
we see that Ep,q =
√−1p+q√
p!q!(i~)p+q
vp∗̟00∗uq is the (p, q)-matrix element in generic ordered expressions.
The K-expression of Ep,q will be denoted by Ep,q(K). Note that E0,0(K)=:̟00:K .
In general the ∗-product ̟00∗̟00 can not be defined univalently, as this depend on the manner
of calculation.
The next identities are easy to see
̟00∗ 1
i~
u◦v =
1
2
̟00,
1
i~
u◦v∗̟00 = −1
2
̟00.
Note that in order to keep the associativity
(7.2) (̟00∗ 1
i~
u◦v)∗̟00 = ̟00∗( 1
i~
u◦v∗̟00),
we have to define
1
2
̟00∗̟00 = −1
2
̟00∗̟00 = 0.
7.2 Failure of binary operations
a
b
b
a
1•✟✟✯
1
−1
slit
Only the sign differs at the crossed point
In the previous section we saw that
(ε0)
2=1, (ε∗)2=− 1, (ε′)2=− 1.
In spite of this, we have (ε∗)−1=ε′. This is because when t
is replaced by −t, the lines of singular points are switched
upside down, and this is proved by Cauchy’s integration the-
orem. At a first glance it looks to contradict the exponential
law.
Indeed, this is the reason why the polar element and ∗-exponential functions of quadratic forms
are viewed as double valued elements in generic ordered expressions (cf.[11]). Intertwiners are defined
only as 2-to-2 mappings on such spaces. However, computations such as
√
a
√
b=
√
ab arrows us to
treat these double valued elements safely. As a result, we have some extraordinary “blurred groups”
such as a double covering group of SL(2,C). (Cf. [12].) An extraordinary phenomenon mentioned
above is then a natural conclusion when we treat ∗-exponential functions of quadratic forms as
strictly single valued elements.
Thus, we have to conclude that these elements such as ε0, ε
∗, ε′ and e1, e2, e3 cannot be used
as members of binary operations. We have to accept that there are many such elements in the
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extended Weyl algebra because of double-branched singular points. However, if one treat every
element together with a path avoiding singular points from the origin t = 0 where we assign 1
always, then we obtain the value of ∗-exponential functions such as :e[0∼t]
1
i~
〈ug,ug〉∗
∗ :K univalent way.
By this way, one may give some groupoid structure for the space of ∗-exponential functions with
paths of quadratic forms. But this is too complicated to treat the objects safely, as we have to use
two sheets and slits setting between singular points.
7.2.1 Path-connecting products by restricting paths
One way to treat these safely is to restrict the paths although every element is given together with
a path avoiding singular points from the origin t = 0.
We consider here in various products of elements a(x)=e
x 1
i~
u2+v2
∗ , b(y)=e
iy 1
i~
u◦v
∗ , c(z)=e
iz 1
i~
u2−v2
∗
for x, y, z∈R such as a(x1)c(z1)b(y1)a(x2)c(z2)a(x2) · · · .
To treat these we take the 3-dimensional lattice L such that
cL={(x, y, z); two of them are integers and the other is a real number}
where c is a scaling unit. We assume there is no singular point of a(x)∗b(y)∗c(z) on cL.
The set {(x, y, z); only one of them is an integer, others are real} will be called the wall.
We assume further that the singular set of a(x)∗b(y)∗c(z) intersect the wall transversally.
As the singular set forms a subset of complex codimension one, singular set on the wall must be
discrete set. It is hard to fix this set, but by observations in [11] we see that if a box in the wall
contain a singular point, then travelling around the edge of the box makes the sign change.
Now project cL to R2 so that each cube projects down as hexagon with 6 triangles inside. We
assume for simplicity that every triangle contains at most one singular point.
In the next section, we set a virtual, but somewhat realistic distribution of singular points, and
we investigate how path-connecting products are defined.
7.3 Virtual experiment for binary operations
Here put several relations to these products, which might violate the associativity. First, we consider
±-sign at every vertex. Denote in the figure of the next page ✉✲✻
  ✠
a
b
c , where (a, b, c) are replaced
sometimes by (u, d, s). Consider paths starting at the (red) origin to some other lattice point along
any of three lines directed a±1, b±1, c±1 at each lattice point. We denote these by
r✲✻
 ✒ =c−1∗b∗a∗1,
r
 ✠✲✲✻
✻
✛
= a−1∗b∗b∗a∗a∗c∗1. (Be careful about the order.)
Paths are considered by parallel translations when we want to connect two paths. Define the
product for instance by
(b∗c−1∗a∗c∗1)∗(c−1∗b∗a∗1)=b∗c−1∗a∗b∗a∗1
where we set c∗c−1=c−1∗c=1. These are called a free path connecting product. Apparently these
form a group and (a±1, b±1, c±1) is the generator. We denote this group by Γ. In what follows
considering the ± sign for each element, we treat Z2⊗Γ.
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Relations are set on each small triangle. If a triangle αβγ contains •, or • then we set αβγ=− 1
and if not we set αβγ=1. If bullets are distributed at random, then one can not fix the sign for
almost all paths. Our main concern is to what extent we can control the ± sign, if certain periodic
conditions are imposed.
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✉
1
11
−1
−1
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
✉ ✉ ✉ ✉ ✉
✉ ✉ ✉ ✉ ✉
✉ ✉ ✉ ✉ ✉
✉ ✉ ✉ ✉ ✉
✉ ✉ ✉ ✉ ✉
r r r r r
r r r r r
r r r r r
r r r r r
r r r r r
✲
✻
✠
ε
ε∗
ε′
−1
−1
1
1 1
−1
−1 1
 
 
 
 
(1): First of all, the case there is no singular point •, nor •. Set as follows:
a2∗1=1, b2∗1=1, c2∗1=1, a∗b∗c∗1=1.
Then, 1=c−1∗b−1∗a−1∗1=c∗b∗a∗1, and c = b∗a=c−1. Hence, a∗b=c. Thus we obtain the Klein’s 4
group K4. Replacing (a, b, c) by (−a,−b,−c) makes the changing relation a∗b∗c∗1=1 to a∗b∗c∗1=−
1. This is the case where every triangle contains a singular point •, but the generated group is
isomorphic. The group ring RK4 of K4 over C is by identifying R⊕ Ria with C
C⊗(R⊕ Ria)⊕C⊗(b∗(R⊕ Ria))=C⊕ C∗b, (z+wb)∗(z′+w′b)=zz′+ww′+(zw′+wz′)∗b.
36
Hence, the group of all invertible elements is C∗ × C∗∗b. Its compact part is U(1)× U(1). RK4 has
a natural nondegenerate bilinear form 〈x, y〉 as the coefficient of the identity element of xy. This
satisfies
〈x, y∗z〉=〈x∗y, z〉, 〈a, a〉=〈b, b〉=〈a∗b, a∗b〉=1.
(2): Next, the case every triangle contains a singular point. We set then
a2∗1=− 1, b2∗1=− 1, c2∗1=− 1, a∗b∗c∗1=− 1.
Then, 1=−c−1∗b−1∗a−1∗1=c∗b∗a∗1, and b∗a∗1=− c∗1=c−1∗1. Hence a∗b∗1=c=−b∗a∗1. Similarly,
b∗c∗1=a∗1, c∗a∗1=b∗1 are obtained easily. Thus we obtain the quaternion group.
Replacing (a, b, c) by (−a,−b,−c) makes the changing relation a∗b∗c∗1=− 1 to a∗b∗c∗1=1. The
cases (1) and (2) are already appeared in [12].
The group ring over R (resp. C) of the quaternion group is the quaternion field H (resp. C⊗H).
The compact part of all invertible elements is the group SU(2) (resp. U(2)).
(3): The cases (1) and (2) are already appeared in [12]. On the other hand, we found in [12] there
is a class of expression parameters such that square roots of polar elements have strange properties
that
a4∗1=− 1, b4∗1=− 1, c4∗1=1, a∗b∗c∗1=1, c∗a∗b∗1=− 1.
(See also [16].) To treat this case, we now consider the consider the paths shown in Magical Lattice
with singular points in the previous page.
✇
❡
❡❡
✪
✪✪
❡
❡❡
✪
✪✪✠ ✲
✛
✪
✪✪✒
❡
❡❡■✪✪✪✠
❡
❡❡
✉
✉
✉
These read at each triangle, the product of the three edges makes 1
when there is no singular point (•) inside, and it makes −1 when there
is a singular point (•) inside. as a matter of cause, such relations de-
stroys the possibility of binary operations. The the relation requested
for the path connected product is c∗b∗a∗1=− 1 at the right lower tri-
angle, but there are right lower triangles with no • inside. Same holds
for b∗a∗c∗1=1 at the left lower triangle.
Such a trouble is caused by the discordance between the periodicity of the tiling by triangles and
that of bullets. Any way, it is impossible to use a, b, c as fundamental elements of binary operations.
However, it may be possible to make binary operations between pairs of a, b, c. Note that once binary
operations are established by path connecting products on a family of suitably combined elements,
then the associativity holds automatically.
First setting ε=a2, ε∗=b2, ε′=c2, we investigate the system generated by ε, ε∗, ε′. (See inside the
large blue box.)
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1
1−1
1
−1 1
−1 1
−1
ε′
ε′
−ε ε
−ε∗
ε∗
(2)
(2)
(2)
(2)
(3)
(3)
(3)
(3)
(2)
(2)
(2)
(2)
(2)
(2)
(1)
(1)
(1)
(2)
(2)
(2)
(2)
(2)
(2)
(2)
(2)
(2)
(2)
(2)
(2)
(2)
(3)
(3)
We see ε2=− 1, ε∗2=− 1, ε′2=1. The number in each
triangle is the cardinality of singular point sitting in-
side, and this pattern repeated periodically. Hence, we
cannot obtain a consistent definition of path connecting
products of these elements. For instance, counting the
number of singular points in the path, we have to write
ε∗ε∗=ε∗ε∗, ε∗∗ε=ε−1∗ε∗=− ε∗ε∗,
ε∗ε′=ε∗ε′, ε′∗ε=ε−1∗ε′=−ε∗ε′.
Hence in Kim expression, these polar elements cannot be
a member of binary operation, while in Kre expressions,
the polar element is a single element such that ε2=1.
Recall that ε=a2, ε∗=b2, ε′=c2. (Cf.[12])
✪
❡
❡
✪
✪
❡
❡
✪
❡
❡
✪
❡
❡
✪
❡
❡
✪
❡
❡
✪
❡
❡
✪
✪
❡
✪
❡
✪
❡
✪
❡
✪
❡
✪
❡
❡
✪
✪
❡
✪
❡
✪
❡
✪
❡
✪
❡
✪
❡
❡
✪
✪
❡
✪
❡
✪
❡
✪
❡
✪
❡
✪❡
✪
✪❡
✪❡
✪❡
✪❡
✪
❡✪
✪
❡
✪
❡
✪
❡
✪
❡
✉
❡
c
b
a
1
1
1
−ε∗
−ε
ε′
Admissible Paths
Fig.1
✉
✉
✉
✉
✉
✉
Note that the number of singular points in every small
triangle in Magical lattice is one or zero, and such a
difference destroys the binary operations. However this
means only that we cannot use a, b, c for fundamental
elements of binary operations, just as {ε, ε∗, ε′}. On
the other hand, note that every hexagon in the Magical
lattice contains three singular points. Fig.1 is a tilings
containing the origin at the common edges of three tiles.
Now we permit to use only invertible paths sitting on
the edges of hexagons on a tiling. Single paths a, b, c
are not involved, for these are not invertible within the
admissible paths.
Now we see all closed paths around a hexagon make −1,
hence we have relations as follows:
b−1∗c∗a−1∗b∗c−1∗a∗1=− 1, c−1∗a∗b−1∗c∗a−1∗b∗1=− 1, a−1∗b∗c−1∗a∗b−1∗c∗1=− 1.
It does not depend on the orientation of closed paths, but such relations are forbidden:
b∗a∗1=−c−1∗1, c∗b∗1=−a−1∗1, a∗c∗1=−b−1∗1, a∗b∗1=c−1∗1, b∗c∗1=a−1∗1, c∗a∗1=b−1∗1.
Consider now compositions of two generators not included in the above: For simplicity and by
minding the similarity to the quark model, we denote these as follows:
s¯u=c−1∗a∗1, u¯d=a−1∗b∗1, d¯s=b−1∗c∗1,
u¯s=a−1∗c∗1, d¯u=b−1∗a∗1, s¯d=c−1∗b∗1.
The second row are inverses of the first row, and
(d¯s)∗(s¯u)=d¯u, (u¯s)∗(s¯d)=u¯d.
As the tiling and singularities are distributed periodically, these form a group by the path connecting
product. Here, the origin • has ± sign. We fix +• is the identity element of the group.
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We denote this group by Γuds. Note that polar elements ε, ε
∗, ε′ are not on the admissible paths.
By tracing in Magical lattice, it is easy to see
(s¯u)4∗=−1=(u¯s)4∗, (u¯d)4∗=1=(d¯u)4∗, (d¯s)4∗=−1=(s¯d)4∗, (s¯u)∗∗(u¯d)∗∗(d¯s)∗=1.
Moreover as every hexagon contains three singular points, we have another relation
(d¯s)∗∗(u¯d)∗∗(s¯u)∗=− 1,
and these show that they anti-commute each other: i.e.
(s¯u)∗(u¯d)=− (u¯d)∗(s¯u), (u¯d)∗(s¯d)=− (s¯d)∗(u¯d), (u¯s)∗(d¯s)=− (d¯s)∗(u¯s), e.t.c.
It follows that the squares (s¯u)2∗, (u¯d)
2
∗, (d¯s)
2
∗ commute with all other elements. Hence these generate
the center Z2∼=Z4×Z2:
(7.3) Z2={±1, ±(s¯u)2∗, ±(u¯d)2∗, ±(s¯u)2∗∗(u¯d)2∗} (6 colored points in Fig.1).
Let π : Γuds → Γuds/Z2 be the projection onto the factor group. We have then
(π(s¯u))2=(π(u¯d))2=(π(d¯s))2=1,
π(s¯u)∗π(u¯d)=− π(u¯d)∗π(s¯u), π(u¯d)∗π(d¯s)=− π(d¯s)∗π(u¯d), π(s¯u)∗π(d¯s)=− π(d¯s)∗π(s¯u).
Hence we have
Proposition 7.2 Z2 is the center of Γuds, and π(is¯u), π(iu¯d), π(id¯s) generates the quaternion
group. Its group ring over C is C⊗H.
It is convenient to represent these as follows by using Pauli matrices: Set α=e
pii
4 , β=e
3pii
4 and
(7.4) s¯u=
 0 iα 0iα 0 0
0 0 α
 , d¯s=
iα 0 00 −iα 0
0 0 β
 , u¯d=
0 −1 01 0 0
0 0 −1
 .
Note that Z2 is not the polar elements. It is interesting that we obtain a kind of double cover of the
quaternion group. Recall that {1, ε, ε∗, ε′} does not form a group.
Other 5 isomorphic groups. Beside Γuds, there are 5 groups which is isomorphic to Γuds:
uΓudsu¯, dΓudsd¯, sΓudss¯, u¯
2Γudsu
2, d¯2Γudsd
2.
These 6 groups all together seem to be deeply related to the octernions.
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