Abstmct-The problem of scheduling an the job shop floor is widely encountered in the manufacturing industry. However, generating good job shop schedules in a reasonable time remains a challenging problem, bemuse of its inherent computational complexity. Dynamic job shop scheduling (DJSS) has been proven to be an intractable analytical problem and is largely solved by combinatorial analysis in traditional research. The NPcomplete nature of the problem forces many assumptions to be made, which limit the use of analytical methods in practical problem solving. Io this paper we propose a new scheme named minimum queuing delay (MQD) for scheduling in a dynamic job shop derived from Pair queuing service &U-plines for asynchronous transfer mode (ATM) networks. This scheme wmbines the job process-time and work-content of jobs in the current queues into the dispatching methodology. The main advantage of this scheme is that the queuing delays suffered by aU the jobs at every machine are minimized, leading to a m i n i m i i maximum completion time (make-span). A smaller queuing delay variation is also achieved using this algorithm. Results from experiments conducted on a testbed with several embedded eontrollers are presented.
I. INTRODUCTION
Scheduling in a job shop is an important aspect of a shopfloor management system, which can have a significant impact on the performance of the shop floor. The job shop scheduling problem can be stated as follows: N jobs are to be processed by M machines or work stations within a given time period in such a way that given objectives are optimized. Each job consists of a specific set of operations that have to he processed according to a given technical precedence order. If all jobs to he scheduled are available at the beginning of the scheduling process the problem is called static; if the set of jobs to be processed is continuously changing over time the problem is called dynamic. In a deterministic problem all parameters are known with certainty. If at least one parameter is probabilistic, for instance, the release times of the jobs, the problem is called stochastic. The aim of the planning process is to find a schedule for processing all jobs to optimize one or more goals, for instance, minimizing mean flow-time or mean tardiness.
A variety of analytical models and optimization algorithms have been developed for solving static and dynamic deterministic problems [l-111. Most efforts have been focused on two approaches: (1) developing optimization procedures and (2) designing new dispatching rules.
The optimization approach [7, 8, 12 ] emphasizes a systematic exploration of all alternative schedules. In theory, it is possible to determine optimal schedules for static or dynamic dekrministic scheduling problems. In practice, the computation of optimal solutions is impossible since these problems belong to the class of "NP-hard" problems [2] . Therefore, the existence of algorithms that are polynomial-bounded in the problem size is very unlikely. Only for small problems is it possible to generate optimal schedules using, for example, a branch and bound approach [13] . However, the time requirements for calculating optimal processing orders for a job shop scheduling problem occurring in practice would he beyond any time scope.
In contrast, the exploration of alternative schedules is simply not addressed by the dispatching rule approach. In dynamic stochastic job shops, the jobs arrive continuously in time. The release times, routes or processing times of the jobs are stochastic parameters and not known in advance. Thus, for dynamic scheduling problems considered in this paper it is neither theoretically nor practically possible to compute optimal schedules in advance. Only the processing sequences on the various machines for those jobs currently in the shop can be determined.
The decision as to which job is to be loaded on a machine, when the machine becomes free, is normally made with the help of dispatching rules. For instance, the shortest processing time (SPT) rule, which is an example of a process-time-based rule, has been found to minimize the mean flow-time and a good performance related to the mean tardiness objective has also been observed under highly loaded conditions in the shop [14] . Duedate-based rules schedule the jobs based on their due-date information, of which the earliest due date (EDD) rule is an example. Combination rules make use of both process-time and due-date information, e.g. least slack rule, critical ratio, etc. [14] . The rules that do not fall into any of these categories such as the work-in-next-queue (WINQ) rule [15] load the jobs depending on the shop-floor conditions rather than on the characteristics of the jobs. Unfortunately, it is observed that no rule has been found to perform well for all important criteria, nor is fairness considered in the dispatching rules proposed previously.
The dispatching algorithm developed in this paper is derived from service disciplines based on fair queuing for high-speed networks. This approachseeks amiddleground between the two above-mentioned computational extremes to balance scheduling efficiency and effectiveness. With this approach, new schedules are generated by iteratively optimizing an existing schedule. Not only is the fairness of services to different jobs considered, but the total queuing delays suffered by all the jobs at every machine are minimized based on the relative queuing delay tolerance of each job, leading to a minimized make-span.
Based on the assumption we make in the job shop problems that each job goes to a different queue on the next machine after finishing one operation, let there be N queues (one queue for one job) allocated on a machine that are characterized by N positive real numbers, wl, w2, _.., U N . These numbers denote the relative queuing delay tolerance of each job at this machine. Let &(f) be the queue k backlogged work-content at time t, where k = I , 2, ._., N. In addition, let &(t) be the job k service rate at time f. As the objective is to minimize the total queuing delays for all the jobs at the machine, we are effectively trying to solve the following objective function: subject to the constraint that the sum of service rates is equal to the rate of the machine. Solving the above objective equation will result in a simple relation given by where k, 2 = 1, 2, .. 
., N.
A more detailed explanation of how the above relation is obtained will be shown later in Section III.
We assume that the service rate is updated each time a head of queue jobs requires a timestamp computation in order to be dispatched. For the purpose of timestamp calculation, we can replace job 1 by an imaginary reference job. By fixing the w, 4
and Q(f) of this imaginary job at 1 for all times, we will obtain the simple equation
which can be used in the timestamp calculation of any rate-based service discipline.
After deriving an efficient way to compute the service rates, we deploy it in the dynamic job shop scheduling problem by combining the job process-time and work-content of jobs in the current queues with the fair queuing service discipline and derive the so-called minimum queuing delay (MQD) algorithm. This algorithm is simulated on a distributed embedded network platform and its results are compared with the calculated results using the branch and hound algorithm, which is the idealized situation. The experiments show that the difference in maximum completion time between the results measured for the MQD algorithm and those calculated using the branch and bound algorithm is small enough to be accepted, clearly demonstrating the advantages and applicability of MQD algorithm.
The remainder of this paper is organized as follows: An introduction to fair queuing service disciplines is given in Section II before we present the MQD scheduling algorithm in Section III. We show bow to extend the service discipline for high-speed networks in order to apply it to job shop scheduling problems. Mathematical induction and details of a simple implementation are provided in Sections III and N, respectively.
FAIR QUEUING SERVICE DISCIPLINES
Fair queuing service disciplines are originally developed for ATM networks, the high-speed packet switching technology for the broadband integrated services digital network (B-ISDN) in which various kinds of communication services such as voice, video and data are transmitted over high-speed links.
One of the major attractions of ATM networks is its ability to exploit the multiplexing gains of packet switching while providing quality of service (QoS) guarantees, like cell loss ratio (CLR), maximum cell transfer delay (CTD) and peak-to-peak cell delay variation (CDV). A number of service classes such as constant hit rate (CBR), real-time variable bit rate (rt-VBR), non-real-time variable bit rate (nrt-VBR), unspecified bit rate (UBR) and available bit rate (ABR) have been proposed to realize this goal. At the heart of these architectures is a need for an efficient service policy that can be used to allocate bandwidth to competing connections at the switching nodes. The manner in which multiplexing is performed has a profound effect on what service guarantees are provided and to what extent the multiplexing gain is exploited.
Recently, rate-based service disciplines such as generalized pmcessorsharing (GPS) [16,171 and various forms of fair queuing [18-221 have received a lot of attention. In these service disciplines, each channel is assigned a nominal service rate during set-up, which is fixed for the entire connection lifetime. A timestamp is assigned to each received data packet, and packets are served in increasing timestamp order. Due to the fact that only one service rate is assigned to one channel for its entire connection lifetime, a minimum throughput can be guaranteed for all channels. This leads to fairness because any misbehavior in the traffic sources of one channel will not affect the server's service to other channels.
Below is a general description of the algorithm for the fair queuing service discipline: Let us consider a queuing system at a link with the transmission speed C. Denote by K the set of sessions k connected to this output link, and Qk, k E K, the service rate allocated to session k. Therefore, a general algorithm for a fair queuing service discipline is defined as:
1. The ith packet p i of session k arriving at time a; is stamped with a virtual finishing time Fi, which is determined as below and placed in the queue:
in which Qr is the offered service rate of session k and Li is the length of the packet p i in hits. The packets of the queue are chosen for service in increasing order of the values of the associated virtual finishing times.
2. v(f), regarded as the system's virtual time at time r, is defined to be equal to the virtual finishing time of the packet receiving service at time r. The method used for predicting the virtual time of the system varies with different fair queuing service disciplines.
3.
Once a busy period is over, i.e. the server is free or there are no more backlogs in the queues of all the connected channels, the algorithm is reinitialized by setting both the virtual time v(r) and the packet count i to zero.
Fair queuing service discipline is proposed mainly for ATM networks. But we can extend it to dynamic job shop scheduling problems and derive a new scheduling algorithm for the latter based on the following similarities between them.
First of all, both of them are service disciplines to decide which job in the current queues is the next to be dispatched by the processor. The fair queuing service discipline chooses an incoming packet for service, while job shop scheduling schedules a job to execute a specific operation. Second, the service times for the individual units in both disciplines are known before dispatching. The fair queuing service discipline knows the length of the packet p; in bits before dispatching, so the processing time it needs is also known. In a job shop problem, the processtime of a specific operation on a machine of each job is known and will he reflected in our algorithm. Third, both of them are dynamic problems. It is possible that during a short interval of time, a burst in traffic may occur in one of the sessions in the fair queuing service discipline problem. And because the set of jobs to he processed is continuously changing over time in a dynamic job shop, there is also the possibility of a burst in the incoming work-content of some jobs. Specifically, when there is a burst in the traffic for either one, we want the scheduler to be able to adapt quickly so that the delays suffered by all queuing jobs are proportional to their relative delay tolerances.
Fair queuing service disciplines such as GPS ensure the fairness of services to different sessions. But we are unable to mization first introduced by Bellman [23] will be used to achieve the above objective. Basically, DP is a problem solving approach that allows us to break a single N dimensional problem into N single dimensional problems, which is usually easier to solve. A transition function and a recursive formula have to be formulated in order to achieve this disintegration process.
Due to space constraint, only a partial proof is presented. In addition, we have assumed that the readers have a basic knowledge of DP in our derivation of the proof. To phrase the problem mathematically, we define the following variables as:
The objective function, which needs to be solved is (l), repeated here for convenience. Note that the time variable, t, is not included here because we are solving for the optimal service rates for all the jobs at a particular point in time service rate of kth job work-content backlogged in the queue of the kth job relative queuing delay tolerance of kth job available service rate at the kth stage return function at the ktk stage optimal total return over k stages and The first constraint shown in (6) is essential because the service rate of each job queue is used for the computation of the timestamp value as shown in (4). A zero service rate will result in an infinitely large timestamp value, causing that job never to receive any service. The second constraint is required since the total service rates can never exceed the rate of the machine. lems. This is because the service rate in rate-based service disciplines assigned to each session is fixed for its entire connection lifetime, which leads to deteriorated performance in the situation when bursty traffic occurs in one of the sessions. During shows the amount of he amount of stage, In this case, it is available to one stage based on available and used up in its previous this burst in traffic, the queuing delay for that session will be
worse than other sessions connected to the same node. Therefore, when we extend it to the job shop scheduling problems, it will be more desirable to have an adaptive service discipline that can achieve a smaller delay variance for all incoming jobs.
Based on above, we derive the MQD algorithm in the next section. What this algorithm attains is a generalized minimum queuing delay of all the jobs at every machine, achieving a minimized make-span, one of the most important criteria for improving the performance of a job shop.
MQD SCHEDULING ALGORITHM
where k = 2, 3, ..., N.
The recursive formula of this DP solution is an equation that relates the optimal total return of one stage with the optimal total return of its previous stage. In this case, it is Both the transition function and the recursive formula are used to simplify the obtained expressions in the subsequent derivation when we proceed from one stage to another.
A. First staxe
First, we st-art by minimizing the total queuing delay for the case where there is only one job at the machine. The optimal return function for the single job scenario is given as
In this section, we will derive an efficient adaptive scheduling algorithm for dynamic job shop problems that can minimize the total queuing delays suffered by all the jobs at every machine, i.e. to solve (1).
Dynamic programming (DP), a particular approach to opti-
Since we are interested to minimize the queuing delay of only one job in the first stage, the obvious way is to give all the avaiable service rate to that particular job in question. That is, 41 = Al.
B. Second stage
Next, we will attempt to minimize the total queuing delay for the case of two queuing jobs. According to Bellman's principle of optimality [23], an optimal policy is made up of optimal subpolicies. Therefore, the optimal total return over two stages will be the minimum of the sum of return at the second stage and the optimal return at the first stage, which had already been obtained when solving (IO). Hence, There are four things to note here. First, gz(4z) is the return function at the second stage, given by Q2/(w&). Second, g;(X1) is the optimal total return function for the first stage. Third, the service rate allocated to the first job will be the available rate allocated to both jobs minus the service rate taken up by the second job, 41 = XI = A2 -4 2 . This is the transition function shown in (8). With this transition function, we can now reduce the two variable problems into a single variable problem, which is easier to solve. Finally, due to the first constraint Dividing (14) by (15) and we have .;p
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Substitute into g;(X2), (12), we will obtain the optimal total return function for 2 stages,
C. Third and hter stages
Using the above procedure recursively, we can obtain the optimal service rates that minimize the total queuing delays for all the jobs. Due to space constraint, these will not be shown. From here, we can deduce that at the N t h stage, the optimal solution for the kth service rate is given by: and the optimal total return at kth stage is given by shown in (6), the range of values which $2 can take is bounded To minimize G;(X2) equate its first order differential to zero.
= O
(13) which is the same as (2), except for the time variable, f.
For the purpose of timestamp calculation, replace job I by an imaginary referencejob. Next fix w, 4 and Q(t) of this imaginary job at 1 for all times and we will have the simple equation To ensure that the solution found is a minimum, the second order differential is raken, which is greater than 0 because 0 < $2 < A,. Hence, the solution for $2 is a minimum.
Using the transition function, 41 = XI = X2 -42, we can obtain a value for 41.
which can be substituted into (4) for the timestamp calculation on of any rate-based service disciplines. Including the time variable, t and new equation for calculating the timestamp of the it" operation O i ofjob k as with F," = 0 Lk is equal to the job process-time Pi, and Qk(t) is the queue k backlogged work-content at time t (number of jobs J k ( t ) x job process-time Pi). Assume the queuing delay tolerance of each job at this machine is equal, so we can have the condition Wk = 1. Then the above equation becomes:
The final form of the equation is as follows:
which is the core of the scheduling algorithm we propose in this paper. For dispatching, we will choose the job with the least F;
This algorithm is superior in a few ways. Firstly, the service rate of each job is varied dynamically according to the workcontent backlogged in its queue; thus the total queuing delays for all the jobs are minimized. A job with bursty work-content can have good delay performance. As the work-content backlogged in each queue is directly related to the arrival rate of each job, a smaller delay variation also implies a smaller queue length variance. Another advantage is that this dispatching methodology not only reflects the shop-floor condition (the number of jobs J k ( t ) ) , hut also takes the characteristic of the job (the process-time Pi) into consideration. Thus, good performance related to maximum completion time objective can he observed under high load conditions. The fairness of services to different jobs is also preserved using this algorithm.
IV. IMPLEMENTATION OF MQD ALGORITHM
It is a common practice to have some standard assumptions incorporated in the job shop model. The assumptions that have been made in our implementation are listed below:
1. Each machine can perform only one operation at a time on any job. 2. A job, once taken up for processing, should be completed before another job can be taken up; i.e. job preemption is not allowed.
3.
No two successive operations on a job can be performed on the same machine. 4. An operation on any job cannot be performed until all previous operations on the jobs are completed. 5. There are no limiting resources other than the machines. 6 . There are no alternative routings. 7 . There are no interruptions on the shop floor, e.g. no machine breakdowns. 8. The jobs are independent of each other; no assembly is iuvolved. 9 . There are no parallel machines. There are two additional assumptions deployed in our implementation of the MQD algorithm: 10. Each job goes to a different queue on the next machine for the next operation after finishing the previous one, i.e. one queue for one job. 11. Each machine is work-conserving in which the machine must he busy if there are jobs waiting in the job shop.
Based on the above assumptions, the MQD algorithm has been implemented on a distributed embedded network platform. Fig. 1 shows the test bed and locations of each [20] . The operations of different jobs on each of the embedded controllers are to send some dummy data hack to the job generator within different predefined intervals (process-times). At the same time, the data are displayed graphically on the job generator. This is to show the whole scheduling process of jobs at each machine. So if one operation of a job is being executed on one of the machines, the continuous updates in the corresponding Java data graph can be seen on the job generator. Since there is the assumption that each machine can perform only one operation at a time on any job, the number of Java data graphs that need to he updated at a time is equal to the number of embedded controllers. Fig. 2 is a sample real-time data graph showing the whole process of job shop scheduling using the MQD algorithm.
In our experiments, the total number of each job type can he determined on the job generator, and the make-span can he calculated by measuring the beginning time of the first-started job and the finishing time of the last-completed job. The beginning time of jobs is different from one another. In order to examine whether the MQD algorithm has achieved a minimized makespan, we also implement the branch and hound algorithm to calculate the ideal make-span using the pre-configured values of job number, machine number and job process-time at each machine. Then we can compare the make-spans obtained in the experiments under the MQD algorithm and the optimal value under the branch and hound algorithm. Tables I and 11 show the results of two jobskwo machines and three jobdtwo machines respectively .
From the tables we can see that the mean make-spans under the MQD algorithm (including the communication time and scheduling time) are very close to those under the optimal situation. The difference gets smaller as the workload increases in the job shop, which clearly shows the advantages and applicability of the MQD algorithm. In this paper we proposed a minimum queuing delay (MQD) dispatching algorithm for scheduling in dynamic job shop problems. With this algorithm, not only is the fairness of services to different jobs considered, but the total queuing delays suffered by all the jobs at every machine are minimized based on the relative queuing delay tolerance of each job, achieving a minimized make-span. The results of a simple implementation show that the MQD algorithm is both efficient and effective in calculating near-optimal schedules, and is therefore suitable to be used in solving such job shop problems.
In future work, we will simulate the MQD algorithm integrated with material requirements planning (MRF' ) on a distributed object platform. In addition, we plan to formalize a methodology for phased migration from distributed simulation to distributed implementation in a real industry environment.
