Due to its high spectral confinement characteristics and spectral efficiency, QAM-FBMC is considered a candidate waveform to replace CP-OFDM. QAM-FBMC has inevitable non-orthogonality both in time and frequency, and the system and filter must be well-designed to minimize the interferences. However, existing QAM-FBMC studies utilize a matched filter as the receiver filter, which is not suitable for a non-orthogonal system. Therefore, in this letter, we design the prototype filters considering the MMSE criterion, and propose a system providing the highest SINR in QAM-FBMC which cannot avoid nonorthogonality. In addition, we confirm that the proposed filters show best performance at target SNR than the reference filters.
I. INTRODUCTION
F ILTER-BANK multi-carrier (FBMC) has been considered an alternative waveform to resolve the disadvantages of cyclic prefix-orthogonal frequency division multiplexing (CP-OFDM). The advantages of FBMC includes such as high out-band emission characteristics and the loss of spectral efficiency [1] . By subband filtering in the upsampled frequency domain, the FBMC improves the spectral confinement characteristics dramatically, and can increase the spectral efficiency by reducing the guard band and the cyclic prefix. However, the conventional FBMC utilizes the offset-QAM (OQAM) for maintaining the orthogonality and this causes complicated signal processing on complex channels (such as multiple-input and multiple-output (MIMO) operation) due to the intrinsic interference problem [2] , [3] .
To avoid the problem of OQAM-FBMC, QAM-FBMC using non-orthogonal prototype filters has been proposed [4] . Instead of maintaining the orthogonality in the real domain through OQAM, QAM-FBMC uses QAM which increases the risk of giving up some degree of orthogonality in the complex domain. A QAM-FBMC filter designed to be nonorthogonal may degrade performance, but signal processing in the complex domain can easily be applied to QAM-FBMC in a way similar to CP-OFDM. The remaining major issue of QAM-FBMC is the need to design the system and filters to minimize the non-orthogonality that causes performance degradation.
There have been several previous studies on the problem of designing filters for QAM-FBMC. In the initial study, Manuscript it was proposed to maximize the self-signal-to-interference ratio (self-SIR) by utilizing multiple base filters [4] , [5] .
In these studies, the QAM-FBMC system utilized different prototype filters for even and odd subcarriers, making the system complex. These filters were also poorly localized in the time domain, which presents a vulnerability problem for multipath channels in the FBMC system without CP.
To overcome this problem, some studies have proposed design of a single prototype filter considering the localization [6] , [7] . Compared to the initial studies, a system with the prototype filter becomes simpler and stronger than the selective channel, but shows a slight decrease in self-SIR. Although a variety of filter-design studies have been carried out, these previous studies have commonly utilized a matched filter as the receiver filter. Unlike the systems that achieve orthogonality through a matched filter (e.g., OFDM or OQAM-FBMC), QAM-FBMC cannot be orthogonal. Therefore, for QAM-FBMC, a matched filter is not suitable as a receiver filter. Instead, a filter following the minimum mean square error (MMSE) criterion can minimize interference and maximizes SINR, and be a more suitable linear receiver for QAM-FBMC [8] . In addition, by designing the prototype filter considering the MMSE receiver filter, we can achieve the system close to orthogonal waveforms as possible, and also expect to significantly mitigate the BER performance degradation due to the non-orthogonal filters.
In the work reported in this letter, we design a prototype filter considering the MMSE receiver filter, and compare its performance with that of an existing filter using a matched receiver filter. Specifically, in Section II, we describe a simplified system model of a QAM-FBMC transceiver as a stacked matrix representation. This simplified system model makes signal processing easier compared to the matrix sum model that follows the traditional overlap-and-sum structure. In Section III, we formulate a receiver filter matrix that follows the MMSE criterion using the simplified system model. In Section IV, we update the conventional filter design problem to apply the simplified system model, and present the prototype filter coefficients obtained by performing global optimization. In Section V, the simulation results show that the proposed prototype filters with a MMSE receiver filter have better performance than the reference filters that utilize the matched filter as the receiver filter. Finally, conclusions are drawn in Section VI.
II. SYSTEM MODEL OF QAM-FBMC TRANSCEIVER
In this section, we write the system model of QAM-FBMC to formulate the MMSE criterion of the receiver. As can be seen in [4] and [6] , the system model of QAM-FBMC can be written in matrix form as the sum of the overlapped signals. With this existing system model, it is difficult to represent and 1558-2558 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. formulate MMSE criterion. However, in this letter, we change the model to a matrix representation with stacked form of the data vectors contained in the overlap-and-sum structure. At the end of this section, we will represent the QAM-FBMC system model in the form of a simple linear system. We denote M as a number of subcarriers, L as an overlapping factor for the filtering in the frequency domain, and N = LM as a number of upsampled frequency points, as shown in Fig. 1 .
A. Transmitted Signal Model
To formulate the stacked representation of overlapped transmit signal, we define the k-th stacked data symbol vector d [k] as follows:
, which is a QAM data symbol. The d [k] includes the (k − L + 1)-th to the (k + L − 1)-th data symbols considering the overlap-and-sum structure, and includes (k − L)-th symbol to consider interference from channel delays. From the d [k], a k-th transmitted signalx [k] in the stacked representation can be written as
And G f is a stacked pulse-shaping filter matrix of size
The
where p 0 [n] is a prototype filter defined in n = 0, · · · , N − 1 range. By equation (2), we can now represent the transmitted signal that has passed the overlap-and-sum structure without sum operation.
B. Received Signal Model
To represent the time-domain channel for the stacked vector x [k], we define (N + M ) × (N + M ) channel convolution matrix H, and the each column of the matrix is given by shift of the channel impulse response with L c taps as follows:
The k-th received signal vector y [k] of size N × 1 can be written as
where T = [0 N ×M I N ] is a time-domain slice matrix to extract the samples in the k-th received window, and n [k] is the additive white Gaussian noise (AWGN) vector with complex Gaussian distribution of CN 0, σ 2 n I N . If we simply consider linear receiver process as a filter of size M × N , we can represent the k-th detected data symbol as follows:
where H eff = THG f , and Q f is a receiver filter matrix that we will formulate by the MMSE criterion in section III. Overall, we show the QAM-FBMC transceiver structure in stacked matrix representation in Fig. 2 .
III. RECEIVER FILTER BY MMSE CRITERION
In this section, we formulate the receiver filter matrix Q f that follows the MMSE criterion. To do this, we set a MMSE problem of the k-th detected data symbol as follows:
where S = 0 M×N , · · · , I M , · · · 0 M×(L−1)M is a matrix for extracting the k-th data symbol from the stacked vector d [k] .
The expectation of the squared-error becomes
where we assume that the covariance of the stacked data symbol vector is E dd H = σ 2 d I 2N , and the data symbols and AWGN are uncorrelated. We can rewrite the (9) as follows:
where 
IV. WAVEFORM DESIGN WITH MMSE RECEIVER
We define the QAM-FBMC waveform design problem as the optimization of the prototype filter. We assume that the single prototype filter for practical transmission structure, and prototype filter is complex modulated by the frequency coefficients as follows:
where the coefficients are conjugated symmetric as q k = q * −k , and K is a number of non-zero coefficients in the onesided frequency domain. Therefore, to design the waveform, we optimize the frequency coefficient vector q of size K with k-th element q k (k = 0, · · · , K − 1).
Before formulating a filter design problem, we need to update the existing average self-signal-to-noise-andinterference ratio (self-SINR) expression in [6] using the stacked representation, and the self-SINR Υ σ 2 n , q can be defined as follows:
where the receiver filter Q f can be Q f = Q With reference to [6] , the optimization problem can be formulated with the spectral and time localization constraints as follows:
where σ t is a time dispersion parameter defined as
Since the prototype filter problem is non-convex with the high-dimensional variables, thus the filter design may require a high computational complexity. After the prototype filter is successfully designed, the system can simply utilize the designed filter at no extra design cost, however it is very difficult to redesign this filter every time the channel changes. Therefore, this letter assumes that the prototype filter is predesigned before the transmission. On the other hand, in equation (13), the self-SINR depends on the channel H and the noise variance of the receiver σ 2 n . Since it is difficult to consider an actual channel value or a particular channel model when pre-designing the prototype filter, we assume that the channel is AWGN with H eff = TG f . About the the noise variance of the receiver σ 2 n , we set the target signal-to-noise ratio (SNR) to 15, 30, 50, and infinite dB, and design the prototype filter considering the MMSE receiver filter for each target SNR.
Since the optimization problem (14) cannot be solved with convex optimization tool, we design the prototype filters with K = 15 frequency domain filter taps and L = 4 oversampling factor through the pattern search algorithm which is a global optimization technique [9] . The pattern search algorithm basically performs a polling process, which updates the optimal point by adding or subtracting each vector element from a given vector point. We set the self-SINR function Υ σ 2 n , q for the frequency coefficient vector q as the fitness function, the fall-off rate conditions as the linear constraint, and the time dispersion condition as the nonlinear constraint. The tolerance parameters of each constraint are set to 0 = 0.01 and 1 = 2 = t = 0.1.
The design results are described in Table I, and summarized  in Table II . The Fig. 3 shows the self-SINR performances of the each prototype filter with SNR variation. As intended in the filter design, the Type G15 and G30 filters exhibit the highest self-SINR at 15dB and 30dB SNR, respectively. Overall, the proposed prototype filters for the MMSE receiver filter show better performances than the reference filters for the matched receiver filter. Specifically, comparing the reference filter Type 2 and Type G30 at the SNR of 30dB, the self-SINR can achieve the performance improvement of 4.25dB, and in the case of 50dB SNR, the Type G50 improves the self-SINR of 5.98dB.
V. SIMULATION RESULTS
In this section, we compare the performances of the designed prototype filters, which are presented in Table II . For reference filters with matched receiver filter, we use a singletap MMSE equalizer in the upsampled frequency domain. Also, we consider the performances of the reference filters with MMSE receiver filter, which is same as the process of the proposed prototype filter. The common simulation parameters are L = 4, M = 128, σ 2 d = 1, 16-QAM/64-QAM, 2GHz carrier frequency, and 15kHz subcarrier spacing. The channel models of the simulation are AWGN, extended ITU pedestrian A (EPA), and extended ITU vehicular A (EVA) [10] .
In Fig. 4 , 5, and 6, we compare the probability of bit error (BER) performances between the reference filters with matched receiver filter and the proposed filters with the MMSE receiver filter. In the simulation, as mentioned above, we can see that the prototype filters with higher self-SINR show better BER performances as expected, and the performances of the proposed filters are significantly enhanced than the reference filters. As shown in Fig. 4 , the Type G30 filter with the highest self-SINR at 30dB SNR shows the best performance in AWGN. And in EPA and EVA channels which require higher SNR, Type G50 and GInf show slightly better BER performances than Type G30. Overall, we can expect that the Type G30 filter performs well in most of the scenarios, so we expect it to be usable in general situation. Additionally, we check the BER performances of the reference filters with MMSE receiver filter. Even if the signal with the reference filters is received through MMSE filter, the reference filters show the slightly better performances than the matched receiver, but still worse than the proposed filter because it is not designed to use the MMSE filter.
The most important part in these BER performance results is that the performance degradation of the reference filter compared to OFDM can be significantly mitigated through the proposed prototype filter and MMSE receive structure. Specifically, by the proposed filter and receiver, we can reduce the residual interference so that QAM-FBMC can achieve 10 −5 uncoded BER performance in high modulation order. In particular, this MMSE receiver works in the linear system instead of complex nonlinear operations such as successive cancellation, and it can be realizable when QAM-FBMC is used in a realistic environment.
Additionally, we can confirm that the designed prototype filters assuming AWGN channel show almost the same performance trends as for AWGN, even if BER simulations are performed on the fading channel models. In the practical system, if the QAM-FBMC transmitter knows or predicts the received SNR, the system can use the pre-designed prototype filters corresponding to the target SNR, which may exhibit the best BER performance. Therefore, if the QAM-FBMC system utilizes the pre-designed prototype filters appropriately, we can expect the good performance even considering the practical channel and varying SNR at the receiver. Fig. 7 shows the power spectral density (PSD) of the prototype filters for comparing the spectral confinement characteristics. As we can expect from Table II , the Type C and the proposed filters all show the almost same PSD, with a good spectral confinement of |ω| −5 , the Type 2 has a medium spectral confinement with a fall-off rate of |ω| −4 , and OFDM shows the worst characteristic.
VI. CONCLUSION
In this letter, we designed waveforms for QAM-FBMC considering an MMSE receiver filter. In a QAM-FBMC system using a non-orthogonal pulse-shaping filter, the conventional matched receiver filter cannot be optimal, and we proposed a MMSE filter to minimize interference. In that regard, we simplified the linear system model for QAM-FBMC using stacked vectorization, and formulated a receiver filter following the MMSE criterion. In addition, we designed prototype filters that had a superior self-SINR under the condition of the linear receiver. Finally, we confirmed that the proposed filters show the best performance with the design intent through simulation results. In addition, the formulations of the linear system and self-SINR equations for QAM-FBMC showed the simpler representation than that of the previously complex QAM-FBMC system, therefore, we identified the possibility of applying popular signal processing technology directly to QAM-FBMC in the future.
