Abstract. In the paper, we study a differential inclusion with a given continuous convex multivalued mapping. For a given finite time interval, it is required to construct a solution of the differential inclusion, which satisfies the given initial and the final conditions and minimizes the integral functional. With the help of support functions, the original problem is reduced to minimizing some functional in the space of partially continuous functions. In the case of continuity of the derivative of the support function of a multivalued mapping with respect to the phase variables, this functional is Gateaux differentiable. In the paper, Gateaux gradient is found, necessary conditions for the minimum of the given functional are obtained. On the basis of these conditions, the method of steepest descent is applied to the original problem. Numerical examples illustrate the constructed algorithm realization.
Introduction
As is known, a differential inclusion [3] , [20] is a generalization of ordinary differential equations, because, for example, implicit differential equations, differential inequalities and differential equations with a constraint on the phase coordinates may be written down in the form of differential inclusions. It is also known, that many optimal control problems under natural assumptions may be reduced to differential inclusions [6] . As a rule, a differential inclusion has infinitely many solutions, so it is natural to search for the optimal one, for example, in the integral sense.
The necessary minimum conditions for differential inclusions with both convex and nonconvex multivalued mappings were explored in such papers as [18] , [14] , [8] , [23] . More constructive necessary minimum conditions were obtained in [2] , [1] , [11] . (Some of the listed papers also consider the presence of state constraints.) The algorithm of finding the solution of the continuous convex differential inclusion with the fixed ends was constructed in [10] . Attainability sets of differential inclusions were also studied in some works (see, e. g., [15] , [16] , [17] , [4] , [21] ).
Statement of the Problem
Consider the differential inclusion ẋ ∈ F (x, t)
with the initial point x(0) = x 0 (2) and the final condition
1
In formula (1) F (x, t) is the given continuous multivalued mapping, t ∈ [0, T ], x is a n-dimensional continuous vector-function of the phase coordinates with piecewise continuous (with the finite number of the points of discontinuity) and bounded derivative in the interval [0, T ], T > 0 is the given finite moment of time. We assume, that the function F (x, t) puts in correspondence a certain convex compact set from R n for every moment of time t ∈ [0, T ] and for every phase point x ∈ R n . We also suppose, that the support function of the multivalued mapping F (x, t) is differentiable in x and that its derivative in x is continuous. In formulas (2), (3) x 0 , x T ∈ R n are the given vectors. It is required to find the vector-function x * ∈ C n [0, T ], which is a solution of inclusion (1) (for all t ∈ [0, T ]), satisfies conditions (2), (3) and minimizes the functional
where f 0 is the given real scalar function, which is supposed to be continuous in all three arguments and continuously differentiable in x and inẋ. We assume, that there exists such a solution.
Here C n [0, T ] is the space of n-dimensional vector-functions, continuous in [0, T ], with derivative from the space P n [0, T ]; P n [0, T ] is the space of n-dimensional vector-functions, piecewise continuous and bounded in [0, T ], with the finite number of the points of discontinuity in the interval [0, T ]. In the sequel, we also need the space L
If t 0 ∈ [0, T ) is the point of discontinuity of the vector-functionẋ, then we suppose, thatẋ(t 0 ) is a right-handed derivative of the vector-functionẋ at the point t 0 ,ẋ(T ) is a left-handed derivative of the vector-functionẋ at the point T .
For the arbitrary set F ⊂ R n define the support function (of the vector ψ ∈ R n ) as follows: c(F, ψ) = sup 
Reduction to an Unconstrained Minimization Problem
Further, for brevity, we sometimes write F instead of F (x, t). Since for all t ∈ [0, T ] and for all x ∈ R n the multivalued mapping F (x, t) is a convex, closed and bounded set in R n , inclusion (1) may be rewritten as follows [5] :
where S is the unit sphere in R n with the center in the origin. Denote z(t) =ẋ(t), z ∈ P n [0, T ], then from (2) we get
and construct the functional
Consider the set
It is not difficult to see, that for functional (7) the following relations are valid
Introduce the functional
One can see, that boundary conditions (2), (3) are satisfied, if χ(z) = 0. Construct the functional
where λ > 0 is a sufficiently big number. It is known [22] , that if λ is sufficiently large, then the solution of the problem to minimize the functional (4) under constraints (1)- (3) is arbitrarily "close" to the point
where z * is the global minimizer of functional (8) . So, the problem of finding an approximate solution of the original problem is reduced to the minimization of functional (8) in the space P n [0, T ]. On practice this problem is being solved for the fixed value λ. If the solution of this problem (with λ = λ) satisfies the restrictions (i. e. differential inclusion and boundary conditions) with a given accuracy (i. e. the value of the functional ϕ + χ on this solution is sufficiently small), then the solving process terminates; otherwise, one increases the value λ and the process is being repeated with this new value.
Differential Properties of the Functional I
As it has been already noted, we suppose, that the support function c(F (x(t), t), ψ) of the multivalued mapping F (x, t) is differentiable in the phase variable x and that the derivative ∂c(F (x,t),ψ) ∂x is continuous. Then for all x, y ∈ C n [0, T ], and for all ψ ∈ S, t ∈ [0, T ] the following relation holds
Using the property of the additivity of a support function in the first argument [6] and equations (9), (10), let us calculate
where
Using relations (5), (6), find
Due to the structure of functional (5) it is easy to see, that in the case (ψ, z, t) > 0 the maximum of the function max{0, (ψ, z, t)} = (ψ, z, t)
is reached at the only element ψ * (z, t) ∈ S, so in this case the set R(z, t) consists of the only element ψ * (z, t).
Remark 2. The magnitude h(z(t), t) at the every fixed t ∈ [0, T ] is the Euclidean distance from the point z(t) to the set F (x(t), t), and functional (7) is the half-squared deviation (in the L 2 n [0, T ]-norm) of the trajectory z(t) from the set F (x(t), t).
Now it is not difficult to obtain the expansion
It is apparent, that if z ∈ Ω, then the functional ϕ is Gateaux differentiable, and its Gateaux gradient vanishes.
Consider the case z /
∈ Ω. Denote
As it has already been noted, in this case this maximum is reached on the only element ψ * (z, t). Then the function ψ * (z, t) is continuous in z at the fixed t [7] , therefore, in view of the continuity of the function ∂c (F (x,t),ψ) ∂x we obtain, that the function
We have
The multiplier max ∈ Ω. Finally calculating the classical variation of the functionals χ and J, we obtain the following result. Theorem 1. If the support function c(F, ψ) of the multivalued mapping F (x, t) is differentiable in x and its derivative in x is continuous, then the functional I is Gateaux differentiable and its gradient at the point z is given by the formula
Necessary Minimum Conditions of the Functional I
From the known minimum condition [9] of Gateaux differentiable functional, and expression (12) we conclude, that the following theorem holds. Theorem 2. Suppose the support function c(F, ψ) of the multivalued mapping F (x, t) is differentiable in x and its derivative in x is continuous. If z * is a minimizer of the functional I, then
where 0 n is the zero element of the space P n [0, T ].
The Steepest Descent Method
Describe the steepest descent method [13] for finding stationary points of the functional I. Fix an arbitrary point z 1 ∈ P n [0, T ]. Let the point z k ∈ P n [0, T ] be already constructed. If minimum condition (13) holds, then the point z k is the stationary point of the functional I, and the process terminates. Otherwise set
where the vector-function x k (t) = x 0 + t 0 z k (τ )dτ , and the magnitude γ k is the solution of the following one-dimensional minimization problem
Due to (14) I(z k+1 ) ≤ I(z k ). If the sequence {z k } is finite, then its last point is the stationary point of the functional I by construction.
Let the functional ∇I be uniformly continuous and bounded on the ball in L 2 n [0, T ] with the center in the origin and the radius r > sup
. If the sequence {z k } is infinite, then the method converges [19] in the following sense
Numerical Examples
Let us consider some examples of the implementation of the proposed algorithm. In both examples the number λ * = 10 was taken. The process was interrupted at the k * -th iteration,
where B is a unit ball in R n with the center in the origin. There are boundary conditions
It is required to find a solution of this differential inclusion, which satisfies the given boundary conditions and minimizes the functional
In this example c(F, ψ) = x 2 ψ 1 + x 1 ψ 2 + ψ
Set z 1 = (2, 1) , then x 1 = (0.5 + 2t, 0.25 + t) . The number of iterations made according to the proposed algorithm is 13. As a result the point x 13 was constructed (see Figure 1) , wherein J(x 13 ) = 2.219. Here u 1 (t) = z 1 (t) − x 2 (t), u 2 (t) = z 2 (t) − x 1 (t). This example can be resolved with known methods if we consider it from the point of view of control theory. The optimal control problem, equivalent to this example, has the following form.
It is required to find the control u ∈ P 2 [0, T ], which brings the systeṁ
from the point x(0) to the point x(1), satisfies the constraint
] and minimizes the functional (15).
The optimal trajectory x * (t) was obtained with the help of Pontryagin maximum principle using the shooting method to find the initial values of the conjugate variables [12] . Herewith J(x * ) = 2.195. One can see, that this value is close to that obtained using the method of the paper (relative error does not exceed 1%).
Example 2.
Consider the differential inclusioṅ
where D is a unit simplex in
i. e. to find a trajectory, satisfying the inclusion and originating from the given initial point, with the smallest value of the coordinate x 2 at the final moment of time.
In this case c(F, ψ) = −x
Set z 1 = (1, 1) , then x 1 = (0.5 + t, 0.5 + t) . The number of iterations made according to the proposed algorithm is 19. As a result the point x 19 was constructed (see Figure 2 ), wherein J(x 19 ) = 0.835. Here u 1 (t) = z 1 (t) + x 2 2 (t), u 2 (t) = z 2 (t) − x 1 (t). This example can be resolved with known methods if we consider it from the point of view of control theory. The optimal control problem, equivalent to this example, has the following form.
It is required to find the control u ∈ P 2 [0, T ], which satisfies the constraint
and brings the systemẋ
from the point x(0) to the point with the smallest value of the coordinate x 2 at the final moment of time. So it is required to minimize functional (16) .
The optimal trajectory x * was obtained with the help of Pontryagin maximum principle using the shooting method to find the initial values of the conjugate variables [12] . Herewith J(x * ) = 0.803. One can see, that this value is close to that found using the method of the paper (relative error does not exceed 4%).
Example 3.
where Q is a unit square in R n Q = {x ∈ R n | |x i | ≤ 1, ∀i = 1, n} . There is the initial condition
It is required to find a solution of this differential inclusion, which satisfies the given initial condition and minimizes the functional
In this case c(
The number of iterations made according to the proposed algorithm is 21. As a result the point x 21 was constructed (see Figure 3 ), wherein J(x 21 ) = −1.712. In Figure 3 the solid line is the parametric curve v 1 (t) = z 1 (t) + x 2 (t), v 2 (t) = z 2 (t) − x 1 (t), t ∈ [0, 1] . The dashed line circumscribes the admissible region of this curve. This example can be resolved with known methods if we consider it from the point of view of control theory. The optimal control problem, equivalent to this example, has the following form. Note, that this control problem has a nonclassical form: the dimension of control is greater than the dimension of the phase coordinates.
It is required to find the control u ∈ P 4 [0, T ], which satisfies the constraint 
from the point x(0) to the point with the smallest value of the coordinate x 2 at the final moment of time. So it is required to minimize functional (17) .
The optimal trajectory x * was obtained with the help of Pontryagin maximum principle using the shooting method to find the initial values of the conjugate variables [12] . Herewith J(x * ) = − 1.761. One can see, that this value is close to that found using the method of the paper (relative error does not exceed 3%).
Remark 3.
As is known, the method of the steepest descent does not give high accuracy with a sufficiently big value of the penalty parameter (and with a not very big number of iterations). The choice of the accuracy ε * and the penalty parameter λ * is based on the balance between carrying out a not very big number of iterations and making compliance with a relatively small but sufficient for applications accuracy. The calculations were performed symbolically in the Maple 12.0 package.
Conclusion
In the paper, a differential inclusion with a given continuous convex multivalued mapping was studied. With the help of the support functions apparatus, the original problem was reduced to an unconstrained minimization problem. The method of steepest descent was then applied to solve this problem. Several illustrative examples were presented.
It is known, that the method of steepest descent often converges slowly. Especially its inefficiency is noticed with large values of λ. To overcome this difficulty, more effective methods are used, for example, the conjugate gradients method, as well as various (including heuristic) techniques aimed to take into account the "ravine" structure of the minimized functional [22] . Further studies are also of interest for the purpose of increasing the efficiency of the implementation of the algorithm proposed in the paper, including using discretization and, possibly, other methods of minimization in functional space (which are faster than the steepest descent method).
