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CHAPTER 1:
INTRODUCTION
The accurate prediction of atomic properties is essential to manyareas
of chemistry and physics. For example, precise ionization potentials and elec-
tron affinities are needed in physical chemistry (Parr and Pearson, 1983); correct
term splittings are needed in inorganic chemistry (Fisher, 1982); and dependable
values for oscillator strengths are needed in astrophysics (Baliyan and Bhatia,
1993). Most atomic properties are evaluated using the orbital approximation.
Within this approximation each electron feels the averaged field of all the oth-
ers.For quantitative theory, however, this is often not adequate because the
electrons are in reality constantly perturbed by one another. Their motionsare
correlated. The term "electron correlation" was first used by Wigner (1934) for
the electrons of a metal. Since Wigner's first discussion of electron correlation,
numerous techniques have been used for its calculation, e.g., perturbation the-
ory, variational techniques, and the coupled cluster approximation (Jankowski,
1987).
Within perturbation theory, an important development regarding electron
correlation was the use by Glick, Lipkin and Meshkov (1965) of the inverse
dimensionality, 1/D, as an expansion parameter in the Schrodinger equation.
They were concerned with the vibrational states in nuclei, which they treated by2
evaluating the first few terms of the 1/D expansion. They found the convergence
to be poor for small nuclei, better for large nuclei.
Since Glick et al. in the mid-60s, the 1/D expansion has been applied toa
broad range of problems (Chatterjee, 1990); however, the effort of Witten (1980)
is of particular note. In his work, Witten calculated the ground stateenergy of
helium using the first two terms in the 1/D expansion. His resultwas in error
by about 40% but it encouraged Herschbach to examine helium further.
Herschbach (1986) followed up on Witten's work by makingsome simple
modifications. One of these was to factor out the hydrogenic contribution to
helium's energy. This change reduced the error in the calculation to 1%.
Loeser (1987) then extended the usefulness of dimensional perturbation
theory by obtaining the first two terms in the 1/D expansion for many-electron
atoms. However, because the 1/D expansion is so poorly convergent, he found
that for the ground state energy of larger atoms, the best balance between
accuracy and simplicity was obtained by using only the zeroth-order term.
This dissertation concerns the application of 1/D expansions to the study
of electron correlation in atoms. It expands the work doneon helium in order
to obtain new insights into the correlation problem, and builds on the results of
Loeser to obtain useful results for many-electron atoms and ions.
We begin with an explanation of the zeroth-order term in the 1/Dexpan-
sion, which corresponds to the D > oo limit. In this limit the particlesassume
fixed distances relative to one another (Witten, 1980). The geometry is de-
termined by the balance of the Coulomb potentials and generalized centrifugal3
potentials, which completely dominate the kinetic terms in the Doo limit.
The perturbation corrections in powers of 1/D correspond to small oscillations
by the electrons about the potential energy minimum.
Some perspective on the Doo limit may be found by comparing it to the
h0 limit. In both limits the useful expansion parameter, 1/D or h, appears
squared as a coefficient of derivative terms in the Hamiltonian. Thus, in both
limits derivative terms vanish. In the case of h2, all the derivative terms vanish,
while for 1/D2 only those derivatives associated with internal motion disappear.
One result of this difference is that the 1/D expansion yields a useful zeroth-
order approximation (the classical Doo limit) whereas the h expansion must
be taken to first order (the semiclassical WKB approximation) to be useful.
Working in the high-D limit has two major advantages over other methods
for electron correlation. One, since no approximations are made to the electron-
electron interactions, heuristic perspectives distinct from the traditional orbital
description are brought out. And two, the classical character of the Doo limit
renders even relatively complicated problems amenable to treatment.
We utilize both these features of the high-D limit in this dissertation. In
Chapters two and four we rely on the unique heuristic perspectives while in
Chapter five we exploit the ability to simplify. More specifically, in Chapter two,
we develop a very simple model for electron correlation in two-electron atoms
that is based on the Doo atom. In Chapter three, we derive expressions
for the D-dependent integrals needed to investigate current correlation energy
calculation methods for two-electron atoms. In Chapter four, we use these in-4
tegrals to examine the dimension dependence of current calculation methods
for two-electron atoms. And lastly, in Chapter five we assess the adequacy of
several conventional correlation energy approximations in many-electron atoms
by comparing their predictions with exact results in the D > oo limit.
A fair amount of explanation is needed before we can tackle these chapters.
In particular, it takes some work to get the Schrodinger equation for themany-
electron atom into a suitable form for generating a 1/D expansion. One of the
results of this transformation is that the Schrodinger equation is written using
unfamiliar terms. Because of this, after we present the D-dependent Schrodinger
equation for the many-electron atom, we will do some simple examples to better
understand it.
Besides discussing the D-dependent Schrodinger equation, we also must
explain how the finite-D atomic energies are calculated from the values found
in the Doo limit.Because no approximations are made to the electron-
electron interactions in the derivation of the Doo solution, it contains much
information about the atom, such as correlation effects. However, the formal
Doo solution is by itself a very poor model of D =3 electronic structure. Its
shortcomings can to a large extent be alleviated by means of a multiple scaling
based on the the exact solutions for the D-dimensional one-electron atom. By
assuming that shell energies scale with D in the same way as in a one-electron
atom, we will be able to extract D = 3 energies from the D ---+ oo solutions.
The procedure is crude, but yields realistic results; the typical error for atomic
correlation energies is 20%.5
Since we will use the energies of the one-electron atom to calculate the
energies for the many-electron atom, and since the one-electron atom provides a
good introduction to the methodology we will use for the many-electron atom,
we summarize the results for this system first.Herschbach (1986) does the
problem in detail.
The One-electron Atom
Consider a nonrelativistic time-independent Hamiltonian. To generalize the
Hamiltonian to arbitrary dimension, one only needs to rewrite the Laplacians
and distances as D-dependent quantities. That is,
and
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Using these definitions, the D-dependent Schrodinger equation for the one-
electron atom in atomic units (distances in bohr radii, energy in hartrees) is
[ a2 1/2
2E
ax?z(Ex0 =
v=iiv
(1.2)
where Z is the nuclear charge.
This reformulation does not affect the virial theorem; which continues to
hold in its usual form at any D. However, as D increases, the Coulomb potential
is ever less able to counteract the spreading tendency embodied in the Laplacian,6
due to the increasing number of Cartesian components in the latter. In fact, the
ground state energy is in general21 ()2, so the atom "implodes" for D 41
and "evaporates" for D > oo ( Lopez-Cabrera et al., 1993).
This strong dependence on dimension can be diminished (and in fact elim-
inated for this problem) by means of simple scalings. For work at high-D, the
usual choice is to scale distances down by a factor of 1K2, and energiesup by the
same factor, where c = (D1)/2; i.e., the scaled energies and distances are,
respectively, E = K2 E and p = K-2r. This scaling renders theenergy and the
most probable radius dimension-independent for the ground state.
More generally, the scaled energy for any state at any D and forany Z is
given by
where
Z2 (D) En=
2112
v = v(n, D)=D+ 2n3
D 1
(1.3)
and n is the principle quantum number. For D= 3 we have v = it and the
hydrogenic spectrum 62) = Z2/2n2.
The scaling of distance and energy by factors of K2 tames the singular behav-
ior associated with the dimensional limits (D > 1 and Doo), but completely
removes the dimension-dependence only for n=1 electrons. For n1 electrons
further scalings will be required in order to allow dimensional limit calculations
to be used as models for real-world electronic structure. As we will see, what is
needed is a second scaling by v2.7
Typically, when a Hamiltonian is generalized to an arbitrary dimension, the
dominate dimensional dependence must be factored out so that the results for
D3 approximate those for D = 3.This combination of generalization and
scaling is often termed "dimensional scaling" in the literature. Also, the 1/D
expansion itself goes by various names in the literature, e.g., 1/N expansion,
pseudoclassical perturbation theory, and large N perturbation theory. We will
use D to denote the dimensionality of space and N to denote the number of
electrons in the atom, the usual choice in the chemical literature (Herschbach et
al., 1993).
With the eigenvalues of the D-dependent one-electron atom presented, we
are prepared to make sense of the many-electron case.
The Many-electron Atom
As we did in the one-electron case, we consider the nonrelativistic time-
independent quantum Hamiltonian, assuming a point-like nucleus with infinite
mass. We are only interested in the ground state and for simplicity require
that the total angular momentum is zero. That is, our dimensional dependent
Hamiltonian describes the ground state of every atom as IS.
Using the definitions of Eq. (1.1), the D-dependent Schrodinger equation
for the many-electron atom isN Da2 [
2 ax? i=1 v=1 zu
N D
ZL
(EXi2
i=1v=1
N
E(XjvXj/42) = ET(1.4)
N D -1/2
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where N is the number of electrons and Z is the nuclear charge.
Eq. (1.4) is awkward, so we recast it into a form that is more convenient for
work in the large-D limit. To begin, we utilize the assumption of zero angular
momentum. This restriction gives the tremendous benefit that the wavefunction
depends on only internal degrees of freedom. Thus, we are able to transform the
Hamiltonian from Cartesian coordinates to internal coordinates. For example
in helium, we have three coordinates. These three coordinates are the distance
between the nucleus and one of the electrons, p1; the distance between the other
electron and the nucleus, p2; and the angle defined by the electron-nucleus-
electron vertex, 012.
After the transformation to internal coordinates, the next step in recasting
Eq. (1.4) is to remove the first derivative terms in the Hamiltonian. This is done
by applying a unitary transformation that replaces the original wavefunction If
with the probability amplitude 4). Continuing with helium as our example, this
is done with the relationship
(pip2)(D-1)/2(sin 012)(D-2)/2T. (1.5)
This transformation splits off a piece of the original kinetic energy in the form
of a generalized centrifugal potential energy term which is added to the original
potential energy. The result is a new effective kinetic energy and a new effective9
potential energy. More specifically, this generalization to D-dimensions creates a
Hamiltonian with three parts: a kinetic term, a centrifugal term and a coulombic
term. For the many-electron atom, these are, respectively,
T
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In Eq. (1.6), the internal coordinates used are pi, the distance between the
nucleus and the ith electron, and -yii, the cosines of the N(N1)/2 angles
defined by the electron-nucleus-electron vertices. In this notation, 1/pii= (pi +
2pipj-yi,)-1/2,r is the Gramian determinant V) I-yi31for all N
electrons and F(z) is the Gramian with the row and column for the ith electron
deleted (Gantmacher, 1959).
In Eq. (1.6), distances are measured in the reduced units of Q bohr radii
and energies in units of 1/Q hartrees, where Q = 4 (D1) (D2N1). Thus,
rather than a scaling using factors of K2 (the one-electron case), we use Q. As
usual, N is the number of electrons and Z is the nuclear charge.
The dimensionality only appears in the kinetic term, in the form of Q, which
because of its position may be viewed as an effective mass that moves in the
effective potential, U + V. At large but finite D, the system fluctuates about10
the minimum of this effective potential. In the D>oo limit, T= 0 and there
are no fluctuations.
In Chapter five, the solution to the Doo atom; i.e., the minimum of
U + V, is discussed in detail.For our present purposes of only introducing
the Doo atom, we point out that the solution for many atoms has maximal
symmetry, with all the pi equal at the global minimum, while for other atoms
the symmetry is broken, with a few of the pi much greater than the rest. When
symmetry is broken, the difference in energy between the global minimum and
the totally symmetric state, which is always a local minimum,appears to never
exceed 0.3%. Thus, since this error is small compared to the effects of ignoring
all higher order terms in 1/D, we always assume total symmetry. This places
the electrons equidistant from the nucleus and equidistant from each otheron
one N-dimensional spherical shell.
Total symmetry greatly simplifies the problem of visualizing electronic struc-
ture; however, without shell structure, we have an extremely poor model of D=3
atoms. Moreover, the minimum of U +V,from Eq. (1.6), gives energies in units
of 1/S2 hartrees, and ci = 4 (D 1) (D 2N 1) is negative for D < 2N +1; thus,
we have no binding energy for any atom at D=3! These observations indicate
that the single scaling performed so far is quite inadequate fora many-electron
atom.
52 was chosen to scale energies and distances because it eliminates all di-
mensional dependence from the effective potential, U + V. To calculate realistic
D = 3 results, however, it is necessary to eliminate as much dimension depen-11
dence as possible from the final solutions themselves. Returning to Eq. (1.3)
for the hydrogenic atom, we see that v2 is an appropriate factor for removing
dimension dependence from the energies of electrons with principle quantum
number n. Thus our strategy will be to partition the energy into contributions
which can be associated with different values of n, i.e., shell energies, and scale
each of these by the corresponding v2 scale factor.
As to our choice for the total energy contributions from the various shells,
we use the successive shell ionization energies. That is, if there are Nn electrons
with principle quantum numbers less than or equal to n, then the totalenergy
attributable to shell n is the difference in energy between ions with Nn and Nn-1
electrons. The atom's energy is then found by summing these shell energies.
Mathematically, we have
nx--%max [E(Nn,Z)(1Vn-17 Z)] E(N,= (142,v )2
n=1
(1.7)
In Eq. (1.7), E(N, Z) is the approximation to the finite-Denergy,(N, Z) is
the Doo energy, and mina.is the principle quantum number of the outer-
most occupied shell in the atom. In the literature, finite-D energies computed
in this way are termed "post-scaled," since the energy scaling is applied after
minimization of the Hamiltonian.
E(N, Z) is given by
3
1
1
E(N Z) =
2
(N )Z2
1
N
T (1.8)12
where e is the smallest positive root of 8NZ2e2(2e)2= (Ne)3.Thus,
Eq. (1.7) is an analytic expression for the total energy of any fully correlated
atom. In addition, Eq. (1.7) is in error by only about 3% (Loeser, 1987).
Examples and Illustrations
The aspects of Eq. (1.6) that need to be explained before we go on to the
problems dealt with in later chapters are
the interplay between the ratio of Gramian determinants in U and the
1 /Pik terms in V and
the ratio of Gramian determinants itself, r(i)/r.
To understand the interplay between U and V, we write out the Hamiltonian
for helium. For this case, the full Gramian is F =
1712
.Crossing out the
7121
first row and column yields I'm = 1. Similarly, crossing out the second row and
column yieldsp(2)= 1. Thus, for helium we have
U + V =
2pi1,112
1 1 1 1 2 2
2 1
Y12+
2P2 11,12 112 IP1P2(P? + A- 2p1p2712)1/2
1
(1.9)
Solving the determinants and factoring yields
U+V=
2 2 1
2pip2111i2 P1P2
+
(P1 + P22P1P2712)1/2
.(1.10)
This is the Doo Hamiltonian, and it is solved by minimization.
From Eq. (1.10), we see that for fixed radii the centrifugal potential has a
minimum at 712=0 (i.e., 012 =90°), while the coulombic potential is minimized13
at 712 = 1 (i.e., 012 = 180 °).It therefore isn't hard to see that the global
minimum of Eq. (1.10) will occur at some 012 in the range 90° < 912 < 180 °; in
fact, the minimum occurs at 012 = 95.3° for helium. Along with this competition
between centrifugal and coulombic angular terms, the radial terms also counter
each other. To see this, we invoke our assumption of total symmetry,so that all
pi are equal and we have p = p1 = p2. Using this simplification, the centrifugal
potential favors pKx), from fundamental physics, while the coulombic potential
favors p-4).
In order to better illustrate the interplay between U and V we doa sim-
ple example that examines the angular terms. Using Eq. (1.10),we treat the
interelectron potential as a perturbation. The strength of the perturbation is
given by A. When A is zero, the electrons do not see each other. As A increases
towards one, the strength of the interelectron repulsion increases, and at A= 1,
the coulombic potential is fully felt by the electrons. Also, we setp = p1 = p2
and, since we only have one interelectron angle, we drop the subscripton 712.
With these changes, Eq. (1.10) becomes
U + V =p2(1
1
,),2)
4
+A
1
p 2)1 /2
Figure 1.1 is a series of plots showing Eq. (1.11) versus 0, the angle between
the electrons, for different values of A. The value of p is one. At A= 0, there is
no perturbation, and so we have a pure 1/(1 cos20) centrifugal potential whose
minimum is 90°. As A is increased to one, the perturbation shifts the minimum
up, and over to 0 = 98°.an
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Figure 1.1: The dependence of the model potential, Eq. (1.11), on the angle
between the electrons as the strength of the coulombic term increases. For these
plots, p = 1.
Most of us are not accustomed to interelectronic angles of 90°-98°, as in
Figure 1.1. Intuitively, 180° between electrons, due to charge repulsion, seems
more reasonable. However, the behavior in Figure 1.1 is supported by D = 3
experimental results. X-ray and high-energy electron scattering intensities have
been used to calculate average interelectron angles by statistical methods. For15
atoms in the first row of the periodic table 0 varies from 90° to 95° (Thakkar,
1982).
The behavior of the model potential in Eq. (1.10) may be understood further
by examining the series expansions of the centrifugal and coulombic terms. The
\. Taylor expansion of (172)-1 is 1 0(,),4)The Taylor expansion of
(1.7)-1/2 is 1+7 + 0 (-y2) . Thus, the angular terms in the DK>o Hamiltonian
create fundamentally a quadratic potential influenced by a linear perturbation.
The other unfamiliar element of the D>oo Hamiltonian, besides the inter-
play of U and V, is the the ratio of Gramian determinants, r(i) /r. Physical
insight into this ratio is gained from the relationship pi Vr/F(i) = hi where
hi is the shortest distance from a specific electron to the hyperplane of the
other N1 electrons (Gantmacher, 1959). That is, the centrifugal potential
of each electron is proportional to 1/1q. With the centrifugal potential of each
electron proportional to 1 /h?, then the closer any specific electron is to all the
others, the greater the centrifugal effects (0 + 90°, pco). The relationship
pi Vr/F(i) = hi is illustrated in Figure 1.2.Nhyperplane of the
other N-1 electrons
16
Figure 1.2: Physical representation of pi N/r/r(i) = hi where h is the shortest
distance from a specific electron, i, to the hyperplane of the other N-1 electrons,
pi is the distance from the nucleus to this same electron and 9 is the angle
between the electron and the hyperplane of the other N1 electrons.
As the final point of this chapter, we illustrate the broad computational
connections between dimensional scaling and the orbital approximation. This
is done because a great deal of this dissertation explores the relation between
dimensional scaling and more popular calculation methods.
A graphical representation of the connections between the 1/D expansion
and more traditional electronic structure methods is shown in Figure 1.3.In
this Figure, the axes are 1/n, where n is basis set size, 1/D, where D is dimen-
sionality, and A, a perturbation parameter describing the degree of correlation
(A = 0 being the Hartree-Fock approximation). Correlated electronic structure
results are commonly obtained by performing a low-order perturbation expan-
sion (Moller-Plesset expansion) using a finite basis set. This is shown at (a). The
three balls indicate three different basis sets, and the arrows (a) indicate the use
of a perturbation expansion to approximate the fully correlated (A =1) solution
for each basis set size. From the results at several basis set sizes, an infinite17
basis size value is extrapolated (arrow b). Thus, by means of two extrapolations
we arrive at an estimate of the real-world result.
The real world
n =o, D=3,
A=1
1/3
1/D
A.
1*
(b)
0
(a)
Ltd
Figure 1.3: Graphical representation of the connections between dimensional
continuation methods and more traditional methods for the treatment of electron
correlation.
The dimensional scaling approach to the solution is very different. The
D --4 oo limit can be treated exactly without basis sets and with full correlation.
This is indicated by the asterisk in the Figure.Formally, real-world results
are obtained from the D ---> oo limit by means of a 1/D expansion (arrow c).
In practice the 1/D expansion is too poorly convergent for actual use, and a
scaling procedure like that described above is necessary. Thus the extrapolation
indicated by the (c) arrow is not an easy one, but it remains in many respects18
a much more direct approach to fully correlated electronic structure than that
of conventional methods.19
CHAPTER 2:
HELIUM'S CORRELATION ENERGY MODELED
WITH PARTICLE-IN-A-BOX WAVEFUNCTIONS
Introduction
We mentioned in the last chapter that the Hartree-Fock (HF) approxima-
tion, with its incomplete treatment of electron interactions, is a common start-
ing point for the description of atomic structure. In addition, we pointed out
that since many chemically significant quantities are often poorly approximated
when electron interactions are poorly modeled, some type of correction to the
HF treatment is frequently required.
The error in the HF approximation results from the electrons' avoidance of
one another due to their like charge. The electrons stay apart by correlating their
motions. This correlation lowers the total energy of the atom. The difference
between the total energy and the HF energy is the correlation energy.
In atoms, the correlation energy has two components:
Radial correlation describes the in-out motion of the electrons. Funda-
mentally, if one electron is near the nucleus, the second is farther out.
Angular correlation describes the angle between any two electrons. Ba-
sically, when electrons correlate, the angle between them tends to open up.
Intuitively, one would expect the angle to open all the way to 180°, but from
Chapter one, we know that it opens just a little wider than 90°.20
Several papers in The Journal of Chemical Education discuss undergraduate
projects dealing with correlation energy (Snow and Bills, 1975; Montgomery,
1977; Harriss and Rioux, 1980; Li, 1987; Harbola and Sahni, 1993). However,
the calculations usually involve advanced mathematics and the heavyuse of
computers, and so are typically left to graduate students.
In an effort to make correlation energy calculations more approachable to
undergraduates, we present a simple model of the helium atom; and thenuse this
model to explain the two computation schemes science studentsare most likely
to encounter (Weida et al., 1992; Christoffersen, 1979). Specifically, Rayleigh-
Schrodinger perturbation theory and configuration interactionare examined.
The Calculation of Electron Correlation
It is straightforward to write down the D =3 Schrodinger equation for any
atom; it is just
i=1
vi2
Z=riE1 -)T = ET,
z-=-1 j=i+1Tii
(2.1)
using atomic units and assuming an infinitely heavy point nucleus.
Today there are several widely used computer programs that doa good job
of providing approximate solutions to Eq. (2.1). But one facesa wide range
of choices as to how the calculations are to be done. The simplest level of
calculation is a self-consistent field or Hartree-Fock calculation. This is the level
at which we can talk about electrons as occupying orbitals. Thus, we say that the21
helium atom has the configuration 1s2, the lithium atom has the configuration
1s22s, etc.. Chemists think in terms of orbitals, and they providea very good
picture of atomic structure. However, they are only an approximation because
they ignore correlation.
The reason this approximation is incorrect is that an orbital is really the
eigenstate of an electron in the averaged field of all the other electrons. This
averaged field is a fiction, introduced for the conceptual and computational
simplifications which it affords. In reality, two electrons avoid each otherupon
close approach. This, or rather its quantum equivalent, is something that is
not and cannot be represented within the orbital picture. As a result, accurate
quantum chemical calculations which take electron correlation into account must
go beyond the orbital approximation.
The two basic approaches to the correlation problem are configuration in-
teraction (CI) and Rayleigh-Schrodinger (RS) perturbation theory. Both correct
the Hartree-Fock solution by including electron correlation effects. They do this
by mixing the HF solution, which consists of a single configuration (assignment
of electrons to orbitals), with other configurations. Consider heliumas an ex-
ample. The Hartree-Fock solution places the two electrons in the lowestenergy
orbital, WHF = 1s2. Correlation is introduced by mixing this with (using it in
a linear combination with) other configurations, such as 1s2s, 2s2:
11 = 1s2 + cils2s + c22s2 +.... (2.2)
The coefficients (c1, c2, ...) in the expansion are determined by variationalmeans
in the CI approach, and by perturbation theory in a RS treatment.22
Although the simplest system in which to study electron correlation is the
helium atom, even here the calculations are difficult enough that the details
can hinder understanding. To avoid this, we will perform restricted calculations
in which the two electrons of the helium atom are constrained to move on the
surface of a sphere. This renders the problem simple enough to do moderate-
size configuration interaction calculations, and to perform second- and third-
order Rayleigh-Schrodinger calculations, in both cases without getting lost in
the details.
Review of Helium
How does one write down a wavefunction for the helium atom ground
state?First, this is a singlet state, so the spin portion of the wavefunction
is [a(1)0(2)0(1)a(2)] /-fi We will assume that this spin function multiplies
all wavefunctions we write down, and not deal with it further. The true spatial
wavefunction is W(ri,r2), and is therefore a function of six coordinates. These
can be taken to be the Cartesian coordinates (xi, Yi, zi,x2, Y2, z2)or the spher-
ical polar coordinates of each of the two electrons. It is better, however, to use
three coordinates which describe the positions of the electrons relative to the
nucleus and to each other(rl, r2,0), and three coordinates which describe the
overall orientation ((), (I), 'P). For the ground state, the wavefunction is spher-
ically symmetric, so it depends only on the internal coordinates.Thus, the
wavefunction can be writtenT(ri, r2,0)(Breit, 1930).23
In the HF approximation, the helium atom ground state has the two elec-
trons in 18 orbitals. That is, we say thatcan be represented as ep(ri)co(r2)
The problem of writing down the wavefunction is reduced to one of writing down
an orbital cc. Several simple approximate forms for cp are the following:
(i)v(r) =C-2r
(ii)(p(r) =1.6875r
(iii)co(r) = r-0.0451.6116r
(iv ) () = e1.4546r0.6034e-2.9156r
Each of the numerical values (-1.6875, -0.045, ...)is a parameter that has been
variationally optimized (varied until the total energy is as low as possible).
Function (i), which contains no parameter, is just a hydrogenic orbital for nuclear
charge 2; it would be the correct function to use if the electrons somehow didn't
see each other. Function (ii) has a single parameter, which may be understood to
be an effective nuclear charge. Function (iii) is a single orbital, two parameter
wavefunction.Finally, function (iv) is a linear combination of two different
exponentials. Functions (ii) and (iv) are the simplest examples of "single-zeta"
and "double-zeta" orbitals.
The four functions contain increasing numbers of parameters, and give in-
creasingly accurate estimates of the energy. The energies are plotted in Fig-
ure 2.1a.It can be seen from the Figure that the energies are converging
quite rapidly to a certain value. This is the Hartree-Fock limit energy, EHF =
2.86168 hartrees, which is the lowest energy that one can obtain within the
orbital approximation. The missing correlation energy isEcorr = EexactEFIF = 0.0420 hartree.
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(2.3)
In CI this error is removed as the wavefunction is mademore and more
flexible, while in RS perturbation theory the error is removed by computing
corrections of higher and higher order. Both methods converge to the correct
answer, as shown in Figures 2.1b and 2.1c.
Examining the wavefunction, rather than the energy, the effect of the Hartree-
Fock approximation can be seen in Figure 2.2. This Figurecompares the radial
and angular probability distributions obtained from exact and HF wavefunc-
tions.It shows that the HF approximation does a very good job of modeling
the radial distribution, but fails for the angular distribution.-2.750
-2.904
1 2 3 2 3 4 5 6 1 2 3 4 5
Number of Parameters in Wvfn. Number of Configurations Order of Perturbation Theory
(a) (b) (c)
Figure 2.1: Convergence of methods. (a) Convergence of Hartree-Fockenergy using wavefunctions with 0, 1, 2
and 3 parameters (Snow andBills, 1975; Parr, 1972). (b) Convergence of CIusing best possible configurations
(Ahlrichs et al., 1966). (c) Convergence of RS seriesthrough RS5 (Byron and Joachain, 1967).1.0
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Figure 2.2: Electron correlation in helium. (a) Radial correlation. The two plots are almost identical (Snow
and Bills, 1975; Pekeris, 1958). (b) Angular correlation. The HF curve is sing with its maximum at 90°. The
exact curve peaks at about 98° (Chandrasekhar et al., 1953).Fig. 2.2a shows the radial probability distribution
00
Ph) dr2 dOri2r22 sin 01ki(ri, r2, 0)12 ;
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(2.4)
i.e, the probability that an electron will be found at a distance r1 from the
nucleus. Fig. 2.2b shows the angular probability distribution
1 P(9) =fdrif dr2r12r22sing 1T(ri,r2,u
m
)1
2
; (2.5)
i.e., the probability that the angle between the electrons is 0. The HF wave-
function is independent of the interelectron angle, so its angular probability
distribution is simply sin 0.
As we have mentioned, electron correlation is the ability of the electrons to
avoid one another as they move around the nucleus. It is the preference for one
electron to be closer to the nucleus if the other is far away, or the preference
for the two electrons to open up the angle between them. It isn't hard to see
that a wavefunction of the form T(ri, r2, 0) allows for such correlations, whereas
one of the form cp (r i)cp(r 2) does not.(It's actually a little surprising that the
Hartree-Fock wavefunction does as well as it does, giving an error of only 1.5%
in the energy, since it doesn't allow correlation.)
The Model
For helium, Eq. 2.1 reduces to
( 1
\71
2 1 2ZZ 1
+)T = E.
r2rig
(2.6)28
We will make two quite bold approximations to simplify the analysis of this
equation. The first is to limit the motions of the two electrons to the surface of
a single sphere. The radius of the sphere will be chosen to be that of maximum
probability. This approximation reduces the number of degrees of freedom from
three (rl, r2 and 0) down to one (0). The second approximation involves the
form of the basis states. The true basis states for the problem of two particles
on a sphere can be written down, but these involve special functions, and lead
to hard integrals. Our second approximation will therefore be to replace these
by simpler functions, namely particle-in-a-box states.
The two approximations each introduce serious errors from a quantitative
point of view, though in opposite directions. As a result, the numbers thatcome
out of the model are quite good approximations to those obtained from far more
elaborate calculations. The cancellation of errors is actually not fortuitous. It
results from the fact that the second approximation undoes the most serious
error introduced by the first. The details of this cancellation are not important
to the primary purpose of this chapter, which is to see the most common ap-
proaches to electron correlation (Rayleigh-Schrodinger perturbation theory and
configuration interaction) within the context of a simple model. Thus,we defer
discussion of this cancellation to the end of the chapter. However, itmay be
useful to keep in mind that the model is not as crude as itmay first appear!
The straightforward simplifications are done first.Limiting the two elec-
trons to the surface of a sphere fixes the atomic radius and thus simplifies the
potential energy terms of the Hamiltonian. That is,and
ZZ 2Z
rir2 R
1 1 1 1 = =
T12(ri + 7-32r1r2 cos 0)1/2R[2(1cos 0)11/22R sin 10.
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The kinetic energy terms of the Hamiltonian are not so facile.For clar-
ity, we temporarily reintroduce h and m (both of which are unity in atomic
units) so the kinetic energy is p2/2m for each electron. De Broglie showed that
an electron's wavelength, A, is related to its momentum, and thus its kinetic
energy, by Planck's constant, A = hip. Now, consider an electron with principle
quantum number n. Since we have fixed the radius, our model is really only ap-
propriate for electrons in radially nodeless orbitals such as ls, 2p, or 3d. These
are the subshells that correspond to circular (rather than elliptical) motion in
the old quantum theory. We assume that, to avoid destructive interference, the
electron forms a standing wave along its circular orbit (Rioux, 1973).Thus,
271-R = nA = nh/p and so in atomic units, p= n/R (Gomez, 1992).
Returning to the two-electron case, consider a helium atom in which both
electrons are in radially nodeless orbitals. That is, consider a state such as 1s2,
2p2 or 3d2.For these states, combining our approximations, we can rewrite
Eq. (2.6) as
(
22Z 1
R2R+2R sin0
ET. (2.7)
Derivative-free Hamiltonians like that in Eq. (2.7) have been used before to
study the helium atom (Kregar and Weisskopf, 1982; Gomez, 1992), though not30
for purposes of treating the electron correlation. In order totreat correlation,
we need to go back to a differential Hamiltonian. There is no unique way to do
this, but one avenue is to recognize that the kinetic energies n2/R2 in Eq. (2.7)
are precisely the eigenvalues of the particle-in-a-box Hamiltonian
1d2 f0if 0 < 0 < ir; delB ( 0 )where B(0)loootherwise.
(2.8)
Our second approximation will therefore be to adopt thisas the kinetic energy
operator. That is, the basic Schrodinger equation of the model will be
( 1d22Z 1)
W
R2 c102R2R sin 10= ET,
2
(2.9)
where from now on the hard walls at 0= 0 and 0 = r are understood. As we
have already mentioned, the substitiution we have just made counteracts the
first approximation (confinement to a sphere). However,we continue to defer
discussion of this. For now we will just accept Eq. (2.9), anduse it to study the
correlation problem.
Rayleigh-Schrodinger Perturbation Theory
For a perturbation treatment of this problem, we must break up the Hamil-
tonian into two pieces,
fl-fpill. (2.10)
Here H° is the "unperturbed" part and H' is the "perturbation." There
is usually no unique way to break up the Hamiltonian. In general, however,31
one tries to make H° simple, and H' small. Our choice for the unperturbed
Hamiltonian will be
Fr 1d22Z/ 1\
R2 d02R\ 2R sin10 / ' 2
(2.11)
where the angle brackets denote the average value. To construct this average, we
will use the probability distribution for the ground state of the particle-in-a-box,
namely P(0) = (2/7r) sin2 0:
r (2/r) sin2 0 8
K2Rsin 164)Jo 2R sin --- 0 3urR
With this choice, the perturbation is just
fpfi"40 1 8
2R sin 103R-R
(2.12)
(2.13)
The starting point for a perturbation calculation is the set of eigenfunctions
and eigenenergies for the unperturbed part of the Hamiltonian. Because of our
simple choice for ft°, these are easy to write down. In fact, the eigenfunctions
are precisely the particle-in-a-box states:
1Z)=-\/n- sin nO, (2.14)
because ii° is just the particle-in-a-box Hamiltonian shifted by a constant (since
Z and R are fixed values, and the averaging in Eq. (2.11) has removed all
dependence on 0). The corresponding unperturbed energies are the particle-in-
a-box energies shifted by the same constant:
n22Z 8
R2R+37R
(2.15)
We consider briefly the correspondence between the states of the model
and those of a conventional description (that is, a description in terms of con-32
figurations like 1s2 and ls2s).Since the model confines the electrons to the
surface of a single sphere, there can be no real representation of orbitals which
have radial nodes. Thus the only possible orbitals are those with £= n1
that is, a = is, 2p, 3d,....(Before the invention of quantum mechanics, these
were considered to be the circular orbits, whereas other quantum number pairs
described elliptical orbits.) Also, since the ground state of a two-electron atom
is spherically symmetric, the only possible configurations that can contribute
are those in which both electrons are assigned the same angular momentum,
since these are the only ones that can give no net angular momentum. Thus the
allowed configurations have Li = £2that is, ne = 1s2, 2p2, 3d2,...,where
in all cases these are 1S states. (In the old picture, these states were the ones
in which the electrons circled the nucleus in opposite directions, yielding no net
angular momentum.)
In the model, the states '/413) clearly have more and more nodes with respect
to 0, the angle between the electrons. The same is true of the conventional
states ne (though this is much harder to see). In fact, there is a one-to-one
correspondence between the states of the model and those of the real atom,
77/4°) nee. In particular, the unperturbed ground state 1/4°1 corresponds
to the configuration 1s2.That is, Or is uncorrelated, and as we compute
corrections with either perturbation theory or configuration interaction, we will
be introducing correlation.33
In perturbation theory all results are expressed in terms of the unperturbed
energies 4°) and integrals involving the unperturbed states 7/4°) and the pertur-
bation H',
H'
f 1P2)* II'Si°)72r f:m62Rsinsiln
n9
d9 mn
8
(2.16)
37R
What makes the whole approach workable is that, if the unperturbed Hamilto-
nian (and therefore the unperturbed states) are simple enough, these integrals
can be performed, and then used to compute systematically an expansion for
the exact energy:
En = E'i()) + ES,1) + E,i2) + E.,.3) + , (2.17)
where the corrections are given by
E,1)= H'im
_K2)
Hcri Hrni
E,T)ES,?)
H'(H'nq (5mqH:in) Hqc,
rnOnen(e)E2)) (E,C,,°)EV))
(2.18)
Each summation extends over all possible states.However, in practice one
usually finds that high-energy states contribute relatively little.This is both
because the lircintegrals in the numerators become small, and the 4°)E2)
differences in the denominators become large, as m increases. Thus the sums
can be truncated. We will look at the effects of truncation in our results.34
We are interested in the ground state correlationenergy. Remembering that
we identified Ef) with the uncorrelated energy, the correlation energy must be
Ecorr =>_E'Vc) (2.19)
This sum, too, is an infinite one, and needs to be truncated. In fact thesum is
often truncated after only one or two terms (first-or second-order perturbation
theory). In recent years, however, it has becomecommon to carry calculations
of correlation energies to higher order. We willcarry the calculations in our
model through fifth order, and look at the effects of truncation. (The formulas
for e) and 45) are messy, but can be found in the chemical literature.)
Before going on with the calculations, we will finally determinea value for
the sphere radius R. A value could be chosen on the basis of experimentor
an accurate conventional calculation. For example, one could choose the most
probable distance of either electron from the nucleus, which for the helium atom
is approximately 0.606 (Chandrasekhar et al., 1953).To keep the model self-
contained, however, we will choose the radius to be that which minimizes the
unperturbed ground state energy Ei
(o)
.Using Eq. (2.15), the value for helium
(Z = 2) is
R = 2(2Z 8 = 0.63468.
37r)
(2.20)
Note that this is fairly close to the experimental value. We willuse this as the
value for R from now on.
With this value for R, the unperturbed energies in Eq. (2.15) become
=0.20141(n22), (2.21)and the integrals in Eq. (2.18) become
Hain -=. 0.50152
io
' sin m0 sin nO
dO1.33740.
sin 10
These integrals over 0 are given by (Beltrame, 1994)
r sin me sin nO
J0 sin Y
m +n -1
clO = 2
1
z-s2P + 1'
P=rn-nl
The HLn values obtained for 1 < m, n < 5 are given in Table 2.1.
Table 2.1: Values for H :Tin,Eq. (2.22).
m1 n > 1 2 3 4 5
1 0.00000 0.53496 0.34390 0.25474 0.20264
2 0.53496 0.34390 0.78970 0.54654 0.42309
3 0.34390 0.78970 0.54654 0.95805 0.69057
4 0.25474 0.54654 0.95805 0.69057 1.08392
5 0.20264 0.42309 0.69057 1.08392 0.80236
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(2.22)
(2.23)
Finally, we can compute the perturbation corrections to theenergy by using
Eq. (2.19). There are really two things that we need toworry about if we are
to obtain a converged result, namely the effect of truncating the perturbation
expansion at some finite order kmax, and the effect of truncating the summations
in the perturbation formulas at some finite state mmax.(Here mmax denotes the
maximum state included in any of the sums in Eq. (2.18).) In this model, it is
easy to look at both effects. The results are summarized in Table 2.2.36
Table 2.2: Estimates of Ecorr for the helium ground state, Eq. (2.19).
mmax kmax
1 2 3 4 5
2 00.038430.036650.036540.03656
3 00.044380.040480.040660.04067
4 00.046120.041430.041770.04177
5 00.046810.041770.042200.04219
It can be seen that the results are converging in both directions. That is, higher
orders of perturbation theory, and higher energy states, are both contributing
less and less.
In Table 2.3 we compare our results using the five particle-in-a-box states
(mmax = 5) to a large scale D =3 perturbation calculation.
Table 2.3: Comparison of Ecorr, Eq. (2.19), to literature values.
kmaxThis paper
mmax =5
Byron and
Joachain, 1967
1 0 0
2 0.04681 0.04804
3 0.04177 0.04091
4 0.04220 0.04212
5 0.04219 0.04188
Exact -0.04204
Our results are surprisingly close to the reference values, considering the simplic-
ity of our model. We present an explanation for this in the Discussion section.
Nontheless, to some extent the agreement may be simply fortuitous.37
Configuration Interaction
When perturbation theory isn't used, studies of electron correlation effects
most often rely on variational methods. These methods are based on a mathe-
matical theorem called the variation principle: Given a wavefunction that sat-
isfies the appropriate boundary conditions (usually the requirement that the
wavefunction vanishes at infinity), then the expectation value of the Hamilto-
nian is an upper bound to the exact ground state energy.
The variation principle for the ground state tells us that the energy of an
approximate wavefunction is always too high. Thus one measure of the quality of
a wavefunction is its energy: The lower the energy, the better the wavefunction.
This is the basis of the configuration interaction (CI) method in which we take a
trial function, which depends on certain parameters, and vary these parameters
until the energy reaches a minimum. This minimum is then our estimate of the
exact ground state energy.
Given an arbitrary trial function which depends on a set of parameters,
there is no simple way to find the values of the parameters for which the energy
is minimized. However, if only linear variations of the trial function are allowed,
i.e., if
N
'ECiSbi
i=1
(2.24)
where Oi is a fixed set of N basis functions, then the problem of finding the
optimum set of coefficients, {c.}, can be reduced to matrix diagonalization. In38
particular, if the basis functions Oi are orthonormal, then the linear parameters
c2 can be determined from the matrix eigenvalue equation
He = Ec (2.25)
where the matrix elements Hij are given by < > and the column vector
c consists of the linear parmetersIn usual two-electron atom calculations, H
is the Hamiltonian in Eq. (2.6).
What makes CI popular is its conceptual simplicity: Diagonalize H. What
makes CI complex is that hundreds of thousands or millions of basis functions
are often needed to produce accurate correlation energies. That is, H is often a
very large matrix.
The cbz's that constitute the approximate wavefunction, 0, are often con-
structed from one-electron orbitals (such as those discussed at the beginning of
this chapter and used in Figure 2.1a). These electron configurations interact
with one another in H as the energy minimium is found. Hence the method's
name, configuration interaction.
In our configuration interaction calculations, the trial function is the sum
of the first five eigenfunctions for the particle-in-a-box:
(2
(cisin 0 + c2 sin 20 + c3 sin 30 + c4 sin 40c5 sin50). (2.26)
7r
The addition of each term to our trial function provides the two electrons with
more variational flexibility. Our model physically describes only angular corre-
lation, and corresponds to the conventional orbital description in the manner
sin 0 4---+ 1s2, sin 20 2p2, sin 30 3d2, and so on.The Hamiltonian matrix is
H=
4/R + Jii
J21
J51
The integrals are
J12
4/R24/R + J22
J15
J25
39
J52 ...25/R241 Rj ,
(2.27)
2 sin mt9 sin nt9
Jinn = dO = 1.00304
1
7r02R sin 19 Z-d2p + p=lmnl
(2.28)
As in the perturbation calculations, R= 0.63468. Jmn values are collected in
Table 2.4.
Table 2.4: Values for Jmn, Eq. (2.28).
mn 1 2 3 4 5
1 1.337400.53496 0.34390 0.25474 0.20264
2 0.53496 1.68130 0.78970 0.54654 0.42309
3 0.34390 0.78970 1.88394 0.95805 0.69057
4 0.254740.54654 0.95805 2.02797 1.08392
5 0.20264 0.42309 0.69057 1.08392 2.13976
As we discussed, diagonalizing the Hamiltonian matrix yields the totalenergy.
The correlation energy is the difference between the totalenergy and 1/R2
4/R + J11.
When we diagonalize the Hamiltonian matrix there is onlyone thing we
need to worry about if we are to obtain a converged result, namely the effect of
truncating the matrix at some finite state. This is in contrast to perturbation40
theory where we also had to consider the effect of truncating the perturbation
expansion at some finite order. In our model, when we truncate the Hamiltonian
matrix at two states (a 2 x 2 matrix) this corresponds to modeling the helium
atom with the 182 and 2p2 configurations. Using a 3 x 3 matrix includes the
effects of the 3d2 configuration, 4 x 4 includes the 4f2 configuration, andso on.
Thus, as we step up in matrix size we include the effects of higher and higher
angular momentum, higher and highervalues. This method corresponds to a
partial wave expansion in conventional calculations (Winter et al., 1970). The
partial wave expansion has been used extensively to explore theconvergence
properties of correlation energy calculations (Jankowski, 1987).
Table 2.5 compares our CI results to a CI calculation done bya conventional
wave expansion. Table 2.5 also lists the maximum value of 0.
These values are comparable to an accurate D= 3 wavefunction (Chandrasekhar
et al., 1953) for which On,,x. = 97.98°.Note the slower convergence for the
wavefunction than for the energy.
Table 2.5: CI Results.
Matrix
Size
Maximum Correlation Energy
This PaperCarroll et al., 1979
Maximum
2 x 2 1 -0.03656 -0.03884 97.58°
3 x 3 2 -0.04067 -0.04109 96.64°
4 x 4 3 -0.04177 -0.04165 95.63°
5 x 5 4 -0.04218 -0.04184 95.98°
Exact -0.0420441
Discussion
The numbers obtained from the model are in good agreement withcor-
responding literature values, in spite of the model's obvious crudeness. The
agreement should probably be regarded with some skepticismthere is cer-
tainly the possibility that the agreement is partly due to luck.However, as
mentioned earlier, there is a reason why the model may be expected to model
correlation effects more realistically than one might anticipate. Wenow turn to
this matter.
Remember that the correlation energy is the error in the energy obtained
from the orbital approximation (the Hartree-Fock approximation), and that the
reason the latter is in error is that it describes an artificial situation where each
electron sees the other electrons only in an averaged or smeared-outway. That is,
the orbital approximation doesn't describe the fact that electrons tend to avoid
each other upon close approach. (It doesn't describe the fact that the value of
the square of the wavefunction decreases when the coordinates of two electrons
approach each other; or in even simpler classical terms, it doesn't describe the
fact that approaching electrons will veer out of each others' way.)
This suggests that what is most important for treating the problem of
electron correlation is a reasonable description of the probability distribution
for the interelectron distance P(r12) at small r12= Irir21. Since P(r12) is
not a familiar quantity to most of us, Figure 2.3 illustrates its behavior for an
accurate helium wavefunction (Zheng, 1991).1.0
0.8
21 0.6
_47
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Figure 2.3:P(r12) as a function of F21 for the wavefunction of Pekeris
(1958).
Generally speaking, the behavior of a probability distributionnear a lim-
iting value is attributable to two effects, namely the behavior of the absolute
square of the wavefunction, and the behavior of the volume element. To see an
example of each effect, consider the probability distribution P(x) for a particle-
in-a-box when it is near one of the box walls, and also the probability distribution
P(r) for a is electron in a hydrogen atom when it isnear the nucleus. In the
first case, the probability distribution P(x) is proportional to 10(x)I2. Forany
state this increases quadratically near either wall (since V) itself, which is a sine
wave, increases or decreases linearly). Thus, if the left wall is at the origin, we
can say P(x) ' x2 for small x. Now turn to the hydrogen atom. Here P(r) is43
proportional to 471-r210(012, where 4R-r2 is the radial volume element (the area
of a sphere of radius r).For a is state OH is finite at the nucleus, so the
behavior of P(r) near the nucleus is entirely determined by the volume element.
Thus P(r)r2 for small r.
It isn't hard to see that the two examples just discussed are quite relevant
to the model described in this paper. In a real atom, P(r12) ^-, rh for smallr12
for the same reason that P(r)r2 in hydrogen: a quadratic volume element
factor multiplies the square of a wavefunction which remains finite as the two
particlesnow two electrons rather than an electron and a nucleusapproach
one another. A model intended to describe electron correlation should also
show the behavior P(r12)ri2.Severe simplifications will often alter the
small-r12 behavior. For example, just confining the electrons to the surface of
a sphere, as in the first of our two approximations, will yield linear behavior,
P(r12) ---, r12. (This would result in large overestimation of correlation energies.)
Similarly, confining motion to just one dimension will generally speaking change
the behavior to P(r12) --, constant.
In the second approximation of our model we have restricted the motion
to one dimension, namely 0. Thus we might initially expect incorrect behavior.
However, when we confined the motion to one dimension, we also introduced
hard walls, as in the particle-in-a-box problem, and this has the effect of undoing
the two steps downward in dimensionality, regenerating the correct small-r12
behavior for the interelectron probability distribution. To see this, note that for
small distances between the two electrons r12Re. (That is, a small distance44
on a sphere is approximately the radius of the sphere times the subtended angle.)
But P(0)02 for small 0, because this is just a particle-in-a-box problem: there
is no volume element, but the square of the wavefunction vanishes quadratically
near the box wall. And so we obtain quadratic small -r12 behavior, as in the
real atom. This explanation, for how we obtain the correct P(r12) behavior for
small-r12, is summarized in Table 2.6.
Table 2.6: P(r12) behavior for small-r12.
Volume element 14'12
Helium rig 12 1
2 electrons
on a sphere 112 1
Our model 1
,,..2rig
The upshot of this is that the model retains the correct form for the proba-
bility distribution as the electrons approach one another. It should be noted that
this arises from the combination of the two approximations, neither of which by
itself yields correct behavior. (For example, simple confinement of the electrons
to a sphere yields P(r12) ^-, r12 for small 7-12.) This is the key to the ability of
the model to yield reasonable values for the correlation energy.
Further indication that our model is realistic is found in the analytic be-
havior of the partial wave expansion. In accurate RS2 calculations, the total
correlation energy converges to the exact result at a rate of t-4 for large £,
where t is the orbital angular momentum quantum number of the one-electron
basis functions (Kutzelnigg and Morgan, 1992). Our RS2 energy converges atthis rate also. To show this, we begin with the RS2 expression:
(Ei
2)=
1J17/12
E(0)40) r-11 1
45
(2.29)
where n is the principle quantum number. Using the relationship ES,°)n2 /R2
2Z /R we have
(E1
2)
Now, using Eq. (2.11),I Jin 12 = I A Tin 12 and
we have
Tin
477,21
4n
For the purpose of partial wave analysis, n = £ + 1 so we write
y + 1)2
E12)=1,2Et(e+ 2)y+ 2)2(Q+ too
(2.30)
(2.31)
(2.32)
(2.33)
Thus, for large £, the convergence is as --2-7,4 4.
In usual correlation energy calculations, the basis set is chosen with an eye
on balancing the difficulty of the matrix elements with the resulting accuracy
of the energy. Our calculations have been based on what might be regarded as
an exceptionally crude basis. However, because the functions are simple, the
matrix elements are relatively easy to calculate, and because they do a good job
of describing the electron interactions, a good estimate of the correlation energy46
is possible. As a result, our model gives students an opportunity to calculate
values that can be compared to the literature without having to resort to the
complexities of usual perturbative or variational calculations.47
CHAPTER 3:
INTEGRALS FOR TWO-ELECTRON ATOMS
Introduction
The last chapter provided a simple example of how atomic correlation en-
ergy calculations are done.Specifically, a Hamiltonian is chosen, a basis set
is chosen, the Hamiltonian matrix elements are solved and then these matrix
elements are used to calculate the correlation energy. In this chapter, we do the
first three of these tasks for D-dependent two-electron atoms, rather than for a
model as in Chapter two. The fourth task, the correlation energy calculation, is
left for the next chapter.
We use the same two-electron Hamiltonian we began with in Chapter two,
that of Eq. 2.6. However, we generalize the Hamiltonian to arbitrary dimension.
The Schrodinger equation for this chapter, written in atomic units, is
(
D 0 D -1/2 -1/2
1.ah 1
D
a2 z[
D
rd
2>-,ar2 2, 07.2Z >--; r'.' i.,-1ii, v=12v v=1 v=1
+ (r 1vr 2 v)2
v=1
-1/2
= E lli . (3.1)
With our Hamiltonian designated, our next task is to choose an appropriate set
of basis functions.
First though, so our basis set choice makes sense, an overview of this chap-
ter and the next is needed. Large-D methods are in many respects "orthogonal"48
to existing methods for treating electron correlation. This is illustrated in Fig-
ure 1.3. This different tack is their primary benefit. However, it is important to
make contact between dimensional scaling and methods in current use. Thus,
in Chapter four, we carry out ab initio calculations using D-dependent orbitals
and configurations. For these calculations at arbitrary D, we need wavefunc-
tions that are correct at large-D and at D=3 so connections can be made. The
next section develops one such basis set.
Basis Set
In the limit of infinite dimension, with appropriate dimensional scalings,
the two-electron atom takes the form of a rigid symmetric structure. The two
electrons are equidistant from the nucleus and have an interelectron angle a
little larger than 90° (e.g., 95.3° in helium). In this limit, all excited states are
degenerate, and instead of orbitals we have a fixed geometry. As we back away
from this limit, and D takes on a large but finite value, the electrons begin to
oscillate as in a symmetric triatomic molecule. At lowest order, the vibrations
are harmonic and are separable in normal coordinates. The normal coordinates
are a symmetric stretch, an antisymmetric stretch, and a bend.
Within the orbital approximation, the two stretching coordinates, rs and
rA, are related to fluctuations in the hydrogenic radii, rl' and 7-3, by a 45°
rotation. Thus, the vibrational eigenstates, involving only the stretching coor-49
dinates, can be related to conventional representations in terms of hydrogenic
orbitals, involving only s orbitals (Loeser, 1984).
Excited vibrational eigenstates involving the bending coordinate 0,on the
other hand, are related to conventional configurations with Li, £20.Also,
since we treat only D-dependent S-states, the orbital angular momentumquan-
tum numbers for the electrons must be equal. This restriction results from our
approximation of spherical symmetry that we discussed in Chapter one. Since
the orbital angular momentum is the same for each electron, the addition ofone
quantum of angular vibration corresponds to n --+ n + 1 andt+ 1 for each
electron, where n is the principle quantum number and £ is the orbital angular
momentum quantum number (Loeser and Herschbach, 1986a). Thus, the purely
angular vibrational spectrum at high-D corresponds to the orbital configuations
of 1s2, 2p2, 3d2, 4f2, 5g2,getc.
Our goal is to shed light on the relationship of dimensional scaling tomore
familiar methods of treating electron correlation. We are not after extremely
accurate energy values.Thus, we limit ourselves to the first four configua-
tions. This basis has the advantage of being sufficiently complex to bring out
the D-dependent behavior, while avoiding the conceptual and computational
difficulties associated with larger bases.
We now consider the basis functions 1s2, 2p2, 3d2 and 4f12 for arbitrary D.
The angular dependence is given by Gegenbauer polynomials incos 0.These
polynomials are an orthogonal set with respect to the volume element, sinD-2 O.50
Combining these polynomials with D-dependent radial wavefunctions gives our
four (unnormalized) basis functions:
Ois2(ri,r2,z,D) = exp [Kz(ri + r2)]
02p2(ri,r2,z,D) = exp [tc2z(ri + r2)/(K+ 1)] (rir2)
03d2(r1,r2, z, D) = exp [K2z(ri + r2)/(K + 2)] x
21 [D(ri r2)2
2r2]
04f2(ri,r2, z,D) = exp [k2z(ri + r2)/(K + 3)] x
[(D + 2) (rir2)33(ri r2)dr3] (3.2)
where r1r2 = (rf + r2r12)/2,= (D1)/2 and z is an effective nuclear
charge. The it terms in the exponentials serve the same purpose as the KIS that
we used in Chapter one's discussion of one-electron atoms. That is, they render
the most probable radius dimension-independent.
We have only singlet states, so the spin portion of the wavefunction is
[a(1)0(2)0(1)a(2)] //. We multiply this spinfunction by all our spatial
wavefunctions.
With the basis set chosen, we move on to calculating integrals, the Hamil-
tonian matrix elements.
Matrix Elements
Applying the Hamiltonian of Eq. (3.1) to our basis functions yields three
types of integrals.Integrals that involve the Laplacians and have the form
G=G(mk2, n12)
=f dpridDr2mk2(ri,r2) x
51
(3.3)
Integrals that involve the electron-nucleus interaction and have the form
Inin =/(mk2, n/2)
J=dpridDr2mk2(ri, r2) x
1/2 D -
2 \ 2 rlv Z r2v
v=1 v=1
1/2
n/2 (ri,r2) (3.4)
Integrals that involve the electron-electron interaction and have the form
1 Jmn, = J(mk2, n/2) =fria3L2(ri,r2)m
2
(ri,r2) ru
(3.5)
where 1/ri2ED
[D
1(ri,,r2i,)2]
1/2
.In these integrals mk2(ri,r2) and
n/2 (ri,r2) are the D-dependent two-electron 1S basis functions in Eq. (3.2).
The first two types of integrals, G and Imp,, are straightfoward. This
is because the operators and the wavefunctions are all for hydrogen-like atoms.
For hydrogen, from Eq. (1.3), we have
(D1)2
2(D2n3)2
(3.6)
in which n is the principle quantum number. By simple scaling arguments:
(T4D))=2z2.E7T) and
MD))=4zZEe). (3.7)Combining Eq. (3.3), Eq. (3.4), Eq.(3.6)and Eq.(3.7)yields
Gnn =
z2(D1)2
and
(D + 2n3)2
2z Z (D1)2
Inn =
(D + 2n3)2.
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(3.8)
We are only concerned with the m = n case. When mn, these integrals are
zero since hydrogen-like wavefunctions are orthogonal.
The Jmn integrals are not as straightforward. At D = 3, one popular pro-
cedure is to separate the radial variables from the angular variables. Then, the
angular integral can be solved using the spherical harmonic expansion
co+I
47rre
< =
1
z=uE2f + 1
Yr' (01,coi)Ytmt* (02,(,02) (3.9)
wherer<andr>are the smaller and larger of r1 and r2, respectively. The
number of terms in Eq. (3.9) that actually need to be considered is limited to
a finite number by restrictions on the angular momentum couplings. When
Eq.(3.9) isused to solve the angular integral, the angular momentum coupling
coefficients that result are found by group theory (Cowan, 1981; Biedenharn,
1961).
The angular portion of the Jmn integrals can also be done by group theory
at D = 4. Unfortunately, there is no similar group theoretic extension to higher
dimensions at the present time (Wulfman, 1971). As a result, instead of the
spherical harmonic expansion, we use the Fourier integral transform method to
evaluate the electron repulsion integrals (Herrick, 1975).53
The D-dimensional Fourier transform of 1/T12 is (Luban and Baram, 1982)
1F[(D1)/2]dt
iet.(rir2)
r122F(1/2)7rD/2 tD 1 (3.10)
Utilizing this transform, choosing t parallel to the z axis, and using only spher-
ically symmetric states, the specific integrals that must be done are
Jmn
F[(D1)/2]
0oD
2F(1/2)7/3/2DC, D 1 fotD-1
D D-1 1 d ria r2D (n., r2)n12(ri,r2) x
fo 1 f dO
2
sinD-2 02e itr2 cos 02
o
dO sinD-2oleitri cos el
The quantity CD is defined as (Hochstadt, 1971)
CD =F(D/2)
271.D12
(3.11)
(3.12)
The angular and radial integrals can be found in integral tables for m=
n = 1.However, when excited states are treated, the angular integrals soon
become too difficult in this coordinate system. In order to continue to do the
matrix elements analytically we follow Herrick and Stillinger (1975) and define
our new coordinate system as
u = r12,
s = T2 + ri,
t = r2ri. (3.13)
The integrands can now be expanded in terms of the functions eics12 SPUqtr
where k is a scale factor. In this new coordinate system the volume element is
dT = u(s2
t2) [(s2
u2) (u2t2)i(D 3)/2dSdUdt, (3.14)54
and all the matrix elements for the ground state energy aresums of
BD(k,p,q,r) =loc°dsfdufdtx
o o
ek. s spotru(s2t2)[(s2u2)(u2t2)] (D-3)/2
F(a)B(q+r+D-1 D 1)B(r+1 D 1).
(3.15)
4ka 2 '2 2'2
In this equation a = p + q + r + 2D3 arid B(b, c) = F(b)F(c) /F(b + c) is the
beta function.
To illustrate this method consider the matrix element (2p211/r1212p2). Switch-
ing to the new coordinate system gives us
02p2 (7. 1,r2, z, D) = exp [k2 z(ri + r2)/(K + 1)] (ri1-2)
eks/2 (s2+t22u2)/4 (3.16)
where k = (D1)2 z I (D +1). With this wavefunction, the unnormalized matrix
element is
1le°
16 Jo
dsJ
dufoudtx
ks (s2+t22u2)2(1/u)u(s2
t2) {1s2
u2)(u2t2)](D-3)/2.(3.17)
Expanding the integrand yields a sum composed of eight BD (k,p, q, r) integrals.
Each one is solved using the beta function expression of Eq. (3.15).
To get the normalization factor, the 1/u term is dropped from Eq. (3.17).
This increases the value of q by one in Eq. (3.15). Thus, the normalization is
simply the eight BD (k, p, q, r) integrals we already have exceptq is increased
to q + 1. This normalization factor is divided into the first result and we have
solved the matrix element.55
What is required is a simple expression for the numerator, which involves
the 1/u = 1/ri2 operator, and for the denominator, the normalization. For the
numerator, Eq. (3.15) simplifies to
Brn(k, p, q, r) = (D1) Dx
F[(D1)/2]F(2D + p+ q + r3)(1/2) i [(D1)/2]
4kaF(D + 1)(D1)-(D/2)i-
And for the denominator
(3.18)
(D1/2)F(D/2)F(2D + p+ q + r2)(1/2).. (D/2)-2422
BP(k,p, q, r) =
Lika- 1 r(D + 1 /2)(D1/2)(D/2)-
(3.19)
Only four matrix elements based on these formulas are available in the liter-
ature. They are1s211/7-1211s2) (Herrick and Stillinger, 1975), (2s211/r1212s2),
(28211/r1212p2) and (2p211/ri212p2) (Herrick, 1975). One reason forso few re-
sults may be that when the integrand is expanded, the number of terms grows
rapidly. For example, (4f211/ri214f2) generates a polynomial of 94 BD(k,p,q, r)
integrals. Computer programs able to manipulate algebraic expressions of this
length are relatively new.
2p2, 3d24 r 2 For our calculations using the {182, 2p2 basis set, eight more
matrix elements are needed. These additional matrix elements were found to be
with
Qmn[(D+ 2rn3)(D + 2n3)]1/2
(rnk211/1-121n/2)= CrnnQrnnRmnSmnTmn
D 1CD-1-2rn-2 (4)-1-2n- 2
Rmn 2 DA-2rn-1-2n-5
i r(D/2 + m + n3/2)r(D + m+ n3/2) Smn =2"i+n- r(D/2)r(D+ 2m + 2n3)
1/2
(n1)! ]r(n m + 1/2)
2(m1)!r(1/2)(nm)!
56
(3.20)
where (m = [(D + 2n3)/(D + 2m3)] 1 /2 Zm)(n = [(D + 2m3)/(D + 2n
3)11/2and the Cmn values are given in Table 3.1.Table 3.1: Cmr, values.
mnCmn
1
1
1
1
2
3
1
D-112
(D - 1)1/2D-1(D + 2)-1/2
14(D - 1)112 D-1/2(D + 2)-1(D + 4)-1/2
224 -1(4D2 + 15D - 7)D-1(D + 1)-1
238 -1(D - 1)112(8D2 + 55D + 27)D-3/2(D + 1)-1(D + 2)-1/2
2412-1(D - 1)1/2(12D2 + 119D + 149)D-1(D + 1)-1(D + 2)-1(D + 4)-1/2
3332-1 (D - 1)(32D4 + 528D3 + 2665D2+ 4092D + 1755)D-2(D + 1)-1 x
(D + 2)-1(D + 3)-1
3432-1(D - 1) (32D4 + 728D3 + 5371D2 + 13960D + 11445)D-3/2(D +1)-1x
(D + 2)-3/2 (D + 3)-1(D + 4)-1/2
44128-1(D - 1) (128D6 + 4896D5 + 72236D4 + 517965D3 + 1877495D2+
3280323D + 2185965)D-1(D + 1)-1(D + 2)-2(D + 3)-1(D + 4)-1(D+ 5)-158
The matrix elements are complicated expressions. To better understand
them, we examine their leading order behavior in D. Also, since our interest is
in connections between D=3 and the Doo limit, we look at high-D matrix
element values.
The D-dependence of the matrix elements, to leading order, is
(mk2IHIn/2) = O(D-in-ml/2). (3.21)
Thus, the ofd diagonal terms provide corrections to the D -4 oo solution. We use
this point in our next discussion, the matrix elements at high-D.
Thinking back to Chapter two: Before we solved matrix elements, we chose
a Hamiltonian. The Hamiltonian's form suggested an appropriate basis set that
was then used to do the integrals. We proceed in a similar manner here to un-
derstand the high-D matrix elements. The difference is that in Chapter two we
used a model Hamiltonian while our work in this chapter uses the actual Hamil-
tonian. To begin, we transform the two-electron atom Hamiltonian, Eq. (3.1),
into a useful form. This is done with the methods from Chapter one:
Eq. (3.1) is written in internal coordinates, rather than Cartesian.
The unitary transformation, Eq. (1.5), which replaces the original wave-
function 4, with the probability amplitude 4), is applied.
The Hamiltonian is scaled so distances are measured in the reduced units
of 1c2 bohr radii and energies in units of 1/K2 hartrees, where K =(D1)/2.With these changes, Eq. (3.1) becomes
1
$82+
a2 1 1a2 11 1 + (+2)--1+(+)[(1.
pip2 ae22 pip2 k
-2) csc2 el [
2k2api.04
ZZ 1 +
P1 P2(Pi + tA2pip2 cos 0)1/2
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(3.22)
By construction our basis set only models angular correlation in the Doo
limit. Thus, we deal with only the angular terms in Eq. (3.22). To bring out
the important angular effects, the following replacementsare made:
P1 =P2 = P = [28-1/21-1
= 90°0
csc2 0= 1 +-02
(1cos 0)-1/2 = (1sin 0)-1/2. (3.23)
The Hamiltonian in 0 is now, up to an overall additive constant,
,, K2 p2 a92p221/2P ( 1sin 0)1 /2 \----...---' ..----.. ,
harmonic oscillator perturbation
(3.24)
where the underbraces indicate that the first two terms constitutea harmonic
oscillator Hamiltonian, while the third term may be consideredas a perturbation
on the oscillator. In this Hamiltonian, K is its usual value of (D1)/2. At high-
D this is well approximated as simply D/2. Using this fact,we emphasize the
D-dependence of the Hamiltonian through a final variable change:
sin 9 =
, 1/2
ic1/2e(h) (3.25)60
Using this expression, the expansion (1 = 1 + 2 + ?;e2...and
approximating 9 by sin O (since 9 is small), the Hamiltonian, to leading order, is
2 ( I.02 1 c2kp
Np2 2 ae2 -I- 2c 23/2
1 32
2/c1/2'8k
_A_
1)
(3.26)
The terms within brackets describe the perturbation and correspond to the 1 /rig
operator in D = 3 calculations. The general expression for this expansion is found
from (1 + x)n = E Gnjxk,
ekF(k + 1/2)
k ) `frz1/2) kT(1/2) kk /2 (3.27)
Eq. (3.26) makes it clear that the zeroth-orderor uncorrelated states are
those of a harmonic oscillator. Thus
ono[2(n-1)(n1)! 71/2]-1/2e-2H,,1 -1() (3.28)
The effects of the perturbationthat is, of correlationtherefore become ex-
tremely simple to evaluate at high D. If we worry only about the leading order
effects, then mk2 and n/2 are coupled by en-ni (wherewe assume n > m), and
the required matrix element is
Kp2 23
2Kp(mk2r(nrn + 1/2)ci-m
F(1/2)(n77)! ic(nrn)/2
1/2
1 1(n1)!r(n m + 1/2)
D(nrn)/2p[2(m1)! F(1/2)(nm)!
(3.29)
in which the basis functions are harmonic oscillator functions, not Slater orbitals.
Eq. (3.29) describes the leading order behavior for high-D matrix elements.
Thus, let's compare Eq. (3.29) to the Doo limit of Eq. (3.20) to verify the
latter and to make connections between D= 3 and the Doo limit. The high-D
limit of Eq. (3.20) is
n/2)=61
lim Kmk211/7-121n/2) = 1im CrnnQmnRmnSrrinTrnn
Dco D oo
1
[2((in + (n)] )(1) x D(7i_ m) /2(1) (
-1/2 (n 1)! F(n m + 1/2)
(3.30) 2(m1)!F(1/2)(nm)!
The only discrepancy between this equation and Eq. (3.29) is that this
equation has ( [((77, + (,)]) instead of 1/p. In the Doo limit both electrons
are equidistant from the nucleus so Cm = Cr, and ([1((m + (a)]) = (cc, the
effective nuclear charge in the Doo limit.At D = 3, the leading order
behavior is hydrogenic so the most probable radius is 1/z. Forany other D,
the scaling by k-2 maintains this relationship. Thus, in the Dco we have
p = 1/(,,, and Eq. (3.30) is identical to Eq. (3.29).
With the matrix elements in hand, we now examine popular methods for
correlation energy in two-electron atoms.62
CHAPTER 4:
RESULTS FOR TWO-ELECTRON ATOMS
Introduction
In this chapter, we employ the integralswe did in Chapter three to better
understand correlation in two-electron atoms. In particular,we examine con-
figuration interaction (CI), multiconfiguration self-consistent field theory (MC-
SCF), and a linear form of the coupled cluster approximation (L-CCA). We also
investigate Rayleigh-Schrodinger (RS) perturbation theory with three different
choices for the unperturbed Hamiltonian, corresponding to three different levels
of representation of the interelectron repulsion within the zeroth-order Hamil-
tonian.
We first discuss how the correlation energy is calculated by each method.
We explained CI and perturbation theory back in Chapter two, butwe examine
these methods again to make it clear how they relate to MCSCF and L-CCA.
Configuration interaction solves for the correlationenergy by first represent-
ing the wavefunction as a linear combination of Hartree-Fock eigenstates. The
expansion coefficients of this trial function are then varied until the lowesten-
ergy is found. Usually the needed equations are written in terms of matrices. In
this form, diagonalization of the Hamiltonian matrix yields both the expansion
coefficients of the trial function and the ground stateenergy. This procedure is63
based on the variational principle (Jankowski, 1987), so CI has the advantage
of providing a rigorous upper bound to the correlation energy. However, it is
not size-consistent, i.e., the energy does not increase linearly with the number
of particles.
MCSCF is a variational technique similar to CI. In an MCSCF calculation
both the expansion coefficients and the forms of the functions being combined
are determined variationally. Because the functions are varied, the amount of
calculation required is much greater for MCSCF than for CI.
In an effort to obtain size-consistent correlation energies, but maintain the
conceptual simplicity of CI, the coupled cluster approximationwas developed
(Bartlett, 1989). As in CI, coupled cluster starts with the Hartree-Fockwave-
function. However, the variational parametersare now in an exponent (since
a coupled cluster wavefunction is obtained from the HF reference function by
using an exponentiated sum of excitation operators, the coefficients of whichare
the variational parameters). One result of this change is that the correlationen-
ergy cannot be found by matrix diagonalization. A system of coupled nonlinear
equations must be solved instead. To facilitate the solution of these equations,
workers often make approximations to the nonlinear terms. The simplest choice
involves simply ignoring all nonlinear terms. The equations that result from this
approximation can be expressed in a matrix form similar to CI. This method is
called the linear coupled cluster approximation (L-CCA).
RS perturbation theory takes a different tack to estimate atomic correla-
tion energies. Instead of using a linear combination of eigenstatesas the starting64
point, as in a configuration interaction or coupled cluster treatment,one eigen-
state and one eigenvalue are used as the starting points in a perturbative treat-
ment. The choice of these known, unperturbed, values determines the method.
For example, Moller-Plesset perturbation theory (Moller-Plesset, 1934) takes the
ground state wavefunction and energy of the Hartree-Fock Hamiltonianas its
beginning points. Regardless of the starting values, however, the corrections to
the atomic wavefunction and energy in RS pertubation theory quickly become
complex. Thus, usual calculations are limited to fourth-order (Kucharski and
Bartlett, 1986). RS perturbation theory is size-consistent but cannot providean
upper bound to the energy (Pop le, 1983).
To apply dimensional scaling to these methods, we generalize the two-
electron problem to a space of arbitrary dimensionality D (whichwe did in
Chapter three), examine the solutions at values of D where it iseasy to inter-
pret the results, and then relate these results back to D= 3. For example, two
values of D that are particularly straightforwardare the Doo limit and the
D1 limit. In the D > oo limit the two electrons in helium localize witha
95.3° angle between them. In the D > 1 limit the two electronsare confined to
a line (Herschbach, 1986).
These limits obviously don't describe atoms in terms of orbitalsvery well.
However, the two simplifying limits, and the smooth variation of the correlation
energy between these limits, create a way to visualize correlation effects. For
this reason, we will concentrate on physical interpretation, leaving the mathe-65
matical connections between the methods to others (Freemen and Karplus, 1976;
2ivkovia and Monkhorst, 1978; Paldus et al., 1982).
Notation
Due to the complexity of the expressions involved in atomic correlation
energy, chemists have worked to develop notation methods that are straight-
forward and illustrate which types of electron interactions contribute to which
expressions. The most common scheme in the chemical literature concerning
electron correlation is second quantization (Jorgensen and Simons, 1981). Thus
we begin with a review of this formalism and its physical interpretation.
Customarily quantum chemistry is based on the replacement of physical
observables by operators that have specific commutation relations. Theprop-
erties of an atom are then calculated by allowing these operators to acton
the wavefunction, 0. This procedure is called first quantization and introduces
a new fundamental constant, Planck's constant, into the problem. In second
quantization the wavefunction is an operator which acts on an abstractspace.
Second quantization does not introduce any new constants andso is regarded
as mathematical manipulation rather than a basic reformulation of how we view
the world (Atkins, 1991).
In the second quantization formulation, the wavefunction for spin-orbital
i, 0i, becomes the annihilation operator, When 027 acts on an orbital
it annihilates the electron in that orbital.In a simliar fashion, the complex66
conjugate of the wavefunction, becomes the creation operator, 0-7.1-.This
operator creates an electron when it operates on an orbital.To add to the
abstraction, V4- andare often expressed in terms of two other operators at
and ai that generate states with quantum numbers differing by ±1 from the
initial state. And finally, the shorthand notation i+ and i may be used (Surjan,
1989).
In Moller-Plesset perturbation theory, systematic corrections are made to
the solution of the Hartree-Fock problem. In order to do this, we need to specify
the ground state and the excited states. In second quantization, we begin with
an abstract space which is empty of electrons. This empty space is called the
vacuum state. For helium we need to create two is electrons, one with spin a
and one with spin 0. We ignore distinctions in spin states (such as 1S, 3P and
1/3) for simplicity and write
W(1°22= a'vac) = HF). (4.1)
To create the doubly excited state, 2p2, we have
11(2°)2 =o-4-otpc,oTssoi-8,11iF). (4.2)
One useful consequence of keeping track of electrons in this manner is that
second quantization provides an operator whose eigenvalue is just the number
of electrons in the system. Specifically, consider the operator
Ni= (4.3)
When Ni acts, the result will depend on whether or not the spin-orbital is occu-
pied. If the orbital is empty, the result is zero sincecannot annihilate from
an empty orbital. If, however, the spin-orbital is occupied, the electron annihi-67
lated byis recreated by zi.)t and the wavefunction is unchanged. Consider
now the operator
(4.4)
where the summation is performed over all one-electron spin-orbitals. Investi-
gating the effect of Ar' shows that its eigenvalue is the total number of electrons
in the system.
Turning to the Schrodinger equation, we have
MI/= ELY (4.5)
where
=14-(°) + (4.6)
Here i/(°) is the zeroth-order (Hartree-Fock) Hamiltonian and A is the strength
of the perturbation caused by the remaining interelectron interactions. With this
choice of f/(°), the perturbation operator, H', describes the electron correlation,
the error in the HF approach.
In the language of second quantization, ft(*) can be expressed as
1/(0)Eeitptipi
where si is the energy of the electron in spin-orbital i.
The zeroth-order solution for helium is then
fi(o)tp(0)
E20,-,E0,7HF)
=>2, Ei0i-.E0i OtsozPit-sa vac)
= 2 eis1400is. vac).
(4.7)
(4.8)68
Thus, in MP perturbation theory the zeroth-order eigenvalue is the sum of the
energies of the occupied orbitals, not the Hartree-Fock energy.
The first-order correction to the energy is E(') = ( H F I Air I HF ) .Since the
Hartree-Fock energy is the expectation value of the full Hamiltonian with the
Hartree-Fock wavefunction, the energy to first-order is precisely the HF energy:
EHF = (HE' 1 fi(°) + ATP IHF) = E(°) +E(1). (4.9)
Using MP perturbation theory, the first-order correction shifts the sum of the
orbital energies to the HF energy.
It is possible to extend the use ofOt andto to find higher order corrections.
The second-order correction involves only doubly excited states as in Eq. (4.2).
The third-order correction treats doubly excited states as well as allowing for
these states to interact. The fourth-order correction includes doubly excited
states, their interactions, along with the effects of single, triple and quadruple
excitations (Kucharski and Bartlett, 1986). However, since our basis set only
contains doubly excited states, our fourth-order calculations do not include these
latter effects.
In sum, the second quantization method provides an excellent notation
system for keeping track of individual electrons. Also, since much of the quantum
chemistry literature talks of single excitations, double excitations and so on, it
is important to understand the notation system these terms refer to.
For the work in this chapter, however, we are more interested in relating the
dimensional dependence of the methods to one another. For this task, matrices69
will serve us better. All methods that we will consider may be formulated in
terms of the Hamiltonian matrix
fi( abt
b C
(4.10)
Here the element a, the vector b, and the square submatrix C, as well as a
number of related quantities that we will be needing, are defined as follows:
a= the ground state Hamiltonian matrix element, i.e., (1s21211,92);
al= portion of a dependent on interactions with the core, i.e., the sum of
the one electron Hamiltonians that describe the electrons' kinetic
and potential energy in the field of the nucleus;
a2= portion of a dependent on interelectron interactions, i.e., the portion of
a dependent on the 1/ri2 operator;
bt row vector of Hamiltonian matrix elements between the ground
state and the doubly excited states;
C = Hamiltonian matrix elements between doubly excited states;
c= diagonal matrix elements of C;
ci= portion of c dependent on interactions with the core, i.e., the sum of
the one electron Hamiltonians that describe the electrons' kinetic
and potential energy in the field of the nucleus;
C2=portion of c dependent on interelectron interactions, i.e., the portion of
c dependent on the 1/ri2 operator;
Identity matrix.70
Using this notation, a compact expression for the CI correlationenergy is
(Szabo and Ostlund, 1982)
Ecorr-bt[CI(aE"7T)]-1b. (4.11)
E"" appears on both sides of this equation so it is an iterative calculation.
However, the results are equivalent to matrix diagonalization.
Setting Ec"r = 0 on the right hand side of this equation yields
-bt [C (4.12)
This is the L-CCA correlation energy (the coupled cluster equations limited to
double excitations, and then further limited by neglecting nonlinear terms). L-
CCA appears to be an approximation to CI. However, it is in several respects
quite different and in some ways better. For example, the L-CCA approach,
unlike CI, is size-consistent. On the other hand, disadvantage
of being nonvariational (Szabo and Ostlund, 1982).
To obtain the expressions for RS perturbation theory (Murray and David-
son, 1992) we let
E(°)= al + ka2
a = al + a2
E(1)= aE(°)
R = (EMIc1kc2)-1
G Cc1kc2E(1)I. (4.13)
Then the pertubation energies through fifth-order may be expressed succinctly
as
E(2)=btRb71
E(3)=btRGRb
E(4)=btR(E(2)I + GRG)Rb
E(5)=btR(E(3)IE(2) (RG + GR) + GRGRG)Rb. (4.14)
In these equations, k is the number of times the interelectron repulsions are in-
cluded in the zeroth-order energy. Thus, k = 0 corresponds to using a core-only
unperturbed Hamiltonian. The k = 1 option corresponds to using the diagonal
elements of the CI matrix. This choice, known as Epstein-Nesbet partitioning
(Claverie et al., 1967), creates energy denominators that are differences in the
expectation values of the actual Hamiltonian for the ground state and the excited
states. The selection of k = 2 corresponds to choosing the unperturbed two-
electron Hamiltonian to be the sum of the one-electron (Hartree-Fock) Hamilto-
nians. The k = 2 perturbation scheme is close to, but not quite the same as, the
Moller-Plesset perturbation scheme. This is because the energies of the excited
state orbitals that are used in the energy denominators are from the CI matrix,
and these differ slightly from Hartree-Fock orbital energies. As E.R. Davidson
(1972) has shown, the definition of the zeroth-order Hamiltonian and the asso-
ciated orbital energies is somewhat arbitrary, so using the CI matrix elements
does not create any fundamental problems. The energy corrections of Eq. (4.14)
can also be expressed in formulas utilizing other operators (Dalgarno, 1961) or
diagrams (Harris et al., 1992).72
The Large-D Limit
In our analysis of the calculation methods, in the following section,we rely
heavily on the large-D form of H. Since we will make constant reference to
the high-D two-electron problem, we present its elementsnow. At high-D, the
matrix elements are calculated using the Eq. (3.26) Hamiltonian,
2( 1
-**-2
32
2 ,a
12kp 1 32D
+23/22k1/2 8/c±
(4.15)
where ,c = (D1)/2, p = [28-1/2]-1 and e=K1/2 sin O. The wavefunctions
are those of the harmonic oscillator
Onl2 = [2(n-1) (n 1)! 7r1/211Hni(0 2. (4.16)
The Hamiltonian matrix elements are composed of four parts:
a) Factors of235-.
b) Coefficients of -12K1/2, 8 d:r7§., etc. depending on which couplings enter.
c) An overall the final energy. np
d) The matrix elements from the harmonic oscillator. We are concerned
with the couplings caused byand e so the needed coupling matrices are
7
\
0
1 0
1
0
31/2
0 \
0
14!212
o
(4.17)
0-77
0
1
0
21/2
0
0 21/2for m =n1 (neighboring states), and
I 0
1
21/20 \
0
3 31/2
2 21 z
21/2
o
0
31/2
2177
5
2
0
0
2
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(4.18)
for m = n (states coupling with themselves) and m= n2 (states which differ
by 2).
To leading order, for k =0, the Hamiltonian matrix is
2 H=
/
2
K1 /2p
32
n1/2p
31/25p
(4.19)
8
3
2
n1/2
21/264,0/2
31/23p
8
.3E
32
31/25p
21/24
5
2
31/2K1/2p
32
31/2n1/2p tcp2
21 24
31/23p
8
7
2 \ 21/264,1/2 32 8
There are two important features of Eq. (4.19). First, note that matrix elements
across any row change by orders of D-1/2. Second, this matrix shows that large-
D is a regime characterized by interstate couplings that are large compared to
interstate spacing. In our discussion, we will return to both points.
With the high-D matrix elements in hand, we are prepared to examine the
calculation methods.Results and Discussion
CI and MCSCF
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In Figure 4.1, the CI correlation energy is plotted as a function of 1/D. The
effective nuclear charge, z, was optimized for the ground state. The optimumz
value for a two-electron atom or ion of actual nuclear charge Z is (Loeser and
Herschbach, 1986b)
z132 -= Z
F[(D + 1)/2]F(D + 1/2)
2F(D/2)F(D + 1)
(4.20)
The z's for all four basis functions were fixed at this value.
For comparison, Figure 4.1 also includes a plot of reference values. This
line is a linear fit to accurate angular correlation energy values for helium at
three points: the Doo limit, D = 3 (Lindgren and Morrison, 1982) and the
D1 limit.Constructing reference values across all dimensions from three
points may seem unwise. However, the total correlation energy for two-electron
atoms is known to be nearly linear across dimension (Loeser and Herschbach,
1985). Also, since our focus is physical interpretation, not highaccuracy, this
reference line will be adequate.
Angular correlation energy, not total correlation energy, is used for refer-
ence because these are the effects modeled by our basis. Remembering back to
Chapter three: Our basis functions are related to the angular coordinate in the
high-D limit.0.035
0.030
0.005
0.000
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Figure 4.1: Correlation energy for helium, calculated by CI,as a function of
11D using the basis set {1s2, 2p2, 3d2, 4f 2 }.
Configuration interaction is based fundamentally onan expansion of the
true wavefunction in terms of the Hartree-Fock eigenstates. By includingmore
and more excited states, a better and better estimate to the true wavefunction,
and thus, the correlation energy, is found. Roughly speaking, electron correlation
shifts the electron distribution, the primary effect being that theaverage angle
between the electrons increases. At high-D, the probability distribution becomes
more and more sharply focused within the space of interparticle coordinates,76
and in the D --4 co limit describes a configuration of three particles with fixed
interparticle distances. Thus, electron correlation is described by a change in the
classical geometry, the dominant change being an opening of the angle between
the electrons.
From the figure we see that the four configuration CI treatment doesa
better and better job of modeling the correlation as D increases, except that
at very high D it becomes useless. We address this turnaround later in this
chapter.
In MCSCF calculations, both the Hartree-Fock basis functions (specifically,
the effective nuclear charges) and their expansion coefficientsare allowed to
vary. The expansion coefficients are found by locating the smallest real root of
the characteristic polynomial given by H. Then, the minimum of this expression
is located by varying the nuclear charges. It has been found empirically that the
optimal MCSCF nuclear charge values for helium can be approximated using
a maximum overlap criterion (Taylor and Parr, 1952) which places all of the
configurations' radial density maxima at approximately thesame value of the
atomic radius.In particular, the expectation values, (rni2), are equalized by
setting the z values to
z2p2 = (D + 1)(D + 2)(
z3d2 = (D + 3)(D + 4)(
z4 f2 = (D + 5) (D + 6)( (4.21)77
where ( = z132/D(D1). Note we do not need to worry about orthogonaliza-
tion of the orbitals, in spite of the use of adjusted z's, because the functions are
angularly orthogonal.
These nuclear charge value provide us with two options for our CI calcu-
lations. We can carry out Slater CI by using the Slater-type orbitals that cre-
ated Figure 4.1 or we can implement maximum-overlap CI by using Eq. (4.21).
Remarkably, given how much more complex MCSCF is than CI, the maximum-
overlap CI basis was found to be as effective as MCSCF. This is shown in
Table 4.1 for the {1s2, 2p2, 3d2} basis set. Since the difference in energies for
the two methods is very small, we can use the much simpler maximum-overlap
CI as a good approximation to MCSCF.
Table 4.1: Ratio of the MCSCF correlation energy, EK,GcF, to the maximum-
overlap CI correlation energy, ETTaxr_overlap ci,for helium at various dimensions,
D.
DEMCSCF/ E "max. overlap CI
1.1 1.03
2 1.03
3 1.03
50 1.01
100 1.00
1000 1.00
Figure 4.2 is a plot of the maximum-overlap CI correlation energy as a
function of 1/D. Results for the three basis sets {132, 2p2 }, {1s2, 2p2, 3d21,
and {1s2, 2p2, 3d2, 4f2} are shown.0.035
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Figure 4.2: Correlation energy for helium, calculated by maximum-overlap CI,
as a function of 1/D. The z's used in the calculations are from Eqs. (4.20) and
(4.21). The basis sets are {1s2, 2p2}, {1s2, 2p2, 3d2} and {ls2, 2p2, 3d2, 4f2}.
The oo behavior is essentially unchanged from Figure 4.1. For interme-
diate-D one can see that the results are dramatically improved relative to Slater
CI. Finally, for D1, we see that all three bases give the same result. This
stems from the fact that for convergence the angular portion of the configuration
space must be covered by a basis that matches the size, or measure, of that space.
For D = 3 the correct basis is the spherical harmonics, for D= 2 it's the circular79
harmonics, and for D =1 it's just {1, sgn}, where sgn is the sign function. The
angular part of our basis functions, at D =1, are
1s2:1
2p2 : r1r2 = ±1
3d2 : D(ri r2)2dr3= 0
4f2: (D + 2)(ri .r2)3 3(r1 - r2)dr3 =0 (4.22)
where r1 .r2=rir2 cos O. Thus, the first two basis functions describe the angular
space at D =1.
One can see that there are two quite distinct regimes in Figure 4.2.At
low-D, maximum-overlap CI works well, but at sufficiently high D the method
becomes useless. Just where the transition takes place depends on the size of
the basis set.Looking at the figure, it appears that the transition between
regimes can be identified with the maximum of the correlation curve.This
occurs at D = 26 for two functions, D = 83 for three functions, and D = 200
for four functions.The reason for the transition can be made apparent by
considering the simplest CI, namely that of two basis functions, in the Doo
limit. Diagonalizing the 2 x 2 submatrix in the upper left corner of Eq. (4.19)
gives the ground state eigenvector
1(1 + 4b2)1/2
4) 2b
0182 + 92p2 (4.23)
where b = k1/2p/8. Note that when D is small, b is small, and when D is large,
b is large. Here
a
01s2 = (Khr)
1/4
e2
1 no2and&p2(K/701/4 (2k) 1/2 6,-1.52
80
(4.24)
Consider now the two regimes. For small D, we have b << 1, and therefore
= 01s2b 02p2.Inserting the wavefunctions and the value of b and then
expanding the exponential,
(I) ti 12 -1KO22-5/2p/c9 (4.25)
which maximizes at 9 = -2-5/2p = -0.107 or 096°, independent of D. This
is approximately correct, and accounts for the fact that with two basis functions
CI works resonable well at low D.
For high-D, on the other hand, we have b >> 1 and so (13= 018202p2. The
same substitution and expansion therefore give
(i) 12 -1 sO2(2/01/2 -, (4.26)
which maximizes at fi =(2/lk)1/2. Thus two basis function CImanages to shift
the probability distribution ever less as D increases. Butas we have seen, in the
Dco limit, the geometry still needs to be changed by a finite amount. This
accounts for the drop-off at large-D in both Slater and maximum-overlap CI.
It can be seen from Figure 4.2 that the problems encountered at high-D
can be postponed by going to larger and larger basis sets.Basically this is
because excited states extend out to larger values of 0. However, the number
of states required to achieve any specified level of accuracy in the correlation
energy increases approximately linearly with D. This is readily demonstrated.
The two-electron atom is basically modeled by the harmonic oscillator at high-
D. Working in reduced units appropriate for the Dco limit (by just ignoring81
the overall factor in front of Eq. (4.15)), the energy levels are at En= n +1,
and the wavefunction probability density is largest at the classical turning point
in the potential well,le2.Equating these quantities yields
.12 i
2s
e = ± (2n + 1)1/2
k1 /26+ (2n + 1)1/2
1
Ti ;--- 42D. (4.27)
For 0 = 95.3° (the D i oo value for helium), a = 0.09, and therefore n
0.002D (at high D).
L-CCA
The correlation energy found by L-CCA, using the {1s2, 2p2 } basis and
adjusted z's, is plotted as a function of 1/D in Figure 4.3.0.035
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Figure 4.3: Correlation energy for helium, calculated by L-CCA, as a function of
1/D. The effective nuclear charge, z, is scaled by a maximum overlap criterion.
The basis set is {1s2, 2p2}.
For this basis, in contrast to CI, there is not a steep dropoff at high-D. The
two larger bases show the same type of smooth increase as in the {1s2, 2p2 }
case at low-D; however, as shown in Table 4.2, the two larger bases do not do
as well at high-D. The {1s2, 2p2, 3d2} basis returns unphysical values with the
correlation energy becoming positive at D = 409. The {1s2,2p2, 3d2, 4f2}83
basis returns a positive value at D = 288, but the sign of the correlationenergy
moves back to negative at D = 760.
Table 4.2: L-CCA correlation energy, E"", for helium at various dimensions,
D. Number in parentheses indicates power of 10 to be included.
{1s2,2p2, 3d2}
D
{1s2, 2p2,3d2, 4f2}
Ec°" D Ecorr Ec''" D
3009.9(-2) 1003.5(-2) 600+5.2(-3)
4001.2(0) 2006.5(-2) 700+1.5(-3)
4081.2(1) 2871.3(1) 759+2.1(-5)
409+1.0(2) 288+7.5(0) 7601.0(-6)
500+1.2(-1) 300+3.7(-1) 8008.0(-4)
600+5.7(-2) 400+3.2(-2) 9002.3(-3)
To better understand this behavior, consider the expression for the L-
CCA correlation energy, bt [CIcdlb. At high-D, for the {1s2, 2p2} basis,
Eq. (4.19) is a 2 x 2 matrix and we have
1/212
bt [CTar lb a I
1 (4.28)
That is, the dimensional dependence of the numerator is balanced by that of
the denominator. However, when larger bases are used,more off-diagonal terms
are incorporated. As a result, the balance is not always maintained, since the
off -diagonal terms have varying D-dependence. This imbalancecauses the un-
physical high-D results in Table 4.2.84
RS Perturbation Theory
Figure 4.4 illustrates the effect of basis set truncationon the RS5 energy
as a function of 1 /D. The RS5 energy, which is the sum of E(°) through E(5)
in Eqs. (4.13) and (4.14), is plotted for the three basis sets, with k= 2. The z's
used throughout the perturbation theory calculationsare those of Eqs. (4.20)
and (4.21).0.035
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Figure 4.4: Correlation energy for helium, calculated by RS perturbation theory,
taken to 5th order, as a function of 1/D. The effective nuclear charge, z, is scaled
by the maximum overlap criterion. The basis sets are {1s2, 2p2}, {1s2, 2p2, 3d2}
and {1s2, 2p2, 3d2, 4f 2 }.
To the resolution of the graphs, k = 0, k =1 and k= 2 exhibit similar behavior,
so only k = 2 is shown. The D --> 1 behavior reflects the fact that only two
basis functions are needed to cover the angular configuration space. Thus, as
with CI, all three bases converge to the same value.For Doo, we have
divergence with the minimal basis, {182, 2p2}, and with the {1s2, 2p2, 3d2}86
basis. Some of the terms which enter at fourth- and fifth-order diverge for these
bases (because of strong off -diagonal couplings, as we discussed for L-CCA). For
example, using the {1s2, 2p2} basis, the fourth-order correction includes terms
with dimension-dependence
ik-11214
CX lc, (K-1)3 (4.29)
which is clearly divergent. With four or more basis functions, however, these di-
vergent terms cancel and we have a finite correlation energy. In general, the most
divergent contributions at kth-order of perturbation theory have dimension-
dependence
[k/2]-Fk lc 1, (4.30)
where the brackets denote the greatest integer not larger than k/2, andone
requires a basis consisting of at least the lowest k states for the divergentcon-
tributions to cancel. Thus, nondivergent results are obtained for RS2-5 for the
{1s2, 2p2, 3d2, 4f2}basis, for RS2-4 for the {1s2, 2p2, 3d2} basis, and for RS2
and RS3 for the {1s2, 2p2} basis.
Although the RS5 values for k= 0, 1 and 2 are nearly identical, how the
energy increments converge in the high-D regime is not. This is shown in Ta-
ble 4.3 for the {1s2, 2p2, 3d2, 4f2} basis. The interesting behavior is that the
third-order correction is nearly zero for the k= 2 case. Similar quickconvergence
for the k = 2 case is found at D =3 (Murray and Davidson, 1992).87
Table 4.3: RS5 energy for helium, at D= 100, 000, by energy increment, as a
function of the number of interactions included in the denominators.
k = 0 k = 1 k = 2
E(2)-0.03124956-0.02892078-0.02691501
EP)+0.00503269+0.00215530+0.00000006
E(4)-0.00090055-0.00024164-0.00007200
E(5)+0.00010454-0.00001054-0.00002378
RS5-0.02701288-0.02701765-0.02701073
To understand this behavior, we return to the perturbed harmonic oscilla-
tor. Constructing the matrix elements for k = 2 results in the expression
E(3)=btRGRb
=
3p(3 1 11)
21/2256 4
+ i + 71 + 71
= 0. (4.31)
Thus, in the D --> oo limit, the third-order effects cancelone another.
Overview
In this section we summarize our results and draw connections betweencor-
relation energy calculations in the D > oo limit and D= 3. Table 4.4 summarizes
our results. The first column lists examples of the calculation methods we have
considered in this paper. For perturbation theory,we only include RS2 so that
it is easier to see the relations between the methods. The second column lists88
the expressions for the correlation energy; and the third column summarizes the
behavior of each method.
Looking at the second column, RS2 to CI forms a series of approximations
that are related by their use of the elements in the Hamiltonian matrix. Moving
from RS2 with k = 0 to RS2 with k = 2, more effects are included in the diagonal
entries of the matrix. Moving from RS2 to L-CCA, all effects involving doubly
excited states are folded into the diagonal (Paldus et al., 1980). L-CCA to
CI involves readjusting the diagonal entries iteratively until self-consistency is
achieved.
Reading down the third column, there is also a progression in the severity
of the problems caused by basis set truncation. When the Hamiltonian matrix
is just in the high-D regime.
with an infinite basis set, the exact correlation energy would be found. L-CCA
first develops problems when H is 3 x 3, but even with an infinite basis, the
exact energy could not be recovered. High-order perturbation theory first has
problems at 3 x 3 while low-order works regardless of the size of H.Table 4.4: Summary of Results.
Example of
Method
Ecorr
Expression
Behavior
of Method
max. overlap CI-bt[C - I(a + Ect)" )] lb
L-CCA
RS2, k = 2
RS2, k = 1
RS2, k = 0
- bt [C - Ia]-1b
- 13t[c + c2 - I(a+ a2)]-1b
- 13t [c - Ia] -lb
- 13t[c - c2 - I(a - a2)]-1b
Convergent for all 3 bases, but
zero correlation energy in the D -, oo limit.
Not convergent for the {1s2, 2p2, 3d2} and
the {1s2, 2p2, 3d2, 4 f 2} bases, otherwise
nonzero correlation energy for any D.
Nonzero correlationenergy for any
for the {1s2, 2p2, 3d2, 4 f 2 } basis.
Nonzero correlationenergy for any
for the {1s2, 2p2, 3d2} basis.
Nonzero correlationenergy for any
and RS3 for the {1s2, 2p2} basis.
D for RS2-5
D for RS2-4
D for RS290
The primary goal of this and the preceding chapter has been to elucidate the
dimension-dependence of correlation methods across the spectrum of D, and not
(as in most dimensional scaling work) to utilize the dimensional limits. However,
we consider here how the D ' oo limit may be used to gain some further
insights into the methods we have been exploring in this chapter, specifically in
connection with the difficulties encountered in finite basis set implementations of
variation and perturbation methods. It should be noted that this is a somewhat
unusual use for the Doo limit, which is usually used to treat correlation
without reference to basis functions at all. (Indeed, that is how we will use it in
the next chapter, where we treat many-electron atoms.)
Generally speaking, the Doo limit interacts quite badly with basis set
expansions. For example, we have seen that configuration interaction with any
finite basis gave vanishing correlation energy in the Dco limit, while per-
turbation theory at fourth-order and higher could give divergent results in the
Doo limit when a small basis set is used. These behaviors are actually very
instructive, for they bring out in a dramatic way and in a simple context some
of the fundamental limitations of basis set expansions.
The perspective on the correlation problem afforded by the Doo limit
is essentially geometric. Quite generally, correlation is manifest as openings of
the angles between the electrons. In particular, for a helium atom, the single
interelectron angle opens from 90° to roughly 95°.91
The inadequacy of finite basis set configuration interaction in the D---4 oo
limit is easy to understand. As for all methods we have considered, the basis
functions for D > oo are just those of the harmonic oscillator in Eq. (3.28):
ono[2(n-1)
(,11)! 7r1/2] - i Hn-1(e) e-2e2 (4.32)
where ek1/2 sin On1/2sin(90°0). The factor of k1/2 means that the
probability distributions become ever more confined in the vicinity of 9= 90°
as D increases. Thus one requires an ever larger number of basis functions in
order to accomplish the goal of shifting the center of the probability distribution
from 90° to 95°. In fact, as we have seen, a simple calculation reveals that at
large D one requires basis functions out to
1
n ;.. 40D P.-- 0.002 D. (4.33)
This inability is quite closely connected to the well-known problem of size in-
consistency in CI calculations (the fact that finite CI recoversan ever smaller
fraction of the correlation energy as the system size increases). Onecan describe
this problem geometrically as the inability of a superposition ofa small number
of states to describe anything but a very small shift of position in the high-
dimensional space of the many-electron wavefunction. In this chapterwe are
dealing with only a two-electron problem, and thereforenever changing the size
of the system in the traditional sense, but the problem is essentially thesame.
For example, consider a collection of N interacting helium atoms, each of which
is treated using only the 182 and 2p2 configurations. If only double excitations
are permitted, the configuration interaction matrix (the DCI matrix) is/0bb b
bc0 0
b0c 0
\b00 c
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where the ground state energy has been subtracted from each diagonal term to
simplify the notation. This gives, in addition toN 1eigenvalues of A = c, the
pair
c +(c2 +4Nb2)1/2
A = .
2
(4.35)
The2 x 2submatrix of Eq.(4.19)(disregarding the overall scaling of 2 /tcp2),
rewritten in the same form as Eq.(4.34), is
(0 k
1/2b,
C
(4.36)
where we have made the dimension-dependence of the coupling explicit by writ-
ingb= K1/21/. This matrix yields the pair of eigenvalues
c +(c2 + 46'2)1/2
A = .
2
(4.37)
Comparing Eq.(4.35)to Eq.(4.37)we see K playing the role ofN.
This equivalence of k (in the D-dimensional two-electron atom) andN(for
Ntwo-electron atoms) also occurs in RS perturbation theory. For the second-
order correction, with two basis functions, we start with the same matrixas in
Eq.(4.34)and obtain
E(2)=Nb2.
c
(4.38)Eq. (4.36) yields
E(2)= K1912
c
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(4.39)
so N is again analogous to ic.From Table 4.4, L-CCA has similar structure
to E(2) (the individual terms are more complex, but they will combine as in
Eq.(4.38)), so it too is size-consistent. Because of the size-consistency of pertur-
bation methods, it is possible to obtain good results for the energy at large-D, in
spite of the fact that the basis functions cannot generate a realistic probability
distribution. This may be viewed as a consequence of the fact that the method
is an expansion procedure, and the energies obtained essentially by means of an
extrapolation.
Lastly, the Doo limit treatment brings out an interesting limitation of
the perturbation approach when it is implemented with a limited basis.As
described above, one encounters serious difficulties at kth order when the basis
set is truncated at less than nmin = k. The problems are especially severe at
fourth and higher order, since here a lack of cancellation of contributions leads
to divergences.It is recognized that in general much cancellation takes place
in the contributions to perturbation expansions. What the helium calculations
suggest is that one may need to be especially careful to use a sufficiently large
basis when performing perturbation calculations at fourth-order and higher.94
CHAPTER 5:
MANY-ELECTRON ATOMS
Introduction
Chapter four dealt with the uses of (and limitations of) the orbital-based
approach to correlation in two-electron atoms. This chapter bypasses the or-
bital scheme completely, which is ultimately the key advantage of the Doc
limit, to investigate correlation in many-electron atoms. Often in the past the
fundamental limitations of approximation methods, and the limitations associ-
ated with their implementation in terms of orbitals, have been convoluted. An
interesting example is the independent electron pair approximation. Originally,
workers thought this approximation was much better than it really is (since it
tends to overestimate correlation by 10-20%, but by implementing it in a limited
basis, one can get "excellent" results). By completely avoiding basis sets, the
methods of this chapter help to demonstrate the true abilities of approximation
schemes.
Regarding the approximation schemes, we investigate Rayleigh-Schrodinger
(RS) perturbation theory, the independent pair approximation (IEPA), anda
variety of other approximations in which the ratio of Gramian determinants,
r(i)/r, is rewritten asa series expansion in powers of -yii. That is, our starting
point is the many-electron Hamiltonian, Eq. (1.6).95
RS perturbation theory was discussed at the beginning of Chapter four.
To review, Rayleigh-Schrodinger perturbation theory takes the ground state
wavefunction and energy of an unperturbed Hamiltonian as its beginning points.
The perturbation series for the energy is commonly extended to fourth-order and
the calculation is size-consistent but provides no upper bounds to the energy.
A method somewhat related to the RS expansion is the independent electron
pair approximation (IEPA) (Kutzelnigg, 1977).This method calculates pair
correlation energies one at a time and then the sum of these pairs provides an
estimate of the total correlation energy. The IEPA is important historically
because it provided the foundation for coupled electron pair methods (Schaefer,
1984), and is still in common use (Cullen, 1992).
The IEPA and RS2 is a first approximation to
the IEPA. The IEPA estimates the system's energy by taking into account the
two-body effects to all orders of the RS series. RS2 truncates the series which de-
scribes two-body effects at second-order and then estimates the system's energy.
Both calculations are nonvariational.
In this chapter we formulate the IEPA and the RS series in the D> oo
limit, and use the results to obtain insight into the strengths and weaknesses of
these approximations in D = 3 electronic structure calculations. We also analyze
other approximations that are suggested by the large-D limit, but have not been
utilized in D = 3 calculations to our knowledge. Since the atom in the D> oo
limit is totally symmetric, the electrons are equidistant from the nucleus and all
electron-nucleus-electron angles are identical. One consequence of this structure96
is that all the off-diagonal terms in the ratio of Gramian determinants, r(i)/r,
are equal. Thus, r(i)/r can be expanded in a Taylor series about -y = 0, giving
a series that describes electron interactions in powers of cos 0.
The evaluation of the RS expansion and the IEPA in the D>oo limitare
not as straightforward. For perturbation theory, it will be done by expanding the
Hamiltonian in both p and 'y. For the IEPA, the Hamiltonian will be rewritten,
using a change of variable, to specifically describe pair correlation.
We begin with a short review of the D-dependent many-electron atom
Schrodinger equation.
The Hamiltonian
The many-electron atom generalized to arbitrary dimension is described by
a Hamiltonian that is restricted to spherically symmetric states and resealed
to D-dimensional Euclidean space.Considering only S-states eliminates the
rotational terms arising from the Laplacians, and with them, the need to consider
generalized Euler angles.
From J.G. Loeser (1987), the Schrodinger equation for a D-dimensional
N-electron atom or ion of nuclear charge Z can be written exactly as
(T +UV)(13 = 0:1). (5.1)
The kinetic, centrifugal, and coulombic terms are
1
N
T =E+EE 7" )/".7ik
2S2 apZ 2nn] pi u-yiiv -yik i=1 kOi1 1 r(i) u =
2 F i=1
1 1 1
Z Pij i=pi i= j=i-Fi
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(5.2)
In Eq. (5.2), distances are measured in the reduced units of C2/Z Bohr radii
and energies in units of Z2/S2 hartrees, where SI= 4(D1)(D2N1).
Also, internal coordinates are used. These are pi, the lengths of the N electron
vectors, and -yi3, the cosines of the 1N (N 1) angles between the vectors. In this
notation, 11 pig (p2z+ p322pip3-yi3) -1/2. The wavefunction,has been recast
as a probability amplitude. That is, (I) = J11241, where J is the Jacobian for the
transformation to internal coordinates. Finally, F is the Gramian (Gantmacher,
1959) determinant ljoi/331 = 1-yzi Ifor all N electrons, arid r(2) is the Gramian
with the row and column for the ith electron deleted.
Comparison and Contrast of Methods
Dimensional scaling, RS perturbation theory arid the IEPAcan all be used
to solve Eq. (5.1). Thus, they are all related. Dimensional scaling treats the
kinetic term, T, as a perturbation on the effective potential, U +V.Specifically,
the effects of T are expanded in the perturbation parameter 1/D about 1/D= 0.
When 1/D = 0, D = cc. Thus, the zeroth-order term corresponds to the Dc>o
limit.
RS perturbation theory treats some effects of V in Eq. (5.2) (those not
described by the Hartree-Fock approximation) as the perturbation. The factor98
A is introduced to serve as the perturbation parameter, and the wavefunction
and the energy are expanded in A about A= 0.
In contrast to carrying out a perturbation calculation order by order (e.g.,
dimensional scaling or Rayleigh-Schrodinger methods), electronic structure prob-
lems can also be treated by expansions in the number of electrons whichare
excited from the HF reference state (and therefore correlated) at any one time.
This technique, diagrammatic perturbation theory, is based on the secondquan-
tization formalism we discussed in Chapter four and is used to formulate the
IEPA (Kutzelnigg, 1977). The IEPA describes two electrons, moving inan un-
perturbed potential, that interact with full coulombic repulsion. Thus, dimen-
sional scaling, RS perturbation theory and the IEPA are related by perturbation
theory; however, dimensional scaling makes the approximation of localized elec-
trons while RS theory arid the IEPA make the approximation of uncorrelated
electron motion.
RS perturbation theory and the IEPA are often used, but not totally un-
derstood, methods to calculate electron correlation in many-electron atoms. For
instance, because the terms in the perturbation series are so difficult to calcu-
late, it is unclear how the series converges for even small atoms. For the IEPA,
it is unclear how the correlation energy of larger atoms behaves within this ap-
proximation. In order to address questions about these methods we implement
them within the Doo limit. Thus, we perform two approximations (large-D
plus one of the methods). However, since exact atomic correlation energies can
be calculated in the Doo limit (so we know what value perturbation the-99
ory converges to) and orbitals are bypassed (so large atoms are no harder than
small), large-D will help illuminate the other two schemes.
In the D -> oo limit, a fixed geometry corresponds to the wavefunction and
the minimization of the effective potential corresponds to calculating the energy.
As a result, the RS perturbation series is created by expanding -y and p in series
in A about A = 0.For the IEPA, Eq. (5.1) is solved in the D -4 oo limit by
minimizing U +V in which the correlation of only one electron pair is described.
This energy is multiplied by the number of electron pairs in the system for the
total energy.
In preparation for treating D=3 methods in the high-D limit, we now solve
the D-+oo Schrodinger equation exactly and in the Hartree-Fock approximation.
Dco Solutions: Exact and Hartree-Fock
The exact solution
The dimensionality, D, enters Eq. (5.1) only through the parameter Q=
i (D1) (D2N1), which behaves as an effective mass. Thus, for large-D,
the system will tend to stay near the bottom of the effective potential, U + V.
In the D->oo limit, the kinetic energy term vanishes. There are no longer any
electron fluctuations and the energy is given by the location and depth of the
effective potential's minimum.
Solving for this minimum, the complete D -> oo solution is given by
poo = [1 + (N -1)-y]-2 ,100
000 =
Ecx, = --1-N[1+ (N1)7]3[1+ (N2)-y] / (17). (5.3)
These quantities describe, respectively, the reduced distance ofany electron from
the nucleus, the angle subtended at the nucleus byany pair of electrons, and
the energy.
The Hartree-Fock solution
In preparation for the perturbation calculations,we rewrite the Hamilto-
nian for a many-electron atom in terms of a perturbation on the Hartree-Fock
Hamiltonian. That is,
where
nco).0uvovHF,
and
= (V'VHF). (5.4)
Eq. (5.4) plays a central role in the rest of this chapter, andso instead of
only defining its components, we discuss them some.The first term, U =
r(i) Lii= 7 i
1r , describes an effective many-particle repulsive potential attribut-
able to volume effects. This term keeps each pi as large as possible and each7i3
as close to 0 as possible.
The Gramian determinants and their ratiosare key to the dimensional
scaling treatment of many-electron atoms.Because of their importance, we101
present the expansions of r and r(i) /r, which we will refer to later in our
discussion:
r =1 E
-EEEE(2'yij j 01171i j'Y+
i0j0k0i
and
r(i)
=1+7Zj EE 27ii'yjoki +
(:2;) ,k0i)
where -yjk = -ykj = cos Ojk.
(5.5)
Not surprisingly, the -yij's are another key quantity since they are used to
construct the Gramians. X-ray and high-energy electron scattering intensities
have been used to calculate average interelectron angles by statistical methods.
For atoms in the first row of the periodic table, yij varies from 0.0032 (about
90°) to 0.0860 (about 95°) (Thakkar, 1982). Thus, whenwe discuss -yii, the
cosine of the interelectron angle, we are speaking of a small negative number.
Returning to the Hamiltonian: The second term, V°=EN -Ide-
scribes
pi
scribes the coulombic attraction between the nucleus and the electrons.
The third term, VHF = + 4)-1/2accounts for the averaged
coulombic repulsion between the electrons.
The first portion of the last term, V'= zNj(pi 2piPi7ij)-1/2,
describes the true electron-electron repulsion. This expression tends toopen up
the interelectron angles. Completing the formula, we subtract off the averaged
electron repulsion, VHF. Thus, when A= 1, we have the true Hamiltonian.102
To simplify Eq. (5.4) we utilize the constraint of total symmetry.This
restriction enables us to eliminate the summation signs and the r matrices. The
result is
N[1 + 'y(N2)] N N(N1)
Hoc = +
2p2 (1-y) [1 + 1,(N1)]p 23/2 Z p
AN (N1) 1 + 11.
23/2 Z p[(17)112
(5.6)
The Hartree-Fock solution differs from the exact solution in that each elec-
tron is influenced by the averaged field of the other electrons, rather than the
actual field.In the D > oo limit, the atomic geometry is influenced by the
nonuniform weighting of space caused by the Jacobian function, J. For example,
for a two-electron atom, the probability density 14'12 = sine 01012which has
its maximum at sine 9 = 1. This corresponds to 0 = 90°. In the Hartree-Fock
atom, there is no perturbation to move 0 from this maximum. Thus,
HF= un -yo, ,
while the Hartree-Fock radii and energies are, respectively,
and
F
PoHo=
1
7
1N 2Z7
7
2
,1-1F
1N (N 1
°°
2 23/2Z
These solutions are the starting points for RS perturbation theory.
(5.7)103
Methodology
RS solutions and the first-order energy correction
In order to find the energy corrections to the HF atom, 7 and p are replaced
in Eq. (5.6) by series in A. That is, -y = -yo + A-yi + A272 +...and p =- po+ Api +
A2p2 +....This expanded form of Eq. (5.6) is then solved to order A, A2, A3, etc.
with the results being the corrections to the Hartree-Fock solution. Recalling
Chapter four's discussion of the second quantization method: The HF energy
includes the zeroth- and first-order terms of RS perturbation theory. Thus, our
first correlation correction is at second-order.
The correction terms to the energy are simple functions of N and Z, just
as the HF energy in Eq. (5.7). This is possible because we are able to solve for
-yi in terms of -yo, 72 in terms of -yi, and so on (the same is true for the p's).
This is an exact analogy to D =3 perturbation theory in which the first-order
wavefunction is found in terms of the zeroth-order wavefunction, the second-
order wavefunction is dependent on the first-order solution, and so on. That is,
in the D --, oo limit we have a geometry described by -y and p rather than a
wavefunction.Second- through seventh-order energy corrections
The second-order correction to the HF energy, c(2), is
N(N 1)
64Z2
where N is the number of electrons and Z is the number of protons.
The third- and fourth-order corrections are
N(N1)(2N1)
256Z2(N 123/2Z)
and
N(N1)(5N26N + 2)
1024Z2(N 123/2Z)2
The fifth-, sixth-, and seventh-order corrections are
N(N1)(56N3116N2 + 84N21)
16384Z2(N 123/2Z)3
f(6) 3N(N1)2(14N328N2 + 20N5)
16384Z2(N 123/2Z)4
and
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(5.8)
(5.9)
(5.10)
(5.11)
(5.12)
N(N1)(1056N54176N4 + 6624N35340N2 + 2190N365)
524288Z2(N 123/2 Z)5
(5.13)
The IEPA
In the Dco limit, the IEPA is put into effect by allowing the angle
between one pair of electrons to become greater than the HF value of 90°. Only105
two electrons correlate, and so Hoc of Eq. (5.6) is reformulated for two electrons.
This new pair Hamiltonian is
pairupairvpair
where
and
vpair
N2 1
UPair=
2p2+
(72(1
N2 2
+
(N2)(N3)
2312 Z p
2(N2) 1
+Z(02a2)1/2zo-21 /2(1 -.),)1 /2(5.14)
In Eq. (5.14), p is the length of all the electron vectors other than those of the
correlated pair. The length of the electron pair's vectors is a. The cosine of the
angle between the two a vectors is 7. As usual, N is the number of electrons
and Z is the nuclear charge.
Since there are two types of electrons, U is broken into two parts.For
the term dependent on p2, the ratio F()/F reduces to unity.For the term
dependent on a2, the ratio reduces to 1/(172). In order to make this equation
more understandable, the terms are broken down by type, form, and number in
Table 5.1.Table 5.1: The terms in the IEPA hamiltonian,Eq. (5.14).
Type of Term Form of Term Number of Terms
Centrifugal, uncorrelated electrons
Centrifugal, correlated electrons
Electron-nucleus, uncorrelated electrons
Electron-nucleus, correlated electrons
Averaged interelectron, uncorrelated electrons
Averaged interelectron, uncorrelated and correlated electrons
Instantaneous interelectron, correlated electrons
1
1
2a2 (1 --y2)
1
1
N - 2
2
N2
2
(N2) (N3)
2(N2)
1107
Finding the minimum of Eq. (5.14) is not straightforward.After differ-
entiating with respect to p, a, and y, the change of variable x= sin cp =
(p2 a2) -1/2 is made. With this change,the minimum of Eq. (5.14) is the
smallest positive root of
32Z2 [1(N2)Z-1X3]2[1- f (x)]2+ f (x)2 = 0
where
f(X) = (1x2)1" x-112 [1(N2)Z-1X3]
1/2
[12z-1 (1x2)312(N3)2- 1/2(2Z)-1]1/2
Solving this equation for p, a, and -y yields
ppair= [1(N3)2-1/2(2Z)-12Z-1 cos3 (p]-1,
apair (172) -1 [12-1/2 (2z) ---1 (1,y)-1/2(N2)Z-1 sin3 00
and
= [1(N3)2-112(2z)-12Z-1- cos3
co] 1 /2
[(1(N2)Z-1 sin3 cp) tan co] -1/21.
(5.15)
(5.16)
These quantities describe, respectively, the distance ofany uncorrelated electron
from the nucleus, the distance of either correlated electron from the nucleus, and
the angle subtended at the nucleus by the correlated pair of electrons.
The energy for the electron pair is found by the virial theorem, (U)E,
to be
Eizir[-(N2)2][1(N3)2- 1/2(2Z) -12Z-1 cos3 co?
(1 + 'y)3[32Z2'y2] -1. (5.17)108
There are iN(N1) electron pairs per atom so the atom's total energy is
IEPAN(N1)
E Epair (5.18) .0 2.
Approximations to r(i)/r
It is possible to expand the totally symmetric form of the ratio of Gramian
determinants, r(i)/r, in a Taylor series about 'y = 0. The result is
[1 + (N2)7]
= 1 + (N1)72(N1)(N2)73 [1 + (N1)-y](17)
+ (N1)(N23N + 3)-y4 +.... (5.19)
The right hand side of this equation can then be truncated at any order in 7
and used in the Hamiltonian in place of the complete expression for r(i)/r.
Obtaining D = 3 energies from the D --oo limit solutions
This section is a short reminder of the scalings we discussed at the end of
Chapter one.
In the D 4 oo limit, an atom's ground state probability distribution is
a delta function centered at the potential's minimum. This classical solution
corresponds to the rigid, completely symmetric electronic structurewe have
used up to this point.
To recover D=3 energies from the Doo values, we introduce hydrogenic
shell structure. This is done by usingE(N, Z)
n=1
[e(N, Z)f(N,_1, Z)]
D+D2n1-3 )2
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(5.20)
In Eq. (5.20), E(N, Z) is the finite-D energy, f(Nn, Z) is the Doo energy,
Nn is the total number of electrons in the first n shells of the atom,n is the
principle quantum number while nniax is the principle quantum number of the
outermost occupied shell in the atom, and Z is the nuclear charge.
Results and Discussion
RS Perturbation Theory
The error in the correlation energies given by RS2 to RS7, compared to the
exact correlation values from Eqs. (5.3) and (5.20), for helium through uranium
are plotted in Figure 5.1. The RS series shows smooth convergence to the exact
Dco correlation energy with the corrections alternating sign. The analytic
behavior of the A expansion, starting from the Hartree-Fock approximation,
for many-electron atoms, is not well understood. However, the alternation in
sign from order to order of the RS series in the figure mimics the behavior of
helium's 1/Z expansion (bare-nucleus approximation, not Hartree-Fock) (Baker
et al., 1990; Rohifing and Martin, 1985). For our series, in the N = Z-,00 limit,
the series coefficients are proportional to the Catalan numbers: 1, 2, 5, 14, 42,
....The generating function for these integers is (2x)-1[1(1 4x)1/2] (Sloane,
1973).110
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The error in the correlation energies given by the RS expansions,
helium through uranium.Solid lines designate positive deviation
act D * co correlation energy, while dashed lines designate negative
As we have mentioned before, the geometric effects of electron correlation
are seen primarily in the interelectron angles, and much less in the electron-
nucleus distances. Perturbation theory helps to clarify the reasons for this. In
fact, the leading order effects of correlation are found at first-order for the angles,
but only at third-order for the distances.
The fact that the leading order effects of correlations are confined to the
angles, or equivalently to 'y, allows us to gain insight into the origins of the
smooth but oscillatory convergence of the energy series. In fact, we are simply111
looking at the interplay of terms in the Taylor expansions with respect toy of
F(s)/F (centrifugal effects) and (1 (coulombic effects).
Recall that 7 is zero in the HF approximation, and a small negative number
in the presence of correlation. From Eq. (5.19), the centrifugal potential hasa
quadratic minimum at -y = 0, and for negative -y all terms in the'y expansion,
(and therefore, at least at lower orders, the A expansion)are positive. On the
other hand, for negative y the terms in the expansion (in y, or roughly speaking
A) for the correlation potential alternate in sign, and begin witha linear term.
It isn't hard to show that the playoff of these two expansions leads to alternate
over- and underestimation.
We now compare our perturbation theory results to literature values. First,
though, a word of explanation. To construct our perturbation serieswe followed
the most natural route: We expanded p arid -y in power series in A. However, this
method is not identical to the popular D= 3 method, Moller-Plesset perturba-
tion theory (Urban et al., 1980). Our series shows convergence properties similar
to that of the ICSCF (internally consistent self-consistent field method) (Murray
and Davidson, 1992) while the derivation is closer to that of the Epstein-Nesbet
method. Unfortunately, these two series are not available fora wide range of
atoms. Thus, we compare our RS2 results to the literature's MP2 results, since
these are available.
Table 5.2 compares the RS2 and MP2 correlation energies for He to Ne.
The first column gives the RS2 values in the Dco limit. The second column
gives the exact Dco correlation energies. The third column gives estimated112
infinite-basis MP2 values at D = 3. The fourth column gives accurate D= 3
correlation energy values.
Table 5.2: Comparison of 2nd order correlation energies.
Element
D -> oo D -- 3
RS2'ReferencebMP2'Referenced
He -0.03125-0.02698 -0.0372-0.0425
Li -0.04688-0.04107 -0.041-0.0454
Be -0.07031-0.06082 -0.075-0.0945
B -0.10156-0.08656 -0.099-0.1247
C -0.14063-0.11841 -0.132-0.1566
N -0.18750-0.15641 -0.171-0.1850
0 -0.24219-0.20058 -0.227-0.2579
F -0.30469-0.25093 -0.293-0.332
Ne -0.37500-0.30747 -0.366-0.390
"Eqs. (5.7), (5.8) and (5.20)
bEqs. (5.3) and (5.20)
'Binkley and Pople, 1975
dClementi, 1963; Clementi and Veillard, 1968
Table 5.2 shows that for He to Ne, RS2<Reference while MP2>Reference.
As we noted above, RS2 allows the interelectron angle to be too large. The
atom overstabilizes, and thus the correlation energy is overestimated. The MP2
values are rough estimates; they may underestimate the contributions of higher
angular functions (Binkley and Pople, 1975).Also, they do not include the
stabilizing effect of the near degeneracy between the 2s22pn and 2pn+2 configu-
rations which exists for Be, B, and C. The near degeneracy causes the MP series
to converge more slowly, and thus the second-order value does not approximate
the correlation energy well (Eggarter and Eggarter, 1986).113
Near degeneracy is not included in the D > oo values either. The stabilizing
effect that near degeneracy has on the exact D > oo energies is illustrated in
Figure 5.2.
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Figure 5.2: Near degeneracy. The percent error of the "uncorrected" values is
the percent error between the exact D --> oo correlation energy and the exact
D = 3 correlation energy. The percent error of the "corrected" values is the
percent error between the exact D ---* oo correlation energy plus the D = 3 near
degeneracy effects and the exact D =3 correlation energy (Kais and Herschbach,
1994).
It is also useful to compare the individual contributions to the sum in
Eq. (5.20). Each term corresponds to the total correlation energy associated114
with the electrons in the n shell as they interact with those in shells m < n.
Figure 5.2 comparesD= 3 MP2 shell energies toDoo RS2 shell energies.
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Figure 5.3: The percent of the MP2 energy as a function of atomic shell number.
(x) denotes the percent of theD =3 MP2 energy recovered by RS2 in theDoo
limit. () denotes the percent of theD= 3 MP2 energy recovered by the exact
Doolimit solution. Regarding the numbers in the upper right of some of the
cells: "MP2" is the percent of the total correlation energy (Chakravorty et al.,
1993) recovered by MP2 (Termath et al., 1991) atD =3. "RS2" is the percent
of the totalD =3 correlation energy recovered by RS2 in theDoolimit.
"Inf" is the percent of the totalD =3 correlation energy recovered by the exact
Dcolimit solution.115
To begin our analysis of this Figure: MP2 consistently underestimates the
true D=3 correlation energy (the "MP2" values) while RS2 is always an overes-
timation of the true D > oo correlation energy (the "RS2" values). Furthermore,
the D 4 oo values are able to recover only the angular correlation in the D=3
values (the "Inf" values). Moving on to the graphs themselves: The inner shell
correlation energy is underestimated because we are recovering only the angular
correlation energy. The outer (valence) shell correlation energy, on the other
hand, is overestimated. This is because exchange, whose effects are not repre-
sented in this treatment, moderates the need for correlation in valence shells.
(This also happens in the inner shells, but to a much smaller extent. In conven-
tional language, this is because exchange and correlation decouple in the high
density regime. This is dicussed more at the end
The IEPA
The IEPA overestimates the correlation energy of light atoms (e.g., neon)
by 15-20% (Wenzel et al., 1986). This is because the IEPA ignores the matrix
elements between configurations that belong to different pairs. These pair-pair
interactions contribute roughly 15% to the correlation energy (Barr and David-
son, 1970). At D = 3, why pair-pair interactions lower the correlation energy is
not well understood. In the D > oo limit, an explanation for IEPA's overesti-
mate is that the higher order terms of the centrifugal potential are ignored, so
the interelectron angle is too large, and the atom overstabilizes. That is, the
same effect as with RS2. This explanation is supported by Figure 5.4 which116
shows the Doo solution yields an overestimation for light atoms similar to
the D =3 results. Note that the large-D results say that similar overestimation
is present in larger systems.
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Figure 5.4: The percent of the exact correlation energy obtained from the IEPA,
for helium through uranium.
Approximations to r(i)/r
First we will discuss the two-term approximation, 1 + (N1)-y2, to F(2) /F,
and then consider the effects of the higher-order terms. In Figure 5.5 this two-
term approximation is compared to the IEPA and RS2.125
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Figure 5.5: The percent of the exact correlation energy obtained from RS2,
1+ (N1)72 and the IEPA, for helium through uranium.
The behavior of the three approximations, for N > 2, is remarkably sim-
ilar with RS2 providing the greatest overstabilization.It is interesting that
an all-electron approximation, 1 + (N1)72, is so close toa sum-of-pairs ap-
proximation, IEPA. For an explanation, we examine the expansion of r(i)/r in
Eq. (5.5). It is clear that truncating this series after the quadratic term results
in a complete decoupling of the angular correlations between different electron
pairs (since this truncation leaves no term in the Hamiltonian with more than118
one angle, Likewise, the IEPA is an approximation in which the electron
pairs are decoupled. Thus, these two approximation fundamentally describe the
same interactions.
The effect on the correlation energy of using more thana two-term ap-
proximation to roil' is shown in Figure 5.6. Comparing this figure to the RS
series in Figure 5.1: While the RS series begins with an overestimation and then
converges smoothly with alternating sign, the r(i)/r expansion begins with an
overestimation and then converges smoothly without sign alternation.1
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Figure 5.6: The error in the correlation energies given by the r(i)/r expansions,
two terms to five terms, for hydrogen through uranium. Solid lines designate
positive deviation from the exact correlation energy.
The behavior illustrated in this Figure can be explained. As discussed, the
large positive error in the two-term approximation is due to truncating r(i)/r.
Continuing: If we remember that 'y is a small negative number, then it is clear
that each term in the Taylor expansion of r(i)/r, Eq. (5.19), is positive. One
result of this is that each added term decreases the correlationenergy (i.e., each
new term adds to the magnitude of F(i)/F, pulling the interelectron angle back120
towards the Hartree-Fock value of 90°). The error for helium deceases only
with even powers of -y because for this atom the expansion of r(i)/r hasno odd
powers. This can be seen in Eq. (1.10).
A final application of the dimensional scaling technique used in this disser-
tation is the calculation of the correlation energy as Noo. This is a calculation
that is impossible within the orbital framework becausean infinite number of
basis functions would be required. Traditionally, the calculation is done within
the Thomas-Fermi model (Englert, 1988). To start,we assume that each shell
of the atom is filled before the next is begun. In the literature, this is called
hydrogenic filling. With this filling pattern, the nth shell contains 2n2 electrons.
To simplify the calculation, an extent-of-filling parameter, 0, is used. Thispa-
rameter has the range 0 < q < N /Z. Thus, Z0 is of electrons in
the atom as it is being filled. With this notation,we can express the D =3 large
atom limit correlation energy as
AEfo
2 2n2 DAE/a(Z(b) do n (5.21)
where 86,c/a(Z0) is the Doo correlation energy per electron. For RS2, the
IEPA and the 1 + (N1)-y2 approximation, this integral yields
AE =
31/3(11 23/225)
Z4/3=-0.018z413 229/6(21/2 -4) (5.22)
for neutral atoms. The exact D> oo result, which is in good agreement with the
extrapolation from experimental values, is AE0.01477Z4/3 (Loeser et al.,
1994; Englert, 1988). Thus, in the large-atom regime, the three approximations121
return roughly 120% of the exact Doo correlation energy. This is reasonable
looking at Figure 5.4.
Although our large-N result, Eq. (5.22), does not include exchange effects,
it is still a good measure of the pair correlation energy. The size of the correlation
hole is roughly r.,1/2while the size of the exchange hole is roughly rs, where rs
is the average distance between electrons (Raimes, 1961). For large atomswe
are in the high electron density regime and rs is approximately 1/100 of a bohr
radius. Thus, the exchange hole is about 1/100 of a bohr radiusacross while
the correlation hole is only 1/10 of a bohr radius across. Correlation is themore
important effect.122
Dissertation Summary
Chaps. 3 and 4:
CI, RSPT, L-CCA implemented across D for
two-electron atoms.
Heuristic
Perspectives
Solve for
all D
Solve for
easy D
Simple Solution to
Difficult Problem
Chap. 2:
Large-Dlimit used to motivate 1- D model of
correlation in D =3 two-electron atom.
Chap. 5:
RSPT, IEPA implemented in large- 0 limit for
many-electron atoms to assess intrinsic behavior of
methods. New large- Dapproximations also examined.
Figure 5.7:Dissertation summary.
Figure 5.7 isa summary of this dissertation. Starting on the left: Our D=3
problem is the Schrodinger equation for atoms. In Chapter one we introduce
this problem and explain dimensional scaling for the one-electron atom and the
many-electron atom.123
Chapters three and four concentrate on the two-electron problem at arbi-
trary D. In Chapter three we solve D-dependent matrix elements and examine
their behavior in the large-D limit. The key result is Eq. (3.20). In Chapter four
we use these matrix elements to carry out configuration interaction, Rayleigh-
Schri5dinger perturbation theory and the linear coupled cluster approximation
across dimension. Our findings are summarized in Table 4.4.
These chapters provide new heuristic perspectives on the D = 3 Schrodinger
equation.For example, configuration interaction with any finite basis gives
vanishing correlation energy in the D --> oo limit, while perturbation theory at
fourth-order and higher can give divergent results in the D , oo limit when a
small basis set is used. These behaviors bring out in a dramaticway and in
a simple context some of the fundamental limitations of basis set expansions.
These limitations are discussed at the end of Chapter four.
In contrast, Chapters two and five rely on the large-D limit to extend D= 3
results rather than point out limitations. In Chapter twowe present a highly
simplified model for angular correlation in two-electron atoms which is loosely
based on the Doo limit. The model employs a basis set of configurations,
but in a form simple enough to allow easy analytic evaluation of all integrals. In
spite of its austerity, when conventional variation and perturbation methodsare
applied, the model gives very realistic results, as shown in Tables 2.3 and 2.5.
In Chapter five the D --> oo limit is used to treat many-electron atoms. Differing
from Chapter two, the procedures here use only the Doo limit and hydrogenic
scaling, and bypass all basis set expansions. The latter feature (which is in124
general one of the principle attractions of the Doo limit) allows us to assess
the inherent strengths and weaknesses of several conventional correlationenergy
approximations used for many-electron atoms by comparing their predictions
with exact calculations in the D > oo limit. The main resultsare shown in
Figures 5.1, 5.4 and 5.6.
These calculations reveal that the level of accuracy achieved for small atoms
by a few common correlation approximations may be expected to remain about
the same when these methods are applied to larger atoms (whichare still too
large to treat with current technology). They also suggesta new kind of correla-
tion approximation, somewhat related to conventional perturbation expansions
such as Moller-Plesset and Epstein-Nesbet, but with superiorconvergence prop-
erties.125
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