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Abstract
In this paper we analyze the capacity of a general model for arbitrarily varying classical-quantum channels when
the sender and the receiver use a weak resource. In this model a jammer has side information about the channel input.
We determine the correlation assisted capacity of AVCQCs with a jammer knowing the channel input. We deliver
a single letter formula for the correlation assisted capacity. This formula as a function of the channel parameters is
Turing computable. The single letter characterization is surprising, on the one hand because correlation is the weakest
resource in the hierarchy of resources, on the other hand because the deterministic capacity formula for arbitrarily
varying channels with informed jammer is still an open problem, even for classical arbitrarily varying channels,
where the well-know Shannon’s zero-error capacity is contained as a special case of this scenario. As an application,
we determine the correlation assisted common randomness capacity. We also analyze these both capacities when
only a small amount of correlation is available. For the correlation assisted common randomness capacity we show a
further interesting aspect: For a sufficient amount of “public communication”, common randomness capacity is Turing
computable, however without this public communication’s constrain, the correlation assisted common randomness
capacity is in general not Banach-Mazur computable and thus not Turing computable.
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I. INTRODUCTION
Quantum information theory is a new field that allow us to exploit new possibilities while at the same time
imposing fundamental limitations. We consider the capacity of classical quantum channels (AVQCs). The capacity
of classical quantum channels has been determined in [23], [26], and [27].
An arbitrarily varying channel (AVC) describes communication including a jammer who tries to disturb the legal
parties’ communication by changing his input in every channel use. This model completely captures all possible
jamming attacks depending on the knowledge of the jammer. The arbitrarily varying channel was introduced in
[12]. In the model of message transmission over arbitrarily varying channels it is understood that the sender and
the receiver have to select their coding scheme first. In the conventional model it is assumed that this coding
scheme is known by the jammer, and he may choose the most advantaged jamming attacking strategy depending
on his knowledge, but the jammer has neither knowledge about the transmitted codeword nor knowledge about the
message.
To share resources is a well-studied assistance for the transmitters. For example, in wireless communication, the
communication service may send some signals via satellite to its users. In 1978 Ahlswede demonstrated in [2] the
importance of the resources (of shared randomness) in a very clear form by showing the surprising result that either
the deterministic capacity of an arbitrarily varying channel is zero or it is equal to its randomness assisted capacity
(Ahlswede dichotomy). After this discovery, it has remained an open question as to exactly when the deterministic
capacity is nonzero. In 1985 a necessary condition for this has been delivered in [22], and in 1988 [20] proved
that this condition is also sufficient. In [16] it has been shown that the resource must be only known by the legal
channel users, since otherwise it will be completely useless.
In [18] a classification of various resources is given. A distinction is made between two extremal cases: randomness
and correlation. Randomness is the strongest resource, it requires a perfect copy of the outcome of a random
experiment, and thus we should assume an additional perfect channel to generate this kind of resources. On the
other hand, correlation is the weakest resource. The work [18] showed that common randomness is a stronger
resource than correlation in the following sense: a sufficiently large amount of common randomness allows the
sender and receiver to asymptotically simulate the statistics of any correlation. On the contrary, an example is given
3when not even a finite amount of common randomness can be extracted from a given correlation without further
communication.
In all the above-mentioned works it is assumed that the jammer knows the coding scheme, but has no side
information about the codeword which the legal transmitters send. In many applications, especially for secure
communications, it is too optimistic to assume this. In [13] it has been show that the jammer can benefice from
his knowledge about the sending codeword, i.e, he may have a better jamming strategy. Thus in our previous paper
[13] we considered the scenario when the jammer knows both the coding scheme and the input codeword.
This work is a extension of our previous paper [13], where we determined the randomness assisted capacity
of AVCQCs with a jammer knowing the channel input. However, as [18] showed, common randomness is a very
“costly” resource. A promising result of this work is that the much “cheaper” resource, the correlation, is also an
equally powerful resource. Furthermore, a correlation (V ′, V ) does not have to be “very good” to be helpful in
achieving a positive secrecy capacity, since (V ′, V ) is a helpful resource even if I(V ′, V ) is only slightly larger
than zero. We also show that the same capacity can been archived using a smaller amount (as compared to the
number of channel uses) of correlation.
As an application of our results, we turn to the question: How much common randomness an AVCQC with an
informed jammer can generate using correlation as resource. Capacities of common randomness generation over
classical perfect channels and over classical noisy channels have been determined in [8]. In this work, we deliver
the common randomness generation capacity with informed jammer using correlation as resource. We also analyze
the case when only a smaller amount (as compared to the number of channel uses) of correlation is used.
In [19] the concept of a Turing machine has been analyzed. The authors have considered secret key capacities
and secure authentication capacities over several classical channel network models and have determined whether
they are computable, i.e., if they can be algorithmically solve with the help of Turing machines. As an application
of our results, we extend the objectives of [19] to some capacity formulas of quantum networks and determine
whether they are Turing computable.
II. DEFINITIONS AND COMMUNICATION MODELS
A. Basic Notations
Throughout the paper random variables will be denoted by capital letters e. g., S,X, Y, and their realizations
(or values) and domains (or alphabets) will be denoted by corresponding lower case letters e. g., s, x, y, and script
letters e.g., S,X ,Y , respectively. Random sequences will be denoted a by capital bold-face letters, whose lengths
are understood by the context, e. g., S = (S1, S2, . . . , Sn) and X = (X1, X2, . . . , Xn), and deterministic sequences
are written as lower case bold-face letters e. g., s = (s1, s2, . . . , sn),x = (x1, x2, . . . , xn).
PX is the distribution of random variable X . Joint distributions and conditional distributions of random variables
X and S will be written as PSX , etc. and PS|X etc., respectively and PnXS and P
n
S|X are their product distributions
i. e., PnXS(x, s) :=
∏n
t=1 PXS(xt, st), and P
n
S|X(s|x) :=
∏n
t=1 PS|X(st|xt). Moreover, T nX , T nXS and T nS|X(x) are
sets of (strongly) typical sequences of the type PX , joint type PXS and conditional type PS|X , respectively. The
4cardinality of a set X will be denoted by |X |. For a positive integer L, [L] := {1, 2, . . . , L}. “Q is a classical
channel, or a conditional probability distribution, from set X to set Y” is abbreviated to “Q : X → Y”. “Random
variables X,Y and Z form a Markov chain” is abbreviated to “X ↔ Y ↔ Z”. E will stand for the operator of
mathematical expectation.
Throughout the paper dimensions of all Hilbert spaces are finite. For a finite-dimensional complex Hilbert space
H, we denote the (convex) set of density operators on H by
S(H) := {ρ ∈ L(H) : ρ is Hermitian, ρ ≥ 0H , tr(ρ) = 1} ,
where L(H) is the set of linear operators on H, and 0H is the null matrix on H. Note that any operator in S(H)
is bounded.
Throughout the paper the logarithm base is 2. For a discrete random variable X on a finite set X and a discrete
random variable Y on a finite set Y , we denote the Shannon entropy of X by H(X) = −∑x∈X PX(x) logPX(x)
and the mutual information between X and Y by I(X;Y ) =
∑
x∈X
∑
y∈Y PX,Y (x, y) log
(
PX,Y (x,y)
PX(x)PY (y)
)
. Here
PX,Y is the joint probability distribution function of X and Y , and PX and PY are the marginal probability
distribution functions of X and Y respectively.
Let P and Q be quantum systems. We denote the Hilbert space of P and Q by GP and GQ, respectively. Let
φPQ be a bipartite quantum state in S(GPQ). We present the partial trace over GP by
trP(φ
PQ) :=
∑
l
〈l|PφPQ|l〉P ,
where {|l〉P : l} is an orthonormal basis of GP. We present the conditional entropy by
S(P | Q) := S(φPQ)− S(φQ) .
Here φQ = trP(φPQ).
If the sender wants to transmit a classical message set to the receiver using a quantum channel, his encoding
procedure will include a classical-to-quantum encoder to prepare a quantum state ρ ∈ S(H) suitable as an input
for the channel. In view of this, we have the following definition.
Definition 1: Let H be a finite-dimensional complex Hilbert space. A classical-quantum channel is a mapping
W : X → S(H), specified by a set of quantum states {ρ(x), x ∈ X} ⊂ S(H), indexed by “input letters” x in a finite
set X . X and H are called input alphabet and output space respectively. We define the n-th extension of classical-
quantum channel W as follows. The channel outputs a quantum state ρ⊗n(x) := ρ(x1)⊗ ρ(x2)⊗ . . . ,⊗ρ(xn), in
the nth tensor power H⊗n of the output space H, when an input codeword x = (x1, x2, . . . , xn) ∈ Xn of length
n is input into the channel.
Let W: X → S(H) be a classical-quantum channel. For P ∈ P (X ), the conditional entropy of the channel for
W with input distribution P is presented by
S(W|P ) :=
∑
x∈X
P (x)S(W(x)) .
5Let Φ := {ρx : x ∈ X} be a classical-quantum channel, i.e., a set of quantum states labeled by elements of X .
For a probability distribution Q on X , the Holevo χ quantity is defined as
χ(Q; Φ) := S
(∑
x∈A
Q(x)ρx
)
−
∑
x∈A
Q(x)S (ρx) .
For a probability distribution P on a finite set X and a positive constant δ, we present the set of typical sequences
by
T nP,δ :=
{
x ∈ Xn :
∣∣∣∣ 1nN(x′ | x)− P (x′)
∣∣∣∣ ≤ δ|X |∀x′ ∈ X
}
,
where N(x′ | X) is the number of occurrences of the symbol x′ in the sequence X.
Let H be a finite-dimensional complex Hilbert space. Let n ∈ N and α > 0. We suppose ρ ∈ S(H) has the
spectral decomposition ρ =
∑
x P (x)|x〉〈x|, its α-typical subspace is the subspace spanned by
{|x〉,x ∈ T nP,α},
where |x〉 := ⊗ni=1|xi〉. The orthogonal subspace projector which projects onto this typical subspace is
Πρ,α =
∑
x∈T nP,α
|x〉〈x| .
Similarly, let X be a finite set, and G be a finite-dimensional complex Hilbert space. Let W: X → S(H) be a
classical-quantum channel. For x ∈ X , suppose W(x) has the spectral decomposition W(x) = ∑j V (j|x)|j〉〈j|
for a stochastic matrix V (·|·). The α-conditional typical subspace of W for a typical sequence X is the subspace
spanned by
{⊗
x∈X |jIx〉, jIx ∈ T IxV (·|x),δ
}
. Here Ix := {i ∈ {1, · · · , n} : xi = x} is an indicator set that selects
the indices i in the sequence x = (x1, · · · , xn) for which the i-th symbol xi is equal to x ∈ X . The subspace
is often referred to as the α-conditional typical subspace of the state W⊗n(x). The orthogonal subspace projector
which projects onto it is defined as
ΠW,α(x) =
⊗
x∈X
∑
jIx∈T IxW(·|x),α
|jIx〉〈jIx | .
The typical subspace has the following properties:
For σ ∈ S(H⊗n) and α > 0 there are positive constants β(α), γ(α), and δ(α), depending on α and tending to
zero when α→ 0 such that
tr (σΠσ,α) > 1− 2−nβ(α) , (1)
2n(S(σ)−δ(α)) ≤ tr (Πσ,α) ≤ 2n(S(σ)+δ(α)) , (2)
2−n(S(σ)+γ(α))Πσ,α ≤ Πσ,ασΠσ,α ≤ 2−n(S(σ)−γ(α))Πσ,α . (3)
For x ∈ T nP,α there are positive constants β(α)′, γ(α)′, and δ(α)′, depending on α and tending to zero when
α→ 0 such that
tr
(W⊗n(x)ΠW,α(x)) > 1− 2−nβ(α)′ , (4)
62−n(S(W |P )+γ(α)
′)ΠW,α(x) ≤ ΠW,α(x)W⊗n(x)ΠW,α(x)
≤ 2−n(S(W |P )−γ(α)′)ΠW,α(x) , (5)
2n(S(W |P )−δ(α)
′) ≤ tr (ΠW,α(x)) ≤ 2n(S(W |P )+δ(α)′) . (6)
For the classical-quantum channel W : X → S(H) and a probability distribution P on X we define a quantum
state PW :=
∑
x P (x)W (x) on S(H). For α > 0 we define an orthogonal subspace projector ΠPW,α fulfilling
(1), (2), and (3). Let x ∈ T nP,α. For ΠPW,α there is a positive constant β(α)′′ such that following inequality holds:
tr
(
ρ⊗n(x) ·ΠPW,α
) ≥ 1− 2−nβ(α)′′ . (7)
(1) holds because tr (σΠσ,α) = tr (Πσ,ασΠσ,α) = Pn(T nP,α). (2) holds because tr (Πσ,α) =
∣∣T nP,α∣∣. (3) holds
because 2−n(S(σ)+γ(α)) ≤ Pn(x) ≤ 2−n(S(σ)−γ(α)) for x ∈ T nP,α and a positive γ(α). (4), (5), and (6) can be
obtained in a similar way. (7) follows from the permutation-invariance of ΠPW,α.
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B. Code Concepts and Resources
Fig. 1. Conventional model: AVCQC when the jammer has no further knowledge about the channel input and the legal channel users have no
access to any resource: In this scenario the jammer’s inputs do not depend on xn
Definition 2:
A arbitrarily varying classical-quantum channel (AVCQC) W is specified by a set {{ρ(x, s), x ∈ X}, s ∈ S} of
classical quantum channels with a common input alphabet X and output space H, which are indexed by elements
s in a finite set S. Elements s ∈ S usually are called the states of the channel. W outputs a quantum state
ρ⊗n(x, s) := ρ(x1, s1)⊗ ρ(x2, s2)⊗ . . . ,⊗ρ(xn, sn), (8)
7if an input codeword x = (x1, x2, . . . , xn) is input into the channel, and the channel is governed by a state sequence
s = (s1, s2, . . . , sn), while the state varies from symbol to symbol in an arbitrary manner.
We assume that the channel state s is in control of the jammer. Without loss of generality we also assume that
the jammer always chooses the most advantageous attacking strategy according to his knowledge. This is important
for the applications of our result to other channel models, e.g. compound channels
Definition 3:
An (n, Jn) code C consists of a encoder un : {1, · · · , Jn} → Xn, and a set of collections of positive-semidefinite
operators {Dnj : j = 1, · · · , Jn} on H⊗n which fulfills
∑Jn
j=1D
n
j = idH⊗n .
Definition 4: A non-negative number R is an achievable rate for a classical-quantum channel ρ(x) if for every
 > 0, δ > 0, and sufficiently large n there exists an (n, Jn) code C =
(
un, {Dj : j = 1, · · · Jn}
)
such that
log Jn
n > R− δ, and
1− 1
Jn
Jn∑
j=1
tr
(
ρ⊗n(un)Dj
)
<  .
The supremum on achievable deterministic rates of ρ(x) is called the capacity of ρ(x), denoted by C(ρ).
Fig. 2. AVCQC with randomness as coordination resource when the jammer has no further knowledge about the channel input
In the context of arbitrarily varying channels, randomness can be an important resource for reliable communication
over an arbitrarily varying channel. Ahlswede showed in [2] (cf. also [3] and [4]), the surprising result that either
the deterministic capacity of an arbitrarily varying channel is zero, or it equals its randomness assisted capacity
(Ahlswede Dichotomy). [14] shows there are indeed arbitrarily varying classical-quantum channels which have zero
deterministic capacity and positive random capacity. Therefore randomness is indeed a very helpful resource for
message transmission (and secure message transmission) through an arbitrarily varying classical-quantum channel.
Having resource is particularly essential for the scenario we consider in this work (see the discussion below).
8Fig. 3. AVCQC when the jammer knows the code word having randomness as coordination resource: The sender and the receiver share the
outcome of a random experiment, i.e., they share common randomness
Most of the previous works in AVCQCs consider the case when the jammer knows the coding scheme, but has
no side information about the codeword of the transmitters. However for secure communications this assumption
may be too optimistic, since [13] shows that the jammer really can archive a better jamming strategy when he
knows the codeword. Thus we concentrate on message transmission over classical quantum channels with a jammer
with additional side information about the codeword. We assume that the jammer chooses the most advantageous
attacking strategy according to his side information.
Definition 5: Let {{ρ(x, s), x ∈ X}, s ∈ S} be an AVCQC. A non-negative number R is an achievable
deterministic rate with informed jammer under the average error criterion for {{ρ(x, s), x ∈ X}, s ∈ S} if for
every  > 0, δ > 0, and every sufficiently large n there exists a code C =
{
un, {Dnj : j ∈ {1, · · · , Jn}}
}
such
that log Jnn > R− δ, and
max
sn(·)
Pe(C, sn(·)) <  ,
where Pe(C, sn) is defined as
Pe(C, sn(·)) := 1− 1
Jn
Jn∑
j=1
tr(ρ(un(j), sn(un(j)))Dnj ) .
Here the maximum maxsn(·) is taken over all functions Xn → Sn.
The supremum on achievable deterministic rates of {{ρ(x, s), x ∈ X}, s ∈ S} with informed jammer under the
average error criterion is called the deterministic capacity of {{ρ(x, s), x ∈ X}, s ∈ S} with informed jammer,
denoted by C({{ρ(x, s), x ∈ X}, s ∈ S}).
Our scenario (when the jammer knows the input codeword) is already a challenging topic for classical arbitrarily
varying channels. This has been analyzed by Sarwate in [25], where only random assisted capacity has been
determined. The deterministic capacity formula, i.e., without additional resource, is even in the classical case an
9open problem. It has been shown by Ahlswede in [1] that the classical capacity under maximal error criterion in this
scenario contains the zero-error capacity of related discrete memoryless channels as a special case. A deterministic
capacity formula for this is still unknown. In particular, [13] shows a violation of Ahlswede dichotomy in our
scenario.
Coding for AVCQC is even much harder. Due to the non-commutativity of quantum operators, many techniques,
concepts and methods of classical information theory, for instance, non-standard decoder and list decoding (which
has been used in [25]’s proof), may not be extended to quantum information theory. In [13] we determined the
random assisted capacities of AVCQCs when the jammer has access to the channel input.
Definition 6:
A random assisted code Γ for an AVCQC W is a uniformly distributed random variable taking values in a set
of codes {(V ′(k), {D(j, k), j ∈ J }), k ∈ K} with a common message set J , where V ′(k) = {u(j, k), j ∈ J } and
{D(j, k), j ∈ J } are the code book and decoding measurement of the kth code in the set respectively. |K| is here
a function of n, the length of the codes in this set, i.e., for a fixed n, |K| is finite.
Definition 7:
By assuming that the random message J is uniformly distributed, we define the average probability of error by
pa(Γ) = max
s
Etr[ρ⊗n(u(J,K), s(u(J,K)))(IH −D(J,K))]
= max
s
1
|J |
∑
j∈J
∑
k∈K
Pr{K = k}tr[ρ⊗n(u(j, k), s(u(j, k)))(IH −D(j, k))]. (9)
This can be also rewritten as
pa(Γ) =
∑
x
Pr{u(J,K) = x}max
s∈Sn
E{tr[ρ⊗n(u(J,K), s)(IH −D(J,K))]|u(J,K) = x}. (10)
A non-negative number R is an achievable rate for the arbitrarily varying classical-quantum channel W under
random assisted coding with informed jammer using the average error criterion if for every δ > 0 and  > 0
and every sufficiently large n, there is a random assisted code Γ of length n such that log |J |n > R−δ and pa(Γ) < .
The supremum on achievable rate under random assisted coding of W with informed jammer using the average
error criterion is called the random assisted capacity of W with informed jammer using the average error criterion,
denoted by C∗(W).
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Fig. 4. AVCQC when the jammer knows the coding scheme having merely correlation as resource
A correlated source is a discrete memoryless source (DMS) ((V ′n, V n))n, observed by the sender and receiver,
modeled by n independent copies of a random variable (V ′, V ) with values in some finite set V ′ × V . The sender
accesses to the random variable V ′, and the receiver to V . We call
(
(V ′n, V n)
)
n
a correlated source, or a correlation.
Since
(
(V ′n, V n)
)
n
is memoryless we also say (V ′, V ) instead of
(
(V ′n, V n)
)
n
. Without loss of generality we
assume that (V ′, V ) is binary (since one can easily reduce a non-binary (V¯ ′, V¯ ) with I(V¯ ′, V¯ ) > 0 to some (V ′, V )
with I(V ′, V ) > 0). The only exception is Section IV, where (V ′, V ) may be not binary. It has been shown in [6]
that this is a helpful resource for information transmission through an arbitrarily varying classical channel: The use
of mere correlation does already allow one to transmit messages at any rate that is achievable using the optimal
form of shared randomness. The capacity of an arbitrarily varying quantum channel assisted by correlated shared
randomness as resource has been discussed in [18], where equivalent results were found.
Our previous work [13] has determined the random correlated capacity with informed jammer, where we used
randomness as a resource. However, as [18] showed, common randomness is a very “costly” resource, we have
to require that the sender and the receiver each obtains a perfect copy of a random experiment’s output. Thus we
consider in this work the correlation as resource, which is a much “cheaper” resource in the sense that we can
simulate any (V ′, V ) correlation by common randomness asymptotically, but there exists a class of sequences of
bipartite distributions which cannot model common randomness (cf. [18]).
Now we consider the correlation assisted code.
Definition 8: We assume that the transmitters have access to an arbitrary correlated source (V ′, V ) with alphabets
(V ′,V). A (V ′, V )-correlation assisted (n, Jn) code C(V ′, V ) for the arbitrarily varying classical-quantum channel
{{ρ(x, s), x ∈ X}, s ∈ S} consists of a set of encoders {uv′n : {1, · · · , Jn} → Xn : v′n ∈ V ′n}, and a set of
collections of positive-semidefinite operators
{
{D(vn)j : j = 1, · · · , Jn} : vn ∈ Vn
}
on H⊗n which fulfills∑Jn
j=1D
(vn)
j = idH⊗n for every v
n ∈ Vn.
11
Definition 9:
Let (V ′, V ) with alphabets (V ′,V), be an arbitrary correlated source. A non-negative number R is an achiev-
able (V ′, V )-correlation assisted rate with informed jammer under the average error criterion for the AVCQC
{{ρ(x, s), x ∈ X}, s ∈ S} if for every  > 0, δ > 0, and sufficiently large n there exists a (V ′, V )-correlation
assisted (n, Jn) code C(V ′, V ) =
{(
uv′n , {D(v
n)
j : j ∈ {1, · · · , Jn}}
)
: v′n ∈ V ′n, vn ∈ Vn
}
such that
log Jn
n > R− δ, and
max
sn(·)
∑
v′n∈V′n
∑
vn∈Vn
p(v′n, vn)Pe(C(v′n, vn), sn(·)) <  ,
where Pe(C(v′n, vn), sn(·)) is defined as
Pe(C(v′n, vn), sn(·)) := 1− 1
Jn
Jn∑
j=1
tr(ρ(uv′n(j), s
n(uv′n(j)))D
(vn)
j ) .
For a given correlated source (V ′, V ), the supremum on achievable (V ′, V )-correlation assisted rates of {{ρ(x, s), x ∈
X}, s ∈ S} with informed jammer under the average error criterion is called the (V ′, V )-correlation assisted
capacity with informed jammer, denoted by C({{ρ(x, s), x ∈ X}, s ∈ S}; corr(V ′, V )). Notice that by definition,
C({{ρ(x, s), x ∈ X}, s ∈ S}; corr(V ′, V )) is a function of (V ′, V ).
Definition 10: Let (V ′, V ) with alphabets (V ′,V), be an arbitrary correlated source. For a sequence of natural
numbers (ln)n∈N a (V ′, V )-correlation assisted (n, ln, Jn) code C(V ′ln , V ln) for the arbitrarily varying classical-
quantum channel {{ρ(x, s), x ∈ X}, s ∈ S} consists of a set of encoders
{
uv′ln : {1, · · · , Jn} → Xn : v′ln ∈ V ′ln
}
,
and a set of collections of positive-semidefinite operators
{
{D(vln )j : j = 1, · · · , Jn} : vln ∈ V ln
}
on H⊗n which
fulfills
∑Jn
j=1D
(vln )
j = idH⊗n for every v
ln ∈ V ln .
Definition 11:
Let (V ′, V ) with alphabets (V ′,V), be an arbitrary correlated source. A non-negative number R is an achievable
((V ′, V ), (ln)n∈N)-correlation assisted rate with informed jammer under the average error criterion for the AVCQC
{{ρ(x, s), x ∈ X}, s ∈ S} if for every  > 0, δ > 0, and sufficiently large n there exists a (V ′, V )-correlation
assisted (n, ln, Jn) code C(V ′, V ) =
{(
uv′ln , {D(v
ln )
j : j ∈ {1, · · · , Jn}}
)
: v′ln ∈ V ′ln , vln ∈ V ln
}
such that
log Jn
n > R− δ, and
max
sn(·)
∑
v′ln∈V′ln
∑
vln∈Vln
p(v′ln , vln)Pe(C(v′ln , vln), sn(·)) <  ,
where Pe(C(v′ln , vln), sn(·)) is defined as
Pe(C(v′ln , vln), sn(·)) := 1− 1
Jn
Jn∑
j=1
tr(ρ(uv′ln (j), s
n(uv′ln (j)))D
(vln )
j ) .
The supremum on achievable ((V ′, V ), (ln)n∈N)-correlation assisted rates of {{ρ(x, s), x ∈ X}, s ∈ S} with
informed jammer under the average error criterion is called the ((V ′, V ), (ln)n∈N)-correlation assisted capacity
with informed jammer, denoted by C({{ρ(x, s), x ∈ X}, s ∈ S}; corr(V ′, V ), (ln)n∈N).
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III. MAIN RESULTS AND PROOFS
A. Quantum Version of Kiefer and Wolfowitz’s Results for Classical Channels
[6] showed for classical AVCs the equality of correlation assisted capacity and random assisted capacity (under
average error criterion) for any correlated source (V ′, V ) (with I(V ′, V ) > 0) when the jammer has no side
information. The idea of the proof was at first to show the correlation assisted capacity satisfies the positivity
conditions of [20]. Then the channel uses can create a sufficient amount common randomness using a negligible
amount of bits. For this proof it is essential that the the randomness is uniformly distributed.
However when the jammer has side information about the channel input, the results of [20] can not be applied since
there is no Ahlswede Dichotomy (cf. [13]). For classical AVCs with informed jammer, the equality of correlation
assisted capacity and random assisted capacity can be proved in the following way: At first we show that the
classical correlation assisted capacity for any correlated source (V ′, V ) satisfies the positivity condition of [24],
i.e., there is a hyperspace separating the classical channel outputs into two parts in their vector space. Then similar
to the proof of [6], the channel uses can create common randomness using a negligible amount of bits. Kiefer and
Wolfowitz showed the in [24] the positivity, if their condition is fulfilled, by constructing a classical binary point
to point channel.
With this approach we can show that the (V ′, V )-correlation assisted capacity of a classical AVCW = {ρ(x, s) :
x ∈ X , s ∈ S} is equal to
max
P
min
ρ¯(·)∈W¯
I(P, ρ¯(·)), (11)
when I(V ′, V ) > 0. Here W¯ := {{∑sQ(s|x)ρ(x, s), x ∈ X} : ∀Q : X → S}. In this paper we skip the proof
of the coding theorem (11) for analogous arbitrarily varying classical channel and directly prove it for arbitrarily
varying classical channel, because the former is a special case contained by latter, although we have a proof for
the former.
One of the main difficulties is that we can not apply the classical results of Kiefer and Wolfowitz for correlations
directly on the set of quantum states since they do not form a real vector space. Thus we have to find a new
approach to show a quantum version of the classical results of [24] by Lemma 2 below. Furthermore we showed
that the the correlation assisted capacity an AVCQC for any correlated source (V ′, V ) of satisfies this positivity
condition by Lemma 1 below (cf. also Remark 1 for an alternative proof). The last step is creating a sufficient
amount common randomness using a negligible amount of bits similar to the technique in [11] and [15]. In our
previous work [13] we delivered the random assisted capacity when the jammer has side information about the
channel input. For this proof only a negligible amount of randomness was needed. This together with our last step
demonstrate the equality of correlation assisted capacity and random assisted capacity for AVCQCs. We show the
last step in Theorem 1 below. For our proof it is essential that the the randomness is uniformly distributed.
Let (V ′, V ) with alphabets (V ′,V), be an arbitrary correlated source and {ρ(x, s) : x ∈ X , s ∈ S} be an AVCQC
with input alphabet X and output space H. For a mapping g : V ′ → X and a conditional probability distribution
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Q ∈ P(S|X ), where P(S|X ) is the set of conditional probability distributions from X to the state set S of W . we
define
ν(v|g,Q) := PV (v)PV ′|V (g−1(x)|v)
∑
s
Q(s|x)ρ (x, s) , (12)
~ν(g,Q) := (ν(v|g,Q))v∈V , (13)
and
A(g) := {~ν(g,Q) : Q ∈ P(S|X )}. (14)
For a given AVCQC W = {{ρ(x, s), x ∈ X}, s ∈ S} with set of state S, let
W¯ := {{ρ¯Q(x) :=
∑
s
Q(s|x)ρ(x, s), x ∈ X} : for all Q : X → S}. (15)
Lemma 1: If I(V ′;V ) > 0 and maxρ∈W¯ C(ρ) > 0 then we can find g0 and g1 : V ′ → X such that
A(g0) ∩ A(g1) = ∅. (16)
Proof: Let I(V ′;V ) > 0, minρ∈W¯ C(ρ) > 0, V ′ = V = {0, 1} and |X | = α. We label the input letters in X as
x(0), x(1), . . . , x(α − 1). Our proof is based on constructions of two functions g0 : V ′ι → X and g1 : V ′ι → X
(for a properly defined ι in the next paragraph), satisfying (16) and
PnV ′(g
−1
0 (x)) = P
n
V ′(g
−1
1 (x)), (17)
for all x ∈ X . Notice that we will need property (17) for the proof of Theorem 1)
Let ι be the smallest integer κ such that
∑κ
τ=0b 12
(
κ
τ
)c ≥ α. We shall construct g0 and g1 satisfying (16). To this
end we shall group the sequences in V ′ι. But, first we need to label them in following way.
• For h = 0, 1, . . . ι, divide the sequences in V ′ι with Hamming weight h to two parts with equal sizes b 12
(
ι
h
)c
and label them as uι(h, 1a), uι(h, 2a), . . . , uι(h, b 12
(
ι
h
)ca) and uι(h, 1b), uι(h, 2b), . . . , uι(h, b 12(ιh)cb) respectively.
When
(
h
τ
)
is odd, we denote the remaining sequence by uι(h∗).
• Order labels (h, k), h = 0, 1, 2, . . . , ι, k = 1, 2, . . . , b 12
(
ι
h
)c by lexicographic order, as m = 1, 2, . . . ,∑ιτ=0b 12(ιτ)c
and rewrite uι(h, ka) and uι(h, kb) to uι(ma) and uι(mb) respectively, if (h, k) is the mth label in the order. That
is, for uι(ma) = uι(h, ka) and uι(m′a) = u
ι(h′, k′a) (u
ι(mb) = u
ι(h, kb) and uι(m′b) = u
ι(h′, k′b)), m < m
′ if
and only if h < h′ or h = h′ and k < k′.
Next we assign values of g0 and g1 to the sequences in V ′ι according to three groups:
The group 1: For m = 1, 2, . . . , α − 1, we let g0(uι(ma)) = g1(uι(mb)) = x(0), g0(uι(mb)) = x(m) and
g1(u
ι(ma)) = x(m), respectively. Notice that, as uι(ma) and uι(mb) have the same Hamming weight for all m,
for every uι ∈ V ′ι we have
Pr (g0(u
ι) = x(m)) = Pr (uι : g1(u
ι) = x(m)) (18)
for m = 0, 1, . . . , α− 1 (i. e. for all x(m) ∈ X ), in the assignment to the members in group 1.
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The group 2: For all m = α, α+ 1, . . . ,
∑ι
τ=0b 12
(
ι
τ
)c, we arbitrarily choose 0 ≤ ζ0(m)) < ζ1(m) ≤ α− 1 and
let g0(uι(ma)) = g1(uι(mb)) = x(ζ0(m)) and g0(uι(mb)) = g1(uι(ma)) = x(ζ1(m)). Again, because uι(ma)
and uι(mb) have the same Hamming weight, (18) holds too for the assignment to the members of the group 2.
The group 3: Finally for each uι(h∗), we arbitrarily choose letter in the alphabet X , say x(ih) and let
g0(u
ι(h∗)) = g1(uι(h∗)) = x(ih). Obviously (18) holds too for the assignment of the group 3.
Notice, the property (18) of the assignments to the 3 groups yields (17). Then next we shall show (16), by assume
a contradiction, that (16) would not hold. That is, there exist Q0, Q1 ∈ P(S|X ) such that, ~ν(g0, Q1) = ~ν(g1, Q0)
or
P ιV (v
ι)
∑
x
P ιV ′|V (g
−1
0 (x)|vι)
∑
s
Q1(s|x)ρ(x, s) = P ιV (vι)
∑
x′
P ιV ′|V (g
−1
1 (x
′)|vι)
∑
s′
Q0(s
′|x′)ρ(x′, s′),
for all vι which can be rewritten as
P ιV (v
ι)
∑
uι
P ιV ′|V (u
ι|vι)
∑
s
Q1(s|g0(uι))ρ(g0(uι), s) = P ιV (vι)
∑
uι
P ιV ′|V (u
ι|vι)
∑
s′
Q0(s
′|g1(uι))ρ(g1(uι), s′),
by re-arrange the terms. That is,∑
uι
P ιV ′|V (u
ι|vι)[
∑
s
Q1(s|g0(uι))ρ(g0(uι), s)−
∑
s′
Q0(s
′|g1(uι))ρ(y|g1(uι), s′)] = 0H, (19)
for all vι, where 0H is the zero ensemble on H.
Denoted by Pt, the |Vt| × |V ′t| matrix whose (v, u)th entry is P tV ′|V (ut|vt) for all t. We write P1 = P. Then
we observe that for all positive integer t, Pt = P⊗t i. e., Pt is tth-sensor power of P. Recalling that we have
assume that I(V ′;V ) > 0, which implies that
PV ′|V (0|0)
PV ′|V (0|1) 6=
PV ′|V (1|0)
PV ′|V (1|1) , or det(P) 6= 0. Therefore P is a full rank
matrix, hence so is Pt for all t. Next let ~w be the d|V ′ι| × d matrix, where d := dimH, whose components
are
∑
sQ1(s|g0(uι))ρ(g0(uι), s) −
∑
s′ Q0(s
′|g1(uι))ρ(g1(uι), s′), uι ∈ V ′ι, in a proper order. Then (19) can be
rewritten as (
Pι ⊗ idH
)
~w = 0H.
Because Pι is full rank, the linear function Pιz|V
′|ι = 0 with respect to z|V
′|ι has no non-zero solution. This
implies that ~w = 0H⊗|V
′|ι , or∑
s
Q1(s|g0(uι))ρ(g0(uι), s) =
∑
s′
Q0(s
′|g1(uι))ρ(g1(uι), s′), (20)
for all uι. Now we substitute uι(ma) for m = 1, 2 . . . , α− 1 in the group 1 to (20) and then have that∑
s
Q1(s|x(0))ρ(x(0), s) =
∑
s′
Q0(s
′|x(m))ρ(x(m), s′)
for m = 1, 2, . . . α − 1. By choosing (∑sQ1(s|x(0))ρ(x(0), s)) and (∑s′ Q0(s′|x(m))ρ(x(m), s′)) for m =
1, 2, . . . , α−1, we have a channel in W¯ with identity row, which is contradict to the assumption minρ∈W¯ C(ρ) > 0
and therefore (16) is proven.
2
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Lemma 2: There is r > 0 such that for all , λ > 0, there is (n, 2nr) correlation assisted code for sufficiently large
n, with maximum probability of error smaller than λ and rate r′ > r − , if the exists two mappings gk, k = 0, 1
from V ′ to X with
A(g0) ∩ A(g1) = ∅. (21)
Proof: We show the lemma in the same way as in [24].
The set P (S|X ) is bounded and equal to P (S|X ) and thus convex and compact. For a fixed g, ~v(g, ·) : P (S|X )→
H|V˜| is linear, thus for every given g, A(g) is also a convex compact set.
A(gk), k = 0, 1 are compact convex sets in the |V||X |-dimensional real space. When A(g0) ∩A(g1) = ∅ holds,
then there is a hyperspace H` which separates A(g0) and A(g1). Let b be a real number such that H` − b is a
subspace, by Riesz representation theorem we can find a self-adjoint operator A′ =
(
a(v)
)
v∈V
on Hd|V˜| such that
tr ((A′ − b · id)(~v(g0, s))) > 0
for all ~v(g0, s) ∈ A(g0) and
tr ((A′ − b · id)(~v(g1, s))) < 0
for all ~v(g1, s) ∈ A(g1).
We define the the self-adjoint operator A on Hd|V˜| by A := A′− b · id. Suppose A has a spectral decomposition
A =
∑d|V|
l=1 alAl. Similar to [5], we define for every m ∈ N and lm = (l1, · · · , lm)
Pm0 :=
∑
lm:
∑m
i=1 ali<0
Alm ; Pm1 :=
∑
lm:
∑m
i=1 ali>0
Alm ,
where Alm :=
⊗m
i=1Ali . We have P0 + P1 = id
m
We define
C := max
~v(j,Q)∈A(gj)
1
4
tr(A~v(gj , Q))
−2 (tr(A2~v(gj , Q))− tr(A~v(gj , Q))2) .
Now we consider every terms in
∑
vm P
m
V (v
m)
∑
xm P
m
V ′|V ((g
−1
0 )
m(xm)|vm)∑sm Qm(sm|xm)ρ⊗m(xm, sm)
=
∑
vm P
m
V (v
m)
∑
um P
m
V ′|V (u
m|vm) ∑sm Qm(sm|gm0 (um)) ρ⊗m(gm0 (um), sm). We define
Lm :=
{
lm :
∣∣∣∣∣
m∑
i=1
ali − min
Q∈P(S|X )
tr
(
A
[
PV (vi)PV ′|V (g
−1
0 (x)|vi)
∑
s
Q(s|x)ρ (x, s)
])∣∣∣∣∣
≤ 1
2
min
Q∈P(S|X )
tr
(
A
[
PV (vi)PV ′|V (g
−1
0 (x)|vi)
∑
s
Q(s|x)ρ (x, s)
])}
.
For every fixed u ∈ U , we have {s(g0(u)), s(·) ∈ S} = S, thus similar to the proof in [5] we may apply Chebyshev’s
inequality for every sm ∈ S to show
min
sm(·)∈S
tr
(
Pm0 (P (v
m)ρ(gm0 (v
m), sm(gm0 (v
m))))vm∈Vm
)
= min
sm(·)∈S
tr
 ∑
lm:
∑m
i=1 ali<0
Alm
 (PV (vm)ρ(gm0 (vm), sm(gm0 (vm))))vm∈Vm

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= min
sm(·)∈S
∑
lm:
∑m
i=1 ali<0
m∏
i=1
tr (Ali (PV (vi)ρ(g0(vi), si(g0(vi)))))
≥ min
sm(·)∈S
∑
lm∈Lm
m∏
i=1
tr (Ali (P (vi)ρ(g0(vi), si(g0(vi)))))
≥
∑
lm∈Lm
m∏
i=1
min
Q∈P(S|X )
tr
(
Ali
[
PV (vi)PV ′|V (g
−1
0 (x)|vi)
∑
s
Q(s|x)ρ (x, s)
])
≥ 1− 1
4m
max
Q∈P(S|X )
[
(tr(APV (vi)PV ′|V (g
−1
0 (x)|vi)
∑
s
Q(s|x)ρ (x, s)))−2(
tr(A2PV (vi)PV ′|V (g
−1
0 (x)|vi)
∑
s
Q(s|x)ρ (x, s))− tr(APV (vi)PV ′|V (g−10 (x)|vi)
∑
s
Q(s|x)ρ (x, s))2
)]
= 1− 1
m
max
~v(g0,Q)∈A(g0)
1
4
tr(A~v(g0, Q))
−2 (tr(A2~v(g0, Q))− tr(A~v(g0, Q))2)
≥ 1− C
m
, (22)
where N(s|sm) the number of occurrences of the symbol s in sm.
Similarly
min
sm(·)∈S
tr
(
Pm1 (P (v
m)ρ(gm0 (v
m), sm(gm0 (v
m))))vm∈Vm
) ≥ 1− C
m
. (23)
Using the idea of [5] we can now define a classical binary AVC by
Wˆ (0|gi, sm) :=
∑
(vm,ym)∈B
∑
xm
PmV (v
m)PmV ′|V ((g
m
i )
−1(xm)|vm)ρm(xm, sm(xm))
and
Wˆ (1|gi, sm) :=
∑
(vm,ym)∈Bc
∑
xm
PmV (v
m)PmV ′|V ((g
m
i )
−1(xm)|vm)ρm(xm, sm(xm))
for i = 0, 1,
Wˆ := {Wˆ (·|·, sˆ), sˆ ∈ Sˆ} for Sˆ = Sm.
Wˆ (with input alphabet {gm0 , gm1 } is a binary AVC such that Wˆ (0|g0, sˆ) > 1 − η and Wˆ (0|g1, sˆ′) < η for all
sˆ, sˆ′ ∈ Sˆ. Every deterministic code for Wˆ also define a correlation assisted code for ρ. This show Lemma 2.
2
Remark 1:
At first please observe that we can not apply the classical the results of Kiefer and Wolfowitz in [24] on the set
of quantum states {ν(v|g,Q)} since the set of probability matrices do not form a vector space over C. However
there is an isometric which maps every set of Hermitian complex m×m matrices to a m2-dimensional subspace
of the 2m2-dimensional vector space of complex m×m matrices over R. Thus alternatively we can prove Lemma
1 and Lemma 2 as follows.
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Let {|v〉 : v ∈ V} be an orthonormal basis of H⊗|V|. Then the output ~v(g;Q) of the channel can be presented
as a classical-quantum state in the d|V|-dimensional complex Hilbert space:
σQ,gi :=
∑
v
PV (v)|v〉〈v| ⊗ PV ′|V
(
g−1i (x) | v
)∑
s
Q(s | x)ρ(x, s) , (24)
when one apply the function gi, i = 0, 1 to input of the channel according to the output of the source V ′.
Consequently with the notation, A(gi) is presented as {σQ,gi : Q ∈ P(S | X )}, a compact convex subset in the
real vector space S formed by d|V| × d|V| Hermitian matrices, a (d|V|)2-dimensional real Hilbert subspace of
2(d|V|)2-dimensional space of complex d|V| × d|V| matrices (with inner product of A and B, 〈A|B〉 = tr(A ∗B).
Let φ be a linear isomorphic mapping from S to the (d|V|)2-dimensional real linear vector space V, (keep inner
product unchanged 〈A|B〉 = tr(A ∗ B)). Then φ(A(gi)) := {φ(σQ,gi) : Q ∈ P(S | X )} for i = 0, 1, are compact
convex subsets in V. Now let
A(g0) ∩ A(g1) = ∅,
then we have
φ(A((g0)) ∩ φ(A(g1)) = ∅,
as well, by the isomorphism. Thus, φ(A((g0) and φ(A((g0) can be separated by a hyperplane. Namely, there is a
(d|V|)2-dimensional real vector ~a and a real number b such that
〈φ(σQ0,g0)|~a〉 < b < 〈φ(σQ1,g1)|~a〉
for all φ(σQi,gi) ∈ φ(A(gi)), i = 0, 1. Let A be the inverse image of ~a under the mapping φ. Then by the
isomorphism again, we have that
tr(σQ0,g0A) < b < tr(σQ1,g1A) (25)
for all σQi,gi ∈ A(gi), i = 0, 1. (Notice, we have that σQi,gi∗ = σQi,gi and A∗ = A here.) Let λ1, λ2, · · · , λd|V|
be eigenvalues of A according descending order and λ := min(0, λd|V|). Then A− λid is semi-positive and with
the maximum eigenvalue λ1−λ. Obviously λ1−λ 6= 0, because otherwise we would have λ1 = λ2 = · · · = λd|V|,
which yields tr(σQi,giA) = λ1, i = 0, 1, a contradiction to (25). Thus we have 0H⊗d|V| ≤ M1 ≤ idH⊗d|V| , if we
define M1 := 1λ1−λ (A − λid) and M0 := idH⊗d|V| −M1. That is, {M0,M1} is a quantum measurement of the
output space of the channel.
Next we show that with a correlation (V ′, V ) such that I(V ′, V ) > 0, one can reduce the original AVCQC to a
binary classical AVC by perform a measurement in “one use” as follows. With the correlation assistant, the sender use
gi to choose input, if he would like to send a bit i ∈ {0, 1}, such that the receiver receivers the classical-quantum state
σQ,gi (in the case that the jammer uses Q to choose the state of AVCQC). Then receiver performs the measurement
{M0,M1} on the output quantum state received by him. Thus with the probability VQ(j | i) = tr(σQ,giMj), the
measurement outputs a bit j. Thus we have had a binary classical AVC {VQ : Q ∈ P(S | X )}, whose maximum
deterministic capacity clearly does not exceed the correlated assisted capacity of the original AVCQC. Hence to
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complete the proof of the lemma, it is sufficient for us to so the maximum error capacity of {VQ : Q ∈ P(S | X )}
is positive. (25) implies that for all Q0, Q1 ∈ P(S | X )
1− VQ0(0 | 0) = VQ0(1 | 0) = tr(σQ0,g0M1) < tr(σQ1,g1M1) = VQ1(1 | 1).
That is, VQ0(0 | 0) + VQ1(1 | 1) > 1, for all Q0, Q1 ∈ P(S | X ). Now we apply a lemma due to Ahlswede and
Wolfowitz [9],
Lemma 3: Let W bc := {{W (j | i, s), i, j ∈ {0, 1}}, s ∈ calS} be a binary classical AVC. Then its deterministic
code capacity is equal to
max
P
min
W¯∈ ¯W bc
I(P, W¯ ) > 0
if for all s, s′ we have W (0 | 0, s) +W (1 | 1, s′) > 1.
Applying Lemma 3 we can construct a binary point to point channel with positive capacity. This delivers an
alternatively proof for Lemma 1 and Lemma 2.
B. Main Result and Proof
Now we are going to state our main result.
Theorem 1: Let (V ′, V ) with alphabets (V ′,V), be an arbitrary correlated source and W = {ρ(x, s) : x ∈ X , s ∈
S} be an AVCQC. When I(V ′, V ) > 0 holds, then
C(W; corr(V ′, V )) = max
P
min
ρ¯(·)∈W¯
χ(P, ρ¯(·)). (26)
Theorem 1 delivers a single letter characterization of the correlation assisted capacity with informed jammer.
This single letter characterization is particularity interesting promising, on the one hand because correlation is the
weakest resource in the hierarchy of resources, on the other hand because the deterministic capacity formula for
arbitrarily varying channels with informed jammer is still an open problem, even for classical arbitrarily varying
channels, where the well-know Shannon’s zero-error capacity is contained as a special case of this scenario. Our
model is a generalization of the standard AVC model, since in the standard ACV model is limited on the case
when the jammer has no side information about the codeword. Furthemore our model is more complicated than
the standard AVC model. Since the jammer can choose his jamming strategy according to a block of the channel
input, the size of the eavesdropper’s possible output will be double-exponential of the code length. Because of this,
Theorem 1 delivers the surprising and promising result that the weakst form of resource is powerful enough to
protect against such a mighty jamming strategy.
Proof: In [13] it has been shown that the random random correlated capacity of W under the average error
criterion with informed jammer is equal to minρ¯(·)∈W¯ χ(PX , ρ¯(·)). In this proof a we use a random variable
uniformly distributed on a finite set K such that
|K| = ckn2,
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where ck is a a positive constant depending on |X | and |S|.
Since the (V ′, V )-correlation assisted capacity cannot exceed the randomness assisted capacity, the converse is
trivial.
When minρ¯(·)∈W¯ χ(PX , ρ¯(·)) = 0 holds, then the randomness assisted capacity of W is equal to zero and thus
the (V ′, V )-correlation assisted capacity of W is also equal to zero. This case is trivial. Now we assume that both
I(V ′, V ) > 0 and minρ¯(·)∈W¯ χ(PX , ρ¯(·)) > 0 hold. Our idea is to build a two-part code word, the first part is used
to create the common randomness for the sender and the receiver, the second is used to transmit the message to
the receiver.
Our idea is at fist to build a pre-code, which is a (V ′, V )-correlation assisted code, generating the random variable
uniformly distributed on a finite set K we used for the randomness assisted code [13]. The next step is to apply the
result of [13], i.e., a second code for message transmission which is a randomness assisted code using the random
variable we generated. Thus the code we use at the end consists of two part codewords.
Definition of pre-code
Let K be a finite set such that |K| is of polynomially size of n. We denote ν(n) := 3r log n, where r is defined
as in Lemma 2. Recall |K| = ckn2 < 2ν(n)r
By Lemma 2 we can apply coding theorem of AVC with binary output. Every deterministic code for Wˆ
also define a correlation assisted code for ρ. Thus by Lemma 2 there exists a (V ′, V )-correlation assisted code(
(uv′ν(n)(k))k=1,··· ,|K| , {Dν(n)k : k = 1, · · · , |K|}
)
with deterministic encoder uv′ν(n)(k) ∈ {gm0 , gm1 }ν(n) for W
of length ν(n) (cf. [24]), such that
min
sν(n)(·)
1
|K|
|K|∑
k=1
tr
(
ρ(uv′ν(n)(k), s
ν(n)(uv′ν(n)(k)))D
ν(n)
k
)
≥ 1− ϑ . (27)
Here we use the property (17)in the proof of Lemma 1 that PnV ′(g
−1
0 (x)) = P
n
V ′(g
−1
1 (x)) for all x ∈ X to show
that the randomness we built is a uniformly distributed random variable.
When the jammer knew the shared randomness, he would render the shared randomness completely useless (cf.
[16]). Thus we have to show that we can archive that the jammer, knowing the code word, has no access to the
randomness. Notice that the sender sends input (gv′1 , gv′2 , . . . , gv′ν(n)) of ACCQC W , if he would like to send
binary input v′1v′2 . . . v′ν(n)) to the binary classical AVC Wˆ . Since PnV ′(g
−1
0 (x)) = P
n
V ′(g
−1
1 (x)) holds, for any
xν(n) ∈ X ν(n) we have
Pr
(
g−1
v′1ν(n)
(xν(n))
)
= Pr
(
g−1
v′2
ν(n)(x
ν(n))
)
for every v′1
ν(n), v′2
ν(n) ∈ V˜ ′ν(n). This means that the jammer, knowing the code word, has no access to the
randomness.
Definition of two-part code
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By [13] there is a (n, Jn) random code
{
u(j, k), Dnk,j
}
such that
max
s(·)
1
|J |
1
|K|
∑
j∈J
∑
k∈K
tr[ρ⊗n(u(j, k), s(u(j, k)))(IH −D(j, k))] < λ.
Now we can construct a (V ′, V )-correlation assisted (ν(n)+n, Jn) random code C(V ′, V ) =
{(
uv′ν(n)+n , {Dv
ν(n)+n
j :
j ∈ {1, · · · , Jn}}
)
: v′ν(n)+n ∈ V ′ν(n)+n, vν(n)+n ∈ Vν(n)+n
}
, where we set
uv′ν(n)+n(j, k) = (uv′ν(n)(k), u(j, k)) ,
and
Dv
ν(n)+n
j :=
|K|∑
k=1
D
ν(n)
(vν(n)),k
⊗Dnk,j .
Remark 2: Notice that the first part of this two-part codeword does not depend on the message, while the second
part does not depend on the correlation. Thus our (n, Jn) code C(V ′, V ) is actually a (ν(n) + n, Jn, ν(n)) code
of ν(n) + n length.
By (27), for any sν(n)+n(·) we have
1−
∑
v′ν(n)+n
∑
vν(n)+n
p(v′ν(n)+n, vν(n)+n)
1
Jn
Jn∑
j=1
tr
([
1
|K|
|K|∑
k=1
ρ(uv′ν(n)(k), s
ν(n)(uν(n)))⊗ ρ(u(j, k), sn(u(j, k))))
]
·
 |K|∑
k=1
D
ν(n)
(vν(n)),k
⊗Dnk,j
)
≤ 1−
∑
v′ν(n)+n
∑
vν(n)+n
p(v′ν(n)+n, vν(n)+n)
1
Jn
Jn∑
j=1
tr
(
1
|K|
|K|∑
k=1[
ρ(uv′ν(n)(k), s
ν(n)(xν(n)))⊗ ρ(u(j, k), sn(u(j, k)))
]
·
[
D
ν(n)
(vν(n)),k
⊗Dnk,j
])
= 1−
∑
v′ν(n)
∑
vν(n)
p(v′ν(n), vν(n))
1
Jn
Jn∑
j=1
tr
(
1
|K|
|K|∑
k=1[
ρ(uv′ν(n)(k), s
ν(n)(uv′ν(n)(k)))D
ν(n)
(vν(n)),k
]
⊗
[∑
x
ρ(u(j, k), sn(u(j, k)))Dnk,j
])
= 1−
∑
v′ν(n)
∑
vν(n)
p(v′ν(n), vν(n))
1
|K|
|K|∑
k=1
tr
(
ρ(uv′ν(n)(k), s
ν(n)(uv′ν(n)(k)))D
ν(n)
(vν(n)),k
)
·
 1
Jn
Jn∑
j=1
tr(ρ(u(j, k), sn(u(j, k)n))Dnk,j)

≤ λ+ ϑ . (28)
2
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Corollary 1: Let (V ′, V ) with alphabets (V ′,V), be an arbitrary correlated source andW = {ρ(x, s) : x ∈ X , s ∈
S} be an AVCQC. There is a positive r′′ such that for any sequence of natural numbers (ln)n∈N such that r′′ <
lim infn→∞ lnlogn ≤ lim supn→∞ lnlogn <∞, when I(V ′, V ) > 0 holds, we have
C(W; corr(V ′, V ), (ln)n∈N) = min
ρ¯(·)∈W¯
χ(PX , ρ¯(·)). (29)
Proof: We define r′′ := 3r , where r is defined as in Lemma 2. Let (ln)n∈N be a sequence that sequence
ν(n)
logn = r
′′
< lim infn→∞ lnlogn ≤ lim supn→∞ lnlogn < ∞. We have: ln ≥ ν(n) for all n. By Remark 2 for any positive δ, 
and sufficiently large n there is a (ln + n, Jn, ln) code, where Jn = 2
n(min
ρ¯(·)∈W¯ χ(PX ,ρ¯(·))−δ), such that
max
sln+n∈Sln+n
∑
v′ln∈V′ln
∑
vln∈Vln
p(v′ln , vln)Pe(C(v′ln , vln), sln+n) <  .
Since 2ln is in polynomial order of n, for any positive ε, if n is large enough we have 1n log Jn− 1ln+n log Jn ≤ ε.
Thus when I(V ′, V ) > 0
C(W; corr(V ′, V ), (ln)n∈N) = min
ρ¯(·)∈W¯
χ(PX , ρ¯(·)).
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Lemma 4: Let W = {ρ(x, s) : x ∈ X , s ∈ S} be an AVCQC. When for every n ∈ N and every x1, x2 ∈ Xn we
have
conv
({ρ⊗n(x1, sn) : sn ∈ Sn}) ∩ conv ({ρ⊗n(x1, sn) : sn ∈ Sn}) 6= ∅
holds, then the deterministic capacity of W with informed jammer is zero.
Proof: When for every n ∈ N and every x1, x2 ∈ Xn we have
conv
({ρ⊗n(x1, sn) : sn ∈ Sn}) ∩ conv ({ρ⊗n(x1, sn) : sn ∈ Sn}) 6= ∅
holds, by [5] the deterministic capacity of W with uninformed jammer is zero. Since the deterministic capacity of
W with informed jammer cannot exceed the deterministic capacity of W with uninformed jammer, the lemma has
been shown.
2
IV. APPLICATIONS
Common randomness generating plays a fundamental role in various problems of cryptography and information
theory. Here the channel users want to calculate a shared random variable using an AVCQC and correlation as
resource. This can be used, for instance, as a strong resource for a randomized protocol. Obviously, the message
transmission capacity of any channel is upper bounded by its common randomness capacity. Furthermore, the
common randomness capacity of any channel is upper bounded by its identification capacity.
Common randomness generating over a classical arbitrarily varying channel using correlation as resource was
first introduced in [8], where it has been assumed that the jammer has no side information about the input codeword.
As an application of our results in Section III we want now analyze the common randomness generating using
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correlation as resource for our scenario in Section III, i.e., we assume that the jammer knows the input codeword.
We assume that the sender and the receiver use a correlated assisted code to generate a pair of random variables
(J, L), both distributed on a finite set J such that the probability that J 6= L can be kept arbitrarily small.
As a second application of our results we analyze the capacity formulas of this work and some of our previous
works to determine whether they are Turing computable.
A. Capacity Definition and Communication Scenario
Definition 12: Let W = {{ρ(x, s), x ∈ X}, s ∈ S} be an AVCQC and (V ′, V ) with alphabets (V ′,V) be
an arbitrary correlated source. A non-negative number R is an achievable (V ′, V )-correlation assisted common
randomness rate with informed jammer for W if for every  > 0, δ > 0, and sufficiently large n there exists a
random variables J distributed on a finite set J , a set of encoders {uv′n : J → Xn : v′n ∈ V ′n} and a set of
measurements {Lvn : S(H⊗n)→ J : vn ∈ Vn} such that 1nH(J) > R− δ and
max
sn(·)
Pr {J 6= L (ρ (UV ′n , sn(UV ′n)) , V n)} < 
The supremum on achievable (V ′, V )-correlation and ((V ′, V ), (ln)n∈N)-correlation, respectively, assisted common
randomness rate with informed jammer for W is called the (V ′, V )-correlation assisted common randomness
capacity with informed jammer for W , denoted by C˜(W).
Definition 13: Let W = {{ρ(x, s), x ∈ X}, s ∈ S} be an AVCQC and (V ′, V ) with alphabets (V ′,V) be
an arbitrary correlated source. A non-negative number R is an achievable ((V ′, V ), (ln)n∈N)-correlation assisted
common randomness rate with informed jammer forW if for every  > 0, δ > 0, and sufficiently large n there exists
a encoders
{
uv′ln : J → Xn : v′ln ∈ V ′ln
}
, and a set of measurements
{
Lvln : S(H⊗n)→ P (J ) : vln ∈ V ln
}
,
such that 1nH(J) > R− δ and
max
sn(·)
Pr
{
J 6= L (ρ (UV ′ln , sn(UV ′ln )) , V ln)} < .
The supremum on achievable on ((V ′, V ), (ln)n∈N)-correlation assisted common randomness rate with informed
jammer for W is called the ((V ′, V ), (ln)n∈N)-correlation assisted common randomness capacity with informed
jammer for W , denoted by C˜(W, (ln)n∈N).
Definition 14: A sequence of rational numbers {rn : n ∈ N} is called a computable sequence if there exist
recursive functions a, b, and s : N→ N such that for all n ∈ N we have b(n) 6= 0 and
rn = (−1)s(n) a(n)
b(n)
.
Definition 15: A function f : Rc → Rc is called Banach-Mazur computable if it maps any computable sequence
{rn : n ∈ N} of real numbers into a computable sequence {f(rn) : n ∈ N} ff(xn)g1n =1 of real numbers. Here
Rc, the set of computable numbers, is defined as the set of real numbers that are computable by Turing machines.
Definition 16: A function f : Rc → Rc is called Borel computable if there is an algorithm that transforms each
given rapidly converging Cauchy representation of a computable real x into a corresponding representation for
f(x).
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Notice that Borel computability implies Banach-Mazur computability.
Definition 17: An AVCQC W with input alphabet X and output space H is computable if it maps every letter
in X quantum state in S(H) with computable coefficient in C.
Definition 18: Assume we have two random variables (V ′, V ) and (V˙ ′, V˙ ) both taking values in a finite set
V ′ × V with joint distributions PV ′,V and PV˙ ′,V˙ , respectively. We define their distance by
‖PV ′,V − PV˙ ′,V˙ ‖1 =
∑
v′∈V′
∑
v∈V
|PV ′,V (v′, v)− PV˙ ′,V˙ (v′, v)|.
Assume we have two AVCQCs W = {{ρ(x, s), x ∈ X}, s ∈ S} and W˙ = {{ρ˙(x, s), x ∈ X}, s ∈ S} with
correlated sources (V ′, V ) and (V˙ ′, V˙ ) with alphabets (V ′,V), respectively. We define a distance of
(
W, (V ′, V )
)
and
(
W˙, (V˙ ′, V˙ )
)
by
d
((
W, (V ′, V )
)
,
(
W˙, (V˙ ′, V˙ )
))
:= ‖W − W˙‖♦ + ‖PV ′,V − PV˙ ′,V˙ ‖1.
Here
‖W‖♦ := sup
n∈N
max
a∈S(Cn⊗H′),‖a‖1=1
‖(idn ⊗W )(a)‖1 .
B. Correlation Assisted Common Randomness Capacity with Informed Jammer
Corollary 2: Let (V ′, V ) with alphabets (V ′,V), be an arbitrary correlated source andW = {ρ(x, s) : x ∈ X , s ∈
S} be an AVCQC. There is a positive r′′ such that for any sequence of natural numbers (ln)n∈N such that r′′ <
lim infn→∞ lnlogn ≤ lim supn→∞ lnlogn <∞, when I(V ′, V ) > 0 holds, then
C˜(W, (ln)n∈N) ≥ max
P
min
ρ¯(·)∈W¯
lim inf
n→∞
n− ln
n
χ(P, ρ¯(·)) + lim inf
n→∞
ln
n
r′′. (30)
Proof: We define r′′ := 3r , where r is defined as in Lemma 2. We fix a P and define
Jn := b2nminρ¯(·)∈W¯ χ(P,ρ¯(·))−δc
for an arbitrary positive δ. Now the sender chooses a random variable uniformly distributed on {1, · · · Jn}. Let
(ln)n∈N be a sequence that sequence
ν(n)
logn = r
′′ < lim infn→∞ lnlogn ≤ lim supn→∞ lnlogn < ∞. By Corollary 1
he can send the output to the receiver using an (n, ln, Jn) code. When the receiver fails to decode the output he
chooses randomly one element in {1, · · · Jn}. By Corollary 1 when I(V ′, V ) > 0 the probability of failure with
informed jammer can be kept arbitrarily small when n is sufficiently large.
We define Lln := b2lnrc. Now by classical common randomness generation technique in [8] we can define a set
of Lln deterministic code {CWˆl : l ∈ {1, · · · , Lln}} for Wˆ , the classical channel we defined in Lemma 2, such that
Lln messages can be send, and furthermore, for ever random variable Ks distributed on {CWˆl : l ∈ {1, · · · , Lln}}
the receiver can generate random variable Kr distributed on {1, · · · , Lln}, such that when ln is sufficiently large
Pr{Ks 6= Kr} <  for any positive .
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Let K be the set on that the common randomness taking value pn the proof of Theorem 1. {CWˆl : l ∈
{1, · · · , Lln}} defines a (V ′, V )-correlation assisted code{(
(uv′ν(n)(k))k=1,··· ,|K| , {Dν(n)k : k = 1, · · · , |K|}
)
l
: l ∈ {1, · · · , Lln}
}
.
with deterministic encoder uv′ν(n)(k) ∈ {gm0 , gm1 }ν(n) for W of length ν(n) such that when ln is sufficiently large
Lln messages can be sent, and the receiver can generate random variable Kr on {1, · · · , Lln} with Pr{Ks 6=
Kr} <  for any positive .
We choose
J := {1, · · · Jn} × {1, · · · , Ln}.
Now we can contract an (n− ln, ln, Jn) two-part code as in the proof for Theorem 1, where the second part is a
common randomness assisted code sending the random output of a variable uniformly distributed on {1, · · · Jn},
and the first part is used both to sending Lln messages (which are used as common randomness for the second
part), and to create to generate random variables Ks and Kr, both uniformly distributed on {1, · · · , Lln}, with
Pr{Ks 6= Kr} <  for any positive . 2
Corollary 3: Let (V ′, V ) with alphabets (V ′,V), be an arbitrary correlated source andW = {ρ(x, s) : x ∈ X , s ∈
S} be an AVCQC.
B.1 When
I(V ′, V ) ≤ max
P
min
ρ¯(·)∈W¯
χ(P, ρ¯(·))
holds, then
C˜(W) = max
P
min
ρ¯(·)∈W¯
χ(P, ρ¯(·)) + I(V ′, V ). (31)
B.2 When
I(V ′, V ) > max
P
min
ρ¯(·)∈W¯
χ(P, ρ¯(·))
holds, then
C˜(W) = sup
U→V ′→V
{
I(U, V ′) : I(U ;V ′)− I(U ;V ) ≤ max
P
min
ρ¯(·)∈W¯
χ(P, ρ¯(·))
}
. (32)
Proof: Our proof based on the approach in [8] for correlation assisted common randomness of classical channels.
At first we assume that I(V ′, V ) ≤ maxP minρ¯(·)∈W¯ χ(P, ρ¯(·)) holds.
We fix a P and define
J ′n := b2n(minρ¯(·)∈W¯ χ(P,ρ¯(·))+I(V
′,V ))−δc
for an arbitrary positive δ. Our idea is having the transmitters share a random variable uniformly distributed on
{1, · · · J ′n} by means of W .
Let K be the set on that the common randomness taking value pn the proof of Theorem 1. We choose a |V|
dimensional Hilbert Space H|V| and a set of pairwise orthogonal pure quantum states {σv : v ∈ V ′} ∈ S(H|V|).
We further define a map g : V → {σv : v} by g(v) = σv . We have χ(V ′, g(·)) = I(V ′, V ). We now generate
|K| |V ′| b2n(minρ¯(·)∈W¯ χ(P,ρ¯(·))+I(V ′,V ))−δc
25
random variable
{Uk,v′(j) : j ∈ {1, . . . J ′n}, k ∈ k ∈ K, v′ ∈ V ′},
u in X . Since
χ(P × V ′; ρ¯(·)⊗ g(·)) ≥ χ(P ; ρ¯(·)) + I(V ′, V ),
by [13] when n is sufficiently large then with a positive probability according to the joint distribution of V ′,
V , and the uniform distribution on K there is a map g : V → {σv : v}, a realization {uk,v′(j) : j, k, v′} of
{Uk,v′(j) : j, k, v′}, and a family of decoding sets{
{D(j, k, g(v)), j ∈ {1, . . . J ′n}}, k ∈ K, v ∈ V
}
such that for any positive  and sufficiently large n
min
s
1
J ′n
J′n∑
j=1
Etr[ρ⊗n(u(j,K, V ′), s(u(j,K, V ′)))D(j,K, V )] >  (33)
according to the joint distribution of V ′, V , and the uniform distribution on K with an informed jammer.
Now we can contract an (n, J ′n) two-part code. By Corollary 2 we can define a deterministic code of negligible
length such that |K| messages can be send. The first part of the codeword are these codewords sending |K| messages
as common randomness for the second part. The second part is the randomness assisted code defined in (33), sending
the random output of a variable distributed on {1, · · · J ′n}. This shows the direct part for this case.
For the converse we suppose that after the message transmission, the sender and the receiver share a random
variable M which is independent of V ′ and V . We now consider the Markov chain M → PV ′ → ρ(·)V → M .
By the data processing inequality and the capacity formula for ρ with informed jammer in [13] we have
H(M) ≤ χ(P, ρ¯(·)) + I(V ′, V ).
Now we assume that I(V ′, V ) > maxP minρ¯(·)∈W¯ χ(P, ρ¯(·)) holds.
Similar to above we fix a P and define
J ′′n := b2n(minρ¯(·)∈W¯ χ(P,ρ¯(·))+I(U ;V ))−δc
for an arbitrary positive δ and an U → V ′ → V such that I(U ;V ′)− I(U ;V ) ≤ χ(P, ρ¯(·)).
We now generate
|K| |V ′| b2n(minρ¯(·)∈W¯ χ(P,ρ¯(·))+I(U,V ))−δc
random variable
{Uk,v′(j) : j ∈ {1, . . . J ′′n}, k ∈ k ∈ K, v′ ∈ V ′}
Similar to above we want to have the transmitters share a random variable uniformly distributed on {1, · · · J ′′n} by
means of W .
When U → V ′ → V holds then it also holds U × P → V ′ × P → g(V )⊗ ρ(P ). Since
χ(P × U ; ρ¯(·)⊗ g(·)) ≥ χ(P ; ρ¯(·)) + I(U, V ),
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when n is sufficiently large then with a positive probability according to the joint distribution of V ′, V , and the
uniform distribution on K there is a map g : V → {σv : v}, a realization {uk,v′(j) : j, k, v′} of {Uk,v′(j) : j, k, v′},
and a family of decoding sets {
{D(j, k, g(v)), j ∈ {1, . . . J ′′n}}, k ∈ K, v ∈ V
}
such that for any positive  and sufficiently large n
min
s
1
J ′′n
J′′n∑
j=1
Etr[ρ⊗n(u(j,K, V ′), s(u(j,K, V ′)))D(j,K, V )] > 
according to the joint distribution of V ′, V , and the uniform distribution on K.
Similar to above we can contract an (n, J ′′n) two-part code, where the first part is used to sending |K| messages
and the second part is a randomness assisted code sending the random output of a variable distributed on {1, · · · J ′′n}.
For the converse we consider a U with U → V ′ → V . Let Y be the classical random outcome of the decoding
measurement. By the data processing inequality and the capacity formula for ρ with informed jammer in [13] we
have
I(X;Y ) ≤ χ(P, ρ¯(·)).
We now apply the results for common randomness capacity via classical channel in [8] on the resulting classical
arbitrarily varying channel wit informed jammer X → Y , we have
C˜(W)
≤ sup
U→V ′→V
{
I(U, V ′) : I(U ;V ′)− I(U ;V ) ≤ I(X;Y )
}
≤ sup
U→V ′→V
{
I(U, V ′) : I(U ;V ′)− I(U ;V ) ≤ max
P
min
ρ¯(·)∈W¯
χ(P, ρ¯(·))
}
.
2
C. Computability
As an application of our capacity results, in this section we want to analyze whether these capacity formulas,
determined in the previous section, are computable functions of the channel parameters on a Turing machine or
not.
Theorem 2: If the condition B.1 is satisfied, then C˜(W) is Banach-Mazur computable and Turing computable
Proof: We define
Φ(W, P(V ′,V )) := max
P
min
ρ¯(·)∈W¯
χ(P, ρ¯(·)) + I(V ′, V ). (34)
If B.1 is satisfied, then by Corollary 3 we have
C˜(W) = Φ(W, P(V ′,V )).
The two expressions χ(P, ρ¯(·)) and I(V ′, V ) are both Turing computable continuous functions. Since the
minimum of a computable continuous function on a computable set is also a computable continuous function,
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maxP minρ¯(·)∈W¯ χ(P, ρ¯(·)) is Turing computable. Φ(W, P(V ′,V )) is the sum of two computable functions and thus
also a computable function. 2
Theorem 3: C˜(W, (ln)n∈N) is in general not Banach-Mazur computable and thus not Turing computable.
Proof:
Let V ′ = V = {1, 2}. For n ∈ N we consider a correlated source (V ′n, Vn) with alphabets (V ′,V) and joint
distributions PV ′n,Vn  12 − 12n 12n
1
2n
1
2 − 12n
 .
We have I(V ′n, Vn) > 0 for all n > 1. Let (V
′, V ) be the correlated source on (V ′,V) with joint distributions PV ′,V 12 0
0 12
 .
We have
lim
n→∞ ‖(V
′
n, Vn)− (V ′, V )‖1 = 0.
We consider an AVCQC W = {ρ(x, s) : x ∈ X , s ∈ S} such that for all s ∈ S and all x ∈ X we have
ρ(x, s) = δ
for a fixed quantum state δ ∈ S(H). It holds
lim
n→∞ d
((
W, (V ′, V )
)
,
(
W, (V ′n, Vn)
))
= lim
n→∞ ‖(V
′
n, Vn)− (V ′, V )‖1 = 0.
The correlated assisted message transmission capacity is always zero even when the jammer has no side information
about the input. Further any classical channels which arise from W has also zero capacity. Thus the (V ′n, Vn)-
correlation assisted common randomness capacity of W with informed jammer is equal to the (V ′n, Vn)-correlation
assisted common randomness capacity of an useless classical arbitrary varying channel without jamming attack. Here
useless classical channel means a classical channel with zero message transmission capacity. By [32] the (V ′n, Vn)-
correlation assisted common randomness capacity of any useless classical arbitrary varying channel without jamming
attack is equal to zero, thus C˜(W, (V ′n, Vn)) = 0 for n > 1. Furthermore it is not hard to see that C˜(W, (V ′, V )) = 1.
Thus C˜(W, (V ′, V )) and C˜(W, (V ′n, Vn)) for all n > 1 lie in the set of computable numbers. We let n tend to
infinity the correlation assisted common randomness capacity is discontinuous on (W, (V ′, V )). Since a Banach-
Mazur computable function is continuous on the computable sets, the correlation assisted common randomness
capacity is not Banach-Mazur computable and thus not Turing computable (cf. [19]).
2
Corollary 4: The ((V ′, V ), (ln)n∈N)-correlation assisted common randomness capacity of an AVCQC W with
no informed jammer is in general not Turing computable.
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Proof: In the no-computable example which we given in the proof of Corollary 3, the correlated assisted message
transmission capacity is always zero even when the jammer has no side information about the input. Thus the
(V ′n, Vn)-correlation assisted common randomness capacity ofW with no informed jammer is equal to the (V ′n, Vn)-
correlation assisted common randomness capacity of an arbitrary useless classical channel without jamming attack,
too. By the proof of Corollary 3, the (V ′n, Vn)-correlation assisted common randomness capacity is not Turing
computable even when the jammer has no side information about the input.
2
Corollary 5: The ((V ′, V ), (ln)n∈N)-correlation assisted common randomness capacity of a classical quantum
channel ρ with no jammer is in general not Turing computable.
Proof: In the no-computable example which we given in the proof of Corollary 3, we consider there is no
jamming attack. Thus (V ′n, Vn)-correlation assisted randomness generation over classical quantum channels with no
jammer contains this example as a special case.
2
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