probe (5Ј ATGTGCCAGGCCTCCGTGCCT ) labeled with 6-carboxy fluorescein (FAM) reporter fluorescent dye, and a 50 nM and 300 nM final concentration of forward (5Ј GTACCTGAAGGGCACGATCC) and reverse (5Ј AGC-CTCCTGT TGCAGGTGT) primers, respectively. For analysis, 1 ng of total RNA isolated from primary hepatocytes was used per reaction. The cycle parameters included a reverse transcription step at 48°C for 30 min, followed by 40 cycles of 95°C denaturation and 60°C annealing and extension. The 18S rRNA was used for the endogenous control. 39. For FRET analysis, the human FXR ligand-binding domain (LBD) (amino acids 244 to 472) was expressed as a GST-FXR-LBD fusion protein (glutathione S-transferase fused to FXR-LBD) in DH5␣ and purified using glutathione beads. The FRET assay was performed by incubating 8 nM of GST-FXR-LBD, 8 Operant conditioning is a form of associative learning through which an animal learns about the consequences of its behavior. Here, we report an appetitive operant conditioning procedure in Aplysia that induces long-term memory.
Biophysical changes that accompanied the memory were found in an identified neuron (cell B51) that is considered critical for the expression of behavior that was rewarded. Similar cellular changes in B51 were produced by contingent reinforcement of B51 with dopamine in a single-cell analog of the operant procedure. These findings allow for the detailed analysis of the cellular and molecular processes underlying operant conditioning.
Learning about relations between stimuli [i.e., classical conditioning (1) ] and learning about the consequences of one's own behavior [i.e., operant conditioning (2)] constitute the major part of our predictive understanding of the world. Although the neuronal mechanisms underlying appetitive and aversive classical conditioning are well studied (e.g., [3] [4] [5] [6] [7] [8] , a comparable understanding of operant conditioning is still lacking. Published reports include invertebrate aversive conditioning (e.g., [9] [10] [11] [12] and vertebrate operant reward learning (e.g., 13). In several forms of learning, dopamine appears to be a key neurotransmitter involved in reward (e.g., 14) . Previous research on dopamine-mediated operant reward learning in Aplysia was limited to in vitro analogs (15) (16) (17) (18) . In this report, we overcome this limitation by developing both in vivo and single-cell operant procedures and describe biophysical correlates of the operant memory. The in vivo operant reward learning paradigm was developed using the consummatory phase (i.e., biting) of feeding behavior in Aplysia. This model system has several features that we hoped to exploit. The behavior occurs in an all-or-nothing manner and is thus easily quantified (see supplemental video). The circuitry of the underlying central pattern generator (CPG) in the buccal ganglia is well characterized (19) . The anterior branch of the esophageal nerve †To whom correspondence should be addressed. Email: john.h.byrne@uth.tmc.edu (En 2 ) ( Fig. 1A) is both necessary and sufficient for effective reinforcement during in vivo classical conditioning and in vitro analogs of classical and operant conditioning (15) (16) (17) (18) (20) (21) (22) (23) .
Presumably, En 2 conveys information about the presence of food during ingestive behavior. Consequently, we investigated the role of En 2 in the reinforcement pathway by recording from it in freely behaving Aplysia via chronically implanted extracellular hook-electrodes (24) (see supplemental methods) ( Fig. 1A) . Little nerve activity was observed during spontaneous biting in the absence of food ( Fig. 1, B1 ), whereas bouts (duration: ϳ3 s) of high-frequency (ϳ30 Hz) activity in En 2 were recorded during the ingestion of food ( Fig. 1, B2 ). Specifically, this activity was observed in conjunction with ingestion movements of the odontophore/radula (a tonguelike organ). Electrical stimulation of En 2 might thus be used to substitute for food reinforcement in an operant conditioning paradigm. Therefore, in vivo stimulation of En 2 at approximately the frequency and duration as observed during feeding was made contingent upon each spontaneous bite in freely behaving animals (see supplemental methods). Such a preparation is unique among studies of learning in invertebrates and analogous to commonly used self-stimulation procedures in rats (e.g., 13). One day after implanting the electrodes, animals were assigned to one of three groups: (i) a control group without any stimulation, (ii) a contingent reinforcement group for which each bite during training was followed by En 2 stimulation, or (iii) a yoked control group that received the same sequence of stimulations as the contingent group, but the sequence was uncorrelated with their behavior (25) . Animals that had been contingently reinforced showed significantly more spontaneous bites during a 5-min test period than did both control groups, regardless of whether they were tested immediately after training (Fig. 1C ) or 24 hours later ( Fig.  1D ). These results indicate that during 10 min of contingent stimulation, the animals acquired an operant memory that lasted for at least 24 hours.
We next sought to identify changes in the nervous system that were associated with the behavioral modification. The neural activity that underlies the radula movements during feeding is generated by the buccal CPG. This neural network consists of sensory, inter-, and motor neurons that continue to produce buccal motor patterns (BMPs), even when the ganglia are removed from the animal (15) . In the intact animal, ingestion-like BMPs correspond to radula movements transporting food through the buccal mass into the foregut, as opposed to rejection-like BMPs that correspond to radula movements that remove inedible objects from the foregut (24) . Buccal neuron B51 is pivotal Depolarizing current pulses were injected into each B51 until the cell generated a plateau potential. In this example, a 6-nA current pulse was sufficient to generate a plateau potential in B51 from a contingently reinforced animal (A1), whereas 14 nA were required to generate a plateau potential in B51 from the corresponding yoked-control animal (A2). (A3) Summary data. B51 cells from the contingent reinforcement group required significantly less current to elicit the plateau potential (Mann-Whitney U test, U ϭ 59.5, p Ͻ 0.03). (B) Input resistance. (B1) and (B2) Intracellular recordings from B51 cells from both contingently reinforced and yoked control animals. Hyperpolarizing current pulses were injected into B51 and the cells' input resistance was measured. In this example, the membrane potential of B51 from a contingently trained animal (B1) deflected more in response to the current pulse than the potential of B51 from a yoked control animal (B2). (B3) Summary data. B51 input resistance was significantly increased in contingently reinforced animals (Mann-Whitney U test, U ϭ 37.0, p Ͻ 0.002).
for the selection of BMPs. Specifically, B51 exhibits a characteristic, sustained, all-or-nothing level of activity ( plateau potential) during ingestion-like BMPs. Moreover, B51 can gate transitions between BMPs. Direct depolarization of B51 leads to the production of ingestionlike BMPs, whereas hyperpolarization inhibits ingestion-like BMPs (18) . We thus examined whether the observed increase in number of bites was associated with an increase in excitability of B51.
To test the hypothesis that B51 was a site of memory storage for operant conditioning, another set of animals was conditioned (26) . Immediately after the last training period, the animals were anaesthetized and dissected, and the buccal ganglia were prepared for intracellular recording (see supplemental methods). Resting membrane potential, input resistance, and burst threshold were measured in B51. Burst threshold was defined as the amount of depolarizing current needed to elicit a plateau potential [see also (16, 18) ]. Cells from the contingent group exhibited a significant decrease in burst threshold ( Fig. 2A ) and a significant increase in input resistance (Fig. 2B) , as compared to cells from the yoked control. The resting membrane potential did not differ among the groups (27) . The decrease in burst threshold and increased input resistance both increase the probability of B51 becoming active and thus increase the probability that a BMP will become ingestion-like. Our data validate an in vitro analog of operant conditioning in isolated buccal ganglia (16) and extend the research to include operant conditioning in freely moving Aplysia.
Although the expression of intrinsic changes in the membrane properties of B51 was associated with operant conditioning, the maintenance of these changes could be due to extrinsic factors such as a tonic change in modulatory input to B51. If so, the locus of the associative neuronal mechanism may be upstream of B51. Moreover, as B51 is active during ingestion-like BMPs, the changes in B51 could be the effect of repeated activation, rather than a cause of operantly conditioned animals taking more bites than do the yoked control animals. To solve this question, we isolated the neuron in primary cell culture and developed a single-cell analog of the operant procedure. B51 neurons were removed from naïve Aplysia and cultured (see supplemental methods). Dopamine mediates reinforcement in an in vitro analog of operant conditioning (17) , and En 2 is rich in dopamine-containing processes (28) . Therefore, reinforcement was mimicked by a brief (6 s) iontophoretic "puff " of dopamine onto the neuron. Because B51 exhibits a plateau potential during each ingestion-like BMP, this reinforcement was made contingent upon a plateau potential elicited by injection of a brief depolarizing current pulse. Contingent reinforcement of such B51 activity in the ganglion with En 2 stimulation is sufficient for in vitro operant conditioning (18) . Two experimental groups were examined. Building on the experience with in vitro operant conditioning (18), we administered seven supra-threshold current pulses in a 10-min period to a contingent reinforcement group. Dopamine was iontophoresed immediately after cessation of the plateau potential. An unpaired group received the same number of depolarizations and puffs of dopamine, but dopamine iontophoresis was delayed by 40 s after the plateau potential. Contingent application of dopamine produced a significant decrease in burst threshold (Fig. 3A) and a significant increase in input resistance (Fig. 3B) . Apparently, processes intrinsic to B51 are responsible for the induction and maintenance of the biophysical changes associated with operant reward learning.
The combination of rewarding a simple behavior with physiologically realistic, in vivo stimulation uncovered neuron B51 as one site where operant behavior and reward converge (see supplemental discussion). The results presented here suggest that intrinsic cell-wide plasticity contributes to operant reward learning. Such cell-wide plasticity is also associated with operant conditioning in insects (10) . Although B51 is a key element in the neural circuit for feeding, the quantitative contribution of the changes in B51 to the expression of the behavioral changes needs to be elucidated. Given the number of neurons in the feeding CPG (19) , it is likely that B51 will not be the only site of plasticity during operant conditioning (nor will cell-wide plasticity likely be the only mechanism). However, the persistent involvement of contingent-dependent cell-wide plasticity in B51 in different levels of successively reduced preparations suggests an important role for this mechanism.
Research on Aplysia has provided key insights into mechanisms of aversive conditioning that are evolutionary conserved. The utility of this model system for learning and memory has now been extended to dopamine-mediated reward learning on the behavioral, network, and cellular level. Our study expands a growing body of literature that shows that dopamine is an evolutionary conserved transmitter used in reward systems. Future research on Aplysia will likely provide insights into the subcellular effects of dopamine reward, an area currently under intense investigation in vertebrates (8, 13) . Depolarizing current pulses were injected into B51 before ( pretest) and after ( posttest) training. In this example, contingent reinforcement led to a decrease in burst threshold from 0.8 to 0.5 nA (A1), whereas it remained at 0.7 nA in the corresponding unpaired cell (A2). (A3) Summary data. The contingently reinforced cells had significantly decreased burst thresholds (Mann-Whitney U test, U ϭ 0.0, p Ͻ 0.004). (B) Input Resistance. (B1) and (B2) Intracellular recordings from a pair of contingently reinforced and unpaired control neurons. Hyperpolarizing current pulses were injected into B51 before ( pre-test) and after ( post-test) training. In this example, contingent reinforcement lead to an increased deflection of the B51 membrane potential in response to the current pulse (B1), whereas the deflection remained constant in the corresponding unpaired cell (B2). (B3) Summary data. The contingently reinforced cells had significantly increased input resistances (Mann-Whitney U test, U ϭ 3.5, p Ͻ 0.03). 21 As monkeys perform schedules containing several trials with a visual cue indicating reward proximity, their error rates decrease as the number of remaining trials decreases, suggesting that their motivation and/or reward expectancy increases as the reward approaches. About one-third of single neurons recorded in the anterior cingulate cortex of monkeys during these reward schedules had responses that progressively changed strength with reward expectancy, an effect that disappeared when the cue was random. Alterations of this progression could be the basis for the changes from normal that are reported in anterior cingulate population activity for obsessive-compulsive disorder and drug abuse, conditions characterized by disturbances in reward expectancy.
During normal activity, we continually compare our current status against our expectation for reaching a goal, with expectation increasing over the course of the activity. That implies that there are neural signals underlying this increasing expectation. Over the past several years, we have used visually cued multitrial reward schedules in monkeys. In this task monkeys change their error rates according to reward expectancy (1) (2) (3) (4) . To obtain a reward, monkeys must successfully complete a set (or schedule) of visual color-discrimination trials (Fig. 1A) [(2); see (5) for details of experimental procedures]. In the schedule task, the monkey has to complete between one and four color-discrimination trials successfully to obtain the reward (Fig. 1B ). An unsuccessful trial is not explicitly punished, but the monkey only progresses to the next stage of a schedule when a trial is completed successfully. A second set of visual stimuli used as cues indicate progress of the schedule. The cues become brighter as the schedule progresses (cued condition). The only information available about the schedule and trial is provided by the cue. As in all of the previous studies making use of this task (5), the monkeys here made progressively fewer errors as the rewarded trial approached, with the fewest errors occurring in the rewarded trials ( Fig. 2A) , showing that the cue is actually being used by the monkey to regulate its behavior. When we randomized the cues with respect to the schedule so that the cues were no longer related to the schedule (random condition) (5), the monkey's error rate was always low, regardless of cue brightness (Fig.  2B) . Thus, there is a substantial behavioral dif-ference between knowing for certain what will happen in each successfully completed trial (cued condition) versus knowing the overall reward rate without knowing the outcome of each trial for certain (random condition).
For neurons in ventral striatum (2) and perirhinal cortex (4), responses occurred in specific trials of the reward schedules, with the response strengths being similar in all trials showing responses. The trials in which responses occurred appeared idiosyncratic. Thus, although the populations of neurons in either ventral striatum and perirhinal cortex could be used to decode progress through reward schedules, no single neuron carried a signal that varied directly with schedule progress or reward expectancy.
We hypothesized that within the brain's reward system, there should be a signal related to the degree of reward expectancy. For several reasons, the anterior cingulate cortex (6-10) seemed a promising site for such a signal. It appears to have a role in performance monitoring and error detection, conflict monitoring, and response selection, all of which depend on assessing reward proximity or likelihood (11) (12) (13) (14) (15) (16) (17) (18) . Several neuronal recording studies have shown associations between sensory stimuli and the expectation of various outcomes, such as reward, or pain (19) (20) (21) (22) (23) (24) . Finally, in several imaging studies of patients with disturbances in motivation and reward expectation, such as obsessive-compulsive disorder and drug abuse, the anterior cingulate has shown increased activation when compared with anterior cingulate in normal subjects (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) (37) (38) .
We recorded from 106 single neurons in area 24c of anterior cingulate cortex [ventral bank of anterior cingulate sulcus, a part of rostral cingulate motor area (39), confirmed by magnetic resonance imaging (40)] of monkeys performing the cued multitrial reward schedule task. A substantial number of neurons (94/106) showed selective responses during the reward schedule task. For 69 neurons, activity was idiosyncrati-
