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ABSTRACT Cloud Computing involves utilization of centralized computing resources and services,
including remote servers, storage, programs, and usages which minimize the power utilization of the
client assets. Therefore, it is extremely important to accomplish energy efficiency of cloud computing.
Virtualization is used to set up a foundation for the execution part as the heart of energy effective cloud.
Virtualization incorporates certain advancements, such as consolidation and resource utilization. A number
of techniques, such as DVFS virtualization as well as teleportation can be used by empowering the tasks of
multiple virtual types of equipment to a single server to increase the vitality proficiency of datacenters. The
objective of this review is to analyze contemporary for energy as well as performance management, vitality
for effective data centers and resource distributions. Our review will address the latest issues researchers
have addressed in energy as well as management of performance in recent years. We will take a closer
look at these existing techniques based on tools, OS, virtualization, and datacenter stages taxonomy. Finally,
a performance comparison of existing techniques is presented that can assist in identifying gaps for future
research in this area.
INDEX TERMS Energy effecticient techniques, scheduling, cloud computing.
I. INTRODUCTION
The computational cloud consists of interconnected virtual
machines and servers, which constructs a data center. This
cloud is interrelated to clients through any Internet connec-
tion [1], [2]. Project scheduling has a major use of cloud
computing. On the other hand, task scheduling provides a
mapping of components to a suitable choice of assets and
its implementations [3]. The amount of these jobs can be
large and can continue arriving in a specific way. Scheduling
systems are being used to give compelling task handling
by increasing the speed of a process and amplifying asset
consumptions [4]. Scheduling on the cloud has many char-
acteristics: Task scheduling in which every pivot in the cloud
remains unrestricted. The purpose of scheduling in a cloud
setting is manifold: assign ideal tasks to clients’ schedul-
ing [5]; pass on the cloud framework throughput and attain
high load adjusting levels; pass on the full nature of the
administration and meet the economic guidelines [1].
Shahzad et al. [6] discussed countless vitality efficient
scheduling algorithms. Some of those algorithms remain cen-
tered on vigorous power, frequency scaling as well as other
onmachine virtualization [7]. In order to minimize the energy
utilization of the processor, DVFS empowers them to execute
at a distinctive blend of frequency and voltage [8], [9]. Host
virtualization can be used to enable certain applications of
cloud computing. Even though the levels of energy utilization
are unidentified in host virtualization [10], it is influenced by
the allocation of computing properties, abundant accessibil-
ity, as well as utilization of hardware speculations.
While in machine virtualization [11], every device has
numerous simulated devices as a result of which the appli-
cations are executed in a cloud environment. Better source
use and proficient energy putting something aside on behalf
of resource utilizing relocation of simulated devices and
relocation of slog burden in workload consolidation [12].
By the fluctuating requirements and available resources
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suggestions, simulated devices can be swapped above the
hosts. The virtual machine repositioning method focuses on
placing virtual machines in such a path [13], to the point that
the power increment is low. The best energy proficient centers
are selected and the virtual machines are swapped transverse
above of them [14]. The movement intimates more adaptable
asset administration as virtual machines can move starting
with one host then onto the next. It uproots the knowledge of
the area in virtualized situations [15]. The primary function
of a modern computing system in architecture is to break the
control as well as vitality expenditure.
We have reviewed latest techniques in energy as well as
management of performance. Then, we proposed the catego-
rization of existing techniques based on tools, OS, virtualiza-
tion, and datacenter stages taxonomy. Finally, a performance
comparison of existing techniques is presented.
The remainder of this paper is organized as follows.
Section II explains the suggested arrangement for the classi-
fication of current energy efficiency methods and algorithms
and reviews current techniques based on the proposed tax-
onomy. Section III presents a study of vitality efficiency
techniques in cloud computing on the basis of performance
and energy savings. In Section IV, we present the conclusion
and draws forthcoming research directions.
II. TAXONOMY OF ENERGY/POWER MANAGEMENT
TECHNIQUES IN CLOUD COMPUTING
Energy and power techniques are associated with each other
in the management of computing systems [16]. High-level
power or energy efficient methods are distributed on static
and dynamic energy administration as presented in Figure 1.
Static energy administration includes entire streamlining pro-
cedures that are connected to the planning phase [17]. DPM
methods are eminent by the stratum which they have con-
nected either hardware or software, DPM changes to diverse
hardware parts [18]. However, generally, it might be dele-
gated as DVS. For example, resource throttling and DVFS,
also incomplete or complete dynamic component deactiva-
tion (DCD) at times of latency.
A. HARDWARE LEVEL
From an equipment perspective, Static Power Manage-
ment (SPM) comprises entire advanced techniques which
connected on outlined time with track, design, rationale and
framework levels. Track level advancements are centered
on the sparing of exchanging actions of specific rational
doors and semiconductor level combination tracks by the
use of a mind-boggling entryway outline and transistor esti-
mation. Improvements at the rational point are gone for
the switching action force of rational point integration and
successive tracks. As shown in Figure 1, DPM techniques
could essentially distribute in binary classifications: Dynamic
Component Deactivation (DCD) as well as Dynamic Per-
formance Scaling (DPS) [19]. Low-power states generally
prompt included force utilization and intrusions brought on
through the reinstatement of the segments. For instance, when
trying tominimize energy usage in data centers, Lin et al. [20]
investigated how much can be saved by dynamically adapt
the data center by turning off servers during low periods.
They proposed a general model that can help achieve target
power savings. On the other hand, real power administration
can be transformed to online advancement issues. This can
help minimize energy levels and promote, in time of latency,
the extension to gather deferral of moves on the dynamic
conditions [21].
1) DYNAMIC COMPONENT DEACTIVATION (DCD)
PC parts that do procurement execution scaling and must
be incapacitated introduce methods that will influence the
capability and impair the segment when it is unmoving. The
issue is slightly different when accounting for an immaterial
move. In all actuality, such moves may take extra energy
extraction. Along these lines, to accomplish productivity a
movement must be completed just if the unmoving duration
is satisfactorily extended to complete the move on time.
In utmost true frameworks, there is a restricted or no learning
almost the forthcoming assignment. Thus, an anticipation
of a successful movement must be done giving to recorded
information or about the framework. A lot of work has been
done in creating proficient systems to tackle current energy
issues [22]. As illustrated in Figure 1, the recommended
DCD methods could distribute keen on foretelling as well
as hypothetical. Static methods use some limit for a contin-
uous implementation factor to create forecasts of unmoving
phases. The easiest approach is known as an altered break.
The thought is to characterize the time span after which a
time of idleness dealt with sufficiently extensive to make a
move to a minimum energy level. Enactment of the segment
started once the initial demand for a part is received [23]. The
strategy has two focal points: it can be connected to any sort
assignment, and up down forecasts that can be handled by
confirming the estimation of the respite limit. Then, inconve-
niences are self-evident: the arrangement requires change of
the edge for every workload, it generally prompts an execu-
tion misfortune on the enactment, and the vitality is devoured
following the start of an unmoving phase to the respite is
squandered. Two approaches to defeat the downsides of the
settled respite approach have been suggested: prescient quiets
down and prescient takedown.
2) DYNAMIC PERFORMANCE SCALING (DPS)
Dynamic Performance Scaling (DPS) incorporates distinctive
systemswhich could connect towards PC parts associated ele-
ment change of their execution relatively to the force utiliza-
tion [24]. Rather than complete deactivations, a few parts, for
example, CPU, permit progressive diminishments or incre-
ments of the clock recurrence alongside the conformity of
the source energy in circumstances at what time the asset is
not used for the complete limit. This thought consists of the
foundations of the generally received DVFS method [25].
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3) DYNAMIC VOLTAGE AND FREQUENCY SCALING (DVFS)
Regardless of the fact that the CPU recurrence could bal-
ance independently, recurrence ascending without anyone
else is in-frequently advantageous as an approach to save
exchanging forces. Sparing the most power requires dynamic
voltage scaling as well, as a result of the V2 part and the way
that present-day CPUs are unequivocally upgraded for low
voltage states [26]. DVFS decreases many directions a CPU
can dispute in a specified measure phase, hence diminishing
the execution. Thus, building executions for system sections
that are adequately CPU-bound. This creates difficulties of
giving ideal vitality and execution control [27].
These have attracted researchers’ attention in the last
few years. We will examine the literature and explore the
accompanying areas. A progressing cloud framework where
each steady organization solicitation is displayed as RT-VM
in resource delegates was proposed in [28]. Accordingly,
we inspect the provisioning of virtual machines for ongo-
ing cloud administrations. A reenactment results exhibit that
data-centers could decrease power utilization and construct
their advantage by using DVS arrangements [29]. The pro-
posed adaptable arrangements, adaptive DVS and progres-
sive DVS, illustrate further the advantages with minimum
energy use irrespective of the framework substance [30].
Also, the implementation phase of a project using a processor
might not be contrarily relative to the regulator recurrence,
and DVFS may bring about nonlinearity in the execution
time [31]. The relationship between framework parts and
force use of the a distributed computation setting contemplate
and analyze the coordination of errand sorts and portion
power similarity frameworks [32]. After that, they show an
asset booking calculation of Cloud Computing concentrated
around vitality productive upgrade routines. The exploratory
results uncover that for occupations that are not completely
won by the equipment environment, utilizing their calculation
can altogether cut vitality utilization [33]. A lining theoretic
model, which predicts the ideal force conveyance much of the
time is introduced in [34]. Results are checked by a method
for investigations on an IBM Blade focus. They investigate
that the perfect force assignment varies for various circum-
stances. It is not for the most part perfect for running servers
at their most amazing force stages. There are circumstances
that it could be perfect to execute servers at most negligible
force stages or at about most of the way power levels. Their
examination shows that the perfect force dispersion is non-
clear and relies on upon various parts, for instance, the force
of recurrence relationship in the processors, a passage rate
of undertakings; most noteworthy server recurrence, most
diminished achievable server recurrence and server focus
game plan.
The major test of utilizing renewable energies is the
variable, unpredictable and flighty nature depicted in [29].
By showing an experimental classification of the latest
research and exploring new challenges in managing the
proper use. They answer why, when, where and how to power,
renewable vitality in server farms. Especially, they acknowl-
edge that coordinating vague force interest and multi-sourced
supply should be the highlights of future investigation. How-
ever, the implementation of DVFS could appear to be devel-
opment, actual classifications raise various complications
which should be well thought-out. Initially, because of com-
pound (multi-faceted) designs of present processors, the
approximations of the mandatory processor clock rate of
recurrence that will come across application requirements are
not inconsequential. One more issue is that apart from the
concept, energy intake by a CPU may not be meeting its
resource energy requirements. For instance, some framework
can comprise a number of resource dynamisms that influence
contradictory chunks of the chip. Furthermore, the imple-
mentation phase of the program in a row scheduled the CPU
could not contrariwise proportionate to the regulator rate of
recurrence. DVFS might outcome smart multidimensional by
the implementation time. Also, reducing the CPU might take
some deviations in orders in which jobs are programmed.
In the abstract, DVFS can offer significant power utilization;
though, this must functional sagaciously, by way of out-
come could considerably differ aimed at HW and SW system
frameworks. Methodologies which put on DVFS towards
minimizing power utilization by the system can be distributed
into interlude centered, inter-job and intra job [8]. Interlude
centered processes remain alike to susceptible foretelling
DCD methodologies now as well as to consume data of the
earlier phases consist of CPU events.
B. OPERATING SYSTEM LEVEL
In this area, examination meets expectations. That is the
arrangement with the force effective asset administration
at the working framework level has been discussed. The
attributes cast-off to group the mechanism is displayed in
Figure 1. To focus the best critical attributes of the mecha-
nisms, are summarized in Table 1.
C. VIRTUALIZATION LEVEL
This assists the generalization of the OS as well as solici-
tations administration scheduled on or after the HW. There
are two methods for how a VMM can take an interest in the
force administration. In restricted, a VMMmight go about as
an OS deprived of qualification among VMs: screen by and
large framework’s execution [36] what’s more, suitably apply
DVFS or any DCD methods to the framework parts. IDC has
two sorts of virtualization expertise, those will be considered
later. First, there exists a complete VM expertise, for instance,
VMWare [15]. Complete VM, also recognized by way of
inbuilt virtualization, usage of a VM which arbitrates among
the visitor OS as well as built-in HW. VMM enables among
visitor OS as well as HW. Convinced privileged directions
should be confined and controlled inside the VMM since
the main hardware is not maintained by the SW. In addition,
para-virtualization is a precise standardmethod that has about
similarities to full virtualization. This procedure of VMM
usage aimed at mutual admittance towards original HW,
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FIGURE 1. Taxonomy of energy efficiency techniques in energy/power management.
however, assimilates the VM cognizant program towards OS
itself. This method eliminates the requirement for any takes
in the OS themselves in order to cooperate in the virtual-
ization procedure. A distinctive para-virtualization artifact is
achieved. Though numerous management methods have been
established to effectively decrease the server energy usage by
switching hardware mechanisms to lower-energy conditions,
they cannot be directly pragmatic to present data centers that
depend on virtualization tools.
In another route, it is important to influence the OS’s
particular force administration arrangements and implemen-
tation level learning. This is in order to guide energy
administration requests as of distinctive VMs on real varia-
tions in the equipment’s energy phase or authorizes frame-
work inclusive energy restrictions in a composed way [37].
A percentage of the examination work will be explored later.
Virtualization utilizes vitality sparing as a part of distributed
computing. They suggest that distributed computing with
virtualization as an issue to finish the middle wellspring
of vitality effectiveness, and the discriminating trade-offs
between execution, QoS and vitality productivity [38]. Zhang
and Cheng [39] suggested enacloud; an energy efficiency
use aware point method for huge scales of cloud stages.
An energy responsive exploratory algorithm is suggested to
pick a suitable role for dynamic application position. Besides,
an over provision methodology is exhibited to manage fre-
quent resource resizing issue [40]. They have carried out their
methodology taking into account Xen VMM and their expe-
rience proved that it is a sensible answer for recovering the
energy for a cloud platform. Powernap, a strategy for killing
unmoving power in servers by rapidly transitioning done and
finished with an ultra-low power state introduced in [41].
They sit in a prediction of the usefulness of the Power Nap
using RAILS with genuine business arrangements. They get
their projections using a commercial high thickness server.
Science et al. [42] presented a force prerequisites, energy
transformation efficiency and aggregate power expendi-
tures for three server configurations: an unchanged, cur-
rent cutting-edge midpoint, for example, the HP c7000: a
Powernap-empowered structure using strong, ordinary PSUs
(power nap), Power Nap with RAILS [43]. An energy effi-
ciency scheduling methodology and the investigation demon-
strate that it can save a lot of time for users, moderate more
energy and accomplish a larger amount of load balancing
proposed by Li et al. [44]. Next, they would test their method-
ology focused on hardware workloads, e.g. CPU, memory,
and assess the viability of theVM relocation so as tomoderate
more energy [45]. Deng et al. [46] made a leading phase in
diving keen on the functioning above the renewable energy
data center. In [47], they recommended an insubstantial server
control administration that takes after renewable power vari-
ety attributes, power existing frameworks [48], and applies a
supply stack agreeable plan to alleviate the execution over-
head. Contrasting and conditioning the workmanship renew-
able energy driven system plan, the switch could alleviate
normal system movement through 75%, top system circula-
tion by 95%, and diminish 80% occupation holding up time
even now keeping active 96% renewable energy usage [49].
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Parsa et al. proposed RASA, making an allowance for the
dissemination and versatility qualities of grid resources [50].
The algorithm is assembled through an exhaustive survey and
investigation. The task scheduling as the feature to decrease
energy consumption has been discussed in [52]. Jobs can be
allocated and scheduled using the algorithms. So energy can
be preserved.
D. DATA CENTER LEVEL
The attributes cast-off to characterize the methodologies are
exhibited in Figure 1. Typically, a methodology is in view
of the combining of the workload crosswise over physical
hubs in server farms. The workload can be described by
approaching solicitations for virtual administrations, network
users, or VMs. The objective is to allow solicitations or VM to
the insignificant measure of physical assets and skills or put
to rest or snooze expresses the unmoving assets. The issue
of the designation is two ways. Initially, it is important to
dispense new demands. Second, the execution of existing
applications or VMs ought to be persistently observed and if
necessary, the portion ought to be adjusted to accomplish the
best conceivable vitality proficient exchange off with respect
to indicated QoS.
The workload heterogeneity gotten from a genuine cloud
environment described in [11]. They have given the initial
approach to evaluate the effect of execution impedance on a
data centers energy efficiency. Besides, they have introduced
an instrument to improve power utilization by misusing the
inherent job diversity that occurs in a cloud environment.
Outcomes of experiments that demonstrate their suggested
component diminishes routinely by 27.5% and builds power
utilization up to 15%. Beloglazov [54] proposed and explored
a suite of novel systems for executing appropriated element
VM merging with IaaS Clouds below the amount of work
free QoS requirements [55]. The recommended methodology
enhances the usage of data center assets as well as mod-
erates energy intake while fulfilling the characterized QoS
prerequisites [56].
III. PERFORMANCE COMPARISON OF EXISTING ENERGY
EFFICIENCY TECHNIQUES IN CLOUD COMPUTING
The substantial number of cloud computing frameworks radi-
ates a lot of carbon dioxide CO2. In addition, it can waste a
large amount of energy. Amix of new innovations and courses
of action have prompted an unrest in computing is produced
and conveyed to end clients. Different methodologies and
their strategies exist which adequately help the energy effi-
ciency in distributed computing. Table 1 outlines the most
noteworthy qualities of the reviewed research work.
This study comprehensively analyzes and reviews the
power proficient techniques in cloud computing. This survey
focuses on software-based augmentations that can be simply
combined into present substructures and system without con-
siderable modification and autonomous of any site switches.
We have also comprehensively studied a few recent surveys
that focus on similar topics.
Existing studies in this area have focused on hardware
grounded augmentation approaches like energy efficient
techniques. The key emphasis of this study is to determine
software concerned with power efficient techniques. In this
this study, we accomplish that the finest software centered
power efficient resolution to reduce energy usage could be
achieved through vitality responsive task programming to
applicable properties.
This review was conducted by studying the current power
responsive source development techniques of cloud comput-
ing. The categorization of methods was done to clearly indi-
cate the level of implementation of energy efficient measures
within the cloud data centers.
A performance comparison was done to comprehensively
represent the implementation of power proficiency proce-
dures of cloud data centers. The vitality efficient procedures
reviewed accomplish an anticipated level of the presenta-
tion centered on diverse measures. Our prime focus was on
energy savings. In cloud computing, virtualization is inher-
ited and it cannot be overlooked. Virtualization provides hard-
ware and software heterogeneity. It also enables the running
of multiple operating systems on identical hardware plat-
forms. It leads towards minimizing the number of physical
machines.
To date, most of the studies highlight the CPU capabilities
to the single unit to achieve energy efficiency. However,
a great extent of the computational industry has already
adopted the multi-core architecture. This study analyzes
the effect of energy efficiency techniques on performance.
An optical methodology that efficiently handles the energy
with performance as well as economically benefited also,
can be developed. An efficient resource allocation technique
can be developed that overcome the resource underutilization
along with efficient energy usage.
There is a need to design techniques to overcome energy
wastage. Usage of dynamic virtual machine migration in a
virtualized cloud environment helps to increase performance
by equally dividing workload on a different machine at run-
time. There is also need for efficient approaches to equally
divide the workload.
With the tremendous increase in data-intensive applica-
tions, data processing and production have also increased.
As a result, it has become a quite complicated task to store
a huge volume of data. A noticeable volume of energy is also
wasted while handling such large data.
Hence, there is a need for an approach which can over-
come the slow processing and storage overhead which may
otherwise lead to energy wastage. Although, there is a need to
investigate several other areas that can lead to energy efficient
cloud computing.
Strategies will articulate to reduce the energy usage,
improve resource distribution strategies in forthcoming for
sufficient distribution of sources, reduction of the tran-
sition overhead, efficient workload distribution, and effi-
cientlymanage communications between virtual and physical
machines. There are also many open challenges that we list in
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TABLE 1. Table stylesComparison of energy efficiency techniques in cloud computing.
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TABLE 1. (Continued.) Table stylesComparison of energy efficiency techniques in cloud computing.
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TABLE 1. (Continued.) Table stylesComparison of energy efficiency techniques in cloud computing.
the next section which will help researchers improve energy
efficiency for cloud computing.
IV. OPEN ISSUES AND CHALLENGES
Mostly, cloud computing environment relies on virtualiza-
tion technologies and that offers the capability to hand over
VM among physical nodes. It also leads toward the dynamic
consolidation in VMs. In this section, some open issues are
identified and that can be addressed at the level of manage-
ment of vitality procedures of cloud computing.
A. DYNAMIC VM MIGRATION
Physical properties could fragment keen on a sum of ratio-
nal wedges known as VM’s. Respectively, virtual machines
might provide lodgings a single OS that creates a consumer
vision of devoted physical resources. This can confirm
routine and incompetent remoteness among VMs distribu-
tion as separable physical machines [35]. The virtualization
layer exists among the OS and tools. Besides these out-
lines, a VMM proceeds to switch the above source as it
should remain incorporated of charter’s energy organization.
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Altogether these matters need operational consolidation
strategies that can reduce power usage deprived of negotiating
the performance.
B. RESOURCE UTILIZATION
Several VMs are enthusiastically taking place on a particular
machine to come across conventional applications. There-
fore, there is a need to establish several dividers of resources
over a particular physical machine towards particular needs
of package applications. Various VMs wanting to execute
requests will depend on diverse OS situations on a par-
ticular physical machine. Furthermore, with dynamic inter-
changing VMs through physical machines, idle resources
are placed in a manner to minimize the energy phase, shut
down or intended to function over minimum energy phases
(e.g., with DVFS) to save power resources.
C. RESOURCE SELECTION AND PROVISIONING
Energy efficient source collection shows a significant part of
cloud computing. Data centers could distribute diverse stages
of enactment to the client node. Therefore, it is important to
classify mutual behavior, configurations and infer method-
ologies that can possibly prime towards further resourceful
establishment and subsequent power utilization.
D. QUALITY OF SERVICE
The quality of service provides overall system performance,
in particular, importing cloud computing to applications
scheduled on a distributed cloud environment. For cloud
computing, it is significant tomonitor the QoS globally. In the
process of resource and task scheduling within a cloud envi-
ronment, more efforts should be devoted to handling multiple
qualities of service requirements from different users.
E. CONSOLIDATION OF VMS
There is a connection between power usage, resource uti-
lization, and execution of consolidated jobs. The multiple
categories of a virtual machine are consolidated on a physical
machine server. The virtual machines cannot be intercon-
nected to each other because of fixed or dynamic workloads.
Authors in the survey of [53] disclose the power efficient
exchange for consolidation and demonstrate that ideal work-
ing facts. Finally, there is a need to plot difficulties in discov-
ering successful answers for consolidation issues.
V. CONCLUSION
Cloud computing has developed so fast that most data appli-
cations depend on it. So, there aremany challenges in this area
in order to develop different ways to keep cloud computing
efficient and meaningful. One of those challenges is efficient
power utilization. This is due to the sheer need for cloud
computing for almost all applications. These structures not
only utilize huge amounts of power, but they also require back
ups and cooling stations which they also require power. The
power usage diverges proportionally and additionally, there
are two irregularities as job denial by the data center and job
abortive on servers that are the problems.
The purpose of this review is to explore state-of-the-art for
energy and performance administration, power utilization in
data centers and proper power distribution. The latest litera-
ture (2010-2018) in power and performance management is
reviewed and taxonomy is recommended for the categoriza-
tion of existing procedures grounded on hardware, OS, virtu-
alization, and data-center stages. We present a performance
comparison between different energy efficient techniques on
the basis of power savings. Also, some open issues and
challenges are discussed.
With the cooperation of optimization scheduling and infer-
ence techniques, a power consumption can be optimally
utilized. An inferencemodule can be embedded to infer future
loads of the system, and then, scheduling algorithms are
considered to schedule the expected and unpredicted loads,
respectively. For future work, the semantically based infer-
ence of error detection and recommendation for server and
working node logs can overcome the resource underutiliza-
tion issues. This automatically leads to the more efficient and
power saving cloud environment.
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