Abstract. In this paper the solution of the pointwise multiplier problem between weighted Copson function spaces Cop p 1 ,q 1 (u 1 , v 1 ) and weighted Cesàro function spaces Ces p 2 ,q 2 (u 2 , v 2 ) is presented, where p 1 , p 2 , q 1 , q 2 ∈ (0, ∞), p 2 ≤ q 2 and u 1 , u 2 , v 1 , v 2 are weights on (0, ∞).
Introduction
Various properties of the different spaces defined by the Cesáro operator have been studied extensively in the literature. The Cesàro sequence spaces ces p and the Cesàro function spaces Ces p have been introduced by Shiue in 1970 in [17] and [18] , respectively. In 1971 Leibowitz proved that ces 1 = {0} and for 1 < q < p ≤ ∞, ℓ p and ces q sequence spaces are proper subspaces of ces p [16] . Jagers has obtained the associate space for ces p , (1 < p < ∞) [14] . In [19] , Sy, Zhang and Lee gave a description of dual spaces of Ces(p) spaces based on Jagers' result. In 1996 different, isomorphic description due to Bennett appeared in [4] . In [4, Theorem 21 .1] Bennett observes that the classical Cesàro function space and the classical Copson function space coincide for p > 1. He also derives estimates for the norms of the corresponding inclusion operators. The same result, with different estimates, is due to Boas [6] , who in fact obtained the integral analogue of the Askey-Boas Theorem [5, Lemma 6.18] and [1] . These results generalized in [13] using the blocking technique. In [2] they investigated dual spaces for Ces(p) for 1 < p < ∞. Their description can be viewed as being analogous to one given for sequence spaces in [4] (For more detailed information about history of classical Cesàro spaces see recent survey paper [3] ).
In this paper, we will describe the pointwise multiplier spaces of weighted Copson and Cesáro function spaces. The weighted Cesàro and Copson function spaces are defined in [8] as follows: The multiplier problem between ℓ s (w) and one of the ces p,q (a, b) and cop p,q (a, b) spaces was considered by Grosse-Erdmann [13] . It is mentioned in [13, p. 30] that multipliers between two spaces of type ces p,q (a, b) and cop p,q (a, b) are more difficult to treat.
In [8] were characterized. Using these characterizations we give the solution to the multiplier problem between weighted Cesàro and Copson function spaces.
It is easy to see that the problem of characterization of the space of multipliers between Cop p 1 ,q 1 (u 1 , v 1 ) and Ces p 2 ,q 2 (u 2 , v 2 ) can be reduced to the characterization of the multiplier problem with three parameters and three weight functions (see, Proposition 3.5). So we will concentrate our attention on calculation of M(Cop r (u), Ces p,q (w, v)).
In order to describe the pointwise multipliers, we need to introduce the following weighted Cesàro-type spaces with three parameters:
The weighted Cesàro and Copson type spaces are defined by
and
respectively.
Throughout the paper we assume that I := (a, b) ⊆ (0, ∞). By M(I) we denote the set of all measurable functions on I. The symbol M + (I) stands for the collection of all f ∈ M(I) which are non-negative on I, while M + (I; ↓) and M + (I; ↑) are used to denote the subset of those functions which are non-increasing and non-decreasing on I, respectively. When I = (0, ∞), we write simply M + , M ↓ and M ↑ instead of M + (I), M + (I; ↓) and M + (I; ↑), accordingly. The family of all weight functions (also called just weights) on I, that is, measurable, positive and finite a.e. on I, is given by W(I).
For p ∈ (0, ∞], we define the functional · p,I on M(I) by
If w ∈ W(I), then the weighted Lebesgue space L p (w, I) is given by
and it is equipped with the quasi-norm · p,w,I . When I = (0, ∞), we often write simply L p,w and L p (w) instead of L p,w (I) and L p (w, I), respectively. We adopt the following usual conventions. (ii) We put
(iii) If I = (a, b) ⊆ R and g is a monotone function on I, then by g(a) and g(b) we mean the limits lim x→a+ g(x) and lim x→b− g(x), respectively.
To state our results we use the notation p → q for 0 < p, q ≤ ∞ defined by
Throughout the paper, we always denote by c and C a positive constant, which is independent of main parameters but it may vary from line to line. However a constant with subscript or superscript such as c 1 The paper is organized as follows. Some new "gluing" lemmas are presented in Section 2. The characterization of spaces of multipliers between weighted Cesàro and Copson function spaces are given in Section 3.
Some new "gluing" lemmas
In this section, we present some generalizations of "gluing" lemma, which is very useful and has independent interest (cf. [7, Lemma 2.2] and [9, Theorem 3.1]).
Recall that, if
(see, for instance, [11, p. 85] ). Given a ∈ M + ((0, ∞); ↑) denote by
Moreover,
We say that a function f is a-quasiconcave if f is equivalent to an increasing function on (0, ∞) and f /a is equivalent to a decreasing function on (0, ∞). It is easy to see that A(x, t) is a-quasiconcave function of x for any fixed t > 0.
It have been shown in [11, p. 85 ] that the relations ess sup
ess sup A(x, t)g(t) ess sup
Proof. Using the second relation in (2.4), by (2.1), (2.3), and (2.2), we obtain that ess sup
It remains to observe that ess sup
Assume that g ∈ M + (0, ∞), a ∈ M + ((0, ∞); ↑) and 0 < β < ∞. Recall that the function 
ess sup
To complete the proof it remains to observe that
Proof. Using identity (2.3), the statement easily follows from Lemma 2.2.
We quote some known results. Proofs can be found in [12, Proposition 2.1].
A positive almost non-decreasing sequence {σ k } M k=N (that is, there exists K ≥ 1 such that σ n ≤ Kσ n+1 ) is called almost geometrically increasing if there are α ∈ (1, +∞) and L ∈ N such that
for all non-negative sequences {a k } M k=N . Lemma 2.7. Let α and β be positive numbers. Suppose that g, h ∈ M + (0, ∞) and a ∈ W(0, ∞) is non-decreasing. Then ess sup
Proof. Denote by
Obviously, ess sup
where
It is enough to show that
First, let us show that B 5 A 5 + A 6 . We will consider the case when
Denote by x M+1 := ∞. Then, by (2.2) and Lemma 2.6, we have that
Therefore,
Note that
For II we have that 
Combining, we get that B 5 A 5 + A 6 . Now we show that
Denote by x N−1 := 0. By using Lemma 2.5, we find that 
Therefore, we obtain B 6 A 5 + A 6 . The proof is complete.
Lemma 2.8. Let α, β, γ be positive numbers. Suppose that g, h ∈ M + (0, ∞) and a ∈ W(0, ∞) is non-decreasing. Then
Obviously,
where 
It is enough to show that
For every −∞ < m ≤ M there exists y m ∈ (x m , x m+1 ) such that ess sup
Therefore, 
In view of 
g(t) dt
Combining 
Denote by x N−1 := 0. By using elementary calculations, in view of Lemma 2.5, we find that 
In view of
Therefore, we obtain B 8 A 7 + A 8 . The proof is complete.
Finally, we recall the following statement from [8] .
Lemma 2.9. [8, Lemma 3.13] Let β be a positive number. Suppose that g, h ∈ M + (0, ∞) and a ∈ W(0, ∞) is non-decreasing. Then
Multipliers
To state further results we need the following definitions.
Definition 3.1. Let U be a continuous, strictly increasing function on [0, ∞) such that U(0) = 0 and lim t→∞ U(t) = ∞. Then we say that U is admissible.
Let U be an admissible function. We say that a U-quasiconcave function ϕ is non-degenerate if
The family of non-degenerate U-quasiconcave functions is denoted by Q U .
Definition 3.2. Let U be an admissible function, and let w be a non-negative measurable function on (0, ∞). We say that the function ϕ, defined by
is a fundamental function of w with respect to U. One will also say that w(τ) dτ is a representation measure of ϕ with respect to U.
Remark 3.3. Let ϕ be the fundamental function of w with respect to U. Assume that
Remark 3.4. Suppose that ϕ(x) < ∞ for all x ∈ (0, ∞), where ϕ is defined by
We are going to use the following operators
for all x > 0. In order to state our results we will use the following notations:
The following simple stataement allows us to reduce the characterization of the multiplier problem between weighted Copson function spaces Cop p 1 ,q 1 (u 1 , v 1 ) and weighted Cesàro function spaces Ces p 2 ,q 2 (u 2 , v 2 ) to the problem with three parameters and three weight functions.
Proof. Indeed:
. Now we present and prove our main results. We start with simple cases.
Proof. By [8, Theorem 2.1], we have that
, where
(ii) Let q < 1. By [8, Theorem 2.2, (ii)], we obtain that
(ii) Let p < r. By [8, Theorem 2.3, (ii)], we get that
Theorem 3.9. Let 0 < p, q, r < ∞, p < 1 and r ≤ p < q. Let v ∈ W(0, ∞), u ∈ c Ω r and w ∈ Ω q . Assume that V is admissible and ϕ 1 ∈ Q V 1/p ′ , where
Proof. (i) By [8, Theorem 2.8, (i)], we have that
Using Lemma 2.1 with by [8, Theorem 2.9, (iii)], we obtain that
