Abstract There is a one-to-one correspondence between associated families of generic conformally flat (local-)hypersurfaces in 4-dimensional space forms and conformally flat 3-metrics with the Guichard condition. In this paper, we study the space of conformally flat 3-metrics with the Guichard condition: for a conformally flat 3-metric with the Guichard condition in the interior of the space, an evolution of orthogonal (local-)Riemannian 2-metrics with constant Gauss curvature −1 is determined; for a 2-metric belonging to a certain class of orthogonal analytic 2-metrics with constant Gauss curvature −1, a one-parameter family of conformally flat 3-metrics with the Guichard condition is determined as evolutions issuing from the 2-metric.
Introduction
The aim of this paper is to study the space of generic conformally flat (local-)hypersurfaces of dimension 3 in 4-dimensional space forms via conformally flat 3-metrics with the Guichard condition. Here, a hypersurface is called generic if it has distinct principal curvatures at each point.
A complete local classification of conformally flat hypersurfaces in n-dimensional space forms, n ≥ 5, was given by Cartan [1] : a hypersurface in an n-dimensional space form, n ≥ 5, is conformally flat if and only if it is a branched channel hypersurface, i.e., if and only if it is quasi-umbilic. 3-dimensional branched channel hypersurfaces in a 4-dimensional space form are known to be conformally flat as well, but there are also generic 3-dimensional conformally flat hypersurfaces. To find the complete (local) classification of these hypersurfaces is an open problem. However, several partial classification results of generic conformally flat hypersurfaces were given in [8] , [9] , [13] (and see also [14] and [15] ). In this paper, we relate generic conformally flat hypersurfaces to families of orthogonal (local-)Riemannian 2-metrics with constant Gauss curvature −1.
Any generic conformally flat hypersurface in a 4-dimensional space form has a special curvilinear coordinate system (x, y, z) satisfying the following conditions:
(1) all coordinate lines are principal curvature lines.
(2) its first fundamental form I is expressed as
together with the coordinate system (x, y, z) is a representative of the Guichard net determined by the hypersurface. Thus, the existence problem of generic conformally flat hypersurfaces is reduced to that of conformally flat metrics g (resp. functions ϕ) given by (1) . Now, we assume that all metrics g given by (1) (resp. all hypersurfaces) are of C ∞ -class. Let ϕ z (resp. ϕ xz ) be the first derivative (resp. the second derivative) of ϕ with respect to z (resp. with respect to x and z). Our main Theorem 1 is as follows (see Theorem 1 in §1 and Theorem 2 in §2.1):
Main Theorem 1. Let g be a conformally flat 3-metric defined by (1) from a function ϕ(x, y, z). Then, we have the following facts (1) and (2):
(1) There is a function ψ(x, y, z) such that ψ xz = −ϕ xz cot ϕ, ψ yz = ϕ yz tan ϕ.
(2) Suppose that ϕ xz = 0 and ϕ yz = 0 are satisfied. Let us define functionsÂ(x, y, z) and B(x, y, z) byÂ := − ϕ xz ϕ z sin ϕ = ψ xz ϕ z cos ϕ ,B := ϕ yz ϕ z cos ϕ = ψ yz ϕ z sin ϕ .
Then, the Riemannian 2-metricĝ(z) :=Â 2 (x, y, z)(dx) 2 +B 2 (x, y, z)(dy) 2 for any z has constant Gauss curvature Kĝ (z) ≡ −1.
When ϕ in a conformally flat 3-metric g satisfies the conditions ϕ xz = ϕ yz = 0, g leads to a generic conformally flat hypersurface either of product-type or with cyclic Guichard net. For hypersurfaces of product-type, see ([14] , §2.2) and [12] . All generic conformally flat hypersurfaces with cyclic Guichard net were explicitly realised in 4-dimensional space forms and completely classified in [8] . By the Main Theorem 1, we know that two kinds of hypersurfaces of product-type and with cyclic Guichard net determined from ϕ satisfying ϕ xz = 0 and ϕ yz = 0 lie in the boundary of the space of generic conformally flat hypersurfaces.
Next, letĝ =Â 2 (x, y)(dx) 2 +B 2 (x, y)(dy) 2 be a Riemannian 2-metric with constant Gauss curvature −1 defined on a simply connected domain V in the (x, y)-plane. Then, there are three functions ϕ(x, y), ϕ z (x, y) and ψ z (x, y) on V satisfying the following condition: A = − ϕ zx ϕ z sin ϕ = ψ zx ϕ z cos ϕ ,B = ϕ zy ϕ z cos ϕ = ψ zy ϕ z sin ϕ .
In these equations, ϕ(x, y) is uniquely determined fromĝ by giving ϕ(0, 0) = λ, but ϕ z (x, y) and ψ z (x, y) are only determined up to the same constant multiple c = 0 even if we assume ψ z (0, 0) = 0, that is, ϕ z (x, y) = ϕ c z (x, y) := cϕ 1 z (x, y) and ψ z (x, y) = ψ c z (x, y) := cψ 1 z (x, y) (see Theorem 3 in §2. 2) .
In §4, we study the following system of evolution equations in z, ψ zz = (ϕ xx − ϕ yy ) sin 2ϕ − (ψ xx − ψ yy ) cos 2ϕ, ϕ zz = (ϕ xx − ϕ yy ) cos 2ϕ + (ψ xx − ψ yy ) sin 2ϕ.
In §1, Theorem 1, we show that the functions ϕ, ψ arising from a Guichard net as in Main Theorem 1 are solutions of the system (2) and investigate whether the converse is true. The Cauchy-Kovalevskaya theorem ensures that solutions of (2) exist for given real-analytic initial data ϕ(x, y), ϕ z (x, y), ψ(x, y) and ψ z (x, y) on the coordinate surface z = 0. As we have seen, this data gives rise to a constant Gauss curvature metricĝ but additional equations are required on that data for the corresponding solution of (2) to give rise to a Guichard net (see §4, Proposition 4.2) and so an evolutionĝ(z) of constant curvature 2-metrics. In particular, not all suchĝ can serve as the initial metric for such an evolution (see Example 2 in §3.2).
In general, the necessary equations on initial data are complicated and difficult to understand (see Proposition 3.2). However, some simplification can be achieved by requiring that these equations are satisfied for all initial data giving rise to the same 2-metricĝ, that is, for ϕ(x, y), ϕ c z (x, y) and ψ c z (x, y), for all c = 0. In this situation, we can describe the requirements on initial conditions to get an evolution on 2-metrics and then a 1-parameter family g c of 3-metrics providing Guichard nets. This is the content of Main Theorem 2 which we now state.
z (x, y). Our main Theorem 2 is as follows (see Theorems 5, 6 in §3.2 and Theorem 7 in §4).
Main Theorem 2. Let two classes (A) and (B) of pairs of functions ϕ(x, y) and ϕ 1 z (x, y) be defined as follows:
(A) ϕ(x, y) and ϕ 1 z (x, y) are given by
respectively, with non-constant analytic functions ζ(x), D(y) of one-variable. Similarly, functions ϕ(x, y) determined by cos 2 ϕ(x, y) := 1/(1 + e C(x) ) are also included in this class, then the partners
with analytic functions ζ(x) and η(y), ϕ(x, y) and ϕ 1 z (x, y) are given, if there is an analytic function ϕ(x, y) such that it satisfies the following conditions (1) and (2): Witĥ
There are functions S = S(x, y), T = T (x, y) such that S x = ϕ x (Lϕ), T y = ϕ y (Lϕ) and Lϕ = S cot ϕ − T tan ϕ. Then, for any pair ϕ(x, y) and ϕ 1 z (x, y) in the class (A) or (B), an analytic 2-metricĝ :=Â 2 (dx) 2 + B 2 (dy) 2 with constant Gauss curvature −1 is determined and a one-parameter family g c of conformally flat 3-metrics given by (1) is obtained via evolution of orthogonal 2-metrics with constant Gauss curvature −1 issuing fromĝ.
Conversely, letĝ be an orthogonal analytic 2-metric with constant Gauss curvature −1. If there is a one-parameter family g c , c ∈ R \ {0}, of conformally flat 3-metrics given by (1) such that their evolutions determined by g c satisfyĝ c (0) =ĝ, thenĝ is determined from some ϕ(x, y) and ϕ 1 z (x, y) in (A) or (B).
In this case, g c and g c ′ give distinct Guichard nets if c = c ′ (Theorem 7 in §4). The class (A) (resp. (B)) is characterised by the condition on ϕ(x, y) such that (ϕ xy −2ϕ x ϕ y cot 2ϕ)(x, y) = 0 (resp. (ϕ xy − 2ϕ x ϕ y cot 2ϕ)(x, y) = 0) (see Corollary 3.3 in §3.2). Main Theorem 2 proceeds by applying the Cauchy-Kovalevskaya Theorem (which is why our data must be real-analytic) to solve the system (2) with initial data at z = 0. For ϕ(x, y) and ϕ 1 z (x, y) in (A), respectively (B), we have (Lψ c )(x, y) = (1/2)[c 2 ζ(x) − ϕ 2 y / cos 2 ϕ] − ϕ yy tan ϕ and (Lψ c )(x, y) = (c 2 /2)(ζ(x) + η(y)) + S(x, y) + T (x, y), respectively, and these equations determine the initial ψ c (x, y) by solving a wave equation. From Main Theorem 2, we obtain many initial metricsĝ belonging to (A) by taking arbitrary ζ(x) and D(y), and we shall also obtain many examples ofĝ belonging to (B) (see §2.2 and §3.2).
Finally, remark that this analysis starts by distinguishing the principal coordinate direction z. However, a completely analogous account may be given after distinguishing either the x-or the ydirection although, in these cases, the 2-metrics will have indefinite signature and constant curvature 1.
Existence condition for generic conformally flat hypersurfaces
The existence of generic conformally flat hypersurfaces in 4-dimensional space forms is equivalent to that of functions ϕ = ϕ(x, y, z) such that the following Riemannian 3-metric g determined from ϕ are conformally flat:
Then, two conformally flat 3-metrics g determined from ϕ(x, y, z) andφ(x, y, z) define the same Guichard net if and only if there are three constants a 1 , a 2 and a 3 such thatφ(x, y, z) = ϕ(±x + a 1 , ±y + a 2 , ±z + a 3 ), as mentioned in the introduction. That is, ϕ is determined up to parameter shifts. Furthermore, such a 3-metric g is conformally flat if and only if the covariant derivative ∇S of the Schouten tensor S is totally symmetric, where S = Ric − (R/4)g for the Ricci curvature Ric and the scalar curvature R of g. In terms of ϕ, the condition for g to be conformally flat reads: Proposition 1.1. A metric g given by (1.1) is conformally flat if and only if the function ϕ satisfies the following four equations:
The four equations in Proposition 1.1 are equivalent to the fact that the following two differential 1-form α and 2-form β determined from ϕ are closed:
More precisely, α is closed if and only if the first three equations (1)- (3) for ϕ in Proposition 1.1 hold, and β is closed if and only if the last equation (4) holds. Thus, the problem to find a generic conformally flat hypersurface is reduced to that of finding a function ϕ such that the two differential forms α and β are closed. From now on, let us assume that all functions are defined on a simply connected domain U = D ×I in R 3 = R 2 × R, where 0 ∈ I. Theorem 1. For a given ϕ(x, y, z) such that dα = dβ = 0, there is a function ψ(x, y, z) satisfying the following four equations:
Conversely, if there are two functions ϕ and ψ satisfying these four equations, then the 1-form α and 2-form β determined by ϕ are closed.
In this case, we can assume that ψ does not have any linear term for x, y, z.
By Theorem 1, the system of the third order differential equations for ϕ in Proposition 1.1 are reduced to the system of the second order differential equations for two functions ϕ and ψ. However, ψ is not uniquely determined by ϕ even if we insist on vanishing linear term since, as we see in equations (3) and (4), ψ(x, y, z) has the ambiguity of terms k(x+y) andk(x−y) of 1-variable functions. We shall investigate this fact in §4, where we impose additional constraints (in Proposition 4.1) after which ψ is uniquely determined by ϕ.
Theorem 1 is obtained from the following Proposition 1.2:
The existence of a function ϕ(x, y, z) such that dα = dβ = 0 is equivalent to the existence of functions ϕ(x, y, z) and ψ = ψ(x, y, z) such that ϕ and ψ satisfy the following four equations:
(1)
Then, we can choose the function ψ such that it does not have any linear term for x, y, z.
We can rewrite (3) and (4) in Proposition 1.2 to (3) and (4) in Theorem 1, in particular, Theorem 1-(3) is obtained by substituting ϕ zz in Proposition 1.2-(4) into (3).
Proof of Proposition 1.2. Firstly, we assume dα = 0. dα = 0 is equivalent to the existence of a function p = p(x, y, z) which satisfies the following three equations:
Such a function p is determined up to a constant term. We choose the constant as zero, then p is uniquely determined from ϕ. We define a functionψ =ψ(x, y, z) bŷ
Thenψ satisfiesψ(x, y, 0) = 0 and
We note that, even if we replaceψ by ψ(x, y, z) =ψ(x, y, z) + f (x, y) with function f (x, y), ψ also satisfies the equations (1), (2), (3) and ψ(x, y,
Next, we express the 2-form β by usingψ as follows:
The condition dβ = 0 is equivalent to the equation
Thus, there exists a functionf (x, y) such that
We find a function f (x, y) by solving the wave equation f xx − f yy =f . However, such a function f (x, y) is not unique, i.e., we can replace f (x, y) by f (x, y)+k(x, y) with any function k(x, y) satisfying k xx − k yy = 0. Here, we may assume that f (x, y) does not have any linear term for x, y. Even under this assumption, f (x, y) still has the ambiguity of terms k(x + y) andk(x − y) of 1-variable functions. Sinceψ vanishes on z = 0, f (x, y) satisfies
We now define the required function ψ = ψ(x, y, z) by
Then, we obtain (4) in the Proposition.
In particular, we can express α and β in terms of the function ψ as follows:
This fact shows that the converse of the statement in the Proposition is also true. ✷
For dβ = 0, we also have the following fact:
). Suppose dα = 0. Then, dβ = 0 holds if and only if the following equation is satisfied:
where ∆ψ =
Proof. We firstly note that dβ = 0 is equivalent to Proposition 1.1-(4). With respect to the coefficients of α, Proposition 1.1- (4) is formulated as the following: In this section, in particular, in §2.1, we study a geometrical meaning of the equations (1) and (2) in Theorem 1 (resp. Proposition 1.2). In §2.2. we study the converse proposition of the result in §2.1. In §2.1, we assume that g given by (1.1) is conformally flat and that ϕ satisfies ϕ xz = 0 and ϕ yz = 0. We recall that, in the case ϕ xz = ϕ yz = 0, the metric g determined by ϕ leads to a generic conformally flat hypersurface either of product-type or with cyclic Guichard net.
Evolution of metrics on surfaces with constant Gauss curvature −1
Let us define the functionsÂ(x, y, z) andB(x, y, z) from (1) and (2) in Theorem 1 bŷ
Then, we have the following Theorem:
Theorem 2. Suppose that ϕ(x, y, z) and ψ(x, y, z) satisfy the equations (1), (2) in Theorem 1. LetÂ andB be defined as above. Then, for each z, the Riemannian 2-metricĝ(z) on the (x, y)-plane,
has constant Gauss curvature Kĝ (z) ≡ −1.
Proof. Firstly, we have the following equations from the definitions ofÂ andB:
Then, by the integrability condition (ϕ xz ) y = (ϕ yz ) x , we have
By the integrability condition (ψ xz ) y = (ψ yz ) x , we have
When we substitute (2.2) into (2.3), we obtain
The integrability condition (
which shows Kĝ ≡= −1.
In this construction, we note that, for each z 0 , the metricĝ(z 0 ) is defined so long as (1) and (2) of Theorem 1, viewed as equations on φ z | z=z 0 , ψ z | z=z 0 are satisfied along z = z 0 . ✷ In the proof of Theorem 2, we have obtained the following Corollary.
Now, when we regard ϕ z (x, y, z) and ψ z (x, y, z) as 2-variable functions of x and y with parameter z, we also have the following Corollary of Theorem 2.
Corollary 2.2. We havê
Proof. We have the following two equations:
dϕ z = ϕ xz dx + ϕ yz dy = −Âϕ z sin ϕdx +Bϕ z cos ϕdy, dψ z = ψ xz dx + ψ yz dy =Âϕ z cos ϕdx +Bϕ z sin ϕdy.
Remark. When we definē
In this case, we also have a similar fact to Corollary 2.1 and, in particular, (b) is replaced by the following (b ′ ):
There is a crucial difference between (b) and (b ′ ), and it is essential for our study to consider metricŝ g(z) with constant Gauss curvature −1 (see Theorem 3-(2) below and Theorem 5, Proposition 3.4 in §3.2).
Characterization of 2-metrics with constant Gauss curvature −1
Letĝ(z) be an evolution of orthogonal 2-metrics with constant Gauss curvature −1, given in Theorem 2. Then, for each z = z 0 ,ĝ(z 0 ) has been defined from ϕ(x, y, z 0 ), ϕ z (x, y, z 0 ) and ψ z (x, y, z 0 ). Here, we study the converse construction. Letĝ be a (local-)Riemannian 2-metric of C ∞ with constant Gauss curvature −1, defined bŷ
In the following Theorem 3, we show that three functions ϕ(x, y, 0), ϕ z (x, y, 0) and ψ z (x, y, 0) are determined fromĝ. Our notation anticipates that, in arguments to follow, ϕ z (x, y, 0) and ψ z (x, y, 0) will be the z-derivatives on z = 0 of functions ϕ(x, y, z) and ψ(x, y, z). However, in Theorem 3, we do not assume the existence of such extensions and work only with ϕ(x, y, 0), ϕ z (x, y, 0) and ψ z (x, y, 0).
Let a 2-metricĝ given by (2.5) have constant Gauss curvature −1. Then: (1) A function ϕ(x, y, 0) is well-defined by the equations (a)
In particular, for any given λ ∈ R, ϕ(x, y, 0) satisfying ϕ(0, 0, 0) = λ is uniquely determined.
(2) Functions ϕ z (x, y, 0) and ψ z (x, y, 0) are also well-defined by the following equations (b) and (c), respectively:
i.e., (ϕ zx ) y = (ϕ zy ) x and (ψ zx ) y = (ψ zy ) x are satisfied. In particular, ϕ z (x, y, 0) and ψ z (x, y, 0) are determined up to the same constant multiple c = 0, if ψ z (x, y, 0) has no constant term. Furthermore, ψ zxy (x, y, 0) = (ϕ zx ϕ y + ϕ x ϕ zy )(x, y, 0) and ϕ zxy (x, y, 0) = −(ϕ x ψ zy + ϕ y ψ zx )(x, y, 0) hold.
Proof.
The statement (1) is obtained by direct calculation from the assumption thatĝ has constant Gauss curvature −1. Here, we only show the statement (2) .
By (a), we have
We may define ϕ z (x, y, 0) and ψ z (x, y, 0) by ϕ zx := −Âϕ z sin ϕ, ϕ zy :=Bϕ z cos ϕ and ψ zx :=Âϕ z cos ϕ, ψ zy :=Bϕ z sin ϕ,
is satisfied by (2.6) (resp. (2.7)). Then, these definitions imply (b) and (c), respectively. Thus, we have shown that (b) and (c) are well-defined for ϕ z (x, y, 0) and ψ z (x, y, 0), respectively. The last two equations of (2) follow from (c) by (ϕ zx ) y (x, y, 0) = (ϕ zy ) x (x, y, 0) and (ψ zx ) y (x, y, 0) = (ψ zy ) x (x, y, 0), respectively.
The theorem now follows. ✷ In general, it seems difficult to solve the initial condition (a), (b), (c) from a metricĝ with constant Gauss curvature −1. Here, we study the problem for the hyperbolic 2-metric on the upper half plane. Example 1. Letĝ = (dx 2 + dy 2 )/(y + b) 2 with a constant b(> 0). Then, we obtain the following functions fromĝ: For the sake of simplicity, we denote x + a (a: const.), y + b and ϕ(x, y, 0) by x, y and ϕ, respectively.
i.e., ϕ = arctan( 2xy
For the study in §3.2, we list other equations obtained in this case. Let ϕ z (x, y, 0) = ϕ c z (x, y, 0) := cϕ 1 z (x, y, 0) and ψ z (x, y, 0) = ψ c z (x, y, 0) := cψ 1 z (x, y, 0) by Theorem 3-(2). We define functions ζ = ζ(x) := 1/4x 2 , S = S(x, y) := 4y 2 /(x 2 + y 2 ) 2 and T = T (x, y) := −4x 2 /(x 2 + y 2 ) 2 + 1/x 2 . Then, we have
Next, ψ(x, y, 0) is not determined from a metricĝ in Theorem 3. However, we can determine ψ(x, y, 0) for this metric under the assumption that the following equations (d) and (e) are satisfied:
Furthermore, ψ c (x, y, 0) := ψ(x, y, 0) for each c is uniquely determined
under the additional condition for ψ c (x, y, 0) not to have linear terms with respect to x and y. The meaning of (d) and (e) becomes clear in the next section and these facts are verified in §4 in a general situation. In particular, (d) and (e) in this case are given as follows:
Proof. Here, we only show that ψ is uniquely determined as above by (d), (e) and the additional condition, as other functions are directly obtained from the definitions.
We firstly have ψ = log(
with suitable functions X and Y of one variable, by (d). Then, from (e), we obtain
Taking first and second derivatives of (2.8) with respect to x, we have
Substituting 2Y ′′ = −c 1 y 2 into (2.8), we have 8X ′′ x 2 − c 1 (x 4 − 2x 2 y 2 + y 4 ) = 8 + c 2 . This equation implies c 1 = 0. Then, we have X ′′ = (1 + c 2 /8)/x 2 . Thus, ψ has been determined for each c. ✷
Choice of initial data
We firstly study the integrability conditions on ϕ z and ψ z in Theorem 1, in §3.1. Next, in §3.2, we study the relation between the equations (3), (4) of Theorem 1 and orthogonal 2-metricsĝ with constant Gauss curvature −1. Through these studies, we determine a class of initial dataĝ for our system of evolution equations (2) mentioned in the introduction.
Integrability condition on ϕ z and ψ z
The following Theorem 4 and Proposition 3.1 are fundamental for our study.
Theorem 4. Let ϕ(x, y, z) and ψ(x, y, z) satisfy all equations (1), (2), (3) and (4) in Theorem 1. Then, we have the following facts (1) and (2):
(1) The conditions of (ψ zx ) y = (ψ zy ) x and (ϕ zx ) y = (ϕ zy ) x , respectively, are given by ϕ zxy + ϕ x ψ zy + ϕ y ψ zx = 0, (3.1)
2) The equations obtained from (ψ xz ) z = (ψ zz ) x and (ψ yz ) z = (ψ zz ) y , respectively, are the same as those obtained from (ϕ xz ) z = (ϕ zz ) x and (ϕ yz ) z = (ϕ zz ) y . Furthermore, these equations imply that there are two 1-variable functions k(x + y) andk(x − y) such thatψ(x, y, z) := ψ(x, y, z) + k(x + y) +k(x − y) satisfies the following (3.3) and (3.4):
We note thatψ(x, y, z) in Theorem 4-(2) also satisfies the all equations of Theorem 1, (3.1) and (3.2). Hence, the equation (3.4) means that the equatioñ
is satisfied, by Theorem 1-(3).
Proof. The statement (1) is obtained by direct calculation. In this proof, we only verify the statement (2), in particular, as the parameter z varies on some interval, then, for the first statement of (2), we only study the equations induced from (ψ xz ) z = (ψ zz ) x and (ψ yz ) z = (ψ zz ) y , as we can obtain the equations from (ϕ xz ) z = (ϕ zz ) x and (ϕ yz ) z = (ϕ zz ) y in the same way.
Before proceeding, we pause to consider that our goal in §3.2 is to view ϕ, ϕ z , ψ, ψ z as initial data along a hypersurface z = z 0 and we want to know under what conditions the conclusions of the present theorem hold in that setting. We shall therefore attempt to confine and pinpoint our use of the equations of Theorem 1 and the integrability conditions (ψ zx ) z = (ψ zz ) x and so on.
Let Lϕ := ϕ xx − ϕ yy . Using (ψ zx ) z = (ψ zz ) x and (1), (3), (4) of Theorem 1, we firstly have
For the second term of the last equation in (3.5), we have:
By (3.5), we obtain the equation
Similarly, using (ψ yz ) z = (ψ zz ) y and (2), (3), (4) of Theorem 1, we have
Remark that the equivalence of (3.5), (3.7) with (3.6), (3.8) uses only differentiations in x, y and so is valid along z = z 0 .
Furthermore, we have as p x (x, y) = q y (x, y) and p y (x, y) = q x (x, y) imply p xx − p yy = 0 and q xx − q yy = 0.
Finally, when we define 2k ′′ (x + y) := l(x + y) and 2k ′′ (x − y) :=l(x − y) andψ(x, y, z) := ψ(x, y, z) + k(x + y) +k(x − y), the functionψ satisfies (3.3) and (3.4).
Remark again that this argument uses only (3.6) and (3.8) and differentiations along x, y and so hold on a fixed coordinate surface z = const.
We have therefore proved the Theorem. ✷ Equation (3.2) means that ψ xy (x, y, z) = (ϕ x ϕ y )(x, y, z) is satisfied for any (x, y, z) if ψ xy (x, y, 0) = (ϕ x ϕ y )(x, y, 0) holds at any (x, y, 0).
In the following proposition, we give another proof of the fact that (3.5) and (3.7), respectively, are induced from (ψ xz ) z = (ψ zz ) x and (ψ yz ) z = (ψ zz ) y , then it will be clear how (3.5), (3.7) are related with the equations in Proposition 1.1. Furthermore, we summarise equations equivalent to (3.5) and (3.7), which we have obtained in the proof of Theorem 4-(2). We shall use the result in §3.2. Suppose that all equations of Theorem 1 are satisfied. Then, the equation (3.9) below is satisfied for any z. Furthermore, suppose that all equations of Theorem 1 are satisfied at arbitrarily fixed z = z 0 . Then, the following five statements (1), (2) , (3), (4) and (5) are equivalent to each other at z = z 0 .
(1) The following equations are satisfied:
(2) The following equations from (3.5) and (3.7) are satisfied:
The following equations from (3.5) and (3.7) are satisfied:
(4) (2) and (3) in Proposition 1.1 are satisfied: 
In particular, the first (resp. second) equations of (1), (2), (3) and (4) are equivalent to each other.
Proof. It follows from (1) and (2) of Theorem 1 that (3.9) is satisfied for any z. From now on, let us fix z = z 0 . Here, we only prove the equivalence between (1), (2) and (4) at z = z 0 simultaneously, as we showed other equivalences in the proof of Theorem 4.
Firstly, we study the equation
When we substitute (3) and (4) of Theorem 1 into (3.10), we have
From these equations, we have 0 = (3.10) + (3.11) =
Now, in the equation (3.12), we have the coefficient of sin ϕ = tan ϕ × (the coefficient of cos ϕ), (3.13) which shows that both sides of the equation (3.13) vanish. In fact, we consider the right hand side of (3.13):
where L(ψ) is given by Proposition 1.2-(4) from Theorem 1-(4), then the right hand side of (3.14) is same as the left hand side of Proposition 1.1-(2). Next, we shall prove the equality of (3.13): Substitute Theorem 1-(3) into ψ zz and express ψ by ϕ, then we have
which shows the equality of (3.13). Thus, we have that (3.10) holds if and only if
which is (3.5) by the proof of Theorem 4. In consequence, the first equation of (1) is equivalent to the first equations of (2) and (4), respectively. By starting from [ψ yz cos ϕ − ϕ yz sin ϕ] z (x, y, z) = 0, we also have that the equation is equivalent to the left hand side of (3) in Proposition1.1 = ψ yzz − (Lψ) y + 2ϕ y (Lϕ) − 2ϕ z ϕ yz = 0.
Hence, the second equation of (1) is equivalent to the second equations of (2) and (4), respectively. ✷
We shall study more an interesting condition induced from (3.9), in the following section.
Infinitesimal deformation of 2-metrics with constant Gauss curvature −1
Letĝ be a (local-)Riemannian 2-metric of C ∞ with constant Gauss curvature −1, given bŷ
as in §2.2. We now study the relation between such metricsĝ and the equations (3) and (4) of Theorem 1. In particular, we study an infinitesimal deformation ofĝ in the z-direction of orthogonal metrics with constant Gauss curvature −1.
For such a metricĝ, we have obtained, in Theorem 3, functions ϕ(x, y, 0), ϕ z (x, y, 0) and ψ z (x, y, 0) satisfying ψ zx (x, y, 0) = −(ϕ zx cot ϕ)(x, y, 0), ψ zy (x, y, 0) = (ϕ zy tan ϕ)(x, y, 0).
The system is uniquely determined by giving ϕ(0, 0, 0) = λ and a constant c = 0, where we assumed that ψ z (x, y, 0) has no constant term. We now formally assume the equations (3), (4) with some function (Lψ)(x, y, 0) from which we will recover ψ(x, y, 0) by solving (ψ xx − ψ yy ) = Lψ. Under the preparation above, we recall the fact in Theorem 2 that the existence of an evolution of orthogonal metricsĝ(z) with constant Gauss curvature −1 has been obtained from the equation
ψ zy (x, y, z) = (ϕ zy tan ϕ)(x, y, z).
Hence, for any fixed z = z 0 , the condition forĝ(z 0 ) to deform infinitesimally in z-direction to orthogonal metrics with constant Gauss curvature −1, is given by the equations
Applying the fact above, the condition forĝ to have infinitesimal deformation in z-direction to orthogonal metrics with constant Gauss curvature −1, is given by the equations
where we do not necessarily assume the existence of any extensions of ϕ(x, y, 0), ϕ z (x, y, 0) and ψ z (x, y, 0) around z = 0, that is, we interpret derivatives in (3.17) as ψ zxz (x, y, 0) := ψ zzx (x, y, 0), [cot ϕ] z (x, y, 0) := −(ϕ z / sin 2 ϕ)(x, y, 0) and so on. Hence, (3.17) means that Proposition 3.1-(1) is satisfied at z = 0. It then follows that statements (2)-(5) of Proposition 3.1 hold along z = 0.
Our aim here is to study the condition (3.17) for ψ(x, y, 0) only under the conditions (3.15) and (3.16) at z = 0. Proposition 3.2. Letĝ be an orthogonal Riemannian 2-metric with constant Gauss curvature −1, given as above. Let us take a system of functions ϕ(x, y, 0), ϕ z (x, y, 0) and ψ z (x, y, 0) determined fromĝ, by arbitrarily fixed λ and c. Suppose that (3.16) and (3.17) are satisfied with some function (Lψ)(x, y, 0). Then, the following equation is satisfied:
(Lψ)(x, y, 0) × (ϕ xy sin 2ϕ − 2ϕ x ϕ y cos 2ϕ)(x, y, 0) = (3.18)
Proof. We know that (3.17) is equivalent to Proposition 3.1-(3) at z = 0. We then arrive at (3.18) by direct calculation from (Lψ) xy (x, y, 0) = (Lψ) yx (x, y, 0). ✷ Proposition 3.2 implies a necessary condition forĝ to arise from a Guichard net: it is not necessarily the case that Lψ given by (3.18) actually satisfies Proposition 3.1-(3). In general, this requirement amounts to a very complicated differential equation for ϕ(x, y, 0) and ϕ z (x, y, 0). However, we may simplify matters somewhat by requiring solutions of (3.18) for all c = 0 as we now see.
We arbitrarily fix λ such that ϕ(0, 0, 0) = λ from now on: we wish to get conformally flat metrics with the Guichard condition (or conformally flat metrics given by (1.1)) , then, forφ(x, y, z) such that ϕ(x, y, z) := ϕ(x + a, y + b, z) with constants a and b,φ and ϕ determine the same Guichard net. Hence, ϕ(x, y, 0) is uniquely determined fromĝ. However, ϕ z (x, y, 0) depends on constants c = 0 as well asĝ by Theorem 3. Let us denote ϕ z (x, y, 0) = ϕ c z (x, y, 0) := cϕ 1 z (x, y, 0). Then, we have the following Corollary of (3.18):
Corollary 3.3. Letĝ be an orthogonal Riemannian 2-metric with constant Gauss curvature −1. Let ϕ(x, y, 0) and ϕ c z (x, y, 0) for any c = 0 be functions determined fromĝ as above. Then, ϕ(x, y, 0) satisfies one of the following two cases (A) and (B):
(A) (ϕ xy sin 2ϕ − 2ϕ x ϕ y cos 2ϕ)(x, y, 0) = 0. Then, for each c we have
(B) (ϕ xy sin 2ϕ − 2ϕ x ϕ y cos 2ϕ)(x, y, 0) = 0. Then, for each c, (Lψ c )(x, y, 0) is uniquely determined by (3.18).
Remark. Case A has a pretty geometric interpretation: the vanishing of (ϕ xy sin 2ϕ−2ϕ x ϕ y cos 2ϕ)(x, y, 0) is equivalent to the vanishing of (ln cos ϕ sin ϕ ) xy (x, y, 0) which happens precisely when the coordinate surface z = 0 is an isothermic surface in any Guichard net (R 3 , g) arising fromĝ. We thank the anonymous referee for this nice observation. 
where ζ(x) > 0 is any non-constant one-variable function. Conversely, if we define ϕ(x, y, 0), ϕ c z (x, y, 0) and (Lψ c )(x, y, 0) for any D(y) and ζ(x) > 0 as above, then an orthogonal 2-metricĝ with constant Gauss curvature −1, which is independent of c, is determined such that ϕ(x, y, 0) and ϕ c z (x, y, 0) forĝ satisfy the condition of Corollary 3.3-(A) and that ϕ(x, y, 0), ϕ c z (x, y, 0) and (Lψ c )(x, y, 0) satisfy Proposition 3.1-(3) at z = 0. In the case of cos 2 ϕ(x, y, 0) = 1/(1 + e C(x) ), we also have similar results.
We can assume that ψ c (x, y, 0) determined from (Lψ c )(x, y, 0) in Theorem 5 satisfies Proposition 3.1-(5) at z = 0, as the statements (1)- (5) at z = 0 in Proposition 3.1 are equivalent to each other. Hence, Theorem 5 provides many 2-metricsĝ of this kind.
Proof. Letĝ be a 2-metric satisfying the assumption of the Theorem.
We firstly consider the two equations in Corollary 3.3-(A). By the first equation, we have cos 2 ϕ = 1/(1 + e (C(x)+D(y)) ) and sin 2 ϕ = e (C(x)+D(y)) /(1 + e (C(x)+D(y)) ), where C(x) and D(y) are onevariable functions. Since [−ϕ 1 z ϕ 1 zxy + ϕ 1 zx ϕ 1 zy ](x, y, 0) = 0 by the first two terms in the left hand side of the second equation, we have ϕ 1 z = ±e (F (x)+G(y)) . Next, let R(x, y, 0, c 2 ) := (Lψ c )(x, y, 0) be a solution of Proposition 3.1-(3). Then, we have
by Proposition 3.1-(3). Hence, there are functionsζ(x, c 2 ),η(y, c 2 ) such that
and we have (ϕ 1 z ) 2 =ζ(x, c 2 ) sin 2 ϕ −η(y, c 2 ) cos 2 ϕ. Now, we have obtaineď
Since ϕ 1 z is independent of c 2 , χ(c 2 ) is constant and F (x), G(y) are also constants, which is contradiction to ϕ 1 zx = 0 and ϕ 1 zy = 0. Hence, this case does not occur.
Otherwise, we use (1+e (C(x)+D(y)) ) −1 = Σ ∞ n=0 (−e (C(x)+D(y)) ) n , where we assumed e (C(x)+D(y)) < 1 in the neighborhood of (0, 0). If e (C(x)+D(y)) > 1, then we can replace e (C(x)+D(y)) < 1 by {e (C(x)+D(y)) − a}/(1 + a) < 1 with a suitable constant a from 1 + e (C(x)+D(y)) = (1 + a)[1 + {e (C(x)+D(y)) − a}/(1 + a)]. Then, we have at least C(x) = 0 or D(y) = 0, and may assume C(x) = 0. Indeed, in the case of D(y) = 0, the argument below proceeds in the same way when we consider (ϕ 1 z ) 2 = [ζ(x, c 2 ) −η(y, c 2 )e −C(x) ]/(1 + e −C(x) ) = e 2F (x) e 2G(y) . Now, let us assume C(x) = 0. Sinceζ(x, c 2 )e D(y) −η(y, c 2 ) = [ζ(x, c 2 ) −η(y, c 2 )/e D(y) ]e D(y) , we haveη(y, c 2 ) = h(c 2 )e D(y) and that e D(y) really depends on y since G ′ (y) = 0. We also obtaiň ζ(x, c 2 ) − h(c 2 ) = ζ(x), where ζ(x) is independent of c 2 from (ϕ 1 z ) 2 = e 2(F (x)+G(y)) . In consequence, we have (ϕ
where H ′ (c 2 ) = h(c 2 ) and that I(x, y) is independent of c 2 .
On the other hand, we consider the equations of Proposition 3.1-(3) under the condition C(x) = 0, i.e., ϕ x (x, y, 0) = 0 and Lϕ = −ϕ yy . Then, there are functionsζ(x, c 2 ) andη(y, c 2 ) such that (Lψ c ) sin
Then, we haveζ(x, c 2 ) = c 2 ζ(x),η(y, c 2 ) =: η(y) and η(y) cos 2 ϕ = −ϕ 2 y sin 2 ϕ − 2ϕ yy sin 3 ϕ cos ϕ by (ϕ c z ) 2 . Furthermore, we have h(c 2 ) = H(c 2 ) = 0 by Lψ c andη(y, c 2 ) = η(y).
By the argument above, we obtain, with cos 2 ϕ = 1/(1 + e D(y) ), determined such that it satisfies Proposition 3.1-(3) and Corollary 3.3-(B).
Proof. Let us assume that (Lψ c )(x, y, 0) is given by (3.18) and (Lψ c )(x, y, 0) with any c = 0 satisfies the equations of Proposition 3.1-(3), that is, P (x, y) and Q(x, y) satisfy (3.19) and (3.20), respectively. We shall verify that the assumption is equivalent to (1) and (2) . Now, since we have the following equations from (3.19):
there are functions ζ = ζ(x) and η = η(y) such that
Hence, we obtain P = (ζ + η)/2 and (ϕ 1 z ) 2 = ζ sin 2 ϕ − η cos 2 ϕ. Next, since we have the following equations from (3.20):
there are functions S = S(x, y) and
Q sin 2 ϕ + (Lϕ) sin ϕ cos ϕ = S and Q cos 2 ϕ − (Lϕ) sin ϕ cos ϕ = T are satisfied. Hence, we obtain Q = S + T and Lϕ = S cot ϕ − T tan ϕ. In each argument above, the converse is also valid. Finally, we obtain Lψ c from Lψ c = c 2 P + Q. We note about the converse statement: (3.18) has been obtained from the assumption that (Lψ c )(x, y, 0) satisfies Proposition 3.1-(3) (resp. Proposition 3.1-(1)). Furthermore, suppose that there is a solution ϕ(x, y, 0) and ϕ z (x, y, 0) such that ϕ x (x, y, 0) = η(y) = 0 in this case. Then,
is different from the ones in Theorem 5. This fact implies that there is not such a solution in this case. Hence, the 2-metricsĝ obtained here are included in Corollary 3.3-(B). ✷ Now, ϕ c z (x, y, 0) has been determined fromĝ, by Theorem 3. Hence, the property of ϕ 1 z (x, y, 0) in Proposition 3.4-(1) induces a condition forĝ. Next, we study this condition.
Let us assume (ϕ 1 z ) 2 = ζ sin 2 ϕ − η cos 2 ϕ as in Proposition 3.4. Then, forĝ =Â 2 (dx) 2 +B 2 (dy) 2 , we havê
by Theorem 2 and Corollary 2.1-(b). Furthermore, the condition thatĝ has constant Gauss curvature −1 is equivalent to the existence of ψ 1 z such that ψ 1 zx = −ϕ 1 zx cot ϕ and ψ 1 zy = ϕ 1 zy tan ϕ, by Theorem 2, Corollary 2.1 and Theorem 3. By the integrability condition of ψ 1 z , we have the following Proposition.
Proposition 3.5. A 2-metricĝ =Â 2 (dx) 2 +B 2 (dy) 2 defined by (3.21) from (ϕ 1 z ) 2 = ζ sin 2 ϕ − η cos 2 ϕ with ζ(x) and η(y) has the constant Gauss curvature −1, if and only if the following equation is satisfied:
We have the following Theorem by summarising Propositions 3.4 and 3.5:
equations of third order in Proposition 1.1. In consequence, under a generic condition, the problem is reduced to find functions ϕ(x, y, 0) and ϕ 1 z (x, y, 0) stated in Theorem 6, as their functions in Theorem 5 are already obtained explicitly. Here, we used the term "generic" in the meaning thatĝ gives rise to a one parameter family g c .
We note that the conditions (c) ψ xy (x, y, 0) = (ϕ x ϕ y )(x, y, 0) and
are satisfied, for metricsĝ given in Theorem 5 and obtained by the procedure in Theorem 6, i.e., Proposition 3.1- (5) is satisfied for such metricsĝ.
From these two equations, we obtain (X −X) ′′ (x) = (Ȳ −Ỹ ) ′′ (y) = 0, which shows that ψ(x, y, 0) is uniquely determined up to linear terms.
Finally, we note that, if ϕ(x, y, 0) is really a function of two variables x and y, then the conclusion of the Proposition follows from only the first equation. ✷ Now, we define the functions I x (x, y, z), I y (x, y, z), J(x, y, z) and K(x, y, z), respectively, by using the solutions ϕ(x, y, z) and ψ(x, y, z) for the system (4.1) and (4.2): I x := ψ xz + ϕ xz cot ϕ, I y := ψ yz − ϕ yz tan ϕ, J := ψ xy − ϕ x ϕ y , K := (Lϕ) sin 2ϕ − (Lψ) cos 2ϕ + ∆ψ − (ϕ x ) 2 − (ϕ y ) 2 − (ϕ z ) 2 . Proof. We obtain the equations of (I x ) z and (I y ) z from the proof of Theorem 4, where we showed that (I x ) z = 0 and (I y ) z = 0, respectively, are satisfied if and only if the right hand sides of them vanish, by using (4.1) and (4.2).
For the equation of J z , we firstly defineÎ x := tan ϕI x andÎ y := cot ϕI y . We have = (Lϕ) z sin 2ϕ − (Lψ) z cos 2ϕ + ∆ψ z − 2ϕ x ϕ xz − 2ϕ y ϕ yz = (ϕ xxz − ϕ yyz ) sin 2ϕ + 2ψ xxz sin 2 ϕ + 2ψ yyz cos 2 ϕ − 2ϕ x ϕ xz − 2ϕ y ϕ yz = 2 sin 2 ϕ(ψ xxz + ϕ xxz cot ϕ) + 2 cos 2 ϕ(ψ yyz − ϕ yyz tan ϕ) − 2ϕ x ϕ xz − 2ϕ y ϕ yz = 2 sin 2 ϕ(I x ) x + 2 cos 2 ϕ(I y ) y .
✷
The matrix of the right hand side in Proposition 4.2 is a linear differential operator of first order with respect to x and y, then the system in Proposition 4.2 is regarded as an evolution equation in z. Hence, when we take solutions ϕ(x, y, z) and ψ(x, y, z) of (4.1) and (4.2) under the initial condition determined as above, we obtain I x ≡ I y ≡ J ≡ K ≡ 0 for any (x, y, z) by the uniqueness assertion of the Cauchy-Kovalevskaya, as I x (x, y, 0) ≡ I y (x, y, 0) ≡ J(x, y, 0) ≡ K(x, y, 0) ≡ 0 are satisfied.
In the statement and the proof of Theorem 7 below, we assume that ψ does not have any linear term for x, y, z, that is, the initial function ψ(x, y, 0) (resp. ψ z (x, y, 0)) not only satisfies (d) (resp. (c)) but they, respectively, are also defined by the conditions given in the Remark above.
Theorem 7. Let us take an analytic 2-metricĝ given in Theorem 5 or obtained by the procedure in Theorem 6. Let functions ϕ(x, y, 0), ψ c (x, y, 0), ϕ c z (x, y, 0) and ψ c z (x, y, 0) be a system determined byĝ as above. We take such a system of functions as the initial condition at z = 0 for the system (4.1) and (4.2). Then, all solutions ϕ c (x, y, z) and ψ c (x, y, z) depending on c satisfy all equations of Theorem 1, that is, each pair ϕ c (x, y, z) and ψ c (x, y, z) defines an evolution of 2-metrics issuing from g, which corresponds to a conformally flat 3-metric with the Guichard condition.
Conversely, if, for an orthogonal analytic 2-metricĝ with constant Gauss curvature −1, there is a one-parameter family of evolutions of 2-metrics issuing fromĝ such that each evolution corresponds to a conformally flat 3-metric with the Guichard net, thenĝ is a metric either in Theorem 5 or obtained by the procedure in Theorem 6.
Proof. Let an analytic 2-metricĝ and a system of functions ϕ(x, y, 0), ψ(x, y, 0), ϕ z (x, y, 0), ψ z (x, y, 0) satisfy the hypotheses of the theorem. Since these four functions given as an initial condition at z = 0 are analytic, a pair of solutions ϕ(x, y, z) and ψ(x, y, z) for the system (4.1) and (4.2) uniquely exists for each initial condition depending on c. Hence, we can assume that ϕ(x, y, z) and ψ(x, y, z) satisfy (4.1), (4.2) for any (x, y, z) and also satisfy the initial condition (a), (b), (c), (d) and (e) at z = 0.
Then, we obtain I x ≡ I y ≡ J ≡ K ≡ 0 for any (x, y, z) by Proposition 4.2. That is, ϕ(x, y, z) and ψ(x, y, z) not only satisfy (4.1), (4.2) but also satisfy the following equations for any (x, y, z): ψ xz = −ϕ xz cot ϕ, ψ yz = ϕ yz tan ϕ, (4.6) ψ xy = ϕ x ϕ y , (4.7)
ψ zz = (Lϕ) sin 2ϕ − (Lψ) cos 2ϕ = −∆ψ + (ϕ x ) 2 + (ϕ y ) 2 + (ϕ z ) 2 .
(4.8)
