Abstract-Binary stochastic neurons (BSNs) form an integral part of many machine learning algorithms, motivating the development of hardware accelerators for this complex function. It has been recognized that hardware BSNs can be implemented using low-barrier magnets (LBMs) by minimally modifying present-day magnetoresistive random-access memory (MRAM) devices. A crucial parameter that determines the response of these LBM-based BSN designs is the correlation time of magnetization τ c . In this letter, we show that, for magnets with low-energy barriers ( ≈ k B T and below), circular disk magnets with in-plane magnetic anisotropy (IMA) lead to τ c values that are two orders of magnitude smaller than τ c of magnets with perpendicular magnetic anisotropy (PMA). Analytical descriptions demonstrate that this striking difference in τ c is due to a precessionlike fluctuation mechanism that is enabled by the large demagnetization field in IMA magnets. We provide a detailed energy-delay performance evaluation of previously proposed BSN designs based on spin-orbit torque MRAM and spin-transfer torque MRAM employing low-barrier circular IMA magnets by SPICE simulations. The designs exhibit subnanosecond response times leading to energy requirements of approximately a few femtojoules to evaluate the BSN function, orders of magnitude lower than digital CMOS implementations with a much larger surface area. While modern MRAM technology is based on PMA magnets, results in this letter suggest that low-barrier circular IMA magnets may be more suitable for this application.
I. INTRODUCTION
Many inference and machine learning algorithms are based on networks of binary stochastic neurons (BSNs) [Ackley 1985 , Amit 1992 , Alaghi 2013 , Esser 2013 , Merolla 2014 , R2RT 2016 ] each of whose response m i at time step (n + 1) is determined by the input I i at time n (r i : random number between −1 and +1) m i (n + 1) = sgn[tanh I i (n) − r i ].
(1)
In the absence of an input I i , the output m i fluctuates randomly between two values −1 and +1. A positive I i (n) makes +1 more likely, whereas a negative I i (n) makes −1 more likely. 1 Each BSN described by (1) receives its input from a weighted sum of other BSNs obtained from a "synapse" I i (n) = j W i j m j (n). A wide variety of functions can be implemented by properly designing or learning the weights W i j [Ç ilingiroglu 1991 , Jo 2010 , Hassan 2019 .
The BSN function (1) is evaluated repeatedly in modern algorithms, but is typically implemented in software. Efforts have been put into developing a suitable hardware for accelerating evaluation of this function, many of which are based on magnetoresistive random-access memory (MRAM) technology, which is a major contender in the field of nonvolatile memory using stable magnets to store information in the form of 0's and 1's. By contrast, BSNs can be built out of nanomagnets designed to have low-energy barriers [Faria 2017 , Liyanagedera 2017 , Sutton 2017 , Parks 2018 , Vodenicarevic 2017 , Zink 2018 . The performance of such BSN designs are largely dependent on the magnetization fluctuation rates of the low-barrier magnets (LBMs), making it important to design the LBMs to have high fluctuation rates.
Stable magnets could be redesigned to have low-energy barriers by scaling the magnetic anisotropy [Debashis 2018 ]. The energy associated with a magnet is given by
where H kp = 2K s /t − 4π M s is the PMA field along the x-axis, K s is the surface anisotropy density, H ki is the IMA along the z-axis, M s is the saturation magnetization, and is the volume of the magnet. LBMs can be obtained by adjusting the thickness t of perpendicular magnetic anisotropy (PMA) magnets so that H kp ≈ 0, making PMA = H kp M s /2 ≈ 0, or by making in-plane magnetic anisotropy (IMA) magnet's shape circular so that H ki ≈ 0, making IMA = H ki M s /2 ≈ 0. Such magnets with diameters that are less than about 100 nm have been shown to exhibit monodomain behavior [Cowburn 1999 , Debashis 2016 . It is important to note that while modifying existing interfacial PMA free layers by modulating the thickness to make them IMA seems relatively straightforward, replacing highly optimized fixed PMA layers [Park 2015] with IMA stacks could prove more challenging.
The time scale of fluctuations can be very different for the two categories of LBMs, as shown in Fig. 1(b) and (c). In PMA with vanishing PMA field making → 0, the thermal noise makes the magnetization fluctuate randomly anywhere on the Bloch sphere, whereas in circular IMA the magnetization has no preferred easy axis but the large effective demagnetization field (H D = 4π M s ) restricts the fluctuations to a compressed region near the equator (i.e., in-plane moment), making more rapid fluctuations possible.
In this letter, we present a distinction between fluctuation dynamics of low-barrier PMA and IMA magnets providing analytical expressions for two very important parameters for performance evaluation of hardware BSNs: the correlation time τ c and pinning current I p for ≈ k B T and below. Circular IMA magnets have a correlation time two orders of magnitude smaller compared to PMA and a pinning current that is much higher. We also present a device-level performance evaluation on two previously proposed compact BSN designs [Camsari 2017a [Camsari , 2017b ] using a circular IMA magnet and show that the subnanosecond operation results in a requirement of only approximately a few femtojoules of energy for evaluating the BSN function, which is orders of magnitude lower than its CMOS implementation [Ardakani 2017 , Yuan 2017 .
II. LOW-BARRIER MAGNETS
Binary stochastic neurons could be viewed as a tunable random number generator, and a key parameter defining its performance would be the rate at which it produces the random numbers. For an LBM BSN, this rate is related to the magnetization fluctuation rate of the LBM. The time it takes for the magnet to lose its memory, the correlation time τ c is defined by the full-width at half-maximum (FWHM) of the temporal autocorrelation function C(t) of magnetization and could be used to characterize the relevant time-scale of operation of a BSN.
In LBMs where the energy barrier is well below the thermal energy ( k B T ), its magnetization becomes a continuous variable. The Arrhenius law that describes the thermal fluctuations of high-barrier magnets ( k B T ) with two distinct magnetic states, thus, does not hold for LBM [Lopez-Diaz 2002 , Faria 2017 . Instead, thermal fluctuations in monodomain LBMs could be characterized starting from the Fokker-Planck equation (FPE) [Brown 1963 , Coffey 2012 or the Landau-Lifshitz-Gilbert (LLG) equation including a Langevin term describing thermal fluctuation [Lopez-Diaz 2002 , Kaiser 2019 . Coffey [2012] analyzes the magnetic fluctuations in a PMA magnet due to thermal noise in detail by using the FPE derived by Brown [1963] . The analysis presented in these references focused on highbarrier magnets but are not limited to it and, thus, can be evaluated for → 0 to describe the LBM dynamics of PMA magnets that agree well with numerical results
In low-barrier circular IMA magnets when thermal noise kicks the magnetization out-of-plane, due to absence of an easy axis and the presence of large orthogonal demagnetization field H D , the in-plane magnetization starts precessing. If we consider an ensemble of such magnets, each with a different precession frequency due to thermal noise, the average magnetization vector would quickly dissipate. The autocorrelation function of the in-plane magnetization m z = cos(φ(t)) could be expressed as
where the in-plane precession dynamics is described by
For large values of H D , the integral could be extended to ±∞ and evaluated to give an expression for the autocorrelation function and correlation time as follows:
In numerical simulations, we observe essentially the same autocorrelation behavior, even when the correlation function is obtained from the time-dependent fluctuations of a single magnet fluctuating for long time periods, as shown in Fig. 2(a) . In PMA, no such precessional fluctuation mechanism exists, as the internal fields are compensated.
Another important parameter for evaluating an LBM-based stochastic device performance is its sensitivity to spin currents. To maintain stochasticity in MRAM-type devices, they should be immune to read current, and the amount of current required to bias BSN devices is also relevant for power considerations. In high-barrier magnets, the concept of switching current is presented [Sun 2000 ]; for LBMs, we refer to pinning currents as the relevant quantity, which can be mathematically defined as I P = ( m /I S ) −1 , as shown in Fig. 3 . The pinning currents for PMA can be derived from steady-state FPE, as described in Sayed [2018] , whereas for IMA magnets with → 0 and low damping, the pinning current can be approximated from the relation Fig. 3 shows that the numerical results are well described by the obtained expressions
IMA:
The derivation of (4) and (5) assumes zero energy barriers, but numerically we observe that these equations are approximately valid for barriers up to ≈ k B T . In practice, obtaining near-zero-barrier circular magnets could be challenging due to process variation. For interconnected networks of BSNs, a distribution of correlation times for each BSN needs to be considered, as shown in Pervaiz [2017] . Note that IMA-based designs can achieve subnanosecond correlation times even with fairly large volumes, provided that monodomain behavior can be preserved with a small enough diameter, whereas PMA-based designs tend to be much slower, making IMA magnets more suitable for BSN applications. This is accompanied by fairly large pinning currents for IMA compared to PMA, which minimizes read disturb effects.
In the following section we used circular IMA magnets M1 and M2 with volumes 800π and 20480π nm 3 , respectively for the performance evaluation of two LBM-based hardware BSN designs.
III. PERFORMANCE EVALUATION OF HARDWARE BSN USING CIRCULAR IMA LBM
In this section, we evaluate the steady-state and time response of two hardware BSN designs proposed in the past [Camsari 2017a [Camsari , 2017b , as shown in Fig. 4 , and measure the energy and delay associated with each. The designs makes use of a magnetic tunnel junction (MTJ) whose free layer is an LBM with a fluctuating magnetization m z (t), resulting in a fluctuating resistance R MTJ (t) potential divider
The fluctuations are controlled by two different mechanisms in the two designs. BSN-A is a spin-orbit-torque-controlled device [Camsari 2017a ] that uses the input spin current (in the y-direction) from the giant spin hall effect (GSHE) layer to pin the free-layer magnetization (in the z-direction) of the MTJ thereby pinning R MTJ and implements (+) configuration of (6). BSN-B is a series-resistance-controlled device [Camsari 2017b ] that uses the input voltage to control the transistor resistance R 0 and implements the (−) configuration of (6). Ideally R MTJ remains unchanged, though in actual designs it may be important to consider unintended pinning effects of the current. Both designs use a minimum sized CMOS inverter to convert the fluctuating V i into a rail-to-rail output V OUT . In each case, we will use SPICE simulations based on state-of-the-art stochastic LLG models for LBM's [Camsari 2015 ] free-layer of the MTJ having G 0 (25K ) −1 and TMR = 2P 2 /(1 − P 2 ) = 110% with polarization P 0.6 coupled with 14 nm HP FinFETs [Cao 2002 ] to show that the output voltage V OUT from a specific BSN is approximately related to its input V IN by an equation that mimics (1)
with scaling factors V OUT0 , V IN0 , t 0 characterizing the specific hardware design.
A. Steady-State Response
Fig . 5 shows the individual steady-state response of designs A and B using magnets M1 and M2, which can all collapse onto the same curve using appropriate scaling parameters. The output scaling quantity V OUT0 V DD /2 = 0.4 V is the same for all cases, as this quantity is defined entirely by CMOS inverter output voltage swing. On the other hand, the input scaling parameters are very design dependent. For BSN-A, I IN0 is determined by pinning currents of magnets M1 and M2. Indeed, the scaling parameters in Fig. 5(b) were obtained from (5). For BSN-B, V IN0 ∼ 50 mV for both magnets, determined by transistor characteristics. Note that the SPICE simulations include the read disturb current, but its effect is minimal due to the high pinning currents of low-barrier IMA compared to PMA as can be seen from (4) and (5). Fig. 6 shows the two relevant timescales associated with BSN operation. First is the correlation time of the output voltage that is determined by the magnet parameters. Indeed, the FWHM of the autocorrelation function corresponds well to (3), which is expected, since circuitrelated times are much shorter in this case. Second is the response time that is very design dependent. For BSN-A, it is determined by magnet physics, whereas for BSN-B, it is determined by transistor physics [Nikonov 2015] . Our analysis shows that the response time t 0 of a single BSN-B neuron is independent of magnet parameters. However, the response of an interconnected network of such neurons would also involve the magnet correlation time τ c . Fig. 7 shows the power drawn from the sources ±V DD /2 individually by the MTJ branch and the inverter branch, as V IN is stepped at In all other cases, the total R is of the order of the MTJ resistance ∼ 25 k , so that V 2 DD /R ∼ 25 µW. For the inverter branch, BSN-A dissipates ∼10 µW, since the voltage at the inverter input in all cases remains close to the threshold value making both NMOS and PMOS branches fairly conducting. On the other hand, for BSN-B, PMOS and NMOS get turned OFF for large positive and for large negative input V IN , respectively, making the effective R very large. Only for input voltages ∼ 0, both PMOS and NMOS branches are conducting, giving rise to a steady-state power ∼ 10 µW like BSN-A. This number could be lowered if we can engineer larger voltage fluctuations at the inverter input, |δV i | ∼ P 2 V DD /(4 − P 4 ). Our assumed TMR of 110% corresponds to P ∼ 0.6, giving a |δV i | ∼ 75 mV.
B. Time Response

C. Power Consumption
Note, that in this analysis, the power drawn from V IN is not considered, which is expected to be very different for a low input impedance design (BSN-A) compared to a high input impedance design (BSN-B) and will depend on the driving mechanism and circuitry. Overall, both designs suffer from significant steady-state power losses and would need to be turned OFF when not in use. This can be done straightforwardly for BSN-B using a large negative input voltage V IN . The key point to note is that the energy dissipated during the evaluation of the BSN function is ∼20 µW × 50 ps = 1 fJ, which is orders of magnitude smaller than CMOS implementations of the same function [Ardakani 2017 , Yuan 2017 as noted earlier from system-level simulations in Zand [2018] . The device-level analysis presented here elucidates the role of proper magnet design for achieving the subnanosecond response times that are crucial for fast and low-energy operation. The analysis also suggests the low-barrier IMA magnet as a more suitable candidate for BSN-type applications due to its fast fluctuation dynamics, whereas modern nonvolatile MRAM technology is largely based on PMA magnets [Bhatti 2017 ].
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