It is well known that the robust counterpart introduced by increases the numerical complexity of the solution compared to the original problem. Kočvara, Nemirovski and Zowe therefore introduced in [9] an approximation algorithm for the special case of robust material optimization, called cascading. As the title already indicates, we will show that their method can be seen as an adjustment of standard exchange methods to semi-infinite conic programming. We will see that the adjustment can be motivated by a suitable reformulation of the robust conic problem.
Introduction
In the last decade robust programming has gained a lot of attention both from a theoretical and practical point of view. This is mainly due to the fact that most robustified problems allow a reformulation as a tractable conic problem, see Ben-Tal and Nemirovski in [4] . Nevertheless, some research was dedicated to alternative ways of solution, e.g. by numerical approximation or relaxation. One of the first approximations for uncertain quadratic conic programs appeared in Ben-Tal et al. [3] . There, the original robust counterpart is replaced by a relaxed version with known approximation quality. From our point of view the main drawback of their approximation is that its quality is fixed and cannot be improved further by any refinement. A different way to tackle robust problems was presented in a quite recent paper by Bertsimas and Sim [5] . Roughly speaking, their idea can be interpreted as a linearization of the constraints with respect to the uncertain data, paired with principal components for the most important directions of uncertainty. Although they manage to keep complexity at the level of the original problem, their approach also has some shortcomings. First, only one fixed approximation to the original problem is formulated without consideration of successive approximation. Second, the link between the original formulation and their reformulation is only valid under two structural assumptions: almost linearity of the constraint in the uncertain parameter and almost ellipsoidal shape of the uncertainty set.
A more flexible alternative to obtain relaxations of robust formulations is based on chance constraint programming. In this setting an appropriate probabilistic assumption is imposed and the notion of feasibility is relaxed. Then random samples from the probability distribution are drawn and the original problem is solved with a large number of constraints. This special kind of non-uniform discretization of the uncertainty set has one advantage over the other approaches mentioned so far: based on the number of random samples the quality can be made arbitrarily good, however, comes at the price of a huge number of constraints, see e.g. Calafiore [6] . Yet before these approaches, a more efficient sampling scheme named cascading was introduced by Kočvara, Zowe and Nemirovski [9] for the special case of robust free material optimization. In the following we will demonstrate that a slightly generalized version of this cascading algorithm can be seen as an adjustment of traditional exchange methods to the case of semi-infinite conic programming. Based on convergence results from semi-infinite programming it is then trivial to establish convergence of the cascades to a solution of the robust counterpart. All this is based on the interpretation of the robust counterpart as a semi-infinite conic problem. To establish this link we introduce so-called proximity measures for the most popular robust problem classes. These allow to identify robust conic problems with standard semi-infinite ones. By means of the actual proximity measure used in Kočvara et al. [9] , we demonstrate that in this practical instance (and in many others) of robust programming the unavoidable global optimization problems in exchange methods can actually be rather easily solved.
Somewhat related to this work is the paper by Gomez and Gomez [8] . However, in their paper they exclusively concentrate on linear conic semiinfinite problems. Inexact versions of these which are related to robust programming are mentioned, but not treated in full detail. Further, their approach is more in the spirit of Vandenberghe and Boyd [16] , who consider replacement of conic constraints by infinitely many real-valued constraints. Our approach is different from this as we assume that conic problems can nowadays be solved efficiently by suitable solvers. We thus aim at developing a solution method which relies on these efficient solvers for standard conic problems.
The rest of the paper is organized as follows. In the next section, we introduce the original problem under uncertainty together with the corresponding robust counterpart. We then show how these (semi-infinite) robust conic programs can be equivalently reformulated as standard (semi-infinite) convex programs. Afterwards, we propose an adjusted version of an exchange method which can also be seen as a generalization of the cascading algorithm to robust conic problems.
Problem setting
Subsequently, we will consider the conic convex programs under data uncertainty (P u ):
We assume that the set X ⊂ R n is non-empty, convex and compact. Further, let u ∈ U ⊂ R d describe the uncertain data from the uncertainty set U which is also assumed to be non-empty, convex and compact. Let K ⊂ R m be a proper ordering cone with int(K) = ∅. In addition let f ∈ C 1 (R n , R) be convex and
is a convex conic program. According to Ben-Tal and Nemirovski [2] , the robust counterpart to (P u ) is given by
For convenience, we assume that (RC U ) possesses at least one feasible point, and thus at least one optimal solution. Without loss of generality, it can be assumed that the objective function does not depend on the uncertain parameter u.
Remark 1.
In its general form, problem (P u ) covers especially the cases
e. standard LPs and convex programs (CP), and
second-order cone programs (SOCP).
Allowing for a little impreciseness in notation and identifying the space of symmetric m × m matrices S m with R m for m = 1 2 m(m + 1), this also covers the case
All these instances of (P u ) are numerically well tractable, i.e. they are all computationally solvable within polynomial time. For example, all these problem classes can be solved with just one numerical solver, PENNON, see Kočvara and Stingl [10] .
Note that in its above form (RC U ) is a convex conic semi-infinite program. As shown in Ben-Tal and Nemirovski [4] , given a suitable structure of K, U and g(x, u), it is possible to reformulate special instances of (RC U ) as tractable convex optimization problems. For example, standard LPs can be robustified to SOCPs, and robustified SOCPs can be written as SDPs, given that U has ellipsoidal shape and g is linear in x and u. However, robustified SDPs may become NP-hard problems, despite their convex structure, as feasibility testing may no longer be possible within polynomial time.
As not all instances of (RC U ) are open to tractable reformulations, suitable approximation algorithms are needed. One of the most common classes of algorithms for semi-infinite problems are discretization and especially exchange methods. In Section 4.1 we will recall a generic outer approximation method relying on (finite) discretizations U k ⊂ U , which is Algorithm 1 taken from Reemtsen and Görner [12] , Section 2.5. However, as (RC U ) is a problem with conic constraints instead of real-valued constraints, a suitable analogy to Step 2 -determination of the most violating constraint -is necessary in this algorithm. The same issue arises when other numerical methods, e.g. interior or overestimator methods, see Asic and Kovacevic-Vuijcic [1] or Floudas and Stein [7] , are applied as there is no straightforward concept of an overestimator of a conic constraint.
From here, there are two rather obvious ways to deal with the problem of the most violating constraint. The first idea is to replace the robust counterpart (RC U ) by an equivalent formulation such that standard SIP solution methods are applicable. In the next section we will present a suitable reformulation of (RC U ) which can then be solved with any appropriate code. We will especially highlight some properties of the reformulation which maintains the Slater property but results in loss of smoothness. The alternative idea is to develop a suitable generalization of standard SIP methods to the conically constraint case. This will be done by the cascading algorithm which was first presented in Kočvara et al. [9] . We will show that both approaches almost coincide and hence we are able to classify the cascading algorithm as an adjusted version of an exchange method.
3 Reformulation of (P u ) and (RC U )
In the following we will show that the nominal conic problem (P u ) can be equivalently reformulated as a standard convex problem with just one real-valued convex constraint. We will see that the robust counterparts of both formulations are equivalent as well. For this purpose, let us define the function h :
Note that h is well-defined as the maximum in λ is attained on the compact feasibility set. The following proposition tells us that in fact convexity is preserved by this reformulation.
Proposition 2. The function h is convex in x for all u ∈ U .
Proof. Due to K-convexity of g(x, u) in x for all u ∈ U , the mapping x → λ T g(x, u) is convex in the usual sense for all u ∈ U . Then h is convex as the pointwise maximum of convex functions, see e.g. Rockafellar [14] , Theorem 5.5.
A better idea of the reformulation can be obtained from the next proposition. We can interpret the function h as the gap or distance between the negative cone −K and g(x, u).
Proposition 3. It holds that
Proof. The second equality is trivial. Looking at the second formulation, we see that this problem is obviously convex in v and further possesses a Slater point. Therefore, we can replace the problem by its Lagrange dual
which can be rewritten as
Looking at the last minimization problem, it holds that
which can easily be seen by choosing v as a suitable multiple of λ. From this the first equality follows.
Replacing the conic constraint g with the new constraint h we can reformulate the conic problem (P u ) as a standard convex problem (P u ):
Problems (P u ) and (P u ) are equivalent in the sense of the subsequent proposition.
Proposition 4. The feasibility sets of the convex conic problem (P u ) and the standard convex problem (P u ) coincide.
Proof. The convexity of problem (P u ) follows from Proposition 2. The accordance of the feasibility sets can be easily obtained from the well-known equivalence a ∈ −K ⇐⇒ b T a ≤ 0 ∀b ∈ K * , see e.g. Luenberger [11] , Proposition 1, p. 215.
Unfortunately, the above reformulation does not maintain the set of Slater points. Let the original problem (P u ) satisfy the usual Slater condition for conic problems, i.e. let there be an x S ∈ X with g(x S , u) ∈ int(−K). Then x S is not a Slater point in problem (P u ) in the usual sense of convex programming as h(x S , u) = 0. If we want to establish equality of the set of Slater points, a slightly different version of h is necessary. The following candidate is taken from Gomez and Gomez [8] ,
where the positive anchor z ∈ int(K) may be chosen arbitrarily. In Gomez and Gomez [8] it was shown that the convex feasibility set for λ is indeed compact and thush z is well-defined. Using similar reasoning as in Proposition 2, convexity ofh z (x, u) can be easily established. In extension to Proposition 4 it can even be shown:
Proposition 5. Let problem (P u ) be the reformulation of (P u ) with constraint functionh z . Then the set of feasible points for problems (P u ) and (P u ) coincide. Further, the set of Slater points coincide as well, i.e.
{x | g(x, u) ∈ int(−K)} = {x |h z (x, u) < 0}.
Proof. The proof is similar in idea to that of Proposition 4 and follows directly from the equivalence
Interestingly, a similar reformulation as in Proposition 3 can be given for h z (x, u), allowing an analogous interpretation ofh z as the (possibly negative) distance to the negative cone −K.
Proposition 6. It holds thath
Proof. The proof goes along the same lines as the proof of Proposition 3.
Note that νz has replaced the vector v and that now negative values are in fact attained if g(x, u) ∈ int(−K).
Remark 7. Similar to our reformulation efforts, Gomez and Gomez [8] also derived equivalent reformulations of (P u ). However, instead of rewriting (P u ) as a standard convex problem with a lower level maximization problem, they transformed the conic problem (P u ) into a semi-infinite problem based on the ideã
Based on the reformulation (P u ) of (P u ), equivalent reformulations of the robust counterpart (RC U ) to (RC U ) can be obtained:
where the equivalence between (RC U ) and (RC U ) has to be understood in the sense of Proposition 4 or Proposition 5, respectively.
Adjustment of discretization methods
In this section we will present a traditional method to solve (RC U ). We will see that the straightforward application of this method still has one drawback. Using a modified discretization method we can circumvent this problem and arrive at a generalized discretization method for robust conic problems.
A modified discretization method
The above formulation of (RC U ) can for example be solved with the discretization method from Reemtsen and Görner [12] , Section 2.5, Algorithm 1, which we cite here for completeness.
Algorithm 8 (Traditional discretization method).
Step 0 Choose a sequence of compact sets U k with U 0 being finite,
Step 1 Find a solution x * k to the standard finite convex problem (RC D k ).
Step 2 Find u k+1 ∈ U k+1 such that h(x * k , u k+1 ) = max
h(x * k , u).
Step 3 Choose a finite set
Step 4 Set k = k + 1 and go to Step 1.
Here, dist H denotes the standard Hausdorff distance between sets. For this algorithm, convergence results are given in Reemtsen and Görner [12] , Section 2.5.
Because the sets D k remain finite in the above algorithm, problem (RC D k ) is a convex optimization problem with a finite number of real-valued constraints. Although it seems that these problems can be solved with stateof-the-art methods, there is one essential drawback: loss of smoothness. (SDP) For K = S m + and Z = I we obtainh Z (x, u) = λ max g(x, u) . It becomes obvious from the above that the reformulation of the conic program as a standard convex problem usually comes at the cost of smoothness.
As we have seen in the above example, (RC U ) is not really the appropriate formulation to work with from a computational point of view due to the lack of smoothness. Instead, it is advisable to fall back on the original conic constraint formulation and solve the conic problem with finitely many conic constraints.
Algorithm 10 (Modified discretization method). We obtain a modified discretization method, if we replace Step 1 in Algorithm 8 by the following Step 1':
Step 1' Find a solution x * k to the finite conic convex problem (RC D k ). This means that the reformulation of (RC U ) to (RC U ) is not fully utilized, only the computation of the most violating constraint is based on the reformulation. This observation that only a surrogate for the most violating constraint has to be found, leads to the generalized cascading algorithm stated in the next paragraphs.
Link to the cascading algorithm
The original cascading algorithm in Kočvara, Nemirovski and Zowe [9] was not excactly designed for a problem formulation like (RC U ). Instead, allowing rotations, the uncertainty set was kind of built and changed on the run. Still, in their setting a cascade of multi-load material optimization problems was solved to obtain a robust optimal material structure. In each iteration, the most dangerous loads to the structure were added to the already considered load cases and the new structure was calculated. In our setting, the most dangerous load corresponds to the most violating constraint. In fact, their calculation of the most dangerous loads inspired the following modification of the discretization algorithm. A close inspection of Algorithm 1 in their paper shows the tight relationship to the following generalized discretization method.
In the last section we have seen that the function h is solely needed for the determination of the most violating constraint in Step 2. Thus it gets evident that h can be replaced by a more general object -a proximity measure.
Algorithm 11 (Generalized discretization method). A slightly generalized version of the modified discretization method is obtained if we replace Step 2 in Algorithm 10 by the following Step 2':
Step 2' Find u k+1 ∈ U k+1 such that
Note that a proximity function prox has replaced the reformulation h(x, u) of the conic constraint. A proximity measure is called regular if prox(y) < 0 for all y ∈ int(−K).
Based on continuity of the mapping prox all convergence results derived in Reemtsen and Görner [12] obviously remain valid. In the previous sections we have already seen canonical choices for proximity measures. For example, they may be deduced from the Hausdorff distance
or, as in Example 9, for z ∈ int(K) we can even get regular proximity measures by prox(y) = min ν∈R y−νz∈−K ν.
Example 13. In their paper on robust free material optimization, Kočvara et al., see [9] , dealt with a constraint of the form
In their setting the optimization variable x describes the material structure via
represented the uncertain force applied to the material structure E(x). As E(x) is a symmetric d × d matrix and assuming for the moment that E(x) is positive definite, the Schur complement may be used to rewrite the above as
In other words, an appropriate choice for a proximity measure is in this case given by
and if E(x) 0 then this is indeed a regular proximity measure. In the free material setting E(x) 0 may for example be guaranteed by x > 0.
The above proximity measure was actually used to find the most dangerous loads u ∈ U (i.e. the maximizing u), and these were added successively to the original problem formulation. In each cascade the SDP formulation was solved which is completely in line with our generalized Algorithm 11. Therefore this application already demonstrates a successful numerical implementation of the generalized exchange method.
Let us point out that this proximity measure is very closely linked to the canonical regular proximity measure for SDPs. As we have seen in Example 9, the biggest eigenvalue of the constraint matrix can be used to replace the semi-definite constraint. Using this canonical proximity measure in step 2' in Algorithm 11, we have to solve the SDP max u∈U λ max − E(x) u u T α , which may seem tedious on first glance. In contrast, using the alternative proximity measure we obtain a much simpler quadratic program max u∈U u T E(x) −1 u − α.
Now consider the case that the uncertainty set is a small ball around the origin, U = B δ (0), which also was the case in [9] . In this situation,
min E(x) − α and the most dangerous load u is given by the corresponding eigenvector to the smallest eigenvalue of E(x). This shows that the (usually non-concave) maximization problem in Step 2' is easily solvable. This is a very typical situation in robust programming:
Step 2' in Algorithm 11 is not a hard global non-concave optimization problem but can rather be solved very efficiently, as long as the uncertainty set has ellipsoidal shape and the proximity measure is either linear or quadratic in u. This may be seen as another reason
Outlook
In a next step we want to investigate the numerical performance of the adjusted exchange method. In particular, a test of Algorithm 11 versus alternative approximation schemes could give more insights into the numerical behavior. Especially in the case of robust SOCPs which can be reformulated as SDPs, it would be interesting to compare the SOCP approximation methods to the solution of the SDP formulation.
