ABSTRACT In order to improve the noise reduction performance and the clarity of denoising images, a composite convolutional neural network composed of the convolutional autoencoder network and the feature reconstruction network is proposed. Multiple convolutional layers are added into the autoencoder to extract the image feature information and improve the denoising performance, and the feature reconstruction network is designed to recover the texture and detail information of the image. The cross-connected structure is used to fuse feature information in the convolutional autoencoder network into the feature reconstruction network. Experimental results show that the proposed method has better noise reduction performance than the existing methods for different noise intensity. More texture and detail information could be retained, and the clearer denoising images could be obtained.
I. INTRODUCTION
In the process of the image generation and transmission, some noise would be caused in the image because of the uncertainty of the imaging device and the external environment. The noise would adversely affect the results of the image analysis and understanding [1] - [3] . Therefore, the noise reduction technology is one of the key technologies in the image preprocessing field [4] . For now, there are many different noise reduction algorithms which are designed for different types of noise. For instance, some conventional methods, such as the non-local mean noise reduction algorithm (NLM) [5] , [6] , the singular value decomposition-based noise reduction algorithm (K-SVD) [7] - [9] , the 3D image neighborhood block matching noise reduction method (BM3D) [10] - [12] , the weighted nuclear norm noise reduction method (WNNM) [13] , the principal component analysis with local pixel grouping denoising algorithm (LPGPCA) [14] and the fast non-local means denoising algorithm noise reduction algorithm (FNLMD) [15] , [16] , could be used for Gaussian noise reduction. Although these noise reduction algorithms have good noise reduction effects, but parameters of algorithms usually have to be adjusted according to the different noise intensities. However, in practical applications, it is hard
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to know the noise intensity in advance. Therefore, the noise reduction effect is not always satisfied because of the lack of the adaptability.
With the rapid development of deep learning theory, the image denoising methods based on the deep learning have also achieved good application effects in many fields [17] - [20] . Convolutional neural network (CNN) could adaptively perform the noise reduction and show good denoising performance [21] - [28] . Many denoising methods based on CNN have been proposed for different types of noise [29] , [30] . It also proves that convolutional neural network can directly achieve non-linear mapping from low-quality image to the noise-free image by end-to-end [31] . Combining the residual learning and the batch normalization, a new deep convolutional neural network (DNCNN) is proposed [32] , [33] , and it could get higher the peak signal to noise ratio (PSNR) than the conventional methods. Furthermore, because the autoencoder network could also perform the noise reduction, the MLP-based image denoising autoencoder is proposed to remove noise from the image [34] . In this way, the effect of the image denoising could be improved and the parameters need not be adjusted manually. For impulse noise, some methods, such as l 0 TV-PADMM [35] , HAIR-SL [36] and WCSR-l 2 l 1 [37] show good denoising effects. However, a large amount of highfrequency information would be lost in the denoising process, which causes the image to be too smooth and obscure after noise reduction.
The super-resolution reconstruction technology is a valid method to obtain a high resolution image without upgrading system hardware. It could regain the detail information contained in the image to improve the quality of the image. For instance, super-resolution convolutional neural network (SRCNN) model is designed to perform the single image super-resolution reconstruction [38] , [39] . The highresolution image with more texture and detail information could be reconstructed from the low-resolution image by SRCNN.
Based on these, in order to enhance the effect of the image denoising, a new composite denoising network is designed based on the autoencoder and the super-resolution reconstruction technology. The denoising network is composed of two parts. One is a convolution autoencoder network, and the other is the image feature reconstruction network. The convolution autoencoder network is constructed based on the multiple convolutional layers to perform the image denoising. In order to make the image clearer, the feature reconstruction network is constructed based on SRCNN to recover the texture and detail information of the denoising image as much as possible. The composite denoising network is trained by step-by step manner. That is, partial optimization and joint fine-tuning based on cross entropy loss function and mean square error loss function are used separately to optimize the parameters of the composite network.
II. COMPOSITE DENOISING CONVOLUTIONAL NEURAL NETWORK

A. MULTIPLE LAYERS CONVOLUTION AUTOENCODER NETWORK
An autoencoder is composed of the encoder and the decoder. An autoencoder which contains two-layer encoder and twolayer decoder is shown in Fig. 1 .
There are two down-sampling layers and two up-sampling layers in the autoencoder above. The down-sampling operation could retain only the strong features but discard the weak features. In this way, some noise could be filtered out in the down-sampling process [40] - [43] . So, the autoencoder could be used in image denoising. However, the downsampling operation maybe causes the information loss, that is, some non-noise information could also be filtered, and some semantic feature information would be diluted. Furthermore, the autoencoder could not work well for the strong noise reduction.
Convolutional neural network has good image feature extraction ability. Therefore, some convolutional layers could be added into the autoencoder to extract the image feature information and improve the denoising performance. In order to perform the image denoising with less information loss, some convolutional layers are fused into the basic autoencoder in Fig.1 . Generally, the bigger the number of the convolution layers is, the better the effect of the information process is, but the larger the computational cost is. Therefore, comprehensively considering the denoising performance and the computational cost, a convolution autoencoder network with 15 convolution layers is designed to perform the image denoising. The structure of the convolution autoencoder network is shown in Fig. 2 .
In the convolutional autoencoder network above, the convolution layers and the MaxPooing layers form the encoder, and the convolutional layers and up-sampling layers form the decoder. The size of the convolution kernels is 3 × 3, the step of the convolution calculation is 1, the linear rectification unit (Relu) is used as the activation function in every convolution layer, and the pooling sampling step is 2. The padding operation is used to make the image size unchanged.
B. FEATURE RECONSTRUCTION NETWORK
The noise reduction operation would make the image blurred, and some texture information would be lost. For this, a feature reconstruction network is designed to recover the detailed information of the image.
SRCNN is an image super-resolution reconstruction network with a three convolution layers. The structure of SRCNN network is shown in Fig. 3 .
The size of the convolution kernel in the first layer is 9 × 9. The convolution kernel with the large size could make the network have a big receptive field which could help to extract the comprehensive features, but also cause too much computation cost. Furthermore, it is difficult to effectively synthesize the feature information by the fewer convolution layers. Therefore, a new feature reconstruction network which is composed of multiple layers with the small size convolution kernels is designed to clear the denoising image. As shown in Fig. 3 , six convolution layers with the convolution kernel size 3 × 3 are used to replace the first convolution layer of SRCNN, and two convolution layers replace the third convolution layer of SRCNN. Thus, the stack of multiple convolution layers with the small size convolution kernel could get the similar receptive field as the single convolution layer with the large size convolution kernels. Besides, the computational complexity of small size convolution kernels in the network is much lower than that of large size convolution kernels, so the computation cost could be reduced and the information processing capability could also be enhanced.
The feature reconstruction network is used to reconstruct the image feature information to make the image texture clearer after noise reduction. Therefore, the feature reconstruction network is constructed according to the output of the VOLUME 7, 2019 FIGURE 2. The structure of the convolution autoencoder network. convolutional autoencoder network. In order to supplement information to enhance the reconstruction performance, some feature maps containing original feature information in the convolution autoencoder network are merged with the feature maps in the reconstructed network. For this, the parameters of the reconstruction network and the convolution autoencoder network should be set compatibly. In the new feature reconstruction network, six convolution layers are used to perform the patch extraction and representation, two convolution layers are used to perform the reconstruction, and the non-linear mapping layer is the same with that of SRCNN. Thus, there are 9 layers in the new network, and the numbers of convolution kernels of nine layers are separately 256, 256, 128, 128, 64, 64, 32, 1 and 1.
The deep convolutional autoencoder network contains two parts: the contracted path composed of convolutional layer and down-sampling layer, and the extended path composed of convolutional layer and up-sampled layer, as shown in Fig. 3 . The cross-layer connection is used to compensate the feature information loss during the down-sampling. That is, the highresolution feature of the contracted path is mapped into the feature reconstruction network to improve the resolution of the output image. The whole structure of the network is shown in Fig. 4 .
The feature reconstruction network is connected to the 10th convolutional layer of the convolutional autoencoder network. The feature maps of the 9th convolution layer and the 10th convolution layer in the convolution autoencoder network are merged as the input of the feature reconstruction network. Because more original image information is retained in the feature maps extracted by the first layer of the convolutional autoencoder network, 64 feature maps extracted by the first convolutional layer of the convolution autoencoder network are merged with the 64 feature maps extracted by the fifth convolution layer of the feature reconstruction network. Furthermore, in the reconstruction network, the feature maps of the first convolution layer and the second convolution layer are merged as the input of the third layer convolution layer, and the feature maps of the third convolution layer and the fourth convolution layer are merged as the input of the fifth layer convolution layer. The cross-connected structure could enhance the utilization of the features and improve the reconstruction performance of the network.
C. THE OVERALL STRUCTURE
The convolution autoencoder network is independently designed and trained. Based on the structure of the convolution autoencoder network, the feature reconstruction network is designed and trained. After that, the whole network is fine tuned to make the network have better effect of noise reduction and retain more image feature information. In this paper, the design process of the overall network is described as:
Step 1: Construct the convolutional autoencoder network.
Step 2: The cross entropy loss function is used as loss function to train the convolutional autoencoder network, and the trained weights are saved.
Step 3: Construct the feature reconstruction network.
Step 4: The deep convolution autoencoder network and the feature reconstruction network are reorganized to construct the composite network.
Step 5: In the image denoising and feature reconstruction network, the weights of convolutional autoencoder network are kept unchanged, and mean Squared Error (MSE) is used as the loss function to train the weights of the super-resolution network. The trained weights are also saved.
Step 6: Based on the weights of the convolutional autoencoder network and the weights of the feature reconstruction network, the cross entropy loss function is used as loss function, all parameters of the overall network would be fine tuned again and the final model would be saved. The network above will be trained three times. First, the convolution autoencoder network will be trained independently. Second, the feature reconstruction network will be trained and the weights of the noise reduction network are kept unchanged. Third, the weights of the overall network will be fine-tuned based on the trained weights. The step-by-step training manner could simplify the complexity of the training process and enhance the training efficiency.
The composite network is composed of the convolutional autoencoder network and the feature reconstruction network. The convolutional autoencoder network is constructed by the autoencoder and the convolutional layers, and its main role is to perform the image denoising. Therefore, the cross entropy is used as the loss function. The feature reconstruction network is used to preserve the texture and detail information and clear the image. Therefore, mean-square error is chosen as its loss function. Based on the independent training results of the two parts above, the cross entropy is used as the loss function again to fine-tune the parameters of the composite convolutional neural network. In this way, not only could the two parts be trained independently to get the specific functions, but also the global performance of the composite convolutional neural network could be optimized effectively. The training strategy which named step-by-step training manner could get better performance than end to end manner which could not give dual attention to both specific functions of the two parts.
III. BASIC PERFORMANCE ANALYSIS A. EXPERIMENTAL ANALYSIS OF CONVOLUTIONAL DENOISING AUTOENCODER NETWORK
The data set CBSD400 contains 400 grayscale images. 80% data samples are chosen as the training set, and 20% data samples are chosen as the validation set. The validation set does not participate in the training and is only used to evaluate the performance of the model during the training process. Set12 data set is chosen as the test set. The test set does not participate in the training and is used to evaluate the work performance. The cross entropy loss function is set as the cost function, the AdaDelta optimization algorithm is used to train the network, and the attenuation factor of the learning rate is 0.1. Noise samples are made by adding artificially generated noise into the training set as follow:
where,x is the noise image, σ represents the noise level, x is the original image, randn() is the normal random function which is used to generate a random matrix with the same size as x. The label of the noise sample is the corresponding original noiseless image.
In order to test the performance of the convolutional autoencoder network, three model structures are constructed in Table 1 .
In the three models above, the optimal structure would be determined according to the their denoising performance. Three convolutional autoencoder network models (A, B and C) in Table 1 are separately used to denoise the images. Fig. 5 , Fig. 6 and Fig. 7 show the noise reduction effects of four images, House, Peppers, Butterfly and Starfish, from the test set for = 25, σ = 35, σ = 55.
From the denoising results, both model B and model C are better than model A. That is, increasing the number of the layers helps to improve the denoising performance. Furthermore, the performance of model B is close to that of model C, which means that the denoising performance could not be enhanced significantly by only increasing the number of the layers. That is, the layer number of model C is enough to denoise image.
Furthermore, the Peak Signal to Noise Ratio (PSNR) is used to quantificationally evaluate the denoising performance. Table 2, Table 3, and Table 4 give the PSNR for the different noise intensities.
From Table 2, Table 3 and Table 4 , the bigger the noise intensity is, the lower PSNR of the denoising image is. According to the PSNR comparison results of models A, B and C, the deeper the convolutional denoising autoencoder network is, the better the effect of image noise reduction is. Therefore, deepening the layers of the convolutional network could improve image denoising performance.
The average PSNR of the denoising images above are shown in Fig. 8 .
According to the denoising results and the values of PSNR, it could also be seen that model C has better denoising performance than model A and model B, but the denoising performances of model C and model B are similar. That is, the performance improvements of the network would be saturated by only deepening too many layers. Therefore, model C has enough layers to improve the performance of the network. In order to avoid more calculation, model C is chosen as the denoising autoencoder network.
B. TRAINING METHOD COMPARISON
The denoising effects of the composite network are closely related to the training manners. Fig. 9 shows the denoising results obtained by the composite network based on end to end manner and step by step manner.
From the denoising results in Fig. 9 , step-by-step training manner could get clearer denoising images than end to end training manner. Based on step-by-step training manner, the two sub-networks of the composite network could be trained to play their respective roles in the denosing process according to their own appropriate loss functions. In contrast, end to end training manner could use only one loss function to train the whole network. In this manner, the two sub-networks VOLUME 7, 2019 could not be optimized according to their own the evaluating criterions. Especially, the feature reconstruction network could not work well. Therefore, the denoising effects based end to end manner are not satisfied.
C. RECONSTRUCTION RESULTS OF DENOISING IMAGE
Compared with the original images, the denoising images become more blurry and smoother. That is, a lot of texture and detail information is lost.
In order to improve the image quality, the output layer of the C model is removed, and the feature reconstruction network is connected to the model C.
The image denoising and feature reconstruction network would be trained in three steps. First, the weights of noise reduction network (model C) would be trained independently by use the cross entropy loss function. Second, the Mean Squared Error loss function is chosen as the cost function to train the weights of the feature reconstruction network. Third, all the weights would be fine-tuned by use the cross entropy loss function.
For now, some noise reduction methods, such as fast nonlocal means denoising (FNLMD), the weighted nuclear norm minimization with application to image denoising (WNNM), the principal component analysis with local pixel grouping (LPGPCA), the block-matching 3D (BM3D) and the deep convolutional neural network (DNCNN), are considered to have good denoising performance for Gaussian noise. Therefore, the denoising performance of the methods above are compared with that of the proposed network to verify the effect of Gaussian noise reduction.
C. Xiu, X. Su: Composite CNN for Noise Deduction Fig. 10 -Fig. 18 .
From the denoising effects, it can be intuitively seen that the proposed method and DNCNN have better denoising performance than FNLMD, LPGPCA, WNNM and BM3D. From the partial enlargement images which are from the areas in the green boxes, the denoising images obtained by DNCNN are too smooth and too much texture detail information is lost. By contrast, the denoising images obtained by the proposed method is closer to the original images, and more texture and detail information of the original image is reserved to make the image clearer.
The PSNR and the structural similarity (SSIM) of the denoising images obtained by different methods are shown in Table. 5 to Table. 10.
From Table 5 to Table 10 , because the conventional denoising methods lack the adaptability to the intensity of the noise, DNCNN show better denoising performance than FNLMD, LPGPCA, WNNM and BM3D. Furthermore, though DNCNN has better adaptability, it is unavoidable to lose some high frequency information in the process of noise reduction. The proposed method uses the feature VOLUME 7, 2019 reconstruction to recover more texture and detail information into the denoising images, so the PSNR and the SSIM of the proposed method is slightly better than that of DNCNN. From the denoising effects shown in Fig.10-Fig.18 , more texture information could be preserved and the better denoising results could be obtained by the proposed method.
The average PSNR of the methods above are shown in Fig. 19 . For Gaussian noise reduction, the proposed method could get a higher PSNR than other methods. Meanwhile, more texture and detail information could be retained in the denoised images.
The training network and the processing time depend on the hardware device performance. Table 11 shows the processing time of different denoising methods on the same computing device.
From Table 11 , the processing time of the proposed method is less than 1s. That is, the processing time of the proposed method could meet the requirement of the general industrial production.
IV. DENOISING RESULTS FOR SALT AND PEPPER NOISE
Salt and pepper noise (SPN) is one of impulse noise which is frequently encountered because of imperfect acquisition process, transmission errors, and bit errors in analog-todigital conversions [34] . Waterloo exploration database is use as the sample set to train the composite convolutional neural network. There are 4744 color images in the Waterloo The denoising effects of the proposed method are compared with those of some recent state-of-the-art image restoration methods such as WESNR [43] , l 0 TV-PADMM [35] , and WCSR-l 2 l 1 [37] .
The intuitive denoising effects for 30% and 50% SPN ratio are shown in Fig. 20 and Fig. 21 .
From the denoising results, both l 0 TV-PADMM and the poposed method have good denoising effects for salt and pepper noise. Still, the denoising images obtained by the proposed method are clearer, which could be observed in the box in the image. Table 12 and Table 15 shows the PSNR and the SSIM of the WESNR, WCSR-l 2 l 1 , l 0 TV-PADMM and the proposed method. Specially, the data of WCSR-l 2 l 1 and WESNR are from [37] .
From Table 12 and Table 15 , the denoising images obtained by the proposed method have higher average PSNR and SSIM. Especially for 50% SPN ratio, the denoising results of the proposed method are obviously superior to those of others.
In order to ensure the fairness of the test results, statistical results of the 50 random experiments are shown in Table 16 and 17.
From the Table 16 and 17, the denoising performance is stable for different images with the same SPN ratio. The fluctuation range of PSNR is small. Similarly, the fluctuation range of SSIM is less than 0.01, and only the third digit after decimal point is different. Based on the mentioned results above, the proposed method has a good denoising performance. Furthermore, the denoising results for the higher noise density are shown in Fig. 22 and Fig. 23 .
From Fig. 22 and Fig. 23 , the denoising results show the proposed method has better denoising performance than l 0 TV-PADMM for the high noise density. More texture and detail information could be preserved, as shown in the box in the denoising images. Table 18 and Table 19 show the average PSNR and SSIM of the denoising images for high noise density.
In Table 18 and Table 19 , the data of WESNR and HAIR-SL are from [36] . Table 18 and Table 19 show that the proposed method could obtain higher average PSNR and SSIM than other methods. It demonstrates that the proposed method has the better denoising performance for the high noise density.
The proposed method could also be applied to color image denoising. Fig. 24 and Fig. 25 show the denoising results of color images.
From the denoising results shown in Fig.24 and Fig. 25 , the proposed method could remove the noise and recover the color images more clearly. For instance, the denoising area in the box contains more texture and detail information. In contrast, the method l 0 TV-PADMM could not remove all noise, and some residual noise still exists on the denoising image.
Reference [36] gives the denoising results of color images ''Butterfly'' degraded at an 80% SPN ratio and ''barbara'' degraded at an 90% SPN ratio. According to the data in [36] , Table 20 shows PSNR of the denoising images obtained by different methods. From Table 20 , Compared with data in Ref [36] , for the color image denoising, the proposed method still has higher PSNR than other methods.
Statistical results of the 50 random experiments obtained by the proposed method are shown in Table 21 .
It can be seen from Table 21 that fluctuation range of PSNR of the proposed method is small, and the denoising performance is stable. SSIM of Butterfly image for SPN ratio of 80% and 90% is respectively 0.96 and 0.89, and SSIM of Barbara image for SPN ratio of 80% and 90% is respectively 0.91 and 0.85.
The denoising effects obtained by the proposed method are shown in Fig. 26 and Fig. 27 .
From the denoising results above, the proposed method has good denoising performance for not only the grayscale images but also color images.
V. CONCLUSION
A composite convolutional neural network is proposed to perform the image denoising. The network is composed of the deep convolution denoising autoencoder network and the feature reconstruction network. The deep convolution denoising autoencoder network is used to filter out the image noise, and the feature reconstruction network is used to recover the high frequency information, and retain more texture detail information in the denoising image. The cross entropy and the mean-square error are separately used as the loss functions to train the two sub-networks. Based on the independent training results, the parameters of the whole network are fine-tuned again. Experimental results show that the proposed method has better noise reduction performance than the existing methods for different noise intensity. More texture and detail information could be retained in the denoising image, so the clearer denoising images could be obtained.
