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A pattern is a Iinite string of constant and variable symbols. A pattern p represents a 
language L(p) of all finite strings of constant symbols that can be generated from p by sub- 
stituting a constant string for each variable in p. The /r-variable pattern-linding problem, 
k > 1, is to find, for a given set S of linite constant strings, a longest pattern p of k variables 
such that L(p) contains S. A polynomial-time algorithm for the one-variable pattern-finding 
problem has been found by Angluin using the data structure called pattern automata. A 
straightforward generalization of this algorithm to the two-variable case involves a sub- 
problem of Iinding common paths of pattern automata. It is proved that this subproblem in 
the generalized algorithm is NP-hard. #‘I 1987 Academic Press, Inc. 
1. INTRODUCTION AND DEFINITIONS 
Finding common patterns of a numerical sequence is a classical problem in 
inductive inference. One way of formulating this problem is to define a pattern as 
an arithmetical formula such that the given sequence can be generated from this 
formula. The goal is to find the simplest formula. A somewhat different approach is 
to define the pattern as a character string p with constants and variables such that 
the string representations of the given sequence can be generated from p by sub- 
stituting constants for variables in p. For example, given the sequence { 10000, 
11001, 1010001 }, we may find a pattern 1x00x with one variable x and two con- 
stants 0 and 1. The goal here is to find the longest pattern. 
The second approach seems to have the advantage that the problem is well 
defined, and so the complexity of the problem is easier to analyze. Angluin [l] has 
presented a theoretical framework for this problem, and has obtained some 
interesting results on the computational complexity of the pattern-finding problem. 
In particular, she presented a polynomial-time algorithm which finds, from a given 
set of strings, one of the longest one-variable patterns. The algorithm consists of 
three main steps: 
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Srep 1. All possible patterns are partitioned into at most n3 groups, where n is 
the input size. 
Step 2. For each group G, and each input string s, construct a finite automaton 
A,., of at most nr states (called a purtern automaton) to recognize all patterns for s 
which are in G,. 
Step 3. For each group G,, construct the intersection automaton Ai = n, A,,, to 
recognize all common patterns in G,. 
Angluin [ 1 ] pointed out that although the algorithm can be generalized to the 
k-variable cases for k > 1 in a straightforward manner, the generalized algorithm 
does not seem to run in polynomial time in the case k > 1. 
In this note we further investigate the generalization of Angluin’s algorithm to 
the two-variable pattern-finding problem. We show that in the generalized 
algorithm, Step 3, the construction of the intersection automaton, becomes a more 
difficult problem that cannot be solved in polynomial time unless P = NP. More 
precisely, we observe that Step 1 of Angluin’s algorithm can be extended so that 
there are at most n6 groups of patterns. However, in Step 2, we are not able to con- 
struct, for some group G;, a single pattern automaton for each string. Instead, the 
set of patterns for some string s may require more than one pattern automaton to 
represent them. In other words, Step 3 becomes the following subproblem: 
Intersection of Pattern Automata (IPA). Given a set of pattern automata {A,,: 
1 <j< n;, 1 d i< m}, find an automaton A that accepts patterns in fi;=, {p: p is 
accepted by A,., for somej, l<j<n,j. 
We show that this problem is NP-hard, and hence provide an explanation why 
Angluin’s algorithm cannot be generalized, in a straightforward manner, to the 
k-variable case for k 3 2. 
In a recent paper, Jantke [3] proposed, for each k > 1, a generalized algorithm 
for k-variable pattern-finding problem that is slightly different from our 
generalization. He claimed that his algorithm runs in polynomial time; however, the 
proof of the polynomial time bound of a critical step of his algorithm (similar to 
our Step 3) was omitted (Lemma 2 of [3]). Thus, the question of whether the two- 
variable pattern-finding problem (abbreviated as the 2PF problem) is polynomial- 
time solvable still remains open. Our result indicates that in fact this problem may 
be NP-hard. Unfortunately, all the difficult instances we found for the IPA problem 
correspond to trivial instances of the 2PF problem. Therefore, our proof of the 
NP-hardness of the IPA problem cannot be directly transformed into a proof of the 
NP-hardness of the 2PF problem. 
Notations. Let Z be a finite alphabet. C* denotes the set of all finite strings over 
Z. C+ = C*-{empty string). Let s be a string. Then IsI denotes the length of s. The 
term substr(s, i, j) with i+ j< 1.Y + 1 denotes the substring w of s which begins at 
position i and has length j. Let X be a countable set of symbols disjoint from C. A 
pattern over (2, X) is a finite string over .Z u X. The elements of C are called con- 
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stunts and the elements of X are called variables. We will assume, from now on, that 
the set ,Z is a fixed alphabet of two symbols. A substitution over (C, X) is a mapping 
of the set X into C+. A substitution f can be extended to strings in (Cu X)* in a 
natural way: 
(1) f(a)=a if aEZ, 
(2) f(ab)=f(a)f(b) for all a, bE(CuX)*. 
We use the notation [tJx,, tZ/xZ ,..., t,Jx,], or [t,/xi];= , for short, to denote the 
substitution by mapping each variable xi to the string ti, 1 < i < n. If p is a pattern 
over (2, X), and ti E Z+, 1 < i< n, then we use ~[t~/x~]r=, to denote the string in 
Z* obtained by substituting the string t, for the variable xi, for all i= 1, 2,..., n. For 
example, if p = xyy then p[OO/x, 10/y] denotes the string 001010. Let p be a pattern 
over (Z, X); then the number of variables in p is the number of distinct elements in 
X. Let PN denote the set of all patterns and, for k > 0, let PN, denote the set of all 
patterns of k variables. Let p be a pattern with n variables x, ,..., x,. Then the 
language of the pattern p, denoted by L(p), is the set of strings over Z obtained by 
substituting nonempty constant strings for the variables; i.e., L(p) = {p[t,/xi]:= , : 
t,E Zi }. Let k > 0. For a given set S of strings in C*, a minimal k-variable pattern 
for S is a pattern p E PN, such that SC L(p) and for any q E PN,, such that 
SE L(q), L(q) is not a proper subset of L(p). The k-variable pattern-finding problem 
is to find, for a given set S of strings, a minimal k-variable pattern for S. 
2. REVIEW OF THE ONE-VARIABLE PATTERN-FINDING PROBLEM 
In this section we review Angluin’s algorithm for the one-variable pattern-finding 
problem. The reader is referred to [ 1 ] for the details of the algorithm. 
We first define the pattern automata. Let s be a string and w a nonempty sub- 
string of s. Denote patt 1 (s; w) = {p E PN, : s = p[w/x] }. We define a (one-variable) 
pattern automaton A(s; w) to recognize the set patt l(s; w). The states of A(s; w) 
are the ordered pairs (i, j) such that 0 < i, 0 < j, and i + j] WI 6 IsI. The initial 
state is (0,O). The final states are all states (i, j) such that j> 1 and i+ jlw( = Is]. 
The transition function 6 is defined as follows. Let bEC. 
d((i, A, b) = fn;;$d ifthe(l+i+jIw])thsymbolofsisb, otherwise; 
S((i, j), x) = 
i 
I(bdeitLd 
if w occurs in s beginning at position ( 1 + i + j I WI ), 
otherwise. 
The states of the automaton A(s; w) are numbered in such a way that we will 
reach the state (i, j) after i constants and j x’s are processed. For example, if 
s = 01110 and w = 11 then patt l(s; w) = (Ox1O,O1xO), and the automaton A(s; w) is 
as shown in Fig. 1. 
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FIG. I. An example of one-variable pattern automata. 
Let Ai= (Q,, qO, 6;, F,) be two finite automata, 1 d i< 2, with the state sets 
Q;G Nx N, the initial state q0 = (0, 0), the transition functions hi, and the final 
states F,. Then we define A, s A, if and only if Q, z Q2, Fl c_ F2 and whenever 6, is 
defined, 6, is defined and agrees with 6,. A finite automaton A is called a one- 
variable pattern automaton if and only if A E A(s; w) for some string s and sub- 
string M;. 
Let A, = ( Qi, (0, 0), 6,, Fi) be two one-variable pattern automata, 1 < i < 2. 
Then the intersection of automata A, and A,, denoted by A, n A,, is the finite 
automaton (Q, nQ2, (O,O), 6, F, nF,), where 6(q, a) is defined to be 6,(q, a) 
whenever 6,(q, a) and 6,(q, a) are both defined and equal; and is undefined 
otherwise. If the number of states of Ai, 1 d i < 2, is ni, then A, n A, can be com- 
puted in time O(n, + nz). In general, if we have t automata Ai, 1 d i < t, each with n 
states, then n, A, can be computed in time O(tn). Let L(A) denote the set ofpat- 
terns accepted by the automaton A. The following property has been proved by 
Angluin [ 11. 
PROPERTY 1. If A and A’ are one-variable pattern automata then A n A’ is a 
one-variable pattern automaton, and L(A n A’) = L(A) n L(A’). 
Next we discuss the partition of one-variable patterns into pairwise disjoint 
groups. For each one-variable pattern p, define 
(i) count(C, p) = the number of constant symbols in p. 
(ii) count (x, p) = the number of occurences of x in p. 
(iii) lirst(x, p) = the position of the first occurence of x in p. 
Let PN(i, j, k) be the set of all patterns p E PN, such that count(C, p) = i, count 
(x, p) =j, and Iirst(x, p) = k. 
Letuscallatriple (i,j,k)feasibleforsifO~idIsl, l<jdlsl, l<k<i+l, andj 
divides 1.~1 - i. Intuitively, a triple (i, j, k) is feasible for s if there is potentially a pat- 
tern p E PN(i, j, k) such that s E L(p). We say a triple (i, j, k) isfeusiblefor a set S if 
it is feasible for all s in S. Let F be the set of all feasible triples for the given set S. 
We observe the following property. 
PROPERTY 2. Let (i, j, k) be feasible for s. Let w = substr(s, k, (IsI - i)/j). Then, 
for any pattern p E PN(i, j, k) such that s E L(p), s = p[w/x]. 
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Thus, by Property 2, we can construct, for each string s and each triple (i, j, k) 
that is feasible for s, a pattern automaton A(s; w) where w is the unique string as 
defined in Property 2. Let input be S= {So,..., s,}. Then each triple (i, j, k) in F 
defines t automata A,(i, j, k), r = l,..., t, where each A,(i, j, k) is the pattern 
automaton .q(s,; w,) defined by s, and (i, j, k), with some useless states and 
transitions removed. 
PROPERTY 3. A,(i, j, k) recognizes all patterns p E PN(i, j, k) such that s, E L(p). 
Now, from Properties 1, 2, and 3, we have that 
{PEW:=UP)}= u fj UA,(I’,j,k)) 
(i,j,k)E F r= 1 
= 
(.,iGFL( h RAi.Lk)). 
I, 1 ?-=I 
The above observation gives us the following algorithm. 
Angluin ‘s One- Variable Pattern-Finding Algorithm 
INPUT: S= {s,, s2 ,..., s,J; 
OUTPUT: a minimal one-variable pattern p for S; 
begin 
foreach(i,j,k)inFdo 
begin 
for r := 1 to t do 
construct automaton A,(i, j, k); 
A(i, j, k) := n A,(i, j, k); 
I’= I 
end ; 
sort Fin descending order according to the value of i + j; 
for each (i, j, k) in sorted F do 
if L(A(i, j, k)) # @ then 
output any p E L( A( i, j, k)) and exit 
end. 
In the above algorithm, it is clear that the time complexity is determined by two 
factors: (a) the number of feasible triples (or, the size of the set F), and (b) the 
amount of time to construct A(i, j, k). Since, for each feasible triple (i, j, k) and 
each r, 1 <r 6 t, the automaton A,(i, j, k) can be constructed in time O(n*), and 
since the intersection of m automata, each of O(n*) states, can be constructed in 
time O(mn*), the automaton A(i, j, k) can be constructed in time O(tn’). Further- 
more, using a well-known result of number theory, we can show that the size of F is 
O(n* log, n). So the above algorithm runs in time 0(tn4 log, n). 
571/34/l-6 
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3. GENERALIZED ALGORITHM FOR THE TWO-VARIABLE CASE 
Recall that PN2 is the set of patterns with exactly two variables x and y. We 
assume a canonical form of patterns in PN, such that x always occurs in p before y. 
In this section we describe an extension of Angluin’s algorithm to the two-variable 
pattern-finding problem, and study its time complexity. We first define the two- 
variable pattern automata. 
Let s be a string and u, u substrings of S. Define patt2(s; u, II) = {p: p E: PN, and 
~=P[~lw+l3. A( . s, u, u) is the automaton that recognizes the set patt2(s; u, II). 
The state of A(s; u, v) is the ordered triples (i, j, m) such that 0 < i, 0 < j, 0 <m, and 
i + j jul + m III 6 1.~1. The initial state is (0, 0,O). The final states are all states 
(ij, m) such thatj>, 1, m3 1, and i+j(u( +mlvl = IsI. The transition function 6 is 
defined as follows. Let h be in C, and (i, j, nz) be a state. 
6((i,j,m),h)=(i+1,j,m)ifthe(1+i+j~u~+m~vJ)thsymbolofsish, 
S((i, j, m), x) = (i j+ 1, m) if u occurs in s beginning at position 
1 + i+jlul +mlvl, 
6( (i, j, m), y) = (i, j, m + 1) if v occurs in s beginning at position 
1 +i+ jlui +mlul, 
and 6 is undefined otherwise. 
The states of the automaton A(s; u, v) are numbered such that we will reach the 
state (i, j, m) after i constants, j x’s and m y’s are processed. For example, if 
s = 0111, u = 0, v = 11 then patt 2(s; u, v) = (xly, xyl) and the automaton A(s; u, v) 
is as shown in Fig. 2. 
We define a two-variable automaton to be any automaton A which is contained 
in A(s; u, v) for some string s and substrings u and v. We extend the notion of the 
intersection of automata to two-variable pattern automata, and observe the 
following property. 
PROPERTY 4. If A and A’ are two two-variable pattern automata then A n A’ is 
a two-variable pattern automaton, and L(A n A’) = L(A) n L(A’). 
\ 
o,o,oo I I l,O,O 2,&O 3,0,0 1 4,0,0 
/i: -h-to~o, 1 
0, 1,o’ I I 1, l,o 3,1,0 2,1,0 
\ 
0, 1 -L Ah, 1 1, 1, 1, 
FIG. 2. An example of two-variable pattern automata. 
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Next, we define the feasible 6-tuples as an analogue of feasible triples in the one- 
variable case. For each pattern p in PN,, we define, in addition to the values 
count(& p), count(x, p), and first(x, p), the following three values: 
(1) count(y, p) = the total number of occurrences of ,v in p, 
(2) first (y, p) = the position of the first occurrence of y in p, and 
(3) precount(x, y, p) = the number of occurrences of x before the first 
occurrence of y in p. 
For example, if p = xxylOyy then first(x, p) = 1, first(y, p) = 3, count(x, p) = 2, 
count(y, p) = 3, count(Z, p) = 2, and precount(x, y, p) = 2. 
Let s be a string, we call a 6-tuple (i, j, k, 1, m, n) feasible for s if and only if 
(i) OGi6 IsI -2, 
(ii) 1 <j< 1.~1 -i- 1, 
(iii) 1 dk<i+ 1, 
(iv) 1 </<J; 
(v) 16m61+i-j, 
(vi) I+kdnbi+l+ 1, and 
(vii) there exists a solution in positive integers for the equation 
1 +jX+mY= IsI, where X and Y are unknown variables. 
For each 6-tuple (i, j, k, 1, m, n), define PN(i, j, k, I, m, n) to be the set of all two- 
variable patterns p with count(C, p) = i, count(x, p) = j, first(x, p) = k, precount 
(x, y, p) = 1, count(y, p) = m, and first(y, p) = n. Intuitively, a 6-tuple (i, j, k, I, m, n) 
is feasible for s if there exists, potentially, a two-variable pattern p in 
PN(i, j, k, I, m, n) such that there are substrings u and v of s satisfying i + j jul + 
m [VI = IsJ, and s = p[u/x, v/y]. A 6-tuple (i, j, k, I, m, n) is called feasible,for the set 
S if (i, j, k, 1, m, n) is feasible for all s in S. 
The purpose of defining the feasible 6-tuples is, of course, to provide a partition 
of the two-variable patterns for S such that each partition is represented by one 
automaton. Unfortunately, as we will see in the following, this natural extension of 
the partition technique from the one-variable case does not work well. 
PROPERTY 5. Let (i, j, k, 1, m, n) be feasible for a string s. Assume that there is a 
pattern p E PN(i, j, k, 1, m, n) such that s = p[u/x, v/y] for some u, v E C+. Then, 
there is a solution (a, b) to the equation i+ jX+ mY = IsI such that 
u = substr(s, k, a) and v = substr(s, al + n - I, b). 
The above property implies that although the substitution words u and v can be 
easily found from s and (i, j, k, 1, m, n), they are not necessarily unique, since the 
equation i+ jX+mY= IsI may have multiple solutions (in the worst case, there 
may be IsI - 1 many solutions). For example, let s=01010101010101 and 
(i, j,k,I,m,n)=(2,2,3, 1,2,4). Then the equation i+jX+mY= 14 has five 
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solutions: (1, 5) (2,4), (3, 3), (4, 2), and (5, I). Let p=Ol.~y.~y~ PN(2, 2, 3, 1, 2,4). 
We have s = ~[O/.Y, 10101/y] = p[Ol/x, 0101/~] = p[OlO/x, 101/y] = p[OlOl/~, 
01/y] = p[OlOlO/.u, l/y]. Also, let q =Olxyy.u E PN(2,2, 3, 1, 2,4); then we have 
two solutions for u and c’: s = q[Ol/x, 0101/y] = q[OlOl/.u, O~/JJ]. 
For a fixed feasible 6-tuple (i, j, k, 1, m, n), let us define SOL(s) = {(u, 0): u and ti 
are substrings of s defined by (i, j, k, I, m, n) as described in Property 5). Then, as 
demonstrated by the above example, SOL(s) may contain more than one pairs of 
(u, v). Each pair (u, v) in SOL(s) determines a pattern automaton A(s; u, 0). So, the 
step of finding the intersection automaton becomes more difficult. In fact, there may 
not be a single automaton for all patterns in PN(I’, j, k, 1, m, n) that generate S. So, 
the generalized algorithm for the two-variable case may be described as follows. 
Edxtension of Angluin’s Algorithm to the Two-Variable Case 
INPUT: S = (s, ,..., s,}; 
OUTPUT: a minimal two-variable pattern p for S; 
begin 
{Let F be the set of all leasible 6-tuples for S. } 
sort Fin decreasing order according to i + j + m; 
for each (i, j, k, I, m, n) in sorted Fdo 
begin 
forr:=l tordo 
for each (u, u) E SOL(s,) do 
construct A(s,; u, 0); 
($1 if n U -UA(s,; u, ~1) f 0 
I = I (lf.P] ESOL(\,) 
then output a pattern p in this set and exit 
end 
end. 
Obviously, the time complexity of the algorithm is determined by the conditional 
statement (*). In the following we show that the condition (*), in its general form, 
cannot be checked in polynomial time unless P = NP. We first reformulate the 
above problem into a decision problem, called the IPA problem, and show that 
IPA is an NP-complete problem. (See [2] for the definitions of the complexity 
classes P and NP, NP-completeness, and their relations.) 
Intersection of Pattern Automata (IPA). Given m * n many two-variable pattern 
automata A,, ,, 1 d id m, 1 < j d n, find out whether there is a common pattern p 
such that (Vi)(lj)[p E L(A,,)]. 
THEOREM 6. The IPA problem is NP-complete. 
Proof: The fact that the IPA problem is in NP is obvious: we need only guess a 
two-variable pattern p and, for each i such that 1 < i G m, guess an index ji between 
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1 and n, and check that p is recognized by A,,,. The whole process can be done in 
time O(m . A’), where N is the size of the input. 
Next we show that there is a polynomial time reduction of 3-SAT to IPA, where 
3-SAT = {cp: cp is a Boolean formula in the conjunctive normal form (CNF) in 
which each clause contains exactly three literals and cp is satisfiable} [2]. Let cp be 
a Boolean formula in CNF with m variables x, ,..., x,, n clauses cr ,..., c,, and with 
three literals per clause. We will construct 2. m many two-variable pattern 
automata Ai, i, 1 < id m, j = 0, 1, each with 7n + 1 states. 
We first define an automaton B as follows: The state set of B is { (0, 0, 0)) u 
(UZ=, {(k,k-1,k-1);(k-1,k,k-1),(k-1,k-1,k),(k-1,k,k),(k,k-1,k), 
(k, k, k - l), (k, k, k)}). The transition function of B is defined as follows. 
For each k, 1 <k<n, 
(1) (Path Pl): 
6((k-l,k-l,k-l),O)=(k,k-l,k-1); 
6((k,k-l,k-l),x)=(k,k,k-1); 
d((k,k,k-l),y)=(k,k,k) 
(2) (Path P2): 
6((k-l,k-l,k-l),x)=(k-l,k,k-1); 
h((k-l,k,k-l),y)=(k-l,k,k); 
&(k - 1, k, k), 0) = (k, k, k); 
(3) (Path P3): 
6((k-l,k-l,k-l),y)=(k-l,k-1,k); 
6((k-l,k-l,k),O)=(k,k-1,k); 
h((k, k - 1, k), x) = (k, k, k); 
(4) 6 is undefined otherwise. 
Now, we define each A,,,, with 1 Q i< m and j= 0, 1, as a sub-automaton of B 
with some paths removed from B. For each k, 1 6 k d n, we define the paths from 
(k- 1, k- 1, k- 1) to (k, k, k) in each Ai,j as follows. 
For each i, 1 < i<m, let Y;,~=x; and yi,, =Xi. 
Case 1. If Y,,~ does not occur in ck, then A i, i has three paths from (k - 1, k - 1, 
k- 1) to (k, k, k): Pl, P2, and P3. 
Case 2. If y,,j occurs in ck as the first literal, then A,,j has only two paths from 
(k-l,k-l,k-1) to (k,k,k): P2 and P3. 
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Case 3. If I’,,, occurs in ck as the second literal, then A,,, has only two paths 
from (k - 1, k - 1, k - 1) to (k, k, k): Pl and P3. 
Case 4. If _r,,, occurs in ck as the third literal, then A,,, has only two paths from 
(k- 1, k- 1, k- 1) to (k, k, k): Pl and P2. 
For example, if cq = x, + ,Yr + x3, then the (3, 3, 3)-to-(4, 4,4) portion of the 
automata A,.,, A ,,,, A>,,,, Az.,, A,,,, and A,,, is as follows: 
A,,, contains P2 and P3; 
A>,, contains Pl and P3; 
A,,, contains PI and P2; and 
A I.1 2 A,.,, and A,., contain all Pl, P2, and P3. 
To show that this is a reduction from 3-SAT to IPA, we first observe that the 
following statements are equivalent: 
(i) (3 pattern p) (Vi) (3j;) [p is accepted by A,J. 
(ii) (3 path PT in B) (V/i) (3j;) ([A;,,, contains PT]. 
Next, we assume that (i) and (ii) are true, and define a truth assignment t on 
variables of cp such that t(x,) = TRUE if and only if j, (as defined in (ii)) = 1, 
1 < i < m. We claim that t makes cp true. Let us consider the clause ck. Assume, 
without loss of generality, that the sub-path of PT between (k - 1, k - 1, k - 1) and 
(k, k, k) is Pl. Then we consider the following two cases. 
Cuse 1. The first literal in ck is x,, 1 d i 6 m. 
Then, from our construction A,,, does not contain PI. So, ji must be 1 and 
t(x,) = TRUE. This makes ck true. 
Case 2. The first literal in ck is Xi, 1 d i < m. 
Then, from our construction, A,,, does not contain Pl. So, j, must be 0 and 
[(xi) = FALSE. This also makes ck true. 
The cases when the sub-path of PT between (k - 1, k - 1, k - 1) and (k, k, k) is 
P2 or P3 can be checked similarly. 
Conversely, assume that we have a truth assignment t for q which makes cp true. 
Then, we may choose, for each i, 1 d i d m, the integer ji to be 1 if and only if t(x,) 
is TRUE. We claim that there is a path PT in B such that (Vi) [A,,, contains PT]. 
To see this, we consider the paths between (k - 1, k- 1, k - 1) and (k, k, k), 
1 d k < n. Since ck is true under the truth assignment t, one of the literals in ck must 
be true. Without loss of generality, assume that the first literal of ck, evaluated by t, 
is true. 
Case 1. The first literal of ck is x,. 
Then t(x,) =TRUE, and so A,,, must contain the path Pl from (k- 1, k- 1, 
k - 1) to (k, k, k). In addition, all A,,j i # u, contain Pl from (k - 1, k - 1, k - 1) to 
(k, k, k). Therefore, Pl is shared by Ai, jn for all i = l,..., m. 
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Case 2. The first literal of ck is X,. 
Then, t(x,) = FALSE and j, = 0. Then all A, j except A,,, contain the common 
path Pl from (k- 1, k- 1, k- l), to (k, k, k). 
Similarly, we can choose PT from (k - 1, k - 1, k - 1) to (k, k, k) to be P2 (or 
P3) if the second (or, respectively, the third) literal makes ck true. This proves that 
‘_ a common path PT is well defined and so proves our claim. 
Finally we observe that the construction of these 2m automata can be done in 
polynomial time. This completes the proof of the theorem. i 
4. REMARKS 
(1) In the above proof, we can actually use simple directed graphs to represent 
pattern automata. Therefore, the IPA problem can be considered as a new 
NP-complete problem in graph theory. Let us define the common path problem 
(CP) as follows: 
Let G = ( V, A) be a directed graph with n vertices. Also let f: A -+ 2N be 
a label system on A, where N = { (i, j): 1 < i, ,j < H}. Determine, for any 
two vertices u and w in V, whether there exists a path PT connecting u 
to w such that for each i, 1 d i 8 n, there is a j, 1 < j 6 n, such that for all 
arcs e in PT, (i, j) Ef(e). 
Intuitively, we may consider the label (i, j) on the arc e to mean that the ith 
person, with the type j vehicle, has access to the arc e. Then the common path 
problem asks, for a given graph and a given pair of vertices, whether there is a com- 
mon path between this pair of vertices for each person with a fixed type of vehicle. 
COROLLARY I. The common path problem is NP-complete. 
(2) We have pointed out, in Section 1, that our NP-hardness result only applies 
to the IPA problem, but not the 2PF problem. It is still possible to find a different 
generalization that uses a liner partition technique and/or a more economical data 
structure than pattern automata and runs in polynomial time for the 2PF problem. 
(3) It is interesting to point out that the main trick of the construction of the 
reduction from 3-SAT to IPA is to create three disjoint paths from (k- 1, k - 1, 
k - 1) to (k, k, k) for each clause ck. In a one-variable pattern automaton, each 
node has only two edges leaving out of it, and the reduction cannot be carried out. 
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