A configuration of points and lines is cyclic if it has an automorphism which permutes its points in a full cycle. A closed formula is derived for the number of non-isomorphic connected cyclic configurations of type (v 3 ), i.e., which have v points and lines, and each point/line is incident with exactly 3 lines/points. In addition, a Bays-Lambossy type theorem is proved for cyclic configurations if the number of points is a product of two primes or a prime power.
Introduction
An incidence geometry (P, B) consists of a set of v points P = {p 1 , ..., p v } and a collection of b lines (or blocks) B = {B 1 , ..., B b } such that B i ⊆ P for every i ∈ {1, ..., b}, and |B i ∩ B j | ≤ 1 for every i, j ∈ {1, ..., b} and i = j. An incidence geometry is called a configuration of type (v r , b k ) (combinatorial configuration in the sense of [6] ) if
• |{B j ∈ B : p i ∈ B j }| = r for every i ∈ {1, .., v}; and
• |B j | = k for every j ∈ {1, .., b} with k ≥ 3.
A configuration with v = b (and therefore r = k) is called balanced, or a k-configuration, and its type is simply denoted by (v k ). A configuration (P, B) is called decomposable if it is the disjoint union of two configurations (P r , B r ), r = 1, 2, i.e., P = P 1 ∪ P 2 , P 1 ∩ P 2 = ∅, and B = B 1 ∪ B 2 . Indecomposable configurations are also called connected. An isomorphism between two incidence geometries (P r , B r ), r = 1, 2, is a bijective mapping σ : P 1 → P 2 which maps B 1 onto B 2 . Here a block B ∈ B 1 with B = {p 1 , ..., p k } is mapped onto B σ = {p σ 1 , ..., p σ k }. If (P 1 , B 1 ) = (P 2 , B 2 ), then σ is called an automorphism; the group of all automorphisms will be denoted by Aut((P 1 , B 1 )). An incidence geometry is cyclic, if it has an automorphism which permutes its points in a full cycle. In this case it is natural to identify the points with elements in the ring Z v , and assume that the translation x → x + 1 is an automorphism. Now, two incidence geometries are said to be multiplier equivalent, if there exits a unit a ∈ Z * n such that the mapping x → ax induces an isomorphism between them.
The enumeration problem for configurations (both geometrical and combinatorial) attracted considerable attention (see the monograph [6, ). The list of all configurations of type (v 3 ) up to v = 18 was produced in [3] , and for an approach based on the respective Levi graphs, we refer to [4, 16, 17] . The latter approach is based on the easy but crucial observation that combinatorial k-configurations are the same things as bipartite k-valent graphs with a given black-and-white coloring. In this paper we are going to calculate the number of cyclic configurations of type (v 3 ). For this purpose we set the notation #C(v k ) for the number of non-isomorphic coonected cyclic configurations of type (v k ). Our main result is the following closed formula for #C(v 3 ):
Theorem A. Let v > 4 be an integer with prime factorization v = p
where α is defined for v odd by
and β is defined for v even by
The crucial fact towards Theorem A is that the isomorphism problem in this case can be solved entirely by means of multiplier equivalence. More precisely, every two cyclic configurations of type (v 3 ) are isomorphic if and only if they are multiplier equivalent. This fact we are going to deduce as a direct consequence of a result about circulant matrices proved in [20] . It is interesting to note that this is no longer true for arbitrary cyclic configurations with 3 points on a line. In [19] , Phelps gives examples of cyclic 2-(v, 3, 1) designs which are isomorphic but not multiplier equivalent. In Section 2 we review the relevant results on circulant matrices and explain the relation with configurations. Section 3 is devoted to the proof of Theorem A.
In Section 4 we turn to the following question: Question 1.1. Given an integer v, is it true that any two balanced cyclic configurations on v points are isomorphic if and only if they are multiplier equivalent? This is part of the more general question which asks if a given finite group G has the CI-property for a given class K of relational structures on G (see [1, 15] ). This question has been extensively studied under various choices of G and K (see, e.g. [8, 9, 11, 14, 19] , just to mention those papers that will be invoked in the sequel). The finite groups having the CI-property for all relational structures (for short the CI-groups) were characterized by Pálfy in [15] . It turns out that these are the cyclic groups of order n with n = 4 or gcd(n, φ(n)) = 1 where φ denotes Euler's φ function. Consequently, Question 1.1 is answered in the positive if v ≥ 7 and gcd(v, φ(v)) = 1. In Section 4 we provide further values of v inducing a positive answer by proving the following theorem: Proof: Denote by G the group generated by the translation x → x + 1. Choose a line B ∈ B such that 0 ∈ B, where 0 is the zero element of Z v . Assume for the moment that B satisfies
In other words, B is a block for the permutation group G (see [5, page 12.] ). This gives that B is an orbit of a subgroup of G of size k (see [5, Theorem 1 .5A]), where k is the size of the lines. Since G is a cyclic group, the set B is uniquely determined. Choose next a line B ′ ∈ B for which 0 ∈ B ′ and B ′ = B. Then (2) does not hold for B ′ , i.e., there exists g ∈ G such that B ′ and B ′ g intersects at a unique point, say i (i ∈ Z v ). Let us consider the action of G on the set B. We denote by G B ′ the stabilizer of the line B ′ in this action, i.e.,
Since G is regular on the points, we obtain
The orbit-stabilizer property (see [5, Theorem 1 .4A]) gives that the orbit of B ′ under G is of length |G| = |P | = |B|. Letting S = B ′ , the lemma follows.
We shall refer to the set S in Lemma 6 as a base line of C, and use the symbol Con(Z v , S) for C. Base lines are characterized in the next lemma.
Lemma 2.2. [7]
The following (1)-(2) are equivalent for every subset S of Z v .
(1) S is a base line of a cyclic configuration of type (v k ).
Suppose that S is a base line such that 0 ∈ S (clearly, every configuration admits base lines with this property). The set S generates a subgroup of Z v , say of order d, and denote it by Z d . Then Con(Z d , S) is a connected configuration. Also, Con(Z v , S) decomposes to the union of v/d copies of Con(Z d , S):
Note that, if S is an arbitrary base line (0 is not necessarily in S), then it holds:
The following necessary condition for a set to be a base line will be used frequently through the paper. It follows promptly from the second part in (2) of Lemma 2.2.
For positive integers v and k denote by B(v, k) the set of all base lines of Z v of size k, and by B con (v, k) the set of those which define connected configurations. More formally,
Notice that, if X ∈ B(v, k), a ∈ Z * v and b ∈ Z v , then the set aX + b is also in B(v, k). Hence the mapping X → aX + b defines an action of the affine group AGL 1 (v) on B(v, k). Clearly, the subset B con (v, k) of B(v, k) is invariant with respect to this action.
Next, we review the definition of a circulant matrix. Let A be an v-by-v matrix. The matrix A is a permutation matrix if it is a (0, 1) matrix, and every row and column contains exactly one 1's. Furthermore, A = (a i,j ) is a circulant matrix if a i+1,j+1 = a i,j holds for every i, j ∈ {0, 1, ..., v − 1}, where the additions in subscripts are modulo v. Here we label rows and columns by elements of Z v . We let Z v = {0, 1, ..., v − 1}, the leftmost column is labeled 0, the next is 1 and so on. If A = (a i,j ) is an v-by-v (0, 1) circulant matrix, then denote by S A the subset of Z v defined by
The cardinality |S A | is also called the weight of A. Also, A T denotes the transpose of the matrix A.
Let S ∈ B(v, k), and let A be the (0, 1) circulant matrix defined by S A = S. Then it follows immediately from the definitions that, A is a line-point incidence matrix of the cyclic configuration Con(Z v , S) (see [6] ).
Lemma 2.4. For r = 1, 2, let S r ∈ B(v, k), and let A r be the (0, 1) circulant matrix defined by S Ar = S r . The following equivalence holds:
for some v-by-v permutation matrices P and Q.
Proof: Let P and Q arbitrary v-by-v permutation matrices. Associate then the permutation π of Z v with P and the permutation σ of Z v with Q as follows:
Now, A 1 = P A 2 Q can be interpreted as the permutation σ maps the line S 1 +i to the line S 2 + i π . Equivalently, σ induces an isomorphism from Con(Z v , S 1 ) to Con(Z v , S 2 ). The lemma follows. (1) There is a ∈ Z * v and b ∈ Z v such that S A 1 = aS A 2 + b.
(2) There are v-by-v permutation matrices P, Q such that
Notice that, the configurations Con(Z v , S 1 ) and Con(Z v , S 2 ) are multiplier equivalent if and only if S 1 = aS 2 + b for some a ∈ Z * v and b ∈ Z v . Combining this with Lemma 2.4 and Theorem 2.5, we obtain the required equivalence for configurations of type (v 3 ): Corollary 2.6. Any two cyclic configurations of type (v 3 ) are isomorphic if and only if these are multiplier equivalent.
As pointed out in [20] , the equivalences in Theorem 2.5 do not hold when the weight k ≥ 4. The following theorem settles the case k = 4. It is was proved by the first two authors in the context of cyclic Haar graphs (see [12, Theorem 1.1]), below it is rephrased in terms of circulant matrices. Theorem 2.7. The following (1)- (2) are equivalent for two v-by-v (0, 1) circulant matrices A 1 and A 2 of weight 4 such that S Ar − S Ar = Z v for both r = 1, 2.
Corollary 2.8. Any two cyclic configurations of type (v 4 ) are isomorphic if and only if these are multiplier equivalent.
Proof: We prove the statement for connected configurations. The general case follows then by using the decomposition in (3) and induction on v. Let Con(Z v , S r ), r = 1, 2, be two connected configurations of type (v 4 ). Then S r − S r = Z v , see (4), and we apply Theorem 2.7 to the respective line-point incidence matrices. Now, one only needs to exclude the possibility that the sets S r are described by part (1b) of Theorem 2.7. That this is indeed the case follows from Corollary 2.3 where choose H to be the subgroup of order 2. 
where N(v, k, l) = X ∈ B con (v, k) : 0 ∈ X and lX = X − x for some x ∈ X .
Proof: For short we put B 0 = {X ∈ B con (v, k) : 0 ∈ X}, and for X ∈ B 0 with X = {x 1 , x 2 , ..., x k }, define the set
It is easily seen that for every set Y = X − x i it holds Y = X. It follows from this that the sets X, X ∈ B 0 , form a partition of B 0 . This partition will be denoted by π. Notice also that | X| = k holds for every class X ∈ π because |X − X| = k 2 − k + 1 (see (2) 
In order to finish the proof one only needs to observe that Xl = X happens exactly when lX = X − x for some x ∈ X; and if this is so, then every set Y ∈ X satisfies lY = Y − y for some y ∈ Y . This gives us
The lemma is proved.
By Corollary 2.6 and Lemma 3.1, we find that,
We compute next the parameters N(v, 3, l) in (5).
Define first the function Φ : N → N by Φ(1) = 1, and for v > 1 let
where v has prime factorization v = p
Proof: Define the sets:
We leave for the reader to verify that the function v → |S(v)| is multiplicative. Let v = p n , p is a prime. Then two elements x, y generate Z v if and only if one of them is a generator. By this we calculate that
. We find, using that all functions φ, Φ and v → |S(v)| are multiplicative, that |S(v)| = φ(v) Φ(v) for every number v. Now, for every x, y ∈ Z v , {0, x, y} ∈ B con (v, 3) if and only if (x, y) ∈ S(v) \ S * (v). Therefore,
It remains to calculate |S * (v)|. Let v be odd. Then S * (v) can be expressed as
Since v > 4, there is no coincidence between the above pairs, and so |S * (v)| = 6φ(v). The formula for N(v, 3, 1) follows by this and (6).
Let v be even, say v = 2u. In this case 
otherwise.
Proof: Put again B 0 = {X ∈ B con (v, 3) : 0 ∈ X}, and let X ∈ B 0 such that X = {0, x, y} and lX = X or lX = X − x.
We consider step-by-step all cases (i)-(iii).
(i): Assume by contradiction that (7) holds for some l ∈ Z * v with ord m (l) > 3. If Xl = X, then l 2 x = x and l 2 y = y. This together with x, y = Z v imply that l 2 ≡ 1(mod v), a contradiction to ord m (l) > 2. Let Xl = X − x, and so {lx, ly} = {−x, y − x}. Now, if lx = −x and ly = y − x, then l 2 x = x and l 2 y = y which is impossible. If lx = y − x and ly = −x, then l 3 x = x and l 3 y = y, implying that l 3 ≡ 1(mod v), which is in contradiction with ord m (l) > 3.
(ii): Assume that (7) holds with ord m (l) = 2. If lX = X, then lx = y and ly = x and so we find X as X = {0, x, lx}, x ∈ Z * v . Let lX = X − x. Then it follows that lx = −x and ly = y − x (otherwise l 3 ≡ 1(mod v), a contradiction to ord m (l) = 2), and so X = {0, y, −ly + y} where y ∈ Z * v . Since X ∈ B 0 , the elements 0, 1, −1, l, −l, l − 1 and 1 − l must be pairwise distinct. We conclude from these that, N(v, 3, l) = 0 if l+1 = 0(mod v) or l ≡ 1(mod v/2), and otherwise N(v, 3, l) is the size of the following set:
We observe in turn that, the two sets above are disjoint, the first has size φ(v)/2, while the second has cardinality φ(v). Then (ii) follows.
(iii): Assume that (7) holds with ord m (l) = 3. Then X = lX − x, lx = y − x and ly = −x (otherwise l 2 ≡ 1(mod v), see above). Thus X = {0, x, x + lx}, x ∈ Z * v and l 2 + l ≡ −1(mod v). We conclude that, N(v, 3, l) = 0 if l 2 + l + 1 ≡ 0(mod v), and otherwise N(v, 3, l) = {0, x, lx + x} : x ∈ Z * v = φ(v). Thus (iii) follows, and this completes the proof of the lemma.
Proof of Theorem A: By Lemmas 3.1 and 3.2, the sum in (5) reduces to
where γ 1 and γ 2 are defined by
In calculating γ 1 and γ 2 below we shall use the fact Z * v can be written as
Case 1.3. v ≡ 0(mod 9) or p i ≡ 2(mod 3) for some i ∈ {1, ..., k} .
We show that in this case l 2 + l + 1 ≡ 0(mod v) independently of the choice l. Thus γ 2 = 0, and so #C(v 3 ) = 1 6 Φ(v) + 1 2 2 k − 2. Suppose first that v ≡ 0(mod 9). We may write p 1 = 3, now n 1 ≥ 2. Since ord m (l) = 3, l 1 ≡ 1(mod 3 n 1 −1 ). We claim that l
for some k ∈ {0, 1, 2}. Hence
, and since n 1 ≥ 2, l 2 + l + 1 ≡ 0(mod 3
Case 2. v is even.
Since v is even, l is odd, and thus l 2 + l + 1 ≡ 0(mod v). We obtain that γ 2 = 0. The value of γ 1 depends on the residue of n modulo 8. The number of elements of order 2 in
, and 2 k+1 − 1 if v ≡ 0(mod 8) (see [10, Exercise 6.12] ). Thus
Obviously, φ(v/2)/φ(v) = 1 if v ≡ 2(mod 4) and it is 1/2 if v ≡ 0(mod 4). Substituting this, (10) and γ 2 = 0 in (8) yields formula (1). The theorem is proved.
Proof of Theorem B
We consider cyclic configurations in the wider context of cyclic objects, where by a cyclic object of order v we mean a relational structure on Z v which is invariant under the translation τ : x → x + 1. The set of all cyclic objects of order v will be denoted by Obj(τ, Z v ) (see [14] ). An isomorphism between two cyclic objects X r , r = 1, 2, is a permutation σ of Z v which maps X 1 onto X 2 , if X = X 1 = X 2 , then σ is an automorphism, the group of all automorphisms will be denoted by Aut(X). Given a class K of objects in Obj(τ, Z v ), a solving set for K is a set ∆ of permutations of Z v satisfying the following property (see [14] ):
Pálfy's characterization of CI-groups (see the paragraph before Theorem B) yields the following theorem: Let p and q be distinct primes. For every object X ∈ Obj(τ, Z pq ), a solving set for X was determined by Huffman [8] . Before stating the relevant results, let us recall the required notations. For j ∈ Z * v , let µ j be the permutation µ j : x → jx. For i ∈ {0, 1, ..., q − 1}, define the permutation τ i by
and if in addition j ∈ Z * v with j ≡ 1(mod q), then define the permutation µ i,j by
For the next two theorems suppose in addition that q divides p − 1. Furthermore, fix an element a ∈ Z * v of order ord m (a) = p−1 for which a ≡ 1(mod q), and put b = a (p−1)/q . Let v = pq, where p, q are primes such that q divides p − 1, and let X ∈ Obj(τ, Z v ) such that µ b ∈ Aut(X) and τ 0 / ∈ Aut(X), where b is defined above. Let β be the smallest positive integer such that µ β a ∈ Aut(X). Then X admits a solving set ∆ in the form:
The last result before we prove Theorem B is a special case of [1, Lemma 3.1].
Lemma 4.4. The following (1)-(2) are equivalent for every object X ∈ Obj(τ, Z v ).
(1) Z * v is a solving set for X.
(2) Every two regular cyclic subgroup of Aut(X) are conjugate in Aut(X). Proof of Theorem B: Obviously, the theorem can be rephrased as follows: Z * v is a solving set for the class of cyclic configurations on v points if v = pq or v = p n , where p, q are primes.
The case v = pq: We prove the above statement for connected configurations. The general case follows then by using the decomposition in (3) and the fact that the statement is true for configurations with a prime number of points, so let C = Con(Z pq , S) be a connected cyclic configuration.
Towards a contradiction assume that Z * pq is not a solving set for C. Because of Theorem 4.1 we may also assume that q divides p − 1. In the rest of the proof we keep the previous notations: τ 0 , a, b, α and ν 0 , ν 1 , ..., ν q−1 . Let P = {0, q, ..., (p − 1)q}, i.e., the subgroup of Z pq of order p. Replace S with a suitable line S + i if necessary to ensure that S ∩P = ∅. Also, S ⊆ P by the connectedness of X, i.e., there exists t ∈ {1, ..., q−1} such that S ∩ P = ∅ and S ∩ (P + t) = ∅.
Suppose for the moment that τ 0 ∈ Aut(C). Using that τ 0 fixes every point outside P, (12) and that |S| ≥ 3, we conclude |S τ k 0 ∩ S| ≥ 2 for some k ∈ {1, ..., q − 1}. Hence S τ k 0 = S. As P is an orbit of τ k 0 , P ⊆ S, which contradicts Corollary 2.3. Thus τ 0 / ∈ Aut(C). Therefore, Theorems 4.2 and 4.3, together with the assumption that Z * pq is not a solving set, imply that C admits a solving set ∆ defined in (11) . Consider the permu-
For otherwise,
Consider the product σ ′ = στ −b k . Now, σ ′ fixes each point in P, but because of (13) it permutes the points of P + t in a p-cycle. Unless |S ∩ (P + x)| ≤ 1 for every x ∈ {0, 1, ..., q − 1}, we may also assume that |S ∩ P | ≥ 2. However, if |S ∩ P | ≥ 2, then σ ′ fixes S, implying that (P + t) ⊆ S, which is impossible. We are left with the case that |S ∩ (P + x)| ≤ 1 for every x ∈ {0, 1, ..., q − 1}. Note that, then the same holds for all lines S + i. It is obvious that |S| ≤ q. Let {s} = S ∩ P . As C is balanced, there are exactly |S| lines through s. Now, each of the lines S, S σ ′ , ..., S σ ′p−1 contains s, while they intersect P + t at distinct points. These imply in turn that, they are pairwise distinct, hence |S| ≥ p, and so p ≤ |S| ≤ q, a contradiction. This completes the proof of case v = pq.
We turn next to the case v = p n . Now, we cannot relay on a list of solving sets covering all cyclic objects as such list is available only when v = p 2 (see [9] ). The argument below will be a combination of Lemma 4.4 with Sylow's theorems.
The case v = p n : Again, it is sufficient to consider connected configurations, the general case follows then by using the decomposition in (3) and induction on n. Let C = Con(Z p n , S) be a connected cyclic configuration, G = Aut(C) and C be the group generated by τ : x → x + 1. Let G p be a Sylow p-subgroup of G such that C ≤ G p . By Lemma 4.4 and Sylow's theorems it is sufficient to prove that G p = C.
Towards a contradiction assume that C < G p . Then the normalizer N Gp (C) > C. Let us put N = N Gp (C) and let N 0 be the stabilizer of 0 in N. Then N 0 is non-trivial, and we may choose σ from N 0 of order p. Since σ normalizes the regular subgroup C and fixes 0, σ = µ a for some a ∈ Z * p n (see [5, Exercise 2.5.6] ). Then ord m (a) = p. Using the well-known structure of Z * p n (cf. [10, Theorem 6.7 and Exercise 6.12]) we deduce that n ≥ 2, and either a = a ′ p n−1 + 1 for some a ′ ∈ {1, . . . , p − 1}, or n ≥ 3, p = 2 and a ∈ {2 n − 1, 2 n−1 − 1}. Assume for the moment that the latter case holds. Let Q = C, σ . It is a routine exercise to show that C is the only cyclic subgroup of Q of order 2
n . This implies that the normalizer N G 2 (Q) ≤ N G 2 (C) = N. Let H be an arbitrary regular cyclic subgroup of G. If Q = G 2 , then, by Sylow's theorems, H g < Q for some g ∈ G, and so H g = C, and we are done by Lemma 4.4. Thus we may assume that Q < G 2 . Then Q < N G 2 (Q) ≤ N. Choose an element σ ′ ∈ N 0 such that σ ′ = σ. It is well-known that 5 2 n−3 ≡ 2 n−1 + 1(mod 2 n ) (see [10, Lemma 6.9] ), and that Z * 2 n = 5 × −1 ∼ = Z 2 n−2 ×Z 2 (see [10, Theorem 6.10] ). These imply that µ 2 n−1 +1 ∈ σ, σ ′ , and so µ 2 n−1 +1 ∈ N 0 . Therefore, we may assume that µ a ∈ Aut(C) where a = a ′ p n−1 + 1 for some a ′ ∈ {1, . . . , p − 1}. Now, µ a maps S to a line of C, hence we may write aS + b = S for some b ∈ Z p n . Equivalently, S is a union of orbits of the affine transformation ϕ : x → ax + b. Then ϕ p is equal to the translation x → x + (1 + a + · · · + a p−1 )b. By Corollary 2.3, S contains no non-trivial cosets. Form this and that S is a union orbits of ϕ p , we find that (1 + a + · · · + a p−1 )b ≡ 0(mod p n ). This quickly implies that p n−1 divides b, hence we may write b = b ′ p n−1 for some b ′ ∈ {0, 1, ..., p − 1}. Also,
From this we easily find the orbits of ϕ. For x ∈ Z v , let O be the orbit which contains
where P = {0, p n−1 , ..., (p − 1)p n−1 }, i.e., the subgroup of Z p n of order p. Since X is connected, S − S = Z p n . This implies that a ′ s + b ′ ≡ 0(mod p) for some s ∈ S. But then the coset (P + s) ⊆ S, contradicting Corollary 2.3. The theorem is proved
