Abstract. We discuss two experimental designs and show how to use them to evaluate difficult empirical combinatorial problems. We restrict our analysis here to the knapsack problem but comment more generally on the use of computational testing to analyze the performances of algorithms.
Introduction
In the past two decades researchers in operations research (OR) and computer science (CS) have begun to analyze algorithms through computational tests [17] , [8] , [22] , [14] . While in disciplines like physics, medicine and economics empirical works have similar importance to theoretical works, this has not been so in OR and CS. Many reasons may be found for this, but we list three of the most evident here.
• Computational testing does not rely on deductive mathematics, so many do not consider it to be work of high quality; • Good journals rarely accept empirical papers, often because editors are unable to judge the work; and • Computational testing is not considered to be a science, because it is felt to lack a formal framework. The advantages of computational tests in OR and CS are, however, manifold. They do not require the equipment needed by other disciplines, such as physics and medicine, and the costs to carry out the computational tests are low. In many cases, all that is needed is a workstation and a "graduate student". Once the test cases are established and hardware requirements are known (number of floating point operations, memory dimension, and the like), the experiments can be easily duplicated in other laboratories. The Internet can be used to make an instances data-base stored in a particular location available world wide to the entire scientific community. Researchers may also contribute by providing instances of a specific problem to update the data-base.
Frequently these instances play an important role in the implementation of algorithms for solving particular problems. But this can cause problems. Implementors often employ tricks to speed up the examination of given data sets, leading to a computational testing speed race lacking a scientific approach. To make things worse, some experimentalists only add instances to the provided data set that work well for their methods, thereby adding little truly new information. All should realize that often negative results are as good as positive. But negative results are frequently omitted from the literature.
The last observation we raise is that, while computational testing may be cheap in cost, it can be very time consuming. So we like to obtain the needed information from a minimum number of test cases. This is particularly true when evaluating problems known to be difficult to solve and whose nm time is not possible to anticipate for a given instance. This paper show how computational testing can be conducted by following a scientific approach. Section two introduces the knapsack problem and the solution methods we are evaluating. Section three describes the theory for the experimental design, focusing on two particular designs: D-optimal and I-optimal. Section four shows the design layouts obtained. Conclusions and future expansions complete the paper.
The knapsack problem
A simple introduction to the knapsack problem is as follows. Suppose that a thief breaks into a jewelry store, bringing along a knapsack. Once in the store, he wishes to solve the following decision problem: which items (jewels) should be taken to maximize the value of the contents of the knapsack? We assume that the thief has good estimates of the values of the n jewels in the store and that these items may be considered one dimensional. This is seen to be a simple 0-1 decision problem whose mathematical formulation is
where Pi, wi i = 1,..., n are, respectively, the profit and the dimension values for the items, w0 is the dimension of the knapsack, and the xi are the binary decision variables. (1) represents the function to maximize, and (2) and (3) are the constraints. We refer to this problem as the single 0-1 knapsack problem (SKP), 243 which is a very simple problem to state, but not to solve. In fact, as a decision problem, it has been proved to be NP-complete [10] . There are two approaches used to obtain the optimal solution to the SKP: dynamic programming (DP) and branch & bound (B&B) algorithms. The first approach gives a pseudo polynomial time complexity, O(nwo). Difficult knapsack instances for DP are generated by Chavtal [4] . These instances are easy to describe: Pi is set equal to wi (SKP becomes the subset sum problem), and its value is given by an integer in the interval [1, 10n/2]. The capacity value w0 is set equal to ~]~=1 pi/2. For n sufficient large, Chavtal proves that "the running time of every recursive algorithm is bounded from below by 2 z/l° for an overwhelming majority of such problems". It is generally believed that B&B implementations perform better than DP implementations. In [20] Martello and Toth present a large number of computational results obtained running randomly generated test cases for different B&B algorithms. The generated instances are said to be uncorrelated if wi and Pi are uniform random numbers from the interval [ An upper bound for the optimal solution is computed and updated after a forward move is taken. The performance of the algorithm depends directly on the accuracy of this value.
• 2. A Forward Move.
A forward move consists of inserting as many consecutive items selected from the sorted list in decreasing order di = pi/w~ into the current solution. Among the algorithms presented by Martello and Toth in [20] , we have selected the ones they have already coded so that programming skill does not influence the computational results. The three algorithms are indicated as MT1, MT2, NKP01. Their detailed descriptions are in [21 ] , [ 19] . Here we sketch the main differences.
MT2 and NKP01 use a reduction procedure, [1] , but different upper bound values for the optimal solution. These values are reported in [20] . It is important to stress that these values are not analytically comparable, see [20] . In the OR literature these bounds take the name U6 (for MT2) and U2 (for NKP01 and MT1). These bounds influence the performance of the algorithms because a branch of the search tree is pruned when the current solution gives a value better than the upper bound value associated with this branch. The reduction procedure seems to have a great effect for large-scale problems. It fixes a priori the variables that will not be included in the optimal solution, (i.e. those that are zero at the optimum) and those that are included (i.e. those with value one at the optimum). MT1 and MT2 use different upper bound values; however, MT1 does not use the reduction procedure. MT1 and NKP01 use the same upper bound value and differ from each other in that NKP01 uses the reduction procedure. A previous computational study shows how to construct a factorial experiment to determine the significant factors for this problem [18] . To determine if these algorithms differ meaningfully, we need to identify the nuisance factors that are not of main concem but which affect the response. In this case, the response is the CPU time needed to obtain the optimal solution. A machine independent response would be the number of nodes visited in the search tree. This choice reduces the residual measurement error to zero. Nuisance factors and their sources of variation can be controlled through three possible methods:
• Fix the nuisance factor to a constant.
• Define the levels of a given factor and assign units of experiments to each of these levels so that sources of variation can be distributed over the entire experiment.
• Include the nuisance factors in the experiment. The third method uses a blocking procedure to isolate the variation attributable to the nuisance factors. The procedure defines n blocks of p homogeneous experimental units, where p is the number of levels for the nuisance factors. A previous study reporting on computational experiments on integer linear programming by Lin and Rardin [17] describes several possible design layouts for this approach. In our study we consider four factors: algorithms, number of total items, capacity value, length of the interval [a, b] from which the values Pi and wi are extracted. The last three factors are the nuisance factors. Their levels are defined as follows:
• Number of variables: we consider four different values for n: 100, 200 to take into account small size problems, 500, 1000 for medium size. Table I . The computational results for the factorial design are reported in [18] , where it is also indicated how observations that run for more than five minutes of CPU time on a VAX/6610 are treated. These observations are called censored.
To determine the significant factors, we apply the ANOVA procedure. This analysis assumes the normality of the corresponding random variables. This is not our case. In fact, our three response variables (one for each algorithm) follow the Gumbel-Max distribution as it appears evident by looking at the graph in we distinguish three different linear pieces highlighted in Figures 2, 3 and 4 . The cumulative function of the Gumbel-Max distribution is The same analysis is valid for the other two response variables. For homogeneity the length of the three pieces is kept the same for all the three response variables. Since we are dealing with the transformed response variables y = log(CPU(MT11MT2INKPO1)) the three recognized segments are 1. '0.69 < y < 1.38 2.
1.39 < y < 9.99 3.
10 <y- Table II reports the values of the parameters 5 and )~ of the Gumbel-Max distribution for the three pieces, for each of the three algorithms. Having determined the values of the parameters for the three segments and computed the general mixed model for the three response variables, it is possible to normalize them to apply the ANOVA procedure. The general mixed model is
OPTIMAL EXPERIMENTAL DESIGN
where Gi indicates the Cumulative Function for piece i, and 3 }~i=1Pi = 1. The proportions Pi, i = 1,2, 3 are reported in the Table III for 
where N indicates the "number of variables" factor, C indicates the "capacity value" factor, and Id indicates the "length of the uniform interval distribution"
factor. An alternative model that puts more "emphasis" on the factor N is
The optimal designs derives from these two models are presented in section 4.
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Optimal Design Theory
In this section, we review briefly the theory supporting the optimal design. In what follows, bold face denotes vectors and matrices, a superscript T denotes the matrix transpose operation, and a circumflex denotes expected value. The mathematical model in this case is linear in the coefficients, as in Y(x;/3) =/31fl(X) +/32f2(x) +''" + ~3m fro(X). 
OPTIMALITY CRITERIA
Several optimality criteria are evident [27] . Three of the most useful are the following:
• D-optimality: the determinant of (xTx) -1 provides a measure of the overall uncertainty of the parameter estimates, and a design that minimizes this determinant is called D-optimal. This criterion is equivalent to minimizing the volume of the confidence regions for finding the actual parameters [9] . • G-optimality: a design that minimizes the worst-case expected error in prediction is called G-optimal [13] . A theorem due to Kiefer and Wolfowitz establishes the equivalence of G-and D-optimal design in the limiting case that the number of experiments can take on non-integer values [15] , the so-called approximate design.
• I-optimality: when the goal is to minimize the average variance in prediction over the entire range of x, an appropriate objective function is [2] mwin is a matrix containing all the dependence on the model, and minw indicates that the experimental design w is sought that minimizes the integral over the set of points x E X. Weighting of different regions of the response is accomplished through the differential d#(x). This criterion is called I-optimality and has been detailed in the design-of-experiments literature [ 11 ] .
AVAILABLE SOFTWARE
Finding optimal designs of experiments is a computationally intensive task, which has been well established [11] . Fortunately, recent advances in speed of computation, coupled with new algorithms such as simulated annealing [16] [25] are bringing the determination of optimal designs within the range of available capabilities, without undue expenses [11] [23] . Available software for finding optimal designs of experiments has been reviewed by Nachtsheim [24] . Software for finding D-optimal designs on finite grids has become widely available, and indeed included in popular statistical-software systems such as RS-Discover [28] . Meyer and Nachtsheim have discussed software for finding D-optimal designs on continuous spaces [23] . Welch's ACED software [31] finds designs approximating Iand G-optimal designs, in which potential design points are restricted to a fairly coarse grid. However, until very recently, virtually nothing existed for determining I-or G-optimal designs on continuous spaces -with the exception of a series of programs by Haines [11] that were used for two small classes of functions.
The I-OPT program, which is an extension of the work of Haines [ 11 ] , finds I-, Dand A-optimal and near-optimal designs in cuboidal regions. (An A-optimal design minimizes the trace of (xTx)-I). I-OPT was first presented in October 1989 at the First Great Lakes Computer Science Conference in Kalamazoo, Michigan, and was used in 1990 to optimize crystal-growth conditions in experiments by Sherwin et al. [29] . Originally, I-OPT used only simulated annealing, but it now includes a downhill search option that allows for accurate determination of objective-function minima. I-OPT has been available for researchers since its announcement in June 1991 [5] [27] . Since January 1992, 1-OPT has been available in a workstation version that uses a hybrid of the simulated-annealing and downhill-search methods. It treats arbitrary multivariate polynomial models with arbitrary n. Extensions to I-OPT include capabilities for finding the following types of designs: compound I-, A-and D-optimal designs; weighted-integral I-optimal designs; designs with heteroschedastic error models; and Bayesian optimal designs, with a prior given for the information matrix (xTx). This last capability allows for sequential designs and for designs that take advantage of prior information on the distribution of /3. Stopping criteria based on the probability that the global minimum has been attained or approached within a user-specified tolerance have also been added to the software. Interested parties may obtain the software by anonymous FTP to freebie, engin, umich, edu in a directory pub/crary, after consulting README file for downloading instructions.
Hardin and Sloane have written a C-language program named Gosset [12] that is capable of finding A-, D-and I-optimal and near-optimal designs on discrete or continuous spaces using multiple runs of a downhill-search technique initiated at a number of different starting designs. Gosset is able to find designs in which subsets of the independent variables can be constrained to spherical or cuboidal regions with linear inequality constraints.
I-OPT ALGORITHM
I-OPT is an interactive program that solicits the model function, number of experiments, and optimization method from the user. The optimization space has dimension d given by the product of the dimension of x and the number of experiments, and the optimization can be performed using one of the following user-selected methods: simulated annealing only, downhill search via a variant of Powell's method only, or simulated annealing followed by the variant of the Powell's method. The optimization algorithms have not been optimized.
Simulated annealing is accomplished using the variable-step-length generalized simulated annealing approach (VSLGSA) described by Sutter and Kalivas [30] that generalizes simulated annealing to continuous spaces. Additional detail on the implementation is available in [6] . The variant on Powell's method is similar in many respects to that found in standard references [26] . It works by making a set of line minimizations, constrained by the cuboidal boundaries of the space. I-OPT determines the constraints on the line minimizations. First, the limits of the line minimizations are determined by calculating the intersections of the lineminimizations line with the boundaries. Line minimizations use Brent's method [26] , although we have extended this to allow for an active constraint. Initially line minimizations are made along the d Cartesian directions, and then a single line minimization is made along the new direction defined by the overall direction taken by the preceding set of d line minimizations. This set of d + 1 line minimizations defines an iteration. For the next iteration, the new direction replaces the previous one for which the decrease in I was the greatest. Thus, the search is not constrained to Cartesian directions. After d + 1 iterations, all directions are reset to the Cartesian directions, as suggested by Brent [3] , in order to overcome the tendency in the Powell method for the set of directions to lose linear independence after several iterations. The resetting defines what we call a Brent cycle. We find that convergence occurs on the scale of one to a few Brent cycles. 
Design Layouts
Here we present the results obtained by using the procedures to compute the Doptimal and I-optimal designs for the model 7 indicated in section 2. We have decided to limit to 32 and 64 the number of replicated instances. To obtain some significant results we ran 7500 instances. The first model is a second-order function that includes the linear terms and all the interactions among the factors. is that the D-optimal designs are not symmetric, while the I-optimal designs are symmetric about planes of the cube. The last design we present refers to model 8, and it is obtained by putting more weight in a specified region of the design space. This is helpful in our case because we might a priori know which characteristics have the instances difficult to solve. In Figure 13 the I-optimal design with 16 points is derived assigning more weight to the region around the lower right vertex. 
Summary
In this paper we have shown how to construct optimal experimental designs to generate input instances to measure the empirical performance of algorithms. We have also commented on how computational testing may be conducted following a rigorous scientific methodology. We have left out some considerations and comments on the importance of computational testing to derive new theoretical results.
In this conclusions we briefly mention one case. From the analysis of the computational results we observed that on the same instance the CPU time varied according to the value of the capacity. This value takes the name of cut-off. Figure  14 shows the CPU times in seconds when the cut-off is positioned around a given percentage of included elements in the "greedy solution", i.e., the solution obtained by running a greedy algorithm that gives an upper bound value for the optimal solution. A further analysis has brought us to discover that for instances taking high CPU time, the elements around the cut-off have the value of the ratio pjwi almost identically. "Almost identically" means that their values differ by a quantity e, where e is a small positive number. The more the interval [pi/wi =k= ~] around the cut-off is dense, the more CPU time the algorithm requires to obtain the optimal solution. This allows us in [ 18] to conjecture the time complexity of B&B methods as function of the density around the cut-off.
