This paper presents algorithms for continuous-time quadratic optimization of motion control. Explicit solutions to the Hamilton-Jacobi equation for optimal control of rigidbody motion are found by solving an algebraic matrix equation. The system stability is investigated according to Lyapunov function theory, and it is shown that global asymptotic stability holds. It is also shown how optimal control and adaptive control may act in concert in the case of unknown or uncertain system parameters. The solution results in natural design parameters in the form of square weighting matrices as known from linear quadratic optimal control. The proposed optimal control is useful both for motion control, trajectory planning, and motion analysis.
INTRODUCTION
A purpose of motion control is to maintain a prescribed motion for the control object by applying compensating corrective torques or forces. The control problem can be stated as follows: To find the torques (forces) T so that the control object follows a trajectory, provided that equations of the rigid body mechanics are known.
Both optimal control and adaptive control are relevant in this context. Various adaptive control algorithms were early proposed in robotics by Tomizuka et a1 [17] . Dubowsky and DesForges [4] proposed an adaptive control that adjusts feedback gains to follow a reference model. Koivo and Guo [lo] used an autoregressive model to fit data. Both these teams assumed the interaction forces among the joints to be negligible. Recently, several others have proposed adaptive control solutions which take the nonlinear actions into account [3] , [8] , [16] , [19] .
One approach of optimization is minimization of local accelerations, velocities, and positions. Solution of the linear quadratic control problem provides the optimal accelerations, and the corresponding torques can be calculated with the 'exact linearization' or 'computed torque' method. Such optimization does not include the nonlinear dynamics. Saridis and Lee [15] made early work on self-optimizing control in robotics and Luo and Saridis [14] studied linear quadratic design of PID controllers. Apart from approximate solutions, there are also approaches with suboptimal solutions based on the nonlinear equations. Lee and Chen [ll] proposed a suboptimal nonlinear control design based on quasilinearization and linear optimal control. Discrete-time 00 Lund, Sweden adaptive control, based on linearized dynamics around preplanned trajectories, was proposed by There would appear to exist no analytic solution to the quadratic control problem of motion described by equations of Lagrangian mechanics. It is the purpose of this paper to present stable, analytic solutions to the problem of quadratic optimal control of motion control with minimization of the applied torques (forces) when velocity and position measurements are available.
An optimal control approach is adopted to solve a Hamilton-Jacobi equation and present feedback solutions to the stated optimal motion control problem that is reduced into two separate problems: i: Explicit solution of an optimal tracking problem with the HamiltonJacobi equation and ii: Adaptive control. The solutions to the two problems permit stabilization, trajectory planning, and optimization of motion control according to a performance index.
RIGID BODY DYNAMICS
We model the motion dynamics as a set of n rigid bodies connected and described by a set of generalized coordinates q E R". The derivation of the motion equations (1) applying the methods of Lagrange theory
[l], [5] involves explicit expressions of kinetic energy 7 and potential energy U to form the Euler-Lagrange equations of motion
where T denotes the externally applied torques and forces.
The Lagrangian C of mechanical motion in a space with a velocity independent gravitation potential thus generates the standard motion equations
(1) with inertia matrix M ( q ) , centripetal and Coriolis forces C(q,e)i, and gravitation G(q). It is assumed that the torque vector T is available as the control input.
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CONTROL OBJECTIVE
The desired reference trajectory for the control object to follow is assumed to be available as bounded functions of time in terms of generalized positions qr E C ' and its corresponding accelerations & and velocities er.
All variablee qr,qT,& are assumed to be within the physical and kinematic limits of the control object. The control objective is to follow a given, bounded reference trajectory qr,qr without position errors q = q -qr, or velocity errors A natural aim is to minimize velocity and position errors (state errors) with a mini" of applied torque and energy consumtion. However, changes in potential energy due to gravitation are inevitable and can be determined from the start and end points only. Thus, there is little point in trying to optimize gravitationdependent forces. Consider therefore the applied torques r~ that selectively affect the kinetic energy.
-
To investigate the properties of TK we separate the workless forces by introducing the skew-symmetric matrix N ( q , q ) with elements n;, defined from the components mij of M ( q ) as which verifies so that It is obviously undesirable to minimize the control variable in such a way that the reference trajectory is compromised. To minimize the necessary forces (torques) we therefore include the control variable r~ (5) in the more general definition with 2-introduced via the following state-space transformation of Z This definition includes forces affecting kinetic energy (5), reference trajectories, and a state space transformation (7). The equations of motion (1) from U to 2 are then The control variable U of ( 6 ) can be reduced to TK of ( 5 ) for qr = 0 , To = 1 a n x Z n SO that U = TK = T -G(q).
A QUADRATIC OPTIMIZATION PROBLEM
The assumptions made for the optimization problem of motion control may be summarized as follows:
Al: The motion equations are M(q)G+C(q, q)q+G(q) = r with coordinates q and external torques (forces) r. A2: Reference trajectory given within physical and kinematic limits as qr,qt,Hr with the error-state z = (F F I T AS: A state-space transformation TO as defined in (7).
A4:
The control action to be minimized is
d ) + N ( e , q ) ) B T T o Z + M ( q ) B T T o~ (9)
AS: Positions and velocities of rigid body motion are 
U
To derive optimal feedback, the control problem is formulated as a quadratic optimization problem with a performance index J ( u ) subject to the above assumptions (Al-7) 
= --
The optimal value function V that satisfies (12) for U = U* is the Hamilton's principal function (51 of the system. LEMMA 1:
The following function V composed of z, qr ( t ) , TO, M , and a symmetric matrix K E Rnxn satisfies the HamiltonJacobi equation and constitutes a Hamilton's principal function for the optimization problem (10-11) under the assumptions made (Al-7).
for K , TO solving the algebraic matrix equation
The optimal feedback control law U = U* that minimizes J is
PROOF: See appendix 1. 0 0 All optimal control based on the solution (15-17) to the Hamilton-Jacobi equation does not necessarily guarantee stable closed-loop behavior. However, only solutions that do guarantee a stable closed-loop behavior are of any interest for control design purposes. Sufficient conditions for stable, optimal control require that K = KT > 0, as formulated in the following theorem:
Let the weighting matrices Q, R with Cholesky factors Q1, Qz, R be chosen such that 
ASYMPTOTIC STABILITY
The function V ( ; , t ) of (15) with K = KT > 0 can be viewed as the aggregate of kinetic and potential energy inherent in a set of springs with a stiffness matrix K.
The controlled motion remains stable with an equilibrium on the prescribed reference trajectory as long as V does not grow. This physical analogy can be formalized in a stability proof a s follows:
The function V of ( 5 ) is a Lyapunov function for the system controlled with the optimal control (17-19) under the assumptions of theorem 1.
T_he Lyapunov function derivative V = dV/dt < 0 for and initial values q1 = q2 = t / 2 [rad] and zero velocities.
SELF-OPTIMIZING ADAPTATION
The calculation of the appropriate applied torques 7' corresponding to the optimal control (23) can be viewed as a feedforward control with respect to M,C,G and its accuracy is thus dependent on adequate knowledge of M , C , G . In cases with uncertain or time-varying parameters of M , C , G , there is a need of identification and adaptation of the optimal control to the operating conditions.
The matrices M,C,G are assumed (A6) to have a known structure but the parameters are now assumed unknown, cf. (A7). Let the optimal control law be expressed in terms of unknown parameters B E RP of M, C, G and the data vectors $ E RnXp, +O E Rn. The vectors $,$o contain terms of 7 ' that can be computed without reference to unknown or uncertain parameters. Thus the system is shown to be globally stable (in the sense of Lyapunov), and the adaptation eventually optimizes the control system. The adaptation thus enables the system to function as a self-optimizing control system.
DISCUSSION AND CONCLUSIONS
A time-variant optimal control problem of rigid body motion has been solved with explicit solutions to the Hamilton-Jacobi equation. The algorithm optimizes the trajectories with respect to position errors, velocity errors, and the forces (torques) that affect the kinetic energy but not with respect to gravitation. The optimal solution provides asymptotically stable optimal control. Globally stable adaptive control for self-optimization has been designed to solve the case of uncertain parameters. The proposed solutions contribute to an understanding of the close connections between classical mechanics and optimization theory for motion control. The matrix K of (19), (21) represents a spring action around the given reference position, whereas terms containing M ( q ) represent kinetic energy. The Hamiltonian 7-l = T + U of analytical mechanics _may be compared with the HamiltonJacobi solution V ( z , t ) that represents a sum of kinetic energy and 'potential' energy of a spring action described by a stiffness matrix K . The spring action thus formally replaces gravitation as the source of potential energy.
The optimal control algorithm presented here exhibits a certain similarity to the linear quadratic control problem. Equation ( The control law contains nonlinear and linear compensations that can be calculated with algebraic matrix equations (18-19). The matrices T i l , Ti2 providing velocity and position feedback are easily computed from the weighting matrices of control optimization. The closedloop properties may be effectively chosen with the weighting matrices Q, R of (11). In tum, these matrices may be chosen according to general design experience in linear quadratic optimal control, the self-optimizing adaptation being chosen with the weighting matrix KO.
The application potential of the proposed methodology lies in the control design in areas such as robotics and flight control and in motion control analysis (e.g. of biomechanics). Both optimal feedback control laws can be derived and optimal trajectory planning performed with the present approach. The self-optimizing adaptation is valuable both in cases of uncertain or time-varying system parameters and for reconfiguration of the control system. (14) is the sum of the Lagrangian (11) and (A1.5). A third step is now to evaluate how H depends on U E €2". The U = U* for which H has its minimum value is obtained from the partial derivatives with respect to U. Only two terms of (A1.5) and (11) contribute to the partial derivatives.
(A1.6) Extremals of the Hamiltonian with respect to U are found by setting the partial derivatives 6 H / 6 u equal to zero.
The minimum is obtained for U = U* as proposed in (17). A fourth step is now to verify that the suggested V satisfies (14) . The time derivative 0f.V is composed of 
