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Abstract
The objective of this paper is to establish a new relationship between the Veronese sub-
sequent analytic solutions of the Euclidean CP 2s sigma model in two dimensions and the
orthogonal Krawtchouk polynomials. We show that such solutions of the CP 2s model, defined
on the Riemann sphere and having a finite action, can be explicitly parametrised in terms
of these polynomials. We apply the obtained results to the analysis of surfaces associated
with CP 2s sigma models, defined using the generalized Weierstrass formula for immersion.
We show that these surfaces are spheres immersed in the su(2s+1) Lie algebra, and express
several other geometrical characteristics in terms of the Krawtchouk polynomials. Finally,
a new connection between the su(2) spin-s representation and the CP 2s model is explored
in detail. It is shown that for any given holomorphic vector function in C2s+1 written as a
Veronese sequence, it is possible to derive subsequent solutions of the CP 2s model through
algebraic recurrence relations which turn out to be simpler than the analytic relations known
in the literature.
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1
1 The CP 2s sigma model
The dynamical fields in the CP 2s sigma models are maps from the Riemann sphere S2 to
the complex projective space CP 2s ≃ S4s(s+1)/U(1)
S
2 ∋ ξ± = ξ
1 ± iξ2 7→ z = (z0, z1, . . . , z2s) ∈ C
2s+1 \ {∅},
which are stationary points of the action functional [1]
A = 1
4
∫∫
S2
(Dµz)
† · (Dµz)dξ+dξ−, (1.1)
and hence are solutions of the Euler-Lagrange (EL) equations
DµDµz + (Dµz)
† · (Dµz)z = 0, (1.2)
subjected to z†z = 1, where Dµ are the covariant derivatives defined by
Dµz = ∂µz − (z
†∂µz)z, ∂µ =
∂
∂ξµ
, µ = 1, 2.
We require that the action (1.1) over the whole Riemann sphere S2 be finite.
2 Projective formalism
Equivalently, representing the z’s by their homogeneous representatives, i.e. maps into
C2s+1 \ {∅}
z = f
(f†·f)1/2
·
We may use (fields of) rank-1 Hermitian projectors
P = f⊗f
†
f†·f
, P 2 = P, P † = P. (2.1)
This places the EL equations into the form of the conservation law (CL)
∂[∂¯P, P ] + ∂¯[∂P, P ] = 0, (2.2)
where the symbols ∂ and ∂¯ stand for the complex derivatives with respect to ξ+ and ξ−
given by
∂ = 1
2
(
∂
∂ξ1
− i ∂
∂ξ2
)
, ∂¯ = 1
2
(
∂
∂ξ1
+ i ∂
∂ξ2
)
.
Under the above assumptions every solution can be obtained from a holomorphic (respec-
tively antiholomorphic) solution
f : S2 → C2s+1 \ {∅}, ∂¯f = 0,
2
by successive applications of the raising or lowering operator [1],
fk+1 = P+(fk) := (I2s+1 − Pk)∂fk, fk−1 = P−(fk) := (I2s+1 − Pk)∂¯fk, (2.3)
P 0± = I2s+1, P
2s+1
± fk = 0, k = 0, 1, . . . , 2s,
where P+(fk) is a creation operator and P−(fk) is an annihilation operator. Thus the
sequence of solutions in the CP 2s model consists of 2s + 1 vectors fk or 2s + 1 rank-1
Hermitian projectors Pk. The action integral (1.1) in terms of the projectors Pk has the
form
A(Pk) =
∫∫
S2
tr
(
∂Pk · ∂¯Pk
)
dξ+dξ−. (2.4)
In terms of the nonconstant projectors Pk, the recurrence relations (2.3) become [2]
Pk±1 = Π±(Pk) :=
(∂±Pk)Pk(∂∓Pk)
tr[(∂±Pk)Pk(∂∓Pk)]
, (2.5)
for tr[(∂±Pk)Pk(∂∓Pk)] 6= 0 and are equal to zero when tr[(∂±Pk)Pk(∂∓Pk)] = 0, where
∂+ and ∂− stand for ∂ and ∂¯, respectively. Here Pk stands for one of the projectors
{P0, P1, . . . , P2s}. This set satisfies the orthogonality and completeness relations
PjPk = δjkPj , 0 ≤ k, j ≤ 2s,
2s∑
j=0
Pj = I2s+1. (2.6)
3 Solutions of the CP 2s sigma model
A particular holomorphic solution of the CP 2s model equations (2.2) expressed in terms
of the f’s (
I2s+1 −
fk⊗f
†
k
f
†
k
·fk
) [
∂∂¯fk −
1
f
†
k
·fk
((
f †k · ∂¯fk
)
∂fk +
(
f †k · ∂fk
)
∂¯fk
)]
= 0, (3.1)
for 0 ≤ k ≤ 2s, can be written as the Veronese sequence [3]
f0 =
(
1,
(
2s
1
)1/2
ξ+, . . . ,
(
2s
r
)1/2
ξr+, . . . , ξ
2s
+
)
∈ C2s+1\{∅}, for k = 0. (3.2)
Subsequent solutions of (3.1) can be obtained by acting with the creation operators (2.3). Thus
for k > 2 this procedure allows us to construct three classes of solutions: holomorphic f0, anti-
holomorphic f2s and mixed solutions fk, 1 ≤ k ≤ 2s− 1.
Under the above assumptions we show that any rank-1 Hermitian projector solution Pk of the EL
equations (3.1) can be expressed explicitly in terms of the Krawtchouk orthogonal polynomials
[4].
3
Theorem 1 (The main result). Let the CP 2s model be defined on the Riemann sphere S2
and have a finite action functional. Then the Veronese subsequent analytic solutions fk of the
CP 2s model (3.1) take the form
(fk)j =
(2s)!
(2s−k)!
(
−ξ−
1+ξ+ξ−
)k√(2s
j
)
ξj+Kj(k; p, 2s), 0 ≤ k, j ≤ 2s (3.3)
0 < p = ξ+ξ−1+ξ+ξ− < 1,
where (fk)j is the jth component of the vector fk ∈ C
2s+1 \ {∅} and Kj(k; p, 2s) are Krawtchouk
orthogonal polynomials defined in terms of the hypergeometric function
Kj(k) = Kj(k; p, 2s) =2F1(−j,−k;−2s; 1/p), 0 ≤ k ≤ 2s. (3.4)
Here j,k and 2s are parameters, p is an argument in (3.4). We use the convention
Kj(0; p, 2s) = 1, for k = 0. (3.5)
The vectors fk can be used to construct the rank-1 Hermitian matrix projector Pk with an entry
in the ith row and jth column given by
(Pk)ij =
(
2s
k
)
(ξ+ξ−)k
(1+ξ+ξ−)2s
ξi+ξ
j
−
√(
2s
i
)(
2s
j
)
Ki(k)Kj(k), (3.6)
where, in what follows, we use the following abbreviated notation
Kj(k) := Kj(k; p, 2s), Kj(k ± 1) := Kj(k ± 1; p, 2s). (3.7)
The EL equations (3.1) with the idempotency condition P 2k = Pk admit a larger class of solutions
than the rank-1 Hermitian projector Pk [5].
Proposition 1 (Higher-rank projectors). Let the linear combinations of rank-1 Hermitian
projectors Pl be
P =
2s∑
l=0
λlPl, λl = 0 or λl = 1 for all l ∈ {0, 1, ..., 2s}, (3.8)
for which Pl satisfy the the EL equations (3.1). The higher-rank projector P can be expressed
in terms of the Krawtchouk polynomials
(P )ij =
2s∑
l=0
λl
(
2s
l
)
(ξ+ξ−)l
(1+ξ+ξ−)2s
ξi−ξ
j
+
√(
2s
i
)(
2s
j
)
Ki(l)Kj(l) (3.9)
which satisfy both the EL equations (3.1) and the idempotency condition P 2 = P . In this case
the projector P maps the C2s+1 space onto Ck, where k =
∑2s
l=0 λl.
4
4 The su(2) spin-s representation
A direct connection was established between the CP 2s model and the spin-s su(2) representation
[6, 7]. The spin matrix Sz is defined as a linear combination of the (2s+1) rank-1 Hermitian
projectors Pk, i.e.
Sz(ξ+, ξ−) =
2s∑
k=0
(k − s)Pk, (S
z)† = Sz, (4.1)
where the eigenvalues of the generator Sz are {−s,−s+1, . . . , s− 1, s}. They are either integer
(for odd 2s+1) or half-integer (for even 2s+1) values. From equation (4.1) we obtain that the
spin matrix Sz is given by the tridiagonal matrix with an entry in the ith row and jth column
[4]
(Sz)ij = δij
(
1−ξ+ξ−
1+ξ+ξ−
)
(i− s)− δi−1,j
(
ξ+
1+ξ+ξ−
)√
i(2s + 1− i)
− δi,j−1
(
ξ−
1+ξ+ξ−
)√
j(2s − j + 1), 0 ≤ i, j ≤ 2s. (4.2)
The generators Sz and S± of the su(2) Lie algebra satisfy the commutation relations
[Sz, S±] = ±S±, [S+, S−] = 2Sz, (4.3)
and they are identified with the following (2s + 1)× (2s + 1) matrices [8]
(σz)ij = (s− i)δij , (4.4)
(σ+)ij =
√
(2s − j + 1)jδi,j−1, 0 ≤ i, j ≤ 2s (4.5)
(σ−)ij =
√
(2s − i+ 1)iδi−1,j . (4.6)
Hence the matrices Sz and S± can be decomposed as a linear combination of the matrices
σz and σ±, namely 
SzS+
S−

 = 11+ξ+ξ−

ξ+ξ− − 1 −ξ− −ξ+2ξ− ξ2− −1
2ξ+ −1 ξ
2
+



σzσ+
σ−

 , (4.7)
where (S+)† = S− and (S−)† = S+. The eigenvalue problem for the spin matrix Sz is given by
Szfk = (k − s)fk, S
z(S±fk) = (k ± 1− s)(S
±fk), for 0 ≤ k ≤ 2s.
Under these circumstances the following holds
5
Proposition 2 (Recurrence relations associated with the CP 2s models). For the subse-
quent Veronese analytic solutions fk of the CP
2s model (3.1), the algebraic recurrence relations
for the vectors Szfk and S
±fk are given by
S+fk =


−(1 + ξ+ξ−)fk+1 for 0 ≤ k ≤ 2s− 1,
0 for k = 2s,
(4.8)
S−fk =
1
1+ξ+ξ−
k(k − 1− 2s)fk−1 for 0 ≤ k ≤ 2s. (4.9)
In terms of the projectors Pk, these recurrence relations (2.5) take the form
Pk+1 = Π+(Pk) :=
S+PkS
−
tr(S+PkS−)
, Pk−1 = Π−(Pk) :=
S−PkS
+
tr(S−PkS+)
, (4.10)
where tr(S+PkS
−) 6= 0.
The proof of the formulae (4.10) follows immediately from (2.1) since the relations (4.8) and
(4.9) hold. Note that the relations (4.8) and (4.9) allow us to recursively construct the subsequent
solutions fk from the holomorphic solution f0 in a simpler way than the ones obtained from the
analytic recurrence relation (2.3). Therefore, the matrices S± are the creation and annihilation
operators for the vectors fk and the projectors Pk. The result given in the above proposition
can be interpreted as the matrix elements of the SU(2) irreductible representations, known as
the Wigner D function. It is known [9, 10] that these matrix elements can be expressed in terms
of the Krawtchouk polynomials.
5 Geometrical aspects of surfaces
The generalised Weierstrass formula for the immersion of 2D-surfaces associated with the CP 2s
model (3.1) is given by [11]
Xk(ξ+, ξ−) = −i

Pk + 2 k−1∑
j=0
Pj

+ i( 1+2k1+2s) I2s+1 ∈ su(2s + 1). (5.1)
For the sake of uniformity, the inner product is defined by
(A,B) = −12tr(A ·B), A,B ∈ su(2s + 1).
The first and second fundamental forms are
6
Ik = tr(∂Pk · ∂¯Pk)dξ+dξ− =
2(2sk+s−k2)
(1+ξ+ξ−)2
dξ+dξ−,
IIk = −tr(∂Pk · ∂¯Pk)∂
(
[∂Pk,Pk]
tr(∂Pk ·∂¯Pk)
)
dξ2+ + 2i[∂¯Pk, ∂Pk]dξ+dξ− (5.2)
− tr(∂Pk · ∂¯Pk)∂¯
(
[∂¯Pk,Pk]
tr(∂Pk ·∂¯Pk)
)
dξ2−.
Proposition 3 (non-intersecting spheres). For any value of the Veronese subsequent ana-
lytic solutions fk of the CP
2s model (3.1), all the 2D-surfaces Xk are non-intersecting spheres
with the radius
Rk = (Xk,Xk)
1/2 =
(
−12tr(Xk)
2
)1/2
=
∣∣∣∣∣−2k2+2k(2s−1)+s−11+2s
∣∣∣∣∣
1/2
, (5.3)
immersed in the Lie algebra su(2s + 1) ≃ R4s(s+1).
Outline of the proof: Let us assume that l > k are two different indices of the induced
surfaces. Substracting (5.1) from the analogous expression for Xl, we get
Pl − Pk + 2
l−1∑
j=k
Pj −
2(l−k)
2s+1 I2s+1 = 0. (5.4)
Multiplying equation (5.4) by Pk, Pl or Pl−1 and solving the obtained system of equations, we
obtain that the 2D-surfaces Xk and Xl do not intersect if k 6= l with the exceptions of X0 and
X1 in the CP
1 model since X0 and X1 coincide. The fundamental forms (5.2) imply that the
Gaussian curvatures of the 2D-surfaces have constant positive values
Kk =
2
2sk+s−k2 . (5.5)
The Ka¨hler angles are given by
tan
(
1
2
θk(m)
)
=
∣∣∣∣∣dfk(m)(∂/∂ξ−)dfk(m)(∂/∂ξ+)
∣∣∣∣∣, m ∈ S2
and have constant positive values
cos θk =
s− k
2sk + s− k2
.
The Euler-Poincare´ characters of the 2D-surfaces Xk are the integer ∆k = 2 for all k such that
0 ≤ k ≤ 2s. This means that all 2D-surfaces associated with the CP 2s model are non-intersecting
spheres with radius Rk given by (5.3). 
The technique for obtaining surfaces via projective structures and their links with orthogonal
polynomials, elaborated from the CP 2s models, can be extended to different types of Grassman-
nian manifolds. An analysis of these manifolds can provide us with much more diverse types of
surfaces.
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