The Garey-Johnson algorithm is one of only two known polynomial-time algorithms allowing to construct an optimal schedule for the maximum lateness problem with unit execution tasks, two parallel identical processors, precedence constraints and release times. The paper is concerned with the worst-case analysis of a generalisation of the Garey-Johnson algorithm for the case of arbitrary number of processors. We prove that for even number of processors the algorithm is characterised by the best currently known performance guarantee, whereas for odd number of processors it is less competitive.
Introduction
In this paper we consider the problem of scheduling a set } ,..., 1 { n N = of n tasks on 1 > m parallel identical processors subject to precedence constraints in the form of an anti-reflexive, antisymmetric and transitive relation on N . If task i precedes task j , denoted j i → , then the processing of task i must be completed before the processing of task j begins. Each processor can process only one task at a time, and each task can be processed by any processor. Once a processor begins executing a task then it continues until completion (i.e. no preemptions are allowed). Each task j requires one unit of processor's time and its processing can commence only after a specified non-negative integer release time j r .
Since no preemptions are allowed and all processors are identical, to specify a schedule σ it suffices to define for each task N j ∈ its completion time ) (σ j C in such a way that
; not more than m tasks are assigned the same completion time; and if
. The goal is to find a schedule that minimises the criterion of maximum
where j d is an integer due date associated with task j . Using the three-field notation, the above problem can be denoted by
. If all due dates are equal to zero, the maximum lateness problem converts into the makespan problem
Even problems without release times
are NP-hard in the strong sense [1, 3] . Among polynomial-time approximation algorithms, to our knowledge, the best currently known performance guarantee has the algorithm presented in [6] . This performance guarantee is ),
where ' σ is a schedule constructed by the algorithm presented in [6] , * σ is an optimal schedule, and Garey and D.S. Johnson [2] . Both algorithms construct a schedule by calculating tasks priorities (modified due dates) and allocating tasks for processing in accord with their priorities, although this approach is implemented in these two algorithms absolutely differently. Being developed for the model with two processors, the Garey-Johnson algorithm allows a straightforward generalisation to the case with arbitrary number of processors. Ideas relevant to those in [2] and [6] can also be found in [1] and [5] , containing algorithms for the problems
, respectively. The worst-case analysis for the algorithm from [1] is presented in [4] . Although being regarded as one of the classical scheduling algorithms, the GareyJohnson algorithm has remained the only one among all algorithms mentioned above with unknown worst-case performance. In this talk we present the technique used in the worst-case analysis of the Garey-Johnson algorithm and show that unlike algorithms from [1] , [5] , and [6] this one is characterised by different performance guarantees for even and odd number of processors.
The Garey-Johnson algorithm for arbitrary number of processors
In what follows we will assume that if j i → , then 
M.R. Garey and D.S. Johnson described an algorithm that in ) ( . Consistent due dates constructed by this algorithm will be referred to as modified due dates. Then the approximation algorithm for the maximum lateness problem can be described as follows. 1. Using binary search, compute modified due dates 1 D , …, n D corresponding to the minimal ∆ (probably negative) for which
still allow such calculations. 2. Construct a list schedule for a list where tasks are arranged in the non-decreasing order of there modified due dates.
Performance guarantees for even and odd numbers of processors
The following lemma clarifies the role of modified due dates.
Lemma 1 If there exists a schedule that meets all due dates, then the problem allows computation of modified due dates and they are met by the same schedule.
Therefore, the minimal value ∆ obtained by the first step of the above algorithm can be viewed as a lower bound for the optimal value of the criterion ). 
and there exists an integer 
Lemma 2 If
The above relations allow proving the following lemma Now we start with a task
and construct a sequence with the specified above properties. If k j -the last task in this sequence -satisfies the conditions 
Conclusions
The worst-case performance of the Garey-Johnson algorithm was analysed for the problem
. In this talk we also discuss ongoing research aimed at characterising the performance of algorithms based on the same idea for the problems with preemptions, with communication delays, and with multi-processor tasks.
