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Abstract
We discuss the recurrence coefficients of orthogonal polynomials with respect to a generalised sextic Freud weight
ω(x; t, λ) = |x|2λ+1 exp (−x6 + tx2) , x ∈ R,
with parameters λ > −1 and t ∈ R. We show that the coefficients in these recurrence relations can be expressed
in terms of Wronskians of generalised hypergeometric functions 1F2(a1; b1, b2; z). We derive a nonlinear discrete
as well as a system of differential equations satisfied by the recurrence coefficients and use these to investigate their
asymptotic behaviour. We conclude by highlighting a fascinating connection between generalised quartic, sextic,
octic and decic Freud weights when expressing their first moments in terms of generalised hypergeometric functions.
1 Introduction
In this paper we are concerned with semi-classical polynomials which are orthogonal with respect to a symmetric
weight on an unbounded interval. Orthogonal polynomials find application in various branches of mathematics such as
approximation theory, special functions, continued fractions and integral equations. Examples of classical orthogonal
polynomals on infinite intervals include Hermite and Laguerre polynomials.
Although Szego˝ pioneered much of what is known on the theory of orthogonal polynomials on finite intervals, he
did not carry his ideas over to infinite intervals, despite there being significant differences. It was only in the second
half of the 20th century, starting with the work of Ge´za Freud on orthogonal polynomials on R, that the study of
Freud-type polynomials, and their generalisations, flourished. One of Freud’s original aims was to extend the theory
of best approximations using Jackson-Bernstein type estimates to the real line and, since a realistic expectation was
that orthogonal expansions could serve as near-best approximations, a natural approach was to explore properties of
orthogonal polynomials [41, 38].
Freud [18] studied polynomials {Pn(x)}∞n=0 orthogonal on the real line with respect to a class of exponential-type
weights, known as Freud weights, given by
w(x) = |x|ρ exp(−|x|m), m ∈ N,
with ρ > −1, for more details see [17, 40, 41, 26, 38]. Freud conjectured that the asymptotic behaviour of recurrence
coefficients βn in the recurrence relation
Pn+1(x) = xPn(x)− βnPn−1(x), (1.1)
with P−1(x) = 0 and P0(x) = 1, are given by
lim
n→∞
βn
n2/m
=
[
Γ( 12m)Γ(1 +
1
2m)
Γ(m+ 1)
]2/m
. (1.2)
Freud [18] showed that if the limit exists form ∈ 2Z, then it is equal to the expression in (1.2) and proved existence
of the limit (1.2) for m = 2, 4, 6 using a technique that gives rise to an infinite system of nonlinear equations, called
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Freud equations. A general proof of Freud’s conjecture was given by Lubinsky, Mhaskar and Saff [28]; see also
[13, 17, 18, 30, 41]. Freud explored other properties, such as the asymptotic behaviour of the polynomials using
the recurrence coefficients and the asymptotic behaviour of the greatest zero [19]. For recent contributions on the
asymptotic behaviour of the recurrence coefficients associated with Freud-type exponential weights and zeros of the
associated polynomials see, for example [2, 26, 28, 33, 35, 36, 37, 40, 43].
Iserles and Webb [21] discuss orthogonal systems in L2(R) which give rise to a real skew-symmetric, tridiagonal,
irreducible differentiation matrix. Such systems are important since they are stable by design and, if necessary, pre-
serve Euclidean energy for a variety of time-dependent partial differential equations. Iserles and Webb [21] prove that
there is a one-to-one correspondence between such an orthogonal system {φn(x)}∞n=0 and a sequence of polynomials
{Pn(x)}∞n=0 which are orthogonal with respect to a symmetric weight.
In this paper we consider polynomials orthogonal with respect to the generalised sextic Freud weight
ω(x; t, λ) = |x|2λ+1 exp(−x6 + tx2), x, t ∈ R, (1.3)
with λ > −1. The weight (1.3) was briefly investigated by Freud [18] though lies in a more general framework that
was given much earlier by Shohat [47]. The special case when λ = − 12 and t = 0 was investigated by Sheen in his
PhD thesis [45] and some asymptotics are given in [46]. The paper is organised as follows: in §2, we review some
properties of orthogonal polynomials with symmetric weight while we prove that the first moment of the generalised
sextic Freud weight is a linear combination of generalised hypergeometric functions 1F2(a1; b1, b2; z) and use this
to derive an expression for the recurrence coefficents in terms of Wronskians of such generalised hypergeometric
functions in §3. In §4 we derive a nonlinear difference equation satisfied by recurrence coefficients of generalised
sextic Freud polynomials that is a special case of the second member of the discrete Painleve´ I hierarchy. We also
derive a system of differential equations that the recurrence coefficients satisfy and use the difference and differential
equations to study the asymptotic behaviour of the coefficients when the degree n and parameter t tend to infinity.
Finally, in §5 we derive the first moments of the generalised octic and decic Freud weights and show that the moments
as well as the differential equations satisfied by the moments have a predictable structure as the order of the polynomial
in the exponential factor of the Freud weight increases.
2 Orthogonal polynomials with symmetric weights
Let Pn(x), n ∈ N, be the monic orthogonal polynomial of degree n in x with respect to a positive weight ω(x) on the
real line R, such that ∫ ∞
−∞
Pm(x)Pn(x)ω(x) dx = hnδm,n, hn > 0,
where δm,n denotes the Kronekar delta. One of the most important properties of orthogonal polynomials is that they
satisfy a three-term recurrence relationship of the form
Pn+1(x) = xPn(x)− αnPn(x)− βnPn−1(x),
where the coefficients αn and βn are given by the integrals
αn =
1
hn
∫ ∞
−∞
xP 2n(x)ω(x) dx, βn =
1
hn−1
∫ ∞
−∞
xPn−1(x)Pn(x)ω(x) dx,
with P−1(x) = 0 and P0(x) = 1. For symmetric weights, i.e. ω(x) = ω(−x), then clearly αn ≡ 0. Hence for
symmetric weights, the monic orthogonal polynomials Pn(x), n ∈ N, satisfy the three-term recurrence relation
Pn+1(x) = xPn(x)− βnPn−1(x). (2.1)
The relationship between the recurrence coefficient βn and the normalisation constants hn is given by
hn = βnhn−1. (2.2)
The coefficient βn in the recurrence relation (2.1) can be expressed in terms of a determinant whose entries are given
in terms of the moments associated with the weight ω(x). Specifically
βn =
∆n+1∆n−1
∆2n
, (2.3)
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where ∆n is the Hankel determinant
∆n =
∣∣∣∣∣∣∣∣∣
µ0 µ1 . . . µn−1
µ1 µ2 . . . µn
...
...
. . .
...
µn−1 µn . . . µ2n−2
∣∣∣∣∣∣∣∣∣ , n ≥ 1, (2.4)
with ∆0 = 1, ∆−1 = 0, and µk, the kth moment, is given by the integral
µk =
∫ ∞
−∞
xkω(x) dx.
For symmetric weights then clearly µ2k−1 ≡ 0, for k = 1, 2, . . . .
For symmetric weights it is possible to write the Hankel determinant ∆n in terms of the product of two Hankel
determinants, as given in the following lemma. The decomposition depends on whether n is even or odd.
Lemma 2.1. Suppose that An and Bn are the Hankel determinants given by
An =
∣∣∣∣∣∣∣∣∣
µ0 µ2 . . . µ2n−2
µ2 µ4 . . . µ2n
...
...
. . .
...
µ2n−2 µ2n . . . µ4n−4
∣∣∣∣∣∣∣∣∣ , Bn =
∣∣∣∣∣∣∣∣∣
µ2 µ4 . . . µ2n
µ4 µ6 . . . µ2n+2
...
...
. . .
...
µ2n µ2n+2 . . . µ4n−2
∣∣∣∣∣∣∣∣∣ . (2.5)
Then the determinant ∆n (2.4) is given by
∆2n = AnBn, ∆2n+1 = An+1Bn. (2.6)
Proof. The result is easily obtained by matrix manipulation interchanging rows and columns.
Corollary 2.2. For a symmetric weight, the recurrence coefficient βn is given by
β2n =
An+1Bn−1
AnBn , β2n+1 =
AnBn+1
An+1Bn , (2.7)
where An and Bn are the Hankel determinants given by (2.5), with A0 = B0 = 1.
Proof. Substituting (2.6) into (2.3) gives the result.
Remark 2.3. The expression of the Hankel determinant ∆n for symmetric weights as a product of two determinants
is given in [4, 29].
Lemma 2.4. Suppose that ω0(x) is a symmetric positive weight on the real line for which all the moments exist and
ω(x; t) = exp(tx2)ω0(x), with t ∈ R, is a weight such that all the moments also exist. Then the Hankel determinants
An and Bn given by (2.5) can be written in terms of Wronskians, as follows
An = W
(
µ0,
dµ0
dt
, . . . ,
dn−1µ0
dtn−1
)
, Bn =W
(
dµ0
dt
,
d2µ0
dt2
, . . . ,
dnµ0
dtn
)
, (2.8)
where
µ0(t;λ) =
∫ ∞
−∞
exp(tx2)ω0(x) dx,
andW(ϕ1, ϕ2, . . . , ϕn) is the Wronskian given by
W(ϕ1, ϕ2, . . . , ϕn) =
∣∣∣∣∣∣∣∣∣
ϕ1 ϕ2 . . . ϕn
ϕ
(1)
1 ϕ
(1)
2 . . . ϕ
(1)
n
...
...
. . .
...
ϕ
(n−1)
1 ϕ
(n−1)
2 . . . ϕ
(n−1)
n
∣∣∣∣∣∣∣∣∣ , ϕ
(k)
j =
dkϕj
dtk
.
Proof. If ω(x; t) = exp(tx2)ω0(x), with t ∈ R then
µ2n =
∫ ∞
−∞
x2n exp(tx2)ω0(x) dx =
dn
dtn
∫ ∞
−∞
exp(tx2)ω0(x) dx =
dnµ0
dtn
, n = 1, 2, . . . ,
and so it follows from (2.5) that An and Bn are given by (2.8).
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Lemma 2.5. If An and Bn are Wronskians given by (2.8), with A0 = B0 = 1, then
An dBn
dt
− Bn dAn
dt
= An+1Bn−1, Bn dAn+1
dt
−An+1 dBn
dt
= An+1Bn. (2.9)
Proof. See, for example, Vein and Dale [51, §6.5.1].
Corollary 2.6. For a symmetric weight, if An and Bn are Wronskians given by (2.8) then the recurrence coefficient
βn is given by
β2n =
d
dt
ln
Bn
An , β2n+1 =
d
dt
ln
An+1
Bn .
Proof. This follows from (2.7) and (2.9).
Lemma 2.7. Let ω0(x) be a symmetric positive weight on the real line for which all the moments exist and let
ω(x; t) = exp(tx2)ω0(x), with t ∈ R, is a weight such that all the moments of exist. Then the recurrence coefficient
βn(t) satisfies the Volterra, or the Langmuir lattice, equation
dβn
dt
= βn(βn+1 − βn−1). (2.10)
We remark that the differential-difference equation (2.10) is also known as the discrete KdV equation, or the
Kac-van Moerbeke lattice [24].
Proof. See, for example, Van Assche [50, Theorem 2.4] and Wang, Zhu and Chen [52].
The weights of classical orthogonal polynomials satisfy a first-order ordinary differential equation, the Pearson
equation
d
dx
[σ(x)ω(x)] = τ(x)ω(x), (2.11)
where σ(x) is a monic polynomials of degree at most 2 and τ(x) is a polynomial with degree 1. However for semi-
classical orthogonal polynomials, the weight function ω(x) satisfies the Pearson equation (2.11) with either deg(σ) >
2 or deg(τ) 6= 1 (cf. [20, 34]).
For example, the generalised sextic Freud weight (1.3) satisfies the Pearson equation (2.11) with
σ(x) = x, τ(x) = 2λ+ 2 + 2tx2 − 6x6.
For further information about orthogonal polynomials see, for example [5, 23, 48].
3 Generalised sextic Freud weight
In this section we are concerned with the generalised sextic Freud weight
ω(x; t, λ) = |x|2λ+1 exp (−x6 + tx2) , λ > −1, x, t ∈ R. (3.1)
Lemma 3.1. For the generalised sextic Freud weight (3.1), the first moment is given by
µ0(t;λ) =
∫ ∞
−∞
|x|2λ+1 exp(−x6 + tx2) dx =
∫ ∞
0
sλ exp(ts− s3) ds
= 13Γ(
1
3λ+
1
3 ) 1F2(
1
3λ+
1
3 ;
1
3 ,
2
3 ; (
1
3 t)
3) + 13 tΓ(
1
3λ+
2
3 ) 1F2(
1
3λ+
2
3 ;
2
3 ,
4
3 ; (
1
3 t)
3)
+ 16 t
2 Γ( 13λ+ 1) 1F2(
1
3λ+ 1;
4
3 ,
5
3 ; (
1
3 t)
3), (3.2)
where 1F2(a1; b1, b2; z) is the generalised hypergeometric function.
Proof. First we shall show that
µ0(t;λ) =
∫ ∞
0
sλ exp(ts− s3) ds,
is a solution of the third order equation
d3ϕ
dt3
− 13 t
dϕ
dt
− 13 (λ+ 1)ϕ = 0. (3.3)
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Following Muldoon [39], if we seek a solution of (3.3) in the form
ϕ(t) =
∫ ∞
0
est v(s) ds,
then
d3ϕ
dt3
− 13 t
dϕ
dt
− 13 (λ+ 1)ϕ =
∫ ∞
0
est
{
s3v(s)− 13 tsv(s)− 13 (λ+ 1)v(s)
}
ds
=
∫ ∞
0
est
{
s3v(s) + 13v(s) +
1
3s
dv
ds
− 13 (λ+ 1)v(s)
}
ds = 0,
using integration by parts and assuming that lims→∞ sv(s)est = 0. Therefore for ϕ(t) to be a solution of (3.3) then
v(s) necessarily satisfies
s
dv
ds
+ (3s3 − λ)v = 0,
and so
v(s) = sλ exp(−s3).
Hence µ0(t;λ) satisfies (3.3). The general solution of equation (3.3) is given by
ϕ(t) = c1 1F2(
1
3λ+
1
3 ;
1
3 ,
2
3 ; (
1
3 t)
3) + c2t 1F2(
1
3λ+
2
3 ;
2
3 ,
4
3 ; (
1
3 t)
3) + c3t
2
1F2(
1
3λ+ 1;
4
3 ,
5
3 ; (
1
3 t)
3),
with c1, c2 and c3 arbitrary constants. This can be derived from the third order equation satisfied by 1F2(a1; b1, b2; z)
given in §16.8(ii) of the DLMF [42], i.e.
z2
d3w
dz3
+ z(b1 + b2 + 1)
d2w
dz2
+ (b1b2 − z)dw
dz
− a1w = 0, (3.4)
which has general solution
w(z) = c11F2(a1; b1, b2; z) + c2z
1−b1
1F2(1 + a1 − b1; 2− b1, 1− b1 + b2; z)
+ c3z
1−b2
1F2(1 + a1 − b2; 1 + b1 − b2, 2− b2; z),
with c1, c2 and c3 constants. Note that making the transformation w(z) = ϕ(t), with z = ( 13 t)
3, in (3.4) gives
t2
d3ϕ
dt3
+ 3t(b1 + b2 − 1)d
2ϕ
dt2
+
[
(3b1 − 2)(3b2 − 2)− 13 t3
] dϕ
dt
− a1t2ϕ = 0.
Consequently setting a1 = 13 (λ+ 1), b1 =
1
3 and b2 =
2
3 we have
µ0(t;λ) =
∫ ∞
0
sλ exp(ts− s3) ds
= c1 1F2(
1
3λ+
1
3 ;
1
3 ,
2
3 ; (
1
3 t)
3) + c2t 1F2(
1
3λ+
2
3 ;
2
3 ,
4
3 ; (
1
3 t)
3) + c3t
2
1F2(
1
3λ+ 1;
4
3 ,
5
3 ; (
1
3 t)
3),
where c1, c2 and c3 are constants to be determined. Since 1F2(a1; b1, b2; 0) = 1 and
µ0(0;λ) =
∫ ∞
0
sλ exp(−s3) ds = 13Γ( 13λ+ 13 ),
dµ0
dt
(0;λ) = 13Γ(
1
3λ+
2
3 ),
d2µ0
dt2
(0;λ) = 13Γ(
1
3λ+ 1)
then it follows that
c1 =
1
3Γ(
1
3λ+
1
3 ), c2 =
1
3Γ(
1
3λ+
2
3 ), c3 =
1
6Γ(
1
3λ+ 1),
which gives (3.2), as required.
Remarks 3.2.
1. If λ = − 12 then
µ0(t;− 12 ) =
∫ ∞
−∞
exp(−x6 + tx2) dx = pi3/212−1/6[Ai2(τ) + Bi2(τ)], τ = 12−1/3t,
where Ai(τ) and Bi(τ) are the Airy functions. This result is equation 9.11.4 in the DLMF [42], which is due to
Muldoon [39, p32], see also [44].
5
2. The generalised sextic Freud weight (3.1) is an example of a semi-classical weight for which the first moment
µ0(t;λ) satisfies a third order equation. In our earlier studies of semi-classical weights [7, 8, 9], the first moment
has satisfied a second order equation. For example, for the quartic Freud weight
ω(x; t) = |x|2λ+1 exp(−x4 + tx2), x, t ∈ R, (3.5)
the first moment is expressed in terms of parabolic cylinder functions Dν(z), or equivalently in terms of the
confluent hypergeometric function 1F1(a; b; z), see [7, 8, 9]. These are classical special functions that satisfy
second order equations.
3. Equation (3.3) arises in association with threefold symmetric Hahn-classical multiple orthogonal polynomials
[27] and in connection with Yablonskii–Vorob’ev polynomials associated with rational solutions of the second
Painleve´ equation [10].
The higher moment µk(t;λ) is given by
µk(t;λ) =
∫ ∞
−∞
xk|x|2λ+1 exp(−x6 + tx2) dx, k = 0, 1, 2, . . . ,
and so
µ2k(t;λ) =
dk
dtk
µ0(t;λ), µ2k+1(t;λ) = 0, (3.6)
with µ0(t;λ) given by (3.2).
Lemma 3.3. Suppose that ∆n(t;λ) is the Hankel determinant given by
∆n(t;λ) = det
[
µj+k(t;λ)
]n−1
j,k=0
,
and An(t;λ) and Bn(t;λ) are the Hankel determinants given by
An(t;λ) = det
[
µ2j+2k(t;λ)
]n−1
j,k=0
, Bn(t;λ) = det
[
µ2j+2k+2(t;λ)
]n−1
j,k=0
, (3.7)
then
∆2n(t;λ) = An(t;λ)Bn(t;λ), ∆2n+1(t;λ) = An+1(t;λ)Bn(t;λ).
Lemma 3.4. If An(t;λ) and Bn(t;λ) are given by (3.7) then Bn(t;λ) = An(t;λ+ 1).
Proof. Since
µ2k+2(t;λ) =
∫ ∞
0
sλ+k+1 exp(ts− s3) ds = µ2k(t;λ+ 1),
then the result immediately follows.
Lemma 3.5. For the generalised sextic Freud weight (3.1), the associated monic polynomials Pn(x) satisfy the recur-
rence relation
Pn+1(x) = xPn(x)− βn(t;λ)Pn−1(x), n = 0, 1, 2, . . . , (3.8)
with P−1(x) = 0 and P0(x) = 1, where
β2n(t;λ) =
An+1(t;λ)An−1(t;λ+ 1)
An(t;λ)An(t;λ+ 1) =
d
dt
ln
An(t;λ+ 1)
An(t;λ) ,
β2n+1(t;λ) =
An(t;λ)An+1(t;λ+ 1)
An+1(t;λ)An(t;λ+ 1) =
d
dt
ln
An+1(t;λ)
An(t;λ+ 1) .
where An(t;λ) is the Wronskian given by
An(t;λ) =W
(
µ0,
dµ0
dt
, . . . ,
dn−1µ0
dtn−1
)
,
with
µ0(t;λ) =
∫ ∞
−∞
|x|2λ+1 exp (−x6 + tx2) dx
= 13Γ(
1
3λ+
1
3 ) 1F2
(
1
3λ+
1
3 ;
1
3 ,
2
3 ; (
1
3 t)
3
)
+ 13 tΓ(
1
3λ+
2
3 ) 1F2
(
1
3λ+
2
3 ;
2
3 ,
4
3 ; (
1
3 t)
3
)
+ 16 t
2 Γ( 13λ+ 1) 1F2
(
1
3λ+ 1;
4
3 ,
5
3 ; (
1
3 t)
3
)
.
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4 Equations satisfied by the recurrence coefficient
In this section we derive a discrete equation and a differential equation satisfied by recurrence coefficient βn(t;λ) and
discuss this asymptotics of βn(t;λ) as n→∞ and t→ ±∞.
Lemma 4.1. The recurrence coefficient βn(t;λ) satisfies the nonlinear discrete equation
6βn
(
βn+2βn+1 + β
2
n+1 + 2βn+1βn + βn+1βn−1 + β
2
n + 2βnβn−1 + β
2
n−1 + βn−1βn−2
)
− 2tβn = n+ γn, (4.1)
with γn = (λ+ 12 )[1− (−1)n].
Proof. The fourth order nonlinear discrete equation (4.1) when t = 0 was derived by Freud [18]; see also Van Assche
[49, §2.3]. It is straightforward to modify the proof for the case when t 6= 0; see also Wang, Zhu and Chen [52].
Remark 4.2.
1. The discrete equation (4.1) is a special case of dP(2)I , the second member of the discrete Painleve´ I hierarchy
which is given by
c4βn
(
βn+2βn+1 + β
2
n+1 + 2βn+1βn + βn+1βn−1 + β
2
n + 2βnβn−1 + β
2
n−1 + βn−1βn−2
)
+ c3βn
(
βn+1 + βn + βn−1) + c2βn = c1 + c0(−1)n + n, (4.2)
with cj , j = 0, 1, . . . , 4 constants. Cresswell and Joshi [11, 12] show that if c0 = 0 then the continuum limit of
(4.2) is equivalent to
d4w
dz4
= 10w
d2w
dz2
+ 5
(
dw
dz
)2
− 10w3 + z,
which is P(2)I , the second member of the first Painleve´ hierarchy [25], see also [3, 15], and that if c0 6= 0 then
the continuum limit of (4.2) is equivalent to
d4w
dz4
= 10w2
d2w
dz2
+ 10w
(
dw
dz
)2
− 6w5 + zw + α,
where α is a constant, which is P(2)II , the second member of the second Painleve´ hierarchy [1, 14]. This is
analogous to the situation for the general discrete Painleve´ I equation
c3βn
(
βn+1 + βn + βn−1) + c2βn = c1 + c0(−1)n + n, (4.3)
with cj , j = 0, 1, 2, 3 constants. If c0 = 0 then the continuum limit of (4.3) is equivalent to the first Painleve´
equation
d2w
dz2
= 6w2 + z,
whilst if c0 6= 0 then the continuum limit of (4.3) is equivalent to the second Painleve´ equation
d2w
dz2
= 2w3 + zw + α,
where α is a constant, see [11, 12] for details.
Lemma 4.3. The recurrence coefficient βn(t;λ) satisfies the system
d2βn
dt2
− 3(βn + βn+1)dβn
dt
+ β3n + 6β
2
nβn+1 + 3βnβ
2
n+1 − 13 tβn = 16 (n+ γn), (4.4a)
d2βn+1
dt2
+ 3(βn + βn+1)
dβn+1
dt
+ β3n+1 + 6β
2
n+1βn + 3βn+1β
2
n − 13 tβn+1 = 16 (n+ 1 + γn+1), (4.4b)
with γn = (λ+ 12 )[1− (−1)n].
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Proof. Following Magnus [32, Example 5], from the Langmuir lattice (2.10) we have
dβn−1
dt
= βn−1(βn − βn−2)
= β2n−1 + 3βn−1βn + βn−1βn+1 + β
2
n + 2βnβn+1 + β
2
n+1 + βn+1βn+2 −
n+ γn
6βn
− 13 t, (4.5a)
dβn
dt
= βn(βn+1 − βn−1), (4.5b)
dβn+1
dt
= βn+1(βn+2 − βn), (4.5c)
dβn+2
dt
= βn+2(βn+3 − βn+1)
= −βn−1βn − β2n − 2βnβn+1 − βnβn+2 − β2n+1 − 3βn+1βn+2 − β2n+2 +
n+ 1 + γn+1
6βn+1
+ 13 t. (4.5d)
where we have used the discrete equation (4.1) to eliminate βn+3 and βn−2. Solving (4.5b) and (4.5c) for βn+2 and
βn−1 gives
βn+2 = βn +
1
βn+1
dβn+1
dt
, βn−1 = βn+1 − 1
βn
dβn
dt
,
and substitution into (4.5a) and (4.5d) yields the system (4.4) as required.
Lemma 4.4. The recurrence coefficient βn(t;λ) has the asymptotics, as t→∞
β2n(t;λ) =
n
2t
+
3
√
3n(2n− 2λ− 1)
8 t5/2
+O(t−4), (4.6a)
β2n+1(t;λ) =
1
3
√
3t− 4n− 2λ+ 1
4t
−
√
3 (36n2 − 72λn+ 12λ2 − 24λ+ 5)
32t5/2
+O(t−4). (4.6b)
and as t→ −∞
β2n(t;λ) = −n
t
− 3n[10n
2 + 6(2λ+ 1)n+ 3λ2 + 3λ+ 2]
t4
+O(t−7), (4.7a)
β2n+1(t;λ) = −n+ λ+ 1
t
− 3(n+ λ+ 1)[10n
2 + (8λ+ 14)n+ (λ+ 3)(λ+ 2)]
t4
+O(t−7). (4.7b)
Proof. First we consider β1(t;λ) which is given by
β1(t;λ) =
µ2(t;λ)
µ0(t;λ)
=
∫∞
0
sλ+1 exp(ts− s3) ds∫∞
0
sλ exp(ts− s3) ds ,
and satisfies the equation
d2β1
dt2
+ 3β1
dβ1
dt
+ β31 − 13 tβ1 = 13 (λ+ 1). (4.8)
Since µ0(t;λ) given by (3.2) involves the sum of three generalised hypergeometric functions then its asymptotics are
not as straightforward as for a classical special function, as was the case for the generalised quartic Freud weight we
discussed in [8, 9] which involved parabolic cylinder functions. Using Laplace’s method it follows that as t→∞
µ0(t;λ) =
∫ ∞
0
sλ exp(ts− s3) ds = t(λ+1)/2
∫ ∞
0
ξλ exp{t3/2ξ(1− ξ2)} dξ
∼ 3−1/4−λ/2tλ/2−1/4√pi exp
(
2
9
√
3 t3/2
)
µ2(t;λ) = µ0(t;λ+ 1) ∼ 3−3/4−λ/2tλ/2+1/4
√
pi exp
(
2
9
√
3 t3/2
)
and so
β1(t;λ) =
µ2(t λ)
µ0(t;λ)
∼ 13
√
3t, as t→∞.
Hence we suppose that as t→∞
β1(t;λ) =
1
3
√
3t+
a1
t
+
a2
t5/2
+O(t−4).
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Substituting this into (4.8) and equating coefficients of powers of t gives
a1 =
1
4 (2λ− 1), a2 = −
√
3(12λ2 − 24λ+ 5)/32,
and so
β1(t;λ) =
1
3
√
3t+
2λ− 1
4 t
−
√
3(12λ2 − 24λ+ 5)
32 t5/2
+O(t−4).
Also using Watson’s Lemma it follows that as t→ −∞
µ0(t;λ) ∼ Γ(λ+ 1)(−t)−λ−1, µ2(t;λ) ∼ Γ(λ+ 2)(−t)−λ−2,
and so
β1(t;λ) ∼ −λ+ 1
t
, as t→ −∞.
Hence we suppose that as t→ −∞
β1(t;λ) = −λ+ 1
t
+
b1
t4
+
b2
t7
+O(t−10).
Substituting this into (4.8) and equating coefficients of powers of t gives
b1 = −3(λ+ 1)(λ+ 2)(λ+ 3), b2 = −9(λ+ 1)(λ+ 2)(λ+ 3)(3λ2 + 21λ+ 38).
Then using the Langmuir lattice (2.10) it can be shown that as t→∞
β2(t;λ) =
1
2t
− 3
√
3 (2λ− 1)
8 t5/2
+O(t−4), β3(t;λ) = 13
√
3t+
2λ− 5
4t
−
√
3 (12λ2 − 96λ+ 41)
32 t5/2
+O(t−4),
β4(t;λ) =
1
t
− 3
√
3 (2λ− 3)
4 t5/2
+O(t−4), β5(t;λ) = 13
√
3t+
2λ− 9
4t
−
√
3 (12λ2 − 168λ+ 149)
32 t5/2
+O(t−4),
and as t→ −∞
β2(t;λ) = −1
t
− 9(λ+ 2)(λ+ 3)
t4
+O(t−7), β3(t;λ) = −λ+ 2
t
− 3(λ+ 2)(λ+ 3)(λ+ 10)
t4
+O(t−7),
β4(t;λ) = −2
t
− 18(λ+ 3)(λ+ 6)
t4
+O(t−7), β5(t;λ) = −λ+ 3
t
− 3(λ+ 3)(λ
2 + 21λ+ 74)
t4
+O(t−7).
From these we can see a pattern emerging for the asymptotics of βn(t;λ) as t→ ±∞, which are different depending
on whether n is even or odd.
Now suppose that un(t;λ) = β2n(t;λ) and vn(t;λ) = β2n+1(t;λ), which from (4.4) satisfy
d2un
dt2
− 3(un + vn)dun
dt
+ u3n + 6u
2
nvn + 3unv
2
n − 13 tun = 13n, (4.9a)
d2vn
dt2
+ 3(un + vn)
dvn
dt
+ v3n + 6v
2
nun + 3vnu
2
n − 13 tvn = 13 (n+ 1 + λ). (4.9b)
If we suppose that as t→∞
un =
a1
t
+
a2
t5/2
+O(t−4), vn = 13
√
3t+
b1
t
+
b2
t5/2
+O(t−4),
with a1, a2, b1 and b3 constants, then substituting into (4.9) and equating coefficients of powers of t gives (4.6). Also
if we suppose that as t→ −∞
un =
c1
t
+
c2
t4
+O(t−7), vn = d1
t
+
d2
t4
+O(t−7),
with c1, c2, d1 and d3 constants, then substituting into (4.9) and equating coefficients of powers of t gives (4.7).
Plots of βn(t;λ), for n = 1, 2, . . . , 10, with λ = − 12 , 12 , 32 are given in Figure 4.1. We see that there is completely
different behaviour for βn(t;λ) as t → ∞, depending on whether n is even or odd, which is reflected in Lemma 4.4.
From these plots we make the following conjecture.
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β2n−1(t;− 12 ) β2n−1(t; 12 ) β2n−1(t; 32 )
β2n(t;− 12 ) β2n(t; 12 ) β2n(t; 32 )
Figure 4.1: Plots of the recurrence coefficients β2n−1(t;λ) and β2n(t;λ), n = 1, 2, . . . , 5, with λ = − 12 , 12 , 32 , for
n = 1 (black), n = 2 (red), n = 3 (blue), n = 4 (green) and n = 5 (purple).
Conjecture 4.5.
1. The recurrence coefficient β2n+1(t;λ) is a monotonically increasing function of t.
2. β2n+2(t;λ) > β2n(t;λ), for all t.
3. The recurrence coefficient β2n(t;λ) has one maximum at t = t∗2n, with t
∗
2n+2 > t
∗
2n.
Remarks 4.6.
1. From the Langmuir lattice (2.10) we have
1
β2n+1
dβ2n+1
dt
= β2n+2 − β2n,
and so β2n+2(t;λ) > β2n(t;λ) if and only if β2n+1(t;λ) is a monotonically increasing function of t since
β2n+1(t;λ) > 0.
2. Also from the Langmuir lattice we have
1
β2n
dβ2n
dt
= β2n+1 − β2n−1.
and so β2n(t;λ) has a maximum when β2n+1(t;λ) = β2n−1(t;λ). Since β2n(t;λ) → 0 as t → ±∞ and
β2n(t;λ) > 0 then it is a maximum rather than a minimum.
Freud [18] proved the following result, see also [49, §2.3].
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Lemma 4.7. For the weight
w(x) = |x|ρ exp(−|x|6), m ∈ N,
the recurrence coefficient βn(ρ) has the following asymptotic behaviour as n→∞
lim
n→∞
βn(ρ)
n1/3
=
1
3
√
60
.
Theorem 4.8. The recurrence coefficient βn(t;λ) in the three-term recurrence relation for the sextic Freud weight
ω(x; t) = |x|2λ+1 exp (−x6 + tx2) ,
has the asymptotic expansions, if n is even
βn(t;λ) =
n1/3
κ
+
tκ
90n1/3
− (2λ+ 1)κ
2
90n2/3
− 4t(2λ+ 1)κ
135n4/3
− [t
3 − 135(7λ2 + 7λ+ 2)]κ2
36450n5/3
+O(n−2) (4.10a)
and if n is odd
βn(t;λ) =
n1/3
κ
+
tκ
90n1/3
+
(2λ+ 1)κ2
60n2/3
+
7t(2λ+ 1)κ
270n4/3
− [2t
3 + 135(6λ2 + 6λ+ 1)]κ2
72900n5/3
+O(n−2), (4.10b)
with κ = 3
√
60, as n→∞.
Proof. The recurrence coefficient βn satisfies the nonlinear discrete equation (4.1), which for λ 6= − 12 has a (−1)n
term which suggests an even-odd dependence in βn(t;λ). This dependence needs to be taken into account to obtain
an asymptotic approximation. Therefore we suppose that
βn =
{
un, if n even,
vn, if n odd,
(4.11)
where from Lemma 4.7
lim
n→∞
un
3
√
n
=
1
3
√
60
, lim
n→∞
vn
3
√
n
=
1
3
√
60
,
then (un, vn) satisfy
6un
(
un+2vn+1 + v
2
n+1 + 2vn+1un + vn+1vn−1 + u
2
n + 2unvn−1 + v
2
n−1 + vn−1un−2
)
− 2tun = n, (4.12a)
6vn
(
vn+2un+1 + u
2
n+1 + 2un+1vn + un+1un−1 + v
2
n + 2vnun−1 + u
2
n−1 + un−1vn−2
)
− 2tvn = n+ 2λ+ 1. (4.12b)
We remark that the transformation (4.11) was used by Cresswell and Joshi [11, 12] when they derived the continuum
limit of (4.2). Now suppose that
un =
n1/3
601/3
+
5∑
j=0
aj
nj/3
+O(n−2), vn = n1/3
601/3
+
5∑
j=0
bj
nj/3
+O(n−2), (4.13a)
where aj , bj , j = 0, 1, . . . , 5, are constants to be determined. Then
un±1 =
n1/3
κ
+ a0 +
a1
n1/3
+
a2κ± 13
κn2/3
+
a3
n
+
a2 ∓ 13a1
n4/3
+
(a5 ∓ 23a2)κ− 19
κn5/3
+O(n−2), (4.13b)
vn±1 =
n1/3
κ
+ b0 +
b1
n1/3
+
b2κ± 13
κn2/3
+
b3
n
+
b2 ∓ 13b1
n4/3
+
(b5 ∓ 23b2)κ− 19
κn5/3
+O(n−2), (4.13c)
un±2 =
n1/3
κ
+ a0 +
a1
n1/3
+
a2κ± 23
κn2/3
+
a3
n
+
a2 ∓ 23a1
n4/3
+
(a5 ∓ 43a2)κ− 49
κn5/3
+O(n−2), (4.13d)
vn±2 =
n1/3
κ
+ b0 +
b1
n1/3
+
b2κ± 23
κn2/3
+
b3
n
+
b2 ∓ 23b1
n4/3
+
(b5 ∓ 43b2)κ− 49
κn5/3
+O(n−2), (4.13e)
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with κ = 3
√
60. Substituting (4.13) into (4.12) and equating powers of n gives
a0 = b0 = 0, a1 = b1 =
tκ
90
, a2 = − (2λ+ 1)κ
2
90
, b2 =
(2λ+ 1)κ2
60
,
a3 = b3 = 0, a4 = −4t(2λ+ 1)κ
135
, b4 =
7t(2λ+ 1)κ
270
,
a5 = − [t
3 − 135(7λ2 + 7λ+ 2)]κ2
36450
, b5 = − [2t
3 + 135(6λ2 + 6λ+ 1)]κ2
72900
,
with κ = 3
√
60, and so if n is even then
βn =
n1/3
κ
+
tκ
90n1/3
− (2λ+ 1)κ
2
90n2/3
− 4t(2λ+ 1)κ
135n4/3
− [t
3 − 135(7λ2 + 7λ+ 2)]κ2
36450n5/3
+O(n−2), (4.14a)
whilst if n is odd then
βn =
n1/3
κ
+
tκ
90n1/3
+
(2λ+ 1)κ2
60n2/3
+
7t(2λ+ 1)κ
270n4/3
− [2t
3 + 135(6λ2 + 6λ+ 1)]κ2
72900n5/3
+O(n−2), (4.14b)
as required.
Plots of βn(t; 12 ), for n = 1, 2, . . . , 100, with t = 0, 1, 2, 3, 5, 10 are given in Figure 4.2 and plots of βn(2;λ), for
n = 1, 2, . . . , 100, with λ = 0, 12 , 1, 2, 3, 5 are given in Figure 4.3. In these plots, the blue dots • are βn(t;λ) for n
even and the red dots • are βn(t;λ) for n odd. The solid lines are the asymptotics (4.14) and the dashed line is
n1/3
κ
+
tκ
90n1/3
, (4.15)
with κ = 3
√
60.
Remark 4.9. In [52], Wang, Zhu and Chen state that
βn(t;λ) ∼ 2
4/3t
Θn(t;λ)
+
Θn(t;λ)
45× 27/3 , as n→∞,
where
Θ3n(t;λ) = 48600
[
2n+ 2λ+ 1 +
√
(2n+ 2λ+ 1)2 − 32
405
t3
]
.
From this it can be shown that as n→∞
βn(t;λ) =
n1/3
κ
+
tκ
90n1/3
+
(2λ+ 1)κ2
360n2/3
− t(2λ+ 1)κ
540n4/3
+O(n−5/3),
with κ = 3
√
60, though this is not given in [52], which is the average of the asymptotic expressions for βn(t;λ) for n
even and odd given by (4.10).
5 Higher Freud weights
In this section we discuss generalised higher Freud weights of the form
ω(x; t) = |x|2λ+1 exp (−x2m + tx2) , λ > −1, x, t ∈ R, (5.1)
in the cases when m = 4 and m = 5 and show how some the results for the generalised sextic Freud weight (3.1) can
be extended to these higher weights.
In Lemma 3.1 we showed that, when m = 3 in (5.1), the first moment of the generalised sextic Freud weight is
given by
µ0(t;λ) =
∫ ∞
−∞
|x|2λ+1 exp(−x6 + tx2) dx =
∫ ∞
0
sλ exp(ts− s3) ds
= 13Γ(
1
3λ+
1
3 ) 1F2(
1
3λ+
1
3 ;
1
3 ,
2
3 ; (
1
3 t)
3) + 13 tΓ(
1
3λ+
2
3 ) 1F2(
1
3λ+
2
3 ;
2
3 ,
4
3 ; (
1
3 t)
3)
+ 16 t
2 Γ( 13λ+ 1) 1F2(
1
3λ+ 1;
4
3 ,
5
3 ; (
1
3 t)
3),
12
βn(0;
1
2 ) βn(1;
1
2 ) βn(2;
1
2 )
βn(3;
1
2 ) βn(4;
1
2 ) βn(10;
1
2 )
Figure 4.2: Plots of βn(t; 12 ), for n = 1, 2, . . . , 100, with t = 0, 1, 2, 3, 5, 10. The blue dots • are βn(t; 12 ) for n even
and the red dots • are βn(t; 12 ) for n odd. The solid lines are the asymptotics (4.14) and the dashed line is (4.15).
where 1F2(a1; b1, b2; z) is the generalised hypergeometric function and satisfies the third-order equation
d3ϕ
dt3
− 13 t
dϕ
dt
− 13 (λ+ 1)ϕ = 0.
Recall that when m = 2 in (5.1), the first moment of the generalised quartic Freud weight
ω(x; t) = |x|2λ+1 exp (−x4 + tx2) , λ > −1, x, t ∈ R,
is given by (cf. [9])
µ0(t;λ) =
∫ ∞
−∞
|x|2λ+1 exp(−x4 + tx2) dx = Γ(λ)
2(λ+1)/2
exp( 18 t
2)D−λ−1(− 12
√
2 t)
= 12Γ(
1
2λ+
1
2 ) 1F1(
1
2λ+
1
2 ;
1
2 ;
1
4 t
2) + 12 tΓ(
1
2λ+ 1) 1F1(
1
2λ+ 1;
3
2 ;
1
4 t
2), (5.2)
where 1F1(a; b; z) is the confluent hypergeometric function, which is equivalent to the Kummer function M(a, b, z).
The relationship between the parabolic cylinder function Dν(ζ) and the Kummer function M(a, b, z) is given in [42,
§13.6]. Further µ0(t;λ) given by (5.2) satisfies the second-order equation
d2ϕ
dt2
− 12 t
dϕ
dt
− 12 (λ+ 1)ϕ = 0.
5.1 The generalised octic Freud weight
Lemma 5.1. For the generalised octic Freud weight
ω(x; t) = |x|2λ+1 exp (−x8 + tx2) , λ > −1, x, t ∈ R, (5.3)
13
βn(2; 0) βn(2;
1
2 ) βn(2; 1)
βn(2; 2) βn(2; 3) βn(2; 5)
Figure 4.3: Plots of βn(2;λ), for n = 1, 2, . . . , 100, with λ = 0, 12 , 1, 2, 3, 5. The blue dots • are βn(2;λ) for n even
and the red dots • are βn(2;λ) for n odd. The solid lines are the asymptotics (4.14) and the dashed line is (4.15).
then the first moment is given by
µ0(t;λ) =
∫ ∞
−∞
|x|2λ+1 exp(−x8 + tx2) dx =
∫ ∞
0
sλ exp(−s4 + ts) ds
= 14Γ(
1
4λ+
1
4 ) 1F3
(
1
4λ+
1
4 ;
1
4 ,
1
2 ,
3
4 ; (
1
4 t)
4
)
+ 14 tΓ(
1
4λ+
1
2 ) 1F3
(
1
4λ+
1
2 ;
1
2 ,
3
4 ,
5
4 ; (
1
4 t)
4
)
+ 18 t
2 Γ( 14λ+
3
4 ) 1F3
(
1
4λ+
3
4 ;
3
4 ,
5
4 ,
3
2 ; (
1
4 t)
4
)
+ 124 t
3 Γ( 14λ+ 1) 1F3
(
1
4λ+ 1;
5
4 ,
3
2 ,
7
4 ; (
1
4 t)
4
)
,
where 1F3(a1; b1, b2, b3; z) is the generalised hypergeometric function. Further µ0(t;λ) satisfies the fourth-order
equation
d4ϕ
dt4
− 14 t
dϕ
dt
− 14 (λ+ 1)ϕ = 0,
and the first recurrence coefficient β1(t;λ) =
d
dt
lnµ0(t;λ) satisfies the third-order equation
d3β1
dt3
+ 4β1
d2β1
dt2
+ 3
(
dβ1
dt
)2
+ 6β21
dβ1
dt
+ β41 − 14 tβ1 = 14 (λ+ 1). (5.4)
Proof. The proof is analogous that for the generalised sextic Freud weight (3.1) in Lemma 3.1.
Lemma 5.2. The recurrence coefficient βn(t;λ) for the generalised octic Freud weight (5.3) has the asymptotics as
t→∞
β2n(t;λ) =
n
3 t
+
25/3 n(3n− 1− 2λ)
9 t7/3
+O(t−11/3),
β2n+1(t;λ) = (
1
4 t)
1/3 − 3n− λ+ 1
3 t
− 2
2/3 [36n2 − 12n(4λ− 1) + 6λ2 − 18λ+ 7]
27 t7/3
+O(t−11/3),
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and as t→ −∞
β2n(t;λ) = −n
t
+O(t−5), β2n+1(t;λ) = −n+ λ+ 1
t
+O(t−5).
Proof. Using Laplace’s method it follows that as t→∞
µ0(t;λ) =
∫ ∞
0
sλ exp(ts− s4) ds = t(λ+1)/3
∫ ∞
0
ξλ exp{t4/3ξ(1− ξ3)} dξ
∼ ( 16pi)1/2 ( 14 t)(λ−1)/3 exp
{
3( 14 t)
4/3
}
µ2(t;λ) = µ0(t;λ+ 1) ∼ ( 16pi)1/2 ( 14 t)λ/3 exp
{
3( 14 t)
4/3
}
and so
β1(t;λ) =
µ2(t;λ)
µ0(t;λ)
∼ ( 14 t)1/3, as t→∞.
Hence we suppose that as t→∞
β1(t;λ) = (
1
4 t)
1/3 +
a1
t
+
a2
t7/3
+O(t−11/3).
Substituting this into (5.4) and equating coefficients of powers of t gives
a1 =
1
3 (λ− 1), a2 = −22/3(6λ2 − 18λ+ 7)/27,
and so
β1(t;λ) =
1
3
√
3t+
λ− 1
3 t
− 2
2/3(6λ2 − 18λ+ 7)
27 t7/3
+O(t−11/3).
For the analogous result for the generalised sextic weight (3.1), in Lemma 4.4 we were able to use the system (4.9)
to derive the leading asymptotics for βn(t;λ) as t → ±∞. However for the generalised octic Freud weight (5.3) we
don’t have the analog of (4.9). Instead we can use the Langmuir lattice (2.10). Now suppose that un(t;λ) = β2n(t;λ)
and vn(t;λ) = β2n+1(t;λ), then from the Langmuir lattice (2.10) we obtain
un+1 = un +
d
dt
ln vn, vn+1 = vn +
d
dt
lnun+1, (5.5)
with
u0 = 0, v0(t;λ) = β1(t;λ) =
1
3
√
3t+
λ− 1
3 t
− 2
2/3(6λ2 − 18λ+ 7)
27 t7/3
+O(t−11/3).
Next we assume that as t→∞
un =
an,1
t
+
an,2
t7/3
+O(t11/3), vn = 13
√
3t+
bn,1
t
+
bn,2
t7/3
+O(t11/3). (5.6)
Substituting this into (5.5) and equating powers of t gives the recurrence relations
an+1,1 = an,1 +
1
3 , bn+1,1 = bn,1 − 1, an+1,2 = an,2 − 4322/3 bn,1, bn+1,2 = bn,2 −
4an+1,2
3an+1,1
.
Solving these with initial conditions
a0,1 = a0,2 = 0, b0,1 =
1
3 (λ− 1), b0,2 = −
22/3(6λ2 − 18λ+ 7)
27
,
gives
an,1 =
1
3n, an,2 =
25/3 n(3n− 1− 2λ)
9
,
bn,1 =
1
3 (λ− 1− 3n), bn,2 = −
22/3 [36n2 − 12n(4λ− 1) + 6λ2 − 18λ+ 7]
27
,
as required. Using Watson’s Lemma it follows that as t→ −∞
µ0(t;λ) = Γ(λ+ 1)(−t)−λ−1
[
1 +O(t−4)] , µ2(t;λ) = Γ(λ+ 2)(−t)−λ−2 [1 +O(t−4)] ,
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and so
β1(t;λ) = −λ+ 1
t
+O(t−5), as t→ −∞.
Consequently, we now assume that
un =
cn
t
+O(t−5), vn = dn
t
+O(t−5), as t→ −∞.
Substituting these into (5.5) and equating powers of t gives the recurrence relations
cn+1 = cn − 1, dn+1 = dn − 1.
Solving these with initial conditions
c0 = 0, d0 = −(λ+ 1),
gives
cn = −n, dn = −(λ+ n+ 1),
as required.
5.2 The generalised decic Freud weight
Lemma 5.3. For the generalised decic Freud weight
ω(x; t) = |x|2λ+1 exp (−x10 + tx2) , λ > −1, x, t ∈ R,
then the first moment is given by
µ0(t;λ) =
∫ ∞
−∞
|x|2λ+1 exp(−x10 + tx2) dx =
∫ ∞
0
sλ exp(−s5 + ts) ds
= 15Γ(
1
5λ+
1
5 ) 1F4
(
1
5λ+
1
5 ;
1
5 ,
2
5 ,
3
5 ,
4
5 ; (
1
5 t)
5
)
+ 15 tΓ(
1
5λ+
2
5 ) 1F4
(
1
5λ+
2
5 ;
2
5 ,
3
5 ,
4
5 ,
6
5 ; (
1
5 t)
5
)
+ 110 t
2 Γ( 15λ+
3
5 ) 1F4
(
1
5λ+
3
5 ;
3
5 ,
4
5 ,
6
5 ,
7
5 ; (
1
5 t)
5
)
+ 130 t
3 Γ( 15λ+
4
5 ) 1F4
(
1
5λ+
4
5 ;
4
5 ,
6
5 ,
7
5 ,
8
5 ; (
1
5 t)
5
)
+ 1120 t
4 Γ( 15λ+ 1) 1F4
(
1
5λ+ 1;
6
5 ,
7
5 ,
8
5 ,
9
5 ; (
1
5 t)
5
)
where 1F4(a1; b1, b2, b3, b4; z) is the generalised hypergeometric function. Further µ0(t;λ) satisfies the fifth-order
equation
d5ϕ
dt5
− 15 t
dϕ
dt
− 15 (λ+ 1)ϕ = 0,
and the first recurrence coefficient β1(t;λ) =
d
dt
lnµ0(t;λ) satisfies the fourth-order equation
d4β1
dt4
+ 5β1
d3β1
dt3
+ 10
(
dβ1
dt
+ β21
)
d2β1
dt2
+ 15β1
(
dβ1
dt
)2
+ 10β31
dβ1
dt
+ β51 − 15 tβ1 = 15 (λ+ 1).
Proof. As for Lemma 5.1 above, the proof is analogous to that for the generalised sextic Freud weight (3.1) in Lemma
3.1.
Lemma 5.4. The recurrence coefficient βn(t;λ) for the generalised decic Freud weight (5.3) has the asymptotics as
t→∞
β2n(t;λ) =
n
4 t
+
55/4 n(4n− 1− 2λ)
32 t9/4
+O(t−7/2),
β2n+1(t;λ) = (
1
5 t)
1/4 − 8n− 2λ+ 3
8 t
− 5
5/4 [40n2 − 20(2λ− 1) + 4λ2 − 16λ+ 9]
128 t9/4
+O(t−7/2),
and as t→ −∞
β2n(t;λ) = −n
t
+O(t−6), β2n+1(t;λ) = −n+ λ+ 1
t
+O(t−6).
Proof. The proof is very similar to the proof of Lemma 5.2 above. In this case using Laplace’s method
µ0(t;λ) ∼ ( 110pi)1/2 ( 15 t)(2λ−3)/8 exp
{
4( 15 t)
5/4
}
, as t→∞
and from Watson’s lemma
µ0(t;λ) = Γ(λ+ 1)(−t)−λ−1
[
1 +O(t−5)] , as t→ −∞.
16
6 Discussion
In this paper we studied generalised sextic Freud weights, the associated orthogonal polynomials and the recurrence
coefficients. We also investigated the interesting structural connections between the moments of the weight when the
order of the polynomial in the exponential factor of the weight is increased. Further analysis of this interesting class of
generalised higher order Freud polynomials and their properties, such as asymptotic expressions for the polynomials
and their greatest zeros, is currently in progress. It is important to note that our technique of expressing the Hankel
determinants ∆2n and ∆2n+1, for symmetric weights such as the generalised Freud weights, in terms of smaller
Hankel determinants An and Bn, as was done in §2, had several benefits. The method resulted in expressions for
β2n and β2n+1 in terms of An that allowed the derivation of nonlinear discrete and nonlinear differential equations
for βn which do not appear to exist when using ∆n. Futhermore, from a computational point of view, the numerical
evaluation of βn seems to be much faster when using the determinants An and Bn rather than ∆n.
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