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Abstract
A main ingredient for Kustin–Miller unprojection, as developed
in [PR], is the module HomR(I, ωR), where R is a local Gorenstein
ring and I a codimension one ideal with R/I Gorenstein. We prove
a method of calculating it in a relative setting using resolutions. We
give three applications. In the first we generalise a result of [CFHR].
The second and the third are about Tom and Jerry, two families of
Gorenstein codimension four rings with 9× 16 resolutions.
1 Introduction
Kustin–Miller unprojection, as developed in [KM] and [PR], is a method for
constructing a birationally equivalent Gorenstein scheme Y to a Gorenstein
schemeX (containing some codimension one subschemeD). A useful variant
of this is a global version for a projectively Gorenstein scheme, producing
a birationally equivalent projective scheme. It has found many applications
in algebraic geometry, for example in the birational geometry of Fanos [T],
[CPR] and [CM], in the construction of weighted complete intersection K3s
and Fanos [Al], and in the study of Mori flips [BrR] (compare also [Ki]). In
all cases, the algebra of the problem was relatively simple and was handled
with ad hoc methods.
In the present work we present systematic tools that calculate the un-
projection in more complicated cases, by relating the conceptual approach
based on the adjunction formula of [PR] with the complex oriented view of
[KM].
To demonstrate our methods, we study three important cases of unpro-
jection. The first and simplest (Section 4) is the unprojection of a complete
intersection inside a complete intersection, where we generalise a result of
[CFHR].
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The Tom and Jerry families of unprojection (Section 5), which were de-
fined and named by Reid, play a more important role in algebraic geometry
because they appear in hundreds of known examples; it is an open problem
([Ki], Problem 8.3) whether all the currently known Gorenstein codimen-
sion 4 rings with 9 × 16 resolution can be accommodated within these two
structures.
Our main results concerning Tom and Jerry are Theorems 5.6 and 5.14,
where we calculate their unprojections using multilinear and homological
algebra. An interesting observation is that they can be considered as a
kind of deformation of two standard models: the graded rings of the Segre
embeddings of P2×P2 ⊂ P8 and of P1×P1×P1 ⊂ P7 respectively; these
standard models play an important part in our arguments. For more open
problems and further discussion of Tom and Jerry compare [Ki] Section 8.
Finally, in Section 6 we state some general remarks about the calculation
of unprojection.
2 Notation
Gorenstein ideals In the present work, an ideal I of a Gorenstein ring S
is called Gorenstein when the quotient ring S/I is Gorenstein.
Pfaffians Assume A = [aij ] is a k×k skewsymmetric (i.e., aji = −aij and
aii = 0) matrix with entries in a Noetherian ring S.
For k even we define a polynomial Pf(A) in aij called Pfaffian of A by
induction on k. If k = 2 we set
Pf(
(
0 a12
−a12 0
)
) = a12.
For even k ≥ 4 we define
Pf(A) =
k∑
j=2
(−1)ja1j Pf(A1j),
where A1j is the skewsymmetric submatrix of A obtained by deleting the
first and the jth row and column of A. An interesting property is that
(Pf(A))2 = detA.
Now assume that k = 2l+1 is odd. In the present work, by Pfaffians of
A we mean the set {
Pf(A1),Pf(A2), . . . ,Pf(Ak)
}
,
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where for 1 ≤ i ≤ k we denote by Ai the skewsymmetric submatrix of A
obtained by deleting the ith row and column of A. Moreover, there is a
complex L:
0→ S
B3−−→ Sk
B2−−→ Sk
B1−−→ S → 0 (2.1)
associated to A, with B2 = A, B1 the 1 × k matrix with ith entry equal to
(−1)i+1 Pf(Ai) and B3 the transpose matrix of B1. We will use the following
theorem due to Eisenbud and Buchsbaum [BE].
Theorem 2.1 Let S be a Noetherian ring, k = 2l + 1 an odd integer and
A a skewsymmetric k × k matrix with entries in S. Denote by I the ideal
generated by the Pfaffians of A. Assume that I 6= S and the grade of I is
three, the maximal possible. Then the complex L is acyclic, in the sense that
the complex
0→ S
B3−−→ Sk
B2−−→ Sk
B1−−→ S → S/I → 0
is exact. In addition, if S is Gorenstein then the same is true for S/I.
For more details about Pfaffians and a proof of the theorem see e.g. [BE]
or [BH] Section 3.4.
3 Calculation of Hom module
Let S be a Gorenstein local ring and I ⊂ J perfect (therefore Cohen–
Macaulay) ideals of codimensions r and r+1 respectively. Unless otherwise
indicated, all Hom and Ext modules and maps are over S.
Since S/I is Cohen–Macaulay, the adjunction formula (compare [R1]
p. 708 or [AK] p. 6) gives
ωS/J = Ext
1
S/I(S/J, ωS/I).
We Hom (over the ring S/I) the exact sequence 0 → J/I → S/I →
S/J → 0 with ωS/I to get the fundamental exact sequence
0→ ωS/I
a
−→ HomS/I(J/I, ωS/I)
res
−−→ ωS/J → 0, (3.1)
with a the natural map
a(x)(l) = lx, for all l ∈ J and x ∈ ωS/I .
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In the following we identify ωS/I with its image under a.
Let
L→ S/I, M→ S/J (3.2)
be minimal resolutions as S-modules. According to [FOV] Proposition A.2.12,
the dual complexes
L∗ → ωS/I , M
∗ → ωS/J (3.3)
are also minimal resolutions, where ∗ means Hom( – , S). More precisely we
have an exact sequence
M∗r
b
−→M∗r+1
c
−→ωS/J → 0 (3.4)
and we set
T = ker c. (3.5)
For simplicity of notation, since M∗r+1 is free of rank (say) l, we identify it
with Sl, so we have an exact sequence
0→ T → Sl
c
−→ ωS/J → 0. (3.6)
For the canonical base ei = (0, . . . , 1, . . . , 0) ∈ S
l, we fix liftings
qi ∈ Hom(J, ωS/I) (3.7)
of the basis ei = c(ei) ∈ ωS/J , under the map res of (3.1). Notice that
Hom(J, ωS/I) is generated by ωS/I together with q1, . . . , ql. Moreover, clearly
T =
{
(b1, . . . , bl) ∈ S
l :
∑
i
biqi ∈ ωS/I
}
. (3.8)
We denote by si : J → T the map with
si(t) = (0, . . . , 0, t, 0, . . . , 0),
t in the ith coordinate. Then we define
Φ: Hom(T, ωS/I)→ Hom(J, ωS/I)
l
with
Φ(e) = (e ◦ s1, . . . , e ◦ sl).
Lemma 3.1 The map Φ is injective, with image equal to
L =
{
(k1, . . . , kl) :
∑
i
biki ∈ ωS/I whenever (b1, . . . , bl) ∈ T
}
.
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Proof First of all notice that since S/I is Cohen–Macaulay, there exists
t ∈ J that is S/I-regular. Since ωS/I is a maximal Cohen–Macaulay S/I-
module, t is also ωS/I-regular (compare e.g. [Ei] p. 529). Assume e◦si = e
′◦si
for all i and let b′ = (b1, . . . , bl) ∈ T . Then
te(b′) = e(tb′) =
∑
i
bie ◦ si(t) =
∑
i
bie
′ ◦ si(t) = te
′(b′),
and since t is ωS/I-regular we have e = e
′. Moreover, this also shows that
the image of φ is contained in L.
Now consider (k1, . . . , kl) ∈ L. Define e : T → ωS/I with e(b1, . . . , bl) =∑
biki. Then e ◦ si(t) = tki = ki(t), so Φ(e) = (k1, . . . , kl). QED
Now we present a method, originally developed in [KM], and prove that
it calculates a set of generators for
Hom(J, ωS/I)/ωS/I ,
which was conjectured by Reid.
The natural map S/I → S/J induces a map of complexes ψ : L → M
and the dual map ψ∗ : M∗ → L∗. Using (3.3), we get a commutative diagram
with exact rows
M∗r−1 −−−→ M
∗
r
b
−−−→ M∗r+1
c
−−−→ ωS/Jy y
L∗r−1 −−−→ L
∗
r −−−→ ωS/I −−−→ 0
therefore, by the definition of T , we have an induced map ψ∗ : T → ωS/I .
Notice that this map is not canonical, but depends on the choice of ψ; we
fix one such choice. Set
Φ(ψ∗) = (k1, . . . , kl).
Theorem 3.2 The S-module HomS(J, ωS/I) is generated by ωS/I together
with k1, . . . , kl.
Proof Since ωS/I together with the qi of (3.7) generate Hom(J, ωS/I), there
are equations
ki =
∑
j
aijqj + θi, aij ∈ S, θi ∈ ωS/I . (3.9)
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Clearly (qi), (θi) are in the image of Φ, which by Lemma 3.1 is equal to L;
set (qi) = Φ(Q), (θi) = Φ(Θ). Define the map f0 : S
l → Sl with
f0(b1, . . . bl) = (b1, . . . , bl)[aij ].
Using (3.8), T is invariant under f0, so there is an induced map f1 : T →
T and, using (3.6), a second induced map f2 ∈ Hom(ωS/J , ωS/J), with
f2(ei) =
∑
j aijej . We will show that f2 is an automorphism of ωS/J , which
will prove the theorem.
Using (3.2), (3.3) and the definition (3.5) of T , we get
Extr+1(ωS/J , S) = Ext
r(T, S) = S/J,
Extr(ωS/I , S) = S/I.
Moreover, by [BH] Theorem 3.3.11 the natural map S/J → Hom(ωS/J , ωS/J)
is an isomorphism. This, together with the formal properties of the Ext
functor, imply that the natural map
Extr+1( – , idS) : Hom(ωS/J , ωS/J)→ S/J = Hom(S/J, S/J)
is the identity S/J → S/J . Therefore it is enough to show that Extr+1(f2)
is a unit in S/J , and by (3.6) Extr+1(f2) = Ext
r(f1), where for simplicity
of notation we denote Ext∗( – , idS) by Ext
∗( – ).
By (3.9) and the injectivity of Φ (Lemma 3.1)
ψ∗ = Q ◦ f1 +Θ; (3.10)
hence
Extr(ψ∗) = Extr(f1) Ext
r(Q) + Extr(Θ)
as maps S/I → S/J . Since Θ can be extended to a map Sl → ωS/I ,
Extr(Θ) = 0. Moreover, by the construction of ψ∗, Extr(ψ∗) = 1 ∈ S/J .
This implies that Extr(f1) is a unit in S/J , which finishes the proof. QED
The arguments in the proof of Theorem 3.2 also prove the more general
Theorem 3.3 Let
f : T → ωS/I
be an S-homomorphism, and set fi = f ◦si for 1 ≤ i ≤ l. Then ωS/I together
with f1, . . . , fl generate Hom(J, ωS/I) if and only if the map
Extr(f) : S/I → S/J
is surjective.
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4 Unprojection of a complete intersection inside a
complete intersection
Let S be a Gorenstein local ring and I ⊂ J ideals of S, of codimensions
r and r + 1 respectively. We assume that each is generated by a regular
sequence, say
I = (v1, . . . , vr), J = (w1, . . . , wr+1). (4.1)
Since I ⊂ J , there exists an r × (r + 1) matrix Q with

v1
...
vr

 = Q


w1
...
wr+1

 . (4.2)
Definition 4.1
∧rQ is the 1 × (r + 1) matrix whose ith entry (∧rQ)i is
(−1)i+1 times the determinant of the submatrix of Q obtained by removing
the ith column.
Lemma 4.2 (Cramer’s rule) For all i, j the element
(
r∧
Q)iwj − (
r∧
Q)jwi
belongs to the ideal (v1, . . . , vr).
Proof Simple linear algebra. QED
We define gi ∈ S by
r∧
Q = (g1, . . . , gr+1).
The special case r = 2 of the following theorem was proven by direct
methods in [CFHR] Lemma 6.11.
Theorem 4.3 HomS/I(J/I, S/I) is generated as S/I-module by two ele-
ments id and s, where
s(wi) = gi, for 1 ≤ i ≤ r + 1.
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Proof Since S/I is Gorenstein, we have ωS/I = S/I. By Lemma 4.2 s is
well defined. Consider the minimal Koszul complexes corresponding to the
generators given in (4.1) that resolve S/I, S/J as S-modules,
L→ S/I, M→ S/J.
The matrix Q can be considered as a map L1 → M1 making the following
square commutative
L1
(v1,...,vr)
−−−−−→ L0 = S
Qt
y idy
M1
(w1,...,wr+1)
−−−−−−−−→ M0 = S
There are induced maps
∧nQt : Ln →Mn, ∧0Qt = idS (compare e.g. [BH]
Proposition 1.6.8), giving a commutative diagram
L −−−→ S/Iy y
M −−−→ S/J
The last nonzero map is given by
∧rQt; therefore using Theorem 3.2 the
result follows. QED
Remark 4.4 Using [PR] Theorem 1.5, the ideal (vi, Twj − gj) of the poly-
nomial ring S[T ] is Gorenstein. It will be interesting to find a geometric
proof of this result.
5 Tom & Jerry
5.1 Definition of Tom
Assume S is a commutative Noetherian ring and akij , xk, zk ∈ S for 1 ≤ k ≤
4, 2 ≤ i < j ≤ 5, and consider the 5× 5 skewsymmetric matrix
A =


. x1 x2 x3 x4
. a23 a24 a25
. a34 a35
−sym . a45
.

 (5.1)
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where
aij =
4∑
k=1
akijzk.
The Tom ideal corresponding to A is the ideal I ⊂ S generated by the
Pfaffians of A. Notice that I ⊂ J = (z1, . . . , z4), as we shall see this is
(under genericity conditions) an unprojection pair.
If S is the polynomial ring over the ring of integers Z with indeterminates
akij , xk, zk (indices as above) we call I the generic integral Tom ideal.
5.2 The generic integral Tom ideal is prine
Theorem 5.1 The generic integral Tom ideal I is prime of codimension
three and S/I is Gorenstein.
We prove the theorem following the ideas of [BV] Chapter 2. Set R = S/I
and X = SpecR. We will prove that R is a domain.
Lemma 5.2 For all i = 1, . . . , 4 the element zi ∈ R is not nilpotent. More-
over, R[z−1i ] is a domain and dimR[z
−1
i ] = 29.
Proof Due to symmetry, it is enough to prove it for z1. By the form of the
generators of I it follows immediately that z1 ∈ R is not nilpotent. Consider
the ring
T = k[z1][z
−1
1 ][x1, . . . , x4, z2, z3, z4][a
k
ij ],
and the two skewsymmetric matrices N1 and N2 with
N1 =


. x1 x2 x3 x4
. a123 a
1
24 a
1
25
. a134 a
1
35
−sym . a145
.


and N2 = A, the generic Tom matrix defined in (5.1). Denote by Ii the ideal
of T generated by the Pfaffians ofNi for i = 1, 2. Consider the automorphism
f : T → T that is the identity on k[z1][z
−1
1 ][x1, . . . , x4, z2, z3, z4], f(a
t
ij) = a
t
ij
if t 6= 1 and f(a1ij) =
∑4
k=1 a
k
ijzk (f is automorphism since z1 is invertible
in T ). Because N1 is the generic skewsymmetric matrix, I1 is prime of
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codimension 3 (see e.g. [KL]). Hence I2 = f(I1) is also prime of codimension
3, which proves the lemma. QED
Set Ui = SpecR[z
−1
i ] ⊂ X, by Lemma 5.2 Ui is irreducible. Since the
prime ideal (xk, a
k
ij) ⊂ R is in the intersection of the Ui, we have that V =
∪Ui is also irreducible of dimension 29. In addition, X \ V = SpecS/J has
dimension 28, where J = (z1, . . . , z4) ⊂ S. Therefore, X has dimension 29,
so I has codimension three. Since I is generated by Pfaffians, Theorem 2.1
implies that R = S/I is Gorenstein. It follows that I is unmixed, so J is
not contained in any associated prime of I.
Since R[z−11 ] is a domain, there is exactly one associated prime ideal P
of R such that z1 /∈ P . If P is the single associated prime ideal of R, then z1
is a regular element of R and R is also a domain. Suppose there is a second
associated ideal Q 6= P . By what we have stated above and since z1 ∈ Q,
there is some zi /∈ Q. Since R[z
−1
i ] is a domain, it follows as before that
zi ∈ P . Now PR[z
−1
1 ] = 0, but the image of zi in PR[z
−1
1 ] is different from
0 (otherwise ziz
t
1 ∈ I which clearly doesn’t happen), a contradiction which
finishes the proof of Theorem 5.1.
5.3 Fundamental calculation for Tom
In this section I ⊂ S is the generic integral Tom ideal defined in Subsec-
tion 5.1.
Explicitly, I = (P0, . . . , P4) with
P0 = a23a45 − a24a35 + a25a34 (5.2)
P1 = x2a45 − x3a35 + x4a34
P2 = x1a45 − x3a25 + x4a24
P3 = x1a35 − x2a25 + x4a23
P4 = x1a34 − x2a24 + x3a23
Clearly I ⊂ J = (z1, z2, z3, z4).
Since each Pi, for 1 ≤ i ≤ 4, is linear in zj , there exists (unique) 4 × 4
matrix Q independent of the zj such that

P1
...
P4

 = Q


z1
...
z4

 (5.3)
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We denote by Qi the ith row of Q, and by Q̂i the submatrix of Q obtained
by deleting the ith row. Since (compare (2.1))
x4P4 = x1P1 − x2P2 + x3P3,
and Q is independent of the zj , it follows that
x4Q4 = x1Q1 − x2Q2 + x3Q3. (5.4)
For i = 1, . . . , 4 we define a 1× 4 matrix Hi by
Hi =
3∧
Q̂i,
where
∧
as in Definition 4.1.
Lemma 5.3 For all i, j
xiHj = xjHi.
Proof Equation (5.4) implies, for example, that
3∧
Q̂3 =
3∧Q1Q2
Q4

 = 3∧

 Q1Q2
x3
x4
Q3

 = x3
x4
3∧
Q̂4.
QED
Using the previous lemma we can define four polynomials gi by
(g1, g2, g3, g4) =
Hj
xj
(5.5)
and this definition is independent of the choice of j.
Lemma 5.4 For all i, j
gizj − gjzi ∈ I.
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Proof The definition (5.3) of Q implies
P1P2
P3

 =

Q1Q2
Q3




z1
...
z4


By Cramer’s rule (Lemma 4.2)
(H4)izj − (H4)jzi ∈ I,
as a consequence
x4(gizj − gjzi) ∈ I.
I is prime by Theorem 5.1, so the result follows. QED
5.4 Resolution of Tom
We use the notations of Subsection 5.3.
Consider the Koszul complex M that gives a resolution of the ring S/J
0→ S
B4−→ S4
B3−→ S6
B2−→ S4
B1−→ S → 0,
with
B1 = (z1, z2, z3, z4),
B2 =


−z2 −z3 0 −z4 0 0
z1 0 −z3 0 −z4 0
0 z1 z2 0 0 −z4
0 0 0 z1 z2 z3


and
B3 =


z3 z4 0 0
−z2 0 z4 0
z1 0 0 z4
0 −z2 −z3 0
0 z1 0 −z3
0 0 z1 z2


, B4 = (−z4, z3,−z2, z1)
t.
Moreover, the skewsymetric matrix A defines as in (2.1) a complex L:
0→ S
C3−→ S5
C2−→ S5
C1−→ S → 0 (5.6)
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resolving the ring S/I. Here C2 = A,C1 = (P0,−P1, P2,−P3, P4), and C3 is
the transpose matrix of C1. Define the 4× 1 matrix D3 with
D3 = (−g4, g3,−g2, g1)
t,
where the gi are as in (5.5).
Theorem 5.5 There exist matrices D2,D1,D0 (of suitable sizes) making
the following diagram commutative.
0 −−−→ S
C3−−−→ S5
C2−−−→ S5
C1−−−→ S
D3
y D2y D1y D0y
S
B4−−−→ S4
B3−−−→ S6
B2−−−→ S4
B1−−−→ S
In addition we can assume that D0 = 1 ∈ Z.
Proof As in (3.3), the dual complexes
S∗ → S5∗ → S5∗ → S∗
and
S∗ → S4∗ → S6∗ → S4∗
are exact. Using Lemma 5.4, there exists D∗2 making the (dual) square com-
mutative. Then, the existence of D∗1 and D
∗
0 follows by simple homological
algebra.
We getD0 ∈ Z by checking the degrees in the commutative diagram. The
fact that we can take D0 = 1 will be proved in the next subsection. QED
5.5 Original Tom
Write Y ⊂ P8 for the Segre embedding of P2×P2 (all schemes are over the
ring of integers Z). It is easy to see that Y is projectively Gorenstein of
codimension four. The defining equations are rankL ≤ 1, where L is the
generic 3× 3 matrix
L =

 a x3 x4x1 z1 z2
x2 z3 z4


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and a, x1, . . . , x4, z1, . . . z4 are indeterminates. Let X ⊂ P
7 be the image of
the projection of Y from the point ((1, 0, 0), (1, 0, 0)) ∈ P2×P2. Clearly, the
ideal of X is generated by the five polynomials (the five minors of L not
involving a)
I(X) = (x3z2 − x4z1, x3z4 − x4z3, x1z3 − x2z1, x1z4 − x2z2).
These are the Pfaffians of the skewsymmetric 5× 5 matrix
M =


. x1 x2 x3 x4
. 0 z1 z2
. z3 z4
0
.

 (5.7)
We call X the original Tom. X contains the complete intersection D (the
exceptional locus of the inverse map to the projection Y 99K X), with
I(D) = (z1, . . . , z4).
Equations (5.5) specialize to
g1 = x1x3, g2 = x1x4, g3 = x2x3, g4 = x2x4.
An easy calculation using (the specialization of) the complexes L, M
defined in Section 5.4 gives that we can take in the specialization of the
diagram of Theorem 5.5
D′2 =


0 −x2 0 0 0
0 0 0 −x4 0
0 0 x2 x3 0
0 x1 0 x3 0
0 0 0 0 x3
0 0 x1 0 0


,
D′1 =


−z4 0 x4 0 −x2
0 0 −x3 x2 0
z2 −x4 0 0 x1
0 x3 0 −x1 0


and D′0 = 1.
End of proof of Theorem 5.5 Using the uniqueness up to homotopy of
a map between resolutions of modules induced by a fixed map between the
modules, the last part of Theorem 5.5 follows from D′0 = 1.
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5.6 Local Tom
Let S be a Gorenstein local ring, akij ∈ S and xk, zk ∈ m, the maximal ideal
of S, with indices as in Subsection 5.1. Let A be the skewsymmetric matrix
defined in (5.1), I the ideal generated by the Pfaffians of A (see (5.2)) and
J = (z1, . . . , z4).
We assume that z1, . . . , z4 is a regular sequence and that I has codimen-
sion three, the maximal possible. Since S is Cohen–Macaulay, the grade of I
is also three. By Theorem 2.1, the complex L defined in (5.6) is the minimal
resolution of S/I and S/I is Gorenstein.
Recall that in (5.5) we defined elements gi which are polynomials of a
k
ij
and xk. Define a map ψ : J/I → S/I with zi 7→ gi. By res we denote the
residue map defined in (3.1).
Theorem 5.6 The element res(ψ) ∈ S/J is a unit, and the ideal
(P0, . . . , P4, T z1 − g1, . . . , T z4 − g4) (5.8)
of the polynomial ring S[T ] is Gorenstein of codimension four.
Proof The theorem follows immediately from Theorem 5.5 (since the di-
agram is defined over Z), Theorem 3.2, and [PR] Theorem 1.5. QED
Remark 5.7 It is easy to see that in the case of the unprojection of the
generic integral Tom, or more generaly if S is arbitrary and I is sufficiently
general, the unprojection ideal (Pi, T zi − gi) ⊂ S[T ] is generated by 9 ele-
ments and has 16 syzygies.
Example 5.8 We will calculate the equations of the unprojection of the
Tom matrix
A =


. x1 x1x2z2 x3 x3
. 0 x3z3z1 + z2 z3
. z4 z1
−sym . 0
.


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We make the choice a124 = x3z3, a
3
24 = 0 and replace A with
A′ =


. t1 t2 t3 t4
. 0 x3z3z1 + z2 z3
. z4 z1
−sym . 0
.


We have
Q′ =


−t3 0 0 t4
t4x3z3 t4 −t3 0
t1 0 −t2 0
−t2x3z3 −t2 0 t1


and
H ′4 = (t4t4t2, t4(−t4x3z3t2 + t1t3), t4t1t4, t4t2t3).
Therefore, the unprojection equations are
g1 = x3(x1x2z2), g2 = −x3x3z3(x1x2z2) + x1x3, g3 = x1x3,
g4 = (x1x2z2)x3.
Example 5.9 (Del Pezzo surfaces) Using serial unprojection, we can explic-
itly construct the equations of del Pezzo surfaces. For example start with the
smooth cubic hypersurface X3 ⊂ P
3 with equation xz(x+z)−yw(y+w) = 0
over C. It is a general fact (see e.g. [Har] Section V.4) that it contains six
lines which are mutually disjoint, for our purposes we write down four lines
which are mutually disjoint:
l1 : x = y = 0 l2 : z = w = 0
l3 : x+ z = y +w = 0 l4 : x− w = x+ y + z = 0
Since X3 is smooth, unprojection corresponds to blowing down a −1 curve.
We unproject the line l1 in X3, to get the del Pezzo degree 4 surface
X4 ⊂ P
4, with equations sx− w(y +w) = sy − z(x+ z) = 0, where s is the
new coordinate.
Then we unproject the strict transform l′2 of l2 in X4. The line l
′
2 has
equations s = z = w = 0. Using Theorem 4.3, the unprojection is the degree
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5 del Pezzo X5 ⊂ P
5 with equations given by the five Pfaffians g1, . . . , g5 of
the skewsymmetric 5× 5 matrix
M =


. −x w −y −z
. 0 t −(y + w)
. x+ z s
−sym . 0
.


where t is the new coordinate. This is a Tom format with respect to the
line l′3 : t = s = x + z = y + w = 0 (the strict transform of l3), so we can
unproject l′3. Using Theorem 5.6, we get the del Pezzo surface X6 ⊂ P
6 (a
hyperplane section of the Segre embedding P2×P2 ⊆ P8), with ideal
I(X6) = (g1, . . . , g5, ut− xy, u(y + w) + xz, u(x+ z) + yw, us + wz),
where u is the new coordinate. We leave it as an exercise to the interested
reader to find the equations of the del Pezzo surface X7 ⊂ P
7 arising as un-
projection of the strict transform of l4 inside X6 (compare also Remark 5.6).
5.7 Jerry
The Jerry unprojection family has many similarities with the Tom family,
we will avoid repeating the arguments when they are almost identical.
Assume S is a commutative Noetherian ring and xi, zk, c
k, aki , b
k
i ∈ S for
1 ≤ k ≤ 4, 1 ≤ i ≤ 3, and consider the 5× 5 skewsymmetric matrix
A =


. c a1 a2 a3
. b1 b2 b3
. x1 x2
−sym . x3
.

 (5.9)
where
ai =
4∑
k=1
aki zk, bi =
4∑
k=1
bki zk, c =
4∑
k=1
ckzk.
The Jerry ideal corresponding to A is the ideal I ⊂ S generated by the
Pfaffians of A. Notice that I ⊂ J = (z1, . . . , z4).
If S is the polynomial ring over the ring of integers Z with indeterminates
xi, zk, c
k, aki , b
k
i (indices as above) we call I the generic integral Jerry ideal.
The proof of the following theorem is very similar to the proof of Theo-
rem 5.1.
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Theorem 5.10 The generic integral Jerry ideal I is prime of codimension
three and S/I is Gorenstein.
We work with the generic integral Jerry ideal I. Write I = (P1, . . . , P5),
with
P1 = b1x3 − b2x2 + b3x1 (5.10)
P2 = a1x3 − a2x2 + a3x1
P3 = cx3 − a2b3 + a3b2
P4 = cx2 − a1b3 + a3b1
P5 = cx1 − a1b2 + a2b1
Unlike in the Tom case, we only have two Pfaffians, P1 and P2, linear in
zk. P3 is quadratic in zk, but after choosing to consider a2, a3 as indetermi-
nates it can be considered linear. Using this convention we write

P1P2
P3

 = Q


z1
...
z4

 (5.11)
Q is a 3× 4 matrix, with
Q1k = b
k
1x3 − b
k
2x2 + b
k
3x1
Q2k = a
k
1x3 − a
k
2x2 + a
k
3x1
Q3k = c
kx3 − a2b
k
3 + a3b
k
2
We define hi by
3∧
Q = (h1, . . . , h4).
(
∧
as in Definition 4.1.)
Lemma 5.11 For i = 1, . . . , 4 there exist polynomials Ki, Li with
hi = x3Ki + (a2x2 − a3x1)Li.
Therefore, we can write
hi = x3(Ki + a1Li)− LiP2.
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Proof LetM be the matrix obtained from Q by substituting x3 = 0. Since
M1k = x1b
k
3 − x2b
k
2
M3k = −a2b
k
3 + a3b
k
2
we get
M =

 x1 0 −x20 1 0
−a2 0 a3



 b13 b23 b33 b43M21 M22 M23 M24
b12 b
2
2 b
3
2 b
4
2


The lemma follows from elementary properties of determinants. QED
We fix the polynomials Ki, Li defined (implicitly) in the proof of
Lemma 5.11. For i = 1, . . . , 4 we define polynomials gi by
gi = Ki + a1Li. (5.12)
Using (5.11) and Theorem 5.10, the following lemma follows in the same
way as Lemma 5.4.
Lemma 5.12 For all i, j we have gizj − gjzi ∈ I.
Consider as in Subsection 5.4 the Koszul complex M resolving S/J , the
complex L resolving the ring S/I, and define the 4× 1 matrix D3 with
D3 = (−g4, g3,−g2, g1)
t,
where the gi are as in (5.12).
Except from the part D0 = 1 ∈ Z, the following theorem follows imme-
diately using the arguments in the proof of Theorem 5.5.
Theorem 5.13 There exist matrices D2,D1,D0 (of suitable sizes) making
the following diagram commutative.
0 −−−→ S
C3−−−→ S5
C2−−−→ S5
C1−−−→ S
D3
y D2y D1y D0y
S
B4−−−→ S4
B3−−−→ S6
B2−−−→ S4
B1−−−→ S
Moreover, we can assume that D0 = 1 ∈ Z.
The partD0 = 1 follows, as in the Tom case, by a specialization argument
using the original Jerry which we now define.
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Original Jerry Write Y ⊂ P7 for the image of the Segre embedding of
P1×P1×P1. Y is projectively Gorenstein of codimension four. Let X ⊂ P6
be the image of the projection of Y from the point ((1, 0), (1, 0), (1, 0)) ∈
P1×P1×P1. If z1, . . . , z4, x1, . . . , x3 are homogeneous coordinates for P
6,
the homogeneous ideal of X is given (compare [Ki], Example 6.10) by the
Pfaffians of the skewsymmetric matrix
M =


. z1 z2 z3 0
. 0 z3 z4
. x1 x2
x3
.


We call X the original Jerry.
Local Jerry Let S be a Gorenstein local ring, aki , b
k
i , c
k ∈ S and xi, zk ∈
m, the maximal ideal of S, with indices as above. Let A be the skewsym-
metric matrix defined in (5.9), I the ideal generated by the Pfaffians of A
(see (5.10)) and J = (z1, . . . , z4).
We assume that z1, . . . , z4 is a regular sequence and that I has codimen-
sion three, the maximal possible. Since S is Cohen–Macaulay, the grade of I
is also three. By Theorem 2.1, the complex L defined in (2.1) is the minimal
resolution of S/I and S/I is Gorenstein.
Recall that in (5.12) we defined elements gi which are polynomials in
aki , b
k
i , c
k
i , zk and xi. Define a map ψ : J/I → S/I with zi 7→ gi. By res we
denote the residue map defined in (3.1).
The proof of the following theorem is very similar to the proof of Theo-
rem 5.6.
Theorem 5.14 The element res(ψ) ∈ S/J is a unit, and the ideal
(P1, . . . , P5, T z1 − g1, . . . , T z4 − g4)
of the polynomial ring S[T ] is Gorenstein of codimension four.
Remark 5.15 As in the Tom case, it is easy to see that in the case of the
unprojection of the generic integral Jerry, or more generaly if S is arbitrary
and I is sufficiently general, the unprojection ideal (Pi, T zj − gj) ⊂ S[T ]
is generated by 9 elements and has 16 syzygies. As already mentioned in
the introduction, it would be very interesting to find out whether all known
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Gorenstein codimension four rings with 9× 16 resolution are related to the
Tom and Jerry unprojection families. That would probably need an intrinsic
characterization of Tom and Jerry, which at present is not known.
6 Final comments on calculating unprojection
Remark 6.1 In all three families of unprojection data I ⊂ J ⊂ S we
handled, J = (w1, . . . , wr+1) was generated by a regular sequence, and the
treatment was roughly as follows: Choose r suitable elements v1, . . . , vr of
I, use Cramer rule with respect to the matrix Q that expresses the vi as
combination of the wj , and then (in the Tom and Jerry cases) divide by a
common factor. I believe that whenever J is generated by a regular sequence
the steps will be similar, the question is to give a unified treatment of all
such cases.
Remark 6.2 The case where J is not a complete intersection seems to be
more mysterious. Cramer’s rule definitely does not work, as it can be seen
from [KM] Example 2.1.
Remark 6.3 If one could give an interpretation of the residue epimorphism
(3.1)
HomS/I(J/I, ωS/I)
res
−−→ ωS/J → 0
using differentials, then, in principle, he should be able to have a clean and
easy calculation of unprojection avoiding complexes.
Remark 6.4 All three families of unprojection we calculated belong to the
type I unprojection (see [Ki], Section 9), since the ring S/J is Gorenstein.
Reid and his coworkers have discovered (at least) three more types of un-
projection, which they call Types II-IV, see loc. cit. and [R2]. Since in
Theorem 3.2 we need S/J to be Cohen–Macaulay, our methods can also
handle Type III unprojections, but need improvement in order to calculate
Type II and IV.
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