Globally solvable systems of complex vector fields  by Bergamasco, Adalberto P. et al.
J. Differential Equations 252 (2012) 4598–4623Contents lists available at SciVerse ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Globally solvable systems of complex vector ﬁelds✩
Adalberto P. Bergamasco ∗, Cleber de Medeira, Sérgio Luís Zani
Departamento de Matemática, Instituto de Ciências Matemáticas e de Computação - USP, Caixa Postal 668, São Carlos, SP, 13560-970,
Brazil
a r t i c l e i n f o a b s t r a c t
Article history:
Received 21 October 2011
Revised 13 January 2012
Available online 31 January 2012
Keywords:
Global solvability
Complex vector ﬁelds
Involutive systems
Liouville number
We consider a class of involutive systems of n smooth vector
ﬁelds on the n + 1 dimensional torus. We obtain a complete
characterization for the global solvability of this class in terms
of Liouville forms and of the connectedness of all sublevel and
superlevel sets of the primitive of a certain 1-form in the minimal
covering space.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this work we study the global solvability of a system of complex vector ﬁelds on the torus
Tn+1  (R/2πZ)n+1 given by
L j = ∂
∂t j
+ (a j(t) + ib j(t j)) ∂
∂x
, j = 1, . . . ,n, (1.1)
where a j ∈ C∞(Tn;R), b j ∈ C∞(T1;R) and (t, x) = (t1, . . . , tn, x) are the coordinates on the torus
Tn+1. We assume that the system (1.1) is involutive or equivalently that the 1-form c = a + ib ∈∧1 C∞(Tn) is closed, where a(t) =∑nj=1 a j(t)dt j and b(t) =∑nj=1 b j(t j)dt j are real 1-forms on Tn .
For further explanations about these concepts see the books of Berhanu, Cordaro, and Hounie [8] and
Treves [12].
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the following way
Lu = dtu + c(t) ∧ ∂
∂x
u, u ∈ C∞(Tn+1) (orD′(Tn+1)),
where dt denotes the exterior differential on the torus Tnt .
Note that if Lu = f for some u ∈ C∞(Tn+1) (or D′(Tn+1)) then f must be of the form
f =
n∑
j=1
f j(t, x)dt j .
As in [3] we denote the space of such forms by C∞(Tnt ×T1x;
∧1,0
).
The local solvability of this complex was treated by Treves in his seminal work [11].
Our aim is to carry out a study of the global solvability at the ﬁrst level of this complex. The real
case, that is, when each function b j is identically zero, was studied by Bergamasco and Petronilho
in [7]. When c(t) is exact the problem was solved by Cardoso and Hounie in [9]. The case of a single
vector ﬁeld was treated by Hounie in [10]. We are interested in global solvability when at least one
of the functions b j is not identically zero.
We prove that the global solvability is closely related to the property of all the sublevel and super-
level sets of a global primitive of the pull-back Π∗b being connected in the minimal covering space
Π : T → Tn on which Π∗b is exact.
When some of the functions b j are identically zero the global solvability involves Liouville forms.
An interesting consequence of our results is that the system⎧⎪⎪⎨⎪⎪⎩
L1 = ∂
∂t1
+ 1
4
∂
∂x
,
L2 = ∂
∂t2
+
(
1
2
+ i sin t2
)
∂
∂x
is globally solvable on T3, while ⎧⎪⎪⎨⎪⎪⎩
L1 = ∂
∂t1
+ 1
2
∂
∂x
,
L2 = ∂
∂t2
+
(
1
4
+ i sin t2
)
∂
∂x
is not.
The articles [1–6] deal with similar questions.
2. Preliminaries and statement of the main result
We study the global solvability of the equation Lu = f where u ∈D′(Tn+1) and f ∈ C∞(Tnx ×T1t ;∧1,0
). There are natural compatibility conditions on f for the existence of a solution u to the equation
Lu = f . We now move on to describing them.
If f ∈ C∞(Tnx ×T1t ;
∧1,0
) we consider the Fourier series
f (t, x) =
∑
ξ∈Z
fˆ (t, ξ)eiξx,
where fˆ (t, ξ) =∑nj=1 fˆ j(t, ξ)dt j and fˆ j(t, ξ) denotes the Fourier transform with respect to x.
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Cn Cn . Thus, if f ∈ C∞(Tnx ×T1t ;
∧1,0
) and if there exists u ∈D′(Tn+1) such that Lu = f , then,
since L deﬁnes a differential complex, L f = 0; also for any ξ ∈ Z,
fˆ (t, ξ)ei(ψξ (t)+ξC(t)) is exact when ξc0 is integral, (2.1)
where ψξ ∈ C∞(Rn;R) is such that dψξ = Π∗(ξc0) and Π : Rn → Tn denotes the universal covering
of Tn .
We deﬁne the following set
E=
{
f ∈ C∞
(
Tnx ×T1t ;
1,0∧)
; L f = 0 and (2.1) holds
}
.
Deﬁnition 2.1. The operator L is said to be globally solvable at the ﬁrst level of the complex on Tn+1
if for each f ∈ E there exists u ∈D′(Tn+1) satisfying Lu = f .
We will identify the 1-form c0 ∈ ∧1Cn with the vector (c10, . . . , cn0) in Cn consisting of the
periods c j0 = a j0 + ib j0 where
a j0 = 12π
2π∫
0
a j(0, . . . , τ j, . . . ,0)dτ j and b j0 = 12π
2π∫
0
b j(τ j)dτ j .
Also, we will use the notation a0 = (a10, . . . ,an0) and b0 = (b10, . . . ,bn0).
In [5] the authors deﬁne the minimal covering of Tn with respect to the 1-form b as the smallest
covering space Π : T → Tn where the pull-back Π∗b is exact. The minimal covering of Tn is isomor-
phic to T = Rr × Tn−r where r is the rank of the group of the periods of b. The extreme cases are
T = Tn when r = 0 and T =Rn when r = n. Also, note that b is exact if and only if r = 0.
In the minimal covering space the 1-form Π∗b has a global primitive B and since each b j depends
only on the coordinate t j the function B : T →R is of the form B(t) =∑nj=1 B j(t j).
Given α = (α1, . . . ,αN ) ∈ QN and J = ( j1, . . . , jm) ∈ Nm we denote by q J the smallest positive
integer such that q J (α j1 , . . . ,α jm ) ∈ Zm . When J = (1, . . . ,N) we write q∗ .= q J ; thus q J  q∗ and q J
divides q∗ .
If, otherwise, α /∈QN we say that α is Liouville when there exist a constant C > 0 and a sequence
{(κl, ξl)} in ZN ×Z (ξl  2) such that
max
j=1,...,N
∣∣∣∣α j − κ( j)lξl
∣∣∣∣ C(ξl)l , ∀l ∈N.
Let
J
.= { j ∈ {1, . . . ,n}, b j ≡ 0}= { j1 < · · · < jm}.
The main result of this work is the following theorem:
Theorem 2.2. With the above notation, the operator L is globally solvable if and only if one of the following
two situations occurs:
I) J = ∅ and (a j10, . . . ,a jm0) /∈Qm is non-Liouville.
II) Any primitive, in the minimal covering T , of Π∗b has only connected sublevels and superlevels and, addi-
tionally, one of the following conditions holds:
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2. J = ∅, b is exact, a0 ∈Qn and q∗ = q J ;
3. b is not exact.
Note that when J = {1, . . . ,n} we have that b = 0, hence b is exact, and q∗ = q J . In this case
Theorem 2.2 says that L is globally solvable if and only if either a0 /∈Qn is non-Liouville or a0 ∈Qn ,
which was proved by Bergamasco and Petronilho in [7]. Thus, in order to prove Theorem 2.2 it suﬃces
to prove the following propositions:
Proposition 2.3. If J = ∅, then the operator L is globally solvable if and only if one of the following conditions
holds:
i) There is a function b j that does not change sign.
ii) b is exact, a0 ∈ Zn and the sublevels Ωs = {t ∈ Tn, B(t) < s} and superlevels Ω s = {t ∈ Tn, B(t) > s}
are connected for every s ∈R.
Proposition 2.4. If ∅ = J = {1, . . . ,n} then the operatorL is globally solvable if and only if one of the following
conditions holds:
i) There is a function b j ≡ 0 that does not change sign.
ii) (a j10, . . . ,a jm0) /∈Qm is non-Liouville.
iii) a0 ∈ Qn, q∗ = q J , b is exact and the sublevels Ωs = {t ∈ Tn, B(t) < s} and superlevels Ω s = {t ∈ Tn,
B(t) > s} are connected for every s ∈R.
Proposition 2.4 provides the following interesting example.
Example 2.5. The system
⎧⎪⎪⎨⎪⎪⎩
L1 = ∂
∂t1
+ 1
4
∂
∂x
,
L2 = ∂
∂t2
+
(
1
2
+ i sin t2
)
∂
∂x
is globally solvable on T3 since q J = q∗ = 4, whereas
⎧⎪⎪⎨⎪⎪⎩
L1 = ∂
∂t1
+ 1
2
∂
∂x
,
L2 = ∂
∂t2
+
(
1
4
+ i sin t2
)
∂
∂x
is not globally solvable since in this case q J = 2< 4 = q∗ .
When b is not exact, condition (i) in Propositions 2.3 and 2.4 is equivalent to the property of
all sublevels and superlevels sets of a primitive B being connected in T . Indeed, this result will be
proved in the following lemma:
Lemma 2.6. If b =∑nj=1 b j(t j)dt j is not exact and T denotes the minimal covering, then the sublevels Ωs =
{t ∈ T , B(t) =∑nj=1 B j(t j) < s} and superlevels Ω s = {t ∈ T , B(t) =∑nj=1 B j(t j) > s} are all connected
for every s ∈R if and only if there exists a function b j ≡ 0 that does not change sign.
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of b. We may assume that b1, . . . ,br do not have primitives in T and br+1, . . . ,bn do. Then, for each
j = 1, . . . , r, the function B j has a disconnected superlevel on R, hence there are a real number r j
and an open bounded interval I j which is a connected component of {t j ∈ R, B j(t j) > r j}. We write
I j = (p j,q j) and M j .= max{B j(t j), t j ∈ [p j,q j]}, and we have B j(p j) < M j and B j(q j) < M j . Also,
we will denote by M ′ the maximum of Br+1 + · · · + Bn over Tn−r .
Consider now the sets I = I1 × · · · × Ir and U .= I × Tn−r . We take t∗ = (t∗1, . . . , t∗n) ∈ U where
B j(t∗j ) = M j , j = 1, . . . , r and Br+1(t∗r+1)+· · ·+ Bn(t∗n) = M ′ . Thus, if M .= B(t∗) then B(t) M , ∀t ∈ U
and B(t) < M , ∀t ∈ ∂ I ×Tn−r .
We choose M˜ < s < M where M˜ = max{B(t); t ∈ ∂ I × Tn−r}; we claim that the superlevel Ω s is
disconnected in T . Indeed, we write Ω s = (U ∩ Ω s) ∪ (Ω s \ U ) hence U ∩ Ω s = ∅ and Ω s \ U = ∅.
Since U is an open set in T hence U ∩ Ω s is an open set in Ω s (in the topology induced by T ). It
remains now to prove that Ω s \ U is open in Ω s .
Let t = (t′, t′′) ∈ Ω s \U = Ω s ∩ (T \U ) where t′ = (t1, . . . , tr) and t′′ = (tr+1, . . . , tn), thus t′ ∈Rr \ I .
Hence, there exists a neighborhood Vt′ of t′ such that Vt′ ⊂ Rr \ I . Otherwise, if Vt′ ∩ I = ∅ for
each neighborhood Vt′ ⊂ Rr of t′ then t′ ∈ ∂ I , thus B(t)  M˜ < s that is a contradiction. We deﬁne
Vt = Vt′ ×Tn−r , then Vt ⊂ T \ U . Also, there exists a neighborhood Wt ⊂ T of t such that Wt ⊂ Ω s .
Therefore (Vt ∩ Wt) ⊂ Ω s ∩ (T \ U ) and we conclude that Ω s \ U is an open set in Ω s .
On the other hand, suppose that there is b j ≡ 0 that does not change sign. We may assume that
b j(t j) 0 ∀t j ∈R. Thus B j is a non-increasing function on R.
Let s ∈ R and p = (p1, . . . , pn), q = (q1, . . . ,qn) ∈ Ωs . We suppose that p j  q j . For each
k = 1, . . . ,n, k = j there is a path σk (in R or S1) connecting qk and pk . Let M be the largest
Mk = max{Bk(τ ), τ ∈ σk} and C > 0 such that (n − 1)M + B j(q j + C) < s.
Since B is of the form B(t) =∑nk=1 Bk(tk) and B j is a non-increasing function there exists a path
γ1 connecting q and (q1, . . . ,q j + C, . . . ,qn) such that γ1 ⊂ Ωs . Let γ2 be the path γ2 .= (σ1, . . . ,q j +
C, . . . , σn), therefore B(γ2(ξ)) (n−1)M+ B j(q j +C) < s, ξ ∈R. Hence, γ2 ⊂ Ωs is a path connecting
(q1, . . . ,q j + C, . . . ,qn) and (p1, . . . ,q j + C, . . . , pn).
Finally, since p ∈ Ωs and p j  q j + C there exists a path γ3 ⊂ Ωs connecting p and (p1, . . . ,q j +
C, . . . , pn). We conclude that the sublevel Ωs is path-connected. Similarly, the superlevel Ω s is path-
connected. 
The differential operator L is globally solvable if and only if the differential operator
dt +
(
a0 + ib(t)
)∧ ∂
∂x
(2.2)
is globally solvable. Indeed, we write a in the form a = a0 + dt A where A ∈ C∞(Tn;R) and deﬁne
S :D′(Tn+1)−→D′(Tn+1),∑
ξ∈Z
uˆ(t, ξ)eiξx −→
∑
ξ∈Z
uˆ(t, ξ)eiξ A(t)eiξx.
Observe that S is an automorphism of D′(Tn+1) and of C∞(Tn+1). Also, the following equality
holds:
SLS−1 = dt +
(
a0 + ib(t)
)∧ ∂
∂x
,
which ensures our statement. Therefore, it is enough to prove Propositions 2.3 and 2.4 for the opera-
tor (2.2). From now on we will denote by L the operator (2.2), that is,
L= dt +
(
a0 + ib(t)
)∧ ∂ (2.3)
∂x
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the vector ﬁelds
L j = ∂
∂t j
+ (a j0 + ib j(t j)) ∂
∂x
, j = 1, . . . ,n. (2.4)
3. Suﬃciency in Proposition 2.3
Suppose ﬁrst that there exists a function b j ≡ 0 that does not change sign. We may as-
sume that b j(t j)  0, otherwise it suﬃces to use the diffeomorphism (t1, . . . , t j, . . . , tn, x) →
(t1, . . . ,−t j, . . . , tn, x) to obtain new coordinates in Tn+1 where this property holds. Therefore, the
primitive B j is a non-increasing function and b j0 < 0.
Let L deﬁned by (2.3) and f ∈ E. In order to construct a global solution to the equation Lu = f
we will use x-Fourier coeﬃcients and the formal series
u(t, x) =
∑
ξ∈Z
uˆ(t, ξ)eiξx (3.1)
and
fk(t, x) =
∑
ξ∈Z
fˆk(t, ξ)e
iξx, k = 1, . . . ,n. (3.2)
Substituting the series (3.1) and (3.2) in the equation L ju = f j , with L j given by (2.4), we obtain
for each ξ ∈ Z the following equation
∂
∂t j
uˆ(t, ξ) + iξ(a j0 + ib j(t j))uˆ(t, ξ) = fˆ j(t, ξ).
Since b j0 = 0, the preceding equation, for each ξ = 0, has exactly one solution given by
uˆ(t, ξ) = d jξ
t j∫
0
eiξ(C j(s j)−C j(t j)) fˆ j(t1, . . . , s j, . . . , tn, ξ)ds j
+ (d jξ − 1)
2π∫
t j
eiξ(C j(s j)−C j(t j)) fˆ j(t1, . . . , s j, . . . , tn, ξ)ds j, (3.3)
where
d jξ =
(
1− e−iξ2πc j0)−1 and C j(t j) = a j0t j + iB j(t j).
When ξ = 0 we must solve
∂
∂t
uˆ(t,0) = fˆ j(t,0);j
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uˆ(t,0) =
t j∫
0
fˆ j(t1, . . . , s j, . . . , tn,0)ds j (3.4)
which is well deﬁned and is a solution because fˆ (t,0) is exact (see (2.1)).
We will prove that u given by (3.1) with x-Fourier coeﬃcients (3.3) and (3.4) is a global solution
of the equation Lu = f .
Indeed, since b j0 < 0 there exists a constant C > 0 such that
C−1 < |d jξ | < C, ∀ξ ∈ Z+ and C−1 < |d jξ − 1| < C, ∀ξ ∈ Z−.
For each ξ ∈ Z+ we write the formula (3.3) as follows
uˆ(t, ξ) = d jξ
t j∫
0
eiξ(C j(s j)−C j(t j)) fˆ j(t1, . . . , s j, . . . , tn, ξ)ds j
+ eiξ2πc j0(d jξ − 1)︸ ︷︷ ︸
d jξ
2π∫
t j
eiξ(C j(s j)−C j(t j)−2πc j0) fˆ j(t1, . . . , s j, . . . , tn, ξ)ds j .
Note that in the ﬁrst integral we have 0  s j  t j , hence B j(t j) − B j(s j)  0, while in the sec-
ond integral t j  s j  2π and B j(t j) − B j(s j) + 2πb j0  0. Thus, from the preceding equation we
obtain
∣∣uˆ(t, ξ)∣∣ 2πC max
s∈Tn
∣∣ fˆ j(s, ξ)∣∣, ∀t ∈ Tn, ∀ξ ∈ Z+.
Similarly, for each ξ ∈ Z− we write the formula (3.3) in the form
uˆ(t, ξ) = e−iξ2πc j0d jξ︸ ︷︷ ︸
d jξ−1
t j∫
0
eiξ(C j(s j)−C j(t j)+2πc j0) fˆ j(t1, . . . , s j, . . . , tn, ξ)ds j
+ (d jξ − 1)
2π∫
t j
eiξ(C j(s j)−C j(t j)) fˆ j(t1, . . . , s j, . . . , tn, ξ)ds j .
Now, in the second integral we have t j  s j  2π and B j(t j) − B j(s j)  0, whereas in the ﬁrst
integral we have 0 s j  t j and B j(t j) − B j(s j) − 2πb j0  0. Again, we obtain
∣∣uˆ(t, ξ)∣∣ 2πC max
n
∣∣ fˆ j(s, ξ)∣∣, ∀t ∈ Tn, ∀ξ ∈ Z−.
s∈T
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∂β uˆ(t, ξ) = d jξ
t j∫
0
eiξ(C j(s j)−C j(t j))∂β fˆ j(t1, . . . , s j, . . . , tn, ξ)ds j
+ (d jξ − 1)
2π∫
t j
eiξ(C j(s j)−C j(t j))∂β fˆ j(t1, . . . , s j, . . . , tn, ξ)ds j .
Note that, as before we have the following inequality∣∣∂β uˆ(t, ξ)∣∣ 2πC max
s∈Tn
∣∣∂β fˆ j(s, ξ)∣∣, ∀t ∈ Tn, ∀ξ ∈ Z.
For m ∈N we have
∂m
∂tmj
∂β uˆ(t, ξ) = Pξ (t j)∂β uˆ(t, ξ) + Q ξ (t), (3.5)
where Pξ is a polynomial involving only powers of ξ (powers less than m) and derivatives of c j
which are bounded on Tn , and Q ξ is a polynomial involving powers of ξ (powers less than m − 1)
and derivatives of c j and ∂β fˆ j(t, ξ). Thus, there exists a constant Cm > 0 such that
∣∣Pξ (t j)∣∣ Cm|ξ |m and ∣∣Q ξ (t)∣∣ Cm|ξ |m m−1∑
k=0
∣∣∣∣ ∂k
∂tkj
∂β fˆ j(t, ξ)
∣∣∣∣, ∀t ∈ Tn.
If m = α j then, from (3.5), it follows
∣∣∂α uˆ(t, ξ)∣∣ Cα j |ξ |α j
(∣∣∂β uˆ(t, ξ)∣∣+ α j−1∑
k=0
∣∣∣∣ ∂k
∂tkj
∂β fˆ j(t, ξ)
∣∣∣∣
)
 C˜α j |ξ |α j
α j−1∑
k=0
max
s∈Tn
∣∣∣∣ ∂k
∂tkj
∂β fˆ j(s, ξ)
∣∣∣∣, ∀t ∈ Tn, ∀ξ ∈ Z,
and if α j = 0 we have∣∣∂α uˆ(t, ξ)∣∣ 2πC max
s∈Tn
∣∣∂α fˆ j(s, ξ)∣∣, ∀t ∈ Tn, ∀ξ ∈ Z.
Since f j is a smooth function on Tn+1 we conclude that
u(t, x) =
∑
ξ∈Z
uˆ(t, ξ)eiξx ∈ C∞(Tn+1).
It is not diﬃcult to check that u is indeed a solution of Lku = fk for k = 1, . . . ,n. This ﬁnishes the
proof of suﬃciency in the case when i) holds.
Suppose now that b is exact, a0 ∈ Zn and the sets Ωs = {t ∈ Tn, B(t) < s} and Ω s = {t ∈ Tn,
B(t) > s} are connected for every s ∈R, where B is a global primitive of b.
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S :D′(Tn+1)−→D′(Tn+1),∑
ξ∈Z
uˆ(t, ξ)eiξx −→
∑
ξ∈Z
uˆ(t, ξ)e−iξa0·teiξx.
Again, S deﬁnes an automorphism of D′(Tn+1) and of C∞(Tn+1). Also, the following relation
holds:
S−1LS = L0 .= dt + ib(t) ∧ ∂
∂x
. (3.6)
Since b is exact, the work [9] implies that the operator L0 is globally solvable if and only if any
global primitive of b has only connected sublevels and superlevels on Tn . Therefore, L0 is globally
solvable and by (3.6) we conclude that L is globally solvable.
4. Necessity in Proposition 2.3
We are going to prove that if both conditions i) and ii) fail then L is not globally solvable.
Let B :Rn →R be a global primitive of the pull-back Π∗b via the universal covering Π :Rn → Tn .
Since each b j changes sign and B is of the form B(t) =∑nj=1 B j(t j) we may assume the following
property:
 The maximum of B over [0,2π ]n is not attained at the boundary.
Furthermore, we may – and will – assume that B(0) = 0 and for each j the period b j0  0. Other-
wise if, say, b j0 > 0 it suﬃces to use the diffeomorphism
(t1, . . . , t j, . . . , tn) −→ (t1, . . . ,−t j, . . . , tn)
to obtain new coordinates on the torus Tnt such that the new b j0 < 0.
Suppose ﬁrst that b is exact, a0 ∈ Zn and the global primitive of b has a disconnected sublevel or
superlevel on Tn . Then, the operator L0 = dt + ib(t) ∧ ∂∂x is not globally solvable by [9], hence L is
not globally solvable by (3.6).
Suppose now that either b is not exact or a0 /∈ Zn , which is equivalent to c0 = (c10, . . . , cn0) /∈ Zn .
We consider two cases:
Case 1: {c10, . . . , cn0} ∩Z= ∅;
Case 2: {c10, . . . , cn0} ∩Z = ∅.
We now move on to the proof of nonsolvability of L in Case 1. This proof will be given by Propo-
sitions 4.1–4.3.
Case 1: {c10, . . . , cn0} ∩Z= ∅.
In order to construct an f ∈ E such that the equation Lu = f has no solution u ∈ D′(Tn+1) we
need to deﬁne an f satisfying the compatibility condition L f = 0 or equivalently L j fk − Lk f j = 0,
k, j = 1, . . . ,n. This condition together with the property [L j, Lk] = 0, k, j = 1, . . . ,n imply the follow-
ing equality:
LnLn−1 . . . L1u = Lσ (n)Lσ (n−1) . . . Lσ (1)u, σ ∈ Sn, (4.1)
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ﬁnd the x-Fourier coeﬃcients of the functions f j .
Consider the set F = {c10, . . . , cn0} ∩Q. If c j0 ∈ F , we write c j0 = r j/s j , where r j ∈ Z and s j ∈ N
are coprime, and we deﬁne the set
G =
⋃
c j0∈F
s jZ. (4.2)
Since each c j0 /∈ Z we have that s j > 1 and that both Z+ \ G and Z− \ G have inﬁnitely many
elements.
Motivated by (4.1), we substitute the formal series
u(t, x) =
∑
ξ∈Z
uˆ(t, ξ)eiξx and h(t, x) =
∑
ξ∈Z
hˆ(t, ξ)eiξx
in the equation
LnLn−1 . . . L1u
.= h,
where the function h will be chosen later on. We obtain
hˆ(t, ξ) = (∂/∂tn + iξcn(tn)) · · · (∂/∂t1 + iξc1(t1))uˆ(t, ξ), ξ ∈ Z,
where c j(t j) = a j0 + ib j(t j). For each ξ ∈ Z \ G the preceding equation has exactly one solution given
by
uˆ(t, ξ) = dξ
∫
[0,2π ]n
eiξ(C(t−s)−C(t))hˆ(t − s, ξ)ds, (4.3)
where dξ =∏nj=1 d jξ with d jξ = (1− e−i2πξc j0)−1 and C(t) = a0 · t + iB(t).
Let v(t, ξ) be given by the right-hand side of (4.3). For each ξ ∈ Z \ G we deﬁne
fˆ j(t, ξ)
.= (∂t j + iξc j(t j))v(t, ξ), j = 1, . . . ,n,
hence
fˆ j(t, ξ) = dξ
d jξ
∫
[0,2π ]n−1
eiξ(C(t−s+s je j)−C(t))hˆ(t − s + s je j, ξ)ds( j), (4.4)
where ds( j) = ds1 . . .ds j−1 ds j+1 . . .dsn and {e1, . . . , en} is the standard basis of Rn .
We deﬁne
f j(t, x)
.=
∑
ξ∈Z\G
fˆ j(t, ξ)e
iξx, j = 1, . . . ,n.
In Proposition 4.2 we prove that f1, . . . , fn are smooth functions for a convenient choice of func-
tion h. It will then follow from the deﬁnition of fˆ j that f (t, x) =∑nj=1 f j(t, x)dt j ∈ E. Also, if there
existed u such that Lu = f then the coeﬃcients would have to verify uˆ(t, ξ) = v(t, ξ).
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χδ(t) =
{
0 if t ∈Rn\(−2δ,2δ)n,
1 if t ∈ (−δ, δ)n
and 0 χδ(t) 1, for all t ∈Rn , and some 0 < δ < π/2.
We will denote by M the maximum of B over the cube [0,2π ]n and by M j the maximum of B
over the set [0,2π ]n ∩ {t j = 0}, j = 1, . . . ,n. We deﬁne the coeﬃcients
hˆ(t, ξ) =
{
(dξ )−1e−ξ(M+Kq(t)−λ−ip(t)) if ξ ∈ Z+\G,
0 if ξ ∈ Z− ∪ G,
(4.5)
where 0 < λ < M−M˜2 (M˜ is the largest M j) and K > 0 are constants. The constant K will be chosen
later on. Furthermore, p and q are smooth periodic functions as follows
q(t) = 1+
∑
ν∈Zn
(|t + 2πν|2 − 1)χδ(t + 2πν), t ∈Rn
and
p(t) =
∑
ν∈Zn
a0 ·
(
t∗ − t − 2πν)χδ(t + 2πν), t ∈Rn,
where t∗ ∈ (0,2π)n is such that B(t∗) = M . Note that
• q(t) 0 ∀t ∈Rn and q(t) = 0 if and only if t = 2πν , ν ∈ Zn .
• If |t| < δ then p(t) = a0 · (t∗ − t) and q(t) = |t|2.
Finally, we deﬁne
h(t, x) =
∑
ξ∈Z+\G
hˆ(t, ξ)eiξx.
Proposition 4.1. h ∈ C∞(Tn+1).
Proof. Since 0 < λ < M , we have (M + Kq(t) − λ)  M − λ > 0. Also, there exists a constant C > 0
such that |(dξ )−1| C for all ξ ∈ Z+\G , thus∣∣hˆ(t, ξ)∣∣ Ce−ξ(M−λ), ∀t ∈ [0,2π ]n and ∀ξ ∈ Z+\G.
Given α = (α1, . . . ,αn) ∈ Nn we have ∂αhˆ(t, ξ) = Pξ (t)hˆ(t, ξ) where Pξ (t) is a polynomial involv-
ing only powers of ξ (powers less than |α| = α1 + · · · + αn) and derivatives of p and q, which are
bounded on [0,2π ]n . Thus, there exists a constant Cα > 0 such that |Pξ (t)| Cαξ |α| for all ξ ∈ Z+ \G .
Therefore,
∣∣∂αhˆ(t, ξ)∣∣= ∣∣Pξ (t)∣∣∣∣hˆ(t, ξ)∣∣ CCαξ |α|e−ξ(M−λ), ξ ∈ Z+\G,
whence we conclude that h ∈ C∞(Tn+1). 
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uˆ(t, ξ) =
∫
[0,2π ]n
eξϕ1(t,s)eiξϕ2(t,s) ds, (4.6)
and
fˆ j(t, ξ) = 1
d jξ
∫
[0,2π ]n−1
eξϕ1(t,s−s je j)eiξϕ2(t,s−s je j) ds( j), j = 1, . . . ,n, (4.7)
where
ϕ1(t, s)
.= B(t) − B(t − s) − Kq(t − s) − M + λ
and
ϕ2(t, s)
.= p(t − s) − a0 · s
are real valued functions.
Proposition 4.2. f j ∈ C∞(Tn+1) for all j = 1, . . . ,n.
Proof. We identify s − s je j with (s1, . . . , s j−1, s j+1, . . . , sn). The set
Q j =
{
(t, s − s je j) ∈ [0,2π ]2n−1; q(t − s + s je j) = 0
}
is closed since the function [0,2π ]2n−1  (t, s − s je j) → q(t − s + s je j) is continuous. Since q(t − s +
s je j) = 0 if and only if t − s + s je j = 2νπ , ν ∈ Zn , we obtain
ϕ1(t, s − s je j) = B(t) − B(t − s + s je j) − Kq(t − s + s je j) − M + λ
= B(s − s je j + 2νπ) − B(2νπ) − M + λ
= B(s − s je j) − M + λ
 M˜ − M + λ < M˜ − M
2
, (t, s − s je j) ∈Q j .
Take an open set U such that U ⊃Q j and
ϕ1(t, s − s je j) M˜ − M2 , (t, s − s je j) ∈ U .
If σ
.= min{q(t − s + s je j); (t, s − s je j) ∈ [0,2π ]2n−1\U } then σ > 0. Therefore, if necessary, we
take a larger K > 0 to obtain
ϕ1(t, s − s je j)−μ − Kσ + λ
 M˜ − M
2
, (t, s − s je j) ∈ [0,2π ]2n−1\U .
where μ =min{B(τ ), τ ∈ [0,2π ]2n−1\U }.
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∣∣ fˆ j(t, ξ)∣∣ Ce−ξ M−M˜2 ∀ξ ∈ Z+ \ G,
where the constant C > 0 does not depend on t and ξ .
Let ϕ(t, s) = ϕ1(t, s) + iϕ2(t, s). Given α ∈Nn , it follows from (4.7) that
∂α fˆ j(t, ξ) = 1
d jξ
∫
[0,2π ]n−1
Pξ (t, s)e
ξϕ(t,s−s je j) ds( j),
where Pξ (t, s) is a polynomial involving only powers (at most |α|) of ξ and derivatives of ϕ , which
are bounded on [0,2π ]2n . Thus, there exists a constant Cα > 0 such that |Pξ (t)| Cαξ |α| . Therefore,
∣∣∂α fˆ j(t, ξ)∣∣ 1|d jξ |
∫
[0,2π ]n−1
∣∣Pξ (t, s)∣∣∣∣eξϕ(t,s−s je j)∣∣ds( j)
 CαCξ |α|e−ξ
M−M˜
2 .
We conclude that f j ∈ C∞(Tn+1). 
Proposition 4.3. There is no distribution u ∈ D′(Tn+1) whose sequence of x-Fourier coeﬃcients is the se-
quence (4.6).
Proof. Since B(0) = 0, let 0 < δ0 < δ such that |B(t)| < λ/2 for all |t| < δ0. Therefore, we consider the
equation
uˆ
(
t∗, ξ
)= Iξ + Jξ ,
where t∗ ∈ (0,2π)n such that B(t∗) = M and
Iξ =
∫
|s−t∗|<δ0
eiξ(p(t
∗−s)−a0.s)e−ξ(B(t∗−s)+Kq(t∗−s)−λ) ds,
Jξ =
∫
|s−t∗|δ0
eiξ(p(t
∗−s)−a0.s)e−ξ(B(t∗−s)+Kq(t∗−s)−λ) ds.
If we make the change of variables σ = √Kξ(t∗ − s) we obtain
Iξ =
∫
|s−t∗|<δ0
e−ξ(B(t∗−s)+K |t∗−s|2−λ) ds
 eξλ/2
∫
|s−t∗|<δ0
e−ξ K |t∗−s|2 ds
= eξλ/2 1
(Kξ)n/2
∫
|σ |<δ √Kξ
e−|σ |2 dσ0
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(Kξ)n/2
μξ
 μ1e
ξλ/2
(Kξ)n/2
,
where μξ =
∫
|σ |<δ0√Kξ e
−|σ |2 dσ , ξ ∈ Z+\G , is an increasing sequence of real numbers.
On the other hand, we consider the cube Q ∗ = t∗ − [0,2π ]n and σ .= minτ∈Q ∗,|τ |δ0 q(τ ), thus
σ > 0. Now, taking K > σ−1(3λ/2−minτ∈Q ∗,|τ |δ0 B(τ )) we have
| Jξ |
∫
|s−t∗|δ0
∣∣eiξ(p(t∗−s)−a0.s)∣∣e−ξ(B(t∗−s)+Kq(t∗−s)−λ) ds

∫
|s−t∗|δ0
e−ξ(B(t∗−s)+Kσ−λ) ds

∫
|s−t∗|δ0
e−ξλ/2 ds = Ce−ξλ/2,
where C > 0 is a constant that does not depend on ξ . Furthermore, there exists ξ0 ∈ Z+ such that
μ1eξλ/2
C(Kξ)n/2
 1, ∀ξ  ξ0.
Thus,
∣∣uˆ(t∗, ξ)∣∣ |Iξ | − | Jξ | μ1eξλ/2
(Kξ)n/2
− Ce−ξλ/2  μ1
(Kξ)n/2
(
eξλ/2 − 1)
for all ξ  ξ0 with ξ ∈ Z+\G . Therefore, the sequence uˆ(t∗, ξ) does not belong to any distribution
u ∈D′(Tn+1), which concludes the proof in Case 1.
We now move on to the proof in Case 2.
Case 2: {c10, . . . , cn0} ∩Z = ∅.
Recall that we are working under the assumption that c0 /∈ Zn . In this case, the proof consists in
using Case 1 together with the following lemma:
Lemma 4.4. Let 1  p  n. If the involutive system generated by the vector ﬁelds L1, . . . , Lp is not globally
solvable on Tp+1 and if the periods c(p+1)0, . . . , cn0 ∈ Z, then L is not globally solvable on Tn+1 .
Proof. We denote by (t′, t′′, x) the coordinates of Tn+1 where t′ = (t1, . . . , tp) and t′′ = (tp+1, . . . , tn).
Similarly, we use the notation c0 = (c′0, c′′0) where c′0 = (c10, . . . , cp0) and c′′0 = (c(p+1)0, . . . , cn0).
Consider the involutive system L# deﬁned by the vector ﬁelds
L j = ∂
∂t j
+ (a j0 + ib j(t j)) ∂
∂x
, j = 1, . . . , p, (4.8)
and its space of compatibility conditions E#. Since (4.8) is not globally solvable on Tp+1
(t′,x) there exists
g(t′, x) =∑pj=1 g j(t′, x)dt j ∈ E# such that L#v = g has no solution v ∈D′(Tp+1(t′,x)). Furthermore, since
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primitive B˜(t′′) .= Bp+1(tp+1) + · · · + Bn(tn) on Tn−pt′′ .
We deﬁne
f j(t, x)
.=
∑
ξ∈Z
fˆ j(t, ξ)e
iξx, j = 1, . . . , p,
where
fˆ j(t, ξ)
.=
{
gˆ j(t′, ξ)eξ(B˜(t
′′)−M−ia′′0 ·t′′) if ξ  0,
gˆ j(t′, ξ)eξ(B˜(t
′′)−m−ia′′0·t′′) if ξ < 0,
and M =maxt′′∈Tn−p B˜(t′′), m =mint′′∈Tn−p B˜(t′′). We also choose
f j ≡ 0, j = p + 1, . . . ,n.
Given α = (α1, . . . ,αn) ∈Nn , for each j = 1, . . . , p we obtain
∂α fˆ j(t, ξ) =
[
∂(α1,...,αp)g j
(
t′, ξ
)]
Pξ
(
t′′
)
eξ(B˜(t
′′)−M−ia′′0 ·t′′), ξ ∈ Z+,
where Pξ is a polynomial involving only powers of ξ (powers at most |α′′| .= αp+1 + · · · + αn) and
derivatives of B˜(t′′) − ia′′0 · t′′ which are bounded on Tn−p . Then, there exists a constant Cα > 0 such
that |Pξ (t′′)| Cα |ξ ||α′′| for all t′′ . Therefore∣∣∂α fˆ j(t, ξ)∣∣ Cα |ξ ||α′′|∣∣∂(α1,...,αp)g j(t′, ξ)∣∣, ξ ∈ Z+.
Analogously, we have the same inequality for ξ ∈ Z− . Since g j are smooth functions it is possible
to conclude by above inequality that f j are smooth functions.
Finally, we deﬁne f =∑nj=1 f j dt j . It is easy to check that f ∈ E.
Suppose that there exists u ∈ D′(Tn+1) such that Lu = f . Then, if u(t, x) =∑ξ∈Z uˆ(t, ξ)eiξx we
have for each ξ ∈ Z,⎧⎪⎪⎨⎪⎪⎩
∂
∂t j
w(t, ξ) + iξ(a j0 + ib j(t j))w(t, ξ) = eiξa′′0·t′′ fˆ j(t, ξ), j = 1, . . . , p,
∂
∂t j
w(t, ξ) − ξb j(t j)w(t, ξ) = 0, j = p + 1, . . . ,n,
where w(t, ξ)
.= uˆ(t, ξ)eiξa′′0 ·t′′ . Thus, if j = p + 1, . . . ,n we may write
∂
∂t j
(
w(t, ξ)e−ξ(B˜(t′′)−M)
)= 0, if ξ  0,
∂
∂t j
(
w(t, ξ)e−ξ(B˜(t′′)−m)
)= 0, if ξ < 0.
Therefore,
w(t, ξ)e−ξ(B˜(t′′)−M) .= φξ
(
t′
)
, ξ  0,
w(t, ξ)e−ξ(B˜(t′′)−m) .= φξ
(
t′
)
, ξ < 0.
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∣∣φξ (t′)∣∣= ∣∣w(t′, t′′M , ξ)∣∣= ∣∣uˆ(t′, t′′M , ξ)∣∣, ξ  0,∣∣φξ (t′)∣∣= ∣∣w(t′, t′′m, ξ)∣∣= ∣∣uˆ(t′, t′′m, ξ)∣∣, ξ < 0,
where B˜(t′′M) = M and B˜(t′′m) =m we have
ϕ
(
t′, x
)=∑
ξ∈Z
φξ
(
t′
)
eiξx ∈D′(Tp+1
(t′,x)
)
.
On the other hand, if j = 1, . . . , p then
∂
∂t j
φξ
(
t′
)+ iξ(a j0 + ib j(t j))φξ (t′)= gˆ j(t′, ξ), ξ  0,
∂
∂t j
φξ
(
t′
)+ iξ(a j0 + ib j(t j))φξ (t′)= gˆ j(t′, ξ), ξ < 0,
thus, we conclude that L#ϕ = g , that is a contradiction. 
5. Suﬃciency in Proposition 2.4
If there is a function b j ≡ 0 that does not change sign then L is globally solvable as in Proposi-
tion 2.3.
We may assume that J = {1, . . . ,m}, where 1m n − 1.
Assume now that (a10, . . . ,am0) /∈ Qm is non-Liouville. Then, there exist a constant C > 0 and an
integer s > 1 such that
max
1 jm
|ξa j0 − κ j| C|ξ |s−1 , ∀(κ, ξ) ∈ Z
m ×N. (5.1)
We will denote by (t′, t′′, x) the coordinates in the torus Tn+1, where t′ = (t1, . . . , tm) and t′′ =
(tm+1, . . . , tn).
Let f (t, x) =∑nj=1 f j(t, x)dt j ∈ E. Consider the (t′, x)-Fourier series as follows
u(t, x) =
∑
(κ,ξ)∈Zm×Z
uˆ
(
t′′, κ, ξ
)
ei(κ ·t′+ξx) (5.2)
and
f j(t, x) =
∑
(κ,ξ)∈Zm×Z
fˆ j
(
t′′, κ, ξ
)
ei(κ ·t′+ξx), j = 1, . . . ,n, (5.3)
where uˆ(t′′, κ, ξ) and fˆ j(t′′, κ, ξ) denote the Fourier transform with respect to variables (t′, x).
Substituting the formal series (5.2) and (5.3) in the equations L ju = f j , j = 1, . . . ,m, we have for
each (κ, ξ) = (0,0),
i(κ j + ξa j0)uˆ
(
t′′, κ, ξ
)= fˆ j(t′′, κ, ξ), j = 1, . . . ,m.
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tions
(κ j + ξa j0) fˆ l
(
t′′, κ, ξ
)= (κl + ξal0) fˆ j(t′′, κ, ξ), j, l = 1, . . . ,m.
The preceding equations imply
uˆ
(
t′′, κ, ξ
)= 1
i(κN + ξaN0) fˆ N
(
t′′, κ, ξ
)
, (κ, ξ) = (0,0), (5.4)
where 1 N m, N = N(ξ) is such that
|κN + ξaN0| = max
1 jm
|κ j + ξa j0|;
hence, |κN + ξaN0| = 0.
Since fˆ (t′′,0,0) is exact there is v ∈ C∞(Tn−mt′′ ) such that dt′′ v = fˆ (·,0,0). Thus, we choose
uˆ(t′′,0,0) = v(t′′).
Given α ∈ Zn−m+ and a positive integer L we obtain, from (5.4) and (5.1),
∣∣∂α uˆ(t′′, κ, ξ)∣∣ 1
C
|ξ |s−1∣∣∂α fˆ N(t′′, κ, ξ)∣∣
 Cα
1
(1+ |(κ, ξ)|)L , (κ, ξ) = (0,0),
since each f j is a smooth function.
We conclude that
u(t, x) =
∑
(κ,ξ)∈Zm×Z
uˆ
(
t′′, κ, ξ
)
ei(κ ·t′+ξx) ∈ C∞(Tn+1).
By construction u is a solution of
L ju = f j, j = 1, . . . ,m.
Calculations similar to previous ones in this work show that u is also a solution to
L ju = f j, j =m + 1, . . . ,n.
We have thus proved that condition ii) implies global solvability.
Suppose now that iii) holds. Let A .= q∗Z and B .= Z\A and deﬁne
D′A
(
Tn+1
) .= {u ∈D′(Tn+1), u(t, x) = ∑
ξ∈A
uˆ(t, ξ)eiξx
}
=
{
u ∈D′(Tn+1), u(t, x) = ∑
N∈Z
uˆ(t,q∗N)eiq∗Nx
}
.
Let LA be the operator L acting on D′A(Tn+1). Similarly, we deﬁne D′B(Tn+1) and LB .
Then L is globally solvable if and only if LA and LB are globally solvable (see [3]).
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Proof. Since q∗a0 ∈ Zn , we deﬁne
T :D′A
(
Tn+1
)−→D′A(Tn+1),∑
ξ∈Z
uˆ(t,q∗ξ)eiq∗ξx −→
∑
ξ∈Z
uˆ(t,q∗ξ)e−iq∗ξa0·teiq∗ξx.
We note that T is an automorphism of D′A(Tn+1) and of C∞A (Tn+1). Furthermore the following
relation holds:
T−1LAT = L0,A .= dt + ib(t) ∧ ∂
∂x
.
Let B be a global primitive of b on Tn . Since Ωs = {t ∈ Tn, B(t) < s} and Ω s = {t ∈ Tn, B(t) > s}
are connected for every s ∈ R we have L0 globally solvable, hence L0,A is globally solvable. From
T−1LAT = L0,A we obtain that LA is globally solvable.
If q J = q∗ = 1 then A= Z and the proof is complete. 
Otherwise we have:
Lemma 5.2. LB is globally solvable.
Proof. Let (κ, ξ) ∈ Zm × B. Since q∗ is the smallest natural such that q∗(a10, . . . ,am0) ∈ Zm there
exists j ∈ {1, . . . ,m} such that
∣∣∣∣a j0 − κ jξ
∣∣∣∣ 1q∗|ξ | ,
thus
max
=1,...,m
∣∣∣∣a0 − κξ
∣∣∣∣ ∣∣∣∣a j0 − κ jξ
∣∣∣∣ 1q∗|ξ | , (κ, ξ) ∈ Zm × B.
Therefore, if the denominators ξ ∈ B then a′0 = (a10, . . . ,am0) behaves as non-Liouville. The rest of
the proof is analogous to the case where a′0 is non-Liouville. 
6. Necessity in Proposition 2.4
We will suppose that L is globally solvable and none of the conditions i)–iii) holds. Again, as in
Section 5 we will assume that J = {1, . . . ,m}, then the global primitive of Π∗b via the universal
covering Π : Rn → Tn is of the form B(t) = B(t′′) =∑nj=m+1 B j(t j). Since each b j , j = m + 1, . . . ,n,
changes sign we may assume that the following conditions hold:
 b j0  0, j =m + 1, . . . ,n.
 The maximum of B over [0,2π ]n−mt′′ is not attained at the boundary.
 B(0) = 0.
Case 1. a′0 = (a10, . . . ,am0) /∈Qm is Liouville.
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Case 1.1: c′′0 = (c(m+1)0, . . . , cn0) ∈Qn−m;
Case 1.2: c′′0 = (c(m+1)0, . . . , cn0) /∈Qn−m .
Case 1.1: c′′0 ∈Qn−m.
Since a′0 /∈ Qm is Liouville there are a constant C > 0 and a sequence {(κl, ξl)} in Zm × Z, ξl  2
such that
max
j=1,...,m
∣∣∣∣a j0 − κ( j)lξl
∣∣∣∣ C(ξl)l , ∀l ∈N,
where we may assume that ξl < ξl+1 for all l.
Let A = ηZ where η ∈ N is such that ηc′′0 ∈ Zn−m . For each l ∈ N we claim that it is possible to
obtain ξl, κ
( j)
l ∈ A, j = 1, . . . ,m, in the above sequence {(κl, ξl)}. Indeed, if η = 1 the conclusion is
obvious. If η > 1 we have that η  ξη  ξηl  (ξηl)η−1 for all l ∈ N. Consider now the subsequence
{(κηl, ξηl)}, then
max
j=1,...,m
∣∣∣∣a j0 − ηκ( j)ηlηξηl
∣∣∣∣ C(ξηl)−ηl = C (ηlξ−(η−1)lηl )︸ ︷︷ ︸
1
(ηξηl)
−l  C(ηξηl)−l,
for all l ∈N. Now, it suﬃces to choose (κ˜l, ξ˜l) = (ηκηl, ηξηl), l ∈N.
Let L# be the involutive system generated by the vector ﬁelds L1, L2, . . . , Lm . The preceding argu-
ment and the result in [7] imply that L#A is not globally solvable on T
m+1.
We conclude that LA is not globally solvable in view of the following result, the proof of which
will be omitted since it is a simple adaptation of Lemma 4.4.
Lemma 6.1. Let 1  p  n. Consider A = ηZ where η ∈ N and L# the involutive system generated by
L1, . . . , Lp . If L#A is not globally solvable on T
p+1 and η(c(p+1)0, . . . , cn0) ∈ Zn−p then LA is not globally
solvable on Tn+1 .
Case 1.2: c′′0 /∈Qn−m.
Assume ﬁrst that {c(m+1)0, . . . , cn0} ∩Q = ∅. In this case the nonsolvability of L will be given by
Propositions 6.2–6.5.
As in Section 4 we will use the equality
Ln . . . L2L1u = Lσ (n) . . . Lσ (2)Lσ (1)u, σ ∈ Sn, (6.1)
to ﬁnd smooth functions f1, . . . , fn such that f = ∑ f jdt j ∈ E and Lu = f has no solution u in
D′(Tn+1). Using the formal series
u(t, x) =
∑
(κ,ξ)∈Zm×Z
uˆ
(
t′′, κ, ξ
)
ei(κ ·t′+ξx), (6.2)
h(t, x) =
∑
(κ,ξ)∈Zm×Z
hˆ
(
t′′, κ, ξ
)
ei(κ ·t′+ξx), (6.3)
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.= Ln . . . L2L1u, we obtain for each (κ, ξ) ∈ Zm ×Z,
hˆ
(
t′′, κ, ξ
)= ( n∏
j=m+1
(
∂t j + iξc j(t j)
) m∏
j=1
i(κ j + ξa j0)
)
uˆ
(
t′′, κ, ξ
)
, (6.4)
where c j(t j) = a j0 + ib j(t j), j =m + 1, . . . ,n.
Since a′0 /∈ Qm is Liouville it follows that there are a constant C > 0 and a sequence {(κl, ξl)} in
Zm ×Z, ξl  2 such that
∣∣κl + ξla′0∣∣ .= max
j=1,...,m
∣∣κ( j)l + ξla j0∣∣ C|(κl, ξl)|l , ∀l ∈N. (6.5)
Therefore, for each l ∈N Eq. (6.4) has exactly one solution given by
uˆ
(
t′′, κl, ξl
)= δl ∫
[0,2π ]n−m
eiξl(C(t
′′−s′′)−C(t′′))hˆ
(
t′′ − s′′, κl, ξl
)
ds′′, (6.6)
where
δl =
m∏
j=1
[
i
(
κ
( j)
l + ξla j0
)]−1 n∏
j=m+1
[
1− e−i2πξlc j0]−1
and C(t′′) = a′′0 · t′′ + iB(t′′).
Let v(t′′, κl, ξl) be given by the right-hand side of (6.6). For each l ∈N we deﬁne
fˆ j
(
t′′, κl, ξl
) .= { i(κ( j)l + ξla j0)v(t′′, κl, ξl) if j = 1, . . . ,m,
(∂/∂t j + iξlc j(t j))v(t′′, κl, ξl) if j =m + 1, . . . ,n,
thus for j = 1, . . . ,m we have
fˆ j
(
t′′, κl, ξl
)= i(κ( j)l + ξla j0)δl ∫
[0,2π ]n−m
eiξl(C(t
′′−s′′)−C(t′′))hˆ
(
t′′ − s′′, κl, ξl
)
ds′′, (6.7)
and for j =m + 1, . . . ,n,
fˆ j
(
t′′, κl, ξl
)= δl
d jξl
∫
[0,2π ]n−m−1
eiξl(C(t
′′−s′′+s je j)−C(t′′))hˆ
(
t′′ − s′′ + s je j, κl, ξl
)
ds′′( j), (6.8)
where d jξl = (1− e−i2πξlc j0)−1 and ds′′( j) = dsm+1 . . .ds j−1 ds j+1 . . .dsn .
Let
f j(t, x) =
∑
l∈N
fˆ j
(
t′′, κl, ξl
)
ei(κl ·t′+ξl x), j = 1, . . . ,n.
In Propositions 6.3 and 6.4 we prove that f1, . . . , fn are smooth functions for a convenient choice
of function h. It follows from the deﬁnition of fˆ j that f (t, x) =∑nj=1 f j(t, x)dt j ∈ E. Also, if there
existed u such that Lu = f then the coeﬃcients would have to verify uˆ = v .
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and by M j , j =m + 1, . . . ,n the maximum of B over [0,2π ]n−mt′′ ∩ {t j = 0}. Thus, if M˜ is the largest
M j we have that 0 M˜ < M by the assumptions in the beginning of this section.
We deﬁne now the following sets
F1 =
{
l ∈N; eξl M−M˜2 ∣∣κl + ξla′0∣∣ 1},
F2 =
{
l ∈N; eξl M−M˜2 ∣∣κl + ξla′0∣∣> 1}.
Let (γl)l∈N be the sequence given by
γl =
{
eλξl if l ∈F1,
|κl + ξla′0|−1/2 if l ∈F2,
where 0 < λ < (M − M˜)/2 is a constant. Note that the sequence (γl)l∈N does not correspond to any
Fourier transform of a periodic distribution (see (6.5)).
Let χδ ∈ C∞c (Rn−m) be a function such that
χδ
(
t′′
)= {1 if t′′ ∈ (−δ, δ)n−m,
0 if t′′ ∈Rn−m\(−2δ,2δ)n−m
and 0 χδ(t′′) 1, for all t′′ , where 0 < δ < π/2.
We deﬁne
p
(
t′′
)= ∑
ν∈Zn−m
a′′0 ·
(
t′′∗ − t′′ − 2πν
)
χδ
(
t′′ + 2πν),
q
(
t′′
)= 1+ ∑
ν∈Zn−m
(∣∣t′′ + 2πν∣∣2 − 1)χδ(t′′ + 2πν),
r
(
t′′
)= ∑
ν∈Zn−m
B
(
t′′ + 2πν)χδ(t′′ + 2πν),
where t′′∗ ∈ (0,2π)n−m is such that B(t′′∗) = M . Then p,q and r are periodic smooth functions and the
following properties hold:
• q(t′′) 0, ∀t′′ ∈Rn−m; q(t′′) = 0 if and only if t′′ = 2πν , ν ∈ Zn−m .
• r(2πν) = 0, ∀ν ∈ Zn−m .
• If |t′′| < δ then p(t′′) = a′′0 · (t′′∗ − t′′), q(t′′) = |t′′|2 and r(t′′) = B(t′′).
Finally, we deﬁne
h(t, x) =
∑
l∈N
hˆ
(
t′′, κl, ξl
)
ei(κl·t′+ξl x)
where
hˆ
(
t′′, κl, ξl
)= γl
δl
eξl(−Kq(t′′)+r(t′′)−M+ip(t′′)) (6.9)
and K > 0 will be chosen later on.
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Proof. If φ(t′′) = −Kq(t′′)+ r(t′′)−M then φ(2νπ) = −M , ∀ν ∈ Zn−m . Since φ is continuous we have
φ(t′′) < −M + λ in a neighborhood U of the vertices of cube [0,2π ]n−m .
Let σ
.= min{q(t′′); t′′ ∈ [0,2π ]n−m \ U }, thus σ > 0. Now, if necessary, we take a larger K > 0 to
obtain φ(t′′) < −M + λ on the compact [0,2π ]n−m\U . Thus φ(t′′) < −M + λ, for all t′′ ∈ [0,2π ]n−m .
Furthermore, there is a constant C > 0 such that
1
|δl|  C
∣∣κl + ξla′0∣∣m, ∀l ∈N,
hence, for each l ∈N, we obtain
∣∣hˆ(t′′, κl, ξl)∣∣ Cγl∣∣κl + ξla′0∣∣me−ξl(M−λ)
=
{
C |κl + ξla′0|me−ξl(M−2λ) if l ∈F1,
C |κl + ξla′0|(2m−1)/2e−ξl(M−λ) if l ∈F2.
One can show that all derivatives of hˆ satisfy similar estimates; hence, h ∈ C∞(Tn+1). 
Substituting the coeﬃcients (6.9) in Eqs. (6.6)–(6.8) we obtain, for each l ∈N, the following equa-
tions
fˆ j
(
t′′, κl, ξl
)= i(κ( j)l + ξla j0)γl ∫
[0,2π ]n−m
eξlϕ1(t
′′,s′′)eiξlϕ2(t
′′,s′′) ds′′, (6.10)
for j = 1, . . . ,m,
fˆ j
(
t′′, κl, ξl
)= γl
d jξl
∫
[0,2π ]n−m−1
eξlϕ1(t
′′,s′′−s je j)eiξlϕ2(t′′,s′′−s je j) ds′′( j), (6.11)
for j =m + 1, . . . ,n, and
uˆ
(
t′′, κl, ξl
)= γl ∫
[0,2π ]n−m
eξlϕ1(t
′′,s′′)eiξlϕ2(t
′′,s′′) ds′′, (6.12)
where ϕ1(t′′, s′′) = B(t′′)− B(t′′ − s′′)− Kq(t′′ − s′′)+ r(t′′ − s′′)−M and ϕ2(t′′, s′′) = p(t′′ − s′′)−a′′0 · s′′
are real valued functions.
Proposition 6.3. f j ∈ C∞(Tn+1) for j = 1, . . . ,m.
Proof. We ﬁrst show that ϕ1(t′′, s′′) 0, for all t′′, s′′ ∈ [0,2π ]n−m . Denote by F the boundary of the
cube [0,2π ]n−m . Since B < M on F there exists 0 < δ0  δ such that B  M on
U
.= {τ ′′ ∈Rn−m, dist(τ ′′,F)< δ0}.
Now for each 2πν, ν ∈ Zn−m , we consider the open ball of radius δ0 > 0 centered at 2πν . Let V
be the (disjoint) union of these balls.
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Suppose ﬁrst that t′′ − s′′ ∈ V ; then we have |(t′′ − s′′) − 2πν| < δ0 for some 2πν , ν ∈ Zn−m , and
ϕ1
(
t′′, s′′
)= B(t′′)− B(t′′ − s′′)− Kq(t′′ − s′′)+ r(t′′ − s′′ − 2πν)− M
= B(t′′)− B(t′′ − s′′)− Kq(t′′ − s′′)+ B(t′′ − s′′ − 2πν)− M
= B(t′′)− M − Kq(t′′ − s′′)− 2πν · b′′0
= B(t′′ − 2πν)− M − Kq(t′′ − s′′) B(t′′ − 2πν)− M,
hence, if ν = 0 then ϕ1(t′′, s′′) 0. If ν = 0 then (t′′ − 2πν) /∈ (0,2π)n−m and
dist
(
t′′ − 2πν,F) dist(t′′ − 2πν, s′′)= dist(t′′ − s′′,2πν)< δ0,
which implies that t′′ − 2πν ∈ U , and ϕ1(t′′, s′′) 0.
Suppose now that t′′ − s′′ /∈ V ; then
ϕ1
(
t′′, s′′
)
−B(t′′ − s′′)− Kq(t′′ − s′′)+ r(t′′ − s′′)
 C − Kσ ,
where C =max{r(τ ′′) − B(τ ′′), τ ′′ ∈ [−2π,2π ]n−m \ V } and
0 < σ
.= min{q(τ ′′), τ ′′ ∈ [−2π,2π ]n−m \ V }.
Now, if necessary, we take a larger K > 0 such that C  Kσ .
We obtain from (6.10)
∣∣ fˆ j(t′′, κl, ξl)∣∣ (2π)n−mγl∣∣κl + ξla′0∣∣
 (2π)n−m
{
e−ξl( M−M˜2 −λ) if l ∈F1,
|κl + ξla′0|1/2 if l ∈F2.
As before we conclude that f1, . . . , fm ∈ C∞(Tn+1). 
Proposition 6.4. f j ∈ C∞(Tn+1) for j =m + 1, . . . ,n.
Proof. We will show that ϕ1(t′′, s′′ − s je j) (M˜ − M)/2, for all t′′, s′′ ∈ [0,2π ]n−m . We begin by deﬁn-
ing the set
Q j =
{(
t′′, s′′ − s je j
) ∈ [0,2π ]n−m × [0,2π ]n−m−1; q(t′′ − s′′ + s je j)= 0}.
If (t′′, s′′ − s je j) ∈Q j then t′′ − s′′ + s je j = 2πν , ν ∈ Zn−m . Therefore
ϕ1
(
t′′, s′′ − s je j
)= B(s′′ − s je j + 2πν)− B(2πν) + r(2πν) − M
= B(s′′ − s je j)− M
 M j − M < M˜ − M ,
(
t′′, s′′ − s je j
) ∈Q j .2
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ϕ1
(
t′′, s′′ − s je j
)
<
M˜ − M
2
,
(
t′′, s′′ − s je j
) ∈ U .
If σ
.= min{q(t′′ − s′′ + s je j); (t′′, s′′ − s je j) ∈ K} where K is the compact set ([0,2π ]n−m ×
[0,2π ]n−m−1) \ U , then σ > 0.
Now, if necessary, we take a larger K > 0 such that
ϕ1
(
t′′, s′′ − s je j
)
 M˜ − M
2
,
(
t′′, s′′ − s je j
) ∈K.
By (6.11) we have
∣∣ fˆ j(t′′, κl, ξl)∣∣ Cγle−ξl M−M˜2 
{
Ce−ξl( M−M˜2 −λ) if l ∈F1,
Ce−ξl(M−M˜)/4 if l ∈F2,
where C > 0 does not depend on t′′ and (κl, ξl). The rest of the proof goes through as before. 
Proposition 6.5. For K > 0 suﬃciently large there is no distribution u ∈D′(Tn+1) whose sequence of (t′, x)-
Fourier coeﬃcients is the sequence (6.12).
Proof. Let t′′∗ ∈ (0,2π)n−m such that B(t′′∗) = M . We write
uˆ
(
t′′∗, κl, ξl
)= γl(Il + Jl),
where
Il =
∫
|t′′∗−s′′|<δ
eξlϕ1(t
′′∗ ,s′′)eiξlϕ2(t
′′∗−s′′) ds′′,
Jl =
∫
|t′′∗−s′′|δ
eξlϕ1(t
′′∗ ,s′′)eiξlϕ2(t
′′∗−s′′) ds′′.
If we make the change of variables Kξl(t′′∗ − s′′) = σ we obtain
Il =
∫
|t′′∗−s′′|<δ
eξlϕ1(t
′′∗ ,s′′)eiξlϕ2(t
′′∗−s′′) ds′′
=
∫
|t′′∗−s′′|<δ
e−Kξl|t′′∗−s′′|2 ds′′
= 1
(Kξl)(n−m)/2
∫
|σ |<δ√Kξl
e−|σ |2 dσ
= 1
(Kξl)(n−m)/2
μl,
where μl
.= ∫|σ |<δ√Kξ e−|σ |2 dσ is an increasing sequence of positive real numbers.l
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|μ| δ}.
Now, if necessary, we take a larger K > 0 such that
ϕ
(
t′′∗, s′′
)
−Kσ + r(t′′∗ − s′′)− B(t′′∗ − s′′)< −λ, ∀s′′ ∈ [0,2π ]n−m,
hence,
| Jl|
∫
|t′′∗−s′′|δ
eξlϕ1(t
′′∗ ,s′′) ds′′  (2π)n−me−ξlλ.
Therefore, we have
∣∣uˆ(t′′∗, κl, ξl)∣∣ γl(|Il| − | Jl|)
 γl
(
1
(Kξl)(n−m)/2
μl − (2π)n−me−ξlλ
)
.
Now, we take N ∈N such that eξlλμ1
(2π)n−m(Kξl)(n−m)/2
 1 for all ξl > N . Thus, by the preceding inequal-
ity we obtain
∣∣uˆ(t′′∗, κl, ξl)∣∣ γl( 1
(Kξl)(n−m)/2
μl − (2π)n−me−ξlλ
)
 γl
(
1
(Kξl)(n−m)/2
μl − 1
(Kξl)(n−m)/2
μ1
)
= γl(μl − μ1) 1
(Kξl)(n−m)/2
 (μl − μ1)γl
(Kξl)(n−m)/2
, ∀ξl > N.
Therefore, the sequence {uˆ(t′′∗, κl, ξl)} does not correspond to any distribution u in D′(Tn+1).
We now address the case when c′′0 /∈Qn−m , but {c(m+1)0, . . . , cn0} ∩Q = ∅.
We may assume that c(m+1)0, . . . , cp0 /∈Q and c(p+1)0, . . . , cn0 ∈Q where m + 1 p < n.
Let L# be the system generated by the vector ﬁelds L1, . . . , Lp and A= ηZ where η ∈ N is such
that η(c(p+1)0, . . . , cn0) ∈ Zn−p .
For each l ∈ N we may assume that ξl, κ( j)l ∈A, j = 1, . . . ,m in the sequence {(κl, ξl)} considered
previously, hence L#A is not globally solvable on T
n−p+1 by the ﬁrst part in Case 1.2. Finally, by
Lemma 6.1 we conclude that LA is not globally solvable on Tn+1 which implies that L is not globally
solvable on Tn+1. 
Case 2. a′0 = (a10, . . . ,am0) ∈Qm .
Assume ﬁrst that c′′0 = (c(m+1)0, . . . , cn0) /∈ Qn−m , that is, either b is not exact or a′′0 /∈ Qn−m . We
may assume that c(m+1)0, . . . , cp0 ∈ Q and c(p+1)0, . . . , cn0 /∈ Q where m  p < n (p = m means that
c(m+1)0, . . . , cn0 /∈ Q). Let A = ηZ where η ∈ N is such that η(c10, . . . , cp0) ∈ Zp and consider the
involutive system L# generated by the vector ﬁelds Lp+1, . . . , Ln .
Recall that in the construction of f ∈ E in Section 4 we considered only ξ ∈ Z \ G , where G is
given by (4.2). Since c(p+1)0, . . . , cn0 /∈Q (hence G = ∅) the same construction shows that L#A is not
A.P. Bergamasco et al. / J. Differential Equations 252 (2012) 4598–4623 4623globally solvable using only ξ ∈A. Thus, by Lemma 6.1 we conclude that LA is not globally solvable
on Tn+1.
Assume now that c′′0 = (c(m+1)0, . . . , cn0) ∈ Qn−m (that is, b is exact and a′′0 ∈ Qn−m) and q J < q∗ .
We may assume that q Ja10, . . . ,q Jap,0 ∈ Z and q Ja(p+1)0, . . . ,q Jan0 /∈ Z where m p < n.
We write a j0 = r j/s j , j = p + 1, . . . ,n and since G =⋃nj=p+1 s jZ, q JZ+ \ G has inﬁnitely many
elements. Therefore, as in Section 4 we have that L#A is not globally solvable on T
n−p+1
(tp+1,...,tn,x) where
L# is the involutive system generated by Lp+1, . . . , Ln and A= q JZ. Thus, by Lemma 6.1 we have LA
not globally solvable on Tn+1.
Finally, if a0 ∈Qn , b is exact, q J = q∗ and the global primitive B : Tn →R of b has a disconnected
sublevel or superlevel on Tn then L is not globally solvable. Indeed, by Lemma 5.1 we have that LA
is globally solvable if and only if L0,A is globally solvable, where A= q∗Z and L0 = dt + ib(t) ∧ ∂∂x .
Since B has a disconnected sublevel or superlevel, we have L0,A is not globally solvable by [9].
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