Abstract-In this paper, we propose necessary and sufficient conditions for asymptotic stability analysis of 2-D systems in terms linear matrix inequalities (LMIs). By introducing a guardian map for the set of Schur stable complex matrices, we first reduce the stability analysis problems into nonsingularity analysis problems of parameter-dependent complex matrices. Then, by means of the discrete-time positive real lemma and the generalized S-procedure, we derive LMI-based conditions to verify the asymptotic stability in an exact (i.e., nonconservative) fashion. It turns out that we can reduce the size of LMIs by employing the generalized S-procedure.
where A 1 , A 2 ∈ C n×n [6] . Precise definition of the asymptotic stability of 2-D systems was first made in [5] . Since then, various types of necessary and sufficient conditions to verify the asymptotic stability of 2-D systems have been proposed. We summarize some of them in the following proposition. e jθ A 2 and ρ(·) denotes the spectral radius. Unfortunately, the conditions in (i) and (ii) are not numerically tractable since they should be checked at infinitely many points over the range of (z 1 , z 2 ) or θ. To overcome this difficulty, in [7] , [11] , some attempts have been made to convert the condition (ii) into feasibility tests of parameter-independent linear matrix inequalities (LMIs) via Lyapunov theorem. However, these approaches employ Lyapunov functions of restricted form [7] , [11] and hence satisfactory results have not been obtained on the exactness of the resulting LMI-based stability conditions. The goal of this paper is to provide necessary and sufficient conditions for the asymptotic stability analysis of 2-D systems in terms of LMIs. To this end, we first introduce a guardian map for the set of Schur stable complex matrices and reduce the stability analysis problems into nonsingularity analysis problems of parameterdependent complex matrices. Then, by means of the positive real lemma [13] and the generalized S-procedure [8] , [9] , [10] , we second derive parameter-independent LMIs for the asymptotic stability analysis of 2-D systems. It turns out that we can reduce the size of LMI by employing the generalized S-procedure.
We use the following notations. For matrices A and B, we denote by A ⊗ B their Kronecker product. For a matrix A ∈ C n×n with rank r, A ⊥ ∈ C (n−r)×n is a matrix such that
The symbol H n denote the sets of n × n Hermitian matrices. Due to limited space, proofs for theorems and technical lemmas are omitted in this paper. See [4] for complete discussions.
II. GUARDIAN MAP FOR STABILITY ANALYSIS OF
2-D SYSTEMS The notion of guardian map [1] plays a key role in this paper. In this section, we first review its definition and introduce a guardian map for the set of Schur stable complex matrices.
Then, the map ν(·) is a guardian map for the set of Schur stable n × n complex matrices.
The usefulness of guardian maps is well-recognized when we deal with robust D-stability analysis problems of uncertain parameter-dependent matrices [1] . Following the discussions in [1] , we readily obtain the next lemma. Lemma 2: Let us consider the 2-D system described by (1) . Then the system is asymptotically stable iff the following two conditions hold:
In Lemma 2, we have reduced the asymptotic stability analysis problem of the 2-D system (1) into nonsingularity analysis problem of the parameter-dependent matrix A(θ). However, it is still hard to check the nonsingularity of A(θ) at infinitely many points over the range [0, 2π]. To overcome this difficulty, in the next section, we further reduce the nonsingularity analysis problem into feasibility tests of parameter-independent LMIs.
III. EXACT STABILITY ANALYSIS USING LMIS A. Reduction to LMI via Positive-Real Lemma
At each fixed θ ∈ [0, 2π], we first note that det(A(θ)) = 0 holds iff A(θ) * A(θ) > 0. From (3), the latter condition is also equivalent to G(θ) + G(θ) * > 0 where
(5) 
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In relation to the trigonometric polynomial G(θ), let us construct a discrete-time system G(z) of the form
Then, as shown in [12] , G(θ) + G(θ) * > 0 holds for all θ ∈ [0, 2π] iff G(z) is strictly positive real. It is well-known that the positive realness of discrete-time systems can be verified via single (i.e., parameter-independent) LMI by means of the positive-real lemma [13] . In view of this fact, we can readily obtain the following theorem. Theorem 1: The 2-D system (1) is asymptotically stable iff the following two conditions hold:
where G 0 , G −1 and G −2 are defined by (6) and (4). If the matrices A 1 and A 2 are real, we can restrict Q 1 , Q 2 and Q 12 in (8) to be real. Now we have derived a nonconservative LMI-based condition for the asymptotic stability analysis of the 2-D system (1). Although nonconservative conditions might also be obtained by following the idea of Bliman [2] , Theorem 1 would be appealing in the sense that it provides LMIs of specific size that ensures exact stability analysis. Nevertheless, the LMI condition still leaves room for improvement from the viewpoint of numerical computation. The size of LMI in (8) is 3n 2 and the number of complex scalar variables are n 2 (2n 2 + 1). This unfortunately prevents us from dealing with large size problems. To remedy this, we derive smaller size of LMI in the next subsection.
B. Reduction to LMI via Generalized S-procedure
The generalized S-procedure has proved to be very useful for robustness analysis and synthesis of control systems [8] , [9] , [10] . In the following lemma, we show how the nonsingularity analysis problem of the parameter-dependent matrix A(θ) can be reduced into a feasibility test of parameterindependent LMIs via the generalized S-procedure. Lemma 3: Let us consider the 2-D system described by (1) . Define A(θ) and A i (i = −1, 0, 1) by (3) and (4), respectively. We further define W :
(iv) There exists Q ∈ H 2n 2 such that
If the matrix W is real, the equivalence still holds when we restrict Q in (iii) and (iv) to be real. The equivalence proof of (i) and (ii) is given in [4] . The equivalence of (ii) and (iii) is a direct consequence of the generalized S-procedure [8] , [9] , [10] . The equivalence of (iii) and (iv) is due to Finsler's theorem [3] . From Lemmas 2 and 3, we can readily obtain the following results. Theorem 2: The 2-D system (1) is asymptotically stable iff the following two conditions hold:
where A −1 , A 0 and A 1 are defined by (4) . If the matrices A 1 and A 2 are real, we can restrict Q 1 , Q 2 and Q 12 in (11) to be real.
When comparing (8) and (11), we see that the number of scalar variables is the same. However, the size of LMI has been reduced successfully form 3n 2 to 3n 2 − r where r = rank([ A −1 A 0 A 1 ] * ). Further discussions on the connections between (8) and (11) can be found in [4] .
IV. CONCLUSION
In this paper, we proposed necessary and sufficient conditions for the asymptotic stability analysis of 2-D systems in terms of LMIs. The proposed LMI-based conditions are nonconservative, whereas the size of LMIs grows rapidly with respect to the problem size. The size of LMIs could be further reduced by exploring different guardian maps from the one employed in this paper. This is a challenging topic in the future.
