Abstract. An integral equation and a related integral-differential equation of first order over R + with a quadratic integral term representing the so-called autocorrelation of the unknown function is dealt with. For both equations the general solution is constructed and estimated in the L 2 -norm. Further, the asymptotic behaviour and the stability of the solution are investigated.
Introduction
In stochastics and related applications quadratic integral equations occur which contain the so-called autocorrelation (Ap)(t) = ∞ 0
p(s)p(s + t) ds
(t > 0) (1.1) of the unknown function p (which is often a probability density) (cf. [5] ). In our recent paper [6] (see also [7] ) a procedure for solving the corresponding integral equation of the second kind and a related integral-differential equation is developed and special solution classes for the equations are treated in some detail.
In the present paper the (properly defined) general solutions of these equations are dealt with and investigated in a more complete manner. Under different assumptions on the right-hand side and its Fourier cosine transform the asymptotic behaviour of the solutions at infinity is determined and the 
Integral equation
We deal with the integral equation
(R + ). In the following, g and p are always real-valued functions. We introduce the Fourier cosine and sine transform of p [4] P (x) = (R + ). Further, we extend P as an even and Q as an odd function to the real axis R so that P, Q ∈ L 2 (R). Applying the Fourier cosine transformation to (2.1) we obtain the condition
(cf. [5, 6] ) whereF (x) = 1 + P (x) + i Q(x) are the boundary values of the holomorphic function in the upper half-plane Im z > 0 By the assumption g ∈ L(R + ) the function G is continuous on R and
2) the necessary solvability condition G(x) ≥ 0 on R follows. Somewhat stronger, we assume that G(x) > 0 on R.
We are looking for solutions p of equation (2.1) for which the function F is continuous in Im z ≥ 0, has the limit 1 for z → ∞ uniformly in Im z ≥ 0 and F (x) = 0 on R. Then F has at most finitely many zeros in Im z > 0 which for real-valued function p are of the form
Here every zero is counted corresponding to its multiplicity. These zeros can be chosen arbitrarily in the following.
By taking the logarithm in (2.2) and applying the theory of Cauchy integrals [1 -3] the following solution of boundary value problem (2.2) for F is obtained (cf. [6] ):
where
In view of the Plemelj-Sochozky formula from (2.5) the solution p = 2 π F c P of equation (2.1) with
follows where
We define this solution as the general solution of equation (2.1). The corresponding expression to (2.8) for Q is given by
Asymptotic behaviour of the solution
Let us first have a look to the behaviour of the solution (2.8) for x → ∞. In addition to G(x) > 0 on R + , we assume that G is a Hölder continuous function on
Then also H is Hölder continuous with
Further,
Finally,
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In view of (3.2) -(3.5), from (2.8) with (2.9) we obtain
. We remark that from (2.10) in analogous manner the asymptotic be-
(R) implying representation (2.3) for F by a well-known theorem of Paley and Wiener. Finally, for the more specific asymptotic behaviour
(R + ) and p is a continuous function on R + with limit p(∞) = 0.
Estimation of the solution
We estimate the solution (2.8) under the additional assumption G(x) ≥ 0 on R + . By [4: Theorem 124] there holds G ∈ L(R + ) with G(x) > 0 on R + if g is bounded, convex downwards and steadily decreasing to zero as x → ∞. The solution is decomposed in the form
As in [5] , J 1 and J 2 can be estimated using the Riesz theorem and the inequalities ln(1 + u) ≤ u and
and
For estimating J 3 and J 4 we use the inequalities
are finite by (3.4) -(3.5) and Im
due to the continuity of G on R + and the limit G(∞) = 0. Hence we obtain the estimates
From (4.1) and (4.2), (4.4), (4.8), (4.10), resp. (4.3), (4.5), (4.9), (4.11) the estimations
follow. Also the Paley-Wiener conditions for representation (2.3) of F are fulfilled. In avoiding the assumption G(x) ≥ 0 on R + we further consider functions G obeying an inequality of the form
where a, a 0 > 0 and C, C 0 > 0 with C 0 < a
Further, (G(x) + 1)
) for x → +∞. Hence for J 2 the estimates
N (x) dx hold. The estimates for J 3 and J 4 are independent of the assumption G(x) ≥ 0. Hence, for functions G fulfilling (4.14) we obtain the estimations We remark that analogously to (4.14) functions G satisfying −
can be dealt with, too.
Stability theorem
We investigate the stability of the solution p in L
The difference of the corresponding Fourier cosine transforms P j = F c p j of the solutions p j (j = 1, 2) of (2.8) is given by
There holds
≤ 2|q 0 q| sin
. Further, by the Riesz theorem
In view of (5.4) -(5.6) we get
From (5.2) and (5.3), (5.7) the inequality
follows which is equivalent to the stability estimation for the solution p j (j = 1, 2) of equation (2.1) 
Integral-differential equation
In the following we deal with the integral-differential equation of first order
where µ ∈ R and we again assume
Applying the Fourier cosine transformation to equation (6.1) we obtain the condition
(cf. [6] ) where
are the boundary values of the holomorphic function in the upper half-plane Im z > 0
Problem (6.2) with (6.5) and solutions F of form (6.3) where p ∈ L 2 (R + ) is equivalent to integral-differential equation (6.1). Further, stronger than the necessary solvability condition G(x) + 2α ≥ 0 on R for condition (6.2) we assume G(x) + 2α > 0 on R.
We are looking for solutions p of equation (6.1) for which the function F (z) − iz is continuous in Im z ≥ 0 with the limit µ for z → ∞ uniformly in Im z ≥ 0 and F (x) = 0 on R. Then F has at most finitely many zeros in Im z > 0 of the form as above:
where y 0 k , x j , y j > 0. Again these zeros of F can be chosen in arbitrary manner. From (6.2) the following solution for F is obtained (cf. [6] again):
where b > 0 is an arbitrarily chosen number (for instance, b = 1), q 0 and q are given by (2.6) again and
Therefore, the general solution of equation (6.1) is given by p = 2 π F c P with
where now
The parameter α has to fulfill equation (6.5) . The integral in (6.5) can be calculated by
where K R denotes the upper semi-circle with centre 0 and radius R. There hold the asymptotic relations
for z → ∞, Im z > 0 where
and some longer expression for B. From (6.11) it follows that relation (6.5) holds if and only if A = 0 and B = −α. Some algebra shows that B = −α is a consequence of A = 0. Hence relation (6.5) is equivalent to the condition A = 0, i.e.
This condition for α is independent of b(> 0) as it must be. Its left-hand side is a strictly increasing, concave function of α tending to +∞ as α → +∞. So there exists at most one root α 0 of this equation for which G(x) + 2α 0 > 0 on R.
Asymptotic behaviour of the solution
We again make the stronger assumption that G is a Hölder continuous function on
Then also G and H are Hölder continuous with G(x)
) as above and λ = min{δ, 2} > 1. Further (cf. [6] ),
),
with real O-terms. Relation (7.1) is analogous to (6.10) above and a similar algebra as there leads from (7.1) to
with real O-terms which is analogous to (6.11) with the same constants A and B. Assuming the solvability condition A = 0 with B = −α, we obtain the asymptotic relations 
Estimation of the solution
In the following we estimate the L 2 -norm of the solution under the assump-
with some δ > 0 where α satisfies equation (6.12). Further, without loss of generality, we choose b with 0 < b ≤ δ so that
In this and the next section we write · instead of · L 2 , for simplicity. Substituting µ = Y − b − H 1 from (6.12) into (6.8), the function P can be decomposed in the form
At first we estimate the expressions J 1 , J 4 and J 5 . We have
Further, we use the integral inequality of Hardy and Littlewood (cf. [2:
where M β,p is the norm of the Hilbert transformation in the corresponding weighted Lebesgue space. So, for the integral
where A 2 = C −2,2 and
Moreover,
Secondly, we estimate J 2 and J 6 . We get
The asymptotic relation
).
Therefore the inequalities
with some δ j > 0 where α j obeys the corresponding equation (6.12) with some joint b > 0. By (6.8) the difference P 1 − P 2 of the corresponding solutions with the same fixed zeros of F j can be decomposed in the form
where (R + ) (j = 1, 2) fulfills estimation (9.5).
