Consider the problem of denoising a large m × n matrix. This problem has received widespread attention in recent years. A common approach is to assume that the denoised matrix is of low rank and then apply a thresholding algorithm. The error bounds in this case is a function of the unknown rank. Another approach comes from the empirical observation that a low rank matrix may have small nuclear norm and therefore approximating the mean matrix via penalization of its nuclear norm sounds reasonable. In 2015 Sourav Chatterjee [26] investigated this problem in the case where the observed entries are a noisy version of a small fraction of the original entries. In his work he introduced the USVT algorithm for matrices with bounded entries (or normally distributed entries with known variance). In this work we want to consider the case that the entries do not necessarily lie in a bounded interval and we don't know their common variance, σ 2 , although then we have to consider only the case that all the entries have been observed. In this work we consider two estimators for σ and study their mean square error. Then we use a modified version of the USVT algorithm to give an estimation for the mean value matrix.
Introduction
Consider a statistical estimation problem where the unknown parameter is a m × n matrix M . Suppose we have observed the m × n matrix X which is the noisy version of M , such that X = M + σA, where A is the noise matrix.We want to recover M from this noisy observation and give a bound on its mean square error (M SE). Given an estimatorM we can measure the error of this estimation by mean squared error, defined as
where m ij andm ij are the (i, j)th entry of the matrices M andM respectively. The problem of estimating the entries of a large matrix from noisy and/or incomplete observations has recieved widespread attention, specially because of its emergence in practical contexts such as collaborative filtering and many more. Early work using spectral analysis was done by a number of authors in the engineering literature, for example, by Azar et al. [3] and Achlioptas and McSherry [1] . This was followed by a sizable body of work on spectral methods, the main pointers to which may be found in the important recent papers of Keshavan, Montanari and Oh [14, 13] . Nonspectral methods also appeared, for example, in [22] .
In a different direction, statisticians have worked on matrix completion problems under a variety of modeling assumptions. Possibly the earliest works are due to Fazel [11] and Rudelson and Vershynin [24] . The emergence of compressed sensing [9, 7] has led to an explosion in activity in the field of matrix estimation and completion, beginning with the work of Candès and Recht [6] . The pioneering works of Emmanuel Candès and his collaborators [6, 5, 8, 4] introduced the technique of matrix completion by minimizing the nuclear norm under convex constraints, which is a convex optimization problem tractable by standard algorithms. This method has the advantage of exactly, rather than approximately, recovering the entries of the matrix when a suitable low rank assumption is satisfied, together with a certain other assumption called incoherence.
Since the publication of [6] , a number of statistics papers have attacked the matrix completion problem from various angles. Some notable examples are [10, 18, 15, 16, 17, 20, 23] . In addition to the theoretical advances, a large number of algorithms for matrix completion and estimation have emerged. Some of the main ones are nicely summarized and compared in [17] .
In the literature it is usually assumed that the matrix M has rank r that is known or at least is small and then use this r in the process of estimation. In 2015, Chatterjee [26] considered the problem of estimating the entries of a noisy incomplete matrix. In his work, there is no assumption on the rank of the matrix and he introduced the USVT algorithm for the estimation task. One limitation of the USVT algorithm is that the entries should lie in a bounded interval, or if we assume that the entries have normal distribution, then one can show that USVT algorithm still works for the known variance. In [19] Donoho and Gavish found the best thresholding constant for the USVT algorithm which asymptotically gives the minimax estimator from the class of hard thresholding estimators. Their work is in the regime that the noisy matrix is low rank and their proposed error bound and matrix estimator depends on the rank.
In this work we want to drop the assumption of boundedness of the entries and also assume that the variance is unknown, although then we need to assume that the observed matrix is complete and does not have any missing entries. In the first step, we will provide two estimators for the variance, and investigate their mean squared error. The estimators are similar in nature and one of them was suggested earlier in the work of Donoho and Gavish [19] , where they have considered the same problem. In their work, they showed that their suggested variance estimator is asymptotically consistent but they have not provided non-asymptotic bounds on the error. Kritchman and Nadler have also considered the same problem of estimation of the variance of the noise. In their work [28] , [27] they have considered an iterative system of equations which leads to an estimate of σ. Although the main porpose of their work is to estimate the rank of the signal but their proposed estiamtor depends on the rank. They have shown that no matter what the true value of rank is, for any assumed rank their estimator is consistent.
With an estimator of σ in hand, in a similar way to [26] , we will use the USVT algorithm which will give usM as an estimator for M . We will give an upper bound on the M SE(M ) which depends on the nuclear norm of M .
Set up and Main Results
Consider the m × n random matrix X = [x ij ] where m ≤ n. Assume that for any 1 ≤ i ≤ m and 1 ≤ j ≤ n the entries x ij are comming from some unknown distribution with unknown mean value of m ij , so we have X = M + σA. We want to find a way to estimate this mean values, M = [m ij ] ∈ R m×n . The subtle point is that σ is also unknown. The idea is to first estimate the variance and give an upper bound on its error and then use this estimator and apply the USVT algorithm to this case.
Estimation of The Variance
Consider the singular value decomposition of X = U ΣV T where U and V are unitary matrices of size m × m and n × n respectively and Σ is a m × n rectangular diagonal matrix with nonnegative real numbers on the diagonal. Assume that the diagonal entries are ordered 0 ≤ λ 1 (X) ≤ · · · ≤ λ m (X). In the rest of the paper I may write λ i instead of λ i (X) for simplicity.
We will suggest two estimators for σ. The first one iŝ
where X * is the nuclear norm of X which is defined in the following way.
Definition 2.1. For the m × n matrix X with the singular value decompostion X = U ΣV T where Σ is a m × n diagonal matrix with 0 ≤ λ 1 ≤ · · · ≤ λ m the diagonal entries, the nuclear norm is defined as
In the definition ofσ, constant C λ is defined in the following way,
where
where by m(λ i (X)), I mean the median of the singular values of X. And
is the median of the Marčhenko-Pastur law with parameter λ = m/n which is defined with the following cumulative distribution function
This estimator of σ,σ, was earlier proposed in the work of Donoho and Gavish, [19] , where in that work they have shown thatσ is a consistent estimator. Note thatσ is proportional to the average of the singular values of X andσ is proportional to the median of the singular values of X.
To see the basic idea behind both of these estimators, consider the pure noise matrix σA. With the help of the Marčhenko-Pastur law, we know that the majority of singular values of σA are scattered within the interval [ nλ − , nλ + ] with high probability. Adding the signal matrix M to σA will purturb the singular values and singular vectors. But if for example M is a low rank matrix with a small number of noticeable singular values then this purturbation should not have a significant effect on the singular values of X compared to A. It will probably purturb the largest singular values of X and we may be able to control the change of the smaller ones. Therefore we expect to see that some functions of these singular values, such as mean or median, take approximately the same value. Finally, comparing the mean value of λ i (σA)'s and λ i (A)'s will give us an estimate of σ. We expect that the same thing happens when comparing λ i (X)'s and λ i (A)'s.
In general we expect thatσ gives us a better estimate compared toσ, since the median of the singular values should be a more robust estimator compared to the mean and it is less affected by the large singular value purturbations.
The following theorems will give us upper bounds on the error of these estimators. In all of them we are considering the random matrix X = [x ij ] such that E(x ij ) = m ij and V ar(x ij ) = σ 2 where σ is unknown and x ij are i.i.d from a subgaussion distribution.
A Comparison Betweenσ andσ
As I mentioned earlier we expectσ to be better thanσ in general, mainly because we expect the median of the singular values be more robust than their mean. In the following plots you can see the results of simulations for two different type of noise distributions. It can be seen that in some situationsσ is doing a better job thanσ but not always. Although one of thê σ andσ might be better than the other one, but it can also be observed that when applying USVT algorithm to estimate M , usingσ orσ gives us almost the same result. The reason is that the gap between the eigenvalues is so large that the precision ofσ andσ doesn't really matter.
In the following plots you can see the results of the simulations where I have considered a m × n matrix with n = 1000 and m = 250 (therefore λ = 0.25). In this case I have generated the mean matrix M and the corresponding X in two different ways. First I have considered M = [p] as a matrix with all of its entries equal to p for p ∈ [0, 0.5] parameter of the Bernoulli distribution and then X = [x ij ] is generated such that each x ij is coming from a Bernoulli with parameter p independent of others. So in this case σ = p(1 − p). Then I have generated M as an all zero matrix except for a 100 × 100 block of entries that are i.i.d N (0, 1) and X is generated by adding an m × n matrix with i.i.d entries from N (0, σ 2 ). To estimate the M SE of the estimation of σ and M for each value of the specified parameters I have run the simulation for 100 iterations. The dashed line is related to the estimator that uses the median of the singular values and the solid line is the one that uses the mean of the singular values. In figure 1(a) we can see thatσ has smaller MSE compared toσ specially for larger values of p. But the MSE of the estimator of M based onσ andσ is not different that much specially for larger values of p (In this case they overlapped each other). The reason is that althoughσ is estimating the σ better, but the gap between the largest singular values and the smaller ones is so large such that thresholding withσ andσ gives us the same result. Again in figure 2 we can see that althoughσ andσ behave differently in different regimes but the estimate of M using these two acts similarly in terms of MSE.
Upper Bound on the M SE of the Estimations of σ
Theorem 2.2. Consider the m × n random matrix X = [x ij ] such that E(x ij ) = m ij and V ar(x ij ) = σ 2 for unknown value of σ, and x ij i.i.d from a subgaussian distribution. For the following estimator of σ,σ
we have
where λ = m/n and C( ) is a function of > 0 and independent of n and σ. 
Where m(λ i (X)) is the median of the singular values of X andμ is as (7) . Then
where C( ) is a function of > 0 and independent of n and σ. And λ m/2 (M ) is the median of the singular values of M .
In applications we don't have the matrix M and therefore we don't have access to λ m/2 (M ) or M * . But if we know for example an upper bound on M * , then the above theorems give us an upper bound on the rate of convergence ofσ andσ to σ.
USVT Algorithm
Let σ † be an estimate of σ. We can modify the USVT algorithm in the following way to find an estimate of M . The only difference with the USVT algorithm mentioned in the work of Chatterjee [26] is that, there he has used the value of σ itself, but here we are using an estimate of it, σ † .
Consider the singular value decomposition of
2. Choose η ∈ (0, 1] as a tunning parameter.
Considering the M SE as our measurment of the estimation error, we will find the following upper bounds on the M SE of the USVT estimator.
Theorem 2.4. Consider the same set-up as in theorem 2.2 and η ∈ (0, 1] an arbitrary constant. Then,
whereM is the result of the USVT algorithm for σ † =σ = C λ X * /m √ n and C i 's for i ∈ {1, 2, 3} are constants independent of n and η and C 2 is a function of . Theorem 2.5. Consider the random symmetric matrix X = [x ij ] such that E(x ij ) = m ij and V ar(x ij ) = σ 2 for unknown value of σ, where x ij are from a distribution that satisfies logarithmic sobolev inequality with some uniform constant c. In addition if we also assume that M * = o(n 3/2 ), then for any η ∈ (0, 1] and any > 0 we have
whereM is the result of the USVT algorithm for σ † =σ = C λ X * /m √ n and C i for i ∈ {1, 2, 3} are constants independent of n, η and C 2 is a function of . Theorem 2.6. Consider the same set-up as in theorem 2.2 and η ∈ (0, 1] an arbitrary constant. Then
whereM is the result of the USVT algorithm for σ † =σ = m(X)/ √ nμ and C i for i ∈ {1, 2, 3} are constants independent of n, η and C 2 is a function of . And λ m/2 (M ) is the median of the singular values of M .
The upper bounds depends on the M * and σ as unknown parameters of the model and the tunning parameter η . Note that the second term in the bound of theorem 2.5 goes to zero exponentially fast as n goes to infinity with the help of the extra assumption on the distribution of x ij 's. In theorem 2.6 as long as we make sure that M * ≤ ησm √ n/40C λ we have the same upper bound (In the theorem we have considered M n * = o(n 3/2 ) which is a stronger assumption than what we actually need).
In [19] it has been shown that the choice of η = 4/ √ 3 − 2 will give the asymptotic minimax estimator in the class of hard thresholding estimators. So one may choose the tunning parameter in that way.
In the next section of this paper we will give the proof of the theorems that has been mentioned above.
Proofs
In what follows C and C i for i ∈ N are constant indepedent of the other variables, unless otherwise is mentioned. And it may change from line to line. Proof.
So it is sufficient to find upper bounds for the two terms E[(
. Now note that by triangle inequality we have,
Then for the other term we have,
Where in the last inequality I have used the fact that F n − F λ /2 ≤ 1.Then by CauchySchwartz inequality we have
Therefore it's enough to find bounds on E[max{ 
We know that λ 2 m /n converges almost surely to λ + . Under the assumption that the entries of X − M are i.i.d from a subgaussian distribution and with the help of proposition 2.4 in [25] we have
where δ and c are positive constants. With this tail probability bound we can write
For some constant C. Therefore
For simplicity let∆ n,λ = F n − F λ ∞ . I'll find an upper bound on E[∆ 2 n,λ ] in the following lemma.
Lemma 3.1. For∆ n,λ = F n − F λ ∞ there exist > 0 and C a constant that depends on such that,
Proof. In theorem 1.1 in [12] , Götze and Tikhomirov showed that if there exists a τ > 0 such that the entries of the random matrix (X − M )/σ √ n follow the below rule
for any t ≥ 1, then we have the following tail probability bound for∆ n,λ
where α > 0 is arbitrary and the constants C and c are functions of α and τ . And
Therefore for any choice of α > 0 we have
In our case since we have considered the subgaussian random variables, τ = 2. Then for any k ∈ N, we can choose α such that c(log log n) α ≥ k and so we can have C exp{−c m,α } ≥ k. This will give us the desired result
The result of the lemma completes the proof of theorem 2.2.
Proof of Theorem 2.3
Proof.
Now let's first look at the second term,
Note that by the mean value theorem we have,
Where
is a fixed non-random number. If m(AA T /n) <μ λ becomes smaller, C(A) becomes larger and as m(AA T /n) >μ λ becomes larger C(A) becomes smaller. So we can bound C(A) by its worst case which is when m(AA T /n) = 0 and in that case it will give us C(A) ≤ C, where C is a deterministic constant independent of n. So we can now focus on bounding E[(m(AA T /n) −μ λ ) 2 ] which we can write it in the following way,
Where F n is the empirical distribution of the singular values of AA T /n and F λ is the Marčhenko-Pastur law. Again we can use the mean value theorem since F λ is a smooth function.
where c n ∈ [min{F
)}, max{F
)}]. So we have,
Now we should have a control on F λ (c n ) −2 . Remember that
So 1/F λ (c n ) can be bounded directly as long as c n is far from λ + and λ − . Now consider the three following situations. First is F
n (1/2) ≥ λ + and the third one is λ − < F −1 n (1/2) < λ + . In the first case, F −1 n (1/2) < λ − ,we have 1
In the second situation, when F
In this case F −1 n (1/2) is not necessarily bounded. So this case needs more consideration which I'll postone it to later. In the third situation, when we have λ − < F −1 n (1/2) < λ + , if c n is far from λ + and λ − we can just use sup x∈[λ − + ,λ + − ] 1/F λ (x) as an upper bound on 1/F λ (c n ). But if c n is close to λ + , we can write
and if c n is close to λ − we have
So if we choose > 0 small enough this will give us a corresponding small δ and then we can find a uniform bound, C, for the above two inequalities. Now let's go back to the second case, when
Now note that
= 64
Now note that∆ λ,n ∈ [0, 1] we have∆
And this will give us
And then from lemma 3.1 we have
for some > 0 small. Now let's find a bound on the first term,
where λ m/2 (X) is the median singular value of the matrix X and in the last line I have used the following fact from [21] 
where i + j ≤ m. Putting these together completes the proof.
Proof of Theorems 2.4, 2.5 and 2.6
Proofs for the theorems 2.4, 2.5 and 2.6 are fairly similar. So in the following part I'll go over the main structure and then discuss the differences in the following lemmas.
Proof. Consider σ † as an estimator of σ. To give an upper bound on E M − M 2 F , we can split it into two parts
We will show that if we choose σ † equal toσ orσ then under E 1 ∩ E 2 , we will have
This inequality is achieved with the help of lemma 3.5 in [26] that I will copy it without the proof here. 
Then
where K(δ) = (4 + 2δ) 2/δ + √ 2 + δ.
We can see that for δ ≥ η/5, we have K(δ) ≤ C √ 1 + δ. Now on the set E 1 E 2 , we have δ ≥ η/5 which gives us the following bound.
where C is a constant independent of n. So we can conclude that
Now let's focus on
We can write using the Cauchy-Schwartz inequality
By Theorem 3.4 in [26] we have
To find an upper bound on
Lemma 3.4. Consider the same set up as in theorem 2.2. In addition assume that x ij are from a distribution that satisfies logarithmic sobelov inequality with some uniform constant c. Letσ = C λ m √ n X * . Then if we consider the event E 2 = {|σ − σ| ≤ η 20
σ} we will have
if we have M * < ησm √ n/40C λ for large n.
Proof. Note that one can write
Then note that
Now by part (b) of corollary 1.8 of [2] for δ > 0 we have
On the other hand by Jensen's inequality we have
Where in the last line I have used the result from lemma 3.1 and > 0 can be chosen close to zero. Now let δ(n, ) = Cn −1+ /(1 + √ λ), then we can write
Therefore we will have
So if M * < ησm √ n/40C λ , then P(E c 2 ) goes to zero exponentially as n goes to ∞. σ}, we will have
and
Now by Markov's inequality we have
for some > 0 small. So if we can make sure that {λ m/2 (M ) < ησ 40 √ nμ} we will have
Note that in the lemma we have assumed that M * = o(n 3/2 ) which is stronger than what we need. Now we should find an upper bound for
where I have used the inequality (a + b)
This will gives us we have
for a constant C. 
where C is a bounded constant and comes from the fact that we know under the assumptions of the theorem we have
for a constant C.
Proof. 
E[σ
Since we are working with subgaussian random variables we can find a bound C on the forth moment of x ij which will give us
Lemma 3.3 and 3.6 will complete the proof of theorm 2.4. Lemma 3.4 together with lemma 3.6 will complete the proof of theorem 2.5 and finally lemma 3.7 and 3.5 will complete the proof of theorem 2.6.
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