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In this paper, we are concerned with the sublinear reversible systems with a nonlinear
damping and periodic forcing term
x′′ + f (x)g(x′)+ γ |x|α−1x = p(t),
where f (x), p(t) are odd functions, p(t) is smooth 1-periodic function and γ = 0 is a
constant. A suﬃcient and necessary condition for the boundedness of all solutions of the
above equation is established. Moreover, we show the existence of Aubry–Mather sets as
well.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Since the concept of Lagrange stability was introduced by H. Poincaré [22] in connection with analyzing the results of
J.L. Lagrange on the stability of planetary orbits, the study concerning Lagrange stability (or boundedness) of all solutions
to planar nonlinear differential systems has attracted the attentions of many mathematicians. In particular, Littlewood [15]
suggested to study the boundedness of all the solutions of
x′′ + g(x) = e(t) (1.1)
in the following two cases:
(i) Superlinear case: g(x)x → +∞ as x → ±∞.
(ii) Sublinear case: sgn(x) · g(x) → +∞ and g(x)x → 0 as x → ±∞.
The ﬁrst result in superlinear case is due to Morris [18], who proved that all solutions of
x′′ + 2x3 = e(t)
are bounded, where e(t) ∈ C0. Subsequently, a series results on superlinear case were set up by several authors, we refer
to [2,10,12,13,16,17,25,26,30,31] and references therein. In recent years, many authors have studied the boundedness of
all solutions and the existence of periodic solutions for the following differential equation with a nonlinear damping and
periodic forcing term
x′′ + F (x, x′, t)+ ψ(x) = p(t). (1.2)
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conditions on f and ϕ . As F (x, x′, t) = f (x)g(x′) and ψ(x) = ax+ − bx− with x+ = max{x,0}, x− = max{−x,0} and a,b > 0,
Eq. (1.2) becomes the following
x′′ + f (x)g(x′)+ ax+ − bx− = p(t). (1.3)
Arising from applied science, (1.3) models the motions of an idealized suspension bridge, which was introduced by A.C. Lazer
and P.J. McKenna in [11]. In 2003, Z.H. Wang [27,28] studied the existence of periodic solutions of (1.3). As F (x, x′, t) =
f (x, x′, t) + ϕ(x) and ψ(x) = ax+ − bx− , in [1] we studied the existence of quasi-periodic solutions and unboundedness of
solutions for (1.2). As far as we know, there are only a few works in sublinear case. On boundedness problem for sublinear
Duﬃng equations, the ﬁrst result that all solutions are bounded was proved by Küpper and You [3] in the study of the
equation
x¨+ |x|α−1x = p(t),
where 0 < α < 1 and p(t) ∈ C∞(T). In 2000, Liu [6] proved the same result for the equation
x¨+ g(x) = e(t), (1.4)
where g(x) ∈ C6 satisﬁes the sublinear condition (ii) and some inequalities, and e(t) ∈ C5(T). In 2004, Ortega and Verzini
[4] studied the boundedness of (1.4) in a special case by using a variational method. We also refer to Liu and Zanolin [5]
and [6] in this aspect. More recently, Y.Q. Wang [7] gave a suﬃcient and necessary condition for the boundedness of all
solutions for sublinear equation
x¨+ e(t)|x|α−1x = p(t),
where e(t) and p(t) are in C5 and 1-periodic functions.
On boundedness problem for sublinear reversible systems, the ﬁrst results were obtained by X. Li [14] in the study of a
sublinear second order differential equation
x′′ + f (x)x′ + |x|α−1x = e(t). (1.5)
In 2004, X.J. Yang [29] also studied the boundedness of all solutions of (1.5). However, the results obtained in [14,29] have no
information on unboundedness. In this paper, replacing the semilinear term ax+ −bx− in (1.3) by a sublinear term γ |x|α−1x,
we are concerned with the boundedness and unboundedness of all solutions for sublinear second order differential equation
with a nonlinear damping and periodic forcing term
x′′ + f (x)g(x′)+ γ |x|α−1x = p(t) (1.6)
with 0 < α < 1, γ = 0. We give a suﬃcient and necessary condition for the boundedness of all solutions of (1.6). On the
other hand, the question whether an equation of the form (1.6) has solutions of Mather type is interesting as well, since
Mather sets provide a rather complete qualitative description of the dynamics of (1.6). In this framework, together with the
pioneering work of J. Moser [8], we refer, in particular, to the papers by S.N. Chow and M.L. Pei [9]. Their works gave a
suﬃcient conditions for the existence of Aubry–Mather sets for some planar maps. In this paper, we show the existence of
Aubry–Mather sets as well.
Throughout this paper, we denote two universal positive constants without regarding their values by c < 1 and C  1.
Moreover, we suppose that the following conditions hold:
(A1) f (x), g(x) are C4(R), f (x) is odd, and p(t) ∈ C4(T) is odd and 1-periodic function, T = R/Z.
(A2) There is some positive constant μ such that the inequalities∣∣xi+1 f (i)(x)∣∣ C |x| α2 −β and ∣∣y j g( j)(y)∣∣ C |y|τ
are satisﬁed for 0 i, j  4 and all |x|μ, where β > 12 [1+ (1+ α)τ ] and τ > 0.
The following theorems are the main results of this paper.
Theorem 1.1. Suppose that γ = 0 and (A1)–(A2) hold. Then every solution of (1.6) is bounded if and only if γ > 0.
Theorem 1.2. Under the conditions of Theorem 1.1, there is an ε0 > o such that, for any ω ∈ (n,n + ε0), Eq. (1.6) has a solution
(xω(t), x′ω(t)) of Mather type with rotation number ω. More precisely:
• if ω = p/q is rational, the solutions (xω(t + i), x′ω(t + i)), 1 i  q − 1, are periodic solutions of period q;moreover, in this case
lim
ω→nmint∈R
(∣∣xω(t)∣∣+ ∣∣x′ω(t)∣∣)= +∞;
• if ω is irrational, the solution (xω(t), x′ω(t)) is either a usual quasi-periodic solution or a generalized one.
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{(
xω(i), x′ω(i)
)
, i ∈ Z}
is a Denjoy’s minimal set.
Remark 1.3. Theorem 1 in [29] can be regarded as a corollary of the boundedness result in the present paper when g(y) = y,
τ = 3−α1+α and j = 0. In fact, we denote β in [29] by β˜ , then β = β˜+ 12 and α = p−1. The second inequality in (A2) is satisﬁed
in this case, and β˜ = β − 12 > 12 [1 + (1 + α)τ ] − 12 = 3−α2 = 4−p2 > 2−p2 . This implies that the conditions on β in [29] are
satisﬁed.
2. Reversible systems and action-angle variables
Let us rewrite (1.6) in the following equivalent system{
x˙ = y,
y˙ = −γ |x|α−1x− f (x)g(y) + p(t). (2.1)
From assumption (A1) we know that (2.1) is reversible with respect to the transformation (x, y) → (−x, y).
Consider the auxiliary system{
x˙ = y,
y˙ = −γ |x|α−1x, (2.2)
which is a time-independent Hamiltonian system with Hamiltonian H0(x, y) = y22 + γα+1 |x|α+1.
Denoting by (S(t),C(t)) the solution of (2.2) with initial conditions S(0) = 0 and C(0) = 1 and by T0 > 0 the minimal
period we deﬁne the transformation
Φ : R+ ×T → R2 \ {0},
(ρ,ϕ) → (x, y)
by means of{
x = dbρb S(ϕT0),
y = d1−bρ1−bC(ϕT0), (2.3)
where d = 3+α
(α+1)T0 , b = 23+α , a = 2 − 2b. It is easy to see that 12 < b < 23 < a < 1. Since (S(−t),C(−t)) = (−S(t),C(t)) this
transformation is equivariant with respect to the involutions (ρ,ϕ) → (ρ,−ϕ) and (x, y) → (−x, y), and because
1
2
C2(t) + γ
α + 1
∣∣S(t)∣∣α+1 = 1
2
the mapping Φ is canonical. In fact,∣∣∣∣ ∂(x, y)∂(ρ,ϕ)
∣∣∣∣= ∣∣dbT0γ ∣∣S(ϕT0)∣∣α+1 + d(1− b)T0C2(ϕT0)∣∣
= dT0
3+ α
∣∣2γ ∣∣S(ϕT0)∣∣α+1 + (α + 1)C2(ϕT0)∣∣
= dT0(α + 1)
3+ α = 1.
Under this transformation, the system (2.2) is transformed into the simpler form
ρ˙ = −∂h0
∂ϕ
= 0, ϕ˙ = ∂h0
∂ρ
= d˜ · ρ1−2b,
where h0(ρ) = d˜2(1−b) · ρ2(1−b) and d˜ = d
2(1−b)(α+1)
3+α .
The original system (2.1) is transformed into the system
⎧⎪⎨
⎪⎩
dρ
dt
= h1(ρ,ϕ) + h2(ρ,ϕ, t),
dϕ = h′0(ρ) + g1(ρ,ϕ) + g2(ρ,ϕ, t),
(2.4)dt
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h1(ρ,ϕ) = −T0dbρbC(ϕT0) f
(
dbρb S(ϕT0)
)
g
(
d1−bρ1−bC(ϕT0)
) := −xϕ f (x)g(y),
h2(ρ,ϕ, t) = T0dbρbC(ϕT0)p(t) := xϕ p(t)
and
g1(ρ,ϕ) = bdbρb−1S(ϕT0) f
(
dbρb S(ϕT0)
)
g
(
d1−bρ1−bC(ϕT0)
) := xρ f (x)g(y),
g2(ρ,ϕ, t) = −bdbρb−1S(ϕT0)p(t) := −xρ p(t).
From the deﬁnitions of S(t) and C(t), it is easy to see that x is odd in ϕ and y is even in ϕ . Thus, by the oddness of f
and p we have
h1(ρ,−ϕ) = −h1(ρ,ϕ), h2(ρ,−ϕ,−t) = −h2(ρ,ϕ, t),
and
g1(ρ,−ϕ) = g1(ρ,ϕ), g2(ρ,−ϕ,−t) = g2(ρ,ϕ, t).
This implies that system (2.4) is reversible with respect to G : (ρ,ϕ) → (ρ,−ϕ).
Lemma 2.1. For 0 k +m 4, the following inequalities hold:
(1) | ∂k
∂ρk
h1(ρ,ϕ)| Cρ−k+
α−2β+(1+α)τ
3+α ,
(2) | ∂k+m
∂ρk∂tm
h2(ρ,ϕ, t)| Cρ−k+ 23+α ,
(3) | ∂k
∂ρk
g1(ρ,ϕ)| Cρ−k−
2β−(1+α)τ+3
3+α ,
(4) | ∂k+m
∂ρk∂tm
g2(ρ,ϕ, t)| Cρ−k− 1+α3+α .
Proof. The proofs of (3) and (4) are completely similar to those of (1) and (2) respectively, we need therefore to prove (1)
and (2) only.
(1) From the expression of h1(ρ, θ), we know that ∂
k
∂ρk
h1(ρ,ϕ) is a sum of terms of the form
∂ i1xϕ
∂ρ i1
· ∂
i2 f (x)
∂ρ i2
· ∂
i3 g(y)
∂ρ i3
, i1 + i2 + i3 = k.
At the same time, ∂
i2 f (x)
∂ρ i2
and ∂
i3 g(y)
∂ρ i3
are the sums of terms of the form
f (s)(x) · ∂
l1x
∂ρl1
∂ l2x
∂ρl2
· · · ∂
ls x
∂ρls
, 0 s i2, l1 + · · · + ls = i2
and
g(s)(y) · ∂
l1 y
∂ρl1
∂ l2 y
∂ρl2
· · · ∂
ls y
∂ρls
, 0 s i3, l1 + · · · + ls = i3,
respectively. Therefore, by the assumptions on f , g and the deﬁnitions of x(ρ,ϕ) and y(ρ,ϕ), we obtain∣∣∣∣ ∂
k
∂ρk
h1(ρ,ϕ)
∣∣∣∣ C ∣∣∣∣ρ−i1xϕ∣∣ · (|x| α2 −β−s−1 · ∣∣ρ−l1xρ−l1x · · ·ρls x∣∣) · (|y|τ−s · ∣∣ρ−l1 yρ−l1 y · · ·ρls y∣∣)∣∣
 Cρb−i1 · ρb( α2 −β−1) · ρ−i2 · ρ(1−b)τ · ρ−i3 = Cρ−k+ α−2β+(1+α)τ3+α .
This proves (1).
(2) From the deﬁnition of x(ρ,ϕ), we have∣∣∣∣ ∂
k+m
∂ρk∂tm
h2(ρ,ϕ, t)
∣∣∣∣ C
∣∣∣∣∂
kxϕ
∂ρk
∣∣∣∣∣∣p(m)(t)∣∣
 Cρ−k+b = Cρ−k+ 23+α . 
For λ0 > 0, we deﬁne the domain
Aλ0 =
{
(λ,ϕ, t): λ λ0, (ϕ, t) ∈ T2
}
.
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ρ = I + U (θ, I), ϕ = θ
such thatAI+ ⊂ Ψ1(AI0) ⊂AI− for some I− < I0 < I+ . Under this transformation, Eq. (2.4) is transformed into the system⎧⎪⎨
⎪⎩
dI
dt
= h˜1(I, θ) + h˜2(I, θ, t),
dθ
dt
= h′0(I) + g˜1(I, θ) + g˜2(I, θ, t),
(2.5)
where
h˜1(I, θ) = ∂V (ρ,ϕ)
∂ϕ
g1(ρ,ϕ) + ∂V (ρ,ϕ)
∂ρ
h1(ρ,ϕ),
h˜2(I, θ, t) = ∂V (ρ,ϕ)
∂ϕ
g2(ρ,ϕ, t) +
(
∂V (ρ,ϕ)
∂ρ
+ 1
)
h2(ρ,ϕ, t),
g˜1(I, θ) = h′0(ρ) − h′0(I) + g1(ρ,ϕ),
g˜2(I, θ, t) = g2(ρ,ϕ, t),
with
V (ρ,ϕ) = −
ϕ∫
0
h1(ρ, s)
h′0(ρ)
ds.
Proof. Deﬁne a transformation Φ1 by
Φ1 : I = ρ + V (ρ,ϕ), θ = ϕ.
In view of
h1(ρ,−ϕ) = −h1(ρ,ϕ) and
∣∣∣∣ ∂
k
∂ρk
h1(ρ,ϕ)
∣∣∣∣ Cρ−k+ α−2β+(1+α)τ3+α ,
we obtain
V (ρ,−ϕ) = V (ρ,ϕ)
and ∣∣∣∣ ∂
k
∂ρk
V (ρ,ϕ)
∣∣∣∣ Cρ−k+ 1−2β+(1+α)τ3+α . (2.6)
Let Ψ1 = Φ−11 : ρ = I + U (I, θ), ϕ = θ . Then Eq. (2.4) is transformed into (2.5). 
Lemma 2.3. For I large enough, the following conclusions hold:
(i) | ∂k
∂ Ik
U (I, θ)| C · I−k+ 1−2β+(1+α)τ3+α ,
(ii) U (I,−θ) = U (I, θ).
Proof. From the deﬁnition of U , it follows that
U (I, θ) = −V (I + U (I, θ), θ). (2.7)
First of all, it is easy to see that 1−2β+(1+α)τ3+α < 0 as β >
1
2 [1+ (1+ α)τ ]. Hence, for k = 1, from (2.6) and (2.7) we have∣∣∣∣∂U∂ I
∣∣∣∣=
∣∣∣∣
∂V
∂ρ
1+ ∂V
∂ρ
∣∣∣∣
∞∑
n=0
(
Cρ−1+
1−2β+(1+α)τ
3+α
)n+1
 C · ρ−1+ 1−2β+(1+α)τ3+α = C · I−1+ 1−2β+(1+α)τ3+α
(
1+ U
I
)−1+ 1−2β+(1+α)τ3+α
 C · I−1+ 1−2β+(1+α)τ3+α
if I is large enough.
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∣∣∣∣∂
ki (I + U )
∂ Iki
∣∣∣∣ C I1−ki (2.8)
with 1 i  s and k1 + · · · + ks = k, we have
∣∣∣∣ ∂
k
∂ Ik
U (I, θ)
∣∣∣∣
∑
k1+···+ks=k
∣∣∣∣ ∂
s
∂ρs
V (ρ,ϕ) · ∂
k1(I + U )
∂ Ik1
· · · ∂
ks (I + U )
∂ Iks
∣∣∣∣
=
∑
k1+···+ks=k
(I + U )−s+ 1−2β+(1+α)τ3+α · I1−k1 · · · I1−ks
 C I−k+
1−2β+(1+α)τ
3+α (2.9)
if I is large enough. This proves (i) of the lemma.
Now we check (ii). In fact, since
U (I, θ) = −V (I + U (I, θ), θ)
and
U (I,−θ) = −V (I + U (I,−θ), θ),
we have
∣∣U (I, θ) − U (I,−θ)∣∣ sup
II0
∣∣∣∣∂V∂ρ
∣∣∣∣∣∣U (I, θ) − U (I,−θ)∣∣.
From (2.6), we have |∂V /∂ρ| < 1 for I  I0 suﬃciently large and therefore we obtain U (I,−θ) = U (I, θ). 
By using the estimates on hi and gi (i = 1,2) in Lemma 2.1, one can prove the following
Lemma 2.4. The following inequalities hold:
(1) | ∂k
∂ Ik
h˜1(I, θ)| C I−k+
−2(1+2β−(1+α)τ )
3+α ,
(2) | ∂k+m
∂ Ik∂tm
h˜2(σ ,ϕ, t)| C I−k−
α+2β−(1+α)τ
3+α ,
(3) | ∂k
∂ Ik
g˜1(I, θ)| C I−k−
2β−(1+α)τ+3
3+α ,
(4) | ∂k+m
∂ Ik∂tm
g˜2(I, θ, t)| C I−k− 1+α3+α , for 0 k +m 4.
3. The proof of boundedness
In this section, we will prove that all solutions of (1.1) are bounded via the KAM theory for reversible systems developed
by Sevryuk [23] or Moser [19,20] if γ > 0.
We deﬁne the functions η0, η1, η2, ξ1 and ξ2 by
η0(I) = 1
h′0(I)
,
η1(I, θ) = − g˜1(I, θ)
h′0(I)(h′0(I) + g˜1(I, θ))
,
η2(I, θ, t) = − g˜2(I, θ, t)
(h′0(I) + g˜1(I, θ))(h′0(I) + g˜1(I, θ) + g˜2(I, θ, t))
,
ξ1(I, θ, t) = h˜1(I, θ)
(
η0(I) + η1(I, θ) + η2(I, θ, t)
)
and
ξ2(I, θ, t) = h˜2(I, θ, t) ·
(
η0(I) + η1(I, θ) + η2(I, θ, t)
)
.
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⎧⎪⎨
⎪⎩
dt
dθ
= η0(I) + η1(I, θ) + η2(I, θ, t),
dI
dθ
= ξ1(I, θ, t) + ξ2(I, θ, t).
(3.1)
Moreover, one can verify that system (3.1) is reversible with respect to involution G : (t, I) → (−t, I).
Next we give some estimates on the functions ηi (i = 0,1,2) and ξi (i = 1,2).
Lemma 3.1. The following inequalities hold:
(1) cI
1−α
3+α  |η0(I)| C I 1−α3+α ,
(2) | ∂k
∂ Ik
η1(I, θ)| C I−k+ 1−α3+α ,
(3) | ∂k+m
∂ Ik∂tm
η2(I, θ, t)| C I−k− 1+α3+α ,
(4) | ∂k+m
∂ Ik∂tm
ξ1(I, θ, t)| C I−k−
2β−(1+α)τ+3
3+α ,
(5) | ∂k+m
∂ Ik∂tm
ξ2(I, θ, t)| C I−k−
α+2β−(1+α)τ
3+α , for 0 k +m 4.
Proof. (1) It is clear.
(2) First of all, noting that 2β − (1+ α)τ + 3 > 0 and
∣∣g1(ρ, θ)∣∣ C · ρ− 2β−(1+α)+33+α  C · I− 2β−(1+α)τ+33+α ,
it follows that
∣∣h′0(I) + g˜1(I, θ)∣∣= ∣∣h′0(ρ) + g1(ρ, θ)∣∣

∣∣h′0(ρ)∣∣− ∣∣g1(ρ, θ)∣∣ d˜ρ1−2b − Cρ− 2β−(1+α)τ+33+α
 cρ1−2b  cI1−2b, (3.2)
as I 	 1.
Moreover, we also have
∣∣∣∣ ∂
l
∂ Il
(
h′0(I) + g˜1(I, θ)
)∣∣∣∣
∣∣∣∣ ∂
l
∂ Il
h′0(I)
∣∣∣∣+
∣∣∣∣ ∂
l
∂ Il
g˜1(I, θ)
∣∣∣∣
 C I−l+1−2b + C I−l− 2β−(1+α)τ+33+α
 C I−l−
2β−(1+α)τ+3
3+α . (3.3)
From (3.2) and (3.3), it is easy to see that
∣∣∣∣ ∂
k
∂ Ik
η1(I, θ)
∣∣∣∣
∣∣∣∣ ∂
k
∂ Ik
(
1
h′0(I)
)∣∣∣∣+
∣∣∣∣ ∂
k
∂ Ik
(
1
h′0(I) + g˜1(I, θ)
)∣∣∣∣
 C I−k+2b−1 +
∑
l1+···+ls=k
∣∣∣∣ (−1)
ss!
(h′0(I) + g˜1(I, θ))s+1
∣∣∣∣
∣∣∣∣ ∂
l1
∂ Il1
(
h′0(I) + g˜1(I, θ)
)∣∣∣∣ · · ·
∣∣∣∣ ∂
ls
∂ Ils
(
h′0(I) + g˜1(I, θ)
)∣∣∣∣
 C I−k+2b−1 + C
∑
l1+···+ls=k
I(s+1)(2b−1) · I−l1− 2β−(1+α)τ+33+α · · · I−ls− 2β−(1+α)τ+33+α
 C I−k+
1−α
3+α + C I−k− 2β−(1+α)τ+33+α  C I−k+ 1−α3+α .
(3) Note that by (3.2), 3b − 2< 0 and
∣∣∣∣ ∂
l
∂tl
g˜2(I, θ, t)
∣∣∣∣=
∣∣∣∣ ∂
l
∂tl
g2(I, θ, t)
∣∣∣∣ Cρb−1  C Ib−1, l = 0,1,2,3,4,
we have
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 d˜I1−2b − C I− 2β−(1+α)τ+33+α − C Ib−1
= I1−2b(d˜ − C I− 2+α+2β−(1+α)τ3+α − C I3b−2)
 cI1−2b
for I 	 1. Thus, we ﬁnd
∣∣∣∣ ∂
l
∂tl
(
1
(h′0(I) + g˜1(I, θ) + g˜2(I, θ, t))s+1
)∣∣∣∣
 C
∑
i1+i2+···+is=l
∣∣∣∣ 1(h′0(I) + g˜1(I, θ) + g˜2(I, θ, t))s+l
∣∣∣∣
×
∣∣∣∣ ∂
i1
∂ti1
(
h′0(I) + g˜1(I, θ) + g˜2(I, θ, t)
)∣∣∣∣ · · ·
∣∣∣∣ ∂
is
∂tis
(
h′0(I) + g˜1(I, θ) + g˜2(I, θ, t)
)∣∣∣∣
 C
∑
i1+i2+···+is=l
I(2b−1)(s+l) · I s(b−1)  C Il(2b−1) (3.4)
for I 	 1.
By the deﬁnitions of η2, (3.4), the four inequality of Lemma 2.4, we have
∣∣∣∣ ∂
k+m
∂ Ik∂tm
η2(I, θ, t)
∣∣∣∣
∣∣∣∣ ∂
k+m
∂ Ik∂tm
(
1
h′0(I) + g˜1(I, θ)
)∣∣∣∣+
∣∣∣∣ ∂
k+m
∂ Ik∂tm
(
1
h′0(I) + g˜1(I, θ) + g˜2(I, θ, t)
)∣∣∣∣
=
∣∣∣∣
∑
i1+···+is=k
∑
j1+···+ js+1=m
(−1)sm!s!
j1! j2! · · · js+1!
∂ j1
∂t j1
(
1
(h′0(I) + g˜1(I, θ) + g˜2(I, θ, t))s+1
)
× ∂
i1+ j2
∂ I i1∂t j2
(
h′0(I) + g˜1(I, θ) + g˜2(I, θ, t)
) · · · ∂ is+ js+1
∂ I is∂t js+1
(
h′0(I) + g˜1(I, θ) + g˜2(I, θ, t)
)∣∣∣∣
 C
∑
i1+···+is=k
∑
j1+···+ js+1=m
I j1(2b−1) · I−i1− 1+α3+α · · · I−is− 1+α3+α  C I−k− 1+α3+α
for I 	 1.
(4) By using the estimates on the functions h˜1 and ηi (i = 0,1,2), it follows that
∣∣∣∣ ∂
k+m
∂ Ik∂tm
ξ1(I, θ, t)
∣∣∣∣ C ∂
m
∂tm
∑
l1+l2=k
∣∣∣∣ ∂
l1
∂ Il1
h˜1(I, θ) ·
(
∂ l2
∂ Il2
η0(I) + ∂
l2
∂ Il2
η1(I, θ) + ∂
l2
∂ Il2
η2(I, θ, t)
)∣∣∣∣
 C
∑
l1+l2=k
∣∣∣∣ ∂
l1
∂ Il1
h˜1(I, θ) · ∂
l2+m
∂ Il2∂tm
η2(I, θ, t)
∣∣∣∣
 C I−l1−
2β−(1+α)τ+3
3+α · I−l2− 1+α3+α  C I−k− 2β−(1+α)τ+33+α .
(5) By using the estimates on the functions h˜2 and ηi (i = 0,1,2), it follows that
∣∣∣∣ ∂
k+m
∂ Ik∂tm
ξ2(I, θ, t)
∣∣∣∣
 C ∂
m
∂tm
∑
l1+l2=k
∣∣∣∣ ∂
l1
∂ Il1
h˜2(I, θ, t) ·
(
∂ l2
∂ Il2
η0(I) + ∂
l2
∂ Il2
η1(I, θ) + ∂
l2
∂ Il2
η2(I, θ, t)
)∣∣∣∣
 C
∑
l1+l2=k
∣∣∣∣ ∂
l1+m
∂ Il1∂tm
h˜2(I, θ, t) ·
(
∂ l2
∂ Il2
η0(I) + ∂
l2
∂ Il2
η1(I, θ)
)
+
∑
τ1+τ2=m
∂ l1+τ1
∂ Il1∂tτ1
h˜2(I, θ, t)
∂ l2+τ2
∂ Il2tτ2
η2(I, θ, t)
∣∣∣∣
 C
(
I−k−
α+2β−(1+α)τ
3+α + 1−α3+α + I−k− α+2β−(1+α)τ3+α − 1+α3+α )
 C I−k−
α+2β−(1+α)τ
3+α . 
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Q 0(r, θ) = η1
(
I(r), θ
)
,
Q 1(r, θ, t) = η2
(
I(r), θ, t
)
,
Q 2(r, θ, t) = η′0
(
I(r)
)(
ξ1
(
I(r), θ, t
)+ ξ2(I(r), θ, t)),
where I(r) is the inverse function of r = η0(I).
Then system (3.1) is transformed into the following form:
⎧⎪⎨
⎪⎩
dt
dθ
= r + Q 0(r, θ) + Q 1(r, θ, t),
dr
dθ
= Q 2(r, θ, t).
(3.5)
Moreover, one can verify that system (3.5) is reversible with respect to involution G : (t, r) → (−t, r).
It is evident that I 	 1 if and only if r 	 1, and the solutions of system (3.5) do exist on 0 θ  2π when r(0) = r 	 1.
By using the estimates on ηi and ξi (i = 1,2) in Lemma 3.1, one can prove the following
Lemma 3.2. For 0 k +m 4 and r 	 1, the following inequalities hold:
(1) | ∂k
∂rk
Q 0(r, θ)| C I−k+1 ,
(2) | ∂k+m
∂rk∂tm
Q 1(r, θ, t)| C Ik(1−2b)− 1+α3+α ,
(3) | ∂k+m
∂rk∂tm
Q 2(r, θ, t)| C Ik(1−2b)−
α+2β−(1+α)τ
3+α .
Proof. (1) First of all, we can prove, by induction, that
I(i)(r) = (η′0(I))−(2i−1)Xi(η′0(I),η′′0(I), . . . , η(i)0 (I)), (3.6)
where
Xi =
∑
∑i
ν=1 αν=i−1,αν0∑i
ν=1 ναν=2i−2
aα1,...,αi
(
η′0(I)
)α1(η′′0(I))α2 · · · (η(i)0 (I))αi .
The expressions (3.6) also can be found in [21].
By (3.6), it follows that
∣∣∣∣d
j I
dr j
∣∣∣∣ C · I(2−2b)(2 j−1) · I(2b−1−1)α1 I(2b−1−2)α2 · · · I(2b−1− j)α j
= C I(1−2b) j+1, ∀ j ∈ N. (3.7)
Therefore, we have∣∣∣∣ ∂
k
∂rk
Q 0(r, θ)
∣∣∣∣
∑
k1+···+ks=k
∣∣∣∣ ∂
s
∂ I s
η1(I, θ)
∣∣∣∣ ·
∣∣∣∣d
k1 I
drk1
· · · d
ks I
drks
∣∣∣∣
 C I−s+
1−α
3+α · I(1−2b)k1+1 I(1−2b)k2+1 · · · I(1−2b)ks+1
= C I(1−2b)k+ 1−α3+α
= C I−k+1.
(2) From (3.7) and the third inequality of Lemma 3.1, we get
∣∣∣∣ ∂
k+m
∂rk∂tm
Q 1(r, θ, t)
∣∣∣∣=
∑
i1+i2+···+is=k
∂ s+m
∂ I s∂tm
η2(r, θ, t)
∂ i1 I
∂ri1
· · · ∂
is I
∂ris
 C
∑
i1+i2+···+is=k
I−s−
1+α
3+α · I(1−2b)i1+1 · · · I(1−2b)is+1
 C Ik(1−2b)−
1+α
3+α .
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k+m
∂rk∂tm
Q 2(r, θ, t)
∣∣∣∣=
∣∣∣∣
∑
l1+l2=k
dl1
drl1
(
η′0
(
I(r)
))( ∂ l2+m
∂rl2∂tm
ξ1
(
I(r), θ, t
)+ ∂ l2+m
∂rl2∂tm
ξ2
(
I(r), θ, t
))∣∣∣∣
=
∣∣∣∣
∑
l1+l2=k
∑
i1+i2+···+is=k
ds
∂ I s
η′0(I) ·
∂ i1 I
∂ri1
· · · ∂
is I
∂ris
( ∑
j1+ j2+···+ jν=l2
∂ν+m
∂ Iν∂tm
ξ1(I, θ, t)
∂ j1 I
∂r j1
· · · ∂
jν I
∂r jν
+
∑
τ1+τ2+···+τκ=l2
∂κ+m
∂ Iκ∂tm
ξ2(I, θ, t)
∂τ1 I
∂rτ1
· · · ∂
τκ I
∂rτκ
)∣∣∣∣
 C
∑
l1+l2=k
∑
i1+i2+···+is=k
I2b−2−s · I(1−2b)i1+1 · · · I(1−2b)is+1
×
( ∑
j1+ j2+···+ jν=l2
I−ν−
2β−(1+α)τ+3
3+α · I(1−2b) j1+1 · · · I(1−2b) jν+1
+
∑
τ1+τ2+···+τκ=l2
I−κ−
α+2β−(1+α)τ
3+α · I(1−2b)τ1+1 · · · I(1−2b)τκ+1
)
 C Ik(1−2b)−
α+2β−(1+α)τ
3+α . 
Clearly, for r(0) = r 	 1, the solution of (3.5) does exist on 0 θ  1.
Lemma 3.3. The Poincaré map P of system (3.5) is of the form (r, t) → (r1, t1) with
P : r1 = r + P1(r, t), t1 = t + ωˆ(r) + P2(r, t), (3.8)
where ωˆ(r) = r + ∫ 10 Q 0(r, θ)dθ . And there is an ε > 0 such that, for 0 k +m 4,∣∣∣∣ ∂
k+m
∂rk∂tm
Pi(r, t)
∣∣∣∣ r−ε, i = 1,2, (3.9)
hold. Moreover, the map P is reversible with respect to the involution G : (t, r) → (−t, r).
By using Lemma 3.2, the proof can be obtained similarly to Lemma 4 in [2].
Proof of boundedness. It follows from Theorem 1.1 in [23] that P possesses a sequence of invariant circles tending
to inﬁnity. Hence, in the original system (2.1), there exists a corresponding sequence of invariant tori in phase space
(x, x˙, t) ∈ R2 ×T. Since any solution of system (2.1) must stay within one of those tori, it is therefore bounded. The proof is
completed. 
4. The proof of unboundedness
In this section, we will prove that all solutions of (1.6) are unbounded if γ < 0.
Replace (2.2) by an ‘auxiliary’ system{
x˙ = y,
y˙ = γ |x|α−1x. (4.1)
Under the transformation (2.3), the system (2.1) is transformed into the form⎧⎪⎪⎨
⎪⎪⎩
dρ
dt
= (1− γ )(3+ α)
4γ (α + 1) ρ
2(1−b) gˆ′(ϕ) + hˆ1(ρ,ϕ, t),
dϕ
dt
= ρ1−2b gˆ(ϕ) + gˆ1(ρ,ϕ, t),
(4.2)
where
gˆ(ϕ) = −4γ d
2(1−b)
3+ α
(
−α + 1
4γ
− ∣∣S(ϕT0)∣∣α+1
)
,
hˆ1(ρ,ϕ, t) = −T0dbρb S ′(ϕT0) f
(
dbρb S(ϕT0)
)
g
(
d1−bρ1−bC(ϕT0)
)+ T0dbρb S ′(ϕT0)p(t),
gˆ1(ρ,ϕ, t) = bdbρb−1S(ϕT0) f
(
dbρb S(ϕT0)
)
g
(
d1−bρ1−bC(ϕT0)
)− bdbρb−1S(ϕT0)p(t).
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⎪⎪⎩
dρ
dt
= − 1
2(1− b) gˆ
′(ϕ)ρ2(1−b) + o(ρ2(1−b)),
dϕ
dt
= ρ1−2b gˆ(ϕ) + o(ρ1−2b).
(4.3)
From the equality
1
2
C2(t) + −γ
α + 1
∣∣S(t)∣∣α+1 = 1
2
, ∀t ∈ R,
it follows that
0
∣∣S(ϕT0)∣∣α+1 −α + 1
2γ
.
Hence, the function gˆ(ϕ) is C1, 1-periodic and change the sign. Since |S(T0 − ϕT0)| = |S(ϕT0)| for any ϕ ∈ [0,1], there
exists ϕ1 ∈ (0, 12 ) such that
∣∣S(T0 − ϕ1T0)∣∣α+1 = ∣∣S(ϕ1T0)∣∣α+1 = −α + 1
4γ
.
That is, gˆ(ϕ1) = gˆ(1− ϕ1) = 0. In view of
S(T0 − ϕT0) = −S(ϕT0) and C(T0 − ϕT0) = C(ϕT0),
we ﬁnd
gˆ′(ϕ1) · gˆ′(1− ϕ1) = −
(
4γ (α + 1)d2(1−b)
3+ α
)2∣∣S(ϕT0)∣∣2(α−1)S2(ϕT0)C2(ϕT0) < 0.
Hence, we obtain that gˆ′(ϕ1) or gˆ′(1−ϕ1) is negative. This proves that there exists a ϕ∗ such that gˆ(ϕ∗) = 0 and gˆ′(ϕ∗) < 0.
Therefore, there are υ > 0 and δ0 > 0 such that gˆ′(ϕ) < −δ0 for ϕ ∈ [ϕ∗ − υ,ϕ∗ + υ] and gˆ(ϕ) > 0 for ϕ ∈ (ϕ∗ − υ,ϕ∗),
gˆ(ϕ) < 0 for ϕ ∈ (ϕ∗,ϕ∗ + υ). Let
Kδ0,υ =
{
(ρ,ϕ) ∈ R+ × T: ρ > δ0, ϕ ∈
[
ϕ∗ − υ,ϕ∗ + υ]}.
Then, if δ0 is suﬃciently large, on the set Kδ0,υ , we have
− 1
2(1− b) gˆ
′(ϕ)ρ2(1−b) + o(ρ2(1−b))> δ0
2
· ρ2(1−b) (4.4)
and
ρ1−2b gˆ(ϕ) + o(ρ1−2b)> 0, for ρ  δ0, ϕ ∈
[
ϕ∗ − υ,ϕ∗ − υ
2
]
,
ρ1−2b gˆ(ϕ) + o(ρ1−2b)< 0, for ρ  δ0, ϕ ∈
[
ϕ∗ + υ
2
,ϕ∗ + υ
]
. (4.5)
From (4.3) and (4.4) we obtain, for t  0,
ρ(t,ρ0,ϕ0) = ρ0 +
t∫
0
(
− 1
2(1− b) gˆ
′(ϕ)ρ2(1−b) + o(ρ2(1−b))
)
dt
> ρ0 +
t∫
0
δ0
2
· ρ2(1−b) dt  ρ0 > δ0. (4.6)
Moreover, for ρ(t,ρ0,ϕ0) > δ0 and ϕ(t,ρ0,ϕ0) ∈ [ϕ∗ − υ,ϕ∗ − υ2 ] ∪ [ϕ∗ + υ2 ,ϕ∗ + υ], we have
ρ1−2b gˆ(ϕ) + o(ρ1−2b)= ρ1−2b gˆ′(ϕ¯)(ϕ − ϕ∗)+ o(ρ1−2b)
< −δ0
2
(
ϕ − ϕ∗)ρ1−2b. (4.7)
From (4.6) and (4.7), it follows that any solution (ρ(t,ρ0,ϕ0),ϕ(t,ρ0,ϕ0)) of (4.3) with the initial condition (ρ(0,ρ0,ϕ0),
ϕ(0,ρ0,ϕ0)) = (ρ0,ϕ0) ∈ Kδ0,υ always stays in Kδ0,υ and satisﬁes ρ(t,ρ0,ϕ0) > δt + ρ(0) with δ = 12 δ3−2b0 , for all t  0.
The proof of Theorem 1.1 is completed.
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In this section, we will prove Theorem 1.2 by using the abstract result on the existence of quasi-periodic solutions proved
in [9] in the context Aubry–Mather theory for reversible systems. We only need to show that the Poincaré map (3.8) has
the monotone property, i.e.
∂t1
∂r
(r, t) > 0. (5.1)
To do this, we need a more careful estimate on the derivative of the function Q 0 with respect to r.
By using the mean value theorem and (2.9), we obtain∣∣∣∣ ∂∂ I
(
h′0(ρ) − h′0(I)
)∣∣∣∣= d˜
∣∣∣∣ ∂∂ I
(
ρ1−2b − I1−2b)
∣∣∣∣
= d˜|1− 2b|
∣∣∣∣ρ−2b
(
1+ ∂U
∂ I
)
− I−2b
∣∣∣∣
= d˜|1− 2b|
∣∣∣∣(I + U )−2b − I−2b + ρ−2b ∂U∂ I
∣∣∣∣
= d˜|1− 2b|
∣∣∣∣(−2b)ξ(I)−2b−1U + ρ−2b ∂U∂ I
∣∣∣∣
 C
(
I−2b−1 + I−2b−bβ) C I−2b−1,
where I < ξ(I) < I + U (I, θ) = ρ (or ρ = I + U (I, θ) < ξ(I) < I) and I 	 1.
Noting that∣∣∣∣ ∂∂ I g1(ρ, θ)
∣∣∣∣
∣∣∣∣ ∂∂ρ g1(ρ, θ)
∣∣∣∣ ·
∣∣∣∣∂ρ∂ I
∣∣∣∣
 Cρ−1−
2β−(1+α)τ+3
3+α  C I−1−
2β−(1+α)τ+3
3+α ,
we have∣∣∣∣ ∂∂ I g˜1(I, θ)
∣∣∣∣
∣∣∣∣ ∂∂ I
(
h′0(ρ) − h′0(I)
)∣∣∣∣+
∣∣∣∣ ∂∂ I g1(ρ, θ)
∣∣∣∣
 C
(
I−2b−1 + I−1− 2β−(1+α)τ+33+α ) C I−2b−1.
Thus, it follows that∣∣∣∣ ∂∂ I η1(I, θ)
∣∣∣∣
∣∣∣∣ ∂∂ I
(
g˜1(I, θ)
h′0(I)
)∣∣∣∣ ·
∣∣∣∣ 1h′0(I) + g˜1(I, θ)
∣∣∣∣+
∣∣∣∣ g˜1(I, θ)h′0(I)
∣∣∣∣ ·
∣∣∣∣h
′
0(I) + ∂∂ I g˜1(I, θ)
h′0(I) + g˜1(I, θ)2
∣∣∣∣
 C
(
I2b−3 + I2b−3) C I2b−3
and ∣∣∣∣∂Q 0∂r (r, θ)
∣∣∣∣=
∣∣∣∣ ∂∂ I η1(I, θ) · I ′(r)
∣∣∣∣ C I2b−3 · I2−2b = C I−1.
This implies that
∂t1
∂r
(r, t) = 1+
1∫
0
∂Q 0
∂r
dθ + ∂ P2
∂r
→ 1, as r → +∞.
Therefore, we have
∂t1
∂r
(r, t) > 0
as r 	 1. This proves the validity of (5.1).
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