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1. Introduction
LetHbea complexHilbert space.DenotebyB(H) theBanachalgebraof all bounded linear operators
onH.R(T) andN (T) represent the range and the null space of T , respectively. For T ∈ B(H), the group
inverse [6,16] of T is the unique (if exists) element T# ∈ B(H) such that
TT# = T#T, T#TT# = T#, T = TT#T . (1)
Recall that asc(T) (resp. desc(T)), the ascent (resp. descent) of T ∈ B(H), is the smallest non-negative
integer n such that N (Tn) = N (Tn+1) (resp. R(Tn) = R(Tn+1)). It is well known that desc(T) =
asc(T) if asc(T) and desc(T) are ﬁnite [23] and this common value is known as the Drazin index of
T , denoted by ind(T). An operator T ∈ B(H) has group inverse T# if and only if T has ﬁnite ascent

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and descent such that ind(T) = asc(T) = desc(T) 1. When ind(T) = 0, the group inverse reduces
to the standard inverse, i.e., T# = T−1. If T is group invertible, then the spectral idempotent Tπ is
given by Tπ = I − TT#. The operator matrix form of T with respect to the space decomposition H =
N (Tπ ) ⊕ R(Tπ ) is given by T = T1 ⊕ 0,where T1 is invertible.
An operator P ∈ B(H) is said to be idempotent if P2 = P. Denote by P = I − P. P is an idempotent
if P is an idempotent. If P and Q are idempotents, then we can consider the matrix representations of
P and Q associated with the space decomposition H = R(P) ⊕ N (P). We have
P = I ⊕ 0 and Q =
(
Q1 Q2
Q3 Q4
)
. (2)
Since Q2 = Q , we obtain that(
Q21 + Q2Q3 Q1Q2 + Q2Q4
Q3Q1 + Q4Q3 Q3Q2 + Q24
)
=
(
Q1 Q2
Q3 Q4
)
. (3)
Idempotents are becoming important tools in such areas as mathematics, statistics and engineering.
This phenomenon is illustrated in many papers on integral equations, iterative methods in numerical
linear algebra, signal processing and linear regression [1,10,15]. The question of the invertibility of
P − Q , where P and Q are idempotents on a Hilbert space H, is of great interest in operator theory
as it is connected with the question of when the space H is the direct sum H = R(P) ⊕ R(Q) of the
ranges, and with the existence of an idempotent operator F satisfying the equations
PF = F, FP = P, Q(I − F) = I − F and (I − F)Q = Q .
These problems were studied by several researchers, for instance, Böttcher and Spitkovsky in [3] gave
a gentle guide to the basics of the theory of two projections. Benítez and Thome in [1,2], Zuo in [25]
considered the nonsingularity of P − Q for general matrix projectors; Liu et al. in [22] discussed the
group inverse of aP + bQ + cPQ + dQP + ePQP + fQPQ + gPQPQ of idempotent matrices P and Q ;
Buckholtz in [4,5], Choi and Wu in [10], Du et al. in [11–14], Fang, Ji et al. in [15], Wei and Qiao in [24]
discussed the invertibility in the setting of Hilbert spaces; In [18–21] the invertibility, the stability and
the norm of orthogonal projections or idempotents were investigated and many interesting results
were built.
In contrast to the above papers, our paper initially considers the questions of group invertibility and
representation for group inverses of idempotents. If P and Q are two idempotents, we wish to extend
ordinary inverse results to the more general group inverse, which is useful in several applications,
such as in the splitting of operators and iterative methods. In this paper, some formulae for the group
inverse of sums, differences and products of idempotents are established. Some of our results cover
the results for the standard inverse. We shall assume familiarity with the theory of group inverse as
given in [6,16]. We start by discussing some lemmas.
2. Group invertibility of some expressions depending on two idempotents
First we state the following result.
Lemma 2.1. If A is an idempotent, then A# = A. If A and B are group invertible and AB = BA, then
(AB)# = B#A# = A#B#, A#B = BA# and B#A = AB#.
If AB and BA are group invertible, then
(AB)# = A
[
(BA)#
]2
B. (4)
Proof. Evidently, if A satisﬁes A2 = A, then A is group invertible and A# = A. If A ∈ B(H) is group
invertible, thenA canbewrittenasA = A0 ⊕ 0with respect to the spacedecompositionH = N (Aπ ) ⊕
R(Aπ ), where A0 is invertible. Since B is group invertible and AB = BA, we deduce that B = B0 ⊕ B00,
where B0 and B00 are group invertible and A0B0 = B0A0. In a similar way we conclude that A0 =
A1 ⊕ A2, B0 = B1 ⊕ 0,where Ai (i = 1, 2), B1 are invertible with A1B1 = B1A1. Now we have
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A = A1 ⊕ A2 ⊕ 0, A# = A−11 ⊕ A−12 ⊕ 0,
B = B1 ⊕ 0 ⊕ B00, B# = B−11 ⊕ 0 ⊕ B#00. (5)
Thus, (AB)# = (A1B1)−1 ⊕ 0 ⊕ 0 = B#A# = A#B#. Similarly, A#B = BA# and B#A = AB#. To prove
(4), let X = A
[
(BA)#
]2
B. Clearly, XABX = X and ABX = XAB = A(BA)#B. Then
(AB)3X = (AB)2ABX = (AB)2A(BA)#B = A(BA)2(BA)#B = (AB)2.
Therefore, by the deﬁnition of Drazin inverse (see [16]), (AB)D = X and ind(AB) 2. Since AB is group
invertible, we have (AB)# = (AB)D = A
[
(BA)#
]2
B. 
If A and B are n × n complexmatrices, the Cline’s formula (see [9]) is (AB)D = A
[
(BA)D
]2
B. Lemma
2.1 implies that, if AB and BA are group invertible, then
(AB)#A = A
[
(BA)#
]2
BA = A(BA)# and B(AB)# = BA
[
(BA)#
]2
B = (BA)#B.
In [7,8], some necessary and sufﬁcient conditions for the existence of the group inverse for some block
square matrices are given. Here, we will show some results still hold for operators in Hilbert spaces.
Lemma 2.2 (see [8, Theorem 2.2] for thematrix case). Let M ∈ B(H ⊕ K) have the operator matrix form
M =
(
0 A
B 0
)
.
Then M is group invertible if and only if AB and BA are group invertible and
(AB)πA = 0, B(AB)π = 0.
In this case,
M# =
(
0 (AB)#A
B(AB)# 0
)
=
(
0 A(BA)#
(BA)#B 0
)
.
Proof. Assume that M is group invertible. Then M2 =
(
AB 0
0 BA
)
is group invertible and therefore,
AB and BA are group invertible. Moreover, the group invertibility of M implies that R(M) = R(M2),
i.e.,R(AB) = R(A) andR(BA) = R(B). The equality AB(AB)#AB = AB implies that AB(AB)#x = x for
all vectors x ∈ R(AB). Thus AB(AB)#x = x for all x ∈ R(A) and therefore, AB(AB)#A = A.
Note that, M is group invertible if and only if M∗ is group invertible. Similarly, we obtain
B∗A∗(B∗A∗)#B∗ = B∗ sinceM∗ is group invertible and therefore, B(AB)#(AB) = B.
Assume thatAB andBAaregroup invertible and (AB)πA=0,B(AB)π =0. LetX=
(
0 (AB)#A
B(AB)# 0
)
.
From B(AB)#A = (BA)#BAwe get
MX = XM = (AB)#AB ⊕ B(AB)#A = (AB)#AB ⊕ (BA)#BA.
So
XMX =
(
0 (AB)#A
B(AB)# 0
)(
(AB)#AB 0
0 B(AB)#A
)
= X.
From (AB)πA = 0 and B(AB)π = 0 we get
MXM =
(
(AB)#AB 0
0 B(AB)#A
)(
0 A
B 0
)
=
(
0 A
B 0
)
= M.
HenceM is group invertible andM# = X. 
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Let P and Q be two idempotents. Next, we provide some equivalent conditions for the existence of
the group inverses of P − Q , P − Q and PQ − QP under the assumption that P and Q are given by (2).
Theorem 2.1. Let P and Q be idempotents given by (2).
(i) P − Q is group invertible if and only if I − Q1 and Q4 are group invertible and
(I − Q1)#Q2 = Q2Q#4 , Q2Qπ4 = (I − Q1)πQ2 = 0,
Q3(I − Q1)# = Q#4 Q3, Qπ4 Q3 = Q3(I − Q1)π = 0. (6)
In this case,
(P − Q)# =
(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
−Q#4 Q3 −Q#4 Q4
)
. (7)
(ii) P − Q is group invertible if and only if Q1 and I − Q4 are group invertible and
(I − Q4)#Q3 = Q3Q#1 , Q3Qπ1 = (I − Q4)πQ3 = 0,
Q2(I − Q4)# = Q#1 Q2, Qπ1 Q2 = Q2(I − Q4)π = 0. (8)
In this case,
(P − Q)# =
( −Q#1 Q1 −Q#1 Q2−(I − Q4)#Q3 (I − Q4)#(I − Q4)
)
. (9)
(iii) If P − Q and P − Q are group invertible, then PQ − QP is group invertible and
(PQ − QP)# =
(
0 −Q#1 (I − Q1)#Q2
Q3Q
#
1 (I − Q1)# 0
)
. (10)
Proof. (i) Assume that P − Q is group invertible. Then (P − Q)2 is group invertible. Since (P − Q)2 =
P + Q − PQ − QP, by using representation (2), we get (P − Q)2 = (I − Q1) ⊕ Q4. Hence I − Q1, Q4
are group invertible and
(P − Q)# =
[
(P − Q)2
]#
(P − Q) = (P − Q)
[
(P − Q)2
]#
=
(
I − Q1 0
0 Q4
)# (
I − Q1 −Q2−Q3 −Q4
)
=
(
I − Q1 −Q2−Q3 −Q4
)(
I − Q1 0
0 Q4
)#
=
(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
−Q#4 Q3 −Q#4 Q4
)
=
(
(I − Q1)(I − Q1)# −Q2Q#4−Q3(I − Q1)# −Q4Q#4
)
.
Comparing the two sides of the above equation, we have
(I − Q1)#Q2 = Q2Q#4 and Q3(I − Q1)# = Q#4 Q3. (11)
From (P − Q)(P − Q)#(P − Q) = (P − Q) and
(P − Q)(P − Q)# = (P − Q)2
[
(P − Q)2
]# = (I − Q1)(I − Q1)# ⊕ Q4Q#4 ,
we get(
(I − Q1)(I − Q1)# 0
0 Q4Q
#
4
)(
I − Q1 −Q2−Q3 −Q4
)
=
(
I − Q1 −Q2−Q3 −Q4
)
.
Hence,
Q2 = (I − Q1)(I − Q1)#Q2, Q3 = Q4Q#4 Q3.
The ﬁrst equality of (11) yields (I − Q1)(I − Q1)#Q2 = (I − Q1)Q2Q#4 . Moreover, (3) leads to
(I − Q1)Q2Q#4 = Q2Q4Q#4 . The second equality of (11) yields Q4Q#4 Q3 = Q4Q3(I − Q1)#. Moreover,
(3) leads to Q4Q3(I − Q1)# = (Q3 − Q3Q1)(I − Q1)# = Q3(I − Q1)(I − Q1)#.
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Assume that I − Q1,Q4 are group invertible and expressions in (6) hold. Let us denote by X the right
side of (7). Then
(P − Q)X =
(
I − Q1 −Q2−Q3 −Q4
)(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
−Q#4 Q3 −Q#4 Q4
)
=
(
(I − Q1)(I − Q1)# 0
0 Q4Q
#
4
)
because (I − Q1)(I − Q1)#Q2 = Q2 = Q2Q#4 Q4 and Q3(I − Q1)(I − Q1)# = Q3 = Q4Q#4 Q3 in view
of (6), I − Q1 + Q2Q#4 Q3 = I − Q1 + (I − Q1)#Q2Q3 = (I − Q1)(I − Q1)#(I − Q1) + (I − Q1)#(I −
Q1)Q1 = (I − Q1)#(I − Q1) and Q3(I − Q1)#Q2 + Q4 = Q3Q2Q#4 + Q4 = (I − Q4)Q4Q#4 + Q4 =
Q4Q
#
4 in view of (6) and (3). In a similar way we get
X(P − Q) =
(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
−Q#4 Q3 −Q#4 Q4
)(
I − Q1 −Q2−Q3 −Q4
)
=
(
(I − Q1)(I − Q1)# 0
0 Q4Q
#
4
)
because (I − Q1)#(I − Q1)Q2 = Q2 = Q2Q#4 Q4 = (I − Q1)#Q2Q4 and Q#4 Q3(I − Q1) = Q3(I − Q1)#
(I − Q1) = Q3 = Q4Q#4 Q3inviewof (6), I − Q1 + (I − Q1)#Q2Q3 = I − Q1 + (I − Q1)#(I − Q1)Q1 =
(I − Q1)#(I − Q1) and Q#4 Q3Q2 + Q4 = Q#4 Q4(I − Q4) + Q4 = Q4Q#4 in view of (6) and (3). So
X(P − Q) = (P − Q)X = (I − Q1)(I − Q1)# ⊕ Q4Q#4 . (12)
Now,
(P − Q)X(P − Q) =
(
I − Q1 −Q2−Q3 −Q4
)(
(I − Q1)(I − Q1)# 0
0 Q4Q
#
4
)
=
(
I − Q1 −Q2−Q3 −Q4
)
and
X(P − Q)X =
(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
−Q#4 Q3 −Q#4 Q4
)(
(I − Q1)(I − Q1)# 0
0 Q4Q
#
4
)
=
(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
−Q#4 Q3 −Q#4 Q4
)
.
Hence P − Q is group invertible and (P − Q)# has the representation (7).
(ii) Observe that P − Q = I − P − Q = −[P − (I − Q)]. Thus the group invertibility of P − Q is
equivalent to the group invertibility of P − (I − Q). If P and Q are represented as in (2), then I − Q
has an obvious representation by means of (2), and we can apply item (i) in an evident manner.
(iii) If P − Q and P − Q are group invertible, by (3) and Lemma 2.1,
(Q2Q3)
# = Q#1 (I − Q1)# = (I − Q1)#Q#1 , (Q3Q2)# = Q#4 (I − Q4)# = (I − Q4)#Q#4 .
By (6) and (8),
(Q2Q3)(Q2Q3)
#Q2 = (I − Q1)(I − Q1)#Q1Q#1 Q2 = (I − Q1)(I − Q1)#Q2 = Q2
and
(Q3Q2)(Q3Q2)
#Q3 = (I − Q4)(I − Q4)#Q4Q#4 Q3 = (I − Q4)(I − Q4)#Q3 = Q3.
Hence, Q2Q3, Q3Q2 are group invertible, (Q2Q3)
πQ2 = 0 and (Q3Q2)πQ3 = 0. By Lemma 2.2,
PQ − QP =
(
0 Q2−Q3 0
)
is group invertible and (10) follows directly by Lemma 2.2. 
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According to (3) and Theorem 2.1, we get the following result easily.
Corollary 2.1. Let P and Q be idempotents given by (2).
(i) If P − Q is group invertible, then (P − Q)π = (I − Q1)π ⊕ Qπ4 .
(ii) If P − Q is group invertible, then (P − Q)π = Qπ1 ⊕ (I − Q4)π .
(iii) If P − Q and P − Q are group invertible, then (PQ − QP)π = (Q21 − Q1)π ⊕ (Q4 − Q24 )π .
Proof. We only prove item (i). By (12),
(P − Q)(P − Q)# = (I − Q1)(I − Q1)# ⊕ Q4Q#4 .
Hence (P − Q)π = (I − Q1)π ⊕ Qπ4 . 
The following theorem presents some equivalent conditions for the group invertibility of the
products of idempotents.
Theorem 2.2. Let P and Q be idempotents given by (2).
(i) PQ is group invertible if and only if Q1 is group invertible and Q
π
1 Q2 = 0.
(ii) PQ is group invertible if and only if Q4 is group invertible and Q
π
4 Q3 = 0.
(iii) PQ is group invertible if and only if I − Q1 is group invertible and (I − Q1)πQ2 = 0.
(iv) P Q is group invertible if and only if I − Q4 is group invertible and (I − Q4)πQ3 = 0.
Proof. We only prove item (i), the remains can be proved in the sameway. Let P and Q be given by (2).
Then
PQ =
(
Q1 Q2
0 0
)
, (PQ)2 =
(
Q21 Q1Q2
0 0
)
and (PQ)3 =
(
Q31 Q
2
1Q2
0 0
)
with respect to the space decompositionH = R(P) ⊕ N (P). Since PQ is group invertible, ind(PQ) =
1. So
R(PQ) = R((PQ)2) = R((PQ)3) = · · · and N (PQ) = N ((PQ)2) = N ((PQ)3) = · · · .
For every x ∈ N (Q21 ), x ⊕ 0 ∈ N ((PQ)2) = N (PQ). SoQ1x = 0andN (Q21 ) ⊂ N (Q1). SinceN (Q1) ⊂
N (Q21 )is trivial, we get N (Q21 ) = N (Q1). For every z ∈ R(Q1), there exists x ∈ R(P) such that(
Q1 Q2
0 0
)(
x
0
)
=
(
z
0
)
∈ R(PQ) = R((PQ)3).
So, there exist u ∈ R(P) and v ∈ N (P) such that(
Q31 Q
2
1Q2
0 0
)(
u
v
)
=
(
z
0
)
.
Therefore, z = Q31 u + Q21Q2v = Q21 (Q1u + Q2v) ∈ R(Q21 ) and R(Q1) ⊂ R(Q21 ). Since R(Q21 ) ⊂
R(Q1)is trivial, we get R(Q21 ) = R(Q1). Hence, ind(Q1) = 1, i.e. Q#1 exists. Now, let
X =
(
Q#1 (Q
#
1 )
2Q2
0 0
)
. (13)
It is trivial to check that PQX = XPQ , XPQX = X and (PQ)3X = (PQ)2. These imply that X is the Drazin
inverse of PQ and ind(PQ) 2. Since PQ is group invertible, (PQ)2X = PQ . We get(
Q21 Q1Q2
0 0
)(
Q#1 (Q
#
1 )
2Q2
0 0
)
=
(
Q1 Q2
0 0
)
,
which implies that Q1Q
#
1 Q2 = Q2, i.e., Qπ1 Q2 = 0.
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On the other hand, if Q1 is group invertible and Q
π
1 Q2 = 0, it is easy to check that (13) is the group
inverse of PQ . 
Note that, Cao in 2001 [7] gave that, if A ∈ Cr×r , C ∈ Cs×s and M =
(
A B
0 C
)
, then there exists
M# if and only if there exist A#, C#, and (I − AA#)B(I − C#C) = 0. Furthermore, whenM# exists, it is
given by
(
A B
0 C
)#
=
(
A# Y
0 C#
)
,where Y = (A#)2BCπ + AπB(C#)2 − A#BC#.
It is worth pointing out, in [19, Theorem 2.1], Koliha et al. had proved that P − Q is invertible if and
only if P + Q and I − PQ are invertible. For the set of squarematrices, Theorems 2.1 and 2.2 show that,
if P − Q is group invertible, then PQ and PQ are group invertible. If P − Q is group invertible, then PQ
and P Q are group invertible. Similarly, the following result is also derived by Lemma 2.2.
Theorem 2.3. Let P and Q be idempotents given by (2). Then PQ − QP is group invertible if and only if
Qi(I − Qi), i = 1, 4 are group invertible, [Q1(I − Q1)]π Q2 = 0 and [Q4(I − Q4)]π Q3 = 0.
Proof. By (2), PQ − QP =
(
0 Q2−Q3 0
)
. By (3), Q2Q3 = Q1(I − Q1) and Q3Q2 = Q4(I − Q4). The re-
sult follows immediately by Lemma 2.2. 
Remark. Note that
PQ + QP = −(P + Q)(P − Q) = −(P − Q)(P + Q).
By Lemma 2.1, if P + Q and P − Q are group invertible, then PQ + QP is group invertible.
3. Formulae for (P − Q )# and (P + Q )# when P − Q is group invertible
In this section, we will obtain explicit representations for the group inverses of products and
differences of projections. First, we give the following deﬁnition.
Deﬁnition 3.1. Let P and Q be idempotents such that P − Q is group invertible. Deﬁne operators F, G
and H as
F = P(P − Q)#, G = (P − Q)#P, H = (P − Q)#(P − Q). (14)
Theorem 3.1. Let P and Q be idempotents such that P − Q is group invertible, F, G and H be given by
Deﬁnition (3.1). Then F, G and H are idempotents and
(i) F = (P − Q)#Q, R(F) = R (PH) = R (I − Q1) .
(ii) G = Q(P − Q)#, N (G) = N (PH) = N (P) ⊕ N (I − Q1) .
Proof. Let P and Q be given by (2). From Theorem 2.1(i), it follows
F =
(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
0 0
)
, G =
(
(I − Q1)#(I − Q1) 0
−Q3(I − Q1)# 0
)
(15)
and
H = (I − Q1)#(I − Q1) ⊕ Q#4 Q4. (16)
So F, G and H are idempotents,
R(F) = R
[
(I − Q1)#(I − Q1)
]
= R [I − Q1] = R (PH)
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and
N (G) = N
[
(I − Q1)#(I − Q1)
]
⊕ N (P) = N [I − Q1] ⊕ N (P) = N (PH).
Next, as an example we only prove that F = P(P − Q)# = (P − Q)#Q . The item (ii) can be proved in
the same way. By (3), Theorem 2.1(i), and (15),
(P − Q)#Q =
(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
−Q#4 Q3 −Q#4 Q4
)(
I − Q1 −Q2−Q3 I − Q4
)
=
(
(I − Q1)#(I − Q1) −(I − Q1)#Q2
0 0
)
= F. 
Let PS,T denote the idempotentwithR(PS,T ) = S andN (PS,T ) = T . As a particular case, if P − Q
is invertible, then I − Q1, Q4 are invertible and H = I. So we get the following special results.
Corollary 3.1. Let P and Q be given by (2), F , G and H be given by Deﬁnition (3.1). If P − Q is invertible,
then
(i) F = P(P − Q)−1 = (P − Q)−1Q = PR(P),R(Q).
(ii) G = (P − Q)−1P = Q(P − Q)−1 = PN (Q),N (P).
(iii) FP = 0, PF = 0, FQ = 0, Q F = 0.
(iv) GP = 0, PG = 0, QG = 0, G Q = 0.
Moreover, by (3), (15)–(16), we have the following result.
Corollary 3.2. Let P and Q be idempotents such that P − Q is group invertible, F and G be given by
Deﬁnition (3.1). Then
FG = (I − Q1)# ⊕ 0. (17)
By simple algebraic techniques, we can deduce more relations among F, G and H.
Theorem 3.2. Let P and Q be idempotents such that P − Q is group invertible, F, G and H be given by
Deﬁnition (3.1). Then
(i) FP = PG = PH = HP.
(ii) QHQ = QH = HQ = HQH.
(iii) Q F = G Q = Q F Q = P H.
Proof. (i) By (2), (15) and (16), we get that
FP = PG = PH = HP = (I − Q1)(I − Q1)# ⊕ 0.
(ii) If P − Q is group invertible, by Theorem 2.1(i), Q2Qπ4 = (I − Q1)πQ2 = 0 and Qπ4 Q3 = Q3(I −
Q1)
π = 0. Then
QH =
(
Q1 Q2
Q3 Q4
)(
(I − Q1)(I − Q1)# 0
0 Q4Q
#
4
)
=
(
(Q1 − Q21 )(I − Q1)# Q2
Q3 Q4
)
and
HQ =
(
(I − Q1)(I − Q1)# 0
0 Q4Q
#
4
)(
Q1 Q2
Q3 Q4
)
=
(
(Q1 − Q21 )(I − Q1)# Q2
Q3 Q4
)
.
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So QH = HQ and
HQH =
(
(I − Q1)(I − Q1)# 0
0 Q4Q
#
4
)(
(Q1 − Q21 )(I − Q1)# Q2
Q3 Q4
)
= QH.
Moreover, from
Q1
[
(Q1 − Q21 )(I − Q1)#
]
+ Q2Q3
= Q21
[
(I − Q1)(I − Q1)#
]
+ Q1(I − Q1) (by (3))
= Q21
[
(I − Q1)(I − Q1)#
]
+ Q1(I − Q1)
[
(I − Q1)(I − Q1)#
]
= (Q1 − Q21 )(I − Q1)#
and
Q3
[
(Q1 − Q21 )(I − Q1)#
]
+ Q4Q3
= Q3Q1
[
(I − Q1)(I − Q1)#
]
+ Q3(I − Q1) (by (3))
= Q3Q1
[
(I − Q1)(I − Q1)#
]
+ Q3(I − Q1)
[
(I − Q1)(I − Q1)#
]
= Q3
[
(I − Q1)(I − Q1)#
]
(by (6))
= Q3,
we have
QHQ =
(
Q1 Q2
Q3 Q4
)(
(Q1 − Q21 )(I − Q1)# Q2
Q3 Q4
)
=
(
(Q1 − Q21 )(I − Q1)# Q2
Q3 Q4
)
= HQ .
(iii) By (2)-(3), (6), (15)-(16),
Q F =
(
I − Q1 −Q2−Q3 I − Q4
)(
(I − Q1)π (I − Q1)#Q2
0 I
)
(by (2) and (15))
=
(
0 −(I − Q1)πQ2
−Q3(I − Q1)π −Q3(I − Q1)#Q2 + I − Q4
)
=
(
0 0
0 Qπ4
)
. (by (6))
Similarly, we have
G Q =
(
(I − Q1)π 0
Q3(I − Q1)# I
)(
I − Q1 −Q2−Q3 I − Q4
)
=
(
0 0
0 Qπ4
)
and
Q F Q =
(
0 0
0 Qπ4
)(
I − Q1 −Q2−Q3 I − Q4
)
=
(
0 0
0 Qπ4
)
= P H. 
From Theorem 3.1 and (14) we get the following corollary.
Corollary 3.3. Let P and Q be idempotents such that P − Q is group invertible. Then
P(P − Q)# = (P − Q)#Q, Q(P − Q)# = (P − Q)#P,
P(P − Q)# = (P − Q)#Q, Q(P − Q)# = (P − Q)#P.
Subsequently, we present some group inverse formulae relating to the sum and the difference of
two idempotents P and Q .
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Theorem 3.3. Let P and Q be idempotents such that P − Q is group invertible, F, G and H be given by
Deﬁnition (3.1). Then
(i) (P − Q)# = F + G − H.
(ii) (P + Q)# = (P − Q)#(P + Q)(P − Q)# = (2G − H)(F + G − H) if and only if PH = P.
Proof. The items (i) follows directly by Theorem 2.1(i) and relations in (15)-(16). So we only need to
prove the item (ii).
Denote by X = (P − Q)#(P + Q)(P − Q)#. By Corollary 3.3,
(P + Q)X = (P + Q)(P − Q)#(P + Q)(P − Q)#
= (P − Q)#(P + Q)(P + Q)(P − Q)#
= (P − Q)#(P − Q)2(P − Q)#
= (P − Q)(P − Q)# = H,
X(P + Q) = (P − Q)#(P + Q)(P − Q)#(P + Q)
= (P − Q)#(P + Q)(P + Q)(P − Q)#
= (P − Q)#(P − Q)2(P − Q)#
= (P − Q)(P − Q)# = H
and
X(P + Q)X = X(P − Q)(P − Q)#
= (P − Q)#(P + Q)(P − Q)#(P − Q)(P − Q)#
= (P − Q)#(P + Q)(P − Q)# = X.
Hence, (P + Q)# = X if and only if (P + Q)X(P + Q) = P + Q . Next, we prove that (P + Q)X(P +
Q) = P + Q if and only if PH = P. We divide the proof in two steps:
First, if PH = P, by (6) and (16), we have I − Q1 is invertible, QH = Q and
(P + Q)X(P + Q) = (P + Q)H = P + Q .
Second, note that
(P + Q)X(P + Q) = (P + Q)H
=
(
I + Q1 Q2
Q3 Q4
)(
(I − Q1)#(I − Q1) 0
0 Q#4 Q4
)
=
(
(I + Q1)(I − Q1)#(I − Q1) Q2
Q3 Q4
)
. (by (6))
If (P + Q)X(P + Q) = P + Q,then (I + Q1)(I − Q1)#(I − Q1) = I + Q1. Since I − Q1 as an operator
acting on R(P) is group invertible,
R(P) = N ((I − Q1)π ) ⊕ R((I − Q1)π ) = R(I − Q1) ⊕ N (I − Q1).
For every x ∈ N (I − Q1), we have Q1x = x and 2x = (I + Q1)x = (I + Q1)(I − Q1)#(I − Q1)x = 0.
It follows that N (I − Q1) = {0} and I − Q1 is invertible. Hence PH = P.
Now, by the deﬁnition (1), we know X = (P − Q)#(P + Q)(P − Q)# = (P + Q)#. Moreover, by
item (i) of this theorem,
(P + Q)# = (P − Q)#(P + Q)(P − Q)#
= (P − Q)#P(P − Q)# + (P − Q)#Q(P − Q)#
= G(F + G − H) + (G − H)(F + G − H)
= (2G − H)(F + G − H). 
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Remark
(i) Let X = (P − Q)#(P + Q)(P − Q)#. The proof of Theorem 3.3, item (ii) shows that if P − Q is
group invertible and without assuming PH = P, then we have that X(P + Q) = (P + Q)X and
X(P + Q)X = X , in other words, X is a {1,5}-inverse of P + Q .
(ii) TheconditionPH = P inTheorem3.3, item(ii) isnecessary toassure (P + Q)X(P + Q) = P + Q .
This can be demonstrated in the following example.
Example 1. Deﬁne the idempotents P, Q on ⊕4i=1Hi by
P = I1 ⊕ I2 ⊕ 0 ⊕ 0 and Q = I1 ⊕ 0 ⊕ I3 ⊕ 0.
Then
(P − Q)# = 0 ⊕ I2 ⊕ −I3 ⊕ 0,
(P + Q)# = 1
2
I1 ⊕ I2 ⊕ I3 ⊕ 0,
H = (P − Q)(P − Q)# = 0 ⊕ I2 ⊕ I3 ⊕ 0,
X = (P − Q)#(P + Q)(P − Q)# = 0 ⊕ I2 ⊕ I3 ⊕ 0.
In this case, PH /= P, (P + Q)X(P + Q) /= P + Q and, hence (P + Q)# /= X. 
The following results are special cases of Theorem 3.3.
Corollary 3.4 [19, Theorem 2.2]. Let P and Q be idempotents, F = PR(P),R(Q) and G = PN (Q),N (P). If
P − Q is invertible, then
(i) (P + Q)−1 = (P − Q)−1(P + Q)(P − Q)−1.
(ii) (P − Q)−1 = (P + Q)−1(P − Q)(P + Q)−1.
(iii) (P − Q)−1 = F + G − I.
(iv) (P + Q)−1 = (2G − I)(F + G − I).
Proof. By (16), H = (P − Q)(P − Q)# = (I − Q1)#(I − Q1) ⊕ Q#4 Q4. If P − Q is invertible, then I −
Q1 and Q4 are invertible. The idempotents H, F and G in (15) and (16) reduce as H = I,
F =
(
I −(I − Q1)−1Q2
0 0
)
, G =
(
I 0
−Q3(I − Q1)−1 0
)
. (18)
So,
2G − I =
(
I 0
−2Q3(I − Q1)−1 −I
)
, F + G − I =
(
I −(I − Q1)−1Q2
−Q3(I − Q1)−1 −I
)
.
Since the Schur complement in F + G − I is I + (I − Q1)−1Q2Q3(I − Q1)−1 = I + (I − Q1)−1Q1(I −
Q1)(I − Q1)−1 = (I − Q1)−1, we know F + G − I is invertible. Hence, PH = P and (2G − I)(F + G −
I) are invertible. By Theorem 3.3, the results (i)-(iv) follow immediately. 
If P − Q is invertible, Harte had given that [17, Theorem 7.5.1]
(I − PQP)−1 = I − P + P(P − Q)−2.
In fact, we can obtain some more general results on the group inverses.
Theorem 3.4. Let P and Q be idempotents and P − Q be group invertible. If F, G and H are given by
Deﬁnition (3.1), then
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(i) (I − PQ)# = FG + (I − F)P.
(ii) (I − PQP)# = FG + P.
(iii) (P − PQP)# = FG.
(iv) (P − PQ)# = [FG]2Q .
(v) (P − QP)# = Q [FG]2.
Proof. (i) Let P and Q have the form (2). By Theorem 2.1(i), we get that I − PQ is group invertible and
(I − PQ)# =
(
(I − Q1)# (I − Q1)#Q2
0 I
)
. (see[7] for ﬁnite dimension case)
(15) and (17) imply that (i) holds.
(ii) It follows from Corollary 3.2 that (I − PQP)# = (I − Q1)# ⊕ I = FG + P.
(iii) From (2), P − PQP = (I − Q1) ⊕ 0, hence by Corollary 3.2,
(P − PQP)# = (I − Q1)# ⊕ 0 = FG.
(iv)–(v) Note that
(P − PQ)# =
(
(I − Q1)# −[(I − Q1)#]2Q2
0 0
)
=
([(I − Q1)#]2 0
0 0
)(
I − Q1 −Q2−Q3 I − Q4
)
= (FG)2Q
and
(P − QP)# =
(
(I − Q1)# 0
−Q3[(I − Q1)#]2 0
)
=
(
I − Q1 −Q2−Q3 I − Q4
)([(I − Q1)#]2 0
0 0
)
= Q(FG)2. 
If P − Q is invertible, by (18), (I − F)P = I − F. So Theorem 3.4(i) generalizes Theorem [25, Theo-
rem 3.1].
Corollary 3.5. Let P and Q be idempotents and P − Q be invertible. If F and G are given by Deﬁnition (3.1),
then
(I − PQ)−1 = FG + I − F.
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