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El disen˜o de aprendices profundos generales se ha mantenido como reto duran-
te de´cadas. En el siglo actual se esta´ produciendo la aparicio´n de varios nuevos
–y eficaces– procedimientos para ello. Esos procedimientos incluyen los me´todos re-
presentacionales, que merecen especial atencio´n porque no solo permiten construir
ma´quinas potentes, sino que tambie´n extraen relevantes rasgos de alto nivel de las
observaciones. Los auto-codificadores expansivos reductores de ruido son (elementos
de) una de las familias de ma´quinas representacionales profundas.
Por otra parte, los conjuntos son una alternativa so´lidamente establecida para
conseguir soluciones con altas prestaciones para problemas emp´ıricos –basados en
muestras– de inferencia. Se valen de la introduccio´n de diversidad en un grupo de
aprendices. Obviamente, este es un principio que tambie´n puede aplicarse a redes
neuronales profundas; pero, sorprendentemente, hay muy pocos estudios que exploran
esta posibilidad.
En esta disertacio´n doctoral se investiga si las te´cnicas convencionales de di-
versificacio´n –incluyendo la binarizacio´n en el caso de bases de datos multiclase–
permiten mejorar las prestaciones de clasificadores basados en auto-codificadores ex-
pansivos con reduccio´n de ruido. Se usan tanto “Bagging” como “Switching”, junto
con esquemas de binarizacio´n uno-contra-uno y de co´digos de salida correctores de
errores, sobre dos tipos ba´sicos de arquitecturas: T, que tiene una unidad de auto-
codificacio´n comu´n, y G, que tambie´n diversifica ese elemento representacional. Los
resultados experimentales confirman que –si se incluye la binarizacio´n– la combina-
cio´n de diversidad y profundidad conduce a mejores prestaciones, especialmente con
las arquitecturas T.
Para completar la exploracio´n sobre posibles mejoras, se analiza tambie´n la apli-
cacio´n de formas flexibles de pre-e´nfasis. Tales formas proporcionan por s´ı solas
mejoras de prestaciones, pero las mejoras son muy importantes cuando el pre-e´nfasis
se combina con la diversificacio´n, en especial si se emplean diferentes para´metros
de pre-e´nfasis a diferentes dicotomı´as en los problemas multiclase. Una distorsio´n
ela´stica convencional permite alcanzar resultados re´cord.
Estos resultados no son tan solo relevantes “per se”, sino que abren una v´ıa de





Designing general deep learners has remained as a challenge along decades. The
present century sees the emergence of several new effective procedures for it. Among
them, representational methods merit particular attention, because they not only
serve to build powerful machines, but also extract relevant high-level features of
the observations. Expansive denoising auto-encoders are (elements of) one of such
representational deep machine families.
On the other hand, ensembles are a well established alternative to get high perfor-
mance solutions for empirical –sample based– inference problems. They are principled
on introducing diversity in a number of different learners. Obviously, this is a prin-
ciple which can also be applied to deep neural networks, but, surprisingly, there are
very few studies exploring this possibility.
In this doctoral dissertation, we investigate if conventional diversification tech-
niques –including binarization for multiclass databases– further improve the perfor-
mance of expansive denoising auto-encoder based classifiers. Both “Bagging” and
“Switching” are used, as well as one-versus-one and error-correcting-output-code bi-
narization schemes, with two basic types of architectures: T, which has a common
auto-encoding unit, and G, which also diversifies that representational element. The
experimental results confirm that –if binarization is included– combining diversity
and depth offers significant performance advantages, specially with T architectures.
To complete the exploration on improving denoising auto-encoding based classi-
fiers, the application of flexible enough pre-emphasis functions is also analyzed. Using
this kind of pre-emphasis provides performance advantages by itself, but the advanta-
ges are very important when pre-emphasis is combined with diversification, specially
if different emphasis parameters are applied to different dichotomies in multiclass
problems. A conventional elastic distortion allows record results.
These results are not only relevant by themselves, but they open a series of
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1.1. Los or´ıgenes del Aprendizaje Ma´quina
Debe considerarse que el Aprendizaje Ma´quina (ML, “Machine Learning”) na-
cio´ con la propuesta de la Regla del Perceptro´n por Frank Rosenblatt para entrenar
discriminantes lineales con activaciones duras [Rosenblatt, 1958], [Rosenblatt, 1962],
al amparo de la visio´n, hebbiana –que expande conceptos de Santiago Ramo´n y Cajal–
de activacio´n de las neuronas [Hebb, 1949]; y ello, a pesar de que el trabajo de Ro-
nald Fisher sea anterior [Fisher, 1936], porque introdujo un verdadero algoritmo de
aprendizaje y no una formulacio´n aproximada.
Las dificultades de extender el aprendizaje a arquitecturas multicapa
(MLPs, “Multi-Layer Perceptrons”), que llevaron a Bernard Widrow a re-
encaminar sus esfuerzos [Widrow and Lehr, 1990] hacia problemas de filtrado
[Widrow and Hoff, 1960] –lo que dio lugar a la emergencia de los sistemas
adaptativos–, provocaron tambie´n la desacertada reaccio´n –una ma´s– de Marvin
Minsky [Minsky and Papert, 1969]. Su furioso ataque elimino´ casi cualquier intere´s
por los MLPs durante muchos an˜os. Por el contrario, las Ma´quinas de Aprendizaje
(LMs, “Learning Machines”) generativas (de las que no nos ocuparemos aqu´ı en
detalle, dada la orientacio´n de esta Tesis) se desarrollaron ra´pidamente a partir
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de la aplicacio´n de las ventanas de Emanuel Parzen [Parzen, 1962] a regresio´n
[Nadaraya, 1964], [Watson, 1964], y otras l´ıneas de trabajo en ML avanzaron con
e´xito, como es el caso del agrupamiento ma´quina, sobre todo con las contribuciones
de Teuvo Kohonen en Mapas Auto-Organizados [Kohonen, 1982], [Kohonen, 1989].
La posibilidad de recurrir a activaciones blandas –que se desarrollo´ independien-
temente en Estad´ıstica como regresiones log´ıstica y probit; ve´ase [Bishop, 2006], por
ejemplo– y a la regla de la cadena para permitir un entrenamiento de los MLPs basado
en la minimizacio´n de la versio´n muestral de un coste, fue desarrolla´ndose silenciosa-
mente [Werbos, 1974], [Werbos, 1994], [Parker, 1982], [Parker, 1985], [LeCun, 1985],
hasta que, en 1986, David Rumelhart y sus colaboradores [Rumelhart et al., 1986a],
[Rumelhart et al., 1986b] la formalizaron completamente. El impacto de ese avan-
ce fue –y sigue siendo– extraordinario, tanto en aportaciones teo´ricas o te´cnicas
cuanto en aplicaciones; lo que queda evidenciado por los muchos libros de tex-
to dedicados a las Redes Neuronales (NNs, “Neural Networks”) –denominacio´n
que incluye otras LMs tambie´n relevantes, como las Redes de Funciones Radiales
de Base (RBFNs, “Radial Basis Function Networks”) y las Ma´quinas de Boltz-
mann (BM, “Boltzmann Machines”), entre las que los MLPs conservan un lugar
preeminente– desde poco despue´s. Entre muchas decenas de esos textos, destaca-
remos aqu´ı [Pao, 1990], [Hecht-Nielsen, 1990], [Hertz et al., 1991], [Haykin, 1994],
[Zurada, 1994] y [Bishop, 1995] de entre los pioneros, as´ı como los ma´s avan-
zados –que tambie´n tratan otros tipos de LMs– [Ripley, 1996], [Duda et al., 2001]
–que incluye numerosos detalles histo´ricos–, [Hastie et al., 2001] y el ya citado
[Bishop, 2006], junto con los extensos manuales [Maren et al., 1990], [Arbib, 2002]
y el muy pra´ctico [Reed and Marks II, 1999].
Con el paso del tiempo se manifestaron las verdaderas limitaciones de los MLPs,
adicionales a un cara´cter sustancialmente esta´tico y a la necesidad de reentrenar-
los ante cualesquiera cambios en la informacio´n disponible. Si bien George Cybenko
[Cybenko, 1989] y Kurt Hornik y sus colegas [Hornik et al., 1989] demostraron que
un MLP con una sola capa oculta es un aproximador universal –de modo no cons-
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tructivo; es decir, sin establecer el nu´mero de unidades de dicha capa oculta–, la
disponibilidad de un nu´mero limitado de ejemplos de entrenamiento –en principio,
pares de entrada y sus etiquetas, a las que se han de aproximar las correspondientes
salidas– constituye un serio impedimento para obtener provecho de esa teo´ricamente
ilimitada capacidad expresiva.
Posiblemente por ello irrumpieron arrolladoramente en los 1990 las llamadas
Ma´quinas de Nu´cleos (KM, “Kernel Machines”), en sus formas esenciales de Pro-
cesos Gaussianos (GP, “Gaussian Processes”) para regresio´n y Ma´quinas de Vectores
Soporte (SVM, “Support Vector Machines”) para clasificacio´n –aunque existen mo-
dificaciones de ambas familias para utilizarlas en el a´mbito natural de la otra.
Pueden considerarse dichas familias como el resultado de la conveniente aplica-
cio´n del conocido como “truco del nu´cleo” –tambie´n conocido como Teorema del
Representante– [Aizerman et al., 1965], [Kimeldorf and Wahba, 1971], en que se in-
troduce un nu´cleo de Mercer –funcio´n definida positiva general– en la elaboracio´n
de planteamientos que suponen transformaciones no lineales de los datos: trans-
formaciones que el “truco” hace innecesario especificar. Con el “truco”, se pueden
obtener los GPs como una fa´cil extensio´n del filtro de Wiener (Wiener-Hoff, Wiener-
Kolmogorov) [Wiener, 1949]1, [Kolmogorov, 1939] a observaciones multidimensiona-
les e irregularmente espaciadas, aunque pueden tambie´n presentarse desde otras pers-
pectivas: ve´ase [Rasmussen and Williams, 2006].
Las SVMs parten del concepto de dimensio´n de Vapnik-Chervonenkis, larga-
mente trabajado por el primero [Vapnik, 1982], [Vapnik, 1995] y [Vapnik, 1998].
En 1992, una combinacio´n pra´ctica del resultante principio de Ma´ximo Margen
(MM, “Maximal Margin”) con el “truco del nu´cleo” condujo a su primera ver-
sio´n reducible a programacio´n cuadra´tica [Boser et al., 1992]. A partir de ese mo-
mento se produjo una explosio´n de contribuciones proponiendo mejoras y varian-
tes, de la que aqu´ı no procede dar cuenta detallada porque el cara´cter local de
estas LMs las inhabilitan –en principio– para construir Aprendices Profundos (DLs,
1Editado muchos an˜os despue´s de haber sido escrito.
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“Deep Learners”), que constituyen uno de los ingredientes principales de los es-
tudios y experimentos de esta Tesis. No obstante, y por mor de completitud, ha-
remos referencia a algunos tutoriales y algunos textos selecionados: entre los pri-
meros, [Burges, 1998], [Mu¨ller et al., 2001] y [Shawe-Taylor and Sun, 2011]; y de
los segundos, [Scho¨lkopf et al., 1999], [Herbrich, 2001], [Scho¨lkopf and Smola, 2002],
[Shawe-Taylor and Cristianini, 2004] y [Wang, 2005].
El me´rito de las KMs, y en particular de las SVMs, radica en que con so´lidos fun-
damentos les permitieron acaparar buena parte del intere´s de la comunidad activa
en ML pese a que al tiempo se desarrollaba una de las soluciones a la anterior-
mente sen˜alada limitacio´n en el aprendizaje de los MLPs y otras LMs anteriores:
los conjuntos de LMs, de los que nos ocuparemos acto seguido. Sin embargo, debe
advertirse de que el principio de MM puede ser extendido a los MLPs con cierta
facilidad [La´zaro-Teja et al., 2016]. Adema´s, el explosivo desarrollo de los DLs ha
reducido mucho la atencio´n a las KMs.
1.2. Los conjuntos de Ma´quinas de Aprendizaje
Aunque la binarizacio´n de problemas multiclase es de pleno derecho un procedi-
miento de construccio´n de conjuntos de LMs, tiene una naturaleza diferente de la que
caracteriza a los que ahora vamos a presentar; por ello, pospondremos su revisio´n a
un apartado propio –que sigue a e´ste.
El germen del desarrollo de los conjuntos de LMs se encuentra en el trabajo de
Lee Valiant [Valiant, 1982], que propone la Teor´ıa de lo Probablemente Casi Correc-
to (PAC, “Probably Almost Correct”), en la que se apoya la l´ınea que construye
clasificadores fuertes (de altas prestaciones) agregando clasificadores de´biles (poco
mejores que la toma de decisiones al azar), cuya manifestacio´n ma´s relevante son
los conjuntos construidos mediante “Boosting”, te´cnica que goza de merecid´ısima
fama y que revisaremos brevemente con este mismo apartado. Y debe sen˜alarse
[Hansen and Salamon, 1990] como el primer ana´lisis matema´tico de las agregaciones
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Figura 1.1: Arquitectura gene´rica (en operacio´n) de un ME. x: entrada; Um: unidades;
om: salidas de las unidades; AG: agregacio´n; o: salida del ME.
de LMs. Ve´ase que, como se ha anticipado, la aparicio´n de los conjuntos de LMs es
simulta´nea con la de las KMs.
Aunque la nomenclatura no esta´ uniformizada –y puede decirse que resulta
confusa– emplearemos aqu´ı las siglas MEs (“Machine Ensembles”) para referirnos
a cualquier forma de agrupacio´n de LMs.
Si hubiese que sen˜alar un principio comu´n para la construccio´n de las muy nu-
merosas y variadas familias de MEs, ser´ıa obligado mencionar la diversidad en sus
componentes –unidades o aprendices–, que es la que permite obtener ventaja me-
diante la agregacio´n de sus salidas. Aprendices diversos (diversificados) son los que
abordan un problema en condiciones suficientemente distintas como para que las
soluciones que proporcionan no sean ide´nticas, sino diferentes: la apropiada combi-
nacio´n de esas soluciones supone una especie de “promediado”, que da lugar a una
solucio´n final mejor que la de cualquier unidad por separado, e incluso que cualquier
LM monol´ıtica. As´ı que es posible decir que estamos tratando con arquitecturas co-
mo la que se muestra en la Figura 1.1, en el momento de la operacio´n (se supone
una u´nica salida).
Como quiera que en nuestros trabajos la diversidad tiene un muy relevante papel,
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procede incluir aqu´ı un ra´pido repaso de los MEs. Naturalmente, con la concisio´n
debida: quienes deseen mayor detalle pueden recurrir a los muchos textos monogra´fi-
cos dedicados al a´mbito, de los que destacamos [Sharkey, 1999], [Kuncheva, 2004],
[Rokach, 2010], [Zhang and Ma, 2012], [Zhou, 2012] y [Schapire and Freund, 2012].
Puede decirse que las diferentes familias de MEs surgen de dos troncos princi-
pales: los comite´s, en los que se entrenan inicialmente las unidades, introduciendo
diversificacio´n mediante procedimientos espec´ıficos para ello, y, tras lo anterior, se
lleva a cabo la agregacio´n (t´ıpicamente mediante esquemas sencillos, casi siempre no
entrenables, como la votacio´n con decisio´n mayoritaria o el promediado aritme´tico di-
recto); y los consorcios, en los que el entrenamiento se aplica juntamente a aprendices
y agregacio´n –por lo que, en general, ofrecen mejores prestaciones.
La Figura 1.2 simboliza las posibilidades de diversificacio´n abiertas para el disen˜o
de comite´s: modificar los ejemplos disponibles para entrenar (bien las observaciones
x(n), bien los blancos t(n)), es decir, la informacio´n de que dispone cada aprendiz,
o modifico la arquitectura de los aprendices. En la pra´ctica, esta segunda opcio´n
se ha empleado en muy pocas ocasiones, mereciendo mencio´n las Selvas Aleatorias
(RFs, “Random Forests”), en que se diversifican los a´rboles constituyentes mediante
ramificaciones probabil´ısticas, acompan˜a´ndola de otras diversificaciones –t´ıpicamente
reducciones a subespacios de las observaciones [Ho, 1998], un me´todo de eficiencia
limitada por s´ı solo–. Las referencias principales sobre RFs son [Breiman, 2001] y
[Archer and Kimes, 2008].
Los me´todos fundamentales de diversificacio´n mediante la modificacio´n de los
ejemplos son dos, ambos debidos a la agudeza del reconocido investigador Leo Brei-
man (fallecido, para tristeza de todos, hace pocos an˜os): “Bagging” (Bootstrap
aggregating) [Breiman, 1996] –que tiene tambie´n una versio´n probabil´ıstica, “Wag-
ging” [Bauer and Kohavi, 1999]–, en el que cada aprendiz recibe una versio´n re-
muestreada mediante “Booststrap” de los ejemplos, y “Switching” (originalmente,
“aleatorizacio´n de las salidas”) [Breiman, 2000], en el que los blancos se modifican
aleatoriamente. Como quiera que “Bagging” y “Switching” se utilizara´n como me´to-
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Figura 1.2: Diversificacio´n en comite´s: 1, observaciones; 2, arquitecturas; 3, blancos
(cabr´ıa tambie´n: 4, agregacio´n).
dos de diversificacio´n en esta Tesis, se describira´n en el Cap´ıtulo 2. No obstante,
debe sen˜alarse desde el principio que estos me´todos requieren que los aprendices del
comite´ sean inestables, es decir, sensibles a cambios en el conjunto de entrenamiento
–y los MLPs, desde luego, lo son–, pero no necesariamente de´biles.
Debe incluirse tambie´n entre los comite´s el me´todo de apilamiento o amonto-
namiento, “Stacking” [Wolpert, 1992], en el que los aprendices se parametrizan con
subconjuntos disjuntos del conjunto de ejemplos para el entrenamiento, y se an˜ade
una capa de agregacio´n que se entrena evitando repeticiones en la presentacio´n de
ejemplos. Aunque el principio aplicado resulta atractivo, e incluso se han propuesto
modificaciones y extensiones del mismo, no ha proporcionado resultados especial-
mente brillantes.
Cerraremos la concisa exposicio´n de los comite´s con un par de observaciones. La
primera, que resulta sorprendente la escas´ısima atencio´n dedicada a la diversifica-
cio´n de arquitecturas. Si bien algunos autores consideran como tales los me´todos
“Drop-Out” [Srivastava et al., 2014] y “Drop-Connect” [Wan et al., 2013] –que son
presentados en el contexto de los DLs,– en que se decide probabil´ısticamente si una
activacio´n o un peso de un MLP se actualiza o no con cada ejemplo, creemos ma´s
acertado considerarlos como novedosos –y valiosos– me´todos de regularizacio´n: otra
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cosa ser´ıa recurrir a los muy variados me´todos de poda existentes [Reed, 1993] para
crear aprendices diversificados. La segunda observacio´n es otra expresio´n de sorpre-
sa, esta vez, por el escas´ısimo esfuerzo dedicado a aplicar diversidad a la etapa de
agregacio´n (y decimos escas´ısimo admitiendo que el “Stacking” podr´ıa considerarse
como tal).
Pasamos ahora a una somera presentacio´n de los consorcios, aunque dedicare-
mos cierto espacio al claramente ma´s importante, “Boosting”, no porque hagamos
posterior uso de e´l, sino por su mucho intere´s intr´ınseco.
En lo referente a los consorcios de LMs, tambie´n nos encontramos con una ampl´ısi-
ma variedad de me´todos para disen˜arlos. Aqu´ı discutiremos las tres familias que
consideramos –y se consideran en general– ma´s importantes: “Boosting”, Mezclas
de Expertos (MoEs, “Mixtures of Experts”) y Aprendizaje por Correlacio´n Negativa
(NCL, “Negative Correlation Learning”). Por su particular´ısimo valor, empezaremos
por el “Boosting”.
Las ra´ıces del “Boosting” son las que ma´s profundamente se hunden en la Teor´ıa
PAC: de hecho, la primera versio´n de estos me´todos –un proceso de filtrado en
etapas, que pronto se demostro´ inferior a otros con ide´ntico propo´sito– aparecio´ en
un trabajo, [Schapire, 1990], cuyo t´ıtulo recurre expresamente a la denominacio´n
“aprendizaje de´bil”: y aprovecharemos el momento para advertir de que el cara´cter
de´bil de los aprendices es un requisito para estos procedimientos.
Los me´todos de “Boosting” parten de entrenar secuencialmente aprendices de´biles
con versiones de muestras de entrenamiento enfatizadas (es decir, ponderadas en
la versio´n muestral del coste a minimizar) de acuerdo con la dificultad que hayan
ofrecido para ser bien clasificadas hasta el momento en que se disen˜a cada aprendiz;
al tiempo, las salidas se van agregando linealmente para minimizar un coste del tipo
exponencial de una funcio´n de margen: exp(−to), siendo o =
∑
n
αmom y {om} las
salidas de los aprendices. Es decir, procede como se simboliza en la Figura 1.3.
La consideracio´n de aprendices de salidas binarias ±1 posibilita una for-
mulacio´n cerrada de todo el proceso, dando lugar al AdaBoost (AB, “Adap-
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Figura 1.3: Proceso iterativo para construir conjuntos por “Boosting”. Las l´ıneas
discontinuas indican la aplicacio´n de los e´nfasis (×).
tive Boosting”) [Freund and Schapire, 1995], [Freund and Schapire, 1996a],
[Freund and Schapire, 1997]. Si se posibilita que los aprendices tengan salidas
en (−1, 1), se hace necesario minimizar una cota del coste para conseguir una formu-
lacio´n cerrada, tenie´ndose el Real AdaBoost (RAB) [Freund and Schapire, 1996b],
[Schapire and Singer, 1998], [Schapire and Singer, 1999]. Y ya desde el princi-
pio surgieron un sinnu´mero de modificaciones y variantes que no es posible
ni siquiera citar en un espacio prudencial –por lo que se remite otra vez a
[Schapire and Freund, 2012]–. A cambio, s´ı concederemos espacio a la visio´n de Brei-
man: para disen˜ar conjuntos por “Boosting”, lo importante es los principios –proceder
a entrenar aprendices de´biles con ejemplos convenientemente enfatizados–, y no las
versiones concretas. E´sta es la visio´n que puede denominarse del “Arcing” (“Adaptive
resampling and combining) [Breiman, 1998], [Breiman, 1999a] y [Breiman, 1999b],
que nos parece una visio´n fundamental, y que de hecho abrio´ el camino a au´n ma´s
modificaciones y variantes, el relajar los requisitos para llevarles a cabo. A guisa de
ejemplo, por ello fue posible proponer un alto nu´mero de mecanismos correctores
para las escasas ocasiones en que el “Boosting” presenta problemas de sobreajuste
(una de las ma´s destacables caracter´ısticas de los me´todos ba´sicos de “Boosting” es
su resistencia al sobreajuste a medida que se incorporan nuevos aprendices): adema´s
de la simple y directa eliminacio´n de muestras [Freund, 2001], se han ido aplicando
regularizacio´n [Ra¨tsch et al., 1999], ma´rgenes blandos [Ra¨tsch et al., 2001], mini-
9
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Figura 1.4: Mezcla de Expertos. Em: expertos; G: puerta (soft-max); x: entrada; o:
salida final.
mizacio´n del margen [Ra¨tsch and Warmuth, 2005], penalizacio´n de la asimetr´ıa
de los datos [Sun et al., 2006], e´nfasis mixtos [Go´mez-Verdejo et al., 2006],
[Go´mez-Verdejo et al., 2008] –au´n cabr´ıan otras versiones–, submuestreo
[Zhang et al., 2008], optimizacio´n de margen [Shen and Li, 2010] y alisado por
proximidad [Ahachad et al., 2014]. Tambie´n el muestreo estratificado se ha
encontrado efectivo para debilitar SVMs [Mayhua-Lo´pez et al., 2015].
Otra familia de consorcios que es obligado mencionar es las MoEs. Su forma
general se representa en la Figura 1.4. Como puede verse, una puerta o a´rbitro
realiza la tarea de agregacio´n combinando apropiadamente –la salida del a´rbitro es
softmax– los resultados de las unidades –aqu´ı llamadas expertos– para constituir la
salida final: una mezcla de (las salidas de) los expertos, por tanto.
La versio´n original de los MoEs [Jacobs et al., 1991] se propuso para regresio´n,
y recurr´ıa a aprendices lineales y puerta lineal softmax, con lo que era sencillo
un entrenamiento por Ma´xima Verosimilitud (ML, “Maximum Likelihood”), di-
recto o recurriendo a Promedio-Maximizacio´n (EM, “Expectation-Maximization”,
10
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[Dempster et al., 1977]).
La arquitectura original ofrec´ıa una capacidad expresiva limitada. Por ello,
se propusieron dos l´ıneas para aumentarla: las agrupaciones jera´rquicas de MoEs
[Jordan and Jacobs, 1994], [Jordan and Xu, 1995] y el aumento de la capaci-
dad expresiva de los expertos [Olteanu and Rynkiewicz, 2008] o de la puerta
[Weigend et al., 1995], [Zeevi et al., 1997] y [Principe, 2001]. Pero los intentos de ex-
tender estos disen˜os a funciones de clasificacio´n no alcanzaron el e´xito esperado
[Jordan and Jacobs, 1992]; como se deduce del resultado de reestructuraciones que
permitan entrenamiento MM [Omari and Figueiras-Vidal, 2013], casi con certeza a
causa de aplicar ML.
La dificultad de los MoEs para tratar con problemas de clasificacio´n y la alta
complejidad de los disen˜os de [Omari and Figueiras-Vidal, 2013] no hacen aconseja-
ble recurrir a esta forma de diversificacio´n en los primeros intentos de introducir e´sta
en DLs, tal y como se persigue en esta Tesis. Pero no ha de descartarse su futuro
empleo en tal sentido: por eso, ha de citarse el art´ıculo tutorial [Yuksel et al., 2012],
que presenta otras muchas variantes de los me´todos y algoritmos ba´sicos.
Concluiremos este apartado con un apartado resumen de los consorcios constuidos
mediante NCL, que se introdujeron en [Liu and Yao, 1999a], [Liu and Yao, 1999b], y
pueden considerarse extensiones del cla´sico aprendizaje por cascada de correlaciones
[Fahlman and Lebiere, 1990].
En lo esencial, el NCL propone minimizar la versio´n muestral de
M∑
m=1




siendo C(·) una funcio´n de coste, m, el ı´ndice de las ma´quinas aprendices, om sus
salidas y o la salida total; λ es un para´metro que ajusta la influencia del segundo
sumando, que penaliza la correlacio´n de las salidas con referencia o.
Au´n existiendo muchas variantes, el NCL tambie´n resulta poco efectivo para di-
sen˜ar consorcios de clasificadores. Se incluye aqu´ı no solo por razones de completitud,
sino porque no resulta improbable que esa inefectividad se corrija pronto mediante
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la combinacio´n con otros procedimientos: al fin y al cabo, el NCL puede considerarse
como diversificacio´n de las salidas, y en esa l´ınea queda mucho por hacer.
1.3. Binarizacio´n
Tradicionalmente, los MLPs disen˜ados para resolver problemas multiclase propor-
cionan tantas salidas como clases mediante una activacio´n softmax (tambie´n conocida










donde oc indica la salida asociada a la clase C, 1 ≤ c ≤ C (C es el nu´mero de
clases), ze es el vector extendido de salidas de la u´ltima capa oculta, y wce es el
vector extendido de los pesos asociado a la clase c. De este modo, todas las salidas
son no negativas y suman 1, y adema´s la aplicacio´n de una adecuada funcio´n de coste
tipo divergencia de Bregman [Bregman, 1967], [Cid-Sueiro et al., 1999] permite que
oc(x) sea un (razonable) estimador de la probabilidad a posteriori de que la muestra
x pertenezca a la clase c, oc(x) = Pˆ r(c|x). Con ello, queda fundamentado el criterio
de asignar x a la clase cuya salida es la mayor de entre las C existentes.
Pese a la consistencia de lo expuesto en el pa´rrafo anterior, en la pra´ctica el entre-
namiento de MLPs monol´ıticos para resolver problemas multiclase presenta mayor
dificultad y proporciona resultados de calidad limitada; lo que parece natural, da-
do que una multiclasificacio´n es intr´ınsecamente ma´s compleja que una clasificacio´n
binaria: pie´nsese en las fronteras necesarias para la primera.
En virtud de esas dificultad y limitacio´n, desde ha largo tiempo se ha buscado
transformar los problemas multiclase en un conjunto de dicotomı´as –o problemas
binarios– de cuyas soluciones se puede deducir la clase a que hay que atribuir ca-
da muestra. Designaremos estos me´todos, en su conjunto, como procedimientos de
binarizacio´n.
El ma´s inmediato de esos procedimientos se conoce como Uno contra Uno (OvO,
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“One versus One”) [Hastie and Tibshirani, 1998], y consiste en crear C(C − 1)/2 di-
cotomı´as de la forma clase c contra clases c′. En situacio´n ideal, la clase correcta ser´ıa
seleccionada siempre, y bastar´ıa observarlo. En la pra´ctica no sera´ as´ı, y tendra´ que
recurrirse a seleccionar la clase con mayor nu´mero de victorias (o menor nu´mero
de derrotas). Es fa´cil apreciar que un error de un clasificador binario no siempre
puede ser corregido, lo que limita la calidad de las binarizaciones OvO. Ello puede
–al menos en parte– deberse a que no se utiliza ma´s que una parte de los ejemplos
de entrenamiento para disen˜ar cada clasificador binario –los correspondientes a las
dos clases implicadas–. Adema´s, C(C − 1)/2 puede resultar un nu´mero prohibitivo
de ma´quinas cuando C es relativamente alto (para C = 10 se tendra´n 45 ma´quinas
OvO).
Ya desde aqu´ı resulta apropiado resaltar que la binarizacio´n es una forma de
diversificacio´n (de naturaleza singular, eso s´ı): sustituye una ma´quina monol´ıtica por
un conjunto de ma´quinas que se enfrentan a problemas diversos (relacionados con
el multiclase original), y eso proporciona normalmente las ventajas esperables de la
aplicacio´n de la diversidad; incluso para procedimientos OvO en muchas aplicaciones
reales.
Una alternativa bien conocida al OvO es la binarizacio´n Uno contra el Resto
(OvR, “One versus Rest”)2. Las dicotomı´as consisten en enfrentar cada clase contra
todas las dema´s –con lo que siempre se hace uso de todos los ejemplos, y el nu´mero de
LMs necesario se reduce a C–. La decisio´n final se toma eligiendo la clase que ofrece
mayor salida en su test contra las dema´s. Se percibe que este criterio se hace necesario
porque no resulta fa´cil que una clase se imponga al conjunto de todas las otras; lo
que en cierta medida se debe a que los problemas binarios OvR son desequilibrados
(R tiene ma´s muestras que O –al menos en la mayor´ıa de los casos–, y eso propicia
soluciones en que se decide siempre a favor de R).
Aunque no hay conclusiones acerca de si OvO es preferible a OvR o al reve´s
[Allwein et al., 2000] –creemos firmemente que la respuesta depende del problema–,
2Preferimos OvR a la menos apropiada Uno contra Todos (OvA, “One versus All”)
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en (algunos de) nuestros experimentos recurriremos al primero de estos procedimi-
entos, ya que las prestaciones pretendidas y el desequilibrio resultante del nu´mero
de clases considerado (C = 10) suponen que el riesgo de emplear OvR sea inacepta-
blemente alto.
La tercera –y ma´s elaborada– forma de dicotomizar problemas multiclase es la
que recurre al disen˜o y aplicacio´n de los denominados Co´digos de Salida Correctores
de Errores (ECOCs, “Error Correcting Output Codes”). Dado que su fundamento
es ajeno al ML –se encuentra en los Co´digos Correctores de Errores (ECCs, “Error
Correcting Codes”) a los que se recurre en transmisio´n digital–, les dedicaremos un
prudente espacio.
En los canales de comunicacio´n, el omnipresente ruido y la distorsio´n hacen inevi-
table que se produzcan errores incluso cuando se transmite del modo ma´s resis-
tente a estas perturbaciones, en forma binaria. Recue´rdese que Claude Shan-
non demostro´ –de forma no constructiva– que un canal de comunicacio´n ruidoso
limita la cantidad de informacio´n recuperable que puede atravesarlo, su capacidad
[Shannon, 1948a], [Shannon, 1948b]. Por tanto, se producen irremediablemente erro-
res en esos bits transmitidos: controlar dichos errores –detectarlos y corregirlos– es
una necesidad en comunicaciones. Es revelador que la distancia de Hamming apare-
ciese en este a´mbito muy poco despue´s [Hamming, 1950] de que viese la luz el trabajo
fundamental de Shannon.
La distancia de Hamming permite entender muy fa´cilmente los principios de los
ECCs: si los bits informativos se transmiten con los co´digos 000 y 111, un error en
cualquiera de ellos puede corregirse, ya que su aparicio´n hace que la distancia de
Hamming –nu´mero de bits diferentes– entre el co´digo recibido y el original sea 1,
mientras que es 2 con respecto al co´digo alternativo. Eso es as´ı porque la distancia
de Hamming entre los co´digos transmitidos es 3, lo que permite corregir un error:
obviamente, no ma´s. El empleo constructivo y las extensiones de esta visio´n han
originado los avances en ECCs.
En el caso de los ECOCs, cabe considerar cada clase como un s´ımbolo, y atribuirle
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P1 P2 P3 P4 P5 P6 P7
C1 1 1 1 1 1 1 1
C2 1 1 1 0 0 0 0
C3 1 0 0 1 1 0 0
C4 0 1 0 1 0 1 0
Tabla 1.1: Un ECOC para un problema de cuatro clases. Cc: clase; Pl: dicotomı´a.
una palabra co´digo de forma que las distancias de Hamming entre todas las palabras
sea alta. Los bits en la posicio´n l-e´sima de esas palabras definen una dicotomı´a: las
clases asociadas a 1s vs. las clases asociadas a 0s. Esas dicotomı´as se atacan con
clasificadores binarios y, si el nu´mero de errores que se produzcan en su solucio´n es
menor que la (menor) distancia de Hamming, la decisio´n por s´ındrome –la clase ma´s
cercana al co´digo de las soluciones– es la correcta.
Parado´jicamente, el empleo de esta concepcio´n, aunque de forma rudi-
mentaria, antecedio´ al de las formulaciones OvO y OvR: se propuso en
[Sejnowski and Rosenberg, 1987]. Fue el excelente trabajo de Thomas Dietterich y
Ghulum Bakiri [Dietterich and Bakiri, 1995] el que asento´ las bases del disen˜o de
ECOCs. En e´l se recomienda el me´todo exhaustivo de generacio´n –basado en las fun-
ciones de Rademacher– que hemos usado en la Tabla 1.1 (la recomendacio´n indica
que se emplee para problemas de hasta 6 clases: opinamos que esa restriccio´n corres-
ponde a tiempos de mayores limitaciones de potencia computacional). Es inmediato
comprobar que la distancia de Hamming entre las palabras co´digo es 3: se puede
corregir un error en la solucio´n de alguno de los problemas. Tambie´n se presenta un
co´digo “ad hoc” de longitud 15 y distancia de Hamming mı´nima 7 para el reconoci-
miento de d´ıgitos manuscritos al que recurriremos ma´s adelante para experimentar
con los disen˜os ma´quina que propondremos en la presente Tesis.
Advierten Dietterich y Bakiri no so´lo de la importancia de obtener una distancia
de Hamming alta, sino de la conveniencia de que las dicotomı´as resultantes sean
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tambie´n diversas, ya que no ser´ıa extran˜o que las soluciones a problemas binarios
semejantes diesen lugar a muchos errores comunes. A ello cabe an˜adir que es aconse-
jable que los problemas binarios resulten equilibrados, o bien a que se preste atencio´n
al desequilibrio en su solucio´n. Como se ve, condiciones que no aparecen en los ECCs.
Aunque no han sido pocos los esfuerzos dedicados a establecer satisfactorios me´to-
dos de disen˜o de ECOCs, desde la seleccio´n de co´digos generados aleatoriamente
[Berger, 1999] hasta aproximaciones formales como la que considera las matrices de
Hadamard [Zhang et al., 2003], pasando por algoritmos subo´ptimos para su cons-
truccio´n [Pimenta and Gama, 2005] –un buen resumen se incluye en el cap´ıtulo 6
de [Rokach, 2010]–, estamos firmemente convencidos de que au´n no se han explo-
tado suficientemente todas las posibilidades que ofrece la teor´ıa de los ECCs para
la construccio´n de ECOCs. Eso es por lo que vamos a incluir aqu´ı una bibliograf´ıa
seleccionada de ECCs, au´n a riesgo de que alguien lo considere inoportuno: si otro
obtiene provecho de su consulta, sera´ mayor la satisfaccio´n que el gasto.
Ser´ıa imperdonable no citar a los cla´sicos, en donde se aprecian las
visiones de partida: [Abramson, 1963], [Forney, 1966], [Berlekamp, 1968],
[Peterson and Weldon Jr., 1972], [McEliece, 1977] y [Hamming, 1986]. En-
tre los posteriores, elegimos [Ada´mek, 1991], [Honary and Markarian, 1997],
[Heegard and Wicker, 1999] y [Lin and Costello Jr., 2004]. Y, para extinguir toda
duda sobre la relacio´n entre la Teor´ıa de la Informacio´n y el ML, bastara´ traer a
colacio´n [MacKay, 2003].
1.4. Aprendizaje Profundo
Las arquitecturas profundas –en lo sustancial, MLPs con varias capas ocultas–
constituyen la segunda posibilidad de conseguir alta capacidad expresiva en MLs: las
sucesivas transformaciones entrenables hacen aparecer un elevado nu´mero de pesos.
Pero conviene advertir desde el primer momento de que, a pesar de que la formulacio´n
del algoritmo BP produce la falsa impresio´n de que basta con iterarlo para conseguir
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una Red Neuronal Profunda (DNN, “Deep Neural Network”) –que es la denominacio´n
que aqu´ı adoptaremos, por considerarla mayoritaria, para designar gene´ricamente
estas arquitecturas–, su desarrollo resulto´ al menos tan dificultoso como el del citado
algoritmo: cuando se aplica a estructuras de varias capas ocultas, las derivadas del
coste respecto a los pesos se desvanecen a medida que se retrocede hacia la entrada
–posiblemente debido a la proliferacio´n de casos de para´lisis, o salidas de unidades
intermedias en la zona de saturacio´n de sus activaciones, lo que tiene relacio´n con
los procesos de inicializacio´n de pesos necesarios para el primer paso del algoritmo
BP–, y, adema´s, la inadecuada seleccio´n de pasos de adaptacio´n diferentes para cada
capa –un proceso para nada trivial– propicia la ca´ıda en mı´nimos locales durante la
bu´squeda del coste muestral mı´nimo, como se discute claramente en [Bengio, 2009].
Histo´ricamente hablando, la primera arquitectura profunda no se corresponde
con lo que estrictamente se podr´ıa llamar una DNN: fue el Me´todo de Agrupamiento
para Manejo de Datos (GMDH, “Group Method of Data Handling”) en su versio´n
constructiva capa a capa [Ivakhnenko, 1968], [Ivakhnenko, 1971]. En esencia, se trata
de construir polinomios de alto orden en muchas variables a base de iterar construc-
ciones de polinomios de orden dos en dos variables, descartando los resultados menos
eficaces para evitar la explosio´n dimensional. Ha habido mejoras y extensiones en es-
ta direccio´n [Onwubolu, 2015], pero las v´ıas alternativas las apartaron del centro de
la escena.
Pocos an˜os despue´s, Kunihiko Fukushima propuso el Neocognitro´n
[Fukushima, 1979], [Fukushima, 1980], que s´ı puede considerarse una arquitec-
tura profunda tipo DNN, pero que inicialmente carec´ıa de un algoritmo de
entrenamiento y hab´ıa que ajustar artesanalmente. Se trata de un apilamiento de
estructuras de dos capas, la primera de las cuales aplica una misma transformacio´n
lineal –pesos compartidos– de longitud (o a´rea) limitada a segmentos (o suba´reas)
solapadas del mismo taman˜o definidas sobre las variables de entrada (casi siempre
secuencias temporales, como el habla, o ima´genes), seguida de una capa de prome-
diado –actualmente se prefiere la obtencio´n del ma´ximo local [Ranzato et al., 2007],
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[Scherer et al., 2010].
El relativamente anterior reducido nu´mero de pesos diferentes por capa con-
volucional permitio´ a Yann LeCun aplicar su versio´n del entrenamiento por BP
[LeCun, 1985] a estas arquitecturas, con una salida para clasificacio´n, dando lugar
a las Redes Neuronales Convolucionales Profundas (DCNNs, “Deep Convolutional
Neural Networks”; o simplemente CNNs) [LeCun et al., 1989], [LeCun et al., 1990]
y [LeCun et al., 1998]. Conviene destacar que la base de d´ıgitos manuscritos MNIST
(extra´ıda de co´digos postales en correspondencia estadounidense), cla´sica como banco
de pruebas para evaluar clasificadores, aparece por primera vez en las dos referen-
cias iniciales anteriores; y que LeCun tuvo e´xito al conseguir que el US Post Office
implementase una versio´n de sus disen˜os para reconocer automa´ticamente dichos
co´digos.
No resulta necesario argumentar que las DCNNs son arquitecturas “ad hoc” para
problemas de clasificacio´n en que las instancias a clasificar presentan una estructura
adecuada para un tratamiento convolucional, como ocurre con las ima´genes y con las
series temporales localmente estacionarias, como las sen˜ales de voz. En estos casos,
consecutivas mejoras han permitido obtener excelentes resultados: as´ı ocurre con la
versio´n diversificada segu´n sub-ima´genes de [Cires¸an et al., 2011], que obtiene para
MNIST una tasa de error de clasificacio´n del 0.27%, y, sobre todo con la versio´n diver-
sificada segu´n distorsiones [Cires¸an et al., 2012a], denominada CNN Multi-Columna
(MC-CNN, “Multi-Column CNN”), que la rebaja a 0.23%. Estos disen˜os han sido
aplicados con e´xito a otros muchos problemas, como la clasificacio´n de sen˜ales de
tra´fico [Cires¸an et al., 2012b].
Lo expresado en el pa´rrafo precedente indica que, independientemente del e´xito de
las DCNNs, subsist´ıan serias dificultades en el desarrollo de las DNNs. Una posibili-
dad alternativa empezo´ a abrirse paso a partir de que se sugiriese en [Ballard, 1987]:
recurrir a una profundizacio´n no supervisada para, tras ello, an˜adir una etapa de
clasificacio´n supervisada y, en su caso, refinar el entrenamiento. La citada propuesta
inicial propuso recurrir a la Auto-Codificacio´n (AE, “Auto-Encoding”); volveremos
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sobre ella, pero ahora hemos de pasar a la primera de estas aproximaciones que
alcanzo´ e´xito: la basada en las ma´quinas que minimizan una funcio´n de energ´ıa, cu-
ya genuina representacio´n ostentan las Ma´quinas de Boltzmann (BM, “Boltzmann
Machines”) [Ackley et al., 1985], [Hinton and Sejnowski, 1986].
En forma resumida, una BM contiene nodos observables y nodos ocultos, y se
le asocia una probabilidad de estados proporcional a una exponencial de menos una
funcio´n de energ´ıa, que –de acuerdo con la meca´nica de Boltzmann– se minimiza
para determinar el estado de la BM, fijando los valores observables (a las entradas
y a las salidas deseadas). El proceso requiere, en general, la aplicacio´n de mues-
treo Monte Carlo. La posibilidad de apoyarse en estas ideas para construir DNNs
se cimento´ en varios pilares. El primero, recurrir a las BMs Restringidas (RBMs,
“Restricted Boltzmann Machines”) [Smolensky, 1986], sin conexiones entre las uni-
dades de cada capa, para construir las Redes Profundas de Creencias (DBNs, “Deep
Belief Networks”) [Hinton et al., 2006]. La restriccio´n arquitecto´nica de las RBMs
permite un entrenamiento simplificado con pocos pasos de un muestreo de Gibbs,
el llamado Aprendizaje por Divergencia de Contraste (CDL, “Contrastive Diver-
gence Learning”) [Carreira-Perpin˜a´n and Hinton, 2005]; incluso con un paso resulta
efectiva para entrenar capa a capa un DBN. La publicacio´n en “Science” de estos
resultados [Hinton and Salakhutdinov, 2006] proporciono´ un fort´ısimo impulso a la
I+D en DNNs.
El lector interesado sufrira´ ante la ausencia de formulacio´n para presentar las
DBNs: lo cierto es que nos llevar´ıa demasiado lejos del enfoque de esta Tesis. A
cambio, mencionaremos que el precitado art´ıculo tutorial [Bengio, 2009] contiene
una presentacio´n bastante detallada de todo lo relativo al a´mbito de las DBNs.
Volvemos ahora a la utilizacio´n de los AEs.
La Auto-Codificacio´n es un tema bien conocido en tratamiento lineal de datos
y sen˜ales: hablamos de Componentes Principales (e incluso de Descomposicio´n en
Valores Singulares). Lo que se pretende al construir AE Profundos (DAEs, “Deep
Auto-Encoders”) es extraer progresivamente rasgos de niveles crecientes que sean
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adecuados para una ma´s sencilla resolucio´n del problema bajo ana´lisis; es decir, se
espera un efecto de “desenmaran˜amiento” de las muestras en el espacio original –que,
cualitativamente, parece que se produce [Bengio et al., 2013].
Los intentos de disen˜ar AEs no lineales –y, concretamente, DAEs– encontraron
dificultades desde un primer momento: en [Bourlard and Kamp, 1988] se reconoce
que un MLP con una capa oculta proporciona una representacio´n que aproxima la
de Componentes Principales si la dimensio´n de la entrada se mantiene; y ello, a
pesar de que incluye activaciones no lineales. Solamente restan, pues, dos v´ıas para
salir del atolladero: aplicar transformaciones contractivas o expansivas, o bien forzar
soluciones dispersas.
Las transformaciones contractivas fueron las primeras en explorarse, dado que
las expansivas, utilizadas directamente tienden a aproximar la transformacio´n iden-
tidad. Un interesante estudio sobre esta primera clase de transformaciones es
[Rifai et al., 2011]. Implican un riesgo: la destruccio´n de informacio´n valiosa por efec-
to de la compresio´n. En [Ranzato et al., 2008] se formaliza una interesante posibili-
dad de dispersio´n (si bien para DBM). Pero los DAEs que han conseguido mayor e´xito
son los expansivos con reduccio´n de ruido [Vincent et al., 2008], [Erhan et al., 2010].
Como quiera que, por razones que se exponen ma´s adelante, hemos decidido emplear
este tipo de DNNs en nuestros experimentos, expondremos ahora brevemente sus
principios.
La propuesta de los DAE expansivos con reduccio´n de ruido se asienta
en procedimientos tiempo ha conocidos en ML [Holmstrom and Koistinen, 1992],
[Grandvalet et al., 1997], que hoy, bajo el nombre colectivo de Aprendizaje Ruidoso
(NL, “Noisy Learning”), se han ampliado mucho y concitan gran atencio´n. En lo
esencial, consisten en utilizar un modelo generativo para producir muestras adicio-
nales de cada clase, y an˜adir e´stas, con su correspondiente etiqueta, a las disponibles
para el proceso de entrenamiento.
Como se representa esquema´ticamente en la Figura 1.5, construiremos este tipo
de DAEs mediante un entrenamiento capa a capa: se aplica a la entrada una muestra
20
CAPI´TULO 1. INTRODUCCIO´N
Figura 1.5: Clasificador DAE expansivo con reduccio´n de ruido. Las capas se entrenan
una a una con ejemplos que incluyen muestras ruidosas x(n) + r(n), pero requiriendo
salidas limpias, x(n). El clasificador final se incluye para obtener la etiqueta t(n),
realiza´ndose para ello un refinado, o entrenamiento global.
ruidosa x(n) + r(n) y se demanda a la salida la correspondiente muestra limpia x(n);
congelando cada capa despue´s de ser entrenada y procediendo con la siguiente. La
ma´quina se corona con un clasificador ma´s o menos convencional, procedie´ndose a
un refinado o entrenamiento global como etapa u´ltima.
Las DNNs que recurren a un primer entrenamiento no supervisado y despue´s
aplican supervisio´n –sen˜aladamente las DBNs y las basadas en DAEs que acabamos
de exponer– reciben la apelacio´n de representacionales, y los algoritmos se incluyen
en el Aprendizaje Representacional (RL, “Representation Learning”). El ya men-
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Figura 1.6: DSN: se entrenan secuencialmente unidades cuyas salidas se aplican como
entrada a todas las unidades siguientes.
cionado art´ıculo tutorial [Bengio, 2009] expone magistralmente esta familia RL, y
destaca tanto su funcio´n de desenmaran˜amiento como el hecho de que los rasgos que
se obtienen en las capas ocultas son importantes caracterizaciones de las observacio-
nes con progresivos niveles de abstraccio´n. Todo ello es muy importante: primero,
porque facilita grandemente el disen˜o de DNNs eficaces para problemas cualesquie-
ra; segundo, porque esos rasgos ocultos pueden ser relevantes para el ana´lisis y la
comprensio´n de las dificultades del problema que se pretende resolver; por ello, re-
sultan u´tiles para mejorar funciones como el etiquetado automa´tico, por ejemplo
[Najafabadi et al., 2015]. Estas razones, que recordaremos en el Cap´ıtulo 2, nos han
llevado a seleccionar las DNNs basadas en DAEs –y concretamente en DAEs expan-
sivos reductores de ruido– para nuestros experimentos.
Hasta ahora so´lo hemos hecho referencia a una familia de DNNs directamente
entrenables, las DCNNs, que no presentan mayores dificultades dada su comparticio´n
de pesos. Otra familia de DCNNs directamente entrenable es la formada por las
Redes Apiladas Profundas (DSNs, “Deep Stacking Networks”) [Deng and Yu, 2011],
[Deng et al., 2012]. En este caso, el entrenamiento directo es posible gracias a que la
construccio´n es secuencial.
Como se puede ver en la Figura 1.6, para construir una DSN se entrenan secuen-
cialmente unidades cuyas salidas se colocan como partes de la entrada en todas las
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unidades subsiguientes. De este modo, esos entrenamientos resultan asequibles –y
adema´s, cada unidad puede dedicar ma´s atencio´n a aquellos ejemplos que continu´an
siendo problema´ticos–, y, al tiempo, se gana en profundidad: se puede decir que cada
unidad constituye una capa adicional. Se cree que, con esa profundizacio´n, se obtiene
ventaja expresiva.
Recientemente, estudios de las limitaciones del algoritmo de BP y variaciones
del mismo han posibilitado el entrenamiento directo del DNNs tipo MLPs: por
ejemplo, dedicando el debido cuidado a la inicializacio´n de los pesos en las diver-
sas capas [Glorot and Bengio, 2010] o evitando el uso directo del Hessiano en el
entrenamiento [Martens, 2010]. No podemos dedicar aqu´ı espacio a estos avances,
ni a otras concepciones del DL, como son el uso de NNs Recursivas (RNN, “Re-
current Neural Networks”) [Martens and Sutskever, 2011] o de elementos latentes
[Salakhutdinov et al., 2011], [Girshick et al., 2011]. En su lugar, proponemos que se
acuda a los tutoriales [Bengio, 2009], [Deng and Yu, 2013] y [Schmidhuber, 2014].
Las aplicaciones con e´xito del DL son numeros´ısimas y se extienden sobre muy di-
versos a´mbitos: adema´s de las ya entrevistas de reconocimiento de objetos e ima´genes
y de habla, en lenguaje natural, reconocimiento de rostros, deteccio´n de emociones,
ana´lisis de sentimientos, recuperacio´n de informacio´n, ..., y otros en Audio y Sonido,
Biolog´ıa, Bioinforma´tica, Educacio´n, Energ´ıa, Fabricacio´n, Finanzas, Robo´tica, Sa-
lud, Transporte ... Obviamente, incluso un select´ısimo resumen de referencias desbor-
dar´ıa los l´ımites de una Tesis Doctoral: en [DeepLearningUniversity, 2014] se puede
saciar casi cualquier curiosidad concreta.
Concluiremos este apartado con algunas l´ıneas dedicadas a la capacidad expresiva
de las DNNs: aunque puede intuirse que tiene l´ımites ma´s amplios que la de los MLPs
“llanos” –de los que ya se ha indicado que la tienen potencialmente infinita–, ana´li-
sis dedicados a ello arrojan luz sobre sus espec´ıficos puntos fuertes. Naturalmente,
el foco ha de ponerse en el caso de las DNNs “estrechas”: son aproximadores uni-
versales [Sutskever and Hinton, 2008]. Mejoras sobre el estudio anterior aparecen en
[Montufar and Ay, 2011]. Finalmente, [Szymanski and McCane, 2014] resaltan que
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las DNNs son efectivas para codificar la periodicidad: no´tese que este hecho expli-
ca su espectacular ventaja en algunas aplicaciones. [H˚astad and Goldmann, 1991] y
[Delalleau and Bengio, 2011] discuten co´mo la adicio´n de capas facilita el estableci-
miento de correspondencias entrada-salida.
1.5. Orientacio´n, objetivos y contenido de la Tesis
En esta Tesis se propone y lleva a cabo un primer estudio sistema´tico de las posi-
bilidades de obtener (au´n) mejores prestaciones en LMs para clasificacio´n mediante
oportunas combinaciones de profundidad y diversificacio´n.
La frase que antecede no implica en modo alguno que no existan precedentes de
esta orientacio´n. Ya hemos citado trabajos del equipo de Ju¨rgen Schmidhuber en ID-
SIA (Univ. Lugano) en los que se diversifican DCNNs mediante recortes y distorsio-
nes de ima´genes [Cires¸an et al., 2011], [Cires¸an et al., 2012a]. Sobre esos esquemas se
han aplicado agregaciones entrenables –pero sencillas– para mejorar las prestaciones
[Fraza˜o and Alexandre, 2014]. El flujo o´ptico obtenido de fotogramas consecutivos de
v´ıdeo es utilizado en [Nina et al., 2014] para construir conjuntos CNN. De manera
similar, los mu´ltiples estados trifone´micos se utilizan como fuente de diversidad para
la tarea de reconocimiento del habla en [Zhao et al., 2014], utilizando aprendices que
incluyen unidades del modelo oculto de Markov. Los autores de [Shao et al., 2014]
utilizan la diversidad espectral [Xia et al., 2010] para entrenar algunas DNNs cu-
yas salidas se agregan, mientras que para el entrenamiento parcial de los aprendices
se utilizan muestras distorsionadas en la diversificacio´n [Simpson, 2015]. Ya hemos
expuesto nuestra opinio´n de que las DSNs [Deng and Yu, 2011], [Deng et al., 2012]
pueden considerarse resultado de la diversificacio´n que supone an˜adir a las variables
observadas las salidas de las unidades anteriores en la entrada de cada nuevo apren-
diz. Por el contrario, y oponie´ndonos a algunos autores, consideramos que “Drop-
Out” [Srivastava et al., 2014] y “Drop-Connect” [Wan et al., 2013] no son tanto me-
canismos de diversificacio´n como de regularizacio´n: aunque admitimos que podr´ıan
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utilizarse –de distinta manera– para lo primero, y aunque la estructura CNN con
“Drop-Connect” y diversificacio´n final de [Wan et al., 2013] ostenta el re´cord de pres-
taciones para el cla´sico problema de reconocimiento de d´ıgitos manuscritos MNIST
[LeCun et al., 1989], [Vincent et al., 2010], que se tratara´ experimentalmente en esta
Tesis.
Un primer estudio de diversificacio´n de las CNNs aparece en [Lee et al., 2015],
donde se destaca que el cara´cter inestable de estas DNNs permiten diversificarlas
simplemente a trave´s de diferentes inicializaciones, siendo la u´nica excepcio´n
GoogLeNet [Szegedy et al., 2014], que lo combina con “Bagging”. Esta inestabilidad
crea mucha dificultad para aplicar te´cnicas de diversificacio´n convencional, y as´ı se
comprueba en los resultados de [Lee et al., 2015].
Adema´s, con sistema´tico no queremos decir exhaustivo: estudiar todas las posi-
bles combinaciones de diversidad y profundidad –o una parte significativa de ellas–
excede lo asequible para un trabajo de tesis; y au´n para el trabajo a corto o medio
plazo de un equipo de I+D. Pero s´ı examinaremos co´mo aplicar me´todos de diver-
sificacio´n convenientemente seleccionados a un tipo de DNNs tambie´n elegido con
criterio: sera´ e´ste las DNNs basadas en DAEs –y concretamente en los expansivos
con reduccio´n de ruido–, y las razones son tanto las anteriormente citadas ventajas
para los DNNs por RL –amplio espectro de potenciales aplicaciones y provisio´n de
informacio´n valiosa en los nodos ocultos– como por la inclusio´n del NL en el tipo de
DAEs seleccionado, ya que este aprendizaje se encuentra en intensa evolucio´n y son
de esperar valiosos progresos. En cuanto a la diversificacio´n, adema´s de la binariza-
cio´n, emplearemos “Bagging” y “Switching”: son sencillos –aunque suele pagarse con
muchos aprendices– y por tanto su e´xito podra´ tomarse como sen˜al para examinar
otras te´cnicas; y no exigen unidades de´biles. Como aproximacio´n al “Boosting” fa´cil-
mente implantable se estudiara´ la aplicacio´n del pre-e´nfasis (ve´ase el Cap´ıtulo 4 para
una presentacio´n de su concepto, historia e intere´s), disen˜ando para esa implantacio´n
una forma anal´ıtica lo suficientemente general como para que puedan apreciarse el
papel de las diversas componentes que se han aplicado. Procederemos paso a paso,
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primero con las combinaciones inmediatas de diversidad y profundidad, despue´s con
el pre-e´nfasis, y finalmente con pre-e´nfasis y diversidad sobre profundidad.
No´tese que, al contrario de lo que ocurre con casi todos los trabajos que hemos
considerado precedentes de e´ste, no se va a hacer uso de la opcio´n de proponer modos
de diversificar espec´ıficos para los problemas bajo ana´lisis –que tambie´n selecciona-
remos cuidadosamente, como se vera´ en el Cap´ıtulo 2–, porque ello comprometer´ıa
la generalizacio´n de los resultados que se obtuviesen.
As´ı, pues, se cifran los objetivos de la Tesis en determinar si la binarizacio´n,
la diversificacio´n mediante “Bagging” y “Switching”, y el pre-enfatizado, aplicados
de diversos modos, son eficaces para mejorar las prestaciones de las DNNs basadas
en DAEs expansivos y reductores de ruido: estudio de por s´ı relevante, pero que,
adema´s, dados los ingredientes que se manejan, permitira´ extraer conclusiones con
un esperable alto grado de generalidad.
De acuerdo con lo dicho se estructura el contenido de esta Tesis.
En el Cap´ıtulo 2, “Elementos ba´sicos”, se revisara´n brevemente:
los DAEs expansivos y reductores de ruido espec´ıficos a emplear en los experi-
mentos;
los me´todos de binarizacio´n elegidos;
las diversificaciones mediante “Bagging” y “Switching”;
las formas de pre-e´nfasis a aplicar y la razo´n para elegirlas (aunque el detalle
se dejara´ para el Cap´ıtulo 4);
las bases de datos con las que se trabajara´ en los experimentos
de forma razonada y concisa.
En el Cap´ıtulo 3, “Aprendizaje Diverso y Profundo (D2L)”, (“Diverse and Deep
Learning”), se presentara´n los esquemas ba´sicos de combinaciones D2L, se reali-
zara´n los correspondientes disen˜os para los problemas bajo ana´lisis, se describira´n
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los experimentos y sus resultados, y se discutira´n e´stos y extraera´n unas primeras
conclusiones.
“Una posibilidad adicional: Pre-E´nfasis” es el t´ıtulo del Cap´ıtulo 4. Se comen-
zara´ por justificar la utilidad de los mecanismos de pre-e´nfasis, al tiempo que se revisa
su ya larga historia en el campo de ML. Inmediatamente, se presentara´n y justifi-
cara´n las formas anal´ıticas elegidas para aplicar pre-e´nfasis, resaltando su generalidad
y flexibilidad y la conveniencia de e´stas. Tras ello, y como en el cap´ıtulo anterior,
vendra´n experimentos, resultados, discusio´n de los mismos, y primeras conclusiones.
El Cap´ıtulo 5 es aque´l en que se combina lo estudiado en los dos anteriores en
las formas que sugieren sus resultados como ma´s apropiadas: un pre-e´nfasis global
de las mejores ma´quinas D2L del Cap´ıtulo 2, y pre-e´nfasis binarios separados para
dicotomı´as ECOC, seguidas de DAEs y diversificacio´n “Switching”. Adema´s, y para
explorar los l´ımites de los disen˜os que estamos analizando, se aplicara´ al mejor de los
obtenidos hasta aqu´ı un me´todo particular de lo que denominaremos en esta Tesis Au-
mento de Ejemplos (de “Data Augmentation”)([Tabik et al., 2017],[Nielsen, 2015]):
la conocida como Distorsio´n Ela´stica (“Elastic Distortion”) ([O’Neill, 2006]). Con
ello obtendremos un nuevo re´cord en el cla´sico problema de clasificacio´n de d´ıgitos
binarios MNIST ([LeCun et al., 1998], [Vincent et al., 2010]). Aunque el propo´sito
de de nuestro estudio no es conseguir prestaciones re´cord, sino evidenciar que com-
binar diversificacio´n y profundidad produce relevantes mejoras, se trata de un apoyo
adicional a nuestra suposicio´n. De nuevo se exponen experimentos y sus resultados,
que se discuten acto seguido, y se cierra el cap´ıtulo con las conclusiones pertinentes
al mismo.
“Conclusiones y oportunidades” sirve de t´ıtulo al cap´ıtulo final. Se resumen en e´l
las conclusiones concretas obtenidas, as´ı como se estiman las posibilidades de genera-
lizarlas, y se sugieren las que se consideran las v´ıas ma´s atractivas para comprobar si
esas estimaciones son ciertas. Adema´s, se proponen otras ma´s amplias avenidas para
extender estos trabajos, tanto en tipos de problemas como en LM complementarias,
y tambie´n en ingredientes D2L; y adema´s se resulta el intere´s de combinar todo ello
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con Aprendizaje Dina´mico (“Dynamic Learning”) y Aprendizaje Distribuido (“Dis-
tributed Learning”) para avanzar al muy necesario D4L, el verdadero y final Gran
Aprendizaje (“Big Learning”).
Se citan tambie´n en este u´ltimo cap´ıtulo las publicaciones cient´ıfico-te´cnicas rea-




Tal y como se ha adelantado en el Cap´ıtulo 1, se expondra´n aqu´ı las DNNs que se
manejara´n en los trabajos de la Tesis, los me´todos de binarizacio´n y diversificacio´n
cla´sica que se aplicara´n, las formas de pree´nfasis a utilizar y, por u´ltimo, las bases
de datos sobre las que se llevara´n a cabo las tareas experimentales. As´ı lo hacemos
para evitar repeticiones y conseguir mayor claridad en los cap´ıtulos que tratan de las
propuestas concretas propias de la Tesis y su evaluacio´n.
2.1. DNNs: clasificadores SDAE3
Por las razones ya expuestas (generalidad, cara´cter representacional y potencia-
les ventajas implicadas en la interpretacio´n y aplicaciones, posibilidades de expandir
y mejorar los procesos de NL incluidos en ellas, claridad en la atribucio´n de me-
joras a sus causas reales), hemos elegido las DNNs tipo DAE expansivo y ruidoso
para nuestros estudios y experimentos. Concretamente, las conocidas como clasifica-
dores SDAE3 (“Stacked Denoising Autoencoders - 3 layers”) [Vincent et al., 2008],
[Vincent et al., 2010], un disen˜o que ha acreditado excelentes prestaciones en varias
aplicaciones relevantes. Utilizaremos aqu´ı una versio´n propia.
Los para´metros que definen la arquitectura concreta del SDAE3 a emplear en
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nuestros experimentos (correspondientes a las bases de datos que se han seleccionado:
ve´ase la seccio´n 2.5) son las siguientes [Vincent et al., 2010]:
nu´mero de capas de auto-codificacio´n: 3;
nu´mero de activaciones por capa: 1000 (dichas activaciones son de la forma
tanh);
aprendizaje por gradiente con pasos 0.01 para la primera capa y 0.02 para las
dos siguientes;
el nu´mero de e´pocas de entrenamiento se limita a 40 (que resulta suficiente
para la convergencia en todos los casos);
la arquitectura anterior se corona con un clasificador MLP con una capa oculta
de 1000 unidades (tambie´n tanh) y salida soft-max (Potts) para 10 clases;
paso de entrenamiento para el refinado: 0.02.
La funcio´n de coste a minimizar es la entrop´ıa sime´trica muestral
C({t(n), o(n)}) = −
∑
[t(n)T lno(n) + (1− t(n))T ln (1− o(n))] (2.1)
Dejamos intencionadamente libre el nivel de ruido aditivo a aplicar a los ejemplos
de entrenamiento. Hay para ello una razo´n fundamental: en los experimentos mos-
trados en [Vincent et al., 2010] para las mismas bases de datos que consideraremos
aqu´ı, ese nivel de ruido es el 10% del de sen˜al en todos los casos, y se obtienen muy
buenos resultados: pero hay indicios de que la forma del ruido seleccionado es “ad
hoc” –dependiente del problema–, e insistimos en que nuestro estudio quiere que las
ventajas de las propuestas que en e´l se hacen no puedan ponerse en tela de juicio
por restringir –o especializar– los disen˜os que se usen; adema´s, no se desea ocluir
ninguna posibilidad de incorporar mejoras en la meca´nica del NL.
El “software” de partida se ha tomado de [HintonWeb, 2015].
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2.2. Me´todos de binarizacio´n
Consideraremos dos de las posibles: el directo OvO, y el ECOC para 10 clases
propuesto en [Dietterich and Bakiri, 1995], espec´ıficamente concebido para reconoci-
miento de d´ıgitos manuscritos: tiene en cuenta los rasgos definitorios de tales d´ıgitos1.
Seleccionando OvO eludimos el problema de desequilibrio que produce OvR; des-
equilibrio que puede ser intenso para bases de datos de 10 clases equilibradas entre
s´ı como las que nos servira´n para los experimentos. Diez clases son todav´ıa suficien-
temente pocas para que no se produzca la explosio´n de unidades que puede provocar
OvO para un nu´mero de clases C relativamente alto: ese nu´mero de unidades es
C(C − 1)/2, y con C = 10 resulta ser 45: nada alarmante en procesos de diver-
sificacio´n. Podremos as´ı comprobar si la acreditada ventaja de los me´todos ECOC
(razonablemente elegidos) cuando se trabaja con ma´quinas “llanas” continu´an ma-
nifesta´ndose en caso de emplear DNNs.
En cuanto al antes mencionado co´digo ECOC, la Tabla 2.1 lo presenta completo.
Ya se ha indicado que su concepcio´n tiene en cuenta los rasgos definitorios de los
d´ıgitos manuscritos: una explicacio´n de co´mo se incluye en la referencia que lo pre-
senta, [Dietterich and Bakiri, 1995]. Resaltaremos, eso s´ı, que la mı´nima distancia de
Hamming entre las palabras-co´digo que representan a las clases es 7; de ese modo,
se corrigen en la agregacio´n hasta 3 errores en las soluciones de las dicotomı´as, una
potencia correctora muy apreciable para un co´digo tan compacto.
Puede observarse que entre los problemas binarios definidos por este ECOC los
hay desequilibrados (supuestas clases equilibradas): cuatro de modo no preocupante
(P3, P11, P12 y P13), ya que el desequilibrio es 70% - 30%; pero P14 muestra un 90% -
10%. Ser´ıa posible incluir mecanismos de compensacio´n de desequilibrio, o al menos
hacerlo en aquellos casos en que se comprobase que el desequilibrio esta´ produciendo
una merma en las prestaciones; pero esa actuacio´n no estar´ıa directamente relaciona-
da con el propo´sito y los objetivos de la Tesis, cifrados en explorar la posible ventaja
1Lo que no quiere decir que se haya definido para las bases de datos que vamos a considerar.
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Problema
Clase P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14
C0 1 1 0 0 0 0 1 0 1 0 0 1 1 0 1
C1 0 0 1 1 1 1 0 1 0 1 1 0 0 1 0
C2 1 0 0 1 0 0 0 1 1 1 1 0 1 0 1
C3 0 0 1 1 0 1 1 1 0 0 0 0 1 0 1
C4 1 1 1 0 1 0 1 1 0 0 1 0 0 0 1
C5 0 1 0 0 1 1 0 1 1 1 0 0 0 0 1
C6 1 0 1 1 1 0 0 0 0 1 0 1 0 0 1
C7 0 0 0 1 1 1 1 0 1 0 1 1 0 0 1
C8 1 1 0 1 0 1 1 0 0 1 0 0 0 1 1
C9 0 1 1 1 0 0 0 0 1 0 1 0 0 1 1
Tabla 2.1: El ECOC de [Dietterich and Bakiri, 1995] para clasificacio´n de d´ıgitos
manuscritos. C0 a C9 son las clases, P0 a P14 las dicotomı´as. El co´digo ma´s cercano
en distancia de Hamming al vector de resultados para las dicotomı´as indica la clase
de la muestra bajo ana´lisis
de combinar diversidad y profundidad. Consecuentemente, no nos detendremos en
ello.
No cerraremos este apartado sin unas observaciones generales. La primera, que a
d´ıa de hoy es dif´ıcil sostener, como se hizo a mediados de los 1990, que el empleo de
co´digos exhaustivos para siete clases o ma´s impondr´ıa una carga computacional –por
el nu´mero de dicotomı´as implicado– inaceptable: la potencia de co´mputo disponible
ha crecido o´rdenes de magnitud, y adema´s el procesamiento paralelo resulta muy
accesible. La segunda, que tampoco resultar´ıa complicado extender el ECOC de la
Tabla 2.1 para incrementar la distancia mı´nima de Hamming (incluso sin recurrir a
te´cnicas ECCs muy elaboradas), y, con ello, mejorar resultados. Si no se ha llevado
a cabo ninguna de las dos cosas anteriores es porque requerir´ıan un esfuerzo que no
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contribuir´ıa significativamente a los ya repetidos propo´sitos y objetivos de la Tesis.
Y una tercera observacio´n: no resulta insensato sostener que, incluso en problemas
con (relativamente) elevados nu´meros de clases (digamos ma´s de 20, que supondr´ıa
ECOCs tradicionales con co´digos de clase muy largos), podr´ıan disen˜arse –en funcio´n
del problema– agrupaciones de clases –para proceder secuencialmente (primero, de-
cidir sobre los grupos; despue´s, sobre las clases)– con suficiente tino como para que la
degradacio´n que toda simplificacio´n estad´ıstica de este tipo provoca fuese tolerable,
permitiendo obtener ventaja respecto a un ataque multiclase.
2.3. Diversificaciones v´ıa ejemplos
“Bagging” [Breiman, 1996] y “Switching” [Breiman, 2000] sera´n los dos meca-
nismos de los que haremos uso. Son extremadamente sencillos, de entrenamiento
sin dificultades, y no requieren aprendices de´biles, sino simplemente inestables: co-
mo las DNNs –y los SDAE3, en particular– lo son por su estructura, no queda
cerrada la posibilidad de aplicarlos directamente a ellas; la otra es, como se discu-
tira´ ma´s adelante, emplear la diversificacio´n so´lo en los clasificadores finales, en el
caso de arquitecturas representacionales. Bien es cierto que ambos me´todos requie-
ren un muy notable nu´mero de aprendices –ve´ase, por ejemplo, el completo estudio
[Mart´ınez-Mun˜oz et al., 2008]–, pero insistimos en que, a d´ıa de hoy, dicho inconve-
niente es soportable. Disponen adema´s ambos mecanismos de para´metros de disen˜o
–el taman˜o del remuestreo y la tasa de conmutacio´n de etiquetas– que se pueden
modificar de modo directo y que, junto con el nu´mero de aprendices, N , a incluir
en los conjuntos, brindan suficiente flexibilidad para que un proceso de validacio´n
seleccione modelos efectivos.
Los conjuntos construidos mediante “Bagging” entrenan cada aprendiz con una
coleccio´n de ejemplos obtenidos mediante un remuestreo “Bootstrap” –es decir, se-
leccio´n al azar con reemplazamiento–. Las ventajas del “Booststrap” desde el punto
de vista estad´ıstico –reduccio´n de varianza, en pocas palabras– son bien conocidas y
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no entretendremos al lector reitera´ndolos aqu´ı. S´ı ha de destacarse que el remuestreo
puede realizarse para dar lugar a un nu´mero de ejemplos menor, igual o mayor que el
nu´mero original disponible (en el conjunto de entrenamiento), y que la buena eleccio´n
de ese nu´mero –el taman˜o del remuestreo– es dependiente del problema. Por eso en la
Tesis se explorara´n sistema´ticamente esos taman˜os de remuestreo, que se indicara´n
con la letra B, seleccionando el ma´s apropiado en cada caso mediante validacio´n.
Concretamente, se considerara´n para B los valores 60, 80, 100, 120 y 140%.
En el caso del “Switching”, el para´metro intr´ınseco seleccionable es la tasa de
cambio de etiqueta (de volteo, en problemas binarios), que indicaremos por S. Natu-
ralmente, esa tasa ha de mantenerse por debajo del 50%, ya que, caso contrario, se
estar´ıa “invirtiendo” el problema. Debe resaltarse que esta inyeccio´n de ruido (dis-
creto) en las etiquetas tiene efectos cualitativamente iguales al “Bootstrap”: en el
contexto que nos ocupa, se producen diferencias en las fronteras de separacio´n entre
clases que trazan los diversos aprendices, y una forma adecuada de promediado (p.
ej., aritme´tico directo) o ana´loga (p. ej., votacio´n mayoritaria; que es la que emplea-
remos aqu´ı) tiende a reducir la dispersio´n y a proporcionar mejores resultados que
los ofrecidos por una LM monol´ıtica.
En el caso del “Switching”, se empleara´n para S los valores 10, 20, 30 y 40%.
En cuanto al nu´mero de aprendices, N , se barrera´n 25, 50 y 100, inicialmente;
despue´s, 25, 51, 101, 121, para evitar empates.
2.4. Pre-e´nfasis y formas seleccionadas para aplicarlo
Aunque por razo´n de la debida coherencia expositiva demoraremos hasta el
Cap´ıtulo 4 una presentacio´n completa de las te´cnicas de pre-e´nfasis, su origen y
evolucio´n y los motivos de la seleccio´n de las formas anal´ıticas que en esta Tesis se
emplean, a efectos de completar la presentacio´n del escenario de los trabajos que
se hace en el presente cap´ıtulo incluiremos ahora un breve resumen de principios y
explicitaremos las formulaciones seleccionadas, con un breve comentario.
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En todo proceso de clasificacio´n se desea cometer tan pocos errores como sea
posible –sin caer en sobreajustar las fronteras a los ejemplos de entrenamento, desde
luego– y, por tanto, convendr´ıa prestar atencio´n a los ejemplos que resulten mal cla-
sificados mediante algu´n mecanismo razonable. Este es el principio que alumbro´ la
aparicio´n del “Boosting”; que, como ya hemos justificado, consiste en una gran fami-
lia con cantidad de algoritmos que no podemos aplicar con toda generalidad cuando
tratamos con DNNs, que son LMs fuertes. Pero mucho antes ya se propusieron me´to-
dos de disen˜o que conced´ıan particular atencio´n a los ejemplos “dif´ıciles” –ve´ase la
breve resen˜a histo´rica que hemos incluido en el Cap´ıtulo 4–. Pronto se observo´ que
no so´lo las muestras dif´ıciles de clasificar merec´ıan atencio´n, sino tambie´n aquellas
que se encontraban en las inmediaciones de fronteras de decisio´n razonables, fueron
e´stas resultado de un proceso previo o simplemente previstas. De las formas ma´s
elementales de conceder atencio´n –seleccio´n de muestras– se puso pronto a formas
graduales: ponderacio´n de muestras en el coste muestral a minimizar segu´n su im-
portancia para una clasificacio´n, es decir, tomando en cuenta su proximidad a una
frontera de referencia o su error de clasificacio´n, y tambie´n combinaciones de ambas
caracter´ısticas. La experiencia demostro´ que la importancia relativa de cada una de
ellas depende del problema que se este´ resolviendo, y as´ı nacieron los ma´s elaborados
me´todos de pre-e´nfasis, que combinaban de forma ajustable la influencia de ambos
aspectos en la ponderacio´n de los ejemplos, t´ıpicamente en virtud de los resultados
obtenidos de un clasificador auxiliar debidamente fiable.
Desafortunada y sorprendentemente, la inmensa mayor´ıa de esas formas de e´nfasis
–que denominamos intencionadamente de este modo general para no excluir versiones
utilizadas en “Bosting”– carec´ıan de un te´rmino que ejerciese la funcio´n de mode-
rar o controlar la intensidad de dicho e´nfasis; es decir, que evitase que todas las
muestras fuesen ponderadas tan so´lo de acuerdo con combinaciones de medidas de
error y de proximidad a la frontera. Y es obvio que una ponderacio´n no directamente
proporcional a esa combinacio´n puede resultar mejor en algunos problemas.
De acuerdo con esa razo´n, proponemos en esta Tesis formas anal´ıticas para el
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pre-e´nfasis que incluyen no so´lo (una combinacio´n convexa de) medidas de error y
proximidad, sino que combinamos convexamente lo anterior con un te´rmino constante
(recurrir a combinaciones convexas tiene como propo´sito minimizar el nu´mero de
para´metros a explorar).
Bajo dicho principio, cabe proponer muchas diferentes medidas de error y de pro-
ximidad a la frontera. No nos esforzaremos por elegirlos de acuerdo con los proble-
mas que vamos a abordar en nuestros experimentos, porque, una vez ma´s, preferimos
proceder de modo que no se comprometa el valor general de las conclusiones que se
deriven de los resultados: recurriremos a medidas simples y directas, con sentido en
cualesquiera situaciones que pudiesen aparecer. Pero, antes de presentar (las dos ver-
siones de) la forma elegida, debemos advertir que otras medidas seleccionadas segu´n
el problema pueden –y deben– conducir a mejores prestaciones; y muy en particular,
debemos sen˜alar que el empleo de medidas parame´tricas, acompan˜ado de la nece-
saria exploracio´n y validacio´n de los valores de los correspondientes para´metros, es
una l´ınea de trabajo de no poca importancia, recomendable si se puede justificar el
incremento de coste computacional implicado en la fase de disen˜o.
La forma anal´ıtica que aqu´ı elegimos de la ponderacio´n p en pre-e´nfasis para
problemas binarios es la siguiente:
p(x(n)) = α + (1− α)[β(t(n) − o(n)
a
)2 + (1− β)(1− o(n)2
a
)] (2.2)
donde p(x(n)) es el factor de ponderacio´n a aplicar al ejemplo de entrenamiento
x(n), 0 ≤ α, β ≤ 1 los para´metros de combinacio´n convexa, t(n) la etiqueta de x(n), y
o
(n)
a la salida de un clasificador auxiliar, o gu´ıa, cuando se aplica x(n) a su entrada.
No´tese que α representa el te´rmino de moderacio´n del e´nfasis: es comu´n a todas
las muestras. Evidentemente, α = 0 da lugar a un e´nfasis combinado so´lo en funcio´n
de las medidas de error, (t(n) − o
(n)
a )2, y de proximidad a la frontera, 1 − o
(n)2
a .
Comprobaremos en los experimentos que incluir α es ma´s que recomendable: los
disen˜os validados que iremos obteniendo adoptan valores de α decididamente no
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nulos, y los que se obtienen con la restriccio´n α = 0 son netamente inferiores. Por
otro lado, anular β limita el e´nfasis variable al efecto de la medida de proximidad a
la frontera, y β = 1 lo limita al de la medida de error: tambie´n veremos que ambas
opciones limitan grandemente la calidad de los disen˜os obtenidos.
Para problemas multiclase se propone:
p(x(n)) = α + (1− α){β(1− o(n)
ac












de esa gu´ıa ma´s pro´xima a o
(n)
ac de entre los que corresponden a clases incorrectas,





≤ 1. No´tese la fuerte analog´ıa que existe entre (2.3)
y (2.2); la u´nica diferencia resen˜able es la expresio´n de la proximidad a la frontera:
en problemas multiclase, conviene que sea a la frontera ma´s cercana y, aunque hay
opciones distintas a la elegida –p. ej., incluir ma´xc′ 6=c{o
(n)
ac′
} en lugar de la salida ma´s
cercana–, nuestra experiencia avala que (2.3) es una buena eleccio´n.
No creemos preciso repetir la discusio´n para α, β, que hemos expuesto en el caso
binario.
Obse´rvese que se emplea el error cuadra´tico y la proximidad lineal: no es con-
ceptual ni cualitativamente relevante, aunque otras normas pueden permitir mejores
resultados en algunos casos.
Queremos subrayar, antes de pasar al apartado siguiente, que el pre-e´nfasis su-
pone una carga computacional adicional a la precisa para el disen˜o directo so´lo en
entrenamiento, debido a la necesidad de una ma´quina auxiliar y al proceso de explo-
racio´n y seleccio´n por validacio´n de α y β –como se ve, un incremento co´modamente
soportable–, pero no en operacio´n: la LM disen˜ada para pre-e´nfasis no se distingue
de una disen˜ada directamente salvo por los valores de los para´metros estructurales.
Conforme a ello, toda mejora apreciable de prestaciones sera´ un beneficio barato.
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2.5. Aumento de Ejemplos
Los me´todos de aumento de datos pre-procesan ejemplos de entrenamiento para
crear nuevas muestras que tengan caracter´ısticas similares a las de los originales.
Permiten aumentar el nu´mero de muestras de entrenamiento an˜adiendo versiones
aumentadas con etiquetas correspondientes a las muestras originales de las que se
han obtenido. Si son cuidadosamente seleccionados y disen˜ados, estos me´todos son
eficaces para aumentar el rendimiento de las ma´quinas de clasificacio´n.
El aumento de datos se ha utilizado a lo largo de dos de´cadas [LeCun et al., 1998],
y sus formas han evolucionado significativamente. El segundo mejor error de clasifi-
cacio´n para MNIST, 0.23%, se obtuvo por medio de un conjunto CNN con aumento
de datos como fuente de diversificacio´n [Cires¸an et al., 2012a]. Existen varios meca-
nismos de aumento de datos que han demostrado eficacia en la mejora de prestacio-
nes de los clasificadores de ima´genes, tales como traslaciones aleatorias, rotaciones
aleatorias, centrado y deformaciones ela´sticas. Para una revisio´n concisa, recomen-
damos al lector [Tabik et al., 2017],[Nielsen, 2015]. Dada la ventaja que proporciona
el aumento de datos y que, con el pre-enfatizado no hay un aumento de la carga
computacional de la operacio´n, tambie´n incluimos una forma de la misma, la versio´n
ma´s frecuente de deformacio´n ela´stica [O’Neill, 2006]. Este sera´ el u´ltimo paso de
nuestros experimentos, despue´s de combinar pre-e´nfasis y diversidad.
Los aspectos ba´sicos de la deformacio´n ela´stica que emplearemos son los siguien-
tes. En primer lugar, hay una traslacio´n de p´ıxeles, cuyos valores horizontales y
verticales se obtienen multiplicando los elementos de dos matrices del taman˜o de la
imagen con pequen˜os valores aleatorios por un factor de escala ∆ que debe seleccio-
narse apropiadamente. Las traslaciones se limitan hasta los bordes de la imagen, y
los valores que llegan a la misma posicio´n se promedian. Despue´s de ello, se reali-
za un filtrado gaussiano normalizado con el objetivo de suavizar los resultados. El
para´metro σ del filtro tambie´n debe seleccionarse con cuidado. Nuestra seleccio´n de
∆, σ, se discutira´ en la seccio´n dedicada a los experimentos.
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2.6. Bases de datos para los experimentos
Entre las bases de datos con las que experimentar hay que incluir una multiclase
que reu´na condiciones importantes:
representar un problema real de reconocida relevancia y no pequen˜o grado de
dificultad, que haya servido repetidamente como banco de pruebas y au´n siga
sirviendo para ello;
constar de un nu´mero de clases suficiente para que se puedan apreciar clara-
mente las (posibles) diferencias entre disen˜os softmax y binarizados;
ser abordable mediante DNNs “ad hoc” –DCNNs– con importante ventaja
(aunque, segu´n se ha indicado ya, dichas arquitecturas no vayan a ser incluidas
en los disen˜os de esta Tesis);
tener re´cords reconocidos con dichos disen˜os “ad hoc” que puedan considerar-
se el nivel del estado de arte cient´ıfico-te´cnico actual, as´ı como prestaciones
pu´blicamente conocidas con disen˜os DNN convencionales: en concreto, con los
aqu´ı seleccionados (que, en realidad, tambie´n lo han sido por haberse utilizado
para el problema);
no dar lugar, por sus dimensiones y volumen, a excesos en la carga compu-
tacional requerida por la combinacio´n de diversidad y profundidad, que exce-
dera´ sensiblemente la que precisa cada una de ellas por separado;
en lo posible, contener expl´ıcitamente no so´lo un conjunto de test, sino uno de
validacio´n, con objeto tambie´n de reducir esfuerzo computacional; en este caso,
el inducido por los necesarios procesos de exploracio´n y seleccio´n por validacio´n
de los para´metros de disen˜o no entrenables.
La ya cla´sica base de datos MNIST, de d´ıgitos manuscritos, presentada en
[LeCun et al., 1989], [LeCun et al., 1990], cumple con todas las condiciones que se
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Figura 2.1: Tres d´ıgitos de test de la base de datos MNIST y sus correspondientes
etiquetas
han enumerado. El re´cord de prestaciones, tasa de error 0.21%, se ha conseguido
con la arquitectura DCNN con “Drop-Connect” y diversificada en la u´ltima etapa
de [Wan et al., 2013]. En [Cires¸an et al., 2012b], un sistema de DCNNs diversifica-
da por Aumento de Ejemplos, la CNN Multi-Columna (MC-CNN), proporciona un
0.23%. Estos valores se encuentran en el nivel que obtiene una persona cualificada en
la tarea. La tasa de error re´cord obtenida con una DNN representacional se encuentra
en el 0.81% [Bengio et al., 2013]. Entre 0.81 y 0.21% hay un margen apreciable, y
una sensible reduccio´n de la tasa de error demostrar´ıa el e´xito de los me´todos que se
propondra´n en esta Tesis. Es conveniente indicar tambie´n que la versio´n del SDAE3
disen˜ada para MNIST en [Vincent et al., 2010] ofrece una tasa de error (promedio
de 10 inicializaciones ± desviacio´n t´ıpica) de 1.28 ± 0.22% (ruido aditivo de nivel
25%, plausiblemente “ad hoc”).
Para evitar que el lector tenga la sensacio´n de que clasificar los d´ıgitos manuscritos
de MNIST no presenta mayores dificultades, mostramos en la Figura 2.1 tres de sus
d´ıgitos con sus correspondientes etiquetas: las dudas asaltan a cualquier observador.
Las caracter´ısticas principales de la base MNIST son:
nu´mero de variables de entrada: 784 (de un enrejillado 28×28 aplicado a los
d´ıgitos originales)
variables de entrada quasi-continuas, con 256 niveles de gris
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nu´meros de ejemplos en los conjuntos de entrenamiento / validacio´n / test:
50000 / 10000 / 10000, respectivamente.
Tras elegir el problema MNIST en primera instancia, queda claro que resultar´ıa
muy ilustrativo considerar LMs de clasificacio´n con diferentes grados de aprendizaje,
a fin de apreciar co´mo influye la fortaleza o debilidad de los DAE3 ba´sicos en las
combinaciones con diversidad que se proponen y evalu´an en la Tesis. Afortunada-
mente, ya existe una versio´n de MNIST, MNIST-BASIC [Vincent et al., 2010] en la
que la informacio´n disponible para el disen˜o se reduce grandemente. Manteniendo
las dos primeras caracter´ısticas de MNIST (dimensio´n de la entrada y niveles de sus
variables), las restantes son:
nu´meros de ejemplos en los conjuntos de entrenamiento / validacio´n / test:
10000 / 2000 / 50000, respectivamente.
Como es comprensible, la reduccio´n del nu´mero de ejemplos de entrenamiento y
validacio´n debilita cualquier LM con respecto a la disen˜ada con MNIST. As´ı, SDAE3
ofrece como prestacio´n un error de 2.84 ± 0.15% (10 inicializaciones y ruido aditivo
al 10%, posiblemente “ad hoc”). Se aprecia que el disen˜o se ha debilitado con la
reduccio´n de taman˜o de los conjuntos de entrenamiento y validacio´n.
Figura 2.2: Recta´ngulo “estrecho” y recta´ngulo “ancho” de la base de datos REC-
TANGLES.
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Para completar el abanico de casos experimentales, ser´ıa apropiado un problema
binario, con la intencio´n de apreciar resultados con y sin binarizacio´n. Se propone
uno en [Vincent et al., 2010] que nos permite la ventaja de mantener la dimensio´n
de las entradas de los anteriores, 784 (con lo que se pueden mantener las dimensiones
de los correspondientes DAE3, evitando influencias externas en las comparaciones):
RECTANGLES, en que se trata de distinguir recta´ngulos horizontales de recta´ngulos
verticales (o estrechos de anchos) con un valor binario contrario al del fondo de la
imagen (0/1, blanco/negro, son intercambiables). La Figura 2.2 muestra dos ejemplos
de esta base de datos.
Dado que este problema binario es intr´ınsecamente ma´s sencillo que los anterio-
res y puramente sinte´tico, se establecen como caracter´ısticas complementarios a la
dimensio´n (784) y los niveles (2):
nu´meros de ejemplos en los conjuntos de entrenamiento / validacio´n / test:
10000 / 2000 / 50000
(ide´nticos a los de MNIST-BASIC). El SDAE3 ofrece para RECTANGLES un error
de 1.99 ± 0.12% (10 inicializaciones y ruido aditivo del 10%).
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Cap´ıtulo 3
Aprendizaje Diverso y Profundo (D2L)
Este cap´ıtulo, como se ha anticipado en la Seccio´n 1.5, se destina a explorar la
posibilidad de obtener ventajas combinando Diversificacio´n y Aprendizaje Profundo,
por tratarse de las dos opciones existentes para evitar las limitaciones pra´cticas
que aparecen cuando se pretende disen˜ar un MLP de alta capacidad expresiva –di-
ficultades que emanan de la disponibilidad de un nu´mero acotado de ejemplos de
entrenamiento.
3.1. Introduccio´n y recordatorio
Para evitar que los cap´ıtulos de alto contenido experimental (e´ste y los dos si-
guientes) resulten de lectura dif´ıcil por incluir demasiado detalle, se ha dedicado una
buena parte del Cap´ıtulo 2 a describir los elementos que se utilizan en los corres-
pondientes experimentos; de modo que aqu´ı so´lo recordaremos, por posibilitar una
lectura independiente, lo esencial de dichos elementos (pero no entrando en razones
para su eleccio´n y omitiendo la bibliograf´ıa: para eso se ruega al lector que revise
dicho cap´ıtulo):
los clasificadores ba´sicos utilizados son los SDAE3, que consisten en 3 capas
de auto-codificacio´n disen˜adas una tras otra, y un clasificador final tipo MLP
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llano (concretamente, con una capa oculta);
se recurre tanto a la diversificacio´n mediante binarizacio´n, y en particular a los
me´todos OvO y ECOC (como se vera´, porque se hace precisa para dar eficacia
a la segunda diversificacio´n en problemas multiclase) cuanto a la diversificacio´n
de informacio´n tipo comite´: “Bagging” y “Switching” son las te´cnicas que se
utilizara´n;
las bases de datos seleccionadas para llevar a cabo los experimentos son la cla´si-
ca MNIST –por esa condicio´n y porque existen para ella numerosos resultados
experimentales con los que se puede comparar–, MNIST-B1 –que permitira´ de-
terminar si el grado de aprendizaje que consigue la estructura profunda ba´sica
(DAE3), que dependera´ del nu´mero de ejemplos disponibles, marca diferencias
en la ventaja que se puede obtener diversificando–, y, a los efectos de considerar
tambie´n un problema binario, RECT2, cuyas otras caracter´ısticas son similares
a las de MNIST y MNIST-B.
Tras el recordatorio, pasamos a describir las formas de combinacio´n de profundi-
dad y diversidad que consideraremos, y acto seguido a los experimentos y su discu-
sio´n, para establecer finalmente las conclusiones de lo que en este cap´ıtulo se expone.
3.2. Disen˜os considerados
Se van a utilizar dos arquitecturas ba´sicas. La primera, el me´todo Global (G),
donde N DAE3s (aprendices) se entrenan con N conjuntos de datos diferentes gene-
rados mediante “Bagging” (no puede aplicarse el “Switching” ya que no tiene sentido
la diversidad en las etiquetas en un DAE3). La salida de cada aprendiz pasa a la
etapa de Binarizacio´n (OvO o ECOC) para determinar la salida de cada uno de
ellos. Por u´ltimo, se pasa a la etapa de agregacio´n final (“Final Aggregation”, FA),
1Forma abreviada para llamar a la base de datos MNIST-BASIC.
2Forma abreviada para llamar a la base de datos RECTANGLES.
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Figura 3.1: Arquitectura G para un problema multiclase. DAE3n: auto-codificadores
de 3 capas, EBn: conjuntos de binarizacio´n, FA: agregacio´n final.
que consiste en el recuento de votos, ma´s votacio´n por mayor´ıa en el caso de OvO o
seleccio´n segu´n distancia de Hamming para el caso de ECOCs. Esta arquitectura se
muestra en la Figura 3.1.
La razo´n para recurrir a la binarizacio´n y no so´lo a la diversificacio´n mediante
“Bagging” o “Switching” radica en que una serie de ensayos preliminares permitieron
concluir que la segunda sin la primera no resulta efectiva en problemas multiclase
(tales como MNIST y MNIST-B).
Para la operacio´n, basta pasar la muestra por los N auto-codificadores y agregar
sus salidas tal y como se hace en el entrenamiento.
El segundo disen˜o que presentamos es la arquitectura de forma T; en este caso,
se generan un conjunto de N ma´quinas a partir de la salida de un u´nico auto-
codificador, es decir, se expande formando una T; de ah´ı su nombre. Esta te´cnica
requiere menos esfuerzo computacional debido a que se disen˜a o evalu´a solamente un
auto-codificador, a diferencia del me´todo G, en el cual tenemos N auto-codificadores.
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Figura 3.2: Arquitectura TB para un problema multiclase con “Bagging”. DAE3:
auto-codificador de 3 capas, EBn: conjuntos de binarizacio´n, FA: agregacio´n final.
Tambie´n este caso nos merece ma´s atencio´n debido a que se pueden aplicar ambos
me´todos de diversidad, “Bagging” y “Switching”. La etapa final es igual a la del
me´todo G. La arquitectura T se muestra en la Figura 3.2 para el caso con diversidad
“Bagging”.
Es necesario indicar que en estos dos disen˜os no se aplica el refinado.
Dado que se requieren N conjuntos de datos para entrenar las dos arquitecturas
propuestas, se procede a generar M conjuntos, siendo M > N , y elegir aleatoria-
mente los N necesarios. Cabe indicar que el proceso de seleccio´n y generacio´n de los
conjuntos no se ha optimizado, debido a que aqu´ı nuestro objetivo es comprobar si
la diversidad puede mejorar las prestaciones del DL. Se podr´ıa, pues, mejorar estos
disen˜os.
Se van a emplear “Bagging” y “Switching” (binario), para los que se han de
seleccionar dos para´metros en cada caso. Para “Bagging”, es necesario determinar
el taman˜o adecuado de los conjuntos de entrenamiento “Bootstrap”, B, as´ı como el
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nu´mero de conjuntos N . Para el caso del “Switching”, se debe determinar la tasa de
volteo de etiquetas, S, y tambie´n el nu´mero de conjuntos N .
Tal y como se menciono´ en el cap´ıtulo anterior, se va a elegir el procedimiento
de binarizacio´n OvO, y adicionalmente se considerara´ el uso del ECOC de 10 clases
descrito en la seccio´n 2.2 y que, para su ra´pida visualizacio´n, se vuelve a mostrar en
la Tabla 3.1.
Problema
Clase P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14
C0 1 1 0 0 0 0 1 0 1 0 0 1 1 0 1
C1 0 0 1 1 1 1 0 1 0 1 1 0 0 1 0
C2 1 0 0 1 0 0 0 1 1 1 1 0 1 0 1
C3 0 0 1 1 0 1 1 1 0 0 0 0 1 0 1
C4 1 1 1 0 1 0 1 1 0 0 1 0 0 0 1
C5 0 1 0 0 1 1 0 1 1 1 0 0 0 0 1
C6 1 0 1 1 1 0 0 0 0 1 0 1 0 0 1
C7 0 0 0 1 1 1 1 0 1 0 1 1 0 0 1
C8 1 1 0 1 0 1 1 0 0 1 0 0 0 1 1
C9 0 1 1 1 0 0 0 0 1 0 1 0 0 1 1
Tabla 3.1: El ECOC de [Dietterich and Bakiri, 1995] para clasificacio´n de d´ıgitos
manuscritos. C0 a C9 son las clases, P0 a P14 las dicotomı´as. El co´digo ma´s cercano
en distancia de Hamming al vector de resultados para las dicotomı´as indica la clase
de la muestra bajo ana´lisis
47
3.3. EXPERIMENTOS Y RESULTADOS
3.3. Experimentos y resultados
3.3.1. Binarizacio´n OvO
Los para´metros no entrenables, N y B para “Bagging” y N y S para “Swit-
ching”, se seleccionara´n por el procedimiento de validacio´n: con la combinacio´n que
proporcione el mejor resultado para el conjunto de validacio´n se estimara´ el error en
el conjunto de test.
Se exploran B=60, 80, 100 y 120% del taman˜o original de los datos de entre-
namiento, S=10, 20, 30 y 40%, y N=25, 50 y 100. Utilizando diez repeticiones con
inicializaciones diferentes, se calcula el promedio y la desviacio´n t´ıpica de los errores
de clasificacio´n y se elige el menor promedio; en caso de empate, la combinacio´n a
elegir es la que proporcione menor desviacio´n t´ıpica.
En pra´cticamente todos los casos la combinacio´n que proporciona mejores pres-
taciones es la de N=100 y B=120% para el caso de “Bagging”3 y para el caso del
“Switching” es N=100 y S=40%. Como estos valores son los ma´ximos utilizados en
la exploracio´n, se podr´ıa pensar que valores mayores podr´ıan mejorar los resultados.
La Figura 3.3 muestra el comportamiento de la superficie de error para el caso de la
base de datos MNIST usando la arquitectura T con “Switching” y binarizacio´n OvO.
Se ve que existe una tendencia a la saturacio´n en la superficie de error para ambos
para´metros, lo que nos garantiza que los valores elegidos son los adecuados; tambie´n
se puede observar este comportamiento en la Tabla 3.2. Ana´logamente ocurre en los
dema´s casos analizados, y se representan en tablas y figuras contenidas en el Anexo
A.
No´tese, adema´s, el claro paralelismo existente entre las dos curvas, que debe servir
para eliminar dudas sobre la solidez de la validacio´n realizada.
Las tasas de error ± desviacio´n t´ıpica para la ma´quina SDAE3 (en porcenta-
jes) son 1.58 ± 0.06, 3.42 ± 0.10, y 2.40 ± 0.13 para MNIST, MNIST-B, y RECT,
3En la arquitectura T la mejor combinacio´n es N=100 y B=100%; las diferencias son inapre-
ciables.
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Figura 3.3: Porcentaje de tasa de error promedio (% AER) para los conjuntos de
validacio´n y test versus N y B para la base de datos MNIST usando la arquitectura
TS OvO.
respectivamente.
Si se aplica u´nicamente OvO, la mejora es modesta: 1.40± 0.06 para MNIST, y
2.60± 0.08 para MNIST-B.
Sin embargo la combinacio´n de binarizacio´n OvO y “Bagging” o “Switching”
ofrece mejoras sustanciales. Como se muestra en la Tabla 3.3, con la arquitectura
T con “Bagging” (TB) la tasa de error obtenida para MNIST es 0.77 ± 0.00, y con
“Switching” (TS) es 0.75±0.01. Con la arquitectura G y “Bagging”, la tasa de error
es algo mayor, pero au´n mejor que la del SDAE3. Se puede observar que con las
otras bases de datos tambie´n se presenta este comportamiento. En el caso de RECT,
problema binario, no tiene sentido la binarizacio´n.
Las tasas de error se encuentran entre el 46% y el 54% de las del SDAE3.
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N
S
10% 20% 30% 40%
25 1.10± 0.02 0.75± 0.01 0.69± 0.02 0.68± 0.03
Validacio´n 50 0.87± 0.01 0.70± 0.01 0.66± 0.00 0.65± 0.01
100 0.80± 0.01 0.70± 0.00 0.66± 0.00 0.65± 0.00
25 1.13± 0.02 0.91± 0.00 0.79± 0.03 0.78± 0.03
Test 50 1.01± 0.02 0.82± 0.01 0.77± 0.02 0.75± 0.03
100 0.97± 0.01 0.81± 0.01 0.77± 0.00 0.75 ± 0.01
Tabla 3.2: Tasa de error promedio ± desviacio´n t´ıpica (%) en TS con binarizacio´n
OvO para los conjuntos de validacio´n y test de MNIST. En cursiva aparecen los
valores elegidos por validacio´n y en negrita los mejores valores.
MNIST MNIST-B RECT
SDAE3 1.58± 0.06 3.42± 0.10 2.40± 0.13
GB 0.86± 0.01 1.76± 0.04 1.20± 0.04
TB 0.77± 0.00 1.68± 0.04 1.19± 0.01
TS 0.75± 0.01 1.67± 0.04 1.10± 0.02
Tabla 3.3: Tasa de error de test (en porcentaje) para un clasificador DAE u´nico
(SDAE3), y para las arquitecturas G y T con “Bagging” (GB y TB) o “Switching”
(TS) con binarizacio´n OvO.
Comparando las arquitecturas, la forma T presenta un error 10% menor que la
forma G, y en cuanto a “Bagging” y “Switching”, hay muy pequen˜a diferencia con la
estructura T. Tambie´n hay que indicar que la estructura T es computacionalmente
menos costosa que la estructura G. La arquitectura TS resulta ser la mejor, aunque
la diferencia con TB es mı´nima en las tres bases de datos.
Recue´rdese que la simple binarizacio´n OvO es modestamente efectiva en la diver-
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sificacio´n de los clasificadores SDAE3; las mejoras son un tanto mayores en MNIST-B
que en MNIST. Como la tarea de reconocimiento es la misma, se concluye que la di-
versificacio´n (por binarizacio´n) es ma´s efectiva cuando se utilizan DNNs ma´s de´biles.
3.3.2. Binarizacio´n ECOC
Es sabido que, en la mayor´ıa de los casos, los ECOCs son mejores que el OvO
para incrementar las prestaciones de un clasificador convencional. Se considerara´, por
sencillez, el mejor de los casos anteriores (TS), para aplicar el ECOC en lugar del
OvO. El “Switching”, en este caso, se aplica por separado a cada problema binario
del ECOC (no en comu´n, tal como se ha hecho en OvO).
El proceso se iniciara´ como en la binarizacio´n OvO, es decir, se determinara´n los
para´metros no entrenables, N y S, utilizando el conjunto de validacio´n. Se eligen
N=21, 51, 101 y 121 y tasas de “Switching” S=10, 20, 30 y 40%. Los valores que
proporcionan las mejores prestaciones se obtienen con N=101 y S=30%. Al igual
que en el caso de OvO, la saturacio´n se presenta cuando N=101 para todos los casos
de S. A diferencia del caso OvO, se percibe un mı´nimo, alrededor de S=30%, y
se ve empeoramiento con tasas mayores de volteado de etiquetas. El porcentaje de
error obtenido en test para esta combinacio´n de para´metros y arquitectura T (TS)
es 0.36± 0.02%, que claramente es mucho mejor que OvO y, adema´s, esta´ cerca del
re´cord con DCNN con “Drop-Connect”, 0.21%.
Para la base de datos MNIST-B se obtiene una tasa de error de 0.75 ± 0.01%,
obviamente mucho mejor que la del OvO.
Todo lo anterior se puede comprobar en la Tabla 3.4 y Figura 3.4. Esas tabla y
figura para MNIST-B se anexan en el Ape´ndice A.
En resumen: la arquitectura que proporciona mejores prestaciones es la de for-
ma T. Y, espec´ıficamente, la combinacio´n TS con binarizacio´n ECOC, que adema´s
requiere menos esfuerzo computacional, tanto en la fase de disen˜o como en la de
operacio´n, en comparacio´n con la arquitectura G.
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N
S
10% 20% 30% 40%
Validacio´n
25 0.98± 0.06 0.66± 0.06 0.40± 0.04 0.55± 0.05
51 0.87± 0.00 0.55± 0.02 0.32± 0.01 0.52± 0.04
101 0.81± 0.02 0.52± 0.02 0.30± 0.02 0.52± 0.04
121 0.81± 0.02 0.52± 0.02 0.30± 0.02 0.52± 0.04
Test
25 0.91± 0.07 0.67± 0.06 0.45± 0.03 0.52± 0.03
51 0.86± 0.03 0.58± 0.04 0.38± 0.02 0.48± 0.03
101 0.84± 0.03 0.55± 0.04 0.36 ± 0.02 0.48± 0.02
121 0.84± 0.04 0.55± 0.03 0.36± 0.03 0.48± 0.02
Tabla 3.4: Tasa de error promedio ± desviacio´n t´ıpica (%) en TS con binarizacio´n
ECOC para los conjuntos de validacio´n y test de MNIST. En cursiva aparecen los
valores elegidos por validacio´n y en negrita los mejores valores.
3.3.3. Coste computacional
Dado que los experimentos se han ejecutado en una granja de co´mputo4, he-
rramienta propia del departamento, los tiempos de ejecucio´n no indicara´n la carga
computacional.
Para clasificar una muestra, dado que el nu´mero de pesos sina´pticos es extre-
madamente grande en comparacio´n con el nu´mero de neuronas que implementan
las funciones de activacio´n no lineal, las multiplicaciones a realizar son o´rdenes de
magnitud ma´s que las transformaciones no lineales. Por lo tanto, el nu´mero total de
multiplicaciones se utilizara´ como representativo de la complejidad computacional.
Para los problemas que estamos estudiando, el vector de entrada al SDAE3 es de
41024 cores, 4 TBytes de memoria RAM (1 GByte por core), velocidad sostenida de 15 Tflops,
capacidad de disco 40TBytes centralizados + 40TBytes distribuidos (HDFS), sistema operativo
Linux (Gentoo).
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Figura 3.4: Porcentaje de tasa de error promedio (% AER) para los conjuntos de
validacio´n y test versus N y B para la base de datos MNIST usando la arquitectura
TS ECOC.
dimensio´n 784, y alimenta tres capas ocultas cada una de 1000 neuronas, coronadas
con un MLP de una capa oculta de 1000 neuronas y de 10 salidas; el nu´mero de
multiplicaciones por los pesos de esta ma´quina es:
M0 = (784)(1000) + 3(1000)(1000) + (1000)(10) ≈ 4× 10
6
Esta es una estimacio´n de la carga computacional para la operacio´n –clasificacio´n
de una nueva muestra.
En esta discusio´n, se va a considerar el mejor de los disen˜os, la arquitectura TS
con binarizacio´n ECOC (obviamente, para bases de datos multiclase). Esta ma´quina
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requiere ∼ 3 × 106 multiplicaciones para el DAE. Las quince ma´quinas binarias que
nacen de los ECOCs tienen N=101 clasificadores con 1000 unidades ocultas, luego
suman
15× 101[(1000)(1000) + (1000)(10)] ≈ 1.5× 109
multiplicaciones adicionales. De modo que el coste computacional en operacio´n sube
tres o´rdenes de magnitud respecto al de un SDAE3. Sin embargo, es importante
indicar que la parte T de nuestro disen˜o puede ser directamente paralelizada; de este
modo se reducir´ıan, significativamente las exigencias computacionales directas.
Ahora corresponde determinar el incremento del coste computacional para el
entrenamiento de la arquitectura ECOC TS respecto al clasificador SDAE3, conside-
rando los problemas MNIST y MNIST-B. Calculamos el nu´mero de operaciones para
obtener los costes de las derivadas de las salidas con respecto a los pesos, y an˜adimos
el factor 2 porque hay que multiplicar por el paso de aprendizaje. Resaltamos que
las derivadas de las unidades de las salidas aparecen en varios sitios y esto significa
una multiplicacio´n adicional cuando se usan las activaciones tangente hiperbo´lica: se
van a ignorar estas multiplicaciones debido a que el nu´mero de unidades es mucho
menor que el nu´mero de pesos.
Sea ℓ el nivel de cada capa de pesos, ℓ = 1, ..., L. Cada capa de pesos llega a
Nℓ unidades, la dimensio´n de la entrada es D. El ca´lculo del cada gradiente incluye
dos factores. El primero es la derivada del coste de salida con respecto a las salidas
de las Nℓ unidades, a partir de las mismas derivadas en la capa superior, lo cual
necesita 2Nℓ+1Nℓ multiplicaciones, con excepcio´n de la capa de salida, donde no se
necesitan multiplicaciones. Despue´s, cada una de las Nℓ derivadas se debe multipli-
car por las derivadas de las salidas con respecto a los pesos de entrada, estos son
aproximadamente Nℓ−1. Esto necesita 2 productos ma´s (excepto para los pesos de
las entradas constantes). Se tiene un total de aproximadamente 2(Nℓ+1Nℓ+NℓNℓ−1)
multiplicaciones para ℓ 6= L (utilizando N0 = D), para todas las capas excepto la
final, que requiere 2NLNL−1 productos.
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De acuerdo con lo expuesto, al entrenar el primer auto-codificador del clasificador
SDAE3, se necesitan aproximadamente 2[(784)(1000)+(1000)(784)+(784)(1000)] ≈
4.7× 106 multiplicaciones por paso de entrenamiento, mientras que para el segundo
y tercer auto-codificador este nu´mero se convierte en 2[(1000)(1000)+ (1000)(784)+
(784)(1000)] ≈ 5.1 × 106. Es decir, alrededor de 1.5 × 107 multiplicaciones pa-
ra entrenar el SDAE3 (pero la convergencia suele ser ra´pida). El clasificador fi-
nal requiere de 2[(1000)(1000) + (1000)(10) + (10)(1000)] ≈ 2 × 106 multiplica-
ciones por paso de entrenamiento. Finalmente, el refinado necesita alrededor de
2{(784)(1000) + (1000)(1000) + 3[(1000)(1000) + (1000)(1000)] + (10)(1000)} ≈
1.5× 107 productos por paso de entrenamiento, pero el tiempo de entrenamiento es
t´ıpicamente 10% del que se aplica en los niveles de auto-codificacio´n. As´ı, 1.5× 107
es un indicador razonable para el esfuerzo computacional en entrenamiento.
En el caso de la arquitectura TS con ECOC, para la parte comu´n del DAE se ne-
cesitan el mismo esfuerzo de entrenamiento que el indicado anteriormente. El nu´mero
de multiplicaciones para entrenar cada clasificador final binario es de aproximada-
mente 2[(1000)(1000)+ (1000)(1)+ (1)(1000)] ≈ 2× 106, pero se tiene 15 problemas
binarios y se debe disen˜ar 4 veces (por validacio´n cruzada la tasa de volteado de
etiquetas) 25 + 51 + 101 + 121 ≈ 3× 102 clasificadores. Esto da un nu´mero total de
multiplicaciones de aproximadamente 15× 4 × 300 × 2 × 106 ≈ 3.6 × 1010. Aqu´ı no
hay refinado. De modo que, para entrenar el mejor de nuestros disen˜os de la arqui-
tectura ECOC TS para MNIST y MNIST-B se requiere alrededor de tres o´rdenes
de magnitud ma´s que el del entrenamiento del clasificador SDAE3, al igual que en
operacio´n.
Este coste adicional que se paga tiene su justificacio´n en conseguir las ventajas




Con el propo´sito de determinar si la combinacio´n de profundidad y diversidad
resulta ventajosa respecto a un empleo separado, y tras verificar que combinarlos di-
rectamente (auto-codificacio´n profunda con “Bagging”, concretamente) es negativo
en problemas multiclase, se ha evaluado en este cap´ıtulo la combinacio´n de binari-
zacio´n (OvO y ECOC) con DAE y dos diversificaciones de tipo comite´ –“Bagging”
y “Switching”– para tres bases de datos: una, MNIST, cla´sica como banco de prue-
bas; las otras, MNIST-B y RECT, para apreciar los efectos de un aprendizaje ma´s
somero y las diferencias que se presentan entre situaciones multiclase y binarias,
respectivamente.
Tal evaluacio´n se ha llevado a cabo sobre las dos arquitecturas de combinacio´n
posibles: una general (G), en que el primer paso es la diversificacio´n (necesariamente
“Bagging”), y otra en que se diversifica (tanto mediante, “Bagging” cuanto utilizando
“Switching”) despue´s de aplicar el DAE, que denominamos arquitectura T; siempre
incluyendo binarizacio´n.
Los resultados muestran ventaja en todos los casos; pero:
las arquitecturas T permiten mayores ventajas (lo que demuestra que los DAE
cumplen la funcio´n de desenmaran˜amiento que se les atribuye);
el “Switching” es ligeramente mejor que el “Bagging”;
la binarizacio´n ECOC resulta ma´s efectiva que la OvO (computacionalmente
y en prestaciones);
las ventajas son mayores para problemas multiclase y, en e´stos, para situaciones
en que el aprendizaje esta´ limitado (por un relativamente pequen˜o nu´mero de
ejemplos de entrenamiento disponibles).
Adema´s, debe indicarse que no hay dificultades de seleccio´n de para´metros no
entrenables, ya que se presenta una saturacio´n con el taman˜o y el indicador de
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diversificacio´n de las tasas de error que se obtienen y, adema´s, hay un importante
paralelismo de los comportamientos de los conjuntos de validacio´n y de test.
La ventaja de prestaciones obtenida es muy apreciable: as´ı, para MNIST, la mejor
arquitectura (T con ECOC y “Switching”) rebaja la tasa de error de un SDAE3 de
1.58% a 0.36%: este u´ltimo valor es muy inferior al re´cord previo utilizando DAEs,
que era del 0.81%, y se acerca notablemente al re´cord absoluto, 0.21%.
Lo´gicamente, estas ventajas de prestaciones se obtienen a cambio de algo: con-
cretamente, de un aumento de carga computacional con respecto al SDAE3 ba´sico
de unos 4 o´rdenes de magnitud en el disen˜o y unos 3 en la operacio´n (clasificacio´n de
muestras nuevas), en el caso (representativo) del mejor disen˜o para MNIST. Nada
que deba alarmar, dada la amplia ventaja que se consigue; tampoco nada inespera-
do, dado que se pretende ganar capacidad expresiva, y eso, obviamente, requiere ma´s
para´metros entrenables y, en lo´gica consecuencia, ma´s carga computacional.
Ha de indicarse que no hay razo´n para dudar que el empleo de binarizacio´n y
diversificacio´n sea u´til con otras DNNs –aunque probablemente haya que prestar
atencio´n a sus diferentes caracter´ısticas; p. ej., las CNNs son muy sensibles a la ini-
cializacio´n, y habra´ que considerarlo al diversificar–. Sin embargo, s´ı ha de admitirse
que la binarizacio´n “sensu stricto” so´lo es posible para un nu´mero moderado de cla-
ses (digamos una veintena), y que a partir de ese nu´mero tendr´ıa que recurrirse a
me´todos aproximados, que deber´ıan elegirse cuidadosamente segu´n el problema para
evitar pe´rdidas innecesarias.
La calidad de los disen˜os que se han introducido avala el paso siguiente en esta
investigacio´n: examinar si los “trucos” habituales para mejorar las prestaciones de los
clasificadores ma´quina convencionales tienen tambie´n e´xito en este contexto. As´ı se
procedera´ con el pre-e´nfasis en los dos cap´ıtulos que siguen (el cuarto, aplica´ndolo
directamente a SDAE3s; el quinto, combina´ndolo todo). Pero ya desde aqu´ı puede
afirmarse que la combinacio´n “Diverse and Deep Learning” (D2L) es una direccio´n
de investigacio´n muy prometedora, y que la inclusio´n de Aprendizaje Dina´mico y
Aprendizaje Distribuido desembocara´ en un D4L que sera´ clave para conseguir lo
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verdaderamente importante: el “Big Learning”.
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Cap´ıtulo 4
Una posibilidad adicional: Pre-E´nfasis
4.1. Nocio´n de pre-e´nfasis
Como se anticipo´ en el apartado 2.4, la razo´n para pre-enfatizar ejemplos de
entrenamiento –que consiste en ponderar adecuadamente los costes muestrales a
minimizar– se debe al razonable deseo de prestar ma´s atencio´n a las muestras dif´ıciles
de clasificar y a las pro´ximas a una razonable frontera de clasificacio´n, en la confianza
de que as´ı se pueda mejorar las prestaciones de las correspondientes LMs. Reiteramos
tambie´n que se recurre a las te´cnicas de pre-e´nfasis ante la imposibilidad de aplicar
directamente “Boosting” a las DNNs, ya que e´stas son LMs fuertes. Se indico´ tambie´n
en el Cap´ıtulo 2 que, por razones de coherencia estructural, se demoraba la revisio´n
histo´rica de la aparicio´n y evolucio´n de estas te´cnicas hasta aqu´ı; cosa a la que
procedemos acto seguido, despue´s de lo cual recordaremos las formas de ponderacio´n
que se van a utilizar, completando su discusio´n.
4.2. Evolucio´n histo´rica
Basa´ndose en la evidencia de que todos los me´todos de entrenamiento de LMs
son, en realidad, aproximaciones a la minimizacio´n de un coste medio, como en
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la tasa de error –pie´nsese en que minimizar el error cuadra´tico muestral se pro-
pone ante la imposibilidad de una minimizacio´n efectiva de dicha tasa de error–,
[Hart, 1968] fue la primera propuesta en el sentido de otorgar diferente atencio´n a
diferentes muestras, recurriendo a una versio´n extrema del pre-e´nfasis, la seleccio´n
de muestras de entrenamiento de entre las disponibles para tal fin, utilizando una
ma´quina tradicional (no “entrenable” de modo distinto a memorizar los ejemplos):
la de k vecinos ma´s pro´ximos (k-NN, “k-Nearest Neighbors”). A partir de ese mo-
mento, se propusieron diversos me´todos de seleccio´n de dos tipos ba´sicos: uno, los
que proced´ıan de acuerdo con la proximidad a la frontera (o a una razonable frontera
previamente establecida) de las muestras, como son [Sklansky and Michelotti, 1980],
[Plutowski and White, 1993] y [Choi and Rockett, 2002]; otro, los que llevaban a ca-
bo la seleccio´n teniendo en cuenta la dificultad de clasificar la muestra –una medida
del error, o, en general del coste–, que es el caso de [Munro, 1992] y [Cachin, 1994].
No´tese co´mo los t´ıtulos de estas u´ltimas contribuciones dejan entrever lo razonable
de estos procedimientos desde el punto de vista del aprendizaje. Alternativamente,
se emplearon te´cnicas de seleccio´n para reducir el nu´mero de centroides en disen˜os de
RBFs [Lyhyaoui et al., 1999], lo que constituye una alternativa a los disen˜os basados
en Ma´ximo Margen (o SVMs).
Los experimentos recogidos en [Franco and Cannas, 2000] llevaron a la con-
clusio´n de que la importancia relativa de las muestras de entrenamiento dif´ıci-
les y de las pro´ximas a la frontera depende del problema bajo estudio. En es-
ta contribucio´n se apoyaron las exitosas propuestas [Go´mez-Verdejo et al., 2006]
y [Go´mez-Verdejo et al., 2008] de modificar los e´nfasis t´ıpicos de los conjuntos
por “Boosting”, incluyendo en esos e´nfasis medidas de proximidad a la frontera
y ajustando la influencia relativa de e´stas y las del error. Tambie´n los trabajos
[El Jelali et al., 2008b], [El Jelali et al., 2008a] y [El Jelali et al., 2009], en los que
se construyen blancos “blandos” para clasificacio´n combinando las etiquetas teo´ri-
cas con las salidas de un clasificador previo mediante ponderaciones que tienen en
cuenta proximidad y error, lo que produce mejoras en clasificacio´n mediante MLPs
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[El Jelali et al., 2008b] y Modelos de Mezclas Gaussianas (“Gaussian Mixture Mo-
dels”, GMMs) [El Jelali et al., 2008a], pero es particularmente u´til el caso de GPs,
ya que estas LMs, por su propia concepcio´n como esquemas de regresio´n, no pueden
emplearse sin modificaciones para clasificacio´n: la introduccio´n de blancos “blan-
dos” lo posibilita, y mejora sensiblemente los resultados en relacio´n a las versio-
nes GP modificadas tradicionales. No debemos dejar de citar [Reed et al., 1995] y
[Gorse et al., 1997] como precedentes en la construccio´n de blancos “blandos”, as´ı co-
mo [Mora-Jime´nez and Figueiras-Vidal, 2009].
4.3. Formas propuestas
Los trabajos anteriores permiten concluir que es razonable dar cabida a te´rminos
que midan el error –o coste– y te´rminos que midan la proximidad a la frontera –am-
bas magnitudes segu´n los resultados proporcionados por un clasificador auxiliar– en
la ponderacio´n implicada por el pre-e´nfasis; adema´s, debe an˜adirse un te´rmino que
pese de igual modo todas las muestras, para no sobrepasar los niveles de atencio´n a
muestras “relevantes” que sean ma´s adecuados para cada problema considerado. Todo
ello, de manera ajustable: lo que se logra con una doble combinacio´n convexa, cuyos
dos para´metros pueden determinarse mediante CV. Eso es lo propuesto y evaluado
en [Alvear-Sandoval et al., 2016], aplica´ndolo a SDAE3s, con formas convencionales
para las medidas del error y de la proximidad a la frontera –se reitera que las formas
ma´s adecuadas sera´n dependientes del problema, pero que no deben producir grandes
cambios en los resultados–, que presentamos en el Cap´ıtulo 2 y que, para comodidad
de quien lea estas l´ıneas, reproduciremos aqu´ı:
para el caso binario, un factor de ponderacio´n para la muestra de entrenamiento
x(n)
p(x(n)) = α + (1− α)[β(t(n) − o(n)
a
)2 + (1− β)(1− o(n)2
a
)] (4.1)
donde t(n) es la etiqueta para x(n) y o
(n)




para el caso multiclase (se suponen salidas soft-max),
p(x(n)) = α + (1− α){β(1− o(n)
ac












salida ma´s pro´xima a o
(n)
ac de entre las restantes para la misma muestra;
siendo α, β, 0 ≤ α, β ≤ 1, los para´metros de combinacio´n convexa lineal, que,
como ya se ha sen˜alado, podra´n determinarse mediante validacio´n (hay conjuntos de
validacio´n preestablecidos para los problemas que se van a tratar).
Obviamente, (t(n) − o
(n)
a )2 y (1 − o
(n)
ac )2 son los te´rminos de error, mientras que
1 − o
(n)2





| miden la proximidad a la frontera ma´s cercana (existen
alternativas que no se explorara´n en esta Tesis).
α es el para´metro que limita el efecto del e´nfasis, y β el que marca el reparto
de atencio´n entre el error y la proximidad a la frontera. Los casos particulares que
merecen ser considerados son:
α = 1: disen˜o sin e´nfasis
α = 0, β por validacio´n: e´nfasis directo completo
α = 0, β = 1: e´nfasis directo por error
α = 0, β = 0: e´nfasis directo por proximidad
α por validacio´n, β = 1: e´nfasis por error, moderado
α por validacio´n, β = 0: e´nfasis por proximidad, moderado
Como se vera´, estas formas restringidas proporcionan resultados subo´ptimos.
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4.4. Experimentos y sus resultados
4.4.1. Pre-enfatizado
Al tratarse de un enfatizado sobre las muestras, dada las caracter´ısticas de la
arquitectura del SDAE3 –formado por un DAE con un clasificador final–, se puede
realizar la ponderacio´n de dos formas: la primera, a la entrada del SDAE3, a la
que identificaremos como Pre-E´nfasis Completo; y la segunda, a la salida del DAE
entrenado –es decir, que la ponderacio´n se hara´ a la entrada del clasificador final–, a
la que llamaremos Pre-E´nfasis Final. En nuestro trabajo se han examinado las dos
opciones indicadas, para poder comprobar si la ventaja es menor cuando se aplica a
estructuras de una sola capa, como es el clasificador final del SDAE3.
4.4.2. Clasificadores auxiliares
Un elemento importante para realizar el pre-enfatizado es el clasificador auxiliar
–o gu´ıa– cuyas salidas se emplean para el ca´lculo del e´nfasis p(x). En el caso de MLs
convencionales, se sabe que la eleccio´n de una gu´ıa adecuada proporciona buenas
prestaciones. Se comprobara´ si lo mismo ocurre cuando se trabaja con DNNs. Para
ello se van a emplear dos tipos de gu´ıas:
un perceptro´n multicapa, MLP, de una capa oculta de 1000 neuronas, y
un SDAE3, con la misma estructura que el que se va a pre-enfatizar.
Los errores que se han conseguido con estas ma´quinas gu´ıa se muestran en la
Tabla 4.1. Se ve que el SDAE3 ofrece mejores prestaciones que el MLP, por lo que
cabr´ıa esperar que el comportamiento en el disen˜o final tenga la misma tendencia,
esto es, que la gu´ıa SDAE3 proporcione los mejores resultados.
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4.4.3. Para´metros de exploracio´n para el pre-enfatizado
Como se ha mencionado en la seccio´n 4.3, en las ecuaciones (4.1) y (4.2), aparecen
los para´metros no entrenables, α y β, que regulan la intervencio´n de los diversos
te´rminos del pre-e´nfasis. Se utilizara´ el conjunto de validacio´n para seleccionar los
valores de dichos para´metros, el rango de bu´squeda estara´ en el conjunto [0, 1], y
fijamos intervalos de 0.1, esto es, 0, 0.1, 0.2, ..., 1, de modo que existen 121 pares de
para´metros a considerar para cada base de datos.
Bases de Datos
Pre-e´nfasis Gu´ıa MNIST MNIST-B RECT
No (MLP) - 2.66± 0.10 4.44± 0.23 7.20± 0.15
No (SDAE3) - 1.58± 0.06 3.42± 0.10 2.40± 0.13
Completa MLP
0.40± 0.04∗ 0.82± 0.01 0.92± 0.10
(0.3, 0.6) (0.3, 0.5) (0.4, 0.4)
Completa SDAE3
0.37± 0.01∗ 0.72± 0.01 0.87± 0.04
(0.4, 0.5) (0.3, 0.5) (0.4, 0.3)
Final MLP
0.57± 0.00 0.91± 0.03 1.26± 0.04
(0.4, 0.6) (0.3, 0.5) (0.6, 0.3)
Final SDAE3
0.67± 0.05∗ 0.83± 0.02 1.31± 0.02∗
(0.4, 0.4) (0.3, 0.5) (0.4, 0.3)
Tabla 4.1: Error de test en porcentaje ma´s/menos desviacio´n t´ıpica para las tres
bases de datos. Los valores de α, β obtenidos por validacio´n esta´n entre pare´ntesis.
El asterisco (*) indica resultado subo´ptimo (como se detalla en el texto).
4.4.4. Resultados
Los resultados que se han obtenido para las bases de datos que estamos estudiando
se muestran en la Tabla 4.1. Se han tabulado para las dos formas de enfatizado que se
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indicaron previamente, Completa y Final, y para las dos gu´ıas que se han empleado
en cada caso. Se incluyen los resultados para dichas gu´ıas.
A primera vista se puede decir que existen claras mejoras de las tasas de error
cuando se aplica el pre-enfatizado, como se esperaba. Tambie´n de la tabla se extrae
que el reconocimiento es mejor cuando:
se utiliza el e´nfasis Completo, y
la ma´quina gu´ıa es mejor.
4.5. Discusio´n de los resultados
Los mejores resultados se obtienen para el caso de gu´ıa SDAE3 con e´nfasis Com-
pleto. Las tasas de error obtenidas son, aproximadamente, 25%, 21%, y 36% meno-
res que sin enfatizar, para MNIST, MNIST-B, y RECT, respectivamente. La te´cnica
propuesta de enfatizado, por tanto, mejora las prestaciones del este tipo de ma´quinas.
Otro de los resultados relevantes es que cuando el aprendizaje de la gu´ıa SDAE3
es menor, la mejora de la ma´quina final es mayor: se evidencia en el caso de MNIST-B
con respecto al MNIST, y se debe a que MNIST-B tiene menor nu´mero de muestras
de entrenamiento y, por tanto, no se llega a muy altas prestaciones. El pre-enfatizado
en los problemas binarios es menos efectivo: obse´rvese el caso de RECT.
Los tres te´rminos que se derivan de las combinaciones de los para´metros α y β,
te´rmino comu´n, te´rmino de error y te´rmino de proximidad, juegan siempre un papel
relevante: α y β, nunca son 0 o´ 1. Los resultados obtenidos para versiones restringidas
del e´nfasis (Completo y gu´ıa SDAE3) son:
MNIST:
α = 1: 1.58%
α = 0, β = 0.5 por validacio´n: 0.55%
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α = 0, β = 1: 0.79%
α = 0, β = 0: 0.68%
α = 0.2 por validacio´n, β = 1: 0.72%
α = 0.2 por validacio´n, β = 0: 0.54%
Es importante indicar que todos estos valores son significativamente peores que el
0.37% obtenido con los valores validados de α = 0.4 y β = 0.5.
MNIST-B:
α = 1: 3.42%
α = 0, β = 0.5 por validacio´n: 0.95%
α = 0, β = 1: 2.46%
α = 0, β = 0: 3.09%
α = 0.3 por validacio´n, β = 1: 2.24%
α = 0.3 por validacio´n, β = 0: 2.60%
Otra vez, todos estos valores son significativamente peores que el 0.72% obtenido
con los valores validados de α = 0.3 y β = 0.5.
RECT:
α = 1: 2.40%
α = 0, β = 0.3 por validacio´n: 1.42%
α = 0, β = 1: 1.88%
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α = 0, β = 0: 1.72%
α = 0.4 por validacio´n, β = 1: 1.37%
α = 0.4 por validacio´n, β = 0: 1.15%
Por tercera vez, todos estos valores son significativamente peores que el 0.87%
obtenido con los valores validados de α = 0.4 y β = 0.3.
4.5.1. Validacio´n
La combinacio´n de α y β se selecciona segu´n el mejor resultado sobre el conjunto
de validacio´n; y resulta ser o´ptimo –tambie´n da el mejor resultado en test– salvo en
los casos marcados con asterisco en la Tabla 4.1. Para la base de datos MNIST con
e´nfasis Completo, cuando se usa la gu´ıa MLP, el menor error de validacio´n lo ofrece
la combinacio´n α = 0.3 y β = 0.6; pero, aunque la diferencia sea muy pequen˜a, en
test el menor error, 0.39 ± 0.01, lo da la combinacio´n α = 0.4 y β = 0.6. De igual
manera ocurre cuando la gu´ıa es un SDAE3, con un error en test de 0.36±0.00, pero
con α = 0.3 y β = 0.5. La diferencia es despreciable y cae dentro del margen de la
desviacio´n t´ıpica.
Para los casos de e´nfasis Final con gu´ıa SDAE3, las diferencias son apreciables
respecto al valor o´ptimo en test. En MNIST con α = 0.3 y β = 0.4, se tiene un error
en test de 0.52 ± 0.01, y para RECT con α = 0.5 y β = 0.3, de 1.08± 0.03. Ambos
valores son mejores que los elegidos por validacio´n, pero au´n son peores que los de
e´nfasis Completo: por ello, estas diferencias no se consideran relevantes.
As´ı, se puede decir que los disen˜os elegidos por validacio´n son satisfactorios. Esto
es debido a las variaciones lentas y la coicidencia de las regiones o´ptimas promedio
de las superficies de validacio´n y test, tal como representamos en la Figura 4.1 y las
Tablas 4.2 y 4.3 para el caso de MNIST. El resto de casos se ilustran en el Ape´ndice
B.
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Figura 4.1: Porcentaje de tasa de error promedio (Average Error Rate, AER) para los









































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 0.61 ± 0.01 0.53 ± 0.01 0.51 ± 0.02 0.52 ± 0.02 0.52 ± 0.01 0.61 ± 0.01 0.73 ± 0.01 0.79 ± 0.01 0.89 ± 0.01 1.06 ± 0.03 1.49 ± 0.05
0.1 0.63 ± 0.01 0.54 ± 0.02 0.51 ± 0.01 0.50 ± 0.01 0.50 ± 0.01 0.59 ± 0.04 0.71 ± 0.00 0.79 ± 0.02 0.91 ± 0.02 1.11 ± 0.01 1.49 ± 0.05
0.2 0.63 ± 0.01 0.53 ± 0.01 0.49 ± 0.01 0.49 ± 0.02 0.48 ± 0.01 0.56 ± 0.02 0.67 ± 0.00 0.74 ± 0.04 0.86 ± 0.01 1.06 ± 0.00 1.49 ± 0.05
0.3 0.62 ± 0.01 0.52 ± 0.01 0.48 ± 0.01 0.47 ± 0.01 0.45 ± 0.01 0.53 ± 0.01 0.63 ± 0.00 0.69 ± 0.03 0.80 ± 0.00 1.02 ± 0.01 1.49 ± 0.05
0.4 0.58 ± 0.01 0.49 ± 0.01 0.45 ± 0.01 0.43 ± 0.02 0.41 ± 0.01 0.48 ± 0.02 0.58 ± 0.02 0.63 ± 0.01 0.74 ± 0.01 0.96 ± 0.01 1.49 ± 0.05
0.5 0.49 ± 0.03 0.39 ± 0.00 0.35 ± 0.00 0.33± 0.01 0.33± 0.01 0.33± 0.01 0.48 ± 0.01 0.54 ± 0.01 0.65 ± 0.02 0.90 ± 0.01 1.49 ± 0.05
0.6 0.55 ± 0.03 0.45 ± 0.01 0.41 ± 0.01 0.38 ± 0.00 0.37 ± 0.01 0.44 ± 0.02 0.53 ± 0.01 0.57 ± 0.00 0.69 ± 0.01 0.90 ± 0.03 1.49 ± 0.05
0.7 0.63 ± 0.01 0.55 ± 0.04 0.53 ± 0.02 0.55 ± 0.01 0.56 ± 0.01 0.67 ± 0.01 0.80 ± 0.01 0.89 ± 0.03 1.01 ± 0.02 1.18 ± 0.03 1.49 ± 0.05
0.8 0.66 ± 0.03 0.58 ± 0.01 0.57 ± 0.01 0.59 ± 0.01 0.61 ± 0.01 0.73 ± 0.00 0.87 ± 0.01 0.95 ± 0.02 1.06 ± 0.02 1.20 ± 0.02 1.49 ± 0.05
0.9 0.68 ± 0.01 0.61 ± 0.05 0.61 ± 0.02 0.64 ± 0.00 0.67 ± 0.00 0.79 ± 0.01 0.93 ± 0.02 1.01 ± 0.03 1.11 ± 0.01 1.23 ± 0.01 1.49 ± 0.05
1 0.75 ± 0.00 0.69 ± 0.01 0.69 ± 0.01 0.72 ± 0.01 0.75 ± 0.01 0.87 ± 0.01 1.01 ± 0.01 1.09 ± 0.01 1.18 ± 0.03 1.28 ± 0.02 1.49 ± 0.05
Tabla 4.2: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos para´me-



























0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 0.68 ± 0.02 0.57 ± 0.02 0.54 ± 0.02 0.56 ± 0.04 0.56 ± 0.02 0.67 ± 0.05 0.77 ± 0.06 0.85 ± 0.02 0.94 ± 0.03 1.12 ± 0.04 1.58 ± 0.06
0.1 0.68 ± 0.03 0.57 ± 0.01 0.53 ± 0.01 0.55 ± 0.02 0.53 ± 0.00 0.64 ± 0.02 0.75 ± 0.02 0.84 ± 0.01 0.97 ± 0.01 1.17 ± 0.02 1.58 ± 0.06
0.2 0.68 ± 0.02 0.58 ± 0.01 0.54 ± 0.00 0.51 ± 0.02 0.53 ± 0.00 0.61 ± 0.03 0.72 ± 0.02 0.79 ± 0.01 0.92 ± 0.01 1.13 ± 0.02 1.58 ± 0.06
0.3 0.69 ± 0.01 0.56 ± 0.01 0.53 ± 0.00 0.51 ± 0.00 0.51 ± 0.00 0.56 ± 0.00 0.67 ± 0.00 0.74 ± 0.01 0.85 ± 0.02 1.08 ± 0.03 1.58 ± 0.06
0.4 0.64 ± 0.01 0.53 ± 0.02 0.47 ± 0.03 0.45 ± 0.00 0.44 ± 0.01 0.53 ± 0.02 0.62 ± 0.02 0.69 ± 0.00 0.81 ± 0.01 1.02 ± 0.00 1.58 ± 0.06
0.5 0.55 ± 0.00 0.42 ± 0.01 0.38 ± 0.02 0.36 ± 0.00 0 .37 ± 0 .01 0 .43 ± 0 .02 0.53 ± 0.01 0.59 ± 0.01 0.71 ± 0.02 0.95 ± 0.00 1.58 ± 0.06
0.6 0.60 ± 0.00 0.50 ± 0.02 0.45 ± 0.02 0.43 ± 0.02 0.42 ± 0.01 0.47 ± 0.00 0.56 ± 0.01 0.63 ± 0.01 0.74 ± 0.02 0.96 ± 0.00 1.58 ± 0.06
0.7 0.67 ± 0.01 0.59 ± 0.03 0.56 ± 0.00 0.60 ± 0.01 0.61 ± 0.02 0.72 ± 0.00 0.85 ± 0.01 0.94 ± 0.01 1.07 ± 0.02 1.25 ± 0.00 1.58 ± 0.06
0.8 0.72 ± 0.00 0.64 ± 0.02 0.62 ± 0.00 0.64 ± 0.02 0.66 ± 0.03 0.78 ± 0.03 0.94 ± 0.01 1.02 ± 0.03 1.13 ± 0.03 1.28 ± 0.02 1.58 ± 0.06
0.9 0.73 ± 0.03 0.68 ± 0.02 0.64 ± 0.03 0.69 ± 0.03 0.73 ± 0.02 0.84 ± 0.04 0.99 ± 0.02 1.09 ± 0.02 1.20 ± 0.04 1.31 ± 0.03 1.58 ± 0.06
1 0.79 ± 0.01 0.73 ± 0.00 0.72 ± 0.03 0.77 ± 0.00 0.81 ± 0.01 0.94 ± 0.04 1.07 ± 0.02 1.17 ± 0.02 1.25 ± 0.06 1.35 ± 0.05 1.58 ± 0.06
Tabla 4.3: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Completo y gu´ıa SDAE3, para MNIST. En cursiva aparecen los valores elegidos por
validacio´n y en negrita los mejores valores.
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4.5.2. Costes computacionales
Es obvio que la exploracio´n de los valores de los para´metros no entrenables α, β
implica repetir el proceso de entrenamiento del SDAE3 tantas veces cuantos pares de
valores se consideren: aqu´ı, 11×11 = 121; digamos dos o´rdenes de magnitud. Tambie´n
resulta evidente que, tras el entrenamiento, la ma´quina resultante es indistinguible
de un SDAE3: de modo que el coste computacional de operacio´n no se incrementa en
absoluto por incluir el pre-e´nfasis; un hecho que debe resaltarse por lo que significa
de beneficio a costa u´nicamente de un modesto esfuerzo en el disen˜o del clasificador
ma´quina, pero sin gravar la operacio´n.
4.6. Conclusiones
Hemos comprobado en este cap´ıtulo que las sencillas te´cnicas de pre-e´nfasis
–ponderar los costes de las muestras de acuerdo con la importancia que cada una
tenga para la resolucio´n del problema de clasificacio´n que se este´ considerando–, ya
acreditadas para ma´quinas llanas, son tambie´n efectivas para mejorar las prestaciones
de clasificadores profundos: en concreto, de SDAE3s para las bases de datos MNIST,
MNIST-B y RECT –lo que puede considerarse representativo de lo que ocurre en
general.
Tal mejora es no so´lo significativa, sino importante si se elige una funcio´n de pre-
e´nfasis suficientemente general y flexible: como las versiones (multiclase y binaria)
de doble combinacio´n convexa que aqu´ı hemos presentado y aplicado; versiones que
incluyen un te´rmino comu´n –o moderador: no implica mayor peso para ninguna
de las muestras– y dos te´rminos dependientes de las muestras: uno, segu´n su error
(en la clasificacio´n gu´ıa o auxiliar); otro, segu´n su proximidad a la frontera. Y se
ha comprobado adema´s que la ausencia de cualquiera de dichos tres componentes
implica un decremento en la efectividad del pre-e´nfasis –aunque siga proporcionando
mejora.
Todo ello, sin dificultades para la seleccio´n de los dos para´metros no entrenables
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contenidos en la expresio´n de la funcio´n de e´nfasis: hay paralelismo entre los re-
sultados de validacio´n y test, y las superficies correspondientes son razonablemente
planas. Tampoco hay sobrecoste computacional en la operacio´n; y el incremento de
la carga computacional de disen˜o es modesto (unos 2 o´rdenes de magnitud); de modo
que el pre-e´nfasis no so´lo es efectivo, sino eficaz.
La seleccio´n de la gu´ıa es relevante, pero no cr´ıtica: a mejor gu´ıa, ma´s ventaja;
pero las diferencias no son dra´sticas.
Visto esto, procederemos en el siguiente cap´ıtulo a estudiar la inclusio´n de pre-




En este cap´ıtulo se va a comprobar si combinando la binarizacio´n y la diversidad
con el pre-enfatizado mejoran las prestaciones del clasificador SDAE3.
Se evaluara´n dos formas de combinacio´n:
pre-enfatizando el mejor disen˜o de la seccio´n 3.2, arquitectura TS ECOC (un
SDAE3 con binarizacio´n ECOC y “Switching” para cada dicotomı´a)
comenzando con binarizacio´n ECOC ma´s SDAE3 pre-enfatizado ma´s “Swit-
ching” por cada rama de dicotomı´as.
El objetivo principal es verificar si las arquitecturas SDAE3, que son representa-
cionales, mantienen sus ventajas en proveer informacio´n valiosa del problema en las
unidades profundas, a la vez que posibilitan la obtencio´n de mejores prestaciones.
Para permitir co´modas comparaciones, en la Tabla 5.1 se presenta un resumen
de resultados de los cap´ıtulos anteriores.
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VAER (±SD) TAER (±SD)
MNIST
SDAE3 1.49± 0.05 1.58± 0.06
PrE SDAE3
0.33± 0.01 0.37± 0.01
(α = 0.4, β = 0.6)
DAE+ECOC+SW 0.30± 0.02 0.36± 0.02
MNIST-B
SDAE3 2.65± 0.15 3.42± 0.10
PrE SDAE3
0.74± 0.00 0.72± 0.01
(α = 0.3, β = 0.5)
DAE+ECOC+SW 0.71± 0.03 0.75± 0.01
RECT
SDAE3 2.54± 0.22 2.40± 0.13
PrE SDAE3
1.02± 0.09 0.87± 0.04
(α = 0.4, β = 0.3)
DAE+SW 1.07± 0.05 1.10± 0.02
Tabla 5.1: Resultados para las arquitecturas: aprendiz profundo ba´sico (SDAE3),
su mejor forma de pre-enfatizado (PrE+SDAE3) y su mejor binarizacio´n (ECOC
para los problemas multiclase) ma´s diversificacio´n “Switching” (DAE+ECOC+SW).
AER(±SD):% Tasa de error promedio ± desviacio´n t´ıpica; V: validacio´n; T: test.
5.1. Arquitecturas
5.1.1. SDAE3 pre-enfatizado ma´s binarizacio´n a la salida y di-
versificacio´n
Este caso corresponde a aplicar pre-e´nfasis a la mejor arquitectura de la sec-
cio´n 3.2. La Figura 5.1 muestra la arquitectura completa, que denominaremos
PrE+DAE3+ECOC+SW (Pre-enfatizado de DAE3 ma´s ECOC ma´s “SWitching”).
No se ha modificado ningu´n para´metro no entrenable de la ma´quina original (sin
pre-e´nfasis), esto es, el nu´mero de aprendices para cada problema binario es N = 101,
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Figura 5.1: Arquitectura PrE+DAE3+ECOC+SW para un problema multiclase.
PrE: unidad de pre-enfatizado. DAE3: auto-codificador de 3 capas. ECOCm: ele-
mentos del problema de codificacio´n. SWEm: conjunto de ma´quinas “Switching”,
incluyendo el voto por mayoria. HDU: procesador final de distancia de Hamming,
selecciona la clase correspondiente (o) de la muestra de entrada x.
la tasa de volteado de etiquetas es S = 30% (para MNIST y MNIST-B) y S = 40%
(para RECT; caso sin ECOC). La razo´n de mantener estos para´metros es evitar
el alto coste computacional adicional de disen˜o, que al incluir adema´s la bu´squeda
de los para´metros de pre-enfatizado exceder´ıa un l´ımite razonable. Sin embargo, es
evidente que una validacio´n conjunta podr´ıa conducir a mayores mejoras.
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5.1.2. Binarizacio´n ma´s pre-enfatizado por separado de conjun-
tos de ma´quinas con salidas diversificadas
En disen˜os anteriores se ha comprobado que se obtienen mejores resultados bina-
rizando y despue´s diversificando: no esta´ claro que ocurra de igual manera cuando
se aplica pre-enfatizado, porque cada problema binario es ma´s flexible y, por tanto,
pre-enfatiza´ndolos por separado podr´ıa ser beneficioso.
La Figura 5.2, muestra la segunda estructura, a la que denominaremos
ECOC+PrE+DAE3+SW (ECOC ma´s Pre-enfatizado de DAE3s con conjunto de
ma´quinas “SWitching” como clasificador final).
Para este disen˜o se mantienen el taman˜o del conjunto de ma´quinas “Switching”,
N = 101, pero la tasa de volteo de etiquetas de la ma´quina auxiliar para el pre-
enfatizado se obtiene por validacio´n (valores de S=10, 20, 30 y 40%), juntamente
con los para´metros de pre-enfatizado; esos valores validados se adoptan en el disen˜o
final.
La funcio´n de e´nfasis empleada es la misma que se ha mencionado en cap´ıtulos
anteriores, considerando el caso multiclase y su equivalente para el caso binario. Se
exploran los para´metros de pre-enfatizado α y β dentro del rango [0, 1] en pasos de
0.1. La ma´quina auxiliar o gu´ıa es la versio´n sin enfatizar de la ma´quina bajo ana´lisis.
Se aplican 10 inicializaciones independientes para calcular los resultados finales.
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Figura 5.2: Arquitectura ECOC+PrE+DAE3+SW para un problema multiclase. Ar-
quitectura con pre-e´nfasis separado. PrEm: pre-enfatizado para cada problema bina-
rio a partir del ECOC. DAE3m y SWEm: indica el correspondiente DAE3 y su con-
junto de ma´quinas “Switching”, incluyendo el voto por mayoria. HDU: procesador
final de distancia de Hamming.
5.2. Resultados
5.2.1. Resultados para PrE+DAE3+ECOC+SW
La Tabla 5.2 muestra los resultados experimentales para la arquitectura
PrE+DAE3+ECOC+SW. Se ve claramente que el pre-enfatizado supera en presta-
ciones a la mejor ma´quina diversificada –MNIST (TS ECOC): 0.36± 0.02, MNIST-
B(TS ECOC): 0.75± 0.01, RECT (TS): 1.10± 0.02.
La menor mejora se da para el caso de RECT, que consigue un escaso beneficio
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VAER (±SD) TAER (±SD)
MNIST
0.28± 0.06 0.30± 0.01
(α = 0.3, β = 0.4)
MNIST-B
0.63± 0.04 0.62± 0.01
(α = 0.2, β = 0.6)
RECT
0.81± 0.02 0.76± 0.03
(α = 0.4, β = 0.3)
Tabla 5.2: Resultados para las versiones pre-enfatizadas de la mejor ar-
quitectura binarizada (para multiclase) y diversificada (por “Switching”)
(PrE+DAE3+ECOC+SW). AER(±SD):% tasa de error promedio (± desviacio´n
t´ıpica); V: validacio´n; T: test.
en comparacio´n con el caso de diversificacio´n “Switching”.
Como siempre, se debe destacar el papel que juegan los valores de α y β, ya que
con valores que simplifiquen las ecuaciones del pre-enfatizado los resultados empeo-
ran; por ejemplo, en el caso de MNIST, se obtienen:
con e´nfasis directo por error (α = 0, β = 1): 0.33± 0.03
con e´nfasis directo por proximidad (α = 0, β = 0): 0.32± 0.01
Las diferencias no son muy apreciables debido a que estamos comparando con
una arquitectura de muy alta capacidad expresiva.
Estos resultados podr´ıan mejorar si se aplica una bu´squeda adicional ma´s fina
de los para´metros no entrenables α y β; en este caso no lo haremos, dejando esta
posibilidad para el siguiente modelo.
5.2.2. Resultados para ECOC+PrE+DAE3+SW
La Tabla 5.3 muestra los valores validados de los para´metros α y β para cada
problema binario para MNIST.
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Una vez ma´s, se manifiesta que el empleo de la ecuacio´n de pre-enfatizado juega
un rol importante. Todas las componentes de la ecuacio´n esta´n presentes en cada
una de las formas o´ptimas para las 15 dicotomı´as. Es decir, que los valores de αn
y βn son distintas de 0 y 1, y ligeramente diferentes para algunos de los problemas
binarios.
αn βn S(%) TAER
P1 0.2 0.3 20 0.25
P2 0.2 0.3 10 0.25
P3 0.3 0.3 30 0.40
P4 0.4 0.3 40 0.16
P5 0.3 0.4 20 0.22
P6 0.2 0.4 30 0.26
P7 0.2 0.4 30 0.20
P8 0.4 0.6 30 0.15
P9 0.6 0.4 30 0.18
P10 0.5 0.6 20 0.22
P11 0.5 0.6 20 0.30
P12 0.7 0.4 10 0.26
P13 0.7 0.4 10 0.45
P14 0.7 0.4 10 0.32
P15 0.3 0.2 40 0.35
Tabla 5.3: Para´metros no entrenables y prestaciones (Tasa de error prome-
dio de test(%), TAER) para cada una de las 15 ma´quinas que conforman el
ECOC+PrE+DAE3+SW para el problema MNIST.
En la Tabla 5.4 se muestran los resultados experimentales de clasificacio´n prome-




VAER (±SD) TAER (±SD)
MNIST 0.24± 0.12 0.26± 0.04
MNIST-B 0.61± 0.02 0.55± 0.04
Tabla 5.4: Resultados para la arquitectura ECOC+PrE+DAE3+SW. V/TAER
(±SD): validacio´n/test; tasa de error promedio(± desviacio´n t´ıpica)%.
Se puede ver que estos resultados son objetivamente buenos, mejores que los de
las arquitecturas presentadas anteriormente. La tasa de error de test para la base de
datos MNIST es de 0.26%, pra´cticamente junto al re´cord absoluto, 0.21%.
Forzando los valores de αn y βn a valores que simplifican el e´nfasis, vemos que
para el caso de MNIST los resultados empeoran:
clasificador auxiliar (αn = 1): 0.36± 0.02
e´nfasis directo completo (αn = 0, βn = 0.4) : 0.34± 0.02
e´nfasis directo por error (αn = 0, βn = 1) : 0.30± 0.03
e´nfasis directo por proximidad (αn = 0, βn = 0) : 0.28± 0.03
El proceso de validacio´n para seleccionar los para´metros no entrenables no ofre-
ce ninguna dificultad; incluso abre una posibilidad interesante, esto es, aplicar una
exploracio´n ma´s fina de los para´metros α y β. Para ello, se realiza una bu´squeda de
los valores de estos para´metros con pasos ma´s cortos, 0.02, alrededor de los valores
encontrados en la validacio´n anterior. Las tasas de error calculadas con estos nuevos
para´metros se indican en la Tabla 5.5. Como se puede ver, son ligeramente inferiores.
Nos hemos acercado au´n ma´s al re´cord.
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VAER (±SD) TAER (±SD)
MNIST 0.22± 0.08 0.24± 0.08
MNIST-B 0.57± 0.07 0.52± 0.06
Tabla 5.5: Resultados para la arquitectura ECOC+PrE+DAE3+SW con exploracio´n
fina de α y β. V/TAER (±SD): validacio´n/test; tasa de error promedio (± desviacio´n
t´ıpica)%.
5.3. Inclusio´n de Distorsio´n Ela´stica
El Aumento de Ejemplos ha sido un complemento tradicional para los algorit-
mos de clasificacio´n de d´ıgitos manuscritos [LeCun et al., 1998]. Proporciona buenas
prestaciones [Tabik et al., 2017], en particular cuando se aplica en la construccio´n de
conjuntos [Cires¸an et al., 2012a]. Por tanto, an˜adir esto a los disen˜os anteriormente
citados es una posibilidad interesante. Presentamos un resumen del procedimiento
que se ha aplicado.
Se trabaja con diversas distorsiones, seleccionando cinco combinaciones
de para´metros que producen resultados visualmente aceptables: {σ,∆} =
{3, 30}, {4, 20}, {4, 30}, {5, 10}, y {5, 20}, donde el para´metro de escalado se apli-
ca a los desplazamientos horizontal y vertical de las matrices que esta´n formadas por
valores aleatorios de una distribucio´n uniforme entre [−0.1, 0.1]. Se explora la tasa
apropiada de generacio´n (de ejemplos distorsionados respecto al taman˜o original de
datos): 100, 200, 300, y 400% del nu´mero de muestras de entrenamiento, y se encuen-
tra que 300% es un porcentaje adecuado para la mayor´ıa de los disen˜os. A la vez que
se incluyen nuevas muestras distorsionadas, se explora el nivel de ruido alrededor del
que previamente fue elegido 10%, y se selecciona el 7% como nuevo valor apropiado
para su varianza.
Se mantiene el resto de para´metros no entrenables en sus previos valores, excepto
α, β, que se validara´n despue´s, se obtiene los % de tasas de error ± desviacio´n
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VAER (±SD) TAER (±SD)
MNIST 0.19± 0.06 0.19± 0.01
MNIST-B 0.52± 0.05 0.50± 0.03
Tabla 5.6: Resultados para la arquitectura ED ECOC+PrE+DAE3+SW: Disen˜o
ECOC+PrE+DAE3+SW cuando se entrena con Aumento de Ejemplos utilizando
Distorsio´n Ela´stica (ED), proceso explicado en el texto. V/TAER (±SD): valida-
cio´n/test; tasa de error promedio (± desviacio´n t´ıpica)%.
t´ıpica de la Tabla 5.6 cuando se an˜aden las muestras con distorsiones ela´sticas para
el entrenamiento de la ma´quina ECOC+PrE+DAE3+SW. Se promedia sobre 10
inicializaciones independientes.
Puede apreciarse mejoras significativas en las prestaciones, y esto sustenta la in-
tuicio´n de que la combinacio´n de la distorsio´n ela´stica con el disen˜o de pre-enfatizado
ma´s binarizacio´n y diversificacio´n convencional, es efectiva. Hay que resaltar que las
prestaciones para MNIST constituye un nuevo re´cord absoluto, aun cuando las CNN
son ma´quinas ma´s adaptadas a la tarea de reconocimiento de d´ıgitos manuscritos.
Este hecho permite conjeturar que combinar diversidad con otros mecanismos de
mejora de distinta naturaleza podr´ıa proporcionar ventajas al trabajar con DNN.
Hay que destacar que tanto el pre-enfatizado como las distorsiones ela´sticas incre-
mentan el esfuerzo de disen˜o, pero no modifican el taman˜o de la ma´quina disen˜ada
y, consecuentemente, no cambian la carga computacional en operacio´n.
5.4. Ejemplos de d´ıgitos erro´neos
En esta seccio´n se presentan, en la Figura 5.3, las diferentes muestras que han
generado error en la clasificacio´n en test con la u´ltima de las ma´quinas disen˜adas,
ECOC+PrE+DAE3+SW ma´s distorsio´n ela´stica, problema MNIST, para la u´ltima
inicializacio´n (los casos son semejantes para las otras nueve).
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Figura 5.3: Dı´gitos erro´neos de MNIST clasificados con ECOC+PrE+DAE3+SW y
distorsio´n ela´stica. Sobre cada d´ıgito se encuentran: a la izquierda el d´ıgito correcto
y a la derecha la salida de la ma´quina.
Las caracter´ısticas de los d´ıgitos que han sido clasificados de forma erro´nea corres-
ponden a formas bastante confusas –incluso para el ojo humano–. Quiza´ utilizando
te´cnicas de distorsio´n, por ejemplo ensanchamiento o encogimiento del d´ıgito, las
caracter´ısticas fundamentales resultasen ma´s visibles y podr´ıan clasificarse correcta-
mente.
5.5. Conclusiones
En este cap´ıtulo se han propuesto dos arquitecturas que combinan el pre-
enfatizado con la binarizacio´n y la diversificacio´n tradicional en ma´quinas profundas
basadas en auto-codificadores, en particular los SDAE3. La evaluacio´n de las presta-
ciones sobre las bases de datos MNIST, MNIST-B y RECT, ampliamente utilizadas
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como bancos de pruebas, muestra mejoras apreciables respecto a las versiones que
incluyen u´nicamente binarizacio´n y diversificacio´n o solamente pre-enfatizado. Las
mejoras son muy importantes con respecto a la ma´quina ba´sica SDAE3, y el resultado
de las u´ltimas arquitecturas presentadas en este apartado, ECOC+PrE+DAE3+SW,
prove´ un re´cord para la base de datos MNIST para disen˜os de clasificacio´n basados en
auto-codificadores, 0.24%, que es muy cercano al re´cord absoluto de 0.21% obtenido
mediante el disen˜o DCNN con “Drop-Connect”. Y, an˜adiendo Distorsio´n Ela´stica al
mejor disen˜o previo, se baja la tasa de error para MNIST a 0.19%, que mejora dicho
re´cord absoluto.
Se puede concluir que la combinacio´n del pre-enfatizado con binarizacio´n y di-
versificacio´n es una opcio´n efectiva para mejorar las prestaciones de los clasificadores
basados en auto-codificadores, cuyas ventajas debidas a su cara´cter representacional
son bien conocidas.
Queda mucho trabajo por hacer para extender esta investigacio´n. Una de las v´ıas
por las que se puede seguir es la bu´squeda de buenos mecanismos para generacio´n
de muestras –por ejemplo, la adecuada distorsio´n de las ima´genes de entrenamiento–
para resaltar las caracter´ısticas fundamentales de las muestras. Otra de las grandes




Se ha orientado esta Tesis, como se declara en su resumen y resulta evidente en
su desarrollo, a investigar si la diversificacio´n de redes neuronales profundas produce
beneficio en sus prestaciones; una posibilidad que, sorprendentemente, ha despertado
poco –a lo sumo, moderado– intere´s entre quienes se dedican al Aprendizaje Ma´quina.
Naturalmente, se ha hecho necesario delimitar el a´mbito en que se han llevado a
cabo los correspondientes estudios y experimentos:
las ma´quinas profundas consideradas han sido los clasificadores basados en
auto-codificacio´n (profunda) expansiva con reduccio´n de ruido; y ello, porque
esta familia no responde a necesidades “ad hoc” –como s´ı hacen las arquitec-
turas convolucionales– y, adema´s, tiene cara´cter representacional, lo que puede
suponer importantes ventajas en algunas aplicaciones;
los modos de diversificacio´n aplicados han sido uno-contra-uno y mediante co´di-
gos de salida correctores de errores, a efectos de binarizar problemas multiclase,
y los cla´sicos “Bagging” y “Switching” para la diversificacio´n de la informacio´n
aplicada para el entrenamiento de los aprendices; lo segundo, por razones de
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sencillez y suficiencia a efectos de llevar a cabo las comprobaciones esenciales
para el fin perseguido;
adema´s, y ante las dificultades de incluir el ma´s acreditado me´todo de diversi-
ficacio´n, “Boosting” –imposible directamente, dado que las redes profundas no
son aprendices de´biles; requiriendo una notable carga de ca´lculo adicional a la
ya elevada en este contexto si se restringe al clasificador final–, se ha estudiado
tambie´n la posibilidad de recurrir a te´cnicas de pre-e´nfasis –conceptualmente
paralelas a las de “Boosting”–; proponiendo una forma de ponderacio´n general
y flexible, que se ha evaluado tanto aisladamente como en combinacio´n con la
diversificacio´n;
a los efectos de disponer de referencias experimentales amplias y acreditadas,
los experimentos se han llevado a cabo con tres bases de datos muy utiliza-
das y de distintas caracter´ısticas –MNIST, MNIST-BASIC y RECTANGLES–,
que adema´s consisten en datos cuya estructura es propicia para otro tipo de
ma´quinas profundas, las convolucionales: con lo que las comparaciones no solo
evitan sesgos a favor de los disen˜os que en esta Tesis se proponen, sino que son
intr´ınsecamente desfavorables para estos disen˜os.
Cierto es que de los resultados obtenidos no puede concluirse que cualquier di-
versificacio´n es beneficiosa para cualquier red neuronal profunda en la resolucio´n de
cualquier problema –y ya se han publicado trabajos en que se comprueba que no es
as´ı bajo determinadas condiciones–, pero, aparte de recordar el teorema “No Free
Lunch”, se puede decir que la seleccio´n de me´todos y problemas posibilita generali-
zaciones con un elevado grado de verosimilitud.
Se pasa ahora a resumir y comentar los resultados expuestos en la Tesis.
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6.1. Aportaciones de la Tesis
Por claridad, expondremos y comentaremos los resultados en el mismo orden en
que se han presentado en los Cap´ıtulos 3, 4 y 5.
a) La diversificacio´n mediante “Bagging” o “Switching” no produce beneficios (de
hecho, produce pe´rdidas) en la resolucio´n con clasificadores basados en auto-
codificacio´n de problemas multiclase si no se incluye binarizacio´n.
b) La binarizacio´n abre camino a la mejora de prestaciones mediante diversifica-
cio´n, en particular si esta se aplica en la etapa de clasificacio´n final, arquitectu-
ras T; lo que demuestra que los auto-codificadores expansivos con reduccio´n de
ruido cumplen perfectamente con el papel que se espera que jueguen (adema´s,
posiblemente llevan a cabo su hipote´tica funcio´n de desenmaran˜amiento). Las
mejoras obtenidas son realmente significativas (la tasa de error baja a menos
de la mitad con uno-contra-uno, y a una cuarta parte con co´digos), sobre to-
do con “Switching” aplicado a arquitecturas T; mejores para binarizacio´n por
co´digo que para binarizacio´n uno-contra-uno (como cab´ıa esperar: no´tese que
esto supone una ganancia en compacidad).
En cuanto a la influencia de las caracter´ısticas de las bases de datos, no aparecen
diferencias sustanciales segu´n ellas en los niveles de mejora; s´ı leves, a favor de
los problemas multiclase y de situaciones de entrenamiento menos intensivo
(MNIST-BASIC frente a MNIST).
c) Ha de destacarse que los procesos de validacio´n, para los problemas consi-
derados, se ven favorecidos por la aparicio´n de efectos de saturacio´n con los
para´metros y con el taman˜o de la diversificacio´n. Aunque esto no admita una
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generalizacio´n incondicional, s´ı cabe esperar que aplicar procedimientos de va-
lidacio´n ma´s elaborados sirva para hacer frente a situaciones menos favorables.
d) No pod´ıa dudarse de que las significativas ventajas que la diversificacio´n (bi-
narizacio´n ma´s informacional) proporciona ha de pagarse de algu´n modo: el
esfuerzo computacional de disen˜o y de operacio´n se incrementa muy sensible-
mente con respecto a las versiones no diversificadas; por ejemplo, para MNIST
con co´digo y “Switching”, unos tres o´rdenes de magnitud cada uno. Sin embar-
go, ha de afirmarse que tales cargas de ca´lculo no son inasumibles –al menos
para problemas de suficiente valor– y que, con el incremento de la potencia
de ca´lculo de los ordenadores (en general), la importancia de este obsta´culo es
ra´pidamente decreciente.
e) La directa aplicacio´n de las formas de pre-e´nfasis que en esta Tesis se proponen
–una doble combinacio´n convexa de ponderacio´n uniforme, ponderacio´n de-
pendiente del error, y ponderacio´n dependiente de la proximidad a la frontera–
produce mejoras en las prestaciones de los clasificadores estudiados que, en cier-
ta manera, sorprenden: reducciones de la tasa de error de tres cuartas partes,
“grosso modo”. Es necesario resaltar que la forma general que se propone para
la ponderacio´n, segu´n revelan los experimentos, es clave para tanta mejora: si
se eliminan te´rminos, las prestaciones se degradan perceptiblemente. As´ı ocurre
incluso cuando se prescinde del te´rmino constante, cuya funcio´n moderadora
resulta muy provechosa.
Otros aspectos –como la ventaja de emplear mejores gu´ıas– eran previamente
conocidos.
f) Dada la forma de doble combinacio´n convexa elegida para el pre-e´nfasis, resulta
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computacionalmente, muy asequible su parametrizacio´n: se trata de explorar
dos para´metros en el margen [0, 1], lo que, para pasos de 0.1, por ejemplo, su-
pone que la carga de disen˜o se incrementa u´nicamente en unos dos o´rdenes de
magnitud: muy aceptable, a la vista del sustancial beneficio que se consigue.
Adema´s, tiene mucha importancia el hecho de que la ma´quina disen˜ada me-
diante pre-e´nfasis requiere en operacio´n una carga computacional exactamente
igual a la que necesita la versio´n disen˜ada directamente: no parece preciso
insistir en la trascendencia de esta igualdad.
Tampoco aparecen dificultades de validacio´n en el caso del pre-e´nfasis.
g) Combinar diversificacio´n y pre-e´nfasis conduce a adicionales mejoras de pres-
taciones. As´ı se ha verificado experimentalmente en esta Tesis para dos casos:
pre-enfatizando el mejor disen˜o obtenido mediante diversificacio´n (con esa mis-
ma ma´quina como gu´ıa), y pre-enfatizando por separado ma´quinas binarias
ana´logas correspondientes a la codificacio´n que se ha venido aplicando. Los re-
sultados son espectacularmente buenos, sobre todo en el segundo caso –lo que
es atribuible a poder diversificar el pre-e´nfasis–, llegando con una exploracio´n
fina (pasos 0.02) de los para´metros de pre-e´nfasis a una tasa de error del 0.24%
para la base de datos MNIST: el re´cord absoluto (que se obtuvo mediante las
ma´s adaptadas al problema arquitecturas convolucionales), 0.21%, es casi equi-
valente a lo aqu´ı conseguido con una arquitectura gene´rica y sin diversificacio´n
por distorsio´n.
h) Por u´ltimo, an˜adiendo al mejor disen˜o obtenido segu´n lo anterior una Distorsio´n
Ela´stica, se supera para el MNIST el re´cord recie´n mencionado, deja´ndolo en
una tasa de error de tan so´lo 0.19%.
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Esta larga lista de resultados significativos nos permite asegurar aqu´ı que la op-
cio´n de combinar diversificacio´n y profundidad (lo que puede simbolizar por D2L,
“Diverse and Deep Learning”) no es so´lo prometedora, sino –con las debidas cautelas
y, en su caso, aplicando “trucos” apropiados– acreditadamente eficaz para obtener
prestaciones en el “estado del arte” para problemas de clasificacio´n.
Aunque ya se ha referenciado alguna, repetimos aqu´ı la lista de publicaciones
–aparecidas o remitidas– que presentan los resultados de la Tesis:
la comunicacio´n [Alvear-Sandoval and Figueiras-Vidal, 2015] incluye resulta-
dos preliminares en diversificacio´n;
la comunicacio´n [Alvear-Sandoval and Figueiras-Vidal, 2016] presenta resulta-
dos iniciales de la aplicacio´n del pre-e´nfasis que hemos propuesto;
el art´ıculo [Alvear-Sandoval et al., 2016] completa los experimentos, los resul-
tados y la discusio´n relativos al pre-e´nfasis; equivale al Cap´ıtulo 4;
finalmente, el art´ıculo [Alvear-Sandoval and Figueiras-Vidal, 2018] se dedica a
la combinacio´n de pre-e´nfasis y diversificacio´n, adema´s de a la introduccio´n de
Distorsio´n Ela´stica, con un contenido ana´logo al del Cap´ıtulo 5.
La presentacio´n de esta lista no debe interpretarse como que los trabajos se hayan
cerrado; lo veremos en el apartado que sigue.
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6.2. L´ıneas para futuros trabajos
Distinguiremos tres tipos de trabajos: los inmediatamente nacidos de los aqu´ı pre-
sentados (A), los que suponen ampliaciones dentro del a´mbito del aprendizaje profun-
do (B), y en tercer lugar, los que extienden a otros campos del aprendizaje ma´quina
direcciones abiertas en esta Tesis (C).
Para evitar una excesiva extensio´n debida a largas enumeraciones, no concreta-
remos posibilidades cuando estas sean muy numerosas –aunque ocasionalmente se
mencionen ejemplos–, salvo en aquellos casos en que haya constancia de que se ha
iniciado su exploracio´n.
A. L´ıneas inmediatas
A1. Comprobacio´n del grado en que se pueden generalizar las conclusiones sobre los
disen˜os propuestos mediante su aplicacio´n a otras bases de datos de referencia
y a problemas pra´cticos; prestando particular atencio´n a las posibles te´cnicas
de binarizacio´n para situaciones de clases numerosas.
A2. Comprobacio´n de la ventaja de las funciones de pre-e´nfasis propuestas con otros
tipos de ma´quinas. Miembros del grupo de investigacio´n en cuyo seno se han
llevado a cabo los trabajos que aqu´ı se incluyen ya han abordado su aplicacio´n
en “Boosting”.
A3. Examen de la validez de las conclusiones relativas a la aplicacio´n conjunta
de binarizacio´n y diversificacio´n informativa y de e´stas con pre-e´nfasis para
arquitecturas llanas: para e´stas no hay estudios sistema´ticos en tal sentido. Se
han iniciado ya trabajos en esta l´ınea en el grupo de investigacio´n en el que se
ha desarrollado la Tesis.
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A4. Verificacio´n de la validez de las conclusiones que se han expuesto para otros
me´todos de auto-codificacio´n profunda. En particular, se acaba de iniciar una
colaboracio´n con investigadores de la Universidad de Valencia para examinar
los resultados con auto-codificadores construidos con Ma´quinas de Aprendizaje
Extremo.
A5. Valoracio´n de las posibles mejoras derivadas de la inclusio´n de otros trucos
y otros modos de diversificacio´n. Particularmente atractiva parece la v´ıa de
incluir mecanismos de diversidad en los pasos de agregacio´n, que tambie´n puede
considerarse separadamente, por s´ı misma.
B. Ampliaciones en aprendizaje profundo
B1. Aplicacio´n de la binarizacio´n y diversificacio´n informativa o/y el pre-e´nfasis a
otras familias de ma´quinas profundas; en particular, a las de disen˜o directo, y
tambie´n a las convolucionales, cuya “inestabilidad” con la inicializacio´n de los
pesos supone una dificultad an˜adida que muy probablemente requerira´ mayor
elaboracio´n de los me´todos aqu´ı explicados (pero, a la vez, ofrecen la oportuni-
dad de conseguir prestaciones re´cord en problemas de referencia). Se han dado
pasos preliminares en esta direccio´n.
B2. Lo mismo que se ha indicado en A5 (otros trucos de diversificaciones) puede
estudiarse para otras familias de redes neuronales profundas.
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C. Extensiones generales
C1. La posibilidad de abordar problemas singulares (desequilibrados, sensibles al
coste, con costes dependientes de las observaciones, multitarea, de clasificacio´n
ordinal, etc.) con los disen˜os aqu´ı propuestos (u otros ana´logos) merece parti-
cular atencio´n. Y ya se han establecido colaboraciones para trabajar en ello;
concretamente, en problemas de imputacio´n de valores perdidos con investiga-
dores de la Universidad Polite´cnica de Cartagena, y en clasificacio´n ordinal,
con el grupo de trabajo establecido en las Universidades de Co´rdoba y Loyola
de Andaluc´ıa.
C2. Prever la aparicio´n de demandas de aplicacio´n real de estos disen˜os (o ana´logos)
en situaciones “Big Data”, iniciando los pasos para su eficiente implementacio´n
algor´ıtmica usando los recursos apropiados, es asunto que no se debe olvidar.
C3. Y, finalmente: un planteamiento ma´s a largo plazo, dado que es muy ambicioso,
es combinar el aqu´ı denominado D2L (“Diverse and Deep Learning”) con otras
dos clases de aprendizaje de la ma´xima importancia: el aprendizaje dina´mico
(“Dynamic Learning”) y el aprendizaje distribuido (“Distributed Learning”);
la convergencia de todo ello, D4L, constituira´ lo que debe denominarse “Big
Learning”; un concepto, a nuestro juicio, ma´s importante au´n que el de “Big
Data”.
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6.2. LI´NEAS PARA FUTUROS TRABAJOS
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Ape´ndice A
Tablas y gra´ficas para binarizacio´n y diversidad
A.1. Binarizacio´n OvO para GB
Las siguientes tablas muestran las tasas de error promedio ± desviacio´n t´ıpica
(%) para los conjuntos de validacio´n y test, obtenidos con el disen˜o de arquitectura
G y diversidad “Bagging” para MNIST, MNIST-B y RECT. Se tabulan de acuerdo
al porcentaje de submuestreo, B, y el nu´mero de conjuntos “Bagging”, N .
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A.1. BINARIZACIO´N OVO PARA GB
N
B
60% 80% 100% 120%
25 2.50± 0.04 1.73± 0.20 1.65± 0.09 1.65± 0.08
Validacio´n 50 1.65± 0.10 1.07± 0.08 1.02± 0.10 1.00± 0.10
100 1.27± 0.05 0.82± 0.04 0.70± 0.02 0.70± 0.01
25 2.61± 0.08 1.81± 0.21 1.72± 0.12 1.72± 0.12
Test 50 1.73± 0.12 1.11± 0.14 1.04± 0.13 1.02± 0.12
100 1.31± 0.01 0.96± 0.00 0.85± 0.01 0.86 ± 0.01
Tabla A.1: Tasa de error promedio ± desviacio´n t´ıpica (%) en GB con binarizacio´n
OvO para los conjuntos de validacio´n y test de MNIST. En cursiva aparecen los
valores elegidos por validacio´n y en negrita los mejores valores.
Figura A.1: Porcentaje de tasa de error promedio (% AER) para los conjuntos de
validacio´n y test versus N y B para la base de datos MNIST usando la arquitectura
GB OvO.
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60% 80% 100% 120%
25 2.09± 0.02 1.87± 0.09 1.80± 0.04 1.76± 0.06
Validacio´n 50 1.95± 0.06 1.78± 0.04 1.73± 0.03 1.72± 0.07
100 1.85± 0.05 1.72± 0.03 1.70± 0.04 1.70± 0.03
25 2.18± 0.04 1.91± 0.09 1.89± 0.03 1.87± 0.06
Test 50 1.99± 0.09 1.80± 0.06 1.78± 0.04 1.78± 0.04
100 1.91± 0.08 1.78± 0.05 1.76± 0.04 1.76 ± 0.04
Tabla A.2: Tasa de error promedio ± desviacio´n t´ıpica (%) en GB con binarizacio´n
OvO para los conjuntos de validacio´n y test de MNIST-B. En cursiva aparecen los
valores elegidos por validacio´n y en negrita los mejores valores.
Figura A.2: Porcentaje de tasa de error promedio (% AER) para los conjuntos de
validacio´n y test versus N y B para la base de datos MNIST-B usando la arquitectura
GB OvO.
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A.1. BINARIZACIO´N OVO PARA GB
N
B
60% 80% 100% 120%
25 1.53± 0.08 1.50± 0.02 1.45± 0.03 1.45± 0.03
Validacio´n 50 1.36± 0.01 1.30± 0.03 1.26± 0.02 1.25± 0.04
100 1.30± 0.02 1.20± 0.03 1.17± 0.03 1.17± 0.02
25 1.58± 0.06 1.53± 0.02 1.50± 0.04 1.48± 0.03
Test 50 1.40± 0.01 1.33± 0.04 1.29± 0.01 1.27± 0.03
100 1.35± 0.03 1.26± 0.03 1.21± 0.03 1.20 ± 0.04
Tabla A.3: Tasa de error promedio ± desviacio´n t´ıpica (%) en GB para los conjuntos
de validacio´n y test de RECT. En cursiva aparecen los valores elegidos por validacio´n
y en negrita los mejores valores.
Figura A.3: Porcentaje de tasa de error promedio (% AER) para los conjuntos de
validacio´n y test versus N y B para la base de datos RECT usando la arquitectura
GB.
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APE´NDICE A. TABLAS Y GRA´FICAS PARA BINARIZACIO´N Y
DIVERSIDAD
A.2. Binarizacio´n OvO para TB
Las siguientes tablas muestran las tasas de error promedio para los conjuntos de
validacio´n y test, obtenidos con el disen˜o de arquitectura T y diversidad “Bagging”
para MNIST, MNIST-B y RECT. Se tabulan de acuerdo al porcentaje de submues-
treo, B, y nu´mero de conjuntos “Bagging”, N .
N
B
60% 80% 100% 120%
25 1.25± 0.01 0.80± 0.02 0.69± 0.01 0.69± 0.00
Validacio´n 50 1.22± 0.01 0.77± 0.01 0.66± 0.00 0.66± 0.00
100 1.19± 0.00 0.69± 0.01 0.65± 0.00 0.65± 0.00
25 1.30± 0.00 0.81± 0.00 0.80± 0.00 0.81± 0.00
Test 50 1.27± 0.00 0.87± 0.00 0.78± 0.00 0.78± 0.00
100 1.26± 0.00 0.80± 0.00 0.77 ± 0.00 0.77 ± 0.00
Tabla A.4: Tasa de error promedio ± desviacio´n t´ıpica (%) en TB con binarizacio´n
OvO para los conjuntos de validacio´n y test de MNIST. En cursiva aparecen los
valores elegidos por validacio´n y en negrita los mejores valores.
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A.2. BINARIZACIO´N OVO PARA TB
Figura A.4: Porcentaje de tasa de error promedio (% AER) para los conjuntos de




60% 80% 100% 120%
25 1.25± 0.01 0.80± 0.02 0.69± 0.01 0.69± 0.00
Validacio´n 50 1.22± 0.01 0.77± 0.01 0.66± 0.00 0.66± 0.00
100 1.19± 0.00 0.69± 0.01 0.65± 0.00 0.65± 0.00
25 2.07± 0.12 1.92± 0.01 1.74± 0.05 1.72± 0.07
Test 50 1.91± 0.08 1.80± 0.04 1.69± 0.07 1.69± 0.08
100 1.86± 0.07 1.78± 0.03 1 .69 ± 0 .05 1.68 ± 0.04
Tabla A.5: Tasa de error promedio ± desviacio´n t´ıpica (%) en TB con binarizacio´n
OvO para los conjuntos de validacio´n y test de MNIST-B. En cursiva aparecen los
valores elegidos por validacio´n y en negrita los mejores valores.
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APE´NDICE A. TABLAS Y GRA´FICAS PARA BINARIZACIO´N Y
DIVERSIDAD
Figura A.5: Porcentaje de tasa de error promedio (% AER) para los conjuntos de




60% 80% 100% 120%
25 1.45± 0.01 1.41± 0.04 1.35± 0.04 1.34± 0.06
Validacio´n 50 1.30± 0.02 1.22± 0.05 1.20± 0.01 1.20± 0.01
100 1.25± 0.02 1.20± 0.00 1.16± 0.01 1.16± 0.01
25 1.50± 0.00 1.43± 0.02 1.39± 0.02 1.36± 0.08
Test 50 1.37± 0.04 1.28± 0.06 1.24± 0.01 1.23± 0.01
100 1.34± 0.04 1.24± 0.00 1 .19 ± 0 .02 1.19 ± 0.01
Tabla A.6: Tasa de error promedio ± desviacio´n t´ıpica (%) en TB para los conjuntos
de validacio´n y test de RECT. En cursiva aparecen los valores elegidos por validacio´n
y en negrita los mejores valores.
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A.2. BINARIZACIO´N OVO PARA TB
Figura A.6: Porcentaje de tasa de error promedio (% AER) para los conjuntos de
validacio´n y test versus N y B para la base de datos RECT usando la arquitectura
TB.
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APE´NDICE A. TABLAS Y GRA´FICAS PARA BINARIZACIO´N Y
DIVERSIDAD
A.3. Binarizacio´n OvO para TS
A continuacio´n se muestran las tasas de error promedio ± desviacio´n t´ıpica (%)
de validacio´n y test para MNIST-B y RECT, para los valores correspondiente de N
y S, para el caso de binarizacio´n OvO.
N
S
10% 20% 30% 40%
25 2.00± 0.07 1.87± 0.01 1.70± 0.05 1.66± 0.05
Validacio´n 50 1.82± 0.02 1.73± 0.02 1.65± 0.04 1.65± 0.04
100 1.77± 0.03 1.72± 0.02 1.60± 0.03 1.60± 0.02
25 2.06± 0.09 1.90± 0.08 1.72± 0.04 1.70± 0.05
Test 50 1.89± 0.05 1.79± 0.01 1.67± 0.03 1.67± 0.04
100 1.84± 0.06 1.77± 0.04 1.67± 0.01 1.67 ± 0.01
Tabla A.7: Tasa de error promedio ± desviacio´n t´ıpica (%) en TS con binarizacio´n
OvO para los conjuntos de validacio´n y test de MNIST-B. En cursiva aparecen los
valores elegidos por validacio´n y en negrita los mejores valores.
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A.3. BINARIZACIO´N OVO PARA TS
Figura A.7: Porcentaje de tasa de error promedio (% AER) para los conjuntos de




10% 20% 30% 40%
25 1.35± 0.02 1.30± 0.03 1.19± 0.02 1.15± 0.03
Validacio´n 50 1.30± 0.07 1.20± 0.02 1.14± 0.01 1.12± 0.02
100 1.27± 0.02 1.18± 0.02 1.12± 0.02 1.08± 0.01
25 1.41± 0.03 1.31± 0.02 1.23± 0.04 1.22± 0.05
Test 50 1.32± 0.06 1.22± 0.02 1.16± 0.02 1.12± 0.03
100 1.30± 0.02 1.21± 0.02 1.15± 0.03 1.10 ± 0.02
Tabla A.8: Tasa de error promedio ± desviacio´n t´ıpica (%) en TS para los conjuntos
de validacio´n y test de RECT. En cursiva aparecen los valores elegidos por validacio´n
y en negrita los mejores valores.
104
APE´NDICE A. TABLAS Y GRA´FICAS PARA BINARIZACIO´N Y
DIVERSIDAD
Figura A.8: Porcentaje de tasa de error promedio (% AER) para los conjuntos de
validacio´n y test versus N y B para la base de datos RECT usando la arquitectura
TS.
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A.4. BINARIZACIO´N ECOC PARA TS
A.4. Binarizacio´n ECOC para TS
Para la binarizacio´n ECOC se presentan las tasas de error promedio ± desvia-
cio´n t´ıpica (%) de validacio´n y test para el caso de MNIST-B. As´ı se puede ver el
paralelismo que existe entre los valores de validacio´n y test.
N
S
10% 20% 30% 40%
Validacio´n
25 1.75± 0.06 1.47± 0.02 0.84± 0.01 1.22± 0.04
51 1.66± 0.04 1.30± 0.03 0.74± 0.01 1.16± 0.05
101 1.60± 0.05 1.21± 0.00 0.71± 0.03 1.15± 0.03
121 1.60± 0.05 1.21± 0.00 0.71± 0.02 1.15± 0.02
Test
25 1.80± 0.06 1.50± 0.02 0.86± 0.02 1.20± 0.04
51 1.72± 0.04 1.32± 0.04 0.78± 0.02 1.14± 0.05
101 1.68± 0.02 1.23± 0.01 0.75± 0.01 1.12± 0.02
121 1.68± 0.02 1.23± 0.01 0.75 ± 0.01 1.12± 0.02
Tabla A.9: Tasa de error promedio ± desviacio´n t´ıpica (%) en TS con binarizacio´n
ECOC para los conjuntos de validacio´n y test de MNIST-B. En cursiva aparecen los
valores elegidos por validacio´n y en negrita los mejores valores.
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APE´NDICE A. TABLAS Y GRA´FICAS PARA BINARIZACIO´N Y
DIVERSIDAD
Figura A.9: Porcentaje de tasa de error promedio (% AER) para los conjuntos de
validacio´n y test versus N y B para la base de datos MNIST-B usando la arquitectura
TS ECOC.
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A.4. BINARIZACIO´N ECOC PARA TS
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Ape´ndice B
Tablas y gra´ficas de errores para α, β
A continuacio´n se muestran tablas y gra´ficas para los resultados de clasificacio´n
en funcio´n de los α y β utilizados en las ecuaciones de pre-enfatizado:
p(x(n)) = α + (1− α){β(1− o(n)
ac






p(x(n)) = α + (1− α)[β(t(n) − o(n)
a
)2 + (1− β)(1− o(n)2
a
)] (B.2)
La ecuacio´n (B.1) se utiliza para los problemas multiclase: MNIST y MNIST-B.




B.1.1. E´nfasis Completo gu´ıa MLP
Figura B.1: Porcentaje de tasa de error promedio (Average Error Rate, AER) para












































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 0.68 ± 0.02 0.59 ± 0.02 0.56 ± 0.02 0.57 ± 0.02 0.58 ± 0.02 0.67 ± 0.02 0.80 ± 0.02 0.87 ± 0.00 0.98 ± 0.03 1.16 ± 0.02 1.49 ± 0.05
0.1 0.70 ± 0.02 0.60 ± 0.03 0.56 ± 0.01 0.55 ± 0.01 0.56 ± 0.02 0.65 ± 0.03 0.78 ± 0.02 0.87 ± 0.02 1.00 ± 0.03 1.21 ± 0.02 1.49 ± 0.05
0.2 0.69 ± 0.01 0.59 ± 0.01 0.54 ± 0.03 0.54 ± 0.01 0.54 ± 0.02 0.62 ± 0.03 0.74 ± 0.04 0.82 ± 0.02 0.95 ± 0.02 1.16 ± 0.02 1.49 ± 0.05
0.3 0.69 ± 0.01 0.58 ± 0.01 0.53 ± 0.00 0.52 ± 0.01 0.51 ± 0.03 0.59 ± 0.04 0.70 ± 0.01 0.77 ± 0.03 0.89 ± 0.02 1.12 ± 0.03 1.49 ± 0.05
0.4 0.65 ± 0.03 0.55 ± 0.01 0.50 ± 0.00 0.48 ± 0.04 0.47 ± 0.01 0.54 ± 0.06 0.65 ± 0.01 0.71 ± 0.01 0.83 ± 0.04 1.06 ± 0.01 1.49 ± 0.05
0.5 0.62 ± 0.02 0.51 ± 0.00 0.46 ± 0.02 0.43 ± 0.02 0.43 ± 0.01 0.50 ± 0.02 0.60 ± 0.04 0.65 ± 0.03 0.78 ± 0.01 1.00 ± 0.00 1.49 ± 0.05
0.6 0.56 ± 0.02 0.45 ± 0.03 0.40 ± 0.02 0.38± 0.01 0.38± 0.01 0.45 ± 0.03 0.55 ± 0.03 0.62 ± 0.02 0.74 ± 0.05 1.00 ± 0.02 1.49 ± 0.05
0.7 0.70 ± 0.02 0.61 ± 0.03 0.58 ± 0.04 0.60 ± 0.01 0.62 ± 0.00 0.73 ± 0.03 0.87 ± 0.00 0.97 ± 0.00 1.10 ± 0.03 1.28 ± 0.01 1.49 ± 0.05
0.8 0.73 ± 0.01 0.64 ± 0.02 0.62 ± 0.03 0.64 ± 0.01 0.67 ± 0.01 0.79 ± 0.01 0.94 ± 0.03 1.03 ± 0.00 1.15 ± 0.03 1.30 ± 0.01 1.49 ± 0.05
0.9 0.75 ± 0.01 0.67 ± 0.01 0.66 ± 0.00 0.69 ± 0.00 0.73 ± 0.00 0.85 ± 0.01 1.00 ± 0.02 1.09 ± 0.01 1.20 ± 0.04 1.33 ± 0.01 1.49 ± 0.05
1 0.82 ± 0.00 0.75 ± 0.01 0.74 ± 0.03 0.77 ± 0.01 0.81 ± 0.00 0.93 ± 0.01 1.08 ± 0.01 1.17 ± 0.02 1.27 ± 0.02 1.38 ± 0.01 1.49 ± 0.05
Tabla B.1: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos












0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 0.71 ± 0.01 0.62 ± 0.01 0.58 ± 0.00 0.59 ± 0.01 0.60 ± 0.02 0.70 ± 0.05 0.83 ± 0.01 0.91 ± 0.00 1.02 ± 0.01 1.21 ± 0.02 1.58 ± 0.06
0.1 0.73 ± 0.01 0.62 ± 0.01 0.58 ± 0.00 0.58 ± 0.02 0.58 ± 0.02 0.68 ± 0.00 0.81 ± 0.01 0.90 ± 0.01 1.04 ± 0.02 1.26 ± 0.01 1.58 ± 0.06
0.2 0.72 ± 0.00 0.62 ± 0.02 0.57 ± 0.03 0.56 ± 0.02 0.56 ± 0.00 0.65 ± 0.00 0.77 ± 0.02 0.85 ± 0.01 0.99 ± 0.01 1.21 ± 0.03 1.58 ± 0.06
0.3 0.72 ± 0.02 0.61 ± 0.03 0.56 ± 0.02 0.54 ± 0.03 0.54 ± 0.01 0.61 ± 0.03 0.73 ± 0.02 0.80 ± 0.03 0.93 ± 0.01 1.16 ± 0.01 1.58 ± 0.06
0.4 0.68 ± 0.01 0.57 ± 0.00 0.52 ± 0.01 0.50 ± 0.00 0.49 ± 0.01 0.57 ± 0.02 0.68 ± 0.01 0.74 ± 0.02 0.87 ± 0.00 1.11 ± 0.01 1.58 ± 0.06
0.5 0.65 ± 0.01 0.53 ± 0.01 0.48 ± 0.01 0.46 ± 0.01 0.45 ± 0.04 0.52 ± 0.01 0.62 ± 0.00 0.68 ± 0.01 0.79 ± 0.00 1.04 ± 0.04 1.58 ± 0.06
0.6 0.58 ± 0.01 0.47 ± 0.01 0.42 ± 0.04 0 .40 ± 0 .04 0.39 ± 0.01 0.47 ± 0.02 0.58 ± 0.03 0.64 ± 0.04 0.78 ± 0.02 1.04 ± 0.02 1.58 ± 0.06
0.7 0.73 ± 0.02 0.64 ± 0.01 0.61 ± 0.04 0.62 ± 0.04 0.64 ± 0.01 0.76 ± 0.01 0.91 ± 0.02 1.01 ± 0.02 1.15 ± 0.03 1.33 ± 0.02 1.58 ± 0.06
0.8 0.76 ± 0.02 0.67 ± 0.02 0.65 ± 0.03 0.67 ± 0.01 0.70 ± 0.01 0.82 ± 0.01 0.98 ± 0.01 1.07 ± 0.02 1.20 ± 0.02 1.36 ± 0.02 1.58 ± 0.06
0.9 0.78 ± 0.04 0.70 ± 0.04 0.69 ± 0.05 0.72 ± 0.02 0.76 ± 0.00 0.88 ± 0.03 1.04 ± 0.00 1.14 ± 0.03 1.25 ± 0.04 1.38 ± 0.03 1.58 ± 0.06
1 0.85 ± 0.06 0.78 ± 0.05 0.77 ± 0.06 0.81 ± 0.06 0.85 ± 0.03 0.97 ± 0.04 1.13 ± 0.03 1.22 ± 0.01 1.32 ± 0.02 1.44 ± 0.01 1.58 ± 0.06
Tabla B.2: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Completo y gu´ıa MLP para MNIST. En cursiva, los valores elegidos por validacio´n, y
en negrita el mejor valor en test.
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APE´NDICE B. TABLAS Y GRA´FICAS DE ERRORES PARA α, β
Figura B.2: Porcentaje de tasa de error promedio (Average Error Rate, AER) para













0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 3.35 ± 0.02 3.28 ± 0.01 2.95 ± 0.02 2.83 ± 0.03 2.94 ± 0.02 3.01 ± 0.02 3.20 ± 0.01 3.27 ± 0.02 3.32 ± 0.02 3.36 ± 0.02 2.65 ± 0.15
0.1 3.22 ± 0.02 3.25 ± 0.02 2.87 ± 0.01 2.64 ± 0.02 2.88 ± 0.02 3.00 ± 0.01 3.15 ± 0.01 3.26 ± 0.05 3.30 ± 0.01 3.35 ± 0.02 2.65 ± 0.15
0.2 3.04 ± 0.02 3.00 ± 0.01 2.67 ± 0.01 2.55 ± 0.01 2.69 ± 0.01 2.89 ± 0.01 3.04 ± 0.02 3.19 ± 0.03 3.27 ± 0.01 3.30 ± 0.03 2.65 ± 0.15
0.3 2.95 ± 0.02 2.88 ± 0.00 2.60 ± 0.02 2.48 ± 0.01 2.57 ± 0.01 2.66 ± 0.02 3.00 ± 0.03 3.15 ± 0.03 3.22 ± 0.02 3.29 ± 0.02 2.65 ± 0.15
0.4 1.64 ± 0.02 1.62 ± 0.02 1.55 ± 0.01 1.20 ± 0.02 1.62 ± 0.03 1.80 ± 0.00 1.99 ± 0.01 2.22 ± 0.01 2.70 ± 0.01 3.22 ± 0.03 2.65 ± 0.15
0.5 1.05 ± 0.02 1.00 ± 0.03 0.84 ± 0.01 0.75± 0.02 0.94 ± 0.02 1.15 ± 0.01 1.44 ± 0.01 2.09 ± 0.04 2.55 ± 0.03 3.26 ± 0.01 2.65 ± 0.15
0.6 1.84 ± 0.02 1.82 ± 0.03 1.70 ± 0.01 1.68 ± 0.02 1.80 ± 0.02 1.89 ± 0.02 2.00 ± 0.02 2.38 ± 0.01 2.67 ± 0.01 3.15 ± 0.01 2.65 ± 0.15
0.7 1.94 ± 0.01 2.00 ± 0.02 1.86 ± 0.01 1.72 ± 0.02 1.89 ± 0.02 1.97 ± 0.02 2.11 ± 0.01 2.57 ± 0.01 2.88 ± 0.01 3.34 ± 0.01 2.65 ± 0.15
0.8 2.21 ± 0.01 2.10 ± 0.02 1.94 ± 0.02 1.93 ± 0.02 1.97 ± 0.01 2.15 ± 0.01 2.34 ± 0.03 2.85 ± 0.01 3.12 ± 0.01 3.38 ± 0.01 2.65 ± 0.15
0.9 2.57 ± 0.01 2.50 ± 0.02 2.43 ± 0.02 2.27 ± 0.02 2.35 ± 0.00 2.55 ± 0.01 2.94 ± 0.04 3.00 ± 0.02 3.18 ± 0.01 3.33 ± 0.01 2.65 ± 0.15
1 2.60 ± 0.00 2.54 ± 0.00 2.45 ± 0.01 2.33 ± 0.03 2.48 ± 0.00 2.60 ± 0.00 3.00 ± 0.02 3.13 ± 0.02 3.20 ± 0.00 3.27 ± 0.01 2.65 ± 0.15
Tabla B.3: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos











































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 3.25 ± 0.03 3.18 ± 0.02 2.85 ± 0.01 2.73 ± 0.02 2.84 ± 0.00 2.91 ± 0.01 3.10 ± 0.01 3.17 ± 0.00 3.22 ± 0.01 3.26 ± 0.02 3.42 ± 0.10
0.1 3.13 ± 0.03 3.16 ± 0.02 2.78 ± 0.03 2.55 ± 0.01 2.79 ± 0.02 2.91 ± 0.00 3.06 ± 0.00 3.17 ± 0.00 3.21 ± 0.00 3.26 ± 0.02 3.42 ± 0.10
0.2 3.01 ± 0.01 2.97 ± 0.02 2.64 ± 0.02 2.52 ± 0.02 2.66 ± 0.01 2.86 ± 0.01 3.01 ± 0.01 3.16 ± 0.01 3.24 ± 0.01 3.27 ± 0.02 3.42 ± 0.10
0.3 2.63 ± 0.01 2.56 ± 0.00 2.28 ± 0.03 2.16 ± 0.02 2.25 ± 0.02 2.34 ± 0.00 2.68 ± 0.02 2.83 ± 0.00 2.90 ± 0.02 2.97 ± 0.01 3.42 ± 0.10
0.4 1.67 ± 0.02 1.65 ± 0.01 1.58 ± 0.02 1.23 ± 0.01 1.65 ± 0.02 1.83 ± 0.00 2.02 ± 0.00 2.25 ± 0.02 2.73 ± 0.01 3.25 ± 0.00 3.42 ± 0.10
0.5 1.11 ± 0.00 1.06 ± 0.01 0.90 ± 0.01 0.82 ± 0.01 1.00 ± 0.01 1.21 ± 0.00 1.50 ± 0.01 2.15 ± 0.02 2.61 ± 0.02 3.32 ± 0.02 3.42 ± 0.10
0.6 1.87 ± 0.02 1.85 ± 0.01 1.73 ± 0.01 1.71 ± 0.01 1.83 ± 0.01 1.92 ± 0.00 2.03 ± 0.02 2.41 ± 0.02 2.70 ± 0.01 3.18 ± 0.01 3.42 ± 0.10
0.7 1.97 ± 0.02 2.03 ± 0.01 1.89 ± 0.02 1.75 ± 0.01 1.92 ± 0.00 2.00 ± 0.01 2.14 ± 0.01 2.60 ± 0.00 2.91 ± 0.01 3.37 ± 0.00 3.42 ± 0.10
0.8 2.24 ± 0.03 2.13 ± 0.00 1.97 ± 0.01 1.96 ± 0.00 2.00 ± 0.02 2.18 ± 0.00 2.37 ± 0.02 2.88 ± 0.02 3.15 ± 0.00 3.41 ± 0.01 3.42 ± 0.10
0.9 2.60 ± 0.04 2.53 ± 0.00 2.46 ± 0.02 2.30 ± 0.01 2.38 ± 0.01 2.58 ± 0.01 2.97 ± 0.02 3.03 ± 0.00 3.21 ± 0.01 3.36 ± 0.01 3.42 ± 0.10
1 2.63 ± 0.03 2.57 ± 0.01 2.48 ± 0.00 2.36 ± 0.00 2.51 ± 0.02 2.63 ± 0.02 3.03 ± 0.00 3.16 ± 0.00 3.23 ± 0.01 3.30 ± 0.01 3.42 ± 0.10
Tabla B.4: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Completo y gu´ıa MLP para MNIST-B. En cursiva, los valores elegidos por validacio´n,
y en negrita el mejor valor en test.
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B.1. GUI´A MLP
Figura B.3: Porcentaje de tasa de error promedio (Average Error Rate, AER) para












































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 1.99 ± 0.12 1.90 ± 0.10 1.63 ± 0.08 1.58 ± 0.05 1.60 ± 0.10 1.60 ± 0.08 1.61 ± 0.07 1.82 ± 0.10 1.90 ± 0.14 2.22 ± 0.10 2.54 ± 0.22
0.1 1.97 ± 0.08 1.81 ± 0.07 1.60 ± 0.11 1.53 ± 0.08 1.52 ± 0.12 1.48 ± 0.12 1.52 ± 0.06 1.79 ± 0.12 1.88 ± 0.16 2.20 ± 0.08 2.54 ± 0.22
0.2 1.90 ± 0.11 1.82 ± 0.09 1.55 ± 0.07 1.52 ± 0.12 1.47 ± 0.10 1.42 ± 0.10 1.47 ± 0.10 1.71 ± 0.08 1.86 ± 0.09 2.15 ± 0.12 2.54 ± 0.22
0.3 1.85 ± 0.04 1.70 ± 0.06 1.52 ± 0.05 1.50 ± 0.09 1.41 ± 0.08 1.38 ± 0.09 1.44 ± 0.08 1.67 ± 0.08 1.78 ± 0.12 2.07 ± 0.07 2.54 ± 0.22
0.4 1.80 ± 0.07 1.62 ± 0.08 1.47 ± 0.10 1.45 ± 0.07 1.30± 0.07 1.35 ± 0.05 1.45 ± 0.07 1.62 ± 0.06 1.75 ± 0.08 1.94 ± 0.08 2.54 ± 0.22
0.5 1.90 ± 0.10 1.71 ± 0.08 1.49 ± 0.03 1.48 ± 0.10 1.41 ± 0.11 1.44 ± 0.06 1.52 ± 0.06 1.69 ± 0.10 1.78 ± 0.08 2.06 ± 0.04 2.54 ± 0.22
0.6 1.83 ± 0.14 1.75 ± 0.11 1.52 ± 0.10 1.50 ± 0.09 1.47 ± 0.14 1.49 ± 0.07 1.58 ± 0.11 1.75 ± 0.15 1.86 ± 0.12 2.10 ± 0.04 2.54 ± 0.22
0.7 1.87 ± 0.09 1.80 ± 0.10 1.62 ± 0.07 1.61 ± 0.10 1.54 ± 0.13 1.58 ± 0.08 1.72 ± 0.12 1.86 ± 0.12 1.94 ± 0.12 2.15 ± 0.10 2.54 ± 0.22
0.8 1.90 ± 0.13 1.80 ± 0.12 1.73 ± 0.09 1.70 ± 0.14 1.62 ± 0.15 1.62 ± 0.12 1.79 ± 0.10 1.89 ± 0.16 1.99 ± 0.10 2.17 ± 0.08 2.54 ± 0.22
0.9 1.93 ± 0.10 1.82 ± 0.12 1.80 ± 0.07 1.73 ± 0.10 1.67 ± 0.12 1.67 ± 0.15 1.83 ± 0.08 1.92 ± 0.13 2.01 ± 0.06 2.22 ± 0.12 2.54 ± 0.22
1 1.96 ± 0.09 1.83 ± 0.06 1.81 ± 0.08 1.75 ± 0.12 1.70 ± 0.09 1.74 ± 0.10 1.85 ± 0.06 1.94 ± 0.16 2.05 ± 0.12 2.31 ± 0.10 2.54 ± 0.22
Tabla B.5: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos












0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 1.80 ± 0.12 1.57 ± 0.09 1.54 ± 0.10 1.33 ± 0.15 1.30 ± 0.05 1.35 ± 0.07 1.42 ± 0.07 1.47 ± 0.10 1.53 ± 0.04 2.20 ± 0.10 2.40 ± 0.13
0.1 1.85 ± 0.15 1.50 ± 0.10 1.37 ± 0.10 1.29 ± 0.04 1.21 ± 0.04 1.28 ± 0.09 1.36 ± 0.09 1.42 ± 0.06 1.51 ± 0.05 2.13 ± 0.12 2.40 ± 0.13
0.2 1.62 ± 0.13 1.38 ± 0.10 1.30 ± 0.09 1.22 ± 0.10 1.15 ± 0.08 1.22 ± 0.07 1.31 ± 0.06 1.38 ± 0.13 1.50 ± 0.09 2.17 ± 0.12 2.40 ± 0.13
0.3 1.56 ± 0.08 1.32 ± 0.12 1.24 ± 0.13 1.12 ± 0.06 1.08 ± 0.11 1.19 ± 0.09 1.30 ± 0.10 1.37 ± 0.11 1.43 ± 0.10 2.10 ± 0.09 2.40 ± 0.13
0.4 1.48 ± 0.06 1.26 ± 0.09 1.15 ± 0.12 1.05 ± 0.08 0.92 ± 0.10 1.16 ± 0.10 1.21 ± 0.10 1.36 ± 0.10 1.67 ± 0.12 2.05 ± 0.07 2.40 ± 0.13
0.5 1.60 ± 0.10 1.55 ± 0.08 1.48 ± 0.10 1.22 ± 0.09 1.03 ± 0.09 1.20 ± 0.15 1.30 ± 0.12 1.37 ± 0.09 1.69 ± 0.07 1.88 ± 0.06 2.40 ± 0.13
0.6 1.68 ± 0.13 1.62 ± 0.10 1.52 ± 0.07 1.27 ± 0.10 1.30 ± 0.08 1.32 ± 0.12 1.37 ± 0.09 1.43 ± 0.07 1.70 ± 0.09 1.94 ± 0.12 2.40 ± 0.13
0.7 1.77 ± 0.10 1.66 ± 0.11 1.60 ± 0.06 1.35 ± 0.07 1.40 ± 0.09 1.46 ± 0.14 1.49 ± 0.09 1.52 ± 0.12 1.73 ± 0.12 2.10 ± 0.13 2.40 ± 0.13
0.8 1.82 ± 0.14 1.71 ± 0.08 1.63 ± 0.15 1.42 ± 0.09 1.42 ± 0.07 1.50 ± 0.16 1.53 ± 0.10 1.55 ± 0.15 1.82 ± 0.10 2.15 ± 0.10 2.40 ± 0.13
0.9 1.84 ± 0.12 1.77 ± 0.15 1.64 ± 0.03 1.44 ± 0.11 1.45 ± 0.10 1.51 ± 0.10 1.60 ± 0.06 1.61 ± 0.12 1.84 ± 0.10 2.24 ± 0.07 2.40 ± 0.13
1 1.90 ± 0.11 1.82 ± 0.07 1.68 ± 0.07 1.53 ± 0.13 1.49 ± 0.12 1.55 ± 0.09 1.66 ± 0.08 1.67 ± 0.09 1.86 ± 0.09 2.13 ± 0.09 2.40 ± 0.13
Tabla B.6: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Completo y gu´ıa MLP para RECT. En cursiva, los valores elegidos por validacio´n, y en
negrita el mejor valor en test.
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APE´NDICE B. TABLAS Y GRA´FICAS DE ERRORES PARA α, β
B.1.2. E´nfasis Final gu´ıa MLP
Figura B.4: Porcentaje de tasa de error promedio (Average Error Rate, AER) para













0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 0.92 ± 0.02 0.88 ± 0.02 0.78 ± 0.02 0.69 ± 0.01 0.83 ± 0.03 0.97 ± 0.04 1.02 ± 0.06 1.10 ± 0.03 1.12 ± 0.04 1.30 ± 0.03 1.49 ± 0.05
0.1 0.91 ± 0.03 0.72 ± 0.05 0.77 ± 0.02 0.67 ± 0.02 0.81 ± 0.02 0.91 ± 0.03 0.96 ± 0.05 0.99 ± 0.02 1.00 ± 0.04 1.24 ± 0.02 1.49 ± 0.05
0.2 0.89 ± 0.02 0.69 ± 0.01 0.71 ± 0.03 0.66 ± 0.01 0.79 ± 0.02 0.84 ± 0.03 0.87 ± 0.04 0.88 ± 0.02 0.97 ± 0.05 1.21 ± 0.04 1.49 ± 0.05
0.3 0.82 ± 0.03 0.67 ± 0.01 0.69 ± 0.05 0.65 ± 0.01 0.73 ± 0.03 0.75 ± 0.04 0.81 ± 0.01 0.84 ± 0.03 0.92 ± 0.03 1.17 ± 0.03 1.49 ± 0.05
0.4 0.79 ± 0.05 0.65 ± 0.06 0.64 ± 0.02 0.61 ± 0.04 0.71 ± 0.04 0.73 ± 0.06 0.78 ± 0.02 0.79 ± 0.01 0.88 ± 0.04 1.16 ± 0.02 1.49 ± 0.05
0.5 0.77 ± 0.02 0.62 ± 0.03 0.57 ± 0.02 0.56 ± 0.02 0.68 ± 0.01 0.69 ± 0.02 0.69 ± 0.04 0.72 ± 0.03 0.79 ± 0.05 1.14 ± 0.03 1.49 ± 0.05
0.6 0.67 ± 0.02 0.60 ± 0.01 0.54 ± 0.02 0.52± 0.01 0.55 ± 0.02 0.60 ± 0.03 0.62 ± 0.04 0.68 ± 0.02 0.71 ± 0.04 1.00 ± 0.02 1.49 ± 0.05
0.7 0.73 ± 0.02 0.69 ± 0.04 0.62 ± 0.04 0.55 ± 0.05 0.63 ± 0.07 0.67 ± 0.03 0.88 ± 0.00 0.89 ± 0.00 0.94 ± 0.02 1.06 ± 0.01 1.49 ± 0.05
0.8 0.84 ± 0.04 0.72 ± 0.06 0.67 ± 0.06 0.60 ± 0.01 0.69 ± 0.01 0.75 ± 0.06 0.91 ± 0.03 0.94 ± 0.00 1.05 ± 0.03 1.24 ± 0.04 1.49 ± 0.05
0.9 0.86 ± 0.02 0.75 ± 0.03 0.69 ± 0.05 0.68 ± 0.00 0.71 ± 0.00 0.86 ± 0.03 0.94 ± 0.02 1.10 ± 0.01 1.12 ± 0.04 1.31 ± 0.04 1.49 ± 0.05
1 0.81 ± 0.04 0.83 ± 0.02 0.76 ± 0.03 0.72 ± 0.01 0.83 ± 0.00 0.94 ± 0.01 1.06 ± 0.01 1.16 ± 0.02 1.26 ± 0.02 1.38 ± 0.01 1.49 ± 0.05
Tabla B.7: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos











































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 1.21 ± 0.05 1.01 ± 0.06 0.98 ± 0.04 0.98 ± 0.02 0.99 ± 0.04 1.02 ± 0.05 1.10 ± 0.05 1.12 ± 0.04 1.16 ± 0.02 1.33 ± 0.01 1.58 ± 0.06
0.1 1.10 ± 0.06 0.88 ± 0.05 0.83 ± 0.06 0.82 ± 0.02 0.86 ± 0.04 0.93 ± 0.06 0.98 ± 0.04 0.99 ± 0.04 1.12 ± 0.04 1.28 ± 0.02 1.58 ± 0.06
0.2 0.94 ± 0.02 0.81 ± 0.02 0.79 ± 0.07 0.78 ± 0.01 0.87 ± 0.02 0.85 ± 0.04 0.92 ± 0.06 0.97 ± 0.02 1.04 ± 0.01 1.24 ± 0.05 1.58 ± 0.06
0.3 0.88 ± 0.03 0.76 ± 0.04 0.71 ± 0.03 0.67 ± 0.03 0.74 ± 0.05 0.76 ± 0.04 0.82 ± 0.04 0.93 ± 0.04 0.99 ± 0.04 1.19 ± 0.03 1.58 ± 0.06
0.4 0.85 ± 0.05 0.72 ± 0.05 0.68 ± 0.04 0.63 ± 0.04 0.71 ± 0.03 0.71 ± 0.07 0.81 ± 0.05 0.90 ± 0.02 0.96 ± 0.02 1.12 ± 0.03 1.58 ± 0.06
0.5 0.79 ± 0.04 0.67 ± 0.05 0.64 ± 0.06 0.59 ± 0.00 0.63 ± 0.03 0.67 ± 0.05 0.79 ± 0.02 0.87 ± 0.04 0.92 ± 0.03 1.06 ± 0.05 1.58 ± 0.06
0.6 0.76 ± 0.04 0.64 ± 0.09 0.62 ± 0.08 0.57 ± 0.00 0.59 ± 0.02 0.63 ± 0.06 0.77 ± 0.03 0.81 ± 0.04 0.87 ± 0.02 1.10 ± 0.03 1.58 ± 0.06
0.7 0.77 ± 0.09 0.68 ± 0.06 0.69 ± 0.04 0.63 ± 0.06 0.65 ± 0.04 0.72 ± 0.07 0.78 ± 0.03 0.88 ± 0.01 0.92 ± 0.04 1.16 ± 0.02 1.58 ± 0.06
0.8 0.82 ± 0.08 0.73 ± 0.03 0.71 ± 0.04 0.69 ± 0.05 0.73 ± 0.01 0.81 ± 0.04 0.84 ± 0.01 0.94 ± 0.02 1.06 ± 0.00 1.22 ± 0.02 1.58 ± 0.06
0.9 0.95 ± 0.04 0.77 ± 0.04 0.73 ± 0.05 0.74 ± 0.03 0.76 ± 0.06 0.89 ± 0.05 0.91 ± 0.02 1.00 ± 0.01 1.12 ± 0.04 1.26 ± 0.03 1.58 ± 0.06
1 0.88 ± 0.10 0.95 ± 0.05 0.94 ± 0.05 0.90 ± 0.06 0.93 ± 0.05 0.97 ± 0.05 1.02 ± 0.04 1.12 ± 0.01 1.16 ± 0.04 1.42 ± 0.02 1.58 ± 0.06
Tabla B.8: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Final y gu´ıa MLP para MNIST. En cursiva, los valores elegidos por validacio´n, y en
negrita el mejor valor en test.
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B.1. GUI´A MLP
Figura B.5: Porcentaje de tasa de error promedio (Average Error Rate, AER) para












































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 2.62 ± 0.12 2.56 ± 0.07 2.35 ± 0.06 2.20 ± 0.06 2.28 ± 0.08 2.51 ± 0.06 2.67 ± 0.10 2.72 ± 0.12 2.90 ± 0.10 3.36 ± 0.06 2.65 ± 0.15
0.1 2.49 ± 0.08 2.37 ± 0.06 2.10 ± 0.05 2.00 ± 0.05 2.21 ± 0.06 2.44 ± 0.08 2.55 ± 0.09 2.60 ± 0.12 2.68 ± 0.07 3.25 ± 0.08 2.65 ± 0.15
0.2 2.07 ± 0.06 2.10 ± 0.09 1.92 ± 0.04 1.86 ± 0.05 2.94 ± 0.09 2.05 ± 0.07 2.14 ± 0.12 2.21 ± 0.15 2.56 ± 0.09 2.94 ± 0.06 2.65 ± 0.15
0.3 1.86 ± 0.10 1.80 ± 0.08 1.45 ± 0.06 1.20 ± 0.08 1.32 ± 0.10 1.55 ± 0.05 1.98 ± 0.06 2.04 ± 0.09 2.41 ± 0.10 2.82 ± 0.05 2.65 ± 0.15
0.4 1.41 ± 0.13 1.31 ± 0.05 1.24 ± 0.06 1.01 ± 0.09 1.10 ± 0.12 1.32 ± 0.09 1.47 ± 0.10 1.62 ± 0.10 2.10 ± 0.09 2.75 ± 0.04 2.65 ± 0.15
0.5 1.07 ± 0.08 1.04 ± 0.08 0.99 ± 0.06 0.84± 0.05 1.00 ± 0.03 1.21 ± 0.10 1.37 ± 0.06 1.64 ± 0.06 2.04 ± 0.11 2.66 ± 0.04 2.65 ± 0.15
0.6 1.67 ± 0.10 1.66 ± 0.03 1.60 ± 0.07 1.65 ± 0.03 1.80 ± 0.07 1.86 ± 0.12 1.94 ± 0.05 2.02 ± 0.10 2.20 ± 0.07 2.86 ± 0.08 2.65 ± 0.15
0.7 1.82 ± 0.10 1.80 ± 0.05 1.79 ± 0.09 1.72 ± 0.08 1.89 ± 0.10 1.94 ± 0.06 2.12 ± 0.06 2.27 ± 0.09 2.45 ± 0.03 2.91 ± 0.06 2.65 ± 0.15
0.8 2.04 ± 0.12 2.00 ± 0.06 1.90 ± 0.06 1.89 ± 0.06 1.98 ± 0.10 2.07 ± 0.10 2.26 ± 0.08 2.56 ± 0.07 2.66 ± 0.08 3.03 ± 0.09 2.65 ± 0.15
0.9 2.52 ± 0.06 2.44 ± 0.03 2.40 ± 0.08 2.21 ± 0.09 2.35 ± 0.11 2.50 ± 0.08 2.57 ± 0.06 2.89 ± 0.09 2.92 ± 0.06 3.33 ± 0.04 2.65 ± 0.15
1 2.61 ± 0.09 2.55 ± 0.10 2.52 ± 0.10 2.44 ± 0.06 2.48 ± 0.08 2.62 ± 0.09 2.90 ± 0.06 3.03 ± 0.06 3.15 ± 0.05 3.37 ± 0.05 2.65 ± 0.15
Tabla B.9: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos












0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 3.00 ± 0.04 2.90 ± 0.04 2.85 ± 0.09 2.80 ± 0.05 2.93 ± 0.02 2.94 ± 0.06 3.20 ± 0.10 3.26 ± 0.08 3.28 ± 0.06 3.40 ± 0.06 3.42 ± 0.10
0.1 2.95 ± 0.04 2.64 ± 0.05 2.60 ± 0.06 2.35 ± 0.06 2.49 ± 0.04 2.89 ± 0.06 3.00 ± 0.04 3.12 ± 0.07 3.20 ± 0.08 3.40 ± 0.05 3.42 ± 0.10
0.2 2.40 ± 0.08 2.32 ± 0.04 2.20 ± 0.07 2.00 ± 0.06 2.25 ± 0.00 2.47 ± 0.01 2.50 ± 0.01 2.68 ± 0.06 2.95 ± 0.06 3.35 ± 0.05 3.42 ± 0.10
0.3 1.95 ± 0.09 1.89 ± 0.05 1.80 ± 0.08 1.66 ± 0.05 1.94 ± 0.10 2.00 ± 0.06 2.08 ± 0.03 2.42 ± 0.06 2.84 ± 0.10 3.26 ± 0.05 3.42 ± 0.10
0.4 1.60 ± 0.04 1.56 ± 0.06 1.49 ± 0.06 1.20 ± 0.06 1.60 ± 0.10 1.71 ± 0.10 1.80 ± 0.08 2.15 ± 0.10 2.70 ± 0.08 3.15 ± 0.04 3.42 ± 0.10
0.5 1.15 ± 0.09 1.07 ± 0.07 0.96 ± 0.06 0.91 ± 0.03 0.99 ± 0.06 1.20 ± 0.08 1.54 ± 0.06 2.00 ± 0.08 2.65 ± 0.12 3.08 ± 0.06 3.42 ± 0.10
0.6 1.80 ± 0.07 1.66 ± 0.04 1.60 ± 0.04 1.56 ± 0.04 1.65 ± 0.08 1.82 ± 0.09 1.94 ± 0.08 2.12 ± 0.06 2.73 ± 0.06 3.16 ± 0.08 3.42 ± 0.10
0.7 1.94 ± 0.04 1.89 ± 0.03 1.79 ± 0.08 1.70 ± 0.05 1.89 ± 0.09 1.99 ± 0.06 2.15 ± 0.08 2.54 ± 0.09 2.97 ± 0.07 3.26 ± 0.10 3.42 ± 0.10
0.8 2.15 ± 0.07 2.00 ± 0.10 1.93 ± 0.10 1.92 ± 0.03 2.10 ± 0.10 2.15 ± 0.10 2.36 ± 0.10 2.85 ± 0.10 3.05 ± 0.09 3.37 ± 0.10 3.42 ± 0.10
0.9 2.45 ± 0.04 2.10 ± 0.12 2.01 ± 0.10 1.96 ± 0.10 2.35 ± 0.03 2.46 ± 0.12 2.95 ± 0.12 3.03 ± 0.09 3.20 ± 0.08 3.40 ± 0.06 3.42 ± 0.10
1 2.62 ± 0.05 2.32 ± 0.10 2.29 ± 0.10 2.15 ± 0.06 2.50 ± 0.10 2.67 ± 0.09 3.10 ± 0.09 3.18 ± 0.10 3.35 ± 0.08 3.41 ± 0.04 3.42 ± 0.10
Tabla B.10: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Final y gu´ıa MLP para MNIST-B. En cursiva, los valores elegidos por validacio´n, y en
negrita el mejor valor en test.
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APE´NDICE B. TABLAS Y GRA´FICAS DE ERRORES PARA α, β
Figura B.6: Porcentaje de tasa de error promedio (Average Error Rate, AER) para













0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 2.13 ± 0.12 2.40 ± 0.12 2.08 ± 0.10 2.00 ± 0.15 1.87 ± 0.08 1.71 ± 0.07 1.70 ± 0.10 1.93 ± 0.11 2.20 ± 0.15 2.42 ± 0.10 2.54 ± 0.22
0.1 2.24 ± 0.17 2.25 ± 0.15 1.97 ± 0.10 1.91 ± 0.09 1.73 ± 0.10 1.66 ± 0.09 1.66 ± 0.12 1.89 ± 0.15 2.14 ± 0.14 2.40 ± 0.10 2.54 ± 0.22
0.2 2.35 ± 0.10 2.12 ± 0.10 1.92 ± 0.12 1.86 ± 0.06 1.72 ± 0.09 1.64 ± 0.05 1.62 ± 0.08 1.76 ± 0.12 2.09 ± 0.13 2.36 ± 0.15 2.54 ± 0.22
0.3 2.24 ± 0.15 2.09 ± 0.12 1.89 ± 0.10 1.80 ± 0.08 1.67 ± 0.07 1.62 ± 0.07 1.60± 0.06 1.75 ± 0.05 2.07 ± 0.14 2.32 ± 0.14 2.54 ± 0.22
0.4 2.03 ± 0.12 2.12 ± 0.10 1.94 ± 0.09 1.85 ± 0.12 1.70 ± 0.10 1.68 ± 0.06 1.65 ± 0.06 1.79 ± 0.06 2.10 ± 0.08 2.30 ± 0.12 2.54 ± 0.22
0.5 2.07 ± 0.09 2.17 ± 0.12 2.05 ± 0.12 1.94 ± 0.15 1.73 ± 0.12 1.71 ± 0.06 1.68 ± 0.03 1.82 ± 0.04 2.17 ± 0.09 2.38 ± 0.09 2.54 ± 0.22
0.6 2.15 ± 0.10 2.20 ± 0.08 2.14 ± 0.15 1.99 ± 0.10 1.78 ± 0.08 1.73 ± 0.06 1.71 ± 0.10 1.96 ± 0.04 2.20 ± 0.09 2.40 ± 0.10 2.54 ± 0.22
0.7 2.22 ± 0.15 2.22 ± 0.12 2.20 ± 0.18 2.14 ± 0.12 1.90 ± 0.10 1.86 ± 0.04 1.80 ± 0.09 2.07 ± 0.05 2.31 ± 0.08 2.42 ± 0.10 2.54 ± 0.22
0.8 2.43 ± 0.13 2.41 ± 0.09 2.32 ± 0.12 2.27 ± 0.06 1.94 ± 0.06 1.88 ± 0.02 1.82 ± 0.04 2.08 ± 0.09 2.36 ± 0.12 2.45 ± 0.10 2.54 ± 0.22
0.9 2.45 ± 0.10 2.39 ± 0.07 2.36 ± 0.16 2.30 ± 0.20 2.00 ± 0.18 1.92 ± 0.08 1.89 ± 0.07 2.10 ± 0.10 2.38 ± 0.08 2.47 ± 0.08 2.54 ± 0.22
1 1.96 ± 0.10 2.43 ± 0.08 2.40 ± 0.12 2.34 ± 0.21 2.10 ± 0.13 2.00 ± 0.10 1.93 ± 0.07 2.21 ± 0.10 2.40 ± 0.10 2.49 ± 0.09 2.54 ± 0.22
Tabla B.11: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos











































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 2.01 ± 0.08 1.91 ± 0.10 1.86 ± 0.06 1.67 ± 0.07 1.62 ± 0.06 1.53 ± 0.06 1.50 ± 0.06 1.57 ± 0.10 2.05 ± 0.10 2.12 ± 0.08 2.40 ± 0.13
0.1 1.95 ± 0.06 1.83 ± 0.10 1.73 ± 0.08 1.52 ± 0.06 1.50 ± 0.10 1.42 ± 0.05 1.39 ± 0.04 1.44 ± 0.10 1.91 ± 0.09 2.07 ± 0.06 2.40 ± 0.13
0.2 1.90 ± 0.07 1.72 ± 0.04 1.66 ± 0.06 1.44 ± 0.06 1.41 ± 0.07 1.35 ± 0.04 1.32 ± 0.05 1.40 ± 0.08 1.79 ± 0.10 2.04 ± 0.10 2.40 ± 0.13
0.3 1.82 ± 0.07 1.65 ± 0.06 1.54 ± 0.10 1.52 ± 0.12 1.40 ± 0.06 1.32 ± 0.05 1.26 ± 0.04 1.33 ± 0.06 1.68 ± 0.08 1.97 ± 0.09 2.40 ± 0.13
0.4 1.83 ± 0.04 1.71 ± 0.06 1.57 ± 0.10 1.57 ± 0.08 1.52 ± 0.10 1.38 ± 0.05 1.33 ± 0.04 1.44 ± 0.05 1.86 ± 0.08 2.02 ± 0.10 2.40 ± 0.13
0.5 1.85 ± 0.10 1.77 ± 0.08 1.64 ± 0.08 1.60 ± 0.06 1.68 ± 0.12 1.44 ± 0.06 1.40 ± 0.04 1.62 ± 0.06 1.92 ± 0.10 2.10 ± 0.08 2.40 ± 0.13
0.6 1.92 ± 0.06 1.84 ± 0.06 1.70 ± 0.06 1.66 ± 0.10 1.60 ± 0.08 1.52 ± 0.07 1.49 ± 0.08 1.87 ± 0.05 1.99 ± 0.06 2.18 ± 0.07 2.40 ± 0.13
0.7 1.97 ± 0.05 1.89 ± 0.05 1.81 ± 0.04 1.74 ± 0.09 1.62 ± 0.09 1.58 ± 0.06 1.55 ± 0.08 1.92 ± 0.10 2.05 ± 0.08 2.25 ± 0.09 2.40 ± 0.13
0.8 2.07 ± 0.08 1.91 ± 0.05 1.86 ± 0.07 1.81 ± 0.07 1.71 ± 0.08 1.61 ± 0.08 1.60 ± 0.06 1.94 ± 0.09 2.10 ± 0.09 2.27 ± 0.10 2.40 ± 0.13
0.9 2.15 ± 0.10 1.94 ± 0.05 1.91 ± 0.06 1.90 ± 0.06 1.83 ± 0.09 1.67 ± 0.08 1.62 ± 0.09 2.01 ± 0.08 2.17 ± 0.10 2.31 ± 0.10 2.40 ± 0.13
1 1.90 ± 0.15 2.07 ± 0.07 2.00 ± 0.08 1.95 ± 0.08 1.90 ± 0.10 1.74 ± 0.06 1.73 ± 0.09 2.07 ± 0.10 2.20 ± 0.12 2.34 ± 0.12 2.40 ± 0.13
Tabla B.12: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Final y gu´ıa MLP para RECT. En cursiva, los valores elegidos por validacio´n, y en




B.2.1. E´nfasis Completo gu´ıa SDAE3
Figura B.7: Porcentaje de tasa de error promedio (Average Error Rate, AER) para
los conjuntos de validacio´n y test versus α, β, del problema MNIST-B, con gu´ıa











































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 3.15 ± 0.01 3.08 ± 0.01 2.77 ± 0.01 2.66 ± 0.01 2.75 ± 0.00 2.81 ± 0.01 2.98 ± 0.04 3.03 ± 0.01 3.07 ± 0.01 3.09 ± 0.04 2.65 ± 0.15
0.1 3.02 ± 0.00 3.05 ± 0.03 2.69 ± 0.04 2.47 ± 0.01 2.69 ± 0.00 2.80 ± 0.03 2.93 ± 0.02 3.02 ± 0.01 3.05 ± 0.02 3.08 ± 0.01 2.65 ± 0.15
0.2 2.84 ± 0.00 2.80 ± 0.01 2.49 ± 0.04 2.38 ± 0.02 2.50 ± 0.01 2.69 ± 0.00 2.82 ± 0.01 2.95 ± 0.02 3.02 ± 0.01 3.03 ± 0.02 2.65 ± 0.15
0.3 2.75 ± 0.03 2.68 ± 0.01 2.42 ± 0.02 2.31 ± 0.01 2.38 ± 0.01 2.46 ± 0.02 2.78 ± 0.00 2.91 ± 0.01 2.97 ± 0.01 3.02 ± 0.01 2.65 ± 0.15
0.4 1.44 ± 0.02 1.42 ± 0.00 1.37 ± 0.01 1.03 ± 0.03 1.43 ± 0.02 1.60 ± 0.02 1.77 ± 0.03 1.98 ± 0.01 2.45 ± 0.01 2.95 ± 0.02 2.65 ± 0.15
0.5 0.95 ± 0.01 0.94 ± 0.00 0.82 ± 0.01 0.74± 0.00 0.89 ± 0.02 1.00 ± 0.01 1.42 ± 0.02 1.97 ± 0.01 2.40 ± 0.01 2.86 ± 0.01 2.65 ± 0.15
0.6 1.64 ± 0.02 1.62 ± 0.00 1.52 ± 0.00 1.51 ± 0.02 1.61 ± 0.02 1.69 ± 0.00 1.78 ± 0.02 2.14 ± 0.01 2.42 ± 0.01 2.88 ± 0.01 2.65 ± 0.15
0.7 1.74 ± 0.02 1.80 ± 0.01 1.68 ± 0.02 1.55 ± 0.04 1.70 ± 0.03 1.77 ± 0.00 1.89 ± 0.03 2.33 ± 0.02 2.63 ± 0.01 3.07 ± 0.02 2.65 ± 0.15
0.8 2.01 ± 0.02 1.90 ± 0.01 1.76 ± 0.00 1.76 ± 0.02 1.78 ± 0.02 1.95 ± 0.00 2.12 ± 0.04 2.61 ± 0.02 2.87 ± 0.01 3.11 ± 0.02 2.65 ± 0.15
0.9 2.37 ± 0.01 2.30 ± 0.02 2.25 ± 0.00 2.10 ± 0.02 2.16 ± 0.01 2.37 ± 0.01 2.72 ± 0.03 2.76 ± 0.01 2.93 ± 0.00 3.06 ± 0.00 2.65 ± 0.15
1 2.40 ± 0.01 2.34 ± 0.02 2.27 ± 0.01 2.16 ± 0.02 2.29 ± 0.01 2.42 ± 0.01 2.78 ± 0.03 2.89 ± 0.00 2.95 ± 0.00 3.00 ± 0.01 2.65 ± 0.15
Tabla B.13: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos














0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 3.09 ± 0.01 3.02 ± 0.01 2.69 ± 0.02 2.60 ± 0.02 2.71 ± 0.01 2.76 ± 0.01 2.94 ± 0.00 2.97 ± 0.03 3.02 ± 0.01 3.03 ± 0.04 3.42 ± 0.10
0.1 2.96 ± 0.02 3.01 ± 0.02 2.62 ± 0.00 2.42 ± 0.03 2.66 ± 0.02 2.74 ± 0.01 2.89 ± 0.02 2.99 ± 0.03 3.02 ± 0.01 3.03 ± 0.02 3.42 ± 0.10
0.2 2.84 ± 0.02 2.81 ± 0.02 2.50 ± 0.00 2.39 ± 0.01 2.53 ± 0.02 2.71 ± 0.01 2.84 ± 0.00 2.97 ± 0.00 3.05 ± 0.01 3.06 ± 0.03 3.42 ± 0.10
0.3 2.47 ± 0.03 2.41 ± 0.02 2.12 ± 0.03 2.01 ± 0.01 2.10 ± 0.03 2.18 ± 0.01 2.50 ± 0.02 2.65 ± 0.03 2.69 ± 0.01 2.74 ± 0.01 3.42 ± 0.10
0.4 1.50 ± 0.02 1.50 ± 0.00 1.44 ± 0.00 1.10 ± 0.01 1.50 ± 0.03 1.67 ± 0.03 1.84 ± 0.03 2.05 ± 0.01 2.51 ± 0.00 3.04 ± 0.00 3.42 ± 0.10
0.5 0.95 ± 0.03 0.89 ± 0.00 0.75 ± 0.02 0.72 ± 0.01 0.85 ± 0.02 1.05 ± 0.02 1.34 ± 0.03 1.97 ± 0.01 2.42 ± 0.00 3.10 ± 0.00 3.42 ± 0.10
0.6 1.71 ± 0.02 1.71 ± 0.00 1.58 ± 0.01 1.58 ± 0.00 1.70 ± 0.00 1.76 ± 0.00 1.85 ± 0.02 2.22 ± 0.01 2.51 ± 0.03 2.95 ± 0.01 3.42 ± 0.10
0.7 1.82 ± 0.02 1.88 ± 0.00 1.76 ± 0.01 1.60 ± 0.00 1.77 ± 0.02 1.85 ± 0.00 1.97 ± 0.02 2.41 ± 0.01 2.70 ± 0.02 3.15 ± 0.01 3.42 ± 0.10
0.8 2.08 ± 0.00 1.96 ± 0.03 1.83 ± 0.01 1.84 ± 0.00 1.87 ± 0.00 2.03 ± 0.00 2.21 ± 0.00 2.68 ± 0.01 2.93 ± 0.03 3.17 ± 0.01 3.42 ± 0.10
0.9 2.43 ± 0.03 2.38 ± 0.02 2.31 ± 0.03 2.15 ± 0.02 2.25 ± 0.00 2.44 ± 0.03 2.80 ± 0.04 2.85 ± 0.01 2.99 ± 0.04 3.13 ± 0.02 3.42 ± 0.10
1 2.46 ± 0.03 2.42 ± 0.02 2.32 ± 0.01 2.24 ± 0.02 2.38 ± 0.01 2.47 ± 0.02 2.87 ± 0.02 2.96 ± 0.01 3.03 ± 0.01 3.06 ± 0.03 3.42 ± 0.10
Tabla B.14: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Completo y gu´ıa SDAE3 para MNIST-B. En cursiva, los valores elegidos por validacio´n,
y en negrita el mejor valor en test.
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APE´NDICE B. TABLAS Y GRA´FICAS DE ERRORES PARA α, β
Figura B.8: Porcentaje de tasa de error promedio (Average Error Rate, AER) para















0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 1.95 ± 0.08 1.62 ± 0.10 1.55 ± 0.12 1.44 ± 0.08 1.37 ± 0.10 1.44 ± 0.08 1.54 ± 0.06 1.68 ± 0.14 1.90 ± 0.12 2.10 ± 0.06 2.54 ± 0.22
0.1 1.92 ± 0.10 1.50 ± 0.12 1.49 ± 0.09 1.40 ± 0.09 1.32 ± 0.06 1.39 ± 0.10 1.52 ± 0.12 1.65 ± 0.12 1.88 ± 0.10 2.07 ± 0.12 2.54 ± 0.22
0.2 1.82 ± 0.12 1.47 ± 0.09 1.45 ± 0.09 1.35 ± 0.07 1.30 ± 0.08 1.37 ± 0.12 1.49 ± 0.09 1.57 ± 0.08 1.85 ± 0.12 2.02 ± 0.11 2.54 ± 0.22
0.3 1.67 ± 0.10 1.41 ± 0.08 1.38 ± 0.07 1.33 ± 0.09 1.02± 0.09 1.31 ± 0.12 1.47 ± 0.06 1.52 ± 0.07 1.83 ± 0.09 1.95 ± 0.13 2.54 ± 0.22
0.4 1.77 ± 0.10 1.56 ± 0.09 1.41 ± 0.11 1.45 ± 0.10 1.36 ± 0.10 1.40 ± 0.07 1.49 ± 0.13 1.62 ± 0.08 1.87 ± 0.07 1.99 ± 0.05 2.54 ± 0.22
0.5 1.82 ± 0.07 1.62 ± 0.10 1.49 ± 0.07 1.50 ± 0.08 1.41 ± 0.09 1.47 ± 0.06 1.50 ± 0.12 1.64 ± 0.12 1.88 ± 0.06 2.01 ± 0.06 2.54 ± 0.22
0.6 1.91 ± 0.06 1.66 ± 0.07 1.50 ± 0.08 1.57 ± 0.12 1.44 ± 0.10 1.51 ± 0.12 1.55 ± 0.10 1.70 ± 0.10 1.90 ± 0.12 2.10 ± 0.09 2.54 ± 0.22
0.7 1.97 ± 0.09 1.71 ± 0.08 1.61 ± 0.09 1.59 ± 0.10 1.52 ± 0.10 1.55 ± 0.08 1.60 ± 0.15 1.75 ± 0.09 1.92 ± 0.10 2.15 ± 0.08 2.54 ± 0.22
0.8 2.00 ± 0.10 1.72 ± 0.10 1.63 ± 0.12 1.60 ± 0.09 1.55 ± 0.07 1.60 ± 0.07 1.63 ± 0.12 1.77 ± 0.11 1.94 ± 0.07 2.17 ± 0.12 2.54 ± 0.22
0.9 2.05 ± 0.15 1.74 ± 0.12 1.65 ± 0.13 1.64 ± 0.10 1.61 ± 0.06 1.62 ± 0.09 1.68 ± 0.10 1.79 ± 0.09 1.95 ± 0.10 2.20 ± 0.15 2.54 ± 0.22
1 2.08 ± 0.09 1.79 ± 0.07 1.72 ± 0.10 1.68 ± 0.13 1.67 ± 0.09 1.67 ± 0.12 1.72 ± 0.10 1.90 ± 0.13 1.96 ± 0.12 2.12 ± 0.10 2.54 ± 0.22
Tabla B.15: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos











































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 1.72 ± 0.07 1.44 ± 0.12 1.28 ± 0.09 1.25 ± 0.10 1.15 ± 0.08 1.22 ± 0.07 1.30 ± 0.09 1.38 ± 0.10 1.69 ± 0.06 1.79 ± 0.06 2.40 ± 0.13
0.1 1.64 ± 0.08 1.35 ± 0.09 1.12 ± 0.08 1.10 ± 0.08 0.99 ± 0.06 1.12 ± 0.12 1.12 ± 0.10 1.32 ± 0.08 1.63 ± 0.05 1.78 ± 0.06 2.40 ± 0.13
0.2 1.50 ± 0.06 1.22 ± 0.12 1.07 ± 0.06 1.06 ± 0.12 0.94 ± 0.09 1.01 ± 0.09 1.07 ± 0.09 1.20 ± 0.08 1.52 ± 0.07 1.72 ± 0.10 2.40 ± 0.13
0.3 1.42 ± 0.10 1.18 ± 0.09 0.94 ± 0.07 0.92 ± 0.05 0.87 ± 0.04 0.94 ± 0.06 0.99 ± 0.10 1.23 ± 0.10 1.45 ± 0.06 1.66 ± 0.05 2.40 ± 0.13
0.4 1.61 ± 0.10 1.39 ± 0.10 1.11 ± 0.12 1.10 ± 0.07 0.96 ± 0.05 1.04 ± 0.03 1.15 ± 0.08 1.31 ± 0.09 1.52 ± 0.10 1.69 ± 0.06 2.40 ± 0.13
0.5 1.70 ± 0.02 1.46 ± 0.07 1.21 ± 0.10 1.05 ± 0.06 0.98 ± 0.07 1.12 ± 0.08 1.17 ± 0.12 1.35 ± 0.10 1.75 ± 0.10 1.73 ± 0.09 2.40 ± 0.13
0.6 1.76 ± 0.08 1.50 ± 0.09 1.40 ± 0.05 1.17 ± 0.09 1.05 ± 0.12 1.19 ± 0.10 1.22 ± 0.09 1.42 ± 0.04 1.77 ± 0.12 1.82 ± 0.08 2.40 ± 0.13
0.7 1.76 ± 0.05 1.62 ± 0.06 1.42 ± 0.06 1.20 ± 0.07 1.18 ± 0.08 1.30 ± 0.12 1.34 ± 0.10 1.47 ± 0.13 1.79 ± 0.09 1.84 ± 0.06 2.40 ± 0.13
0.8 1.77 ± 0.07 1.65 ± 0.06 1.44 ± 0.09 1.23 ± 0.10 1.20 ± 0.13 1.31 ± 0.13 1.40 ± 0.10 1.52 ± 0.12 1.83 ± 0.07 1.91 ± 0.04 2.40 ± 0.13
0.9 1.78 ± 0.06 1.70 ± 0.10 1.50 ± 0.11 1.41 ± 0.12 1.33 ± 0.10 1.37 ± 0.09 1.42 ± 0.09 1.56 ± 0.10 1.84 ± 0.06 1.93 ± 0.08 2.40 ± 0.13
1 1.88 ± 0.10 1.73 ± 0.09 1.53 ± 0.10 1.50 ± 0.12 1.37 ± 0.07 1.41 ± 0.09 1.45 ± 0.08 1.58 ± 0.09 1.90 ± 0.08 1.99 ± 0.10 2.40 ± 0.13
Tabla B.16: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Completo y gu´ıa SDAE3 para RECT. En cursiva, los valores elegidos por validacio´n, y
en negrita el mejor valor en test.
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B.2. GUI´A SDAE3
B.2.2. E´nfasis Final gu´ıa SDAE3
Figura B.9: Porcentaje de tasa de error promedio (Average Error Rate, AER) para












































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 0.90 ± 0.04 0.86 ± 0.02 0.86 ± 0.02 0.70 ± 0.03 0.62 ± 0.02 0.71 ± 0.03 1.06 ± 0.03 1.10 ± 0.04 1.21 ± 0.02 1.30 ± 0.05 1.49 ± 0.05
0.1 0.84 ± 0.04 0.73 ± 0.05 0.70 ± 0.02 0.66 ± 0.06 0.60 ± 0.02 0.66 ± 0.04 0.91 ± 0.05 0.95 ± 0.03 1.00 ± 0.02 1.27 ± 0.01 1.49 ± 0.05
0.2 0.79 ± 0.01 0.67 ± 0.05 0.62 ± 0.02 0.61 ± 0.08 0.54 ± 0.04 0.62 ± 0.04 0.84 ± 0.06 0.90 ± 0.04 0.94 ± 0.04 1.16 ± 0.02 1.49 ± 0.05
0.3 0.75 ± 0.02 0.60 ± 0.03 0.58 ± 0.03 0.52 ± 0.06 0.49 ± 0.03 0.57 ± 0.03 0.75 ± 0.04 0.77 ± 0.05 0.83 ± 0.03 1.10 ± 0.02 1.49 ± 0.05
0.4 0.66 ± 0.04 0.38 ± 0.02 0.53 ± 0.06 0.50 ± 0.04 0.44± 0.05 0.47 ± 0.03 0.66 ± 0.06 0.72 ± 0.03 0.78 ± 0.02 1.04 ± 0.01 1.49 ± 0.05
0.5 0.62 ± 0.04 0.55 ± 0.04 0.51 ± 0.04 0.44± 0.06 0.49 ± 0.03 0.46 ± 0.03 0.54 ± 0.04 0.63 ± 0.04 0.71 ± 0.04 1.01 ± 0.02 1.49 ± 0.05
0.6 0.67 ± 0.03 0.62 ± 0.03 0.57 ± 0.05 0.54 ± 0.05 0.50 ± 0.03 0.53 ± 0.02 0.58 ± 0.05 0.66 ± 0.03 0.80 ± 0.03 1.03 ± 0.04 1.49 ± 0.05
0.7 0.75 ± 0.02 0.70 ± 0.04 0.66 ± 0.05 0.62 ± 0.02 0.55 ± 0.05 0.60 ± 0.04 0.67 ± 0.03 0.73 ± 0.01 0.97 ± 0.03 1.19 ± 0.04 1.49 ± 0.05
0.8 0.82 ± 0.03 0.73 ± 0.03 0.71 ± 0.05 0.67 ± 0.02 0.60 ± 0.06 0.61 ± 0.02 0.89 ± 0.01 0.88 ± 0.04 1.07 ± 0.04 1.22 ± 0.03 1.49 ± 0.05
0.9 0.91 ± 0.02 0.74 ± 0.06 0.77 ± 0.02 0.74 ± 0.03 0.64 ± 0.04 0.70 ± 0.02 0.94 ± 0.04 0.97 ± 0.01 1.18 ± 0.03 1.21 ± 0.01 1.49 ± 0.05
1 0.79 ± 0.08 0.87 ± 0.05 0.80 ± 0.05 0.78 ± 0.04 0.69 ± 0.02 0.79 ± 0.04 1.01 ± 0.00 1.09 ± 0.05 1.21 ± 0.04 1.35 ± 0.03 1.49 ± 0.05
Tabla B.17: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos














0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 0.89 ± 0.04 0.86 ± 0.04 0.73 ± 0.02 0.64 ± 0.04 0.74 ± 0.02 0.84 ± 0.04 0.90 ± 0.06 1.04 ± 0.02 1.10 ± 0.02 1.22 ± 0.04 1.58 ± 0.06
0.1 0.86 ± 0.06 0.81 ± 0.04 0.70 ± 0.03 0.62 ± 0.02 0.72 ± 0.03 0.86 ± 0.02 0.86 ± 0.05 0.91 ± 0.02 0.97 ± 0.04 1.20 ± 0.03 1.58 ± 0.06
0.2 0.86 ± 0.02 0.74 ± 0.02 0.67 ± 0.05 0.58 ± 0.04 0.72 ± 0.03 0.80 ± 0.03 0.82 ± 0.05 0.84 ± 0.03 0.96 ± 0.04 1.12 ± 0.02 1.58 ± 0.06
0.3 0.81 ± 0.04 0.73 ± 0.03 0.66 ± 0.05 0.55 ± 0.02 0.71 ± 0.04 0.79 ± 0.04 0.77 ± 0.06 0.82 ± 0.03 0.94 ± 0.03 1.04 ± 0.05 1.58 ± 0.06
0.4 0.75 ± 0.02 0.69 ± 0.04 0.62 ± 0.03 0.52± 0.02 0 .67 ± 0 .05 0.74 ± 0.02 0.77 ± 0.02 0.79 ± 0.01 0.90 ± 0.03 1.01 ± 0.04 1.58 ± 0.06
0.5 0.73 ± 0.03 0.67 ± 0.05 0.60 ± 0.05 0.52 ± 0.01 0.66 ± 0.02 0.71 ± 0.02 0.73 ± 0.05 0.78 ± 0.03 0.81 ± 0.02 0.99 ± 0.06 1.58 ± 0.06
0.6 0.77 ± 0.03 0.67 ± 0.02 0.61 ± 0.04 0.54 ± 0.02 0.66 ± 0.04 0.72 ± 0.05 0.74 ± 0.07 0.90 ± 0.01 0.75 ± 0.03 1.02 ± 0.07 1.58 ± 0.06
0.7 0.79 ± 0.04 0.71 ± 0.03 0.68 ± 0.05 0.59 ± 0.02 0.67 ± 0.02 0.75 ± 0.04 0.75 ± 0.06 0.96 ± 0.08 0.99 ± 0.02 1.13 ± 0.06 1.58 ± 0.06
0.8 0.79 ± 0.02 0.74 ± 0.03 0.68 ± 0.04 0.63 ± 0.02 0.68 ± 0.03 0.75 ± 0.07 0.86 ± 0.05 1.02 ± 0.01 1.10 ± 0.05 1.25 ± 0.05 1.58 ± 0.06
0.9 0.82 ± 0.04 0.74 ± 0.04 0.70 ± 0.03 0.70 ± 0.03 0.72 ± 0.04 0.80 ± 0.04 0.80 ± 0.04 1.09 ± 0.04 1.16 ± 0.05 1.31 ± 0.03 1.58 ± 0.06
1 0.80 ± 0.03 0.77 ± 0.02 0.72 ± 0.04 0.73 ± 0.04 0.80 ± 0.03 0.92 ± 0.06 0.94 ± 0.02 1.20 ± 0.03 1.25 ± 0.04 1.36 ± 0.05 1.58 ± 0.06
Tabla B.18: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Final y gu´ıa SDAE3 para MNIST. En cursiva, los valores elegidos por validacio´n, y en
negrita el mejor valor en test.
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APE´NDICE B. TABLAS Y GRA´FICAS DE ERRORES PARA α, β
Figura B.10: Porcentaje de tasa de error promedio (Average Error Rate, AER) para
los conjuntos de validacio´n y test versus α, β, del problema MNIST-B, con gu´ıa














0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 2.40 ± 0.10 2.69 ± 0.08 2.10 ± 0.10 2.00 ± 0.06 2.40 ± 0.05 2.55 ± 0.10 2.57 ± 0.08 2.84 ± 0.06 3.08 ± 0.12 3.19 ± 0.16 2.65 ± 0.15
0.1 2.36 ± 0.10 2.07 ± 0.07 1.98 ± 0.08 1.56 ± 0.08 1.97 ± 0.09 2.04 ± 0.10 2.15 ± 0.08 2.74 ± 0.12 3.03 ± 0.15 3.12 ± 0.12 2.65 ± 0.15
0.2 2.22 ± 0.08 1.90 ± 0.09 1.72 ± 0.07 1.44 ± 0.10 1.56 ± 0.06 1.86 ± 0.08 1.86 ± 0.06 2.65 ± 0.10 3.01 ± 0.13 3.10 ± 0.12 2.65 ± 0.15
0.3 1.95 ± 0.07 1.86 ± 0.08 1.66 ± 0.06 1.06 ± 0.09 1.29 ± 0.06 1.44 ± 0.06 1.55 ± 0.10 2.37 ± 0.10 2.99 ± 0.08 3.00 ± 0.10 2.65 ± 0.15
0.4 1.40 ± 0.05 1.02 ± 0.06 1.14 ± 0.07 0.92 ± 0.05 1.00 ± 0.07 1.20 ± 0.08 1.36 ± 0.07 2.10 ± 0.10 2.44 ± 0.06 2.86 ± 0.10 2.65 ± 0.15
0.5 1.17 ± 0.06 0.97 ± 0.05 0.91 ± 0.05 0.80± 0.02 0.94 ± 0.05 1.07 ± 0.06 1.20 ± 0.06 2.06 ± 0.10 2.35 ± 0.07 2.62 ± 0.08 2.65 ± 0.15
0.6 1.37 ± 0.08 1.15 ± 0.08 1.06 ± 0.06 1.00 ± 0.10 1.35 ± 0.04 1.66 ± 0.08 1.70 ± 0.07 2.20 ± 0.10 2.44 ± 0.09 2.96 ± 0.12 2.65 ± 0.15
0.7 1.55 ± 0.04 1.47 ± 0.06 1.58 ± 0.04 1.39 ± 0.09 1.60 ± 0.04 1.84 ± 0.09 1.91 ± 0.08 2.35 ± 0.09 2.60 ± 0.10 3.07 ± 0.13 2.65 ± 0.15
0.8 1.94 ± 0.04 1.80 ± 0.06 1.75 ± 0.04 1.70 ± 0.08 1.94 ± 0.05 1.99 ± 0.07 1.99 ± 0.10 2.44 ± 0.08 2.82 ± 0.10 3.22 ± 0.14 2.65 ± 0.15
0.9 2.30 ± 0.06 2.15 ± 0.08 2.08 ± 0.04 1.99 ± 0.09 2.06 ± 0.06 2.14 ± 0.04 2.20 ± 0.08 2.52 ± 0.10 2.94 ± 0.15 3.25 ± 0.14 2.65 ± 0.15
1 2.91 ± 0.07 2.35 ± 0.10 2.30 ± 0.08 2.23 ± 0.06 2.44 ± 0.06 2.55 ± 0.06 2.57 ± 0.09 2.88 ± 0.18 3.00 ± 0.15 3.28 ± 0.10 2.65 ± 0.15
Tabla B.19: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos











































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 1.40 ± 0.09 1.38 ± 0.10 1.35 ± 0.08 1.30 ± 0.06 2.00 ± 0.08 2.35 ± 0.06 2.90 ± 0.08 3.25 ± 0.09 3.36 ± 0.12 3.40 ± 0.06 3.42 ± 0.10
0.1 1.32 ± 0.08 1.30 ± 0.08 1.29 ± 0.04 1.27 ± 0.04 1.92 ± 0.05 2.06 ± 0.06 2.88 ± 0.04 3.14 ± 0.08 3.28 ± 0.10 3.33 ± 0.04 3.42 ± 0.10
0.2 1.27 ± 0.06 1.26 ± 0.09 1.26 ± 0.04 1.25 ± 0.04 1.54 ± 0.04 1.58 ± 0.08 2.20 ± 0.03 3.02 ± 0.08 3.15 ± 0.10 3.30 ± 0.10 3.42 ± 0.10
0.3 1.25 ± 0.10 1.14 ± 0.06 1.24 ± 0.03 1.10 ± 0.06 1.40 ± 0.02 1.57 ± 0.06 1.90 ± 0.06 2.77 ± 0.06 2.99 ± 0.10 3.28 ± 0.14 3.42 ± 0.10
0.4 1.12 ± 0.12 1.00 ± 0.07 0.94 ± 0.02 0.95 ± 0.08 1.07 ± 0.06 1.23 ± 0.08 1.56 ± 0.02 2.20 ± 0.06 2.82 ± 0.10 3.20 ± 0.08 3.42 ± 0.10
0.5 1.02 ± 0.06 0.93 ± 0.08 0.91 ± 0.02 0.83 ± 0.02 0.96 ± 0.06 1.06 ± 0.08 1.45 ± 0.04 1.99 ± 0.04 2.65 ± 0.08 2.96 ± 0.06 3.42 ± 0.10
0.6 1.15 ± 0.07 1.10 ± 0.10 1.36 ± 0.02 1.20 ± 0.04 1.10 ± 0.04 1.20 ± 0.03 1.88 ± 0.03 2.40 ± 0.04 2.77 ± 0.10 2.96 ± 0.10 3.42 ± 0.10
0.7 1.46 ± 0.05 1.16 ± 0.05 1.40 ± 0.02 1.36 ± 0.04 1.35 ± 0.08 1.44 ± 0.05 1.96 ± 0.06 2.95 ± 0.02 2.89 ± 0.08 3.14 ± 0.10 3.42 ± 0.10
0.8 1.54 ± 0.05 1.32 ± 0.06 1.44 ± 0.04 1.40 ± 0.06 1.44 ± 0.06 1.66 ± 0.09 2.15 ± 0.06 2.76 ± 0.04 3.03 ± 0.12 3.32 ± 0.12 3.42 ± 0.10
0.9 2.10 ± 0.02 1.41 ± 0.04 1.62 ± 0.03 1.52 ± 0.05 1.86 ± 0.10 1.89 ± 0.06 2.66 ± 0.08 2.94 ± 0.03 3.12 ± 0.10 3.27 ± 0.12 3.42 ± 0.10
1 2.45 ± 0.06 1.50 ± 0.04 1.73 ± 0.06 1.68 ± 0.06 1.99 ± 0.08 2.04 ± 0.10 2.92 ± 0.12 3.06 ± 0.10 3.20 ± 0.06 3.36 ± 0.14 3.42 ± 0.10
Tabla B.20: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Final y gu´ıa SDAE3 para MNIST-B. En cursiva, los valores elegidos por validacio´n, y
en negrita el mejor valor en test.
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B.2. GUI´A SDAE3
Figura B.11: Porcentaje de tasa de error promedio (Average Error Rate, AER) para












































0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 2.31 ± 0.12 1.88 ± 0.08 1.80 ± 0.08 1.74 ± 0.10 1.70 ± 0.03 1.63 ± 0.09 1.82 ± 0.10 1.79 ± 0.15 2.05 ± 0.16 2.42 ± 0.20 2.54 ± 0.22
0.1 2.20 ± 0.15 1.80 ± 0.05 1.76 ± 0.03 1.69 ± 0.06 1.58 ± 0.03 1.55 ± 0.04 1.74 ± 0.08 1.75 ± 0.13 1.99 ± 0.15 2.31 ± 0.22 2.54 ± 0.22
0.2 2.05 ± 0.10 1.76 ± 0.04 1.80 ± 0.05 1.66 ± 0.06 1.55 ± 0.04 1.52 ± 0.05 1.66 ± 0.06 1.72 ± 0.12 1.96 ± 0.10 2.30 ± 0.20 2.54 ± 0.22
0.3 1.99 ± 0.12 1.74 ± 0.06 1.67 ± 0.08 1.60 ± 0.04 1.45± 0.02 1.45± 0.03 1.45± 0.05 1.72 ± 0.12 1.95 ± 0.11 2.30 ± 0.15 2.54 ± 0.22
0.4 2.04 ± 0.08 1.79 ± 0.04 1.72 ± 0.04 1.65 ± 0.04 1.56 ± 0.04 1.52 ± 0.04 1.65 ± 0.03 1.73 ± 0.10 2.00 ± 0.10 2.37 ± 0.12 2.54 ± 0.22
0.5 2.10 ± 0.09 1.83 ± 0.06 1.77 ± 0.08 1.67 ± 0.06 1.59 ± 0.04 1.57 ± 0.06 1.69 ± 0.08 1.75 ± 0.09 2.03 ± 0.08 2.38 ± 0.09 2.54 ± 0.22
0.6 2.19 ± 0.08 1.91 ± 0.06 1.81 ± 0.06 1.72 ± 0.06 1.63 ± 0.06 1.60 ± 0.08 1.72 ± 0.10 1.84 ± 0.06 2.07 ± 0.06 2.40 ± 0.06 2.54 ± 0.22
0.7 2.26 ± 0.08 1.94 ± 0.08 1.87 ± 0.05 1.77 ± 0.08 1.70 ± 0.06 1.66 ± 0.09 1.76 ± 0.12 1.84 ± 0.08 2.09 ± 0.10 2.44 ± 0.16 2.54 ± 0.22
0.8 2.30 ± 0.07 2.05 ± 0.08 1.94 ± 0.03 1.81 ± 0.08 1.74 ± 0.10 1.71 ± 0.07 1.76 ± 0.10 1.86 ± 0.10 2.14 ± 0.12 2.44 ± 0.08 2.54 ± 0.22
0.9 2.41 ± 0.10 2.13 ± 0.10 1.99 ± 0.06 1.84 ± 0.04 1.80 ± 0.12 1.77 ± 0.08 1.77 ± 0.10 1.89 ± 0.09 2.19 ± 0.06 2.50 ± 0.15 2.54 ± 0.22
1 2.10 ± 0.18 2.17 ± 0.12 2.05 ± 0.09 1.92 ± 0.06 1.86 ± 0.12 1.80 ± 0.10 1.79 ± 0.08 1.90 ± 0.10 2.24 ± 0.16 2.50 ± 0.21 2.54 ± 0.22
Tabla B.21: Resultados (porcentaje de error ± desviacio´n t´ıpica) de validacio´n para los valores de los distintos














0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0 2.00 ± 0.12 1.83 ± 0.09 1.60 ± 0.08 1.51 ± 0.05 1.50 ± 0.06 1.45 ± 0.04 1.40 ± 0.04 1.64 ± 0.12 2.01 ± 0.15 2.10 ± 0.08 2.40 ± 0.13
0.1 1.91 ± 0.10 1.67 ± 0.06 1.56 ± 0.08 1.50 ± 0.08 1.43 ± 0.10 1.32 ± 0.08 1.30 ± 0.05 1.59 ± 0.10 1.96 ± 0.10 2.08 ± 0.08 2.40 ± 0.13
0.2 1.88 ± 0.10 1.62 ± 0.08 1.50 ± 0.07 1.44 ± 0.06 1.35 ± 0.08 1.20 ± 0.06 1.24 ± 0.06 1.33 ± 0.08 1.94 ± 0.08 2.02 ± 0.06 2.40 ± 0.13
0.3 1.73 ± 0.08 1.56 ± 0.06 1.49 ± 0.06 1.37 ± 0.04 1 .31 ± 0 .02 1.08 ± 0.03 1.08 ± 0.04 1.31 ± 0.09 1.92 ± 0.10 1.99 ± 0.06 2.40 ± 0.13
0.4 1.80 ± 0.06 1.57 ± 0.06 1.44 ± 0.07 1.44 ± 0.04 1.42 ± 0.04 1.19 ± 0.04 1.12 ± 0.05 1.43 ± 0.10 1.86 ± 0.10 2.10 ± 0.12 2.40 ± 0.13
0.5 1.85 ± 0.06 1.60 ± 0.08 1.52 ± 0.06 1.52 ± 0.05 1.53 ± 0.05 1.40 ± 0.04 1.53 ± 0.05 1.55 ± 0.02 1.94 ± 0.12 2.21 ± 0.14 2.40 ± 0.13
0.6 1.91 ± 0.06 1.75 ± 0.06 1.66 ± 0.08 1.61 ± 0.06 1.60 ± 0.08 1.55 ± 0.04 1.56 ± 0.04 1.76 ± 0.06 1.95 ± 0.15 2.25 ± 0.15 2.40 ± 0.13
0.7 1.94 ± 0.04 1.77 ± 0.08 1.73 ± 0.06 1.70 ± 0.08 1.66 ± 0.06 1.67 ± 0.06 1.66 ± 0.06 1.80 ± 0.12 1.99 ± 0.12 2.28 ± 0.15 2.40 ± 0.13
0.8 2.06 ± 0.06 1.86 ± 0.04 1.86 ± 0.06 1.81 ± 0.04 1.77 ± 0.10 1.95 ± 0.04 1.70 ± 0.08 1.86 ± 0.10 2.02 ± 0.10 2.30 ± 0.12 2.40 ± 0.13
0.9 2.08 ± 0.08 1.88 ± 0.04 1.89 ± 0.06 1.82 ± 0.04 1.80 ± 0.10 1.80 ± 0.04 1.77 ± 0.04 1.88 ± 0.12 2.06 ± 0.10 2.31 ± 0.10 2.40 ± 0.13
1 1.90 ± 0.10 1.91 ± 0.06 1.90 ± 0.08 1.85 ± 0.06 1.83 ± 0.07 1.79 ± 0.08 1.80 ± 0.06 1.89 ± 0.06 2.12 ± 0.06 2.34 ± 0.06 2.40 ± 0.13
Tabla B.22: Resultados (porcentaje de error ± desviacio´n t´ıpica) de test para los valores de los distintos para´metros
α y β del disen˜o con e´nfasis Final y gu´ıa SDAE3 para RECT. En cursiva, los valores elegidos por validacio´n, y en
negrita el mejor valor en test.
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