Results on the dynamics of the planar pendulum with parametric vertical timeperiodic forcing are reviewed and extended. Numerical methods are employed to study the various dynamical features of the system about its equilibrium positions. Furthermore, the dynamics of the system far from its equilibrium points is systematically investigated by using phase portraits and Poincaré sections. The attractors and the associated basins of attraction are computed. We also calculate the Lyapunov exponents to show that for some parameter values the dynamics of the pendulum shows sensitivity to initial conditions.
Introduction
Over the past few decades, parametrically excited nonlinear oscillators have begun to be extensively studied, both theoretically and numerically. Their dynamics is generally very complicated even when only one and a half degrees of freedom are involved: this shows that the complex behaviour does not arise from a large number of variables, but from the nonlinearity of the equation of motion.
Below, a planar pendulum whose point of support (pivot) is subjected to vertical sinusoidal displacement is studied. This system has two equilibrium configurations: the downward position and the upward position. It is known that the upward equilibrium state can be made stable by subjecting the pivot to a harmonic vertical oscillation of appropriate frequency and amplitude. Stephenson (1908) was the first to predict theoretically this remarkable result, and the idea has reappeared in a number of subsequent studies (Ness 1967; Kalmus 1970; Koch et al . 1983; Michaelis 1985; Pippard 1987; Leiber & Risken 1988; Blackburn et al . 1992a, b; Acheson 1993 Acheson , 1995 Acheson , 1997 Aceson & Mullin 1993) .
Analytically, in the absence of friction, the stability of the upward position is usually obtained by the method of averaging (see Kapitsa 1951; Landau & Lifshitz 1976; Percival & Richards 1982) , which, however, is not completely satisfactory, as pointed out by Blackburn et al . (1992b) and Bartuccelli et al . (2001a) . More specifically, Bartuccelli et al . (2001a) rigorously show that the upward position can become stable by proving the existence of Kolmogorov-Arnold-Moser (KAM) invariant curves arbitrarily close to the equilibrium point: such curves produce a topological obstruction for the trajectories arising from initial data contained in the open bounded region internal to them. In Bartuccelli et al . (2001b) , we consider the same situation, but in the presence of (small) friction (as in the present paper), and we prove that the upward equilibrium position of the driven pendulum does indeed become stable if the period of the forcing is small enough, in agreement with both numerical computations and graphic visualization.
In this paper we employ numerical techniques to make detailed studies of such a system in the presence of friction. We shall investigate the stability of both fixed points and study their basins of attraction when they are (asymptotically) stable. We shall also investigate the existence of other attractors, and again determine the corresponding basins of attraction; analogous results for similar models can be found in literature (see Smith & Blackburn 1989 , 1992 Blackburn et al . 1992a, b; Capecchi & Bishop 1994) . Furthermore, we also find strong numerical evidence that the union of the basins of attraction fills the entire phase space: in other words any initial condition will eventually end up on one of the attractors. As far as we know, such a result has not appeared in the literature so far.
Numerical Poincaré sections (see Poincaré 1899; Henon 1982; Hilborn 1994 ) and phase portraits (see Doerner et al . 1994; Heng et al . 1994; Baker & Gollub 1996) have been employed to show that, according to appropriate parameter values, the motion of the pendulum can be either regular or chaotic.
In general the results depend strongly upon the values of the parameters: both regular and chaotic attractors can arise, but never simultaneously. A systematic study of all possible scenarios arising by varying the parameter values is certainly interesting, particularly, the transition from smooth to chaotic dynamics, but we shall not perform this here, as we are interested rather in showing the complexity of features exhibited by the system: we prefer to concentrate on some values of the parameters in order to have a general picture.
We also compute the Lyapunov exponents to show sensitivity to initial conditions, thereby corroborating the fact that the system does possess the chaotic dynamics described above for suitable parameter values.
A forced planar pendulum
A simple pendulum of mass m and length is constrained to move in a vertical plane under the influence of gravity of intensity g, while its pivot is subjected to a vertical oscillation y 0 (t) = b cos ωt, with positive b and ω; a schematic is shown in figure 1.
The governing equation of the system is given bÿ (ii) due to the dimensionless character of all the terms, it can be used to compare directly the dynamics of nonlinear, driven oscillators in any field, for example in mechanics, electrodynamics or solid-state physics.
Since the system is 2π periodic in θ, the fixed points are (0, 0) and (π, 0). The (0, 0) fixed point corresponds to the downward state of the pendulum, while the (π, 0) corresponds to the upward state. Equation (2.1) can not be solved analytically, but if we assume that θ remains near the equilibrium point throughout the motion, it may be linearized: linearization around (0, 0) leads tö
while linearization around (π, 0), by letting ξ = π + θ, leads tö
where now we naturally take α to be negative (in order to use the same stability diagram for both equations (2.2) and (2.3)); equations (2.2) and (2.3) are called Mathieu's equations. Notice that changing the sign of β amounts to shifting time by π, and therefore the invariant curves do not depend upon the sign of the parameter β. Figure 2 shows that the solutions of Mathieu's equations, depending on the values of the parameters α and β, are either stable or unstable. Let us consider explicitly some values of the parameters. If α = 0.5 and β = 0.1, the downward state is stable, while if α = 0.25 and β = 0.1, it is unstable; numerically we found that this carries over to the full system (2.1), as shown in figure 3. Taking equation (2.3), if α = −0.1 and β = 0.545, we are inside the stability region of the upward state of the pendulum, while if α = −0.2 and β = 0.1, the upward state becomes unstable and the trajectories move away from the fixed point; again we checked numerically that this carries over to the full system, as illustrated in figure 4 .
The presence of friction, unavoidable in any physical context, leads us to introduce a damping term into the equation of motion (2.1), which becomes
with γ > 0 denoting the dissipative coefficient. The linearization of (2.4) around the two equilibrium points leads to the same equations (2.2) and (2.3) for the variables θ (t) = e γt/2 θ(t) and ξ (t) = e γt/2 ξ(t), respectively, provided that α is replaced with α = α − γ 2 /4 in both cases (see (a) Stable solutions of (2.1) when the linearized system is described by (2.2) with α = 0.5 and β = 0.1. (b) An unstable solution of (2.1) when the linearized system is described by (2.2) with α = 0.25 and β = 0.1. Jordan & Smith 1977, ch. 8) . Therefore, if γ is small enough (for practical purposes one can take γ as done below), for the values of α and β given above the behaviour of the linearized equations in presence of friction (for θ and ξ ) is the same of that of Mathieu's equations (for θ and ξ) obtained for γ = 0; it is important to note, however, that a stable equilibrium point for the linearized motion of θ and ξ becomes asymptotically stable for the linearized motion of the original variables θ and ξ. The stability chart of Mathieu's equation with damping,
was numerically determined by Leiber & Risken (1988) ; to compare (2.4) with eqn (4) of Leiber & Risken (1988) , we use the fact that their parameters δ and ε are related to α and β through the relations δ = 4α and ε = 2β. (a) Stable solution of (2.1) when the linearized system is described by (2.3) with using α = −0.1 and β = 0.545. (b) Unstable solutions of (2.1) when the linearized system is described by (2.3) with α = −0.2 and β = 0.1.
Attractors and basins of attraction
Given an attractor, the most direct way of determining a basin of attraction is to numerically integrate the differential equation (2.4) for each possible initial point and record those initial conditions which eventually asymptote to the attractor (see also Blackburn et al . 1992b Blackburn et al . , 1995 . This approach has been used to generate high resolution basins containing as many as 1 048 576 (1024×1024 grid) initial conditions. To characterize the attractors one can use a phase portrait in which the time variable is ignored, by projecting all trajectories either on the plane (θ,θ) when the downward position is stable or on the plane (ξ,θ), with ξ = π + θ, when the upward position is stable; this can be accomplished by using a DSTOOL package (see Myers et al . 1991) .
Suppose for the sake of argument that we are studying a case in which the downward position is stable, so that we project the trajectory on the plane (θ,θ).
Note that by projecting the motion some information could be lost as to the motion of the full system: for instance a trajectory which when projected gives a closed curve can have in principle any period or could even be quasi-periodic in the space (θ,θ, τ ). We could also use Poincaré sections (as we shall do in the next section), by sampling the motion at fixed times: in this way, for instance, a periodic trajectory for the full system (including the time) should appear as a set of points in the plane (θ,θ). Nevertheless, we prefer here to project the motion on the plane (θ,θ), as this can be easier if we are only interested in revealing the smooth character of the dynamics.
Once an attractor has been found, to determine its basin of attraction we can proceed as follows. First, a small target area around the attractor was specified in the plane (θ,θ); for instance, if the attractor is the fixed point itself we can take a small rectangle of dimension 0.20 × 0.20 around the origin, while if the attractor is a closed curve we can take a thin strip of diameter 0.20 around the curve. Points were then selected from the grid of initial conditions and for each one a fourth-order Runge-Kutta integration routine was used to numerically integrate the system over an initial transient phase; the integration time-step (time unit) was set at 0.1 (about one-sixtieth of the drive period). After this phase, which was typically 4000 time units, a further period of integration was specified and if at any time the solution, when projected into the plane (θ,θ), entered the target area and remained there for several more time units it was assumed that that initial condition belonged to the basin of attraction for that attractor, since other attracting states were far away from the target area. By using the above method we shall investigate the basins of attraction of our system for various values of the parameters. ( Note that the dissipative coefficient should not be too small in order to stabilize the equilibrium positions numerically; on the other hand it should not be too large if one wants the stability chart of the linearized system to give some information about the stability of the full system. In this subsection we investigate the system (2.4) for the values of the parameters α = 0.5, β = 0.1 and γ = 0.03. We have found that there are four coexisting attractors: the stationary state (θ,θ) = (0, 0), an oscillating solution, a clockwise running solution and a counterclockwise running solution (see figure 5) .
We show in figure 6a the basin of attraction for the stationary solution, in figure 6b the basin of attraction for the oscillating solution, and finally in figure 6c the basins of attraction for the clockwise and anticlockwise running solutions. For initial conditions inside the black region in figure 6a , the trajectories converge to the fixed point (θ,θ) = (0, 0), as shown in figure 5a. For initial conditions that are inside the black region in figure 6b , an oscillatory behaviour can be observed after some transients: the trajectories converge to a periodic orbit, whose projection corresponds to the closed curve shown in figure 5b. Finally, for initial conditions that are inside the black region in figure 6c , a clockwise running solution and a counterclockwise running solution can be observed; due to the symmetry of the system, each of these two attractors can be found by rotating the other by π. Figure 5 shows a phenomenon that is characteristic of nonlinear systems but cannot occur in linear systems. For the given system parameters α = 0.5, β = 0.1 and γ = 0.03, there is a coexistence of four different attractors: depending on the initial conditions, trajectories converge towards one of these attractors (while for linear systems differences in initial conditions are damped out resulting in a single attractor).
There is strong numerical evidence that these four coexisting attractors are the only attractors for the fixed parameter values: any trajectory will ultimately end up at one of the attractors, as shown numerically in figure 6d , where the union of the four basins is represented. Note that the model is invariant under the symmetry (θ,θ, τ ) → (−θ, −θ, τ ), so that one expects the attractors to be symmetric under inversion with respect to the origin, and in fact this is what happens. On the contrary the model is not invariant under the symmetry (θ,θ, τ ) → (−θ,θ, −τ ): in particular, this means that the phase portrait representation of the attractors given in figure 5b is not symmetric under reflection with respect to the axis θ = 0 (as one can check by looking very carefully at the plots and by computing with accuracy the coordinates of the points of the curves). The apparent symmetry is due to the small value of γ: for γ = 0, i.e. in absence of friction, the symmetry (θ,θ, τ ) → (−θ,θ, −τ ) is restored and any invariant curve must be even in θ. The same symmetry considerations apply to all following plots. Consider the system (2.4) with α = −0.1, β = 0.545 and γ = 0.08. For this case we have found that there are three coexisting attractors: the stationary state (θ,θ) = (π, 0), which corresponds to the upward position of the pendulum, and two other attractors which correspond to rotating (running) solutions; see figure 7b.
We show in figure 8a the basin of attraction for the stationary solution, and in figure 8b the basin for the clockwise and anticlockwise running solutions. Note that for each basin there are regions in which the structure seems to be fractal (see Smith & Blackburn 1992) ; for instance, figure 8a reveals a dense core surrounded by fractal layers.
Any initial condition inside the black regions in figure 8 will ultimately arrive at the corresponding attractor: for initial conditions inside the black region in figure 8a , the trajectories converge to the fixed point attractor (θ,θ) = (π, 0), as shown in figure 7a , while for initial conditions that are inside the black region in figure 8b , a clockwise running solution and an anticlockwise running solution can be observed asymptotically as shown in figure 7b . Also in this case we found that these three attractors are the only attractors (the same picture as in figure 6d is obtained by drawing simultaneously all the basins represented in figure 8 ). The values of the parameters α and β considered so far are all inside the stability region in figure 2 (which describes the linear undamped system). What happens, as a general empirical rule, is that, if an equilibrium position is stable for Mathieu's equations (2.2) or (2.3), then it remains stable also for the nonlinear damped equation (2.4); this holds only approximately for the upward position of the pendulum, which would correspond to having a negative value for the parameter α; we refer to Leiber & Risken (1988) for a detailed description of the stability diagram in the linear regime. In the cases considered so far one typically finds coexistence of several smooth attractors, as in the cases explicitly worked out above. The dynamics drastically changes when one takes values of the parameters for which the fixed-point attractors are both unstable: in such cases new chaotic attractors may appear, a phenomenon which is well known in the literature (see Grebogi et al . 1986; Blackburn et al . 1992b ). We shall discuss it in the next section.
Poincaré sections and strange attractors
In this section we analyse the dynamics of our system by fixing α (and γ, so that, for the linearized equation obtained from (2.4) one has a fixed value α = α − γ 2 /4; see § 2) and by scanning values of β along a vertical line in the plane (α, β).
We have computed the Poincaré sections (see Koch et al . 1983; Leven et al . 1985; Michaelis 1985) obtained by removing one of the phase space dimensions (in our case the time 'τ '). The key point is that this simplified geometry nevertheless contains the essential information about the possible chaoticity of the system's dynamics. Since our system has a natural period associated with it, i.e. the period of the forcing term, the plane of the Poincaré sections could be a surface corresponding to a definite but arbitrarily chosen phase of that forcing (so in our case Poincaré sections and stroboscopic phase representations can be identified (see Eckmann & Ruelle 1985) ). The choice of the plane is not crucial as long as the tra-jectories cut the surface transversally, that is, the trajectories do not run parallel or almost parallel to the surface as they pass through. In our case the Poincaré sections are formed by recording the values of the angle and the corresponding angular velocity whenever the phase of the periodic force reaches some definite value. The pictures below qualitatively do not change if the sampling phase shift is fixed to other values, with respect to the ones explicitly considered in the figures.
(a) Poincaré sections and strange attractors for α = 0.5 and γ = 0.03
For α we choose here the value α = 0.5; from the stability diagram of Mathieu's equation, in figure 2, one can see that, for the linear case with γ = 0, see (2.2), the critical value of β for the stability of the downward state is 0.6058. For the full system (2.4) with γ = 0.03, one finds numerically for the critical value β c = 0.6063: above β c the stationary downward state for the linear system is unstable.
A period-doubling transition to chaos occurs when the parameter β is increased, starting at β = 0.55. We have detected period-doubling bifurcations up to 32-period; more precisely, for β < 0.55 a period one occurs, and at β = 0.55, 0.618, 0.6352, 0.6391, 0.6401 period-doubling bifurcations occur, leading to orbits with period 2, 4, 8, 16, 32, respectively. For instance, for β = 0.63 the Poincaré sections consist of four dots, which show that the system is tending toward an orbit on which the motion is periodic with period 4; see figure 11b .
For β larger than a value β d = 0.640 18 the motion is fully chaotic. A typical picture is shown in figure 11d , which gives the evolution of 1600 initial conditions (disregarding the first few iterates), for β = 0.70: we think that it represents a strange attractor (see Eckmann & Ruelle 1985) , because the flow has a positive Lyapunov exponent as we show in § 5 below. Analogous pictures have also been found numerically for similar models (see Doerner et al . 1994; Leven et al . 1985; Smith & Blackburn 1989; Blackburn et al . 1992a) . By proceeding as in § 3, we found numerical evidence that such an attractor is the only attractor in that regime.
Note that, even if the strange attractor disappears below β d , there are still initial conditions whose first iterates appear as a sequence of dots lying over the remnant of the strange attractor existing above β d before being swept towards some of the attractors, according to the scenario described by Blackburn et al . (1992b) in similar systems. This is shown in figure 12. (b) Poincaré sections and strange attractors for α = −0.1 and γ = 0.08
In this subsection we obtain similar results along the scan line β for α = −0.1 and γ = 0.08. For the linear undamped system (2.3) the critical value for stability is β = 0.618.
For values of β less than β d = 2.145, the system has an oscillatory behaviour, and, depending on the value of β, trajectories will eventually end up at a smooth attractor; examples are shown in figure 13 .
The upward state becomes unstable at β c = 0.623: then one has a Hopf bifurcation leading to a flutter mode (see Blackburn et al . 1992a ): for β c < β < β e = 0.679 the pendulum oscillates around the vertical at half the drive frequency with an amplitude which increases with β − β c ; see figure 14a . Note that the slight tilt of the projected orbits is consistent with the symmetries of the model (which only require the attractors to be invariant under inversion with respect to the origin); we think that an equivalent tilt should also arise in the comparable plot in Blackburn et al . (1992a, b) , and that the apparent lack of tilting in fig. 9 of the quoted paper is due to the difficulty of detecting it because of the smaller value of γ used there; see the comments at the end of § 3 a. By further increasing β the oscillating orbit disappears and only rotating attractors are left, up to the value β d : again this is in agreement with the results found by Blackburn et al . (1992b) for the same model. For β taking values larger than the value of β d = 2.145 the motion is chaotic, as shown in figure 14b ; this also is in accord with the value of 2.20 of the drive amplitude of Blackburn et al . (1995) .
Lyapunov exponents and sensitivity to initial conditions
We found numerically that, for some parameter values, the Lyapunov exponents are positive, so that there is sensitivity to the initial conditions: this confirms the chaotic character of the motion. For a dissipative system the sum of the exponents must be negative; if the system is chaotic, then at least one of the exponents is positive. For our system there are two Lyapunov exponents corresponding to the two dimensions of the phase space (θ,θ). In § 4, we have proposed that the Poincaré section in figures 11b and 14b represents a strange attractor. We have computed the largest Lyapunov exponent for the same parameter values we chose to obtain figures 11b and 14b. We found that for α = 0.5, β = 0.7 and γ = 0.03 the Lyapunov exponent settles down to 0.179 563, while for α = −0.1, β = 2.2 and γ = 0.08 the Lyapunov exponent settles down to 0.207 936. For both cases the number of timesteps was 10 7 with time unit set at 0.001. In table 1 we give a list of some computed Lyapunov exponents as β is varied. We should note here that in the chaotic regime the Lyapunov exponent is related to any initial condition that tends to the only existing attractor (i.e. figures 11b or 14b). In the non-chaotic regime, the Lyapunov exponent is related to any initial condition that tends to the corresponding among the rotating attractors found in § § 3 and 4.
Concluding remarks
In this paper we investigated a planar pendulum with parametric vertical timeperiodic forcing. Numerical techniques were employed to analyse the various dynamical features of the system. First, we studied the stability of the equilibrium states (downward and upward positions) and we verified that, for initial data close to them, there is accordance with the well-known theory of Mathieu's equation; furthermore, when such states are stable, we determined numerically their basins of attraction.
Then the existence of other attractors was investigated and their associated basins of attraction were numerically detected. Additionally, we found numerically that these were the only attractors by showing that, depending on the initial conditions, all trajectories converged towards one of them. Such results contribute towards a more complete picture of the dynamics of this system. Finally, Poincaré sections, phase portraits and sensitivity to initial conditions provide information about the dynamics of the pendulum for specific values of the parameters α, β and γ. We found that depending on the parameter values the pendulum can show an oscillatory behaviour or an even more complicated time evolution, characterized by the existence of strange attractors. We have strengthened the latter scenario by computing the Lyapunov exponents, which turn out to be positive, as they should.
