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RÉSUMÉ. Une interface cerveau-ordinateur (ICO) est un nouveau type d’interface
homme-machine qui permet la communication directe entre l’utilisateur et la machine
en décodant l’activité cérébrale. Les potentiels cognitifs évoqués comme le P300 peuvent
être obtenus grâce au paradigme oddball - stimulus discordant - où les cibles sont
sélectionnées par l’utilisateur. Une nouvelle méthode pour la réduction des capteurs
des signaux électroencéphalographiqes (EEG) est proposée. La réduction du nombre de
capteurs permet d’accroître le confort de l’utilisateur en diminuant le temps nécessaire
à la pose des capteurs. Par ailleurs, une diminution du nombre de capteurs permet de
réduire le coût de l’ICO et permettrait de réduire la consommation énergétique d’un
casque EEG sans ﬁl. L’approche proposée est basée sur une élimination récursive des
capteurs où la fonction de coût est basée sur une évaluation du rapport signal sur
signal plus bruit (RSSB), après un ﬁltrage spatial. Nous montrons que cette fonction
de coût est plus robuste et moins coûteuse en temps de calcul que d’autres fonctions
basées sur l’évaluation de la détection du P300 ou des cibles, permettant ainsi d’éviter
une étape de classiﬁcation. L’approche proposée est testée et validée sur 20 sujets au
cours de plusieurs sessions.
ABSTRACT. abstract en anglais
MOTS-CLÉS : LATEX, BibTEX, ﬁchier de style, article de revue, article d’actes de
conférence, Hermès Science Publications, consignes aux auteurs.
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1. Introduction
Une interface cerveau-ordinateur (ICO) est un moyen de communication
direct entre le cerveau d’un utilisateur et un ordinateur. Ce type d’interface
permet la communication grâce à l’analyse directe et en ligne de mesures de
l’activité cérébrale, sans aucune activité musculaire (Allison et al., 2007). L’uti-
lisation principale des ICO est pour les personnes handicapées qui ne sont pas
capables de communiquer par des moyens plus conventionnels (clavier, sou-
ris,...). Dans certains cas de paralysie, pour les patients atteint du syndrome
d’enfermement, une ICO peut représenter le seul moyen de communication
possible (Birbaumer et al., 2007). Par conséquent, les ICOs sont des systèmes
prometteurs pour la restauration de la communication et d’une certaine auto-
nomie pour certains patients (Cecotti et al., 2009b; Volosyak et al., 2009).
Actuellement, un des déﬁs majeurs est de réduire l’ensemble des capteurs qui
mesurent l’activité cérébrale de façon adaptative, personnalisée à l’utilisateur.
Réduire le nombre de capteurs permet d’améliorer le confort de l’utilisateur
lorsque les capteurs ne sont pas invasifs : lorsqu’ils sont placés sur la surface
du scalp. En eﬀet, avec moins de capteurs le temps de préparation du patient
requiert moins de temps pour le personnel soignant. De plus, la réduction du
nombre de capteurs permet de diminuer le coût d’un casque EEG (électroen-
céphalographique) et de l’ampliﬁcateur de signaux qui nécessitera moins de
canaux. La réduction du nombre de capteurs peut aussi augmenter la durée
d’utilisation des casque EEG sans ﬁl (Shih et al., 2009). Par ailleurs, avec un
nombre limité de capteurs, il serait possible d’améliorer la détection du P300
en focalisant les observations uniquement sur les zones les plus pertinentes.
Les méthodes de traitement du signal et de reconnaissance de formes sont
généralement utilisées dans les ICO pour la détection de signaux cérébraux
particuliers. Parmi ces méthodes, les modèles basés sur un apprentissage ont
prouvés leurs intérêts grâce à leurs robustesses (Blankertz et al., 2006; Müller
et al., 2004; Müller et al., 2008). En eﬀet, ces méthodes permettent une adap-
tation à la variabilité du signal en cours du temps et entre les sujets. Ainsi,
les réseaux de neurones (Anderson et al., 1995; Cecotti et al., 2010; Felzer et
al., 2003; Haselsteiner et al., 2000; Masic et al., 1993; Masic et al., 1995), les
machines à vecteurs de support (SVM) (Blankertz et al., 2002; Rakotomamonjy
et al., 2008) ont notamment été utilisées dans des ICOs pour la classiﬁcation de
signaux EEG. Pour ces méthodes, la sélection d’un ensemble de caractéristiques
d’entrée peut être déterminant pour les performances de classiﬁcation. En ef-
fet, la réduction du nombre de capteurs permet naturellement de diminuer le
nombre de caractéristiques. La réduction du nombre de capteurs pourrait donc
permettre à la fois d’augmenter les performances de classiﬁcation, de s’adapter
à l’utilisateur, et de réduire les coûts de fabrication et les diﬃcultés d’utilisation
d’une ICO.
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Il est important de distinguer sélection de capteurs et sélection de carac-
téristiques. En eﬀet, un capteur correspond le plus souvent à un ensemble de
caractéristiques. C’est le cas en particulier dans une ICO où la réponse céré-
brale à détecter correspond souvent à un tenseur dont l’une des dimensions
représente le domaine spatial (les capteurs), et les autres dimensions peuvent
représenter le signal dans le domaine temporel et/ou fréquentiel. Pour éviter
toute confusion dans la suite de cet article, nous assimilons la notion de capteur
à celle d’une source de signal, à la diﬀérence des capteurs dédiés à la référence
et à la masse.
Plusieurs types de stratégies existent pour la sélection de capteurs. Il est
possible de sélectionner les capteurs à partir de connaissance a priori du pro-
blème ou à partir d’expériences antérieures. Dans ce cas, l’ensemble prédéﬁni
de capteurs est ﬁxe et ne peut pas s’adapter en fonction de particularités indivi-
duelles. Cette stratégie peut mettre en péril les performances du système pour
certains sujets qui nécessitent un ensemble de capteurs personnalisé (Hoﬀmann
et al., 2008). Pour N capteurs, il existe 2N ensembles possibles de capteurs.
Trois approches peuvent être considérées pour la recherche d’un ensemble de
capteurs. Avec la recherche exhaustive, on compare les performances de tous
les ensembles possibles. Cette approche n’est pas réalisable car l’ensemble des
capteurs à tester est trop important même pour un N petit (N ≈ 10). Avec
la recherche aléatoire, la méthode commence avec un ensemble aléatoire et gé-
nère de nouveaux ensembles, comme l’algorithme Las Vegas (, Algorithms and
Theory of Computation Handbook, 1999). Enﬁn, la dernière approche ne garan-
tit pas l’optimalité de la sélection. Ces méthodes sont basées sur des approches
gloutons et récursives d’ajout et/ou de suppression de capteurs. Par exemple,
l’élimination récursive de caractéristiques a été utilisé dans les ICO basées sur
de la reconnaissance d’imagerie motrice (Lal et al., 2004; Schroder et al., 2005).
Dan ce papier, nous considérons l’élimination récursive de capteurs et nous
proposons une fonction de coût eﬃcace déterminant quel capteur doit être
éliminé à chaque étape de l’algorithme, c’est-à-dire une fonction qui détermine
au mieux la pertinence d’un ensemble de capteurs. La pertinence des capteurs
sélectionnés est évaluée lors de l’évaluation de l’ICO, en l’occurrence un clavier
virtuel P300.
Le reste de ce papier suit le plan décrit ci-après. Le paradigme du clavier
virtuel P300 (CV-P300) est décrit dans la section suivante. La stratégie de
sélection de capteurs et les diﬀérentes fonctions de coûts pour l’évaluation des
ensembles de capteurs sont décrites dans la troisième section. La section quatre
est dédiée quant à elle au calcul des ﬁltres spatiaux, à l’évaluation du rapport
signal sur signal plus bruit (RSSB), et au classiﬁeur permettant la détection
du P300. Le protocole expérimental est présenté dans la cinquième section. Les
résultats de la sélection de capteurs pour les diﬀérentes fonctions de coûts sont
comparés et analysés dans les deux dernières sections.
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2. Le clavier virtuel P300
Le CV-P300 permet à un utilisateur d’écrire des symboles sur un écran
d’ordinateur. L’interface graphique de cette ICO représentée par une matrice
contenant tous les symboles est aﬃchée à l’écran (Farwell et al., 1988; Donchin
et al., 2000). Dans les expériences, nous considérons une matrice de taille 6×6,
permettant d’aﬃcher les 26 caractères de l’alphabet latin et quelques autres
caractères (Farwell et al., 1988). Pour écrire un symbole, l’utilisateur porte son
attention sur le caractère que la personne veut épeler.
Les lignes et les colonnes de la matrice sont ﬂashées alternativement et de
façon aléatoire. La visualisation du ﬂash sur le symbole observé par l’utilisateur
entraîne un potentiel cognitif, le P300, qui correspond à une onde positive
dans le signal EEG, environ 300ms après le début du ﬂash (Hansenne, 2000a;
Hansenne, 2000b; Polich, 2007). Les stimulations visuelles sont regroupées par
bloc de 12 ﬂashs (un ﬂash pour chaque ligne et colonne de la matrice). Ces
12 ﬂashs sont répétés sur Nrep répétitions pour chaque caractères. Ainsi, le
système doit détecter la présence de 2 × Nrep réponses P300 lors de la saisie
d’un caractère.
L’identiﬁcation d’un caractère par le CV-P300 est eﬀectuée en deux étapes
successives. Tout d’abord, il faut identiﬁer la présence d’une réponse P300 ou
non à chaque ﬂash dans le signal EEG. Cette étape correspond à une classi-
ﬁcation binaire (présence ou absence de P300). Ensuite, il faut combiner ces
résultats de classiﬁcation pour obtenir le caractère sélectionné. Le caractère
sélectionné est déﬁni par un couple ligne/colonne. On note V ∈ R12×Nrep la
matrice contenant les probabilités accumulées de la détection du P300 pour
chaque ﬂash et pour chaque répétition :
V (i, j) =
j∑
k=1
EP 300(P (i, k)) [1]
où P (i, k) ∈ RNf ×Ne est le signal d’entrée pour le ﬂash i, à la répétition k,
(i, k) ∈ {1, . . . , 12} × {1, . . . , Nrep}. Nf et Ne représentent respectivement le
nombre de capteurs virtuels et le nombre d’échantillons dans le signal à traiter.
Enﬁn, EP 300(.) représente le classiﬁeur retournant une valeur de conﬁance entre
0 et 1 (1 signiﬁe que le P300 a été détecté parfaitement, 0 signiﬁe qu’aucun
P300 n’est détecté).
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(a) Interface graphique du CV-P300 (b) Potentiel évoqué cognitif P300
Figure 1. CV-P300. Fig. 2 : écran, Fig. 1(b) : moyenne de la réponse P300
sur le capteur localisé en Cz
A chaque répétition j, on peut déterminer les coordonnées (xj , yj) du sym-
bole sélectionné en cherchant la ligne et la colonne ayant la plus grande proba-
bilité d’avoir engendré un P300 :
xj = argmax 1≤i≤6V (i, j) [2]
yj = argmax 7≤i≤12V (i, j). [3]
On note par ECV ({P (1, Nrep), . . . , P (12, Nrep)}) = (row, column), le symbole
sélectionné.
3. La sélection des capteurs
3.1. Elimination récursive
La méthode pour sélectionner de façon personnalisée un sous-ensemble de
capteurs est basée sur l’élimination récursive. A partir de l’ensemble total des
capteurs, la méthode consiste à tester pour chaque capteur s’il est pertinent
de le supprimer de l’ensemble courant des capteurs. Un capteur peu pertinent
est un capteur dont l’absence dans l’ensemble courant des capteurs modiﬁe
très peu un certain critère. Dans la version de l’élimination récursive que nous
considérons, nous éliminons deux capteurs à chaque itération. L’élimination
des capteurs continuent jusqu’à ce qu’il ne reste que deux capteurs, c’est-à-dire
les deux capteurs les plus signiﬁcatifs. En eﬀet, un capteur peu important va
être éliminé lors des premières itérations alors que les capteurs à conserver sont
éliminés lors des dernières étapes. Nous déﬁnissons le rang d’un capteur, R(s),
par Ns/2− i où i est l’itération où le capteur a été éliminé, Ns étant le nombre
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de capteurs. Par conséquent, plus le rang d’un capteur est élevé, plus le capteur
est pertinent et doit être conservé.
3.2. Evaluation des ensembles de capteurs
Pour les critères d’évaluation d’un ensemble de capteurs, on distingue les
critères dépendant et indépendant. Les critères dépendants sont basés sur une
mesure du taux de reconnaissance pour établir la pertinence d’un ensemble de
capteurs donné. Les critères indépendants ne sont pas basés sur le sens donné
aux capteurs. Par conséquent, il est naturel de penser qu’un critère dépen-
dant basé sur l’objectif à atteindre (par exemple, une bonne reconnaissance
des symboles dans le CV-P300) pourrait donner une meilleure estimation des
capteurs à choisir. Cependant, une telle stratégie nécessite l’évaluation des dif-
férents capteurs et elle est souvent plus coûteuse en temps de calcul. Les critères
indépendants sont basés sur des mesures simples de distances, de mesures de
cohérences, de dépendances statistiques,... (Abe et al., 2006). Dans le CV-P300,
l’évaluation des sous-ensembles de capteurs peut être eﬀectuée à trois niveaux :
(i) une mesure globale du signal EEG, comme le RSSB, (ii) le taux de détec-
tion du P300 (EP 300), c’est-à-dire la capacité à détecter chaque réponse P300
individuellement, et (iii) la performance du CV-P300 (ECV −P 300), c’est-à-dire
le taux de bonne classiﬁcation. Ces critères peuvent être comparés, en uti-
lisant ou non un pré-traitement comme l’utilisation de ﬁltres spatiaux (SF).
Nous distinguons quatre critères/fonctions de coût. Elles sont présentées dans
le paragraphe suivant.
3.3. Fonction de coût basée sur le RSSB
La première fonction de coût est basée sur le rapport signal sur signal plus
bruit (RSSB). Nous considérons un modèle algébrique du signal enregistré X
qui est composé de trois parties : la réponse cognitive associée au P300 (D1A1),
la réponse cognitive associée à chaque ﬂash (cible et non-cible) (D2A2) et le
bruit résiduel (H).
X = D1A1 +D2A2 +H. [4]
où X ∈ RNt×Ns , Nt et Ns sont respectivement le nombre d’échantillons tempo-
rels et le nombre de capteurs. A1 ∈ R
N1×Ns et A2 ∈ R
N2×Ns sont des matrices
représentant les potentiels évoqués cognitifs. N1e et N
2
e sont respectivement
le nombre d’échantillons décrivant la réponse P300 et la réponse survenant
à chaque ﬂash. Dans les sections suivantes, N1e et N
2
e correspondent à 0.6 se-
conde. D1 et D2 sont deux matrices réelles de Toeplitz, respectivement de taille
Nt×N1 et Nt×N2. D1 est telle que les éléments de sa première colonne soient
nuls exceptés ceux correspondant aux instants de stimulations des lignes et co-
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lonnes cibles, qui ont une valeur égale à 1. Pour D2, les éléments de la première
colonne sont nuls sauf ceux correspondant au début de chaque stimulus. N1
et N2 sont respectivement le nombre d’échantillons temporels représentant la
cible (la réponse P300) et la réponse commune à tous les ﬂashs. H est une
matrice réelle de taille Nt ×Ns.
Le RSSB est alors déﬁni par :
RSSB =
Tr(AˆT1 D
T
1 D1Aˆ1)
Tr(XTX)
[5]
où Aˆ1 correspond à l’estimation des moindres carré de A1
Aˆ =
[
Aˆ1
Aˆ2
]
= ([D1;D2]
T [D1;D2])
−1[D1;D2]
TX [6]
où [D1;D2] est une matrice de taille Nt × (N1 +N2) composée de D1 et D2.
3.4. Fonction de coût basée sur la puissance du signal
La puissance P(i) du P300 sur le ieme capteur si est estimé par :
P(i) =
1
Nt
aˆ1
T (i)DT1 D1aˆ1(i) [7]
où 1 ≤ i ≤ Ns et Aˆ1 = [aˆ1(i), . . . , aˆ1(Ns)]. La puissance totale P du P300 est
déﬁnie par :
P =
Ns∑
i=1
P(i). [8]
3.5. Fonction de coût basée sur la détection du P300
Nous déﬁnissons la fonction de coût basée sur la reconnaissance du P300,
AccP 300, comme la moyenne du taux de reconnaissance de classiﬁcation du P300
pour les diﬀérents nombres de répétitions possibles, pour chaque ﬂash et pour
Nsymb symboles. Le taux de reconnaissance du classiﬁeur prend aussi en compte
la détection des non P300. Un classiﬁeur linéaire bayésien est utilisé pour la
classiﬁcation binaire des réponses P300 (Hoﬀmann et al., 2008; MacKay, 1992).
Ces critères représentent la stratégie classique qui est généralement utilisée dans
la littérature où les capteurs sont supprimés dans le but de maximiser le taux
de reconnaissance du classiﬁeur (Schroder et al., 2005).
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3.6. Fonction de coût basée sur la performance du CV-P300
Enﬁn, la fonction de coût basée sur le taux de reconnaissance de caractère
du CV-P300, AccCV , est basé sur les performances de l’application. AccCV est
déﬁni comme le taux de reconnaissance moyen des caractères pour les diﬀérents
nombres de répétitions possibles. Ce taux de reconnaissance n’est pas le taux
de reconnaissance du CV-P300 à la dernière répétition, il tient compte des
diﬀérentes répétitions. Au niveau de la complexité, notons que le calcul de
AccCV requiert les principales étapes de calcul de AccP 300.
4. Filtres spatiaux
En plus de la sélection de capteurs, il est possible de réduire le nombre
de caractéristiques en déterminant des capteurs virtuels issus du ﬁltrage spa-
tial des capteurs initiaux. Ainsi, les fonctions de coûts déﬁnies dans les sec-
tions 3.3, 3.4, 3.5 et 3.6 peuvent être combinées avec l’utilisation de ﬁltres
spatiaux pour améliorer la qualité du signal. Les ﬁltres spatiaux doivent per-
mettre la mise en évidence des caractéristiques particulières du signal. De
nombreuses méthodes existent dans la littérature pour la création de ﬁltres
spatiaux. On peut citer des approches assez simples utilisant des combinai-
sons bipolaires ou des Laplaciens pour supprimer le bruit commun à plu-
sieurs capteurs (Müller-Putz et al., 2005). Des ﬁltres spatiaux adaptatifs uti-
lisent l’analyse en composantes indépendantes (Independant Component Ana-
lysis (ICA)) (Xu et al., 2004) ou des méthode statistiques comme Common
Spatial Pattern (CSP) (Blankertz et al., 2008; Brunner et al., 2007; Tomioka
et al., 2006). Les ﬁltres spatiaux peuvent être déterminés avec une approche
générative comme la méthode de minimisation d’énergie (Friman et al., 2007),
ou avec une approche discriminante (Cecotti et al., 2009a; Cecotti et al., 2010).
Nous utilisons ici l’algorithme xDAWN pour créer les ﬁltres spatiaux (Rivet
et al., 2008; Rivet et al., 2009). La méthode considère deux hypothèses prin-
cipales : il existe un potentiel évoqué synchronisé avec les ﬂashs observés par
l’utilisateur et ce potentiel peut être mis en valeur grâce à des ﬁltres spatiaux.
Nous considérons les ﬁltres spatiaux U1 ∈ R
Ns×Nf pour améliorer le RSSB
de la réponse P300 (D1A1U1), où Nf est le nombre de ﬁltres spatiaux
XU1 = D1A1U1 +D2A2U1 +HU1. [9]
On déﬁnit le RSSB en fonction des ﬁltres spatiaux par :
RSSB(U1) =
Tr(UT1 Aˆ
T
1 D
T
1 D1Aˆ1U1)
Tr(UT
1
XTXU1)
[10]
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Le RSSB est maximisé par :
Uˆ1 = argmax U1 RSSB(U1). [11]
La procédure pour calculer Uˆ1 et RSSB(U1) est la suivante. On remplace
Aˆ1 par B
T
1 X où B
T
1 est une partie de l’estimation des moindres carrés déﬁnie
dans l’équation (6). On applique alors une décomposition QR sur D1 = Q1R1
et X = QxRx. On peut ﬁnalement exprimer l’équation (10) par :
SSNR(V1) =
Tr(V T1 (Q
T
xB1R
T
1 R1B
T
1 Qx)V1)
Tr(V T
1
V1)
, [12]
où V1 = RxU1. V1 est obtenu grâce au quotient de Rayleigh, qui correspond à
la concaténation des Nf vecteurs propres associés aux Nf plus grandes valeurs
propres de QTxB1R
T
1 R1B
T
1 Qx (Golub et al., 1996). Ces vecteurs sont estimés
grâce à une SVD (Singular Value Decomposition) de R1B
T
1 Qx = ΦΛΨ
T , Φ et
Ψ étant deux matrices orthogonales, Λ est une matrice diagonales à valeurs
positives ou nulles placées en ordre décroissant.
Après simpliﬁcation, on obtient :
SSNR(V1) =
Tr(V T1 (ΨΛ
2ΨT )V1)
Tr(V T
1
V1)
. [13]
De nouveau, on considère le quotient de Rayleigh pour V1 dont la solution
correspond aux Nf plus grandes valeurs propres de ΨΛ
2ΨT , c’est à dire Λ2.
Notons que le dénominateur peut être réduit à la trace d’une matrice identité
de taille Nf × Nf , car Ψ et Qx sont des matrices orthogonales. Le RSSB du
signal pré-traité (après ﬁltrage spatial), peut s’écrire :
SSNR = Tr(Λ2)/Nf . [14]
Enﬁn, la solution de l’équation (11) permet d’obtenir les ﬁltres spatiaux qui
sont ordonnés par ordre décroissant d’importance.
Uˆ1 = R
−1
x Ψ. [15]
Le signal après ﬁltrage est ﬁnalement obtenu par :
Xˆ = XUˆ1. [16]
La puissance du signal ﬁltré est déterminé par :
PU =
Tr(UT1 Aˆ1
T
DT1 D1Aˆ1U
T
1 )
Nt
[17]
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C1 : RSSB
C2 : Puissance
C3 : AccP 300
C4 : AccCV
C1F S : FS + RSSB
C2F S : FS + Puissance
C3F S : FS + AccP 300
C4F S : FS + AccCV
Tableau 1. Les différentes fonctions de coût pour l’élimination récursive.
5. Protocole expérimental
5.1. Objectifs
Les objectifs des expériences sont d’évaluer et de comparer les diﬀérentes
fonctions de coût qui ont été considérées pour l’élimination récursive des cap-
teurs. Ces critères sont résumés dans le tableau 1. Les fonctions de coût déﬁnies
dans les sections 3.3, 3.4, 3.5 et 3.6 sont utilisées sans (C1, C2, C3, C4) ou avec
ﬁltrage spatial (FS) (C1F S , C2F S , C3F S , C4F S). C1 et C1F S sont basés sur le
RSSB. C1 et C1F S sont déﬁnies respectivement par les équations (5) et (14).
C2 et C2F S sont basés sur l’estimation de la puissance du signal déﬁnie dans
les équations (8) et (17). C1F S et C2F S étant équivalentes, nous utilisons uni-
quement C1F S dans les sections suivantes. C3 et C3F S sont basés sur AccP 300
déﬁni dans la section 3.5. Enﬁn, C4 et C4F S sont basés sur AccCV déﬁni dans
la section 3.6. L’évaluation du CV-P300 au cours de plusieurs sessions doit
permettre de déterminer la meilleure fonction de coût pour sélectionner les
meilleurs sous-ensembles de capteurs à partir d’un nombre de capteurs désiré.
5.2. Acquisition des données et pré-traitement
Le signal EEG a été enregistré sur 20 sujets sains (13 hommes et 7 femmes)
avec la plate-forme OpenViBE (Maby et al., 2010). L’age moyen des sujet est
de 26 ans, avec une déviation standard de 5.7. Les sujets portaient un casque
EEG de 32 capteurs (Chatrian et al., 1985). L’activité EEG était enregistrée à
partir de 32 électrodes actives (actiCap, Brain Products GmbH, Munich). Les
électrodes pour la référence et la masse étaient placées respectivement sur le nez
et le front. Pour tester les diﬀérents sous-ensembles de capteurs obtenus, nous
considérons quatre sessions : la session d’apprentissage, contenant 50 caractères
avec 10 répétitions et trois sessions de tests contenant 60 caractères avec 5, 8
et 10 répétitions. Le signal EEG est échantillonné à 100Hz. Il est ensuite ﬁltré
entre 1Hz et 12.5Hz avec un ﬁltre de Butterworth d’ordre 4. Le signal est ré-
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échantillonné à 25Hz. Pour chaque capteur, le signal est normalisé pour obtenir
une déviation standard égale à un.
5.3. Reconnaissance hors-ligne des symboles du CV-P300
Le CV-P300 est évalué avec diﬀérents sous-ensembles de capteurs obtenus
grâce aux méthodes présentées dans la section précédente. Pour chaque en-
semble de capteur, le signal est ﬁltré à l’aide des ﬁltres spatiaux déﬁnis dans
l’équation (15). Le classiﬁeur BLDA (MacKay, 1992), décrit dans la section
3.5, est utilisé pour la détection du P300. Nous considérons ici uniquement les
quatre premiers capteurs virtuels lors de la classiﬁcation (lorsque le nombre de
capteurs est inférieur à 4, nous utilisons autant de capteurs virtuels que de cap-
teurs). L’évaluation du CV-P300 permet de mesurer l’eﬃcacité de la méthodes
de ﬁltrage spatiale pour les ensembles de capteurs, de comparer les diﬀérentes
fonctions de coûts, et de prouver l’intérêt de C1F S qui permet d’obtenir à la
fois les ﬁltres spatiaux et le RSSB.
6. Résultats
6.1. Performance du CV-P300
La ﬁgure 2 représente le taux de reconnaissance du CV-P300 pour la session
de test no3 avec 10 répétitions, pour chaque méthode d’évaluation de capteurs
et pour diﬀérents nombres de capteurs (de 2 à 32). Les méthodes de sélection
de capteurs qui n’utilisent pas de ﬁltres spatiaux donnent les moins bons ré-
sultats : entre 66.42% (C4) et 89.58% (C1) pour un ensemble de 8 capteurs).
Avec 8 capteurs, le taux de reconnaissance moyen du CV-P300 est de 94.92%,
94.00% et 93.00%, respectivement pour les méthodes C1F S , C3F S et C4F S .
Ces résultats montrent qu’il est possible de réduire le nombre de capteurs de
32 à 8 sans trop diminuer les performances. En eﬀet, le taux de reconnaissance
le plus élevé est obtenu avec 32 capteurs, où il atteint 95.83% de reconnaissance.
L’un des aspects les plus signiﬁcatifs est l’importance des ﬁltres spatiaux
pour la sélection de capteurs. En eﬀet, lorsque l’on réduit le nombre de capteurs
à 8, les ﬁltres spatiaux améliorent la reconnaissance du CV-P300 par 5.34%,
11.25% et 26.58%, respectivement pour C1F S , C3F S et C4F S . Ces résultats
justiﬁent l’utilisation des ﬁltres spatiaux estimés par l’algorithme xDAWN.
Au niveau du choix de la fonction de coût, C1F S est suﬃsant pour créer des
ensembles de capteurs pertinents pour un CV-P300. La diﬀérence de perfor-
mance entre C1F S et C3F S est faible. Cette diﬀérence n’étant pas signiﬁcative,
il n’est pas possible de déterminer la meilleure méthode en terme de perfor-
mance.
Sélection de capteurs 13
Cependant, la complexité de la méthode (temps de calcul) est moindre avec
C1F S . Ce critère basé sur le RSSB après ﬁltrage spatial (C1F S) s’eﬀectue en une
étape grâce à l’algorithme xDAWN. En eﬀet pour obtenir les ﬁltres spatiaux, il
faut maximiser le RSSB. Par conséquent, l’obtention des ﬁltres spatiaux fournit
aussi le RSSB. Cette solution permet donc d’éviter des étapes de classiﬁcations
supplémentaires comme AccP 300 (C3F S) ou AccCV (C4F S).
La fonction basée sur le taux de reconnaissance des symboles du CV-P300
(C4F S) donne les moins bons résultats. Ces résultats peuvent s’expliquer par le
faible nombre de symbole qui est pris en compte pour déterminer la pertinence
d’un sous-ensemble. Une autre raison pourrait être l’utilisation de l’intersection
des lignes et des colonnes pour déterminer les performances, ignorant ainsi les
performances individuelles du classiﬁeur (le système peut reconnaître correcte-
ment la ligne ou la colonne mais pas les deux en même temps).
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Figure 2. Taux de reconnaissance du CV-P300 en fonction du nombre de cap-
teurs sélectionnés.
Le taux de reconnaissance du CV-P300 en fonction du nombre de répé-
titions est présenté dans la ﬁgure 3. Plus le nombre de répétitions est élevé,
plus le taux de reconnaissance est élevé. Notons que le taux de reconnaissance
demeure acceptable avec au moins 5 répétitions. Les meilleures performances
sont obtenues avec C1F S et C3F S avec respectivement 87.08% et 87.75 % avec
seulement 5 répétitions.
6.2. Impact des filtres spatiaux
L’évolution de chaque fonction de coût déﬁnie dans la section 3.2 en fonc-
tion du nombre de capteurs sélectionnés est présenté dans la ﬁgure 4. Pour
la ﬁgure 4(a), la performance de classiﬁcation est calculée grâce aux fonctions
déﬁnies dans les sections 3.5 et 3.6, respectivement pour les fonctions de coût
(C3, C3F S) et (C4, C4F S). Comme prévu, les fonctions de coût décroissent
lorsque le nombre de capteurs présents pour C3F S et C4F S augmente. Par
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Figure 3. Taux de reconnaissance du CV-P300 en fonction de nombre de ré-
pétitions, avec 8 capteurs.
ailleurs, les valeurs de C3F S sont toujours inférieures à C4F S , soulignant la
diﬃculté d’atteindre de haute performance pour la reconnaissance du P300.
Avec des ﬁltres spatiaux en guise de pré-traitement, la réduction du nombre
de caractéristiques permet d’augmenter le taux de reconnaissance en évitant
un sur-apprentissage. Dans la ﬁgure 4(b), l’évolution des valeurs pour C1 et
C1F S diminue en fonction du nombre de capteurs restant durant l’élimination
récursive. Par ailleurs, ces observations montrent que le ﬁltrage spatial permet
de réduire l’inﬂuence du bruit en gardant un RSSB élevé tout en diminuant
le nombre de capteurs. L’impact des ﬁltres spatiaux est plus grand lorsque le
nombre de capteurs est petit (inférieur à 8). En eﬀet, la diﬀérence entre C1 et
C1F S est important dans ces conditions. Avec la méthode de sélection utilisée
avec C1, les capteurs avec les RSSB les plus faibles sont supprimés à chaque
itération. Cette stratégie glouton qui se concentre sur le RSSB de chaque cap-
teur n’est pas optimale. Par ailleurs, les performances C1 et C2 sont quasiment
équivalentes.
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Figure 4. Evolution des différentes fonction de coût en relation du nombre de
capteurs sélectionnés.
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6.3. Reconnaissance du CV au cours des sessions
Nous présentons à la ﬁgure 5 le taux de reconnaissance pour les trois sessions
en fonction du nombre de capteurs sélectionnés. L’objectif est de vériﬁer si la
performance du CV-P300 reste stable au cours des sessions. Dans la colonne de
gauche, le nombre de répétitions est diﬀérent pour chaque session. La diﬀérence
entre 8 et 10 répétitions est relativement faible. Lorsqu’on utilise uniquement
5 répétitions, on observe une diminution des performances du CV-P300. Ainsi,
le taux de reconnaissance entre 10 et 5 répétitions diminue en moyenne de
7.42%. Dans la colonne de droite, nous limitons l’évaluation à 5 répétitions
pour évaluer la stabilité de la méthode au cours des sessions. Pour C1F S et
C3F S , la performance est stable entre les trois sessions. Cependant, on observe
d’avantage de diﬀérence avec C4F S . Ces diﬀérences montrent que le critère
basé sur la performance du CV-P300 est moins robuste au cours du temps.
0 8 16 24 32
60
70
80
90
100
Nombre de capteurs sélectionnés (N
ss
)
Ta
ux
 d
e 
re
co
nn
ai
ss
an
ce
 [%
]
 
 
Session 1 − 5 rep.
Session 2 − 8 rep.
Session 3 − 10 rep.
(a) C1F S
0 8 16 24 32
60
70
80
90
100
Nombre de capteurs sélectionnés (N
ss
)
Ta
ux
 d
e 
re
co
nn
ai
ss
an
ce
 [%
]
 
 
Session 1 − 5 rep.
Session 2 − 5 rep.
Session 3 − 5 rep.
(b) C1F S
0 8 16 24 32
60
70
80
90
100
Nombre de capteurs sélectionnés (N
ss
)
Ta
ux
 d
e 
re
co
nn
ai
ss
an
ce
 [%
]
 
 
Session 1 − 5 rep.
Session 2 − 8 rep.
Session 3 − 10 rep.
(c) C3F S
0 8 16 24 32
60
70
80
90
100
Nombre de capteurs sélectionnés (N
ss
)
Ta
ux
 d
e 
re
co
nn
ai
ss
an
ce
 [%
]
 
 
Session 1 − 5 rep.
Session 2 − 5 rep.
Session 3 − 5 rep.
(d) C3F S
0 8 16 24 32
60
70
80
90
100
Nombre de capteurs sélectionnés (N
ss
)
Ta
ux
 d
e 
re
co
nn
ai
ss
an
ce
 [%
]
 
 
Session 1 − 5 rep.
Session 2 − 8 rep.
Session 3 − 10 rep.
(e) C4F S
0 8 16 24 32
60
70
80
90
100
Nombre de capteurs sélectionnés (N
ss
)
Ta
ux
 d
e 
re
co
nn
ai
ss
an
ce
 [%
]
 
 
Session 1 − 5 rep.
Session 2 − 5 rep.
Session 3 − 5 rep.
(f) C4F S
Figure 5. Reconnaissance du CV-P300 pour les différentes sessions de test. La
fonction de coût est C1F S pour (a,b), C3F S pour (c,d) et C4F S pour (e,f).
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6.4. Analyse du choix des capteurs
Pour une meilleure compréhension de la sélection de capteurs et de leur
impact en fonction des sujets, nous proposons d’évaluer les diﬀérences et les
similarités des sous-ensembles de capteurs déterminés pour chaque sujet. La
ﬁgure 6 illustre les diﬀérences entre sujets. Cette ﬁgure contient la moyenne du
rang des capteurs de chaque sujet (a). Nous déﬁnissons une fonction binaire
de classement Rb(s) qui est égale à 1 si le capteur est sélectionné et 0 sinon.
La moyenne, la déviation standard (D.S.) de Rb pour les 20 sujets avec un
sous-ensemble de 8 capteurs sont présentés ﬁgure 6, respectivement dans les
colonnes (b), (c). La première colonne représente la moyenne pour tous les
sujets et sous-ensembles de capteurs. La sélection moyenne des capteurs est
très similaire entre les méthodes C1F S et C3F S , comme déjà observé avec une
nette sélection des capteurs localisés en Pz, Oz, et P8. Cette observation se
retrouve avec la fonction Rb, colonne (b) , qui se limite à la moyenne entre
les sujets pour les sous-ensembles de capteurs de taille 8. Pz, Oz et P8 sont
sélectionnés comme étant les trois capteurs commun aux méthodes C1F S et
C3F S . En eﬀet, Pz, Oz et P8 sont sélectionnés 14, 13 et 14 fois avec C1F S pour
les 20 sujets. Pour C4F S , la localisation idéale des capteurs est plus diﬃcile à
déterminer. Pour C1F S et C3F S , la D.S. est faible sur la partie frontale, ces
capteurs ne sont pratiquement jamais sélectionnés. Sur la partie occipitale et
pariétale, la D.S. est plus élevé.
Dans la section 3.1, la déﬁnition du rang des capteurs permet d’obtenir
une valeur entre 1 et Ns/2. Nous proposons d’introduire une nouvelle fonction
de classement qui retranscrit mieux l’importance d’un capteur en fonction du
nombre désiré de capteurs. Cette fonction permet de renseigner si un capteur
s doit être sélectionné ou non.
On déﬁnit ainsi la fonction de classement R1(s) :
R1(s) =
1
2
(
tanh
(
1 +R(s)− (Ns −Nds)/2
σs
)
+ 1
)
[18]
où Ns est le nombre total de capteur et Nds représente le nombre de capteur
désiré. σs est une constante permettant de lisser la décision des capteurs à
sélectionner. Si R1(s) est proche de 1 alors s est un capteur signiﬁcatif. Inver-
sement, si la valeur de R1(s) est proche de 0, s n’est pas important. Notons
que l’on considère (Ns − Nds)/2 car on enlève deux capteurs à chaque étape
de l’élimination récursive des capteurs. La ﬁgure 7 représente la fonction de
classement R1 en fonction de la fonction R avec diﬀérents choix de paramètres.
La ﬁgure 8 présente pour trois sujets la fonction de classement R1 où Nds =
8, pour la sélection de 8 capteurs, et σs = 4. Cette ﬁgure présente également
la forme d’onde moyenne du P300 associé à chaque capteur (l’onde commence
0.6s après un ﬂash cible). Les formes d’onde du P300 sont estimées grâce à Aˆ1.
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Figure 6. Pertinence de chaque capteur. Un gris foncé signifie l’importance des
capteurs et leur sélection fréquenté parmi les 8 meilleurs capteurs. Inversement,
un gris clair dénote une faible importance du capteur.
Ces résultats mettent en évidence les diﬀérences entre sujets qui se traduisent
par des diﬀérences dans le choix des sous-ensembles de capteurs.
Le tableau 2 présente les 8 meilleurs capteurs pour C1F S , C3F S et C4F S .
Chaque cellule du tableau représente la position du capteur sur le scalp dans le
système 10-20 et la fréquence d’apparition comme l’un des 8 meilleurs capteurs
pour les 20 sujets. Les 8 meilleurs capteurs des méthodes C1F S et C3F S sont
presque identiques. La seule diﬀérence est CP6 pour C1F S et T8 pour C3F S .
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Figure 7. Fonction de classement des capteurs (R1) en fonction de R. Nds
représente le nombre de capteurs désiré.
Rang 1 2 3 4 5 6 7 8
C1F S PZ ; 14 P8; 14 OZ ; 13 P3; 11 P7; 10 PO9; 9 O1; 9 CP6; 7
C3F S OZ ; 15 PZ ; 14 P8; 14 P7; 12 O1; 12 PO9; 10 T8; 9 P3; 9
C4F S P8; 13 OZ ; 11 P7; 9 PZ ; 8 F4; 7 P3; 7 P4; 7 PO10; 7
Tableau 2. Top 8 des capteurs pour C1F S, C3F S, et C4F S. Chaque cellule
représente la position d’une électrode dans le système international EEG 10-
20, et le nombre de fois où l’électrode a été sélectionnée comme l’un des 8
meilleurs capteurs pour les 20 sujets.
Notons cependant que ces deux capteurs sont très proches l’un de l’autre. Les
méthodes C1F S et C3F S convergent sur des ensembles de capteurs très proches,
ce qui explique leurs performances très proches.
Pour chaque sujet, une comparaison de la performance du CV-P300 est
eﬀectuée entre l’ensemble commun à tous les sujets des 8 meilleurs capteurs
(commun), les 8 meilleurs capteurs pour chaque sujet (individuel), et l’ensemble
total des 32 capteurs (tout) dans la ﬁgure 9. Ces résultats correspondent au
taux de reconnaissance du CV-P300 sur la session 3, avec 10 répétitions. La
sélection adaptative permet d’obtenir en général les meilleurs résultats. C’est
particulièrement le cas pour les sujets 1, 6 et 12. La sélection de capteur person-
nalisée est essentielle pour le sujet 1 car les performances sont alors largement
améliorées. Pour plusieurs sujets (2, 3, 4, 13, 14), le taux de reconnaissance est
quasi identique pour les 3 ensembles de capteurs. Naturellement, l’utilisation
de tous les capteurs permet d’obtenir les meilleurs résultats en moyenne, mais
dans le cadre d’un système utilisant peu d’électrodes, ces résultats justiﬁent
l’utilisation d’une méthode adaptative.
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(a) Sujet 1 (b) Sujet 15 (c) Sujet 16
(d) Sujet 1 (e) Sujet 15 (f) Sujet 16
Figure 8. Rang de chaque capteur (a), (b) et (c) ; réponse P300 pour chaque
capteur, basée sur l’estimation de Aˆ1 (d), (e) et (f).
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Figure 9. Impact de la sélection adaptative de la sélection de capteurs (session
3, 10 répétitions) pour la méthode C1F S.
7. Discussion
Bien que le problème de la sélection de caractéristiques sont un problème
largement discuté dans la littérature, le problème de sélection de capteurs dans
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les ICO et plus particulièrement pour les CV-P300 n’a pas été exploré complète-
ment. En eﬀet, l’approche classique pour déterminer les ensembles de capteurs
étaient d’utiliser des ensembles pré-déﬁnis comme dans (Krusienski et al., 2008)
où quatre ensembles de capteurs étaient analysés et comparés. Contrairement à
ce type d’approche, la méthode proposée permet de déterminer des ensembles
de capteurs sans a priori sur leurs positions. Cette stratégie pourrait donc être
utilisé pour d’autres ICO. De plus, un avantage certain de la méthode C1F S
est de ne pas nécessiter de classiﬁeur. Les expériences sur 20 sujets ont montré
qu’il est possible d’obtenir des performances acceptables pour une application
en ligne avec uniquement 8 capteurs, avec un taux de reconnaissance d’environ
94% avec 10 répétitions.
L’analyse du choix des capteurs pour la fonction de coût C1F S (RSSB
avec ﬁltres spatiaux) a démontré que plusieurs capteurs sont commun à tous
les sujets. Pour les diﬀérents sous-ensembles de 8 capteurs qui sont person-
nalisés pour chaque sujet, 5 capteurs sont communs à la moitié des sujets
(Pz, P8, Oz, P3, P7). Ces capteurs sont la partie pariétale, à la fois au centre
(Pz) et sur les cotés (P8 et P7). Un capteur est localisé sur la partie occipitale
(Oz). Ces capteurs sont conformes à d’autres études du CV-P300 où la sélection
de capteur était a priori (Krusienski et al., 2008) ou lors de l’apprentissage du
classiﬁeur (Cecotti et al., 2010).
Les résultats décrits dans la section 6.3 mette en évidence la robustesse
des capteurs au cours du temps. En eﬀet, dans une application clinique et
commerciale, une chute des performances entre deux sessions serait un problème
critique pour la ﬁabilité de l’ICO. La variation entre les sujets pourraient être
un désavantage pour la réalisation d’un casque EEG avec un positionnement et
un nombre limité de capteurs même si pour un casque spécialisé pour le P300,
il serait judicieux de placer une majorité des capteurs sur la partie occipitale
et pariétale en particulier PZ , P8, P7 et OZ . Un casque avec un nombre limité
de capteurs devrait idéalement autoriser le déplacement de ces capteurs. La
procédure d’élimination récursive des capteurs se termine lorsqu’il ne reste plus
de capteurs à éliminer.
Une sélection des capteurs adaptées pour chaque sujet est cependant né-
cessaire pour obtenir des performances optimales avec un nombre réduit de
capteurs. Lorsque l’on considère des ensembles de capteurs adaptatifs, la per-
formance moyenne avec huit capteurs est équivalente à celle avec 32 capteurs.
Il serait également possible de diminuer le nombre de capteurs jusqu’à 4 tout
en gardant des performances acceptables (supérieure à 80%).
Pour la sélection de capteurs, plusieurs contributions ont été proposées.
Tout d’abord, il est observé qu’il est contre performant d’utiliser l’étape de re-
connaissance des symboles lors de l’évaluation des sous-ensembles de capteurs.
De plus, il est également possible de s’aﬀranchir d’un classiﬁeur pour la dé-
tection du P300 comme critère d’évaluation. Un critère basé sur la détection
du P300 permet d’obtenir des sous-ensembles de capteurs pertinent, cependant
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l’évaluation du RSSB est suﬃsante. L’utilisation du RSSB qui est totalement
indépendante du problème montre que la technique proposée peut être étendue
à d’autre paradigme d’ICO, comme pour de l’imagerie motrice.
8. Conclusion
Plusieurs fonctions de coût pour l’évaluation d’un ensemble de capteurs
pour une ICO de type P300 ont été évaluées et comparées. Ces fonctions étaient
déﬁnies suivant diﬀérent niveau d’analyse : l’application avec le taux de recon-
naissance du CV-P300, le classiﬁeur avec le taux de reconnaissance du P300, et
l’aspect traitement du signal avec l’évaluation du RSSB. Les résultats ont clai-
rement indiqué que les meilleures stratégies considèrent toujours l’utilisation de
ﬁltres spatiaux comme pré-traitement. Les deux meilleures fonctions de coûts
sont basées sur l’évaluation du SSNR et la reconnaissance du P300, montrant
l’inutilité de baser la fonction de coût sur les résultats ﬁnaux de l’application.
Alors que l’utilisation du RSSB et de la reconnaissance du P300 procurent des
résultats quasi-équivalent après ﬁltrage spatial, il faut noter que l’évaluation du
RSSB se traduit directement après l’évaluation de ﬁltres spatiaux. Par consé-
quent, l’étape supplémentaire de classiﬁcation du P300 est facultative pour
l’évaluation d’un ensemble de capteur. L’évaluation du RSSB permet d’obtenir
à la fois des ensembles de capteurs pertinent mais aussi de diminuer le temps
de calcul lors de l’élimination récursive des capteurs.
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