The single-hit assumption for the response of a photographic emulsion to electrons leads to a simple relationship between the exposure and the measured optical densities with the saturation density of the emulsion as the only parameter. With the inverse of this saturation density as a least-squares variable of the corresponding multiplicative 'blackness correction', this correction has been determined from data sets of gas electron diffraction plates of different exposures. For optical densities from our standard photometer procedure, the computed values of the saturation density are smaller than the real values for the plates used. The computed values increase with increasing optical density of the darkest plate applied and increase by reducing the amount of light scattered by the silver grains of the emulsion. Computer simulations indicate that relatively small changes in the direction of the specular optical densities would be necessary to obtain the agreement predicted by the single-hit assumption between the computed and the real saturation density. A good blackness correction for our standard procedures is easily obtained by least-squares calculations when plates of relatively high optical densities are included in the applied data set.
Introduction
The response of a photographic emulsion that is exposed to electrons and then processed is measured by a microdensitometer and is expressed by the optical density D defined as D = log(I/7). The transmission T is the fraction of the incident photometer light transmitted by the emulsion; usually T is measured relative to an unexposed part of the emulsion. The exposure E is the number of electrons irradiating a unit area of the emulsion; as E increases, more silver halide grains are activated. Ultimately, all possible grains are activated and the optical density approaches a saturation density Ds. The exposure to electrons is generally accepted to be a single-hit process; any halide crystal hit by an electron is rendered developable. According to the single-hit model
(1)
The constant A is the mean cross-sectional area of the halide crystals; see, for example, Mees & James (1966) or Valentine (1966) .
In the structure determination of gaseous molecules by the electron diffraction method, the scattered electrons are usually recorded on photographic plates or film. The relative average thermal motions of the atoms expressed by the root mean-square amplitudes of vibration are determined from the modulation of the oscillating molecular intensities. A non-linear relationship between the relative intensities and the optical densities should lead to systematic errors in the vibrational amplitudes. The response of photographic emulsions to electrons from the gas electron diffraction point of view has been previously discussed in the literature (Karle & Karle, 1953; Bartell & Brockway, 1953; Kimura & Bauer, 1963; Hencher & Bauer, 1967; Foster, 1970; Beagley, Foord & Ulbrecht, 1978) .
The Norwegian group has for many years applied a multiplicative 'blackness correction' of the form C = 1 + aD + bD 2 + cD 3 = 1 + 0.03D + 0.09D 2 + 0.03D 3.
(2)
The constants a, b and c were determined by a comparison of data from plates of different optical densities. The present work started with an attempt to improve this correction.
Experimental

Plates and development procedure
Kodak electron image plates were applied and the plates were developed using Kodak Developer D-19 B in dilution 1:2 under frequent manual agitation for 6 min. The plates were not presoaked. Our experience agrees with the earlier observation that the response of these plates is independent of batch (Beagley, Foord & Ulbrecht, 1978) . 0021-8898/92/030409-05506.00 © 1992 International Union of Crystallography The saturation density of the Kodak electron image plates has been determined to be 4.3 (Foster, 1970) . One plate was exposed for a long time in our apparatus without rotating the sector. The darkest part of this plate indicated an optical density somewhat larger than 4 by comparing the transmission of these parts with the transmission obtained from a stack of optical filters of known densities. However, equipment was not available to measure this high density very accurately. For routine investigations, plates of maximum optical densities smaller than 1 are preferred.
Microdensitometers
Most of the plates were photometered by our 'Snoopy' microdensitometer (Molin, 1970) . 'Snoopy' is a single-beam densitometer. The plate is oscillated through approximately 11 ° about the center of the radial symmetric scattering pattern and the light quanta transmitted through one oscillation are counted for each 0.1 mm. The electronics have recently been renewed and light is measured by a vacuum photodiode. The optical arrangement of Snoopy is indicated in Fig. 1 .
Our Joyce-Loeble densitometer (Joyce, Loeble & Co., Ltd, MK III CS, 1970) is now connected to an IBM PC-XT for data acquisition. It is a double-beam instrument and the optical density is measured directly by the mechanical position of an optical wedge.
The data
Numerous calculations, mostly based on data from benzene, have been carried out in connection with the Table 1 . The data were reduced in the usual way and the molecular structure was determined by the least-squares method from the data of each plate, using different blackness corrections (Andersen, Seip, Strand & Stelevik, 1969) . These results are given in Table 2 .
The initial calculations
Trial-and-error calculations
A new blackness correction of the form of (2) was determined by trial-and-error calculations. The criteria for these calculations were that a good correction should give smallest possible R factors and should give root mean-square vibrational amplitudes in best possible agreement with the values calculated from spectroscopic data when the benzene structure was determined from the blackness-corrected data. In this way, the correction
was obtained from numerous calculations using several data sets. We are relatively certain that up to an optical density of about 1.1 this correction is the best obtainable for our standard procedure and the applied criteria. For a straightforward determination of the blackness correction, this procedure was obviously not satisfactory.
Least-squares calculations
The relative intensities, I = CD, from a data set with plates of different optical densities should only differ by a scale factor proportional to the average intensity of the plate. For the plates m and n at the value Sk of the scattering parameter s, 1986) . The transmissions of the unexposed part of the plates may also be treated as parameters by the program.
The constants of a reasonable blackness correction of the form of (2) could not be determined by the least-squares method. Refining only the parameter a, the corresponding correction was not sufficiently accurate; including the parameter b, corrections which gave almost identical scaled intensities were obtained. Unacceptably large vibrational amplitudes were determined from these intensities. With this form of the correction, the least-squares criterion had worked too well.
The single-hit correction
The single-hit expression (1) gives a multiplicative correction
for EA proportional to the relative intensities /, EA = kI. The constant k is determined by demanding the same reasonable limiting behaviour as of (2), Ca~I as D--, 0.
d was treated as a least-squares variable and values were easily determined. One data set with the darkest plate of a maximum optical density of 0.8 gave d = 0.404. During the data acquisition of 2,3-di-tertbutyl-l,3-butadiene on the Oslo apparatus at about 42 kV, two out of three plates for a camera-sample distance of 23 cm turned out very black with optical densities in the range of 0.45-2.35 and 0.56-2.61. This set gave d = 0.345(5) and the corresponding blackness correction agreed better than 1% to C2 up to an optical density of about 1.1. It seemed that a correction for lighter plates consistent with a 'best' possible result for the structure determination could be obtained for the one-parameter correction (6) and the least-squares criterion (5) when plates of relatively high optical densities were included in the data set. The data set of benzene in Tables 1 and 2 was then recorded and this set gave the value d = 0.358(2). (Least-squares standard deviations are given in parentheses. Due to strong negative correlation with the transmission of the unexposed emulsion, these standard deviations may be too small by about one order of magnitude -see below.)
The tendency of d to decrease with increasing optical density of the darkest plate applied was a consistent pattern. A d value may be determined from the data of only two plates of sufficiently different optical densities. For example, the data set recorded in the tables gave values in the range 0.417(2), for plates 1 and 3, to 0.349(3), for plates 2 and 6.
Further experiments and calculations
Light is reflected and scattered by the silver grains of the emulsion andthe optical densities are dependent on the optical: arrangement of the densitometer. Sensitometry defines two limiting optical densities. The diffuse density includes all the transmitted radiation whereas exclusion of the scattered light yields the specular density. The single-hit assumption is assumed to be valid for the larger specular densities.
The amount of scattered light measured by the 'Snoopy' photometer was reduced by decreasing the aperture of the photodiode to 2.5 x 5.0 mm. Photometering the data set with this aperture gave optical densities from which a blackness correction with d = 0.312(1) was obtained. The average optical density of the unexposed plates decreased from 0.0573(3) to 0.0545(3), while the ranges of the optical densities of all the plates increased by nearly 10%, compared with the values of Table 2 . The systematic increase of d with decreasing optical density of the darkest plate applied was still persistent. Due to the light path of the lower part of'Snoopy', some scattered light is still included with this reduced aperture of the photodiode and strictly specular optical densities are not measured. However, reducing the amount of scattered light decreases the optical density of the unexposed plate, increases the measured densities of the exposed plates and results in a smaller d value corresponding to saturation density closer to the real saturation density of the emulsion.
With the transmission of the unexposed plates as additional least-squares parameters, it was nearly impossible to make the iteration converge to reasonable values. A few apparently successful refinements indicated that this was due to positive correlation coefficients very close to 1 between the transmission of the different unexposed plates and to coefficients of approximately -1 between these parameters and d. The standard deviation of d also increased by an order of magnitude. The least-squares values computed for the higher transmissions of the unexposed plates indicated that higher transmissions (lower optical densities) were formally consistent with the single-hit assumption.
Refinements based on the absolute transmissions of the exposed plates were also carried out. This formally corresponds to zero density of the unexposed parts of the plates and will increase all the densities by a small amount (about 0.05) or, in relation to the density ranges of Table 2 the increase will be from about 17%, in the minimum density of plate 1, to about 2%, in the maximum density of plate 6. These changes should be compared to the approximately 10% larger densities obtained with the reduced aperture of the photodiode. The changes are in addition compatible with the increased transmissions of the unexposed parts of the plates demanded by the single-hit assumption as indicated by the least-squares refinements of the previous paragraph. The value d = 0.291(2) was obtained from all the plates for the standard photometering process and d= 0.256(1) was obtained with the reduced aperture of the photodiode. The latter d corresponds to a saturation density of 3.9. In both cases, the systematic decrease of the d parameter with increasing optical density of the darkest plate had disappeared. These computer simulations demonstrate that relatively small changes of the optical densities in the direction of the specular densities could give agreement with the single-hit assumption.
The plates of the data set were photometered on the Joyce-Loeble photometer. From these data, a d value of 0.400(2) was obtained, however, the setup of this photometer may not have been optimal.
Discussion
The results in Table 2 for no blackness correction clearly show the necessity of some correction. The effect of the non-linear response of the emulsion is large for these large camera-sample separation data where the optical densities are oscillating considerably over the obtainable s range. Due to the small vibrational amplitude of the bond distance of benzene, this amplitude is the most sensitive to an incorrect modulation of the molecular intensities. The u values of Table 2 should be compared with the accepted value of 0.0464 A computed from spectroscopic data. The blackness correction is multiplicative; however, it follows the oscillations of the optical densities and is not a long periodic correction. Therefore, a blackness correction should also be applied when the sM(s) method is used for the structure determination.
The corrections C1, C2 and Ca for d = 0.35 are compared in Fig. 2 . The results in Table 2 support the conclusion that C2 and C 3 are nearly equivalent up to a density of about 1.3, and these two corrections are better than C 1. Refinements of additional data sets confirm these conclusions. For the C-H bond of methyl in (trichloromethyl)titanium, the vibrational amplitude for the blackness correction C1 was 0.039/~ (Briant, Green, Haaland, Mollendal, Rypdal & Tremmel, 1989) . A reinvestigation using C2 increased this amplitude to the more reasonable value of 0.056 A. For the blackness correction (6) with d --0.35, very good results for the structure parameters and the R factor are obtained by our standard procedure from plates of maximum optical densities up to about 1.5, a somewhat higher limiting density than was earlier estimated.
The correction C3, based on the single-hit assumption with the inverse saturation density as an adjustable least-squares parameter, was easily determined and it gives a good blackness correction for lighter plates when plates of sufficiently high optical density are included in the calculation. For our standard photometer procedures, the obtained values of d correspond to lower values of the saturation density than the real one, and the systematically increasing value of the computed saturation density with the optical density of the darkest plate demonstrates that the form of the single-hit correction is not strictly valid.
The results of the data from the 'Snoopy' photometer with the reduced aperture, which include less scattered light in the optical densities, give larger computed values of the saturation density. The subtraction of the relatively small density of the unexposed plates from the optical densities is most probably in the direction of the specular densities and this combined with the data for the reduced aperture leads to reasonable agreement with the single-hit assumption. Thus, the single-hit assumption may be valid for strictly specular densities; however, different reflectiveness of the exposed and the unexposed emulsion may be a problem. The discrepancy between the calculated values for 1/d and the saturation density may be used as a measure of the amount of diffuse scattering included by the applied photometer.
