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ABSTRACT 
Let 2” denote the set of those (1, A,, . . . , A,) E C” such that there exists a 
nonnegative matrix with Perron root equal to one and spectrum {l, A,, . . . , A,}. We 
prove that 2” is star-shaped with respect to (1, 0, . . . , 0) and that (1, A,, . . . , A,) ~j” 
is on the boundary of 2” if and only if 11, A,, . . . , A,) is not the spectrum of any 
positive matrix. As a consequence, attention is given to the problem of determining 
which nonnegative matrices are similar to positive ones. More precisely, we address 
the question of which pattern matrices P satisfy that any nonnegative matrix with 
pattern P is similar to a positive matrix. Some partial results are obtained (among 
them that any irreducible nonnegative matrix with a positive line is similar to a 
positive matrix), which allow us to give a complete solution to the case of S-by-3 
matrices. 0 1997 Elsevier Science Inc. 
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1. INTRODUCTION 
Let M,,, and Nnxn denote the sets of (respectively) real and nonnega- 
tive matrices of order n. Denote by Pnx n the set of nonnegative matrices 
which are similar to some positive matrix, and let 
“4P = {(A,,..., A,) E C” : 3A E M,,.,,with cr( A) = (A,, . . . , A,,}}, 
JLr” = ((A,,..., A,,) E C” : 3A E Nnx,, with a( A) = {A,, . . . , A,}}, 
9” = {(A,,..., A,,) E C” : 3A E P,,.“with a( A) = {A,, . . . / A,}}, 
where c+(A) denoted the spectrum of A. Obviously, 9’” cN” c.F’, and 
one can easily check that pn is an open subset of _&” with the topology it 
inherits from C”. 
The problem of determining M” is known as the nonnegative inverse 
eigenvalue problem, and has been extensively treated in the literature (see 
[l-14]). Our interest in 9” stems from the fact that, in some sense which 
will be made explicit in Section 2, the set .K” -9” can be viewed as the 
boundary of H”. Thus, an adequate knowledge of the set Nnxn - P,,x, of 
nonnegative matrices which are not similar to positive ones might help to 
improve our understanding of the nonnegative inverse eigenvalue problem. 
Moreover, the problem seems to be interesting in itself, in the sense of 
extending the stronger spectral properties of positive matrices to a larger set 
P nxn- 
In this work we mainly address the question of determining which 
pattern matrices P satisfy that any nonnegative matrix with pattern P is 
similar to a positive matrix (by a pattern matrix we understand a matrix such 
that each of its entries is either a zero or a star; the pattern matrix of any 
matrix A is obtained by replacing every nonzero entry of A by a star). 
Although some of the theorems below depend on the actual values of the 
positive entries, the main results are stated in terms of patterns. 
We first note that we may restrict our study to that of irreducible 
patterns: Suppose P is a reducible pattern matrix. With no loss of generality, 
we may take P equal to 
with P, and P3 square matrices. Now, choose two nonnegative matrices A,, 
A, with respective patterns P,, P,, such that the Perron roots of A, and A, 
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coincide. Then any nonnegative matrix A, with pattern P, gives rise to a 
nonnegative matrix 
A= 
A, 4 it1 0 A,’ 
with pattern P which cannot be similar to any positive matrix, since its 
Perron root is multiple. 
The paper is organized as follows: Section 2 is devoted to making precise 
in which sense Jzr” - 9” is the boundary of 3”. We show that, although this 
is not true strictly speaking, it becomes true once the spectral radius is 
normalized to be one. Section 3 contains our results for the general case of 
irreducible pattern matrices with arbitrary dimension. This includes some 
particular cases, such as matrices with a positive line (Section 3.1) or matrices 
with an almost positive line (Section 3.2). As an application of our results of 
Section 3, we present in Section 4 a complete characterization of 3-by-3 
nonnegative irreducible matrices similar to positive ones. 
2. THE SETH” -9” 
We begin by pointing out that, properly speaking, the set Jtr ” - 9” is not 
the boundary of J”. It is enough to consider the case n = 2, where 
“,@-2 = {(A,, A,) E R2: A, + A, 2 o}, 
.A?+ = {(A,, A,) E R”: A, + A, > 0, A, + A,}. 
However, let us take a different point of view: the Perron-Frobenious 
theorem says that if A E N, x n then the spectral radius of A is one of its 
eigenvalues. Up to scalar factors, we may suppose, except for the spectrum 
10,0, . . . , 01, that the spectral radius is 1. Setting A, = 1, we define the sets 
+={(I,h, ,..., A,)E.~V:IA~~G~,~=~ ,..., n), 
_&“={(l,A, ,..., h,)~Jlr”:IAiI~I,i=2,...,n}, 
&n=((i,h, ,..., hn)~9n:Ihjl~i,i=2 ,..., n), 
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and take 2” as the ambient space with the topology it inherits from A”. 
Clearly L+ CJVn Ck, and 9”” is an open subset of .&. Note that, by the 
Perron-Frobenius theorem, the problems of characterizing the sets JV” and 
jn are equivalent. 
Let us prove that in is star-shaped with respect to (lo,. . . ,O). It is 
clear that (1, 0, . . . , 0) is an interior point of j”, since it is the spectrum of 
the positive matrix of order n with all its entries equal to l/n. We recall that 
a nonnegative matrix of order n is said to be column stochastic whenever the 
sum of the entries of each column is equal to 1. 
THEOREM 1. Zf (1, A,, . . . , A,,) EJ?“, then (1, th,, . . . , th,,) E@ ’ f;,r 
every 0 < t < 1. 
Proof. If (1, A*, . . .) A,,) EJ?” then there exists a column stochastic 
matrix S such that {l, A,, . . . , A,} is the spectrum of S (see [6]). Let J,, be 
the n by n matrix with all its entries equal to i. Then for each t E [0, 1) the 
matrix tS + (1 - t)Jn> ‘. ‘ l IS a >ositive matrix with spectrum (1, tA,, . . . , t A,,). 
Theorem 1 confirms our previous claim that .@‘I -.&“’ is the boundary of 
2”. In the case n = 2, for instance, J?’ -5’ consists of the two points 
(1, -1) (1,l) E R2 and i2 is the segment joining them. For n = 3, ./?” is 
known to be (see [9]) the set of points (1, A,, A,) E C3 satisfying 
(i) (x2, ha] = (A,, A3], 
(ii) 1 Ai] < 1 for i = 2,3, 
(iii) 1 + A, + A, > 0, 
(iv) (1 + A, + A,)’ < 3(1 + Ai + A”,), 
while the points of 6” are those which verify condition (i), plus conditions 
(ii), (iii), and (iv) with strict inequality. One can easily check that Jlr3 n R” is 
the polygon P equal to the closure of the convex hull of the points (1, 1, l), 
(1, 1, -1) (l,O, -1) (1, -l,O), and (1, -1, 1), i.e. a truncated square ip the 
plane xi = 1 of R 3. On the other hand, each A E C such that (1, A, A) E 
.@” - R3 must be in the triangle T whose vertices are the roots of z3 = 1. 
Consider the segments 7r c P with endpoints (1, 1, l), (1, - $, - i) E R” 
and r c T with endpoints 1, - i E C. Observe that for each A E [ - i, 11 the 
points (1, A, A) E rr and A E r correspond to the same spectrum. Hence, 
M3 can be identified with the set G obtained as a result of gluing P and T 
together along rr and T. One can easily check that 2” - 5’ corresponds to 
the boundary of G in the induced topology. 
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Finally, j n -&” includes the so-called extreme spectra in the terminol- 
ogy of [8], i.e. points (1, A,, . . . , A,) EJ?” such that 
(1 - a,& - a,...,& - a) PJV" 
for all (Y > 0. One can show that it is enough to characterize extreme spectra 
(see [S]) or, alternatively, to determine the boundary of j” (an approach 
taken in [2] for real spectra) to solve the nonnegative inverse eigenvalue 
problem. We devote the remainder of this paper to investigating which 
nonnegative pattern matrices are similar to positive ones. 
3. NONNEGATIVE PATTERN MATRICES 
Let P be a pattern matrix, i.e. a matrix whose entries are either zeros or 
stars, and let Pi, Pj be two columns of P. We say that Pj dominates Pi, and 
we write Pj > Pi, if P-’ has stars in at least the same positions as Pi. We 
denote by P’ + Pj the pattern column with stars in all positions except in 
those where both P’ and PJ have zeros. The analogous definitions for rows 
are obtained in much the same way. 
As stated in the introduction, our aim is to find patterns such that any 
nonnegative matrix with that pattern is similar to a positive matrix. Our first 
result deals with certain similarity transformations which can increase the 
number of positive entries of any matrix whose pattern has some domination 
between columns or rows. 
THEOREMS. Let P be an irreducible pattern matrix with rows P,, . . . , P,, 
und columns P’, . . . , 
indices i, j. Th 
P”, and suppose Pi < Pj (Pi < 5) for a certain pair of 
en any nonnegative matrix with pattern P is similar to a 
nonnegative irreducible matrix with pattern Q, where Qi = Pi + Pj and 
Qk = Pk fork # i (Qi = Pi + Pj and Qk = Pk fork # i). 
Proof. Suppose that i = 1, j = 2, and P1 < P2 (the proof in the row 
case is completely analogous). We consider the matrix 
Y 0 
x= il 0 I,-, ’ (1) 
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y= 1 E 
[ 1 0 1 
and .9 is positive. Let A be any nonnegative matrix with pattern P. We 
partition 
conformally with (1). Then 
XAX-’ 
The block 
A,, I- A21 
I- 






has, for F small enough, the same pattern as A,, , since ak2 can only be zero 
if nkl is zero as well. Note that A,, does not change, so the rows 3, . . . , n 
keep the same pattern as before the change of variables. The same applies to 
the second row, since 
yA,,y-’ = ‘11 + 6a21 
[ 
a12 + da22 - %l) - c2a21 
a21 a22 - &a21 
YA,, = 
a,3 + EC223 **- al,, + EaZn 
a23 
. . . 
I %” . 
Finally, the first row can only increase its pattern, and this will only happen in 
those positions where alk = 0, a2k > 0. In other words, the pattern of the 
first row becomes P, + P2 and the rest remain invariant. ??
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REMARK. Observe that among all nonnegative matrices with prescribed 
irreducible pattern we need only consider those which are stochastic, since 
any irreducible nonnegative matrix with its Perron root normalized to be one 
is similar to a stochastic matrix with the same pattern (see [6]). This has the 
following advantage: Let T c [w" be the (n - l)-dimensional simplex of R” 
equal to the convex hull of {e,, . . . , e,), where ei is the ith column of the 
identity matrix of order n. An n X n matrix M is column stochastic if and 
only if MT G T. Therefore, the set of column stochastic matrices of order n 
is equivalent to the set of affine transformations acting on an (n - 1% 
dimensional simplex. This allows for geometrical interpretation of Theorem 2 
and its consequences in terms of simplices and linear transformations acting 
on them. Namely, the proof of Theorem 2 is equally valid if we replace Y by 
the column stochastic matrix 
[: ,:.I. 
Then, since A is column stochastic, the matrix XAX’ becomes also column 
stochastic. Now, consider the hyperplane 
H s x, + x2 + ... +x, = 1. 
The matrix A defines an affne transformation f on H with fT G T, and 
furthermore provides the analytical expression of f: the entries of the ith 
column of A are the barycentric coordinates of the image of the i th vertex of 
T. Now, since X is stochastic, its columns correspond to a new simplex 
T’ c H whose vertices are those of T except the two first ones. The 
barycentric expression of f with respect to the new vertices is then given 
precisely by the matrix XAX’. 
3.1. Nonnegative Matrices with Positive Lines 
Theorem 2 has some interesting consequences, the first one being the 
following corollary (we recall the usual terminology of using line to refer 
either to a row or to a column of a matrix). 
COROLLARY 3. Let A be a nonnegative irreducible matrix with a positive 
line. Then A is similar to a positive matrix. 
Proof. Suppose the ith column of A is positive, and let P be the 
pattern of A. Then Pi is a full star column, which obviously dominates any 
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other column of P. Theorem 2 implies that A is similar to a matrix whose 
pattern Q has rows Qk = Pk + Pi, k = 1, . . . , n. Observe that the ith row of 
P must contain at least one star entry other than the ith one (otherwise P 
would be reducible). Say this entry is the jth one. Then both Qi and Q-i are 
full star columns. Again, the irreducibility of Q implies that, besides the ith 
and jth elements of Qj and Qj, th ere must be some other star entry in either 
of these two rows. Therefore, by Theorem 2, A is similar to a matrix whose 
pattern has three full star columns. The proof is completed by repeatedly 
applying the same argument. ??
Apart from providing a remarkably simple similarity test, Corollary 3 
reveals a feature of the problem which is somehow striking: Let P be an 
irreducible pattern matrix such that any nonnegative matrix with pattern P is 
similar to a positive matrix, and suppose that Q is a pattern matrix that 
strictly dominates P, in the sense that Q is obtained from P by changing 
some of its zero entries to stars. Then it is not true in general that any 
nonnegative matrix with pattern Q is similar to a positive matrix. This lack of 
monotonicity may be illustrated by the following example: Consider the 
pattern matrix 
P= 
* 0 * 
* 0 
; * 0 I. 
Since P’ > P”, we apply Tl leorem 2, which leads to a pattern matrix 
* 0 * 
[ 1 * * 0 1 * * * 
with positive lines. By Corollary 3, any nonnegative matrix with pattern P is 
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with a E (0, l), whose pattern 
0 * Q=l * 0, 
[ I (3) 0 * * 
strictly dominates P. One can check that A is not similar to any positive 
matrix, since it has two complex conjugate eigenvalues 
3a - 1 + i fib - 1) 
2 - 2 ’ 
which lie on the boundary of the set of possible eigenvalues of S-by-3 
stochastic matrices (see for instance [lo, p. 1751). As a matter of fact, we will 
see in Section 4 that A is the only type of S-by-3 stochastic irreducible matrix 
with nonzero trace which is not similar to any positive matrix. 
Another interesting feature of Theorem 2 is that it may be used as the 
basis for a computer algorithm. At each step the algorithm searches for a 
domination among lines of the pattern matrix and applies Theorem 2. If no 
new star entry is created, the algorithm looks for the next domination. 
Otherwise, the pattern matrix is changed according to Theorem 2 and the 
algorithm starts again to look for dominations in the new pattern matrix. The 
algorithm stops either when a full star line appears through the process or 
when all dominations have been exhausted without changing the pattern. 
To give an idea of its performance, a rough version of the algorithm was 
tested by the authors on randomly generated pattern matrices of dimensions 
6, 7, and 8. The results were quite encouraging: it was able to convert into 
positive matrices well over 60% of the matrices (typically 1000). However, 
there is a delicate point to be made about how to implement the algorithm. 
Namely, the final outcome of the algorithm turns out to depend crucially on 
the order in which Theorem 2 is applied to the different dominations, as 
shown in the following example: Consider the irreducible pattern matrix 
0 0 * 0 
p= I 0 0 * * * * 0 I : * * T,  
with rows P,,..., P4 and columns P’, . . . , P4. 
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(i) Since P2 = P’, we may apply Theorem 2 to obtain that any nonnega- 
tive matrix with pattern P is similar to a matrix with pattern 
0 0 * * 
0 0 * * 
* * 0 
* * T, * 
which is no longer affected by Theorem 2. 
(ii) On the other hand, since P, > P,, we can apply Theorem 2 to obtain 
that any nonnegative matrix with pattern P is similar to a nonnegative matrix 
with pattern 
s= 
* 0 * 0 
* 0 * * I I * * * 0’ * * 0 * 
Now, S is an irreducible pattern matrix with a full star column, so Corollary 3 
implies that any nonnegative matrix with pattern S (and therefore any with 
pattern P> is similar to a positive matrix. 
Thus, we see that order (ii) of application of Theorem 2 allows us to 
conclude that any nonnegative matrix with pattern P is similar to a positive 
matrix, while order (i) does not lead to the same conclusion. This opens the 
question of, given a certain pattern, determining which is the optimal order in 
the choice of dominations to achieve the highest possible number of stars in 
the final pattern. 
The algorithm opens yet another interesting question. The general out- 
look of the matrices the algorithm was unable to convert into positive seems 
to suggest that any irreducible nonnegative matrix containing no diagonal of 
zeros is similar to a positive matrix (by a diagonal of an n-by-n matrix we 
mean any collection of n of its elements such that no two elements belong to 
the same row or column; see [4, p. 1121). Unfortunately, all attempts to prove 
or disprove this statement have been unsuccessful so far, so it remains an 
open question. One can consider a weaker version of the question, suggested 
by R. Brualdi, by requiring, additionally to the nonexistence of diagonals of 
zeros, the existence of at least one strict domination between lines. This 
would open the possibility of using Theorem 2 to modify the pattern, at least 
initially. 
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3.2. Almost Positive Lines 
We have seen in Corollary 3 that any nonnegative irreducible matrix with 
a positive line is similar to a positive matrix. This result may be extended in 
certain cases to matrices with an almost positive line (i.e. containing a single 
zero entry). More precisely, 
THEOREM 4. Let A he a nonnegative irreducible matrix with a zero in 
the position (i, j), and suppose that ski > 0 fork z i (uik > 0 J;w k z j). lf 
a,, < ajj (ai, > ajj), then A is similar to a positive matrix. 
Proof. Suppose again that i = 1, j = 2, and that the almost positive line 
is a column (the proof with an almost positive row is carried out analogously). 
Hence, A is of the form 
A= 




with n,, = 0, ak2 > 0 for k z 1, and a,, < a22. We consider again the 
change of variables (1). One can check, as in the proof of Theorem 2, that for 
E small enough the matrix XAX’ is nonnegative and its pattern strictly 
dominates the pattern of A. Thus, XAK’ is irreducible, and its second 
column 
&(a22 - a11 - 
i : 
==21) 
a22 - &a21 
a32 - &a31 
is positive. Hence, according to Corollary 3, XAK’ is similar to a positive 
matrix. W 
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4. THE 3-BY-3 CASE 
The combination of Theorems 2 and 4 leads to a complete solution of the 
problem for 3-by-3 matrices. We recall that, as stated in the remark after 
Theorem 2, we may restrict ourselves to consider only stochastic irreducible 
matrices. Namely, 
THEOREM 5. A S-by-3 irreducible stochnstic matrix with positive trace 
is similar to a positive matrix if and only if it is different from 
[ 
CL 0 l-a 
1-a 0 
0 Inn a 1 
for any a E (0, 1). 
Proof. The proof is carried out covering all possible cases. We classify all 
irreducible pattern matrices depending on the number of positive entries. It 
should be noted that in each separate case we include all the patterns which 
are permutationally equivalent to the chosen one. 
A few preliminary remarks are in order: first, we have eliminated all 
patterns with zero trace in the statement, since they cannot be similar to any 
positive matrix. We may also skip all patterns with a positive row or column, 
since, due to Corollary 3, they are all similar to positive matrices (this 
excludes any pattern with more than six positive entries). Furthermore, 
irreducibility excludes any pattern with less than three positive entries. 
Finally, the only irreducible pattern with three positive entries has zero trace, 
so we may start from the case with four positive entries. 
The remaining cases are the following: 
Four positive entries. Th ere is only one relevant pattern, namely 
* 0 * 
[ I 0 0 . T, * 0 
All three can be transformed by Theorem 2 into patterns with full star 
lines. 
Six positive entries. There are two different patterns: 
6) The pattern 
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It suffices to apply Theorem 2, using P1 > P3, to obtain 
* 0 * 
i 1 * 0 0, * * * 
which contains full star lines. Hence, Corollary 3 implies that any matrix 
with the pattern above is similar to a positive matrix. 
Five positive entries. Three possibilities arise: 
[; p 21, [; y a]. [; 1 i]. 
0 * * 
[ 1 * 0 . (4 * T, *
Note first that the (2,3) entry is zero, with the remaining entries of the 
third column being stars. Thus, Theorem 4 guarantees that any matrix A 
with pattern (4) is similar to a positive matrix as long as us2 < u33. The 
same happens if us2 > uaa, since we may then apply Theorem 4 rowwise 
(the rest of the second row is also positive). Thus, the only remaining case 
corresponds to a matrix of the form 
[ 
0 l-b l-b 
b 
1L 0 h” . 1 
One easily checks that its spectrum is 
A, = {l,b,b - 1). 
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Given b E (0, l), one can always find A, > 1 close enough to 1 that 
1 + h,(b - 1) > 0. Thus, using the Suleimanova-Perfect theorem [13, 111, 
the set {l, h,b, h,(b - 1)) is the spectrum of a nonnegative matrix. Hence, 
A, is, by Theorem 1, the spectrum of a positive matrix. Since all three 
eigenvalues are distinct, all matrices with spectrum A, are mutually 
similar. 
(ii) The pattern 
* 0 * 
[ I * 0 . T, * * 
All three zeros are placed in off-diagonal positions, with the remaining 
entries positive. Thus, Theorem 4 applies to any matrix with that pattern as 
long as the three diagonal elements of the matrix do not coincide. If they 
do, the matrix is of the form (2), which we have already shown in Section 3 
not to be similar to any positive matrix. ??
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