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Abst ract - -We propose an algorithm for computing harmonic functions in a two dimensional 
domain with prescribed Dirichlet data. Our algorithm is a variant of what is called a "Fundamental 
Solution Method" [1-3]. This method requires us to select 2N points in the two-dimensional plane, 
N of which are called collocation points and the remaining N are called charge points representing 
the position of the singularities of the fundamental solution. It is known that there exists a set of 
2N points by which the error is exponentially small [1,3-6]. However, these papers are concerned 
mainly with existence, and, as far as the authors know, few fast and reliable algorithms are known 
for good position of the points. In this paper, we propose a new rule for the position of the points 
and examine its efficiency by numerical experiments. The new rule uses FFT effectively. 
Keywords - -Lap lace  operator, Fundamental solution method, FFT. 
1. INTRODUCTION 
In this paper,  we consider the interior Dirichlet problem for Laplace's  equation; i.e., for a given ¢, 
we compute u such that  
-Au  = 0 in f/, (1.1) 
u(x) = ¢(z)  on r .  (1.2) 
Here, A is the two-dimensional  Laplace operator ,  fl is a bounded domain in the plane, and r is 
its boundary.  Since this problem is classical, a lot of numerical  methods can be appl ied. The 
reason why we focus on the fundamental  solution method is that  this method provides us with 
exponent ia l ly  decreasing (hence, unusual ly small) errors with a very simple program. I ts demeri t  
is that  it is efficient only for nice data.  Nonetheless, for its narrow applicabil ity, it sti l l  fascinates 
us by its advantages and there seems to be a room for this method.  Our purpose is to clarify the 
mechanism of this method and to pave the way to the understanding of the area in which the 
fundamenta l  solut ion method is worth using. We strongly believe that  such an area exists. 
We assume that  r is an analyt ic Jordan curve and the given function ¢ is analyt ic  on r .  This 
assumpt ion is necessary for the exponential  decrease of the error. As of now, our idea can be 
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applied only to simply connected omains. We denote by E the fundamental solution of the 
operator -A :  
1 
y) = log - Yl, 
where x and y denote points in the plane R 2. 
The fundamental solution method is an algorithm which provide us with an approximate 
solution to (1.1,2). It is described as follows: 
(a-l) Choose N points Yl, Y2,..., YN in the exterior of F 
(a-2) The approximate solution is sought in the following form: 
N 
U(N)(X) = E QkE(x, Yk), (1.3) 
k=l 
where Qk's are constants to be determined. 
(a-3) Determine {Qk} by requiring that u (N) satisfies the boundary condition (1.2) approxi- 
mately. 
Since u (N) satisfies Laplace's equation exactly, the accuracy of u (N) depends on the way we 
approximate (1.2). In this paper, we adopt the following method: 
(b-l) Choose N points xl, x~,.. . ,  xN from the boundary F. 
(b-2) Determine {Qk} by the following N equations: 
u(N)(xj) = ¢(xj) j= I ,2 , . . . ,N ,  (1.4)  
or equivalently, 
N 
Qk log - ykl = 
k=l 
j = 1,2, . . . ,N.  
Although more sophistication i  the process (b-l,2) is possible [1-3], we prefer the present 
algorithm because of its simplicity, hence an easy implementation. We call {Yk} charge points 
and {xk} collocation points. Equations (1.4) are called collocation equations. Now the following 
questions naturally arise: 
(1) For what {Yk} and {Xk} does the collocation equation (1.4) determine {Qa} uniquely? In 
other words, on what conditions is the matrix (log [xk --Yt[)k,g nonsingular? 
(2) If it is nonsingular, how difficult (or easy) is it to solve the linear equations? 
(3) How should we choose {Yk} and {xk} in order to obtain a small error? 
There are partial answers to (1) and (2) (see [7-10]). But question (3), which is very crucial 
for the fast decay of the error, seems to be untouched from the mathematical viewpoint. In this 
paper, we propose a rule for the choice of {Yk} and {xk) which partially answers question (3). 
Actually it is known [1,3,5,8] that the convergence is amazingly small ("exponential decay") if we 
choose {Xk} and {yk} appropriately and if the data is smooth enough. However, it is also known 
that the convergence rate is very sensitive to the collocation points and the charge points. We 
wish to shed some light on these experimental facts. 
Before we describe our rule for {Yk} and (Xk}, we would like to explain the meaning of the 
exponential decay of error and why it is expected. Suppose that for each N we can choose N 
points Yk,g (1 < k < N)  outside P, and N points xk, N (1 < k < N)  on F such that u(g)(x) is 
well defined. If there are two positive constants C and T independent of N such that ~- < 1 and 
sup u(x) - u(N)(x) < C7 "N, (1.5) 
xEl2 
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then we say that the error is exponentially decreasing as N -~ co. We are interested in those 
collocation and charge points which give the exponential decrease of the error. It is well known 
that the spectral method in a domain of simple geometry (like rectangles) can compute solutions 
of partial differential equations with exponentially small error, if the solutions are analytic. The 
fundamental solution method has an advantage that this can be done in general domains as 
well as in geometrically simple domains. It works very well for smooth solutions but it has a 
disadvantage that the errors are intolerably large for solutions of relatively low differentiability. 
Therefore, our goal is to find a rule which is designed specifically for analytic solutions. Of course, 
its error must be exponentially small in order to compensate for its very limited applicability. 
We think numerical methods of this sort are worthy of mathematical studies. 
In simple cases, we can choose a set of charge and collocation points which give us an expo- 
nential decrease of the error. For instance, if ft is a two-dimensional disk, we can prove it in the 
following way [3]. In this simple case, the obvious choice is the equi-distribution on concentric 
circles. Accordingly, we define symbols as follows. Suppose that f~ is a disk about the origin 
with the radius p. With the complex notation, we write f~ = {z E C; [z[ < p}. For a positive 
integer N, we put 
w ---- exp 
Then we define 
Yk ~ ~k-1 ,  Xk ~ ~.~k-1 
for k = 1, 2 , . . . ,  N, where R > p. The following theorem is proven in [8]. Recall that ¢ in (1.2) 
is analytic. 
THEOREM 1. Suppose that R Iv - pN ~ 1. Then the coefficient matr/x (log Ixj - Yk[)j,k is 
nonsingular. Suppose further that R ~ 1. Then the error decreases exponentially. If the harmonic 
function u(x) can be extended to the whole plane, then the constant r in (1.5) can be estimated 
as r < p/R. 
The assumptions in this theorem appears imply because we do not use the constant function 
as a trial function in (1.3). In fact, if we include the constant function in the trial function, then 
we have the same conclusion as in Theorem 1 without any assumption [ll]. We note that the 
larger R implies smaller T in (1.5), whence a fast decrease of the error. 
In the case of general analytic domain, there is no practical rule which provides us with charge 
points and collocation points giving exponentially small errors. However, we know theoretically 
the existence of such points as guarantee the exponential decrease of the error. This is proven 
in [5,6]. The idea is simple: take a conformal mapping from the interior of domain ~ to a unit 
disk. Then, by the analyticity of the boundary, the inverse conformal mapping, which is denoted 
by k~, can be defined on a larger disk {z E C ; [z[ < R0} where R0 > 1. Then we have the 
following theorem. 
THEOREM 2. [5] Let 
yj = k~ (Ro J )  and xj = ~ ( J ) ,  j= I ,2 , . . . ,N .  
Then (1.4) is uniquely solvable if N is sufficiently large. Furthermore, there exist positive con- 
stants C, T, and No such that T < 1 and 
sup u(x) - u (g)(z) <_ CT N, 
xEfl 
for all N > No. 
We have the same conclusion if we use an exterior conformal mapping instead of interior one [6]. 
The proofs in [5,6] are quite technical, though they are modifications of those in [12,13], where 
the boundary integral method is considered. 
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If we can compute the conformal mapping cheaply, we can achieve very accurate computations. 
Of course, this cannot be expected in general analytic domains. In this sense, [5,6] proves only 
the existence of points which give us exponentially small errors; they do not tell us how to find it 
practically. In real computations, the charge and/or collocation points are chosen by inspection 
like in [14] or by some rules coming from experiences. There are many reports as to which points 
are good in which cases. These are, however, assessment of performances, and there seems to be 
no theory behind it. Thus, there is a big gap between mathematical theory and practical rule for 
collocation and/or charge points. 
The difficulty in finding good charge and/or collocation points {Yk}, {Xk} suggests us to make 
an algorithm in which {Yk} and {xk} are sought simultaneously with {Qk}. This idea is quite 
different from (a-1)-(b-2), which determines {Yk} and {xk} before we compute {Qk}. Namely the 
rule for the position of {Yk} and {Xk} is independent of {Qk} in the present algorithm. Mathon 
and Johnston [3] propose an algorithm such that {Yk}, {xk}, and {Qk} are simultaneously ought. 
It leads to a nonlinear optimization problem. It is good, but consumes a lot of CPU time. 
When we see the simplicity of the problem (1.1,2), we wish to have a solver which is easy to 
implement and fast at the same time. In the next section, we propose a new rule for finding the 
charge points and explain the mathematical background to it. The fined section, Section 3, is for 
numerical experiments. The convergence theorem is proven in Appendix. 
2. A NEW RULE 
In this section, we propose a new rule for the charge points which is based on the following 
observation: in [5,6], we assume that the conformed mapping is defined either in the whole interior 
or in the whole exterior of the domain fL A close examination of the proof therein shows that 
the conformed mapping need not be defined in the whole domain. Rather, it is sufficient to have 
a conformed mapping which is defined in a neighborhood f the boundary F and maps r onto a 
circle. In short, we have only to use an inverse conformed mapping @ which has the following 
properties: 
(i) • is defined in an annular domain {R1 < Izl < R2}; 
(ii) there exists R3 E (R1, R2) such that 
({Izl = R3}) = r. 
Then, taking R4 E (R3, R2), we define the charge points and the collocation points as follows: 
Yk = g2 (R4wk-1), xk = t9 (R3w k-l) k = 1,2, . . . ,N.  
The proof in [5,6] is valid in this situation and we have the exponential decrease of the error. 
THEOREM 3. With {Yk} arid {Xk } chosen as above, (1.4) is uniquely solvable if N is sufficiently 
large. Furthermore, there exist positive constants C, T, and No such that r < 1 and 
sup u(x) - ~z (N) (x) ~ CT N, 
xEfl 
for a11N >_ No. 
The proof is much the same as that of Theorem 2. So we only outline it in the Appendix. 
We show below that we can construct such a conformed mapping @ through FFT. 
The conformai mapping specified above can be viewed as a complexification f a parametriza- 
tion of F. More precisely, let 
+oo 
• (o) + ~y(o) = y(o) = ~ c,,,e ''° ,~. e c ,  o <_ e < 2~ 
n~- -O0 
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be any parametrization f F. Then, because of the analyticity of F, 
-[-oo 
](z)= 
can be defined in ~ < [z I < 1/~ for some 0 < ~ < 1. In fact, the analyticity of F means that 
there exist constants C > and a E (0, 1) such that lan[ <_ Ca Inl for all n. It is sufficient for ~ to 
satisfy a < ~ < 1. 
This observation suggests the following algorithm (henceforth, we assume that N is even): 
(1) Choose collocation points xk (k = 1,2, . . . ,  N) appropriately from F. 
(2) Compute {an)(n = -N/2  + 1,.. . ,  N/2) by f(w k-l) = xk(k = 1,. . . ,  N). 
(3) Compute the charge points 
N/2 
Ym = E an [Rwm-1] ~ m = 1 ,2 , . . . ,N  (2.1) 
n=-N/2+l 
by choosing some R E (1, l /a) .  
(4) Compute u (N) by solving (1.4). 
This means that once we determine the collocation points, then the best charge points are 
automatically computed through FFT. From now on we assume that N = 2 p with some positive 
integer p. We will soon show that the processes (2) and (3) are done by the complex FFT, which 
consumes O(N log N) floating point operations of complex numbers. Note that we must solve 
the linear equation with the coefficient matrix (log [xk -yj[), which is dense and nonsymmetric. 
Therefore, we solve it by Gaussian elimination method and O(N 3) operations are necessary. 
Thus, the part of finding charge points costs little with respect o computing time. In this way, 
we do not need to worry about the position of the charge points. However, the position of the 
collocation points remains free. 
Let us now describe the algorithm in more details. The equation which determines {aj } is 
fl(W k - l )  ---- Xk, (k = 1, 2 , . . . ,  N). 
In order to obtain {aj), we compute 
N 
E xkw (k-1)(j-1) = cj 
k--i 
(2.2) 
for j ---- 1, 2 , . . . ,  N. This is done with O(N log N) operations. We then obtain 
g oo 
k=l £=-oo 
oo N 
E 0~. E OJ£(k-1)O'~-(k-1)(j-1)~ N E O~J-lq'rnN 
~=--oc k=l mEZ 
This shows that aj-1 = cffN gives us an approximation of aj-1.  The error produced by this 
approximation is not negligible at all. For instance, 
CN/2q. 1 : N {... + O~_NI 2 -[- OtN/2 "[- Cg3N/2 -[-''" } 
contains the term OL_N/2 which is of the same order as aN/2. 
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In order to evaluate c~j more accurately, we choose, for each k = 1, 2 , . . . ,  N, a point xk-1/2 on 
the arc between xk-1 and Xk and assume that f(w k-1-1/2) = xk-1/2. We then compute 
N 
E x~-l/2w-(k-1)(j-1) = dj, j = 1, 2,. . . ,  N. (2.3) 
k----1 
This gives us 
dj = N E (--1)maJ-l+mNW-(J-1)/2" 
mEZ 
Therefore, 
cj +w(J-1)/2dj = 2N E °~J-l~2mg" 
rnEZ 
If we define aj-1 = (cj + w(J-1)/2dj)/(2N), the error committed by this is small by virtue of the 
exponential decay of {ak}. 
We now summarize our algorithm: 
(1) Choose xl/2, xl, x3/2,..., XN from F in the counterclockwise order. 
(2) Compute {cj}~= 1 and {dj}~= 1 by (2.2) and (2.3) through FFT. 
(3) Put 
_cj + wC~-l)/2d3 
°lJ-1 - 2N  ' 
_c~ + wCj-1)12d3 
a j - l -N  -- 2N ' 
j =1,2,. . . ,g/2 + l, 
j =N/2+2, . . . ,N .  
(4) Choose R appropriately and compute 
yj = 
17/2 
E o~kRkwk(j_D, 
k=-N/2%l 
j -- 1 ,2 , . . . ,N .  
(5) Compute {Qk} by solving 
N 
l og  Ixj - yk[ = 
k----1 
j = 1 ,2 , . . . ,N .  
(6) Put 
N 
u(lV)(x) = E Q~E(x, Yk). 
k=l  
Note that we still have a free choice in (1). In this sense, we can say that our rule gives good 
charge points when we are given collocation points. The choice of R in (4) requires ome care. 
We know that R > 1 must be close enough to 1 since R~ -1 must lie in the defining domain 
of f .  Therefore, there is an R* > 1 such that we should choose R E (1, R*). On the other hand, 
the larger R guarantees the faster decrease of the error (Theorem 1). Thus, we give the following 
comment: good collocation points are those which give us a large R*. Unfortunately, we do not 
know how to compute R*. 
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Figure 1. Cassini's oval. a -- 1.100000. 
interior mapping rule: a=1.1, R=1.09 
I I I I I I 
-5 
log El0 
-15 
I I I I I 
0 20 40 60 80 100 
Numberofcharge points 
Figure 2. The interior mapping rule with R = 1.09. The number of the charge 
points N vs. the error. E = log[[u - u(/V)[[, where [[f[[ = sup~e n If(x)[. The zigzag 
lines implies that the error is a bit smaller for even N than for odd N. 
3.  NUMERICAL  EXAMPLES 
This section deals with some numerical experiments. We compute harmonic functions in the 
domain which is called Cassini's oval. Its boundary F is defined as 
{(x,y); ((x + 1) 2 + y2) 1)2 + y2) =a4},  
where a > 1 is a parameter. When a > v~, this curve is convex. If a < v~, then this curve is no 
longer convex as is shown in Figure 1. It is known that  the numerical computat ion of the electric 
potential in such a concave domain is not very easy. We take a = 1.1 and place the collocation 
points {Xk-Z/2, Xk; k ----- 1, 2 , . . . ,  N}  on F with equal distances between the nearest points. Namely 
2N points {xl/2, x l , . . . ,  xg} are equi-distributed with respect o the arc length. The algorithm 
in the previous section determines the charge points, once we take the parameter R. 
All the computations are performed in a SPARCstat ion of SUN Microsystems with double 
precision. Since the condition number of the coefficient matrix is very large, we estimate the 
condition number in each run, and stop computing when the inverse of the condition number 
C~Wt$1:I-J 
0 
-5 
IogE_lO 
-15  - 
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exterior mapping rule: a=1.1, R=1.09 
i I I I I 
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Figure 3. 
points N vs. the error. 
I I I I I 
0 20 40 60 80 100 
Number of charge points 
The exter io r  mapp ing  ru le  w i th  R = 1.09. The  number  o f  the  charge  
-5 
log 
exterior mapping rule: a=1.1, R=1.5 
I I I I 
-15 
I I I I I 
0 20 40 60 80 100 
Number of charge points 
Figure 4. The exterior mapping rule with R = 1.5. Performances are good only when 
the exponent of the boundary values axe even. 
becomes smaller than the machine epsilon. To guess the condition number, we use "dgeco" in 
L INPACK.  
We perform our computation and compare it with the conventional algorithm for the collocation 
and/or charge points. The first method is the '~nterior mapping rule." Note that the interior 
-5 
log El0 
-15 
log E 10 
-15 
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circle rule. a=1.1, ratio=1.09 
I I I I I 
I I I I I 
0 20 40 60 80 1 O0 
Number of chame i~oint~ 
Figure 5. The circle rule with R ---- R1/~/F+"~ = 1.09. 
circle rule. a=1.1, ratio=l.5 
| I I I 
0 
I 
0 20 
I I ! J 
40 60 80 1 O0 
Number of charge 1ooints 
Figure 6. The circle rule with R = R1/v /1 - '~ '~ -- 1.5. When N > 50, the estimated 
condition number is greater than 1/(machine psilon). 
conformal mapping is 
and the inverse mapping is 
az  
~/a 4 - 1 + z 2' 
V/~'~- -  lw  
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similarity transform rule. a-1.1, ratio=l.09 
-5 
tog El0 
.15 
I I I I I 
0 20 40 60 80 1 O0 
Number of charge points 
Figure 7. The similarity transform rule with R = 1.09. 
log E.10 
-15 
similarity transform rule. a=1.1, ratio=1.5 
j I I I I °I% 
-5 
I I I I I 
0 20 40 60 80 1 O0 
Number of charge points 
Figure 8. The similarity transform rule with R -- 1.5. 
Thus, the inverse mapping is defined in Iwl < a = 1.1. We choose R = 1.09 and set yj -- 
~(R~ j - l )  and xj = ~(aP -1) for j -- 1,2, . . .  ,N. The error committed by this rule is shown in 
Figure 2. Here, E -- Ilu - u(N)II, where II II is the supremum (= L °°) norm on F. We use six 
boundary values. Those are Re[z ~] (k =0,1 , . . .  ,5), restricted to the boundary. In all the cases, 
the graph shows linear decrease with respect o the number of the charge points, which means 
the exponential decrease of the error. However, the gentle inclination means that the actual error 
is not small. The theorem in [5] is true but of little practical use in this example. The zigzag of 
the lines means that the error is smaller for even N than for odd N. We do not know why the 
error is influenced by the parity of N. 
present rule. a=1.1, R=1.09 
I I I I I I 
-5 
=ogE 0 
.15 ¸ 
I I l I I 
20 40 60 80 100 
Number of charge points 
Figure 9. Present rule with R = 1.09. 
present rule. a=1.1, R=1.5 
I I I I I 
0 
-5 
E.!o 
-15 
0 
Collocation Points 133 
I I I I I 
20 4O 6O 80 100 
Number of charge points 
Figure 10.  Present rule with R = 1.5. 
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The second method is the "exterior mapping rule." Here the conformal mapping which maps 
the exterior of F onto the exterior of the unit circle is given by 
and the inverse mapping is 
1 
w = -V /~ -- I, 
a 
z = ¢1(w) - ~ +  1. 
In this case, we may take yj = ~(Rw j - l )  and xj = ~(wJ-1). Note that w e may take any R > 1. 
We chose R = 1.09 and R = 1.5. The results are shown in Figure 3 and Figure 4, respectively. 
The case of R = 1.09 is very much similar to Figure 2. We, however, have good performances 
when R = 1.5 if the boundary functions are Re[z k] with k = 0, 2, 4. With N = 60, the error E is 
smaller than 10 -1° , which is extremely small. The errors are relatively large in the case where 
k = 1, 3, 5. We do not know why the parity of the boundary values influences the error in this 
way.  
The third method is the one proposed by Yamamoto et al. [15]. It uses no conformal mapping. 
It is very simple: xj = p jw j -1  and yj = R lw j - l ,  where pj is chosen so that xj lies on the 
boundary and the parameter R1 is chosen so large that the circle Izl = R1 lies in the outside of F. 
We immediately notice that this choice is always possible if the domain is star-shaped. We call 
this rule the circle rule, since the charge points are on a circle. The results are shown in Figures 5 
and 6, where we define the parameter R as R = R1/v/1 + a ~, where v~-+ a 2 is the x coordinate 
of the intersection of Cassini's oval and the x-axis. The parameter R is 1.09 in Figure 5 and 
1.5 in Figure 6. Amazingly, this lazy rule produces exponential decrease. It, however, has a 
demerit hat the coefficient matrix becomes extremely ill-conditioned for relatively small number 
of charge points. When N > 50, the inverse of the condition number of the coefficient matrix 
log Ixj - Ykl is smaller than the machine psilon. Thus the computation of {Qk} can no longer 
be trusted for N _~ 50. The circle rule is more sensitively dependent on round-off errors than the 
previous rules are. 
The fourth example is the similarity transform rule. Namely, we put xj = pjw j -1  as in the 
previous example but the charge points are taken by the similarity transform; yj = Rx j  for a 
fixed R. The results for R = 1.09 and R = 1.5 are shown in Figure 7 and 8, respectively. The 
error is exponentially but slowly decreasing. When R = 1.5, we again see the "blow-up" of the 
condition number. 
We finally show the results of the present rule. The parameter R is 1.09 in Figure 9 and 1.5 
in Figure 10. The case of R = 1.09 is quite similar to the interior or exterior mapping rules. 
However, the choice R = 1.5 seems to achieve a good numerical performance. We can compute 
approximate solutions with error less that 10 -s in every case of the boundary condition. In 
addition, there is no sudden increase of the condition number. 
These are the summary of the numerical experiments. It seems to us that the present rule 
would be of practical use and be robust enough in the sense that it can be applied to the cases 
where the conventional rules show awkward performances. 
APPENDIX  
Here we outline the proof of Theorem 3.  Since the arguments here are very much similar 
to those in [5,6], we do not give a whole proof but only sketch it. In what follows, we fix a 
conformal mapping • which is defined in ~ < Izl < 1/~ such that the closed curve {~(e2~e); 0 _< 
0 < 1} equals Of/. The charge points are defined as in (2.1) and the collocation points are 
{k~(e2~ik/g); k = O, 1 , . . . ,  N - 1}. 
We start with the following representation: 
~0 
1 
u(N)(z) = -R  q(N)(o) l~ IZ -- ~(Re2Vi°)l dO, z E f/, 
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where q(N) is of the following form: 
N-1  
j=O 
with Q~ = Qff(2rR).  Here, ~ denotes Dirac's delta function and the integration is taken in the 
sense of the distributional coupling. We derive inequalities for q(N) rather than u (N) itself. 
The necessary inequalities are obtained in the following function spaces defined in [12]. 
DEFINITION A.1. Let T be the set of all finite Fourier series on S 1. For 6 > O, s E R, and 42 E T, 
we put 
114211~,~ = n) ~21nln_ 2~ , 
where _n = max{2~rln [, 1 }, and {¢(n)} denotes the Fourier coefficients of 42. Our function space 
Xe,s is defined as the completion of 7" in the norm [[. tie,8. 
It is rather important o note that: 
(1) when e > 1, any element of the function space Xe,s is an analytic function on $1; 
(2) when e < 1, elements of the function space Xe,s are genera/ized functions including 
Schwartz's distributions. 
We also use the following notation. 
DEFINITION A.2. For all N E N, AN denotes { j /N  E S~;j = O, 1,.. .  ,N  - 1}. The symbol DN 
N-1  denotes {~-~#=o Q# 6(. - j /N) ;  (Qj) E cN}, where ~ is Dirac's delta function on S 1. 
Finally, we define operators L and A as 
~0 
1 
Lq(r) = -R  q(O) log I e2=~r - Re2~° I dO, 
and /01 Aq(v) = -R  q(O) log I~(e 2~r) - ~(Re2~°)] dO. 
Then the proof ends if we have proved: 
(1) that under a certain condition, there exists one and only one q(N) in DN such that 
Aq(N)(r) = ¢(~(e2~r)) at each r E AN. (This implies the solvability of the colloca- 
tion equation.) 
(2) that I1¢(~(e2~')) - Aq (N) [I decreases exponentially. 
We will later prove that the operator L is the principal part of A. Namely A is a compact 
perturbation of L. So, the property of A is almost directly implied by that of L. On the other 
hand, we can obtain necessary properties of L by the Fourier analysis. Thus, our first step is to 
prove the above claims (1) and (2) with A replaced by L. The following lemma is proved in [5]. 
LEMMA A.1. Assume that 1 < R and 1/R < 6. Then the fo//owing (i) and (ii) hold true. 
(i) For any q E X6,t and N e N with R g ~ 2, there exists unique q(N) E DN such that 
Lq (N)(x) = Lq(x), x e AN. 
(ii) Suppose that e satisfies max{1/~,6}R -2 < ~ < min{1/~,~}. Then there exists a constant 
C > 0 such that 
IIq- q(")ll.,. < Ilqll ,,, 
for all q E X6,t and N E N with R N ¢ 2. Here P depends only on s, e, t, and 6. 
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This lemma essentially proves Theorem 3, since almost he same properties are possessed by A. 
Although Lemma A.1 is not the exact statement for our goal, the gap is small as we will show. 
The proof of Theorem 3 is completed by the following theorem. 
THEOrtV.M A.1. Assume that 1 < R < 1/,~ and 1 < ~ < 1/,~. Then, the following hold true: 
(i) For all sufficiently large N E N, the collocation equation is uniquely solvable; namely, for 
any ¢ E Xn,t, there exists a unique function q(N) E DN such that Aq (N) = ¢ on AN. 
(ii) Let e be an index satisfying e > ~R 2 and max{l/y,  ~/R ~} < e < min{R2/y, ~?}. Then 
there exist constants C > 0 and P = P(e, s, ~h t) E R such that 
(b-- Lq(N) e,8 ~_ CN p (b n,t' 
for all ¢ E Xn,t and for all sufficiently large N E N. 
In fact, we may take ¢ = ¢(~(e2~i')). We now sketch the proof of this theorem. To this end, 
we prepare some lemmas. 
LEMMA A.2. Assume 1 < R < 1/~ and ~R < s < 1/(~R). Then A : Xe,8 --* XeR,s+l is bounded. 
If  we assume, in addition, that the capacity ofFn ~ 1 and R ~ 1, then A is isomorphic. 
By Lemmas A.1 and A.2, we obtain the following lemma. 
LEMMA A.3. Assume that 
• 1 < R < 1/~ and the capacity ofFR ~ 1; 
• mR<e; 
• I/R < '7 < I/(~R), 
• max{1/~, ~I}/R 2 < e < min{1/~, 77}. 
Then there exist constants C > 0 and P E R such that for all N E N, q E Xn,t and q(N) E DN 
with Aq = Aq (N) on AN the following inequality holds: 
q_q(N) E,8<_CNP (~)N/2 (IIqI[~,tq_ q_q(N) e,s)" 
Lemma A.3 is proved by Lemma A.1 and the fact that A - L is compact relative to L. Putting 
K = A - L, we have 
~0 1 k~(e2~ir) _ k~(Re21ri°) ] 
Kq(r) = k(T,~)q(8) dS, k(T, 8) = -Rlog e2~rir Re2~ri 0 . 
Note that the kernel k(-,-) is a boundary value of a function 
log + iy )  - 
x + iy R(u Jr iv) ' 
which is harmonic with respect o (x, y) in ~2 < x 2 + y2 < ~;-2 and with respect o (u, v) in 
~2/R2 < u 2 + v 2 < (~R) -2 From this observation, we can prove that there exist a constant C 
such that 
k(g,m) < C~ lel (~R) Iml g,m e Z. 
With this inequality, we can prove the following lemma. 
LEMMA A.4. H e > ~R and ~/ < 1/,~ then K is a compact operator from X~,s into X,7,t. In 
particular, K : Xe,a "-* XeR,s+l is compact/f I < R < 1/,~ and ,~R < e < 1/(,~R) 
Lemmas A.1 and A.4 prove Lemma A.3. 
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