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Huancheng East Road, Kunming, Yunnan Province 650Temporal impulse response functions (IRFs) were measured to investigate the temporal characteristics of
positive- and negative-contrast detection in human vision. The IRFs were estimated using models from
sequential double-pulse thresholds measured by the psi method. The results indicated that thresholds
for positive contrast detection were signiﬁcantly higher than those for negative contrast detection. How-
ever, positive- and negative-contrast IRFs were similar except for the ﬁrst peak amplitude, reﬂecting the
difference in sensitivity that originates from the summation operation rather than the linear ﬁltering of
the visual system.
 2012 Elsevier Ltd. All rights reserved.1. Introduction
A fundamental issue of visual processing is whether positive-
and negative-contrast sensitivities are the same. In the psycho-
physical literature on temporal sensitivity, conﬂicting results have
been reported under various experimental conditions by different
investigators.Boynton, Ikeda and Stiles (1964) reported lower dec-
rement thresholds compared to increment thresholds when using
a red increment or decrement upon a green background. Short
(1966) reported similar results under a low background luminance
condition. Patel and Jones (1968) found that the increment thresh-
old was consistently higher than the decrement threshold. Bowen,
Pokorny, and Smith (1989) reported greater sensitivity to decre-
ments than increments using saw-tooth contrast stimulation.
However, Herrick (1956) and Rashbass (1970) found little differ-
ence between increments and decrements. Watson and Nachmias
(1977) found that positive thresholds were equal to negative
thresholds using grating targets.
Temporal sensitivities measuredwith numerous types of stimuli
have been explained using a generic ‘‘working’’ model (Watson,
1986), which includes a linear ﬁlter followed by probability sum-
mation over time. In a later model, Watson and Ahumada (2005)
used the more general Minkowski summation. The characteristics
of the linear ﬁlter were investigated by estimating the impulse re-ll rights reserved.
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051, China.sponse function (IRF) or the temporal transfer function of the ﬁlter.
The IRF is also referred to as the weighting function, which is a lin-
ear weighting of sequential inputs and characterizes a time-invari-
ant linear system completely. Theoretically, the IRF can be used to
predict the response to any temporally modulated response.
Thus far, psychophysical IRFs have been obtained by various
means. They have been calculated from transfer functions by the
Fourier transform under various luminance conditions (Kelly,
1961, 1971) and by reconstructing the temporal phase spectrum
(Stork & Falk, 1987). From the temporal summation index of posi-
tive and negative ﬂashes, hypothetical IRFs of positive and negative
ﬂashes were obtained (Ikeda, 1965). Chromatic IRFs derived from
responses to red, green, yellow, or blue ﬂashes were also measured
(Uchikawa & Ikeda, 1986; Uchikawa & Yoshizawa, 1993). Burr and
Morrone (1993) provided a newmodel set by which to estimate the
IRF and measured chromatic and achromatic IRFs. Later, they mea-
sured IRFs during saccades (Burr & Morrone, 1996). Shinomori and
Werner (2003) investigated age-related changes in IRFs using lumi-
nance modulation and for isolated S-cone pathways (Shinomori &
Werner, 2006, 2008, 2012). Finally, the reaction time could be esti-
mated using a model based on the IRF (Cao, Zele, & Pokorny, 2007).
In the present study, we tried to investigate the positive- and
negative-contrast sensitivity using the double-pulse method with
various spatial structure stimuli. First, the detection thresholds of
double pulses were compared between positive- and negative-con-
trast stimuli. Second, the IRFs estimated from sequential double-
pulse detection thresholds were also compared in order to investi-
gate the temporal characteristics of positive- and negative-contrast
detection. The results indicated that positive contrast detection
thresholds were signiﬁcantly higher than negative contrast detec-
tion thresholds. However, this difference was not found in all con-
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indicated that, in terms of temporal characteristics, the IRFs of po-
sitive contrast were similar to the IRFs of negative contrast.
2. Methods
2.1. Stimuli
The stimuli in the present study had a circular shape with a 2-D
Gaussian envelope, as deﬁned in the following equation:
Lðx; yÞ ¼ L0 1þm
1þ cos 2pf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
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where L0 is the background luminance, and m is the amplitude of
the cosine function. Here, m was adjusted between 0 and 1 for po-
sitive-contrast stimuli, which included only positive-contrast com-
ponents, and between 1 and 0 for negative-contrast stimuli, which
included only negative-contrast components. A higher absolute va-
lue of m indicates a higher stimulus contrast. Moreover, m is con-
trolled by the psi (w) method in various trials. In addition, f is the
spatial structure factor of the stimulus. Since the Fourier spectrum
of the stimuli is dominated by low-spatial-frequency components,
we use the term ’spatial structure’ instead of ’spatial frequency’
here. Finally, G(x,y) is a 2-D normal distribution (Gaussian distribu-
tion) function with a ±0.3 SD in visual angle. Positive- and nega-
tive-stimulus images and their corresponding luminance proﬁles
are illustrated in Fig. 1.
Double-pulse stimuli were presented in one of four quadrants
deﬁned by a central ﬁxation cross on a 10 cd/m2 background,
which had the same chromaticity as the stimulus (equal-energy-
white). Both the width and height of the center cross were 2 inFig. 1. Stimuli and corresponding luminance proﬁles with the same maximum luminan
rows are for negative contrast stimuli. The ﬁrst and third rows are images of stimuli havin
luminance proﬁles of stimuli.visual angle. The four stimuli were alternately located 0.71 to
one side or the other and 0.71 above or below the center of the ﬁx-
ation cross. The background was approximately 6 in width and 4
in height.
In double-pulse method, the contrast threshold is commonly
measured as the detection threshold. The contrast itself at a certain
point, (x,y), can be deﬁned by the intensity of a single pulse, IT(x,y),
against the background intensity, IB, for the duration of the pulse.
In order to compare positive and negative contrast equitably, the
contrast, C(x,y), was deﬁned as shown in Eqs. (2) and (3). The neg-
ative contrast was transformed to its mirror value along the back-
ground intensity axis.
Cðx; yÞ ¼ ITðx; yÞ
IB
; ITðx; yÞP IB ð2Þ
Cðx; yÞ ¼ 2IB  ITðx; yÞ
IB
; ITðx; yÞ < IB ð3Þ
In order to determine the contrast of the stimuli in different
spatial structures, we used the contrast energy concept and de-
ﬁned the contrast energy, CE, as shown in Eq. (4), which was mod-
iﬁed from the deﬁnition given by Watson, Barlow, and Robson
(1983):
CE ¼ 1mn
Xm
x¼1
Xn
y¼1
C2ðx; yÞ ð4Þ
where C(x,y) is the contrast of the stimulus at (x,y) in each screen
pixel. Thus, m and n indicate the size of the stimulus in the pixel.
The thresholds for the double-pulse method are deﬁned as the log
contrast energy, log(CE).
In the stimulus design, pulses were presented within an angular
range of 4, and the highest luminance peaks were presentedce amplitude. The ﬁrst two rows are for positive contrast stimuli, and the last two
g different spatial structures, 1, 2, 4, 8, 16, and 0 cpd. The second and forth rows are
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the detection thresholds on a 10 cd/m2 background (approximately
90 effective Trolands). Based on these settings compared to the
experimental conditions in the rod IRF measurement (Cao, Zele,
& Pokorny, 2007), possible rod intrusion to the threshold data
can be ignored.
2.2. Apparatus
Stimuli were presented on a CRT display (CPD G500, SONY) that
was controlled by a visual stimulus generator (VSG) system for vi-
sion experiments (ViSaGe, Cambridge Research System). The VSG
system was conﬁgured in 42-bit color mode (14 bits for each phos-
phor) using a display with a resolution of 640  481 pixels and a
frame rate of 150 Hz. Commands to control the frame presentation
and frame switch were implemented by the real-time sequencer
(RTS) of the VSG system through interface functions of the VSG
Toolbox for Matlab (Toolbox version 1.27, Matlab version 7.1) on
the Windows XP operating system.
The CRT display and a chin rest were placed separately in differ-
ent chamber rooms in a dark room. The observer looked at the dis-
play through a 90  65 mm window. The distances between the
chin rest and the window and between the window and the CRT
display were 30 cm and 150 cm, respectively. The distance be-
tween the CRT display and the observers’ eye was 180 cm. Observ-
ers used natural pupils (Newtonian view) in the experiment.
2.3. Calibration
The luminance and chromaticity coordinates of the CRT monitor
were measured using a chromameter (CS-200, Konica-Minolta),
and the accuracy of the meter and the calibration were conﬁrmed
by a spectroradiometer (CS-1000, Konica-Minolta). For the calibra-
tion of stimuli on the CRT monitor, the software used in the present
study was conﬁgured to automatically control the chromameter.
Initially, measured xy coordinates and luminance were stored as
14,336 (2048  7) points for the entire gamut area and the phos-
phors’ intensity level of the screen. Equal-energy-white at different
luminance levels was monitored closely (2048 points) for the stim-
uli in this experiment. The software next created a look-up-table
with a model to determine RGB digital values for the presentation
of speciﬁed luminance and chromatic coordinates on the screen.
Before each session, at least 200 random points were measured
after the CRT was warmed up for one hour in order to conﬁrm
the accuracy of the presentation. Using this calibration procedure,
the error rate of the CIE luminance and chromaticity coordinates
(x,y,L) on the CRT was less than 3%.
Rise and fall times of the CRT phosphors were measured using a
p-i-n 10 silicon photodiode (Radiometer/Photometer Model 550,
EG&G Gamma Scientiﬁc Inc.) connected to a digital oscilloscope.
Intensity increments and decrements were approximately 1.2 ms
for all phosphors. Since the diameter of the Gaussian patch at 1
SD was 106 pixels on a 640  481-pixel display, the decay of the
test stimulus at the vertical scan frequency was less than 1.5 ms
from the maximum. The peak-to-peak timing error of the ISI was
less than 3%.
2.4. Procedure
One male and four female students at Kochi University of Tech-
nology participated as observers. All observers, but one male (ﬁrst
author), were naive as to the purpose of the experiments. The
observers were 20.5–38.0 (mean: 24.3) years old. All had normal
color vision as indicated by Ishihara-plate and D-15 tests and
normal visual acuity (at least ±1.0 min of arc in the visual acuity
test using a Landolt C ring).We tested positive- and negative-contrast stimulus conﬁgura-
tions. Each conﬁguration included stimuli with six different spatial
structures (0, 1, 2, 4, 8, and 16 cycles per degree (cpd)). Each spa-
tial-structure condition included 14 ISIs: 6.7, 13.3, 20.0, 26.7, 33.3,
40.0, 46.7, 53.3, 60.0, 66.7, 86.7, 106.7, 133.3, and 166.7 ms (in
terms of the number of frames, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 13, 16,
20, and 25 frames (6.7 ms/frame)). These ISI settings were pre-
sented in pseudo-random order.
For each ISI, the detection threshold in the log contrast energy
was determined by the standard psi (w) procedure (Kontsevich &
Tyler, 1999) implemented by Prins and Kingdom (2009). The psi
method estimated the threshold and the slope values adaptively
through a two-dimensional distribution of these two parameters.
An initial distribution was set as a prior distribution of the thresh-
old and the slope before the beginning of a psi procedure. After
each trial, the prior distribution was updated dynamically based
on the observer’s response. The strategy for selecting the new trial
was to choose the one that leads to the smallest expected entropy
one step ahead. Thus, the intensity of the next trial was decided by
maximizing the information gathered from the observer’s re-
sponses. The psi process stopped when the number of trials ex-
ceeded a predetermined value. Each ISI setting initially consisted
of 20 trials. At the end of this procedure, an additional 10 trials
would be tested if the change of the estimated threshold during
the last six trials exceeded a predetermined value or if the number
of incorrect answers was greater than eight. For each observer, the
detection threshold was measured ﬁve times as independent se-
quences using the psi method. In total, approximately 135,000 tri-
als were performed during this experiment.
At the beginning of each session, the observer dark adapted for
5 min and then adapted to the screen background for another
5 min. In each session, there were four schedule time breaks, but
the observer could request additional breaks at any time.
The frame sequence for one trial is illustrated by Fig. 2. Each
trial began with two beeps. Approximately 1 s later, the ﬁrst pulse
(pulse 1) was presented followed by varying numbers of ISI frames
during which only background was shown. After these ISI frames,
the second pulse (pulse 2) was displayed. The stimulus was pre-
sented again in the same quadrant deﬁned by the central ﬁxation
cross. A four-alternative forced-choice procedure with feedback
was used. The observer was asked to present one of four buttons
corresponding to the quadrant in which the stimulus was detected.
A low-tone beep sounded indicated a correct answer and a high-
tone beep sounded denoted an incorrect answer.
2.5. Estimation of IRFs
The thresholds were estimated as the mean of the last four
turning points that did not use assumptions about the distribution
of the threshold values. The psi method was only used to control
the contrast of the presented stimuli. The IRF was estimated from
double-pulse thresholds using Watson’s working model (Watson,
1979, 1986) as Eq. (5), with both Watson’s (1986) model set and
Burr and Morrone’s (1993) model set.
C1 ¼
X
i
X
j
fjhij


b
0
@
1
A
1
b
ð5Þ
In Eq. (5), C is the contrast at the threshold, and C1 is the Minkow-
ski summation of the convolution of input f and IRF h, where i is
used to index the internal response of the ith interval and j is the
time index of the temporal linear system. Following Shinomori
and Werner (2003), b was set to 4 as the summation factor. In the
present study, b = 4 achieved the best ﬁt to the data in most cases.
Watson’s (1986) model set is explained in Appendix A. Burr and
Morrone’s (1993) model set was expressed as Eq. (6) and had four
Fig. 2. Frame sequence of one trial. The gray rectangles indicate frames displayed on the CRT display. From left to right, the ﬁrst, third, and ﬁfth frames are background
frames, and the second and fourth frames are stimulus frames. Two beeps were presented to alert participants at the beginning of a trial, and a single beep provided feedback.
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function, and parameter a1 is the fundamental frequency of oscilla-
tion. Parameter a2 is the modulation of frequency over time, and
parameter a3 is the steepness of the exponential decay. Moreover,
u(t) was the unit step function.
hðtÞ ¼ a0uðtÞt sinf2p½a1tðt þ 1Þa2 gea3t ð6Þ
These model parameters were estimated by a nonlinear regres-
sion analysis using a least-squares method. We used the nlinﬁt
function in the statistics toolbox of Matlab. Millenary initial
parameters were generated randomly to cover all possible shapes
of the IRFs. Since the calculated IRFs from these models were sim-
ilar (see Appendix A for details), in the present paper, we presented
only IRFs from the Burr and Morrone model.
The IRF peak amplitudes and latencies were obtained using
software to ﬁnd the maximum point at the curve of the IRF as
the ﬁrst peak amplitudes and latencies and ﬁnds the minimum
point between the maximum point and 150 ms as the second peak
amplitudes and latencies.2.6. Statistical analysis
We used two-alternative non-parametric statistics tests, the
paired Wilcoxon signed-rank test (for the paired comparison)
and the Wilcoxon rank-sum test (Mann–Whitney’s U test) to test
our hypotheses because, as shown later in Figs. 6 and 7, the distri-
bution of the threshold data is not necessarily a normal distribu-
tion. The Wilcoxon rank-sum test performs a two-sided rank sum
test. The null hypothesis is that two sets of sample data are inde-
pendent samples from identical continuous distributions with
equal medians. Rejection of the null hypothesis means they do
not have equal medians.3. Results
Fig. 3 shows the positive- and negative-contrast thresholds for
all observers and calculated IRFs using Burr and Morrone’s model.
The open points and gray curves are for positive contrast, and the
ﬁlled points and black curves are for negative contrast. The smooth
curves in Fig. 3A denote the model thresholds calculated from IRFs
using the model. In Fig. 3B, positive IRFs were normalized to the
negative IRFs in terms of peak amplitude.
Positive thresholds tend to be higher than negative thresholds
in many cases. Thus, for most cases in Fig. 3, the positive IRFs were
increased by the normalization. In other ways, however, normal-
ized positive-contrast IRFs tend to be similar to negative-contrast
IRFs. Statistical tests were used in the following for quantitative
analysis.3.1. Higher positive-contrast thresholds
Fig. 4 shows the paired comparisons of positive- and negative-
contrast thresholds that included 14 ISI settings separately, and
six spatial structure conﬁgurations for all ﬁve observers (420
paired mean-thresholds in total). The diagonal lines denote equal-
ity of positive- and negative-contrast thresholds. Most of the
points are above the diagonal lines, indicating that positive-con-
trast thresholds are higher than negative-contrast thresholds. The
paired Wilcoxon signed-rank test revealed that this difference is
statistically signiﬁcant (n = 420, p < 0.0001) for all observers. As
shown in Fig. 4, most of the points are located above the diagonal
lines for observers MS (Panel C), MT (D), and YK (F). For observers
SL (B) and MM (E), some of the points are below the line. The Wil-
coxon rank-sum test was used separately for observers, and the
spatial structure conﬁgurations and p-values are listed in Table 1.
Positive thresholds are signiﬁcantly different from negative thresh-
olds (at the 0.05 signiﬁcance level) except for observer SL’s 1, 4, and
16 cpd, and observer MM’s 0, 2, 4, and 8 cpd.
The means of the ratios of negative-contrast detection thresh-
olds to positive-contrast detection thresholds (1) are listed in Ta-
ble 2. As expected, the positive-contrast detection thresholds are
higher than the negative-contrast detection thresholds, while indi-
vidual differences are evident in parts of spatial structures. For
example, the values, 1 of observer MM’s 0, 4, and 8 cpd (shown
in bold, italic font) are larger than 1.0.3.2. Similarity between positive- and negative-contrast IRFs
The IRF shapes in Fig. 3 qualitatively suggest similarity between
positive- and negative-contrast IRFs with peak normalization.
Thus, we quantitatively compared six properties of IRFs directly
obtained from the shape of each IRF (not from parameters
a0  a3): the peak time of the ﬁrst (excitatory) phase (1PT+), the
peak time of the secondary (inhibitory) phase (2PT), the time
interval between two peaks (DPT), the maximum (positive) ampli-
tude of the ﬁrst (positive) phase (1MA+), the maximum (negative)
amplitude of the secondary (negative) phase (2MA), and the ratio
of 2PT to 1PT+ (rPT). In this comparison, we used only ﬁrst two
lobes which were obtained for all observers; approximately half
in all data included a third lobe that was often of low amplitude.
Fig. 5 compares the results for 1PT+, 2PT, DPT, 1MA+, 2MA
and rPT. Based on the lack of the secondary phase, two IRFs for
observers MS at 4 cpd for positive contrast and MM at 4 cpd for
negative contrast were excluded in Fig. 5B, C, E, and F and the cor-
responding statistical calculation. In Fig. 5, with the exception of
Fig. 5D, points were equally distributed around both sides of the
diagonal lines, and the deviations were relatively small. The stan-
dard deviation values of 1PT+, 2PT, DPT, 1MA+, 2MA and rPT
Fig. 3. (A) Thresholds and (B) IRFs normalized in terms of peak amplitude for all observers. The gray curves and open points denote positive contrast, and the black curves and
ﬁlled points denote negative contrast. The data in the ﬁrst through ﬁfth rows are for observers SL, MS, MT, MM, and YK, respectively. The data in the ﬁrst through sixth
columns are for spatial structures 0, 1, 2, 4, 8, and 16 cpd, respectively. (A) Thresholds as the mean of ﬁve independent measurements (denoted by points) and model
thresholds (denoted by smooth curves) calculated from the model. Error bars denote ±1 SEM. The ordinate is the log contrast energy threshold. The numbers inside
parentheses are the mean ratios of negative thresholds to positive thresholds, 1. (B) Impulse response functions. All positive IRFs are normalized to match negative IRFs in
each panel in terms of peak amplitude. The normalized factor, which is the enhanced factor for the positive IRFs, is shown at the top of each panel. The gray curves denote
positive-contrast IRFs, and the black curves denote negative-contrast IRFs.
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Fig. 4. Paired comparisons of positive and negative thresholds. The diagonal line denotes equality of the positive- and negative-contrast thresholds. The sample size, n, and
the p-value obtained in the paired Wilcoxon signed-rank test are shown at the top of each graph. (A) Data for all ﬁve observers. (B–F) Data for observers SL, MS, MT, MM, and
YK, respectively. The p-value, 0.00000, indicates at least p < 0.00001.
Table 1
p-Value of the Wilcoxon rank-sum test to examine the hypothesis that the positive-
and negative-contrast thresholds have equal medians.
p 0 cpd 1 cpd 2 cpd 4 cpd 8 cpd 16 cpd
SL 0.0000 0.1100 0.0064 0.0705 0.0004 0.0718
MS 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
MT 0.0000 0.0000 0.0004 0.0000 0.0000 0.0000
MM 0.5765 0.0011 0.3062 0.2927 0.5346 0.0000
YK 0.0000 0.0000 0.0084 0.0000 0.0000 0.0000
p-Values over 0.05 are indicated in bold, italic font. The p-value, 0.0000, indicates at
least p < 0.0001.
Table 2
Means of ratios of negative contrast detection thresholds to positive contrast
detection thresholds, 1.
1 0 cpd 1 cpd 2 cpd 4 cpd 8 cpd 16 cpd
SL 0.8336 0.9540 0.9084 0.9348 0.8700 0.9294
MS 0.6106 0.5326 0.6601 0.6538 0.5764 0.5291
MT 0.6970 0.7444 0.8639 0.7596 0.7594 0.8060
MM 1.0271 0.7504 0.8595 1.0194 1.0831 0.7910
YK 0.6246 0.6994 0.8394 0.7907 0.7639 0.6741
Ratios, 1, that exceed 1.0 are indicated in bold, italic font.
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(1MA+), most of the points are located under the diagonal line.
The p-values of the paired Wilcoxon signed-rank test of 1PT+,
2PT, DPT, 1MA+, 2MA, and rPT are 0.8755, 0.7635, 0.6982,
<0.0001, 0.4945, and 0.6570, respectively, and the corresponding
n values are 30, 28, 28, 30, 28, and 28, respectively. This means
that, with the exception of 1MA+, differences between positive-
and negative-contrast IRFs are not statistically signiﬁcant (at a sig-
niﬁcance level of 0.05). After removing observer SL’s 1, 4, and 16
cpd and observer MM’s 0, 2, 4, and 8 cpd data, the p-values of
1PT+, 2PT, DPT, 2MA, and rPT are 0.2228, 0.8892, 0.9223,
0.9095, and 0.3382 respectively (n values are 23, 22, 22, 22, and
22 respectively), and the differences between positive- and nega-
tive-contrast IRFs are still not statistically signiﬁcant. The signiﬁ-
cant difference of 1MA+ is consistent with the signiﬁcant
differences between positive- and negative-contrast thresholds.
The distributions of these parameters were also estimated using
the maximum likelihood estimation method and the mle function
in the statistics toolbox of Matlab. Fig. 6 shows the distributionsof peak time and maximum amplitude for IRFs of ﬁve observers
tested on six spatial structures. The data of 1PT+ could be ﬁtted
by the normal distribution with location parameter l = 21.92 and
scale parameter r = 3.75. The data of 2PT could be ﬁtted with
parameters l = 67.27 and r = 9.94. Here, 1MA+ and 2MA must
be ﬁtted by the extreme-value distribution with location parame-
ter l = 14.80, scale parameter r = 4.79, and shape parameter
k = 0.18, and with l = 8.32, r = 6.77, and k = 0.65, respectively.
Fig. 7 shows the distributions of 1PT+, 2PT, 1MA+, and 2MA
for comparison between positive- and negative-contrast IRFs. As
with Fig. 6, both positive and negative peak times can be ﬁtted
by a normal distribution, and positive and negative maximum
amplitude can be ﬁtted by an extreme-value distribution. The
means and deviations of 1PT+, 2PT, 1MA+, and 2MA are close
between the positive- and negative-contrast IRFs. Table 3 shows
the conﬁdence intervals of 1PT+, 2PT, 1MA+, and 2MA at the
98% conﬁdence level. The conﬁdence intervals with estimated dis-
tribution parameters of 1PT+, 2PT, and 2MA intersect each
other, indicating similarity between positive- and negative-con-
trast IRFs. In the case of 1MA+, the conﬁdence intervals, l, do not
Fig. 5. Comparisons of six properties between positive- and negative-contrast IRFs. The data were obtained from the positive- and negative-contrast IRFs of ﬁve observers for
spatial structures 0, 1, 2, 4, 8, and 16 cpd. The sample size, n, the p-value obtained by the pairedWilcoxon signed-rank test, the mean, and the standard deviation are shown at
the top of each graph. The diagonal lines denote equal values of positive- and negative-contrast IRFs. (A) Peak time of the ﬁrst (positive) phase (1PT+). (B) Peak time of the
secondary (negative) phase (2PT). (C) Time interval between two peaks (DPT). (D) Maximum (positive) amplitude of the ﬁrst (positive) phase (1MA+), where the axis
indicates the relative amplitude of the IRFs. (E) Maximum (negative) amplitude of the secondary (negative) phase (2MA). (F) Ratio of 2PT to 1PT+ (rPT).
Fig. 6. Distributions of the peak time and the maximum amplitude. The captions near the probability density function curves are the names and parameters (estimated
values and conﬁdence intervals at the 98% conﬁdence level) of the best-ﬁtted distributions. (A) Histogram and distribution ﬁt of 1PT+ and 2PT. (B) Histogram and
distribution ﬁt of 1MA+ and 2MA.
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Fig. 7. Distributions of the peak time and the maximum amplitude for comparing positive- and negative-contrast IRFs. The data were obtained from the positive- and
negative-contrast IRFs of ﬁve observers for spatial structures 0, 1, 2, 4, 8, and 16 cpd. The red curves, lines, and captions are for positive-contrast IRFs, and the black curves,
lines, and captions are for negative-contrast IRFs. The captions near the probability density function curves are parameters (estimated values and conﬁdence intervals at the
98% conﬁdence level) of the best-ﬁt distributions. (A) Histogram and distribution ﬁt of positive and negative 1PT+. (B) Histogram and distribution ﬁt of positive and negative
2PT. (C) Histogram and distribution ﬁt of positive and negative 1MA+. (D) Histogram and distribution ﬁt of positive and negative 2MA.
Table 3
Conﬁdence intervals of l and r in 1PT+, 2PT, 1MA+, and 2MA at the 98%
conﬁdence level.
ci 1PT+ 2PT 1MA+ 2MA
l(positive) [20.24,23.62] [62.31,72.48] [11.02,14.54] [10.45,4.92]
l(negative) [20.16,23.64] [62.60,71.49] [14.76,19.51] [12.49,4.62]
r(positive) [2.87,5.36] [8.25,16.75] [2.46,5.40] [3.84,8.50]
r(negative) [2.95,5.51] [7.05,13.46] [3.10,7.14] [4.70,13.49]
The terms positive and negative indicate whether the value is for the positive- or
negative-contrast IRFs, respectively.
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between positive and negative 1MA+, which is consistent with
the statistical analysis described above. These results indicate that,
with the exception of the amplitude of the ﬁrst peak, positive- and
negative-contrast IRFs are almost identical.4. Discussion
In the present study, we tried to compare the detection thresh-
olds of double pulses between positive- and negative-contrast
stimuli and to investigate the temporal characteristics of positive-
and negative-contrast detection through IRFs. The results indicated
that, except under some conditions and observers, positive con-
trast detection thresholds were signiﬁcantly higher than negative
contrast detection thresholds. Moreover, the positive-contrast IRFs
were similar to the negative-contrast IRFs. We discussed these re-
sults and the possible source of the difference in sensitivity accord-
ing to the working model.4.1. Difference between positive- and negative-contrast double pulse
thresholds
As described in the Introduction, conﬂicting results have been
reported for comparison of positive- and negative-contrast detec-
tion thresholds. The results of the present study for 4200 threshold
samples from approximately 135,000 trials indicated that positive-
contrast detection thresholds were higher than negative-contrast
detection thresholds, with the exception of observer SL’s 1, 4,
and 16 cpd and observer MM’s 0, 2, 4, and 8 cpd. We considered
four possible sources for these discrepancies in the literature.
Individual differences in detection threshold for various spatial
structures may be one reason why different investigators reported
conﬂicting results for various conditions. In the present study, neg-
ative-contrast thresholds are larger for only one observer (MM) in
some spatial structure (0, 4, and 8 cpd). Even for this observer, how-
ever, negative contrast thresholds are signiﬁcantly smaller under
other conditions (1 and 16 cpd). Although we do not have a model
to explain this change depending on the spatial structure and why
this changes occurred only for this observer, this type of individual
difference may cause conﬂicting results in different studies.
The comparison between positive- and negative-contrast
thresholds was made under comparable stimulus conditions with
the carefully-considered contrast deﬁnition. The contrast polarity
controlled by the parameter m, in Eq. (1) is only the difference be-
tween the positive- and negative-contrast conditions. With the
deﬁnition of negative-contrast thresholds as the mirror value along
the background intensity axis (see Eq. (3)), this contrast polarity
should not inﬂuence the difference between thresholds due to
the asymmetrical log function used in the deﬁnition of the log con-
trast energy.
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positive and negative thresholds might be caused by the linear ﬁl-
ter, the summation part, or both. The present results indicate that
positive and negative IRFs are similar, which supports the notion
that the temporal characteristics of the linear ﬁlter are basically
the same between positive- and negative-contrast detection. Thus,
there is a strong possibility that threshold differences originate
from the summation operation. We compared the slopes (b, esti-
mated using the psychometric function) between positive- and
negative-contrast detection using the Wilcoxon rank-sum test
with separated observers’ data. The result of this analysis indicated
that positive contrast slope values were not signiﬁcantly different
from negative-contrast slope values for observer MM (n = 84,
p = 0.2930). In contrast, for observers SL (n = 84, p = 0.0422), MS
(n = 84, p < 0.0001), MT (n = 84, p = 0.0274), and YK (n = 84,
p < 0.0001), positive-contrast slopes were signiﬁcantly different
from negative-contrast slopes at the 0.05 signiﬁcance level. This re-
sult is consistent with the threshold result that positive- and neg-
ative-contrast thresholds of observer MM’s 0, 2, 4, and 8 cpd are
not signiﬁcantly different, which supports the notion that signiﬁ-
cant differences of thresholds originate from differences of slope
values in Minkowski summation instead of IRFs of linear ﬁlters.
It is noteworthy that p-values for observer SL’s 1, 4, and 16 cpd
are close to 0.05 while the positive- and negative-contrast thresh-
olds are not signiﬁcantly different.
The results of the present study are supported by physiological
and anatomical studies. Physiological and anatomical differences
between ON and OFF cells can have an important role in positive
and negative thresholds, as reported by Watson (1986). Moreover,
this difference in thresholds might be caused by the different
structures (size and cone type) of receptive ﬁelds of ON and OFF
cells. Chichilnisky and Kalmar (2002) reported that the receptive
ﬁelds of ON cells were larger in diameter than those of OFF cells.
They also mentioned that if cells with smaller receptive ﬁelds are
more closely spaced, a larger number of OFF cells than ON cells
may encode a given stimulus. Field et al. (2010) reported that the
ON and OFF midget and parasol cells each sampled the complete
population of L- and M-cones. By combining these results, we
may expect that the number of OFF cells is higher than the number
of ON cells in the same area. These results are consistent with the
hypothesis that negative contrast thresholds are lower than posi-
tive contrast thresholds.
4.2. Similarity in impulse responses
The similarity between positive- and negative-contrast IRFs
indicates that the temporal characteristics of the initial stage of
visual processing is similar for positive- and negative-contrast
detection. However, the accuracy of the data must be considered.
In our experiment, the time duration of a single frame displayed
on the CRT was 6.7 ms. Considering the 3% peak-to-peak timing
error, the temporal resolution in our experiment was approxi-
mately 7 ms. Thus, the possibility that temporal differences
between IRFs of less than 7 ms may still exist was not indicated
by our data.
This similarity is reasonable because the total population of L-
and M-cones was sampled by the ON and OFF midget and parasol
cells (Field et al., 2010), and the same population should not cause
differences in temporal characteristics. Physiological evidence
indicates that ON and OFF responses of retinal cells are similar in
experiments with cats (Kruger & Fischer, 1975) and macaques
(Kremers et al., 1993; Yeh, Xing, & Shapley, 2009). This evidence
supports our ﬁnding that differences between ON and OFF re-
sponses, if they exist, occur at a post-retinal stage. In vitro elec-
trode recordings from the retinal ganglion cells of macaques
showed that L-OFF cells had slower responses than L-ON cells(approximately 13%, 5 ms, longer at the peak) under a 15- or
8.33-ms stimulus display interval, which is the temporal resolution
of the experiment (Chichilnisky & Kalmar, 2002). However, a num-
ber of other studies have reported similar characteristics between
ON and OFF cells (Kremers et al., 1993; Benardete & Kaplan, 1997,
1999; Pandarinath, Victor, & Nirenberg, 2010). These results were
consistent with the results of the present study.
Before the experiment, it was expected that the difference in
the spatial frequency (spatial structure) component of stimuli
would cause some differences in the temporal characteristics of
IRFs because of the differences in the receptive ﬁeld size between
ON and OFF cells (Chichilnisky & Kalmar, 2002). However, this dif-
ference was not observed in the data. In the present study, all spa-
tial structure stimuli (0, 1, 2, 4, 8, and 16 cpd) included relatively
strong low-spatial-frequency components in their Fourier spectra
because we focused on the comparison of positive and negative
contrasts, and the low-spatial-frequency component corresponds
to this polarity of contrasts. Thus, the possibility exists that the
stimuli used in the present study were dominated by a low-spa-
tial-frequency-tuned channel and were relatively less sensitive to
higher-spatial-frequency-tuned channels.
4.3. Peak time of IRFs
The means of the ﬁrst (excitatory) peak time (1PT+) and the sec-
ondary (inhibitory) peak time (2PT) are 22.0 ms (r = 3.78) and
67.0 ms (r = 9.97), respectively. This is consistent with Shinomori
and Werner’s (2003) results. The mean of the peak difference
(DPT) was 45.0 ms (r = 7.39). The mean of the ratio 2PT/1PT+
was 3.09 (r = 0.31).
As mentioned previously, the distributions of the peak time of
IRFs can be explained by a normal distribution, and the distribu-
tions of the amplitude of IRFs can be explained by an extreme-va-
lue distribution. The normal distribution was symmetric, and the
extreme-value distribution was asymmetric. Different distribu-
tions reﬂected different variation in the peak time and the maxi-
mum amplitude and are inconsistent with simple hypotheses
such as that IRFs with higher amplitude should show faster peak
time.5. Conclusion
Positive- and negative-contrast impulse responses were found
to be similar, whereas the sensitivities of positive- and negative-
contrast detections differed. This difference in sensitivity origi-
nates from the summation rather than the linear ﬁlter of the visual
system.
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(20300081 and 24300085).Appendix A. Comparison of calculated IRFs between twomodels
In Watson’s model set (Watson, 1986), the IRF was expressed as
hðtÞ ¼ n½h1ðtÞ  fh2ðtÞ ðA:1Þ
h1ðtÞ ¼ uðtÞ½sðn1  1Þ!1ðt=sÞn11et=s ðA:2Þ
h2ðtÞ ¼ uðtÞ½ksðn2  1Þ!1ðt=ðksÞÞn21et=ðksÞ ðA:3Þ
There were four parameters, n, f, s, and k (n1 was set to 3, and n2
was set to 5 as the minimum values that can provide the best ﬁtting
of the data). Parameters n and f are the weighting values of two
Fig. A.1. Watson and Burr–Morrone model sets. The data are from observer YK’s positive 0 cpd setting. The gray and black curves denote the model thresholds and IRF
estimated by the Watson and Burr–Morrone model sets, respectively. (A) Measured thresholds (denoted by symbols having different shapes ) and model thresholds
(continual curves). Filled symbols having different shapes are used to distinguish thresholds from various sessions, except for the open circles, which denote the mean values.
The abscissa indicates the ISI in milliseconds, and the ordinate indicates the log contrast energy threshold. (B) Impulse response functions corresponding to model thresholds.
The abscissa indicates the time in milliseconds, and the ordinate indicates the dimensionless response value.
Table A.1
Comparison of parameters, l, r, and p-values of 1PT+, 2PT, DPT, 1MA+, 2MA, and rPT between the Burr and Morrone model set (B) and the Watson model set (W).
Values Model 1PT+ 2PT DPT 1MA+ 2MA rPT
l B 21.92 67.27 45.30 18.52 7.34 3.09
W 22.00 68.45 46.09 18.22 5.59 3.11
r B 3.78 10.03 7.43 7.42 5.97 0.32
W 3.91 9.09 6.61 7.68 6.27 0.46
p-Value B 0.8755 0.7635 0.6982 0.0000 0.4945 0.6670
W 0.7355 0.4836 0.2293 0.0000 0.0734 0.4432
Means (l) and standard deviations (r) are from both of positive- and negative-contrast IRFs. The p-values are from the paired Wilcoxon signed-rank test between the
positive-contrast IRFs and the negative-contrast IRFs. The p-value, 0.0000, indicates at least p < 0.0001.
Table A.2
The conﬁdence intervals of l and r in 1PT+, 2PT, 1MA+, and 2MA at the 98%
conﬁdence level by the Watson model set.
ci 1PT+ 2PT 1MA+ 2MA
l (positive) [19.89,23.84] [64.83,73.92] [10.39,14.40] [7.19,1.90]
l (negative) [20.59,23.68] [63.58,71.59] [14.07,19.32] [10.51,3.57]
r (positive) [3.36,6.26] [7.91,13.91] [2.67,6.00] [3.37,8.87]
r (negative) [2.63,4.91] [6.66,12.57] [3.35,7.78] [4.66,11.87]
The terms positive and negative indicate whether the value is for the positive- or
negative-contrast IRFs, respectively. The intersected intervals of l in 1MA+ are
indicated in bold, italic font.
Table A.3
Comparison of the normalization factor of IRFs between the Burr and Morrone model
set (B) and the Watson model set (W).
Observer Model 0 cpd 1 cpd 2 cpd 4 cpd 8 cpd 16 cpd
SL B 1.10 1.08 1.08 1.13 1.13 1.09
W 1.11 1.03 1.10 1.18 1.34 1.12
MS B 1.58 2.07 1.55 1.87 1.82 1.81
W 1.38 2.08 1.59 1.65 2.45 2.02
MT B 1.49 1.43 1.22 1.33 1.46 1.07
W 1.48 1.47 1.22 1.39 1.44 1.04
MM B 1.04 1.81 1.18 1.22 0.95 1.29
W 0.93 1.85 1.29 1.20 0.97 1.17
YK B 1.32 1.81 1.19 1.44 1.14 1.38
W 1.23 1.65 1.04 1.42 1.11 1.60
The normalization factor is a ratio that matches the ﬁrst peak amplitude of the
positive-contrast IRF to that of the negative-contrast IRF. The values in the Burr and
Morrone model are the same as those shown in Fig. 3B. The data sets are indicated
in bold, italic font if the difference is more than 10%.
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the time constant ratio. Moreover, u(t) is the unit step function.
Fig. A.1 shows an example of the measured thresholds, the IRFs,
and the model thresholds. The gray line indicates the Watson mod-
el set, and the black line indicates the Burr and Morrone model set.
With the exception of the open circles, which indicate the mean
values, points indicated by different shapes distinguish the thresh-
olds from various sessions. In most cases, two model sets producedalmost identical IRFs. The estimation method of Shinomori and
Werner (2003) was also used to conﬁrm the estimation results.
The IRFs estimated by the Burr and Morrone model set are pre-
sented in the present paper.
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Morrone model set andWatson model set. The means (l) and stan-
dard deviations (r) are from both positive- and negative-contrast
IRFs. The p-values were obtained from the paired Wilcoxon
signed-rank test between the positive- and negative-contrast IRFs.
The values of l and r are similar, except for 2MA, and the statis-
tical signiﬁcance conﬁrmed by p-values is consistent in both model
sets at the 1% signiﬁcance level. The difference in 2MA is probably
caused by different expressions of damping in the model equations.
Table A.2 shows the conﬁdence intervals of 1PT+, 2PT, 1MA+, and
2MA at the 98% conﬁdence level obtained by the Watson model
set. The intervals are basically consistent with those in Table 3 ob-
tained by the Burr andMorronemodel set. However, the conﬁdence
intervals of positive and negativel of 1MA+ intersect under the 98%
conﬁdence level in IRFs obtained by the Watson model set,
although they do not intersect under the 95% conﬁdence level.
Table A.3 shows the normalization factor value, which is the ra-
tio to match the ﬁrst peak amplitude of the positive-contrast IRF to
that of the negative-contrast IRF. The values of this factor in the
Burr and Morrone model are the same as those shown in Fig. 3B.
With this factor, however, the difference between the Burr and
Morrone model set and the Watson model set is large. In nine
out of the 30 conditions for observers and spatial structures, the
difference exceeds 10%.
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