Motivation
This paper checks to what extent workers' personality is systematically related to the future susceptibility of their jobs to digitalization.
1 Personality (noncognitive skills 2 ) comprises the Frey and Osborne (2013) for occupations, and personality by scores of the Big Five personality traits (Costa and McCrae 1992) . The Big Five is a widely used taxonomy that groups the various facets of personality into five broad categories: openness to experience, conscientiousness, extraversion, agreeableness and neuroticism. We use data on the Big Five personality traits from five different German household or workers surveys to check the robustness of our results. 3 While we do not postulate the estimated relationship between digitalization of jobs and workers' skills to be causal, we link digitalization and skills conceptually through workers' optimal job choices. Our identifying assumption is that the workers we observe have chosen their jobs optimally under the current technological regime but have not yet anticipated the future direction of technological change that is reflected by the digitalization probabilities.
The results indicate that not only educational attainment but also personality is systematically related to digitalization. We find, for example, that jobs typically held by workers who are more open to experience or emotionally more stable are less susceptible to being replaced by emerging technologies. We also show that this lower susceptibility is not due to the fact that workers in these jobs are more creative or more entrepreneurial. Given that our estimates are likely biased toward zero, we interpret them as indicating that current technological change is indeed biased with respect to personality. This suggests that putting greater emphasis on the heterogeneity of workers' skills endowments in labor-market models of technological change such as Acemoglu and Autor (2011) and the associated empirical studies may actually yield richer insights into the valuation of workers' skills in the digital age.
The remainder of the paper is organized as follows. The next section gives an overview of the related literature. Section 3 presents the conceptual framework that motivates our empirical analysis while Section 4 introduces the German micro datasets and the digitalization probabilities estimated by Frey and Osborne as well as the estimation method. Section 5 presents and discusses the empirical results, and Section 6 summarizes and discusses some lines for future research.
Related literature
Skill-biased technological change (SBTC) due to advances in information and communication technologies (ICT) has arguably destroyed millions of jobs in highly developed countries during the past about three decades, thereby reinforcing polarization of jobs and wages. As a side product, we also identify interesting differences between these surveys that are obviously rooted in either their target populations or their survey designs. 4 See Autor et al. (2003) , Acemoglu and Autor (2011) and Autor (2013 Autor ( , 2015 . See also Brynjolfsson and McAfee (2011) .
Employment shares of high-skilled and of low-skilled jobs have increased while the middle of the job distribution has hollowed out (e.g., Dorn 2013, Wright and Gaggl 2015) .
The upcoming digital revolution is predicted to destroy additional jobs by the million. Frey and Osborne (2013) estimate that almost half of all jobs in the U.S. face a high risk of being automatized during the next about two decades. Bonin et al. (2015) and Brzeski and Burk (2015) obtain qualitatively similar results for Germany. 5 Most studies suggest that low skilled jobs will be affected disproportionately. Brynjolfsson and McAfee (2011) and Pratt (2015) suggest that high-skilled jobs may also be affected to a notable extent, though. Even though the predictions of future job losses by Frey and Osborne (2013) may be too pessimistic (Arntz et al. 2016) , many people are deeply concerned about the short-and medium-term frictions the digital revolution induces. Workers who lose their jobs and human capital to the new technologies will have to write off part of their human capital and may need retraining. And education and training curricula will have to be refocused toward those skills that benefit from the new technologies in one way or another.
But what exactly are the skills whose market values are threatened by digital technologies, and what exactly are the skills that benefit? The SBTC approach is still rather sketchy in this respect. Focusing on the demand side of the labor market, it defines workers' skills either in terms of formal education only, assigning work tasks 6 to education levels on a one-dimensional scale (e.g., Autor et al. 2003 , Acemoglu et al. 2011 , or directly in terms of work tasks, virtually reinterpreting tasks as skills (e.g., Gathmann and Schönberg 2010, Autor and Handel 2013) . 7 For example, Autor et al. (2003) hypothesize that medium-educated workers have been more susceptible to computerization than low-or high-educated workers because many of the tasks they have been performing are characterized by repeated standardized workflows that can fairly easily be codified in computer software. By contrast, both low-and higheducated workers have performed tasks that are less susceptible to computerization because these tasks are characterized by either non-routine physical or communication activities, or by advanced intuitive, persuasive and creative problem-solving activities, both of which are still too complex for computers.
5 Dengler and Matthes (2015) and Arntz et al. (2016) arrive at significantly lower numbers, though. Dengler and Matthes estimate that 15% of the German workers are currently highly susceptible to digitalization, and Arntz et al. estimate that 12% of the German workers face a high risk of being digitalized during the next one or two decades. For other OECD countries, Arntz et al. estimate these shares to range from 6% in Korea to 12% in Austria, with the US being somewhere in-between (9%). These lower estimates may, however, be rather conservative because they are based on rather broad, heterogeneous aggregates of occupations (see Section 4). 6 A work tasks is a fairly homogeneous work activity a worker performs on his job. Jobs typically comprise bundles of tasks, defined by the employer, that any worker holding the job is requested to perform jointly in order to produce output (Autor et al. 2003) . 7 Gathmann and Schönberg (2010) , for example, subject workers' task-specific productivities to both their general skills, which they label "ability" and approximate by educational attainment, and "task tenure", workers' task-specific knowledge accumulated over time in previous jobs. They thus implicitly assume that workers have, apart from their formal education, no skills at all for performing tasks they never performed before.
In contrast to these demand-side labor economics, supply-side labor economics typically start from the presumption that humans are endowed with a variety of different skills. Adopting insights from psychology and education economics, this "personality economics approach" suggests that workers are endowed with various physical, cognitive 8 and noncognitive skills, which are priced differently in different tasks and jointly determine the workers' task productivities. From this perspective, tasks require using a whole bundle of heterogeneous skills (with task-specific intensities) rather than a single, composite skill. The task of teaching, for example, requires little physical strength but a good deal of communication skills and a patient, outgoing and caring personality. Accounting also requires little physical strength. But it requires more analytical than communication skills, and more of a dutiful, efficient and introverted personality. 9 The personality economics approach has produced a host of important insights on the relationship between heterogeneous skills and tasks. One of these insights is that workers self-select into those occupations or tasks whose skill requirements match their own skill endowments comparatively closely (Heckman and Sedlacek 1985 , Borghans et al. 2008a , Almlund et al. 2011 , Holland 1997 ). This suggests that workers' comparative advantages for performing specific tasks establish a systematic relationship between tasks and heterogeneous skills. We use this relationship to conceptually link supply-side characteristics of jobs-their susceptibility to digitalization-to demand-side characteristicsworkers' skill endowments-in our empirical approach.
Another insight from the personality economics approach is that heterogeneous skills shape educational choice and educational achievements significantly (Heckman et al. 2006 , Cunha et al. 2010 . This insight links the personality economics approach to the SBTC approach in that it suggests that the SBTC approach does actually capture heterogeneous skills indirectly when linking tasks to formal education. It does not facilitate decomposing the composite indicator of formal education into the skills needed to perform tasks, though.
Still another insight is that heterogeneous skills affect labor market outcomes, notably occupational choice, not only indirectly, through education, but also directly, conditional on education (Kautz et al. 2014 : 14, Gensowski 2014 . For Germany, John and Thomsen (2014) show empirically that the Big Five personality traits affect workers' occupational choices significantly even when their educational attainment is controlled for. Crafts, for example, attract workers with higher conscientiousness but lower extraversion and agreeableness while technical occupations (skilled workers in technical, teaching and related professions) attract work-8 See Borghans et al. (2008a) , Almlund et al (2011 ), Brunello and Schlotter (2011 ), Dohmen (2014 ) and Thiel and Thomsen (2013 for recent surveys of this literature. Cognitive skills include the abilities to learn, synthesize, store and remember information, to analyze, understand and solve problems, and to communicate with others. 9 Notice that tasks are actually not well defined. They may be defined very narrowly in order to reduce the variety of skills needed to perform them. But it is hard to imagine that tasks can be defined narrowly enough to require only a single skill, i.e., only physical strength but no mental input, or only dutifulness but no physical action. ers with lower conscientiousness but higher extraversion and agreeableness. And both management and professional occupations (scientists or academics) attract workers with higher openness to experience and an internal locus of control. But managers are more extraverted and less reciprocal (return favors and resentments less symmetrically). In addition to this, John and Thomsen also show that, depending especially on their noncognitive skills, workers with similar education levels are more productive in some tasks than in others. Education thus reflects heterogeneous skills only imperfectly. This is our motivation for complementing our set of explanatory skill variables by personality.
While our study is, to our knowledge, the first to link workers' heterogeneous skill endowments to future technological progress within an SBTC framework, it is not the first to analyze workers' heterogeneous skill endowments within this framework. Borghans et al. (2011b) show that more extensive use of computers has increased the demand for, and the wages of what they call "people skills". Weinberger (2014) and Deming (2015) show that cognitive and "social skills" complement each other. They also show that this complementarity has increased during the last about four decades, and that employment and wage premia have increased disproportionately in occupations that require high levels of both of these skills.
Conceptual background
We explore if there is a systematic relationship between the digitalization probabilities of jobs and the skill endowments of workers who currently hold these jobs. In doing so, we especially focus on the role of personality. While our approach is conceptually rather similar to the SBTC approach (Acemoglu and Autor 2011) , it differs from this approach in that it puts greater emphasis on labor supply. We essentially focus on heterogeneous skills rather than heterogeneous tasks as the constituent elements of jobs. While tasks characterize jobs from the perspective of labor demand, skills characterize them from the perspective of labor supply.
This distinction is essential for our analysis. We aim at identifying links between technological progress and worker characteristics rather than workplace characteristics.
We start from the premise that both labor demand (jobs) and labor supply (workers) are heterogeneous in terms of skills. Skills include various cognitive and noncognitive skills. Jobs, on the one hand, are heterogeneous in that they require different combinations-and possibly also different levels of sophistication-of the individual skills. 10 The productivity of a specific skill differs across jobs and depends on the state of technology, among others. Workers, on the other hand, are also heterogeneous in that they are endowed with different combinations 10 In an alternative, more complex framework, one might assume that tasks rather than whole jobs require multiple skills. However, since we lack data on the susceptibility of tasks to digitalization, we have to focus on the susceptibility of jobs to computerization anyway in our empirical investigation.
of skills at different levels of sophistication. To maximize their income, they exploit their comparative advantages by self-selecting into those jobs whose current skill requirements match their own skill endowments most closely, conditional on the actual market prices for the individual skills. At any point in time, the equilibrium prices for the individual skills in an economy thus reflect both the state of technology and the relative abundance of the skills the workers are endowed with.
Technological progress permanently changes this tense relationship. It changes the relative skill requirements of jobs and thus the relative demand by employers for the various skills.
This in turn changes the relative prices of the skills and thereby the comparative advantages of workers. As in the SBTC approach, technological progress reduces the relative demand for skills that substitute for the new technologies while it increases that for skills that complement the new technologies.
This is where our empirical investigation sets in. We use the digitalization probabilities of occupations estimated by Frey and Osborne (2013) as an indicator of the direction of technological change. We explore if the expected changes in the relative demand for jobs induced by this digitalization affects skills differently. While the relationship between digitalization and the changes in demand for low-, medium-or highly educated workers has been discussed in the literature (e.g., Brynjolfsson and McAfee 2011, Arntz et al. 2016) , very little is known about the relationship between digitalization and the changes of demand for the different facets of personality.
More specifically, we link the estimated future changes in the relative demand for jobs, expected by experts in terms of digitalization probabilities, to the skill endowments of workers who currently hold these jobs. We estimate a model of the general form
for a cross section of workers, indexed by ( = 1, … , ). denotes the probability that worker 's current job will be computerized within the next one or two decades, which we approximate by the digitalization probability estimated for occupations by Frey and Osborne Notice that we do not argue that the relationship between skills and digitalization probabilities in (1) is direct or even causal. We just hypothesize that there is an indirect link between future automatization of jobs and the skill endowments of the workers who currently hold these jobs.
Nonetheless, identification of the parameters in model (1) rests on two conditions. The first condition is that the digitalization probabilities reflect economically relevant knowledge about 11 This approximation implies that our dependent variable does not vary across workers within occupations. We will discuss this issue in more detail in Section 4.2.
the changes in labor demand induced by digitalization during the next decade or two. And the second condition is that this expert knowledge has not yet diffused to today's workers and has
consequently not yet been anticipated in their choices of their current jobs.
As to the first condition, the estimated digitalization probabilities are subject to considerable uncertainties, indeed. Being based on assessments of what machine learning experts consider technically feasible, they may systematically overstate the digitalization probabilities and the diffusion speed of digital technologies for a variety of reasons (Arntz et al. 2016: 21-23 The set of skills, in model (1), comprises formal education, proxied by the workers' years of schooling, work experience (worker's age) and noncognitive skills (Big Five personality traits). We also add squares of the years of schooling and age to capture possible nonlinearities. Education links our analysis to the SBTC approach. A hump-shaped relationship between education and the digitalization probability will imply that medium education levels will be more susceptible to digitalization than low or high levels. By contrast, a positive relationship will indicate that the new digital technologies will substitute more for lower education while a negative relationship will indicate that they will substitute more for higher education. The noncognitive skills add elements of the personality economics approach to our analysis. The Big Five personality traits are openness to experience, conscientiousness, extraversion, agreeableness and neuroticism. 12 Table 1 gives a brief description of these traits and the associated facets. These noncognitive skills will add significantly to explaining the digitalization Almlund et al. (2011: 44-45 probability only if education proxies them only imperfectly. We will interpret this as an indication that the explanatory power of the SBTC approach may be enhanced by putting greater emphasis on the heterogeneity of workers' skills.
The control variables, i in model (1), comprise -two individual-level control variables: a gender dummy (male = 1) and a nationality dummy (non-German = 1);
-industry fixed effects at the two-digit NACE Rev. 2 level that account for similarities in digitalization probabilities across jobs within industries as well as for the specificities of the sample datasets in terms of their industrial composition;
13
-16 State (Bundesland) fixed effects, which account for systematic regional differences in digitalization probabilities.
14 There are at least three reasons why the parameters of the Big Five personality traits will likely underestimate (in absolute terms) the true relationship between personality and digitalization in our regressions. First, being itself influenced by personality, education will absorb a good deal of the relationship between personality and digitalization. Second, being based on self-assessments in surveys, the measures of Big Five personality traits are subject to considerable measurement errors (Hanushek and Woessmann 2008, Borghans et al. 2011a) . During the surveys, the respondents may be exposed to specific situational contexts and motivations that influence their self-assessments. For example, they may be more inclined to exaggerate their noncognitive skills toward what their employers expect of them, if the corresponding questions are preceded by questions about their employers, than if they are preceded by questions about, say, their family background, hobbies or sports activities. 15 And third, broad measures of personality such as the Big Five suffer from aggregation biases, which will also bias our estimated parameters toward zero (Hogan 2005) . Each of the five traits represents a variety of different facets, and these facets are likely required at different intensities in different jobs. A high degree of conscientiousness, for example, may be associated with high digitalization probabilities in jobs that require a high degree of work organization and self-disci- 13 The industry fixed effects ensure that variations of digitalization probabilities across jobs that are rooted in the specificities of industries are not attributed to workers' skills. To the extent that these industry specificities also affect the skill requirements of jobs, we may underestimate the true relationship between digitalization probabilities and skills. 14 Our flexibility in controlling for regional differences is restricted by the NEPS dataset, which reports only the respondents' state of residence (Bundesland). To ensure comparability across all datasets, we include state fixed effects in our regressions for all datasets. Test regressions with fixed effects for more disaggregated regions or different degrees of urbanization indicate that our main results are not driven by variations of digitalization probabilities across regions. 15 In fact, workers' responses on the Big Five items are skewed more toward scores considered preferable from a professional perspective in the Linked Personnel Panel (LPP), which surveys both employers and employees with a focus on human resources management and firm performance (see Section 4.3 below). A strategy to account for measurement errors at least to some extent would be treating personality as a latent variable to be estimated from the Big Five test scores within a structural equation model (see, e.g., Heckman et al. 2006) . We leave this estimation strategy for future research. pline. A similarly high degree of conscientiousness may, however, be associated with a lower digitalization probability in other jobs that require careful and thorough problem analysis. Due to this heterogeneity, proper disaggregation of personality traits into more specific facets typically yields larger and more significant results : 1008 -1009 , Thiel and Thomsen 2013 . In summary, if the parameters of the Big Five measures do actually turn out to be significantly different from zero in the present study, this will be a rather strong indication of a systematic relationship between digitalization probability and noncognitive skills. compiled by the US Department of Labor. Based on expert opinions or worker surveys, these indicators cover various job-oriented attributes (occupational requirements, workforce characteristics, occupation-specific information) and worker-oriented attributes (worker characteristics, worker requirements and experience requirements; see National Center for O*NET Development undated). By combining subjective and objective information, Frey and Osborne aim at overcoming the shortcomings of purely subjective or purely objective rankings. Subjective rankings such as the one by Autor et al. (2003) are not replicable and may involve misjudgments while objective rankings such as the one by Jensen and Kletzer (2010) (for offshorability) may generate implausible or even unreliable results. 17 The bottleneck indicators, which are depicted in Table A1 in the Appendix, measure, for each occupation, the level (sophistication) of those work requirements that Frey and Osborne consider to be particularly difficult to computerize in the near future.
Data and regression methods
dexterity as well as originality and fine arts may suggest that O*Net focuses on measuring worker characteristics. These descriptions refer explicitly to "abilities" or knowledge" (see Table A1 in the Appendix). In addition to this, finger dexterity, manual dexterity and originality are explicitly categorized as worker characteristics in the O*Net content model. 18 However, the questionnaires from which these indicators are developed ask unambiguously for job requirements. The question on originality, for example, reads: "What level of originality is needed to perform your current job?" Similarly, the question on fine arts reads: "What level of fine arts is needed to perform your current job?" We cannot be sure that the responding experts or workers had only workplace but not worker characteristics in their minds when answering these questions. Nonetheless, there are good reasons to assume that the indicators-and consequently the digitalization probabilities estimated from them-do reflect labor demand-rather than supply-side characteristics of occupations.
While Frey and Osborne estimate digitalization probabilities for 6-digit U.S. System of Occupational Classification (2010 SOC), we have to convert them to several other classification systems to match them to German survey data. We use a two-step conversion procedure. In the first step, we convert the 702 2010 SOC occupations to 422 4-digit ISCO08 occupations (ISCO: International Standard Classification of Occupations), using the crosswalk supplied by the US Bureau of Labor Statistics. 19 In the second step, we convert the 422 4-digit ISCO08
occupations to the classifications used by the five micro datasets.
-For the SOEP 2013 sample, which uses ISCO08, no additional conversion is needed. Our SOEP 2013 sample comprises workers from 354 of the 422 ISCO08 occupations. www. onetcenter.org/questionnaires.html. 19 The crosswalk is available at http://www.bls.gov/soc/soccrosswalks.htm. We applying national employment by occupation in the US in May 2010 as weights for aggregating 2010 SOC to ISCO-08 occupations. The employment data are available from the US Bureau of Labor Statistics (http://www.bls.gov/oes/tables.htm). 20 KldB: German "Klassifikation der Berufe". We use the crosswalk supplied by the German Federal Employment Agency (available at https://statistik.arbeitsagentur.de/Navigation/Statistik/Grundlagen/ Klassifikation-der-Berufe/KldB2010/Arbeitshilfen/Umsteigeschluessel/Umsteigeschluessel-Nav.html). This mismatch is likely rooted in the specificities of the NEPS sample. As will be discussed in more detail later in this subsection, the NEPS sample features higher shares of older and more educated workers than the other samples. However, these specificities do not show up in strongly deviating regression results either.
The fact that the aggregation of Frey and Osborne's digitalization probabilities into fewer, broader occupation classes may be associated with significant regression towards the mean keeps us from using alternative data on digitalization probabilities by occupations estimated for Germany by Dengler and Matthes (2015) or Arntz et al. (2016) . Covering less than 100 occupation aggregates, this data is way too highly aggregated for the purpose of our study.
German micro datasets
We estimate the relationship between workers' personalities and the susceptibility of jobs to digitalization in the future for data from five different German surveys that report Big Five Table 2 .
The SOEP, the most well-known and widely used household survey in Germany, is an annual representative survey conducted by the German Institute for Economic Research (DIW), Berlin, since 1984. It includes information about the detailed socio-economic situation of (Promberger 2007 , Trappmann et al. 2010 . PASS comprises two subsamples of about 5,000 household each. One subsample is drawn from the population of all households where at least one member received unemployment assistance or other social security benefits according to the German "Sozialgesetzbuch II" (SGB II), the other from the population of all households in Germany. Households with low socio-economic status are oversampled in the second subsample as well (Trappmann et al. 2010: 611) . In addition to information on the households as a whole, the survey collects information about around Table A2 .
In each of the five datasets, we condense the information on individuals' personalities into five variables, one for each Big Five dimension (openness to experience, conscientiousness, extraversion, agreeableness and neuroticism). We calculate the unweighted means of the scores of the items corresponding to each dimension and then (0,1)-standardize these means to make them invariant to arbitrary differences in the levels or variances of the scores across the dimensions. Descriptive statistics for the resulting Big Five indicators as well as for the traditional skill variables, years of schooling (education) and age (work experience), are depicted in Figure 3 . 23 The vertical lines depict the ranges of the variables from minimum to maximum, and the boxes the ranges of one standard deviation around the means. Figure 3 indicates that the LPP sample differs from the other samples in several respects. First, while all of the Big Five measures tend to be skewed toward lower levels of openness, conscientiousness, extraversion, agreeableness and emotional stability (higher levels of neuroticism) in all other samples, according to the minima and maxima, they are skewed toward higher levels in LPP. This may result from the combination of the specific focus of the LPP and the design of the survey. The extensive battery of questions about the employer and work conditions that 23 Tables A2 and A3 in the Appendix report the descriptive statistics for, and correlations among all explanatory variables for all five datasets. Since a few observations had to be dropped from the samples after the standardization of the Big Five scores, some means and standard deviations deviate slightly from zero or one, respectively. This does not affect our regression results notably, however. Table A2 . respondents to exaggerate their skills. 24 In addition to this, LPP features a higher concentration of lower educated workers (11.1 years of schooling on average). Table A2 additionally reveals that male workers are strongly overrepresented (74%) while non-German workers are slightly underrepresented (4.2%). LPP also differs in several correlations of the Big Five with education, age and gender (see Table A3 ). It does, for example, not show any positive correlation of openness to experience with education, or of conscientiousness with age. Likewise, men tend to be more rather than less conscientious, extraverted and neurotic than women in LPP. In conjunction with the fact that the LPP sample is drawn from a rather specific set of larger and mostly manufacturing establishments, all these differences indicate that the regression results for LPP, which turn out to differ considerably from those for other samples, should be interpreted with greater care.
The PASS sample also differs from other samples in several respects. Like in LPP, workers are lower educated on average (10.1 years of schooling), which is to be expected from PASS's focus on households with lower social status. PASS additionally includes a greater fraction of younger workers (average age: 48.5 years) and females (57.1%; see Table A3 ).
Nonetheless, the descriptive statistics for the Big Five in the PASS sample do not differ notably from those in the SOEP or NEPS samples. Essentially the same holds for the NEPS sample, which comprises, on average, more higher educated (14.3 years of schooling) and more older workers (48.5 years) than the other samples.
Regression method
To account for the fact that our dependent variable is a probability that is bounded between zero and one by definition, we employ the fractional response model (FRM) proposed by Papke and Wooldridge (1996) . We model the expected digitalization probability as a function of workers' characteristics such that
where we assume (•) to be the standard normal cumulative density function, and are the vectors of skills and of control variables, as in equation (1) (Papke and Wooldridge 1996) . In addition to this, it still excludes zeros and ones. The same holds for the Betafit regression, which assumes the model to follow a Beta distribution. Betafit is flexible in modeling the conditional mean of the dependent variable (Ramalho et al. 2011; Wagner 2001 ) but is not robust to violations of the distributional assumption (Papke and Wooldridge 1996) . The Tobit model, finally, also accounts for boundedness of continuous variables but treats them as being censored at zero and one. It thus falsely assumes realizations of the dependent variable beyond these bounds to be possible but unobserved.
Even though we are interested in the susceptibility of jobs to digitalization, we observe only the susceptibility of occupations to digitalization. We thus measure the digitalization probability of jobs with an error. Several studies suggest that the task compositions of jobs do differ considerably within occupations Handel 2013, Fedorets et al. 2015 ). We account for this possible error by detailed industry fixed effects, which will capture systematic variations of digitalization probabilities across industries, and by region fixed effects, which will capture systematic variations across the German states that may result from spatial sorting of occupations, for example. Identification of the parameter thus comes from the variation of digitalization probabilities across occupations within industries and states. We cluster the residuals at the level of occupations to additionally account for differences in the variance of the measurement error in the digitalization probabilities across occupations. The remaining measurement errors within occupations, industries and regions are assumed to be random and uncorrelated with workers' skills or other personal characteristics. Table A4 in the Appendix reports the results of the corresponding OLS regressions, which ignore the boundedness of the dependent variable. OLS yields qualitatively fairly similar results but systematically underestimates the relationship between the digitalization probability and personality, education and experience for all datasets except LPP. For LPP, OLS yields higher rather than lower parameter estimates. The results for the SOEP and NEPS samples suggest that jobs held by workers who are more open to experience tend to be less susceptible to digitalization. This result is plausible since more curious, imaginative, excitable and unconventional workers (see Table 1 ) can be expected to feature comparative advantages for jobs that require flexible and innovative responses to non-standard problems, i.e., jobs that have been more difficult to computerize in the past (Autor et al. 2003 ) and will likely be more difficult to digitalize in the future. The results also indicate that jobs held by less neurotic (i.e., emotionally more stable) workers tend to be less susceptible to digitalization. A higher degree of neuroticism is typically associated with anxiety, depression, impulsiveness or lack of self-confidence or self-consciousness.
Results

Baseline model
Workers with such a personality may be more productive in jobs that offer stable, predictable and frictionless work environments. These work environments arguably lend themselves more easily to automatization. Conversely, emotionally more stable, calmer or more stress-resistant workers may be better suited for performing non-standardized problem-solving tasks that have been more difficult to computerize in the past, and will likely be more difficult to digitalize also in the future.
Additionally, there is some evidence from one dataset, NEPS, suggesting that jobs held by more extraverted workers tend to be less susceptible to digitalization. Extraversion is closely related to social skills, which have arguably gained in importance and valuation during recent decades (e.g., Borghans et al. 2014 , Weinberger 2014 , Deming 2015 . The lower susceptibility of social skills to digitalization has frequently been attributed to the growing importance of teamwork and of personal and social services, which require collaboration and communication skills or a caring nature. There is also some evidence from the SOEP 2009 dataset suggesting that jobs held by less agreeable workers tend to be less susceptible to digitalization.
This result is plausible insofar as higher agreeableness may be associated with a more trustful, dutiful, conformist or undemanding personality. Jobs that require these kind of workers may lend themselves more easily to digitalization. However, higher agreeableness is also associated with more altruism or tender-mindedness, facets that facilitate non-competitive personal interactions, for example in social or health services. These jobs were considered more difficult to computerize in the past. Maybe they will be somewhat less difficult to replace in the future, e.g., by service robots.
There is no evidence from any of the five datasets for a systematic relationship of conscientiousness with the susceptibility of jobs to digitalization. This is even though conscientiousness has frequently been found to be the most predictive among the Big Five for a wide range of outcomes, including job performance and wages (Kautz et al. 2014: 20-21) . More conscientious workers tend to work harder and be more achievement striving, dutiful, efficient, focused and organized. However, its importance does not vary much with job complexity (Kautz et al. 2014: 21) , and thus likely also not with the susceptibility of jobs to digitalization.
As to the traditional measures of human capital, schooling, we find a highly significant though frequently nonlinear association with the probability of digitalization. Years of schooling and its square are jointly highly significant with p-values far below 1% in the regressions for all five datasets, according to χ² tests. The standard deviations of the individual parameters are just inflated by multicollinearity. In line with the SBTC approach, all datasets except SOEP 2009 and LPP suggest an inversely U-shaped relationship between digitalization probability and education. The implied education level where the digitalization probability is highest is rather low, though, ranging from 5 years (0.079/(2*0.008)) in SOEP 2013 to 9 years in NEPS. With a mandatory school attendance of 9 years in Germany, the digitalization probability is consequently estimated to decrease continuously with increasing education in the range of relevant education levels. The results for SOEP 2009 also suggest that the digitalization probability decreases more or less continuously with increasing education while those for LPP suggest-against the odds-that the probability increases with increasing education.
The relation of work experience, measured by the worker's age and its square, with digitalization probabilities is also estimated to be inversely U-shaped in all datasets except SOEP
2009. This relation is not significant for several datasets, including SOEP 2009, NEPS and PASS, however.
Turning to the control variables, we find that males are less susceptible to digitalization, ceteris paribus. This is generally in line with Black and Spitz-Oener (2010) who observe a more significant decline of routine tasks, the prime candidates for computerization in the past, for women than for men in Germany during the 1980s and 1990s. Frey and Osborne's estimates obviously suggest that this gender bias will continue into the future.
We also tested, by means of interaction terms, if there are complementarities between personality on the one hand and education, experience or gender on the other. 28 Interestingly, we find significant interactions mostly for PASS and LPP, the datasets that do not reveal significant linear relationships between digitalization and the Big Five. Many of the results for the interactions are implausible or indecisive, however. For example, the results for PASS suggest that higher neuroticism is associated with higher digitalization probabilities for males but with lower digitalization probabilities for females while those for LPP suggest exactly the opposite.
We take this as an additional indication for the lower reliability of the PASS and LPP results.
According to SOEP 2013, there is only a gradual difference between males and females. With increasing neuroticism, the susceptibility to digitalization increases just somewhat less for males than for females.
Robustness
This section checks if the significant relationship between personality and digitalization we observe in our baseline model is just driven by specific groups of workers that are particularly difficult to replace by digital technologies. We check this for two groups, entrepreneurs and creative workers, that have received particular attention in the recent literature. Specifically, we test if the relationship between personality and digitalization vanishes after we control for entrepreneurship or creativity in our regressions.
Interestingly, Big Five personality traits show a significant relationship with the digitalization probability only for those of our five datasets that include self-employed, SOEP and NEPS.
Our results may thus be driven by the negative relationship between entrepreneurial personality and digitalization probability. Entrepreneurial activities are difficult to digitalize for at least three reasons. First, entrepreneurship has traditionally been regarded as a form of creativity, and entrepreneurs as creative destructors who destroy existing, routinized firms by introducing innovations (Schumpeter, 1934) . Even if the majority of entrepreneurs are not innovative in the Schumpeterian sense, all of them are involved in a process of creating new organizations, a task which is unlikely to be digitalized. Second, entrepreneurs are generalists in that they typically perform a broader variety of tasks (Lazear 2004) . Hence, they are likely to diversify the risks of their jobs to be digitalized. And third, they usually perform non-routine analytical tasks-e.g., those that require managerial, communicative, and persuasive abilities-that have arguably been difficult to computerize (Autor et al. 2003 ) and will likely not be easy to digitalize in the foreseeable future.
28 Tables A5 -A7 in the Appendix report the detailed regression results for the baseline model extended by interaction terms between each of the Big Five traits and years of schooling (A5), age (A6) and the male dummy (A7). As the χ² tests reported in the last row of each table indicate, the interactions with schooling are jointly insignificant for all five datasets while the interactions with age are jointly significant in NEPS and PASS, and those with the male dummy in PASS and LPP.
At the same time, there is a host of studies that show personality to be an important determinant for the decision to be an entrepreneur. Entrepreneurs score particularly high on openness to experience, extraversion and conscientiousness and they score low on agreeableness and neuroticism (Sorgner 2012 , Caliendo et al. 2014 ).
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To check if the results of our baseline model are driven by the negative relationship between entrepreneurial personality and digitalization, we add a dummy variable "entrepreneur" that is one if the individual is self-employed and zero else. If it is just entrepreneurial personality that drives our results for the Big Five, the entrepreneur dummy should absorb enough variation of the digitalization probability to render the parameters of the Big Five insignificant.
Columns 2, 4 and 6 of Table 4 report the regression results for this extended model for the two SOEP and the NEPS datasets. For comparison, columns 1, 3 and 5 report the corresponding results for the baseline model from Table 3 . While the entrepreneur dummy is negative and highly significant for all datasets, which corroborates the presumption that entrepreneurial activities will less likely be taken over by new technologies during the next about two decades, our results for the Big Five remain virtually unchanged. The point estimates for most parameters drop slightly in absolute terms but we reject the hypothesis that our results for the Big Five are driven by entrepreneurial personality.
Like entrepreneurial activity, creativity, i.e., "the ability to come up with ideas that are new, surprising, and valuable" (Boden 2004, p. 1) , is rather difficult to automatize on the one hand and correlated with personality on the other. While smart computers with access to big data may easily come up with new and surprising ideas, they are still not able to evaluate the economic potential of these ideas (Frey and Osborne 2013: 26) We follow Florida in measuring creativity at the level of occupations (Florida 2004 ). We define a dummy variable "Creative class occupation" that is one for all workers in occupa- 29 In addition to this, there is a positive relationship between workers' self-selection into creative professions and entrepreneurship (Fritsch and Sorgner 2014 Table 5 reports the regression results for our baseline model extended by the creativity dummy for the two SOEP waves and NEPS. The first row indicates that creative class occupations are associated with significantly lower digitalization probabilities in all three datasets, as expected.
Still, the parameters of most of personality traits that are significant in the baseline model are still significant in the extended model. The estimated parameters for openness to experience and neuroticism as well as for extraversion (NEPS) and agreeableness (SOEP 2009) drop slightly in absolute terms, and a few of them turn statistically insignificant due to this drop, but our main result remains unchanged. The systematic relationship between personality and digitalization is not just driven by the fact that jobs of more creative workers are more difficult to digitalize.
Conclusions
We present evidence suggesting that the so-called "fourth industrial revolution", characterized by machine learning, big data, mobile robotics and cloud computing, may be skill-biased not only with respect to skills acquired through education, as available theoretical models and empirical evidence abundantly suggest, but also with respect to facets of noncognitive skills (personality). Measuring the future direction of technological change by estimated probabilities of occupations to be automatized during the next about two decades (Frey and Osborne 2013) , and noncognitive skills by the Big Five personality traits from several German worker surveys, we find that jobs that currently require more openness to experience or more emotional stability will be less susceptible to automatization in the future. We also find some evidence suggesting that jobs that require more extraversion or less agreeableness may also be less susceptible to automatization. These correlations are significant even though we control extensively for formal education and work experience, the traditional measures of human capital.
As a by-product of our empirical analysis, we find interesting differences between the Our results corroborate earlier findings suggesting that formal education is a rather imperfect proxy of human capital. Personality is an important factor of success in school, and thereby affects success in subsequent work life indirectly. Over and above this indirect effect, it is also 30 See Fritsch and Sorgner (2014) and Fritsch and Stützer (2014) for the details of this classification.
an important independent factor of success in work life, however. It affects not only wages and occupational choices directly, as James Heckman and his coauthors have shown. It also affects workers' resilience to future technological changes directly, as we suggest in the present study.
Accounting for this role of personality may well sharpen the hypotheses to be drawn from theoretical models of skill-based technological change such as the Ricardian model in Acemoglu and Autor (2011) . To account for personality, these models may put more emphasis on labor supply. Workers are actually endowed with multifaceted skills, and tasks require a variety of different skills as productive inputs. The task of teaching, for example, requires a university degree and additionally a good deal of communication skills and a patient, outgoing and caring personality. The task of doing research also requires a university degree but a rather different personality. It requires more curiosity, determination and self-discipline while deficits in communication skills will not hurt too much. Heterogeneous skill endowments give rise to a richer variety of comparative advantages for performing tasks than education alone does. In addition to this, they open up a richer set of options in response to exogenous technology shocks. Workers may take other jobs that involve different tasks but similar skill compositions. Or they may readjust the skills set they supply to the labor market by focusing on skills they are endowed with but have not needed in earlier jobs.
Accounting for this role of personality may also enhance the explanatory power of empirical studies founded in models of skill-based technological change. Much is left to be done by psychologists and economists to disentangling the relevant skills behind composite skill categories like the Big Five or the so-called "social" skills (Weinberger 2014 , Deming 2015 , "people" skills or "21 st -century" skills (Pellegrino and Hilton 2012) .
More reliable measurement of these skills is an extremely important and difficult related issue, of course. 
