Based on the compressive sensing (CS) theory, it is possible to recover signals, which are either compressible or sparse under some suitable basis, via a small number of non-adaptive linear measurements. In this paper, we investigate recovering of block-sparse signals via multiple measurement vectors (MMVs) in the presence of noise. In this case, we consider one of the existing algorithms which provides a satisfactory estimate in terms of minimum meansquared error but a non-sparse solution. Here, the algorithm is first modified to result in sparse solutions. Then, further modification is performed to account for the unknown block sparsity structure in the solution, as well. The performance of the proposed algorithm is demonstrated by experimental simulations and comparisons with some other algorithms for the sparse recovery problem.
INTRODUCTION
The core idea behind compressive sensing (CS) is the possibility of measuring and representing a sparse or compressible signal from a set of non-adaptive linear measurements [1, 2] . In CS, the high-dimensional signal x ∈ R n is measured and modeled via the linear equation y = Φx, where y ∈ R m is the measurement vector (with m n) and Φ ∈ R m×n is a wide sensing matrix. In this context, it is further assumed that x is sparse (having few non-zero elements) under some proper basis Ψ i.e., x = Ψx s , where x s denotes a sparse vector. Combining the two above equations, we obtain y = Ax s , where A = ΦΨ [3] . Here, in order to reconstruct x, the underlying basis Ψ has to be known. The case where the sparsity basis Ψ is unknown has been called blind CS (BCS) in the literature [4] , which is not our focus in this paper.
Since the sensing matrix A is wide, the model is underdetermined and CS instead looks for the sparsest solution x s such that y = Ax s . Finding such sparsest possible representation is mathematically formulated as follows [5] x s = arg min x s 0 subject to y = Ax s . (1) This work is supported by the Grant NASA NNX13 AD 39 A.
Solving the above problem is in general NP-hard. One of the most common approaches to tackle this problem is to replace x s 0 in (1) with x s 1 . Another method is based on the prior knowledge of the sparsity level of the solution and relaxing the equality constraint in (1) as followŝ x s = arg min y−Ax s 2 2 subject to
where k denotes the sparsity level of the solution i.e., the maximum possible non-zero elements of the solution. The uniqueness of the solution is usually guaranteed via imposing conditions on the sensing matrix A such as spark, mutual coherence, or restricted isometry property (RIP). The set of linear measurements of a sparse signal in the presence of noise is modeled as y = Ax s + e, where e denotes the noise. This model is often called a sparse single-measurement vector (SMV) in the literature. Finding the best sparse solutionx s for the SMV problem is practically achieved using greedy algorithms (such as matching pursuit (MP) and orthogonal matching pursuit (OMP)) [5] , or relaxed-to-be-convex methods (such as basis pursuit denoising (BPDN) and in-crowd algorithm) [6, 7] , or sparse Bayesian learning (SBL) approaches [8, 9] .
OMP is one of the famous greedy and sub-optimal algorithms to solve the SMV problem. At each iteration, OMP seeks the column of the sensing matrix A which has the maximum usefulness among all the others. The usefulness u j is related to the normalized version of the correlation between the obtained residual at the last iteration and the j-th column of the matrix A. The algorithm usually stops when either the residual energy reaches a predefined threshold [5] or reaches the sparsity level in a case where it is known in advance [10] .
Another practical algorithm for finding the sparse solution of the SMV is called basis-pursuit de-noising (BPDN) and is described as follows [6] 
Here, the regularizer weight λ provides the emphasis on the sparsity of the solution in the l 1 sense compared to the energy of the error (residual). Based on (3), Gill et al. proposed the in-crowd algorithm which is a fast version of BPDN, especially when dealing with high-dimensional data. Unlike most greedy algorithms that choose one non-zero location for the solution vectorx s at each iteration, the in-crowd algorithm seeks for L components and picks them under some criteria [7] .
By randomizing the OMP algorithm, Elad and Yavneh demonstrated that collecting a group of sparse representations for the SMV problem results in less mean-squared error (MSE) than the sparsest solution alone [11] . As was mentioned before, the regular OMP decides on the supports based on the maximum usefulness at each iteration. But though assigning low probability, RandOMP also gives a chance for those indices with small usefulness. By running the algorithm several times (with such a randomizing feature), one may expect to obtain different sparse representations for the same SMV problem. Then, they showed that averaging over all the solutions, though not being sparse anymore, provides less error in the MSE sense than the other greedy algorithms. Below, we present RandOMP from [11] .
RandOMP Algorithm:
Main initialization: xsum = 0 and Iter = 0 (xsum denotes the sum of all solutions.) Main iteration: Increment Iter by one and perform the followings Sub-initialization: k=0, x (0) = 0, r (0) = y, and S (0) = {∅} (r (k) and S (k) denote residual and support set of solution at k-th iteration, respectively.) Sub-iteration: Increment k by one and perform the followings:
• Update support set: Draw j0 at random with the probability proportional to exp { • Update solution: Compute x (k) which is the minimizer of
• Inner loop breaking rule: If r (k) 2 < T , break the inner loop, set xsum = xsum + x (k) , and go to the mainiteration step. T is a pre-specified threshold. Otherwise, go to the sub-iteration step for another iteration.
Stopping rule:
If Iter reaches pre-specified value, compute xRandOMP = xsum/Iter.
In the above algorithm, c 2 =
x +σ 2 , and σ 2 x and σ 2 are the noise variance of the non-zero entries of the representation of the original signal and the measurement noise variance, respectively. The term S (k−1),c denotes the complement of the accepted support set at the k − 1th iteration.
Finding the sparsest solution X for the case where Y and X in Y = AX + E are matrices is called a multiple measurement vector (MMV) problem. The MMV problem occurs in many applications such as neuromagnetic imaging [12] , the reconstruction stage of Xampling (CompressedSensing of Analog Signals) [10, 13] , and direction of arrival (DOA) estimation problem [14] . In this model it is usually assumed that all the columns of the solution matrix X have the same unknown non-zero locations. In other words, the columns of X share joint sparsity.
In the case of MMV, there are two main approaches to find the sparsest representation. The first approach is modified versions of SMV greedy based algorithms such as MMV basic matching pursuit (M-BMP), MMV orthogonal matching pursuit (M-OMP), and MMV order recursive matching pursuit (M-ORMP) [12] . The second approach is based on hierarchical Bayesian modeling which are more flexible for incorporating the prior knowledge about the structure of the solution than the greedy algorithms [15] [16] [17] .
In some practical applications, the non-zero entries of the sparse signals appear in clusters over each column of the matrix X in Y = AX [10, 13, 15, 18] . This feature has been referred to as block-sparsity in the literature. One example is magnetoencephalography (MEG), which investigates the locations where most brain activities are produced. The brain activities exhibit contiguity, meaning that they occur in localized regions [18] . Therefore, the measured signal at each snapshot can be modeled as a block-sparse SMV problem. When taking successive and almost simultaneous snapshots from the phenomena, one expects the blocksparsity structure to be preserved. Hence it is possible to model the phenomena with the block-sparse MMV problem where the block partitions are unknown a priori.
In [15] , a new hierarchical Bayesian approach was proposed to deal with the block-sparse MMV problem. In this case, they incorporated a prior which encourages both contiguity and sparsity in the solution. This prior is based on the parameter referred to as Σ∆, which is a measure of contiguity [19] . Though this hierarchical model works well, it suffers from not being a fast algorithm.
In this paper, we modify the RandOMP algorithm to obtain a sparse solution for the MMV problem. In order to obtain better performance for the block-sparse MMVs, we then incorporate Σ∆ to the algorithm. Since the proposed algorithm combines the ideas behind the greedy OMP algorithm with our recent work in SBL, it is faster than what was proposed in [15] . This paper is organized as follows. In section 2, the new proposed algorithm for the block-sparse MMV is described. The simulation results and comparisons will be illustrated in section 3. Finally, section 4 presents conclusions.
NEW ALGORITHM FOR BLOCK-SPARSE MMVS
As was discussed in section 2, the randomized OMP (RandOMP) algorithm assigns probabilities to all the indices of x to have a chance of being selected as the support of the solution in the SMV problem [11] . These probabilities are assigned based on the measure of usefulness of the corresponding column of A in reducing the residual Ax − y 2 . In this case, at each iteration RandOMP finds a different sparse solution and finally it fuses all of the obtained sparse solutions to represent the original signal. Here, we perform modifications to this algorithm in order to solve X in Y = AX + E for the class of block-sparse MMVs. In the regular MMV, the solution matrix X has the same sparsity profile over its columns. For this purpose, we define the support learning vector s to be a binary vector which operates on all the columns of the solution matrix X. The reason for defining the support by the vector s rather than a matrix form is due to the fact that all the columns of the solution matrix X share joint-sparsity. In other words the sparse solution is defined as X s = s • X, where "•" denotes Hadamard product. Having an entry of s equal to 1 shows that the corresponding row of the solution matrix is non-zero. Once the support vector s is found, the sparse solution matrix X can be easily obtained. We refer to our modified version of RandOMP for solving regular MMVs as sRandOMP, where the letter 's' stands for sparse. In order to improve the performance, we further modify the sRandOMP algorithm to account for block-sparse MMVs, which means that each column of X has unknown groups of adjacent non-zeros. For this purpose, we incorporate an additional term, Σ∆, to the acceptance probability of each entry of s. Drawing from [15, 19] , the contiguity measure of the support vector s is defined as follows. At each iteration, we first compute the absolute sum of the differences in s (the "sigma-delta") via
Based on (4), there exist few transitions for the case where the supports of the solution have block-sparsity structure compared to the non-block-wise case. For example, a constant vector (all ones or all zeros) has a Σ∆ of 0. The prior for the support learning vector s was then made to depend on the term exp {−α(Σ∆(s))} for some α > 0. The parameter α specifies the significance of the Σ∆. Large values of α causes the supports of s to be more contiguous [15] . Here, we model the behavior of the function exp {−α(Σ∆(s))} via the below Gamma distribution
where a and α are the shape and rate parameters of Gamma distribution, respectively. We also assume that a = 1 and as a result
The conditional joint probability density function on Y and (Σ∆) can be written as
The prior on the hyper-parameter α in (5) is assumed to have Gamma distribution, α|k, θ ∼ Γ(k, θ), and we experimentally set k = 0.3n and θ = 1, where n denotes the length of the support learning vector s. Notice that with this setting as a prior, we assume very large value for α before having any observation of data. In other words, we assume that the support vector s is very contiguous and has very few transitions. Once we incorporate the measurements, the posterior density on α will be updated. This posterior distribution can be described as
where P (α|−) denotes the conditional posterior density on α given the related parameters. It can be seen from (8) that when there is no transition in s, (Σ∆) = 0 and therefore the posterior density on α is equivalent to its prior. In contrast, as s becomes less contiguous, (Σ∆) increases and the average estimation on α decreases via E[α|−] = k θ+(Σ∆) . We refer to our algorithm as SDsRandOMP, where "SD" denotes sigma delta and accounts for the block-sparsity of the solution. Table (1) shows the notation used in our algorithm. Here, λ is a tuning parameter that is set based on the noise variance. The obtained experimental curve for this relationship will be demonstrated in the next section. Based on the outer loop, we essentially treat the MMV problem as a set of SMVs having the same sensing matrix A, and let the tuning parameter λ decide on the final estimation of the support learning vector s.
The main algorithm steps are represented below. • Update support: Draw j0 at random with probability proportional to exp { c 2 2σ 2 uj − α(Σ∆)j}, and update the support
• Update contiguity parameter:
c , the minimizer of Ax
• Update residual:
Compute
End While sc = sc + s End For
SIMULATION RESULTS
In this section, we experimentally show the advantage of SDsRandOMP algorithm over sRandOMP, in-crowd algorithm, and basis pursuit de-noising (BPDN). In this case, our multiple-measurement vectors (MMVs) is a set of linear equations where the supports of the solution are binary and randomly drawn from a Bernoulli distribution in such a way to have a block-sparsity structure. The matrix X is drawn i.i.d. from Gaussian distribution with zero mean and variance σ Performance of the algorithms is evaluated using the probability of correct detection of a support location (probability of detection) P D and the probability of detecting a support location where there is none (probability of false alarm) P F A , and are defined as
. In all of our simulations for sRandOMP and SDsRandOMP, the total number of iterations is set to 5000. The first simulation is the comparison of sRandOMP with BPDN. Here, we used SPGL1 as a solver for the BPDN [20] . In Fig.1 , we illustrate the experimental receiver-operating-curves (ROC) comparisons for different SNRs. The legend denotes the applied algorithm and the number in parenthesis is the noise standard deviation. Fig.1 , one can see that for larger noise variances, the sRandOMP algorithm does not do a better job compared to BPDN, and for low noise variance, the performance is approximately equal. Notice that sRandOMP does not have the learning parameter for the block sparsity structure.
Shown in
In Fig.2 , we demonstrate the performance of the SDsRandOMP which incorporates the Sigma-Delta parameter to account for block-sparsity and to compare it with BPDN.
From Fig.1 and Fig.2 , it is clear that the SDsRandOMP which has an emphasizing parameter on block-sparsity provides better results than sRandOMP. Moreover, we observe in Fig.2 that for high SNRs our algorithm has a higher performance than BPDN. However, as the noise variance becomes greater than 0.25, BPDN overcomes SDsRandOMP.
In Fig.3 we illustrate the performance of our algorithm compared to the in-crowd algorithm. Here, we observe that our algorithm outperforms in-crowd at high SNRs, though at higher noise variance the in-crowd has better performance. As was described in section 2, the final estimate of the support s depends on the tuning parameter λ. In Fig.4 , we illustrate the behavior of λ as a function of noise variance for different SNRs. This can be used as an experimental tuning for λ when using SDsRandOMP. We now apply the SDsRandOMP to two specific case scenarios using SDsRandOMP with setting the noise standard deviation to σ n = 0.1. The first example is a clumpy case where non-zero rows of the true solution (non-zeros of s) are {17 : 24, 171 : 180} with {17 : 24} denoting the 17th through 24th entries of s. In the second example, our multiple-measurement vectors (MMVs) is a set of linear equations that comes from the continuous-to-finite (CTF) stage of the Xampling problem [10, 13] . The sensing matrix A for such a problem is in general a complex-valued matrix, but to simplify the model for the simulation purposes, we take only the real part. The true supports for the second example are less clumpy with the non-zeros occurring at {33, 34, 47, 48, 92, 93, 103, 104, 148, 149, 162, 163}. In Fig.5 , we show the histogram of α as it is being updated. Below, we also illustrate the recovered supports for our two case scenarios as the support learning vector s is being updated. 
CONCLUSION
Multiple-measurement vectors (MMVs) with unknown blocksparsity structure in their solutions were considered. A new algorithm was proposed to deal with such categories of sparse recovery. The algorithm has a merit of learning the blocksparsity via defining Sigma-Delta as a measure of contiguity in the supports of the solution. Regarding the running time of the algorithm, our algorithm provides a trade-off between the speed of greedy-based OMP and the exactness of the SBL approach in [15] . Based on the demonstrated simulations, we showed that the proposed algorithm has a better performance in high SNRs compared to basis-pursuit de-noising, modified RandOMP, and in-crowd algorithm.
