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ABSTRACT
We investigate second order conformal perturbation theory for Z2 orbifolds of conformal
field theories in two dimensions. To evaluate the necessary twisted sector correlation
functions and their integrals, we map them from the sphere to its torus double cover.
We discuss how this relates crossing symmetry to the modular group, and introduce
a regularization scheme on the cover that allows to evaluate the integrals numerically.
These methods do not require supersymmetry. As an application, we show that in the
torus orbifold of 8 and 16 free bosons, Z2 twist fields are marginal at first order, but stop
being marginal at second order.
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1 Introduction
Conformal perturbation theory has a long history [1–3]. Conceptually, it is straightforward
enough: if a conformal field theory (CFT) has an exactly marginal field Φ, then we can
obtain a family of theories by perturbing by Φ. If Φ is exactly marginal, that is if
its conformal weight remains unchanged under perturbation, these theories will all be
conformal. Technically, however, perturbation theory is hard. This fact is not apparent
at first order, since here the functional form of the 3-point function is completely fixed
and determined by a single constant. The integral is thus straightforward to evaluate.
An immediate consequence of this is for instance the fact that the shift in the conformal
weight of a field ϕ is proportional to its 3-point function coefficient 〈ϕϕΦ〉 [4, 5]. This
gives rise to the well-known criterion that a marginal field remains marginal only if its
3-point function with any other marginal field vanishes.
It is only at second order that the real technical difficulties of perturbation theory
first become apparent. They arise in two forms: First, the 4-point function that needs to
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be integrated no longer has a universal form, but is theory dependent. The closest one
can come to a universal form is to expand the correlation function in conformal blocks.
For non-rational CFTs this expansion has an infinite number of terms, and convergence
issues arise. Second, integrals over multiple variables now need to be evaluated. Their
regularization thus becomes more subtle. Dealing with these difficulties is the main goal
of this paper. We approach them here using tools from theory of modular forms.
Because of the aforementioned difficulties it could be tempting to just stop at first
order. In practice, however, there are many questions for which first order is not enough.
This often happens when the first order contribution vanishes. A typical example of this
involves lifting of fields that saturate some unitarity bound: in that case, their weight is
minimal, and can therefore not depend linearly on the perturbation parameter λ. This is
for instance what happened in [6] and [7], where BPS states and holomorphic states were
lifted, respectively, at second order. Second order perturbation theory has also been used
to investigate current-current deformations [8, 9] and bulk-boundary interactions [10].
In the context of microstates of black holes in string theory and the D1-D5 brane
system [11], there exists a point on the moduli space of the brane system where the theory
is described by a σ-model whose target space is a symmetric product orbifold of K3’s or
T4’s [12]. The orbifold point describes the low-energy dynamics of the brane configuration
and sits far away from the point associated with the supergravity description. Conformal
perturbation theory at second order has been used at the symmetric orbifold point to
study properties of states which are protected across the moduli space all the way to
the supergravity regime, versus stringy states which are lifted away from the orbifold
point [13–17].
Non-renormalization theorems for protected quantities of the moduli space of the D1-
D5 system such as 3-point functions of BPS states have been developed using conformal
perturbation theory and superconformal Ward identities [18,19]. Moreover, higgsing of the
higher spin symmetry generators of the symmetric orbifold theory under the deformation
associated with turning on the string tension was analyzed in [7]. For applications of con-
formal perturbation theory in AdS/CFT correspondence in general spacetime dimensions
see [20].
Another application of second order perturbation theory is to compute curvature on
the moduli space [21–23]. The perturbing field has to be marginal at least up to second
order and the resulting curvature comes from the constant term in the double integral.
In this paper, we are interested in a different question: given a marginal field Φ, is it
really a modulus, i.e. does it remain marginal under perturbations? There is a general
belief that this only happens if the CFT is either supersymmetric or free; otherwise, the
dimension of Φ will not be protected at higher orders in perturbation theory, and it will
stop being marginal. This question was considered for certain CFTs in [24]. In this article,
we test this belief for twisted fields in Z2 orbifolds of free bosons on the torus.
The Z2 orbifold theory is in a sense the closest to a free theory without actually being
free: In the untwisted sector, all correlators are still free boson correlators. In the twisted
sector, however, correlation functions are no longer free. We will therefore concentrate on
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the twisted sector. There the ground state field σ has weight
hσ =
( c
16
,
c
16
)
. (1.1)
For 16 free bosons, σ is thus marginal. Similarly, for 8 free bosons, the field ∂X− 1
2
∂¯X− 1
2
σ
is marginal. These are the marginal operators Φ that we study. Our goal is to investigate
if they remain marginal, or if they become lifted. At first order, there is an immediate
answer to this question: due to the twist selection rule, we have
〈Φ Φ Φ〉 = 0 (1.2)
so that Φ remains indeed marginal. The real question that we need to address thus is if
they get lifted at second order. The main result of this work is to show that, perhaps not
surprisingly, they do indeed get lifted.
To compute this lifting, it is necessary to integrate a 4-point function. At second order
in perturbation theory, we need to evaluate the double integral of a 4-point function. This
double integral may be simplified by using a global conformal transformation that maps
the insertion points to 0, 1,∞, and x, the cross ratio. Up to regularization issues which
we shall discuss later, the double integral then factorizes into two parts: a universal part
independent of the correlation function, which gives the logarithmic dependence that leads
to the shift in weight, and a part containing the integral over x, which gives a constant.
This constant multiplies the logarithm and thereby determines the shift in the conformal
weight: concretely, the shift at second order in conformal weight of a field ϕ is given by∫
d2x 〈ϕ(∞)Φ(1)Φ(x)ϕ(0)〉 . (1.3)
Note that this integral is divergent and needs to be regularized; we will discuss this in
detail in a later section. Assuming no contribution at first order, the shift in conformal
weight of ϕ is given by
h(λ) = h− pi
2
λ2
∫
d2xG(r)(x) + . . . , (1.4)
where G(r)(x) is a regularized version of the correlation function in (1.3).
To perform the integral (1.3), we of course first need to compute the integrand. In the
case at hand, we take ϕ to be the marginal field Φ. The correlator in (1.3) is thus a 4-point
function of four twisted fields, leading to two Z2 branch cuts. For our computations, we
map the correlator to the double cover of the sphere, which is a torus. This trick works
for general 4-point functions [25], but it is particularly useful here for four twist fields: the
most natural way to express the correlator is as a correlator of free bosons on this torus.
Moreover, the cover map turns crossing symmetry into symmetry under the modular
group Γ1 = SL(2,Z). More precisely, the resulting correlation function on the torus is
invariant under a congruence subgroup Γ(2) of Γ1, and the crossing group is given by
S3 = Γ1/Γ(2). The correlation function is then a type of non-holomorphic theta-function
in the torus modulus τ , dressed with additional factors.
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To evaluate the integral (1.3), we note that geometrically, it corresponds to the integral
over the moduli space Cˆ − {0, 1,∞} of a sphere with four (marked) punctures. On the
double cover, the integral then turns into an integral over the moduli space H/Γ(2). To
perform this integral, we first expand the correlation function in q and q¯, and then use
the Stokes’ theorem to reduce the integral to a non-holomorphic contour integral which
we evaluate numerically term by term. This method converges very quickly, and from our
numerical results we can conclude that Φ gets lifted at second order.
Perturbation theory of torus orbifolds was studied in [26] where the lifting of untwisted
momentum states was investigated. That computation is technically much easier, as it
only involves two twist fields. The correlation function can therefore be evaluated as
an untwisted correlation function on the double cover, which is in this case a sphere.
Here we study the lifting of twisted states. This means that the correlation function has
four twist fields, so that the cover is a torus. In particular, the correlation function will
automatically contain the entire spectrum coming from this torus partition function.
This article is organized in the following way: In section 2 we review conformal pertur-
bation theory at first and second order. We discuss how to use conformal transformations
to simplify the resulting integrals, and introduce the regularization scheme that we will
use. In section 3 we review the map to the double cover and give explicit expressions
for the action of the crossing group and its modular presentation. Section 4 explains
how to perform the integral on the cover, and how to regularize the integral. Finally, in
sections 5 and 6 we apply our methods to two examples: 16 orbifolded free bosons on a
torus, where the twist ground state σ is marginal, and 8 orbifolded free bosons, where
the field ∂X− 1
2
∂¯X− 1
2
σ is marginal. As expected, in both cases we find that the marginal
fields are lifted at order two in perturbation theory.
2 Perturbation theory and regularization
2.1 Perturbation theory and integrals on the complex plane
Perturbation theory is the expansion of expressions such as
〈ϕ(z1)ϕ(z2)〉λ = 〈ϕ(z1)ϕ(z2)eλ
∫
d2wΦ(w)〉 (2.1)
in powers of the coupling λ. Here Φ is a marginal field. Expanding the exponential order
by order in λ, we obtain integrals that need to be suitably regularized. The correlator (2.1)
leads to a shift of the weight ∆ of ϕ. This shift occurs if perturbation theory produces
logarithmic terms log |z1− z2|. Because of dimensional analysis, such terms will of course
always be accompanied by logarithmic terms in the regularization parameter .
Evaluating (2.1) involves integrating correlation functions over the complex plane, with
various discs cut out for regularization purposes. There are various tricks to evaluate such
integrals. The most basic one is to apply Stokes’ theorem in complex coordinates,∫
∂U
Fdz +Gdz¯ =
∫
U
(∂zG− ∂z¯F ) dzdz¯ (2.2)
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where the complex integration measure is given by
dx ∧ dy = i
2
dz ∧ dz¯ . (2.3)
If the integrand happens to be a total derivative, then this turns the integral into a
contour integral around the -discs. This happens for instance if there are Ward identities
for supersymmetric correlation functions such as in [6]. For fields that are not sufficiently
protected by supersymmetry, or for theories that are not supersymmetric at all, we cannot
expect this to happen.
The next best case is if the integrand factorizes into a holomorphic and an anti-
holomorphic part. One can then take an anti-derivative of one of them and apply Stokes
again. However, in such cases it often happens that the anti-derivative introduces branch
cuts. One can then either carefully evaluate the contour integral including those cuts,
or alternatively use what are called ‘Riemann bilinear relations’1; their application is for
instance described in [27,28].
In general however the correlation functions will not factorize. The typical case for
second order perturbation theory is to integrate a 4-point function over its cross section,
G(x, x¯) =
∑
φ
C12φC34φFφ(x)Fφ(x¯) . (2.4)
This is exactly the case that we encounter. We then expand G and integrate it term by
term up to a certain cutoff, giving us an approximate numerical result.
2.2 First order perturbation theory
Let us first review perturbation theory at first order. In that case we have
δ〈ϕ(z1)ϕ(z2)〉 = λ
∫
d2w〈ϕ(z1)ϕ(z2)Φ(w)〉reg . (2.5)
We want to use a hard sphere cutoff regularization scheme: that is, we cut out discs of
radius  around the insertion points z1,2. The 3-point function has the universal form
〈ϕ(z1)ϕ(z2)Φ(w)〉 = CϕϕΦ|w − z1|2|w − z2|2z2h−112 z¯2h¯−112
. (2.6)
To perform the integral, we want to use various conformal transformations. We first
shift w by z2, and then perform the coordinate transformation determined in [26]:
x(w) =
z12w
z12 − w , (2.7)
giving
CϕϕΦ
z2h12 z¯
2h¯
12
∫
d2x
xx¯
. (2.8)
1We thank Hirosi Ooguri for pointing these out to us.
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We have to be careful about the shape of the cut-out disks under the SL(2,C) transfor-
mation (2.7): the regularization scheme changes in that the shape of the hard spheres are
modified at subleading order in the cut-off radius. We therefore need to take into account
the subleading terms for the squashed spheres. More precisely, for the small circles with
radius  cut out around w = 0 and w = z12, eq. (2.7) gives
x
(
w = eiθ
)
= eiθ+
e2iθ
z12
2 +
e3iθ
z212
3 + · · · , (2.9)
x
(
w = z12 + e
iθ
)
= − z
2
12
eiθ
− z12 . (2.10)
We can then evaluate (2.8) order by order in , for instance by going to polar coordi-
nates and keeping track of the boundaries of the squashed discs around 0 and ∞. This
gives
2piCϕϕΦ
z2h12 z¯
2h¯
12
ln
( |z12|2
2
)
+ o(1) . (2.11)
To cancel the divergent part, we need to insert a counterterm
2piCϕϕΦλ log 
2 . (2.12)
The logarithmic term then leads to the shift of the conformal weight,
〈ϕ(z1)ϕ(z2)〉λ = 1
z2h12 z¯
2h¯
12
(1 + 2piλCϕϕΦ log(|z12|2) +O(λ2))
=
1
z
2h−2λpiCϕϕΦ
12 z¯
2h¯−λ2piCϕϕΦ
12
+O(λ2) =
1
z
2h(λ)
12 z¯
2h¯(λ)
12
+O(λ2) . (2.13)
We then obtain
h(λ) = h− piCϕϕΦλ+O(λ2) (2.14)
and similar for h¯(λ), which reproduces indeed the expected result for the shift of the
conformal dimension [5]. Moreover, note that (2.11) shows that our hard sphere regu-
larization has not produced a constant term. A constant term would have led to the
introduction of Christoffel symbols for the curvature of the moduli space [21]. This con-
firms the remark in [22] about hard sphere regularization not introducing any Christoffel
symbols.
2.3 Second order perturbation theory
Let us now move on to second order perturbation theory. To this end, we briefly repeat
the discussion in [6]. The second order term in perturbation theory reads
λ2
2
∫
d2w1d
2w2〈ϕ(z1)Φ(w1)Φ(w2)ϕ(z2)〉 . (2.15)
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This integral is again divergent and needs to be regularized, but we will ignore this issue
for a moment, and return to it later. Just as before, we want to use global conformal
symmetry to simplify the integral: the Mo¨bius transformation
z 7→ f(z) := (z − z2)(w1 − z1)
(z − z1)(w1 − z2) (2.16)
allows us to rewrite the expressions in terms of the cross-ratio x := f(w2), which we use
to replace w2. It also changes the integration measure to
d2w1d
2w2 = d
2w1d
2x
∣∣∣∣∂(w1, w2)∂(w1, x)
∣∣∣∣2 = d2w1d2x ∣∣∣∣(z1 − w2)2(w1 − z2)(z1 − w1)(z1 − z2)
∣∣∣∣2 (2.17)
so that the integral (2.15) turns into
λ2
2
∫
d2w1 z
−2hϕ
12 z¯
−2h¯ϕ
12
∣∣∣∣ z1 − z2(z1 − w1)(w1 − z2)
∣∣∣∣2 ∫ d2x 〈ϕ(∞)Φ(1)Φ(x)ϕ(0)〉 . (2.18)
The x integral now seems to be independent of w1 and so we could just naively evaluate
the w1 integral. This integral is divergent and we need to regularize it through cutting
out -discs around z1 and z2. We find
piλ2 log
( |z12|2
2
)
z
−2hϕ
12 z¯
−2h¯ϕ
12
∫
d2x〈ϕ(∞)Φ(1)Φ(x)ϕ(0)〉 . (2.19)
The numerical coefficient of log |z12| is the anomalous dimension of ϕ [4, 26, 29], which is
thus given by the x integral of the 4-point function. The problematic issue here is that
the x integral is divergent and so we need to regularize it. Naively, it seems that changing
the regularization scheme may change the constant part of the integral. This then implies
that the anomalous dimension is scheme-dependent. If the first order contribution to the
shift vanishes, then this would contradict the general principle that the leading order shift
should be scheme-independent. This apparent contradiction shows that we have been too
naive.
To obtain the correct result, we have to be careful in computing the x integral. Con-
trary to our statement above, our regularization scheme in fact does introduce a w1
dependence for the x integral. To see this, we note that we need to regularize the inte-
grals in (2.15) already. As described above, we regularize the w2 integral by cutting out
-discs around z1, w1, and z2. The point is then that just as with the transformation (2.7)
at first order, (2.16) changes the shape of those discs. In particular, the shape and size
now also depend on all other insertion points.
To make this clearer, let us concentrate on the disc around z2 first. The coordinate
transformation (2.16) maps it to a disc in the x integral around x = 0. The cross-ratio is
given by
x =
(w2 − z2)(w1 − z1)
(w2 − z1)(w1 − z2) (2.20)
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so that the boundary of the -disc of w2(θ) = z2 + e
iθ turns into
x(θ) =
w1 − z1
w1 − z2
eiθ
z2 − z1R(θ, z1 − z2) , (2.21)
where R(θ, z1− z2) = 1 +O() is independent of w1. As pointed out above, the boundary
of the x integral, and therefore also the integral itself, now indeed depend on w1. That is,
M() :=
∫
C−D
d2xG(x) , (2.22)
where G(x) = 〈ϕ(∞)Φ(1)Φ(x)ϕ(0)〉, actually depends on w1, since D does. We, there-
fore, cannot simply evaluate the w1 and the x integral independently.
To deal with this issue, let us replace our regularization scheme with a different one.
We introduce a regularized four point function
G(r)(x) = 〈ϕ(∞)Φ(1)Φ(x)ϕ(0)〉 −Greg(x) (2.23)
where Greg(x) contains all fields that lead to a divergent integral. We then have
M() =
∫
C−D
d2xG(r)(x) +
∫
C−D
d2xGreg(x)
=
∫
C
d2xG(r)(x) +
∫
C−D
d2xGreg(x)−
∫
D
d2xG(r)(x) . (2.24)
Our claim is now that only the first integral in the second line of (2.24), which is an
 and w1-independent constant, contributes to the shift in weight. To establish this, we
will only discuss the singularity at x = 0, as the argument for the other two singularities
follows from crossing transformations. The regulator Greg(x) is the sum of regulators at
the three singularities. The x = 0 regulator is given by
G0(x) =
∑
∆φ<∆ϕ
(CΦϕφ)
2
x1+hϕ−hφx¯1+h¯ϕ−h¯φ
. (2.25)
We can therefore expand
G(r)(x) =
∑
∆φ≥∆ϕ
gh,h¯
x1+hϕ−hφx¯1+h¯ϕ−h¯φ
. (2.26)
Defining a := ∆φ −∆ϕ, the integral of a term in (2.26) gives
∼ 
a
|z1 − z2|a
∣∣∣∣w1 − z1w1 − z2
∣∣∣∣a (1 +O()) , (2.27)
where the higher order correction comes from R(θ, z1 − z2) in (2.21), and a ≥ 0 since we
removed all fields that lead to a singularity.
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We can then perform the integration (2.18) of a term (2.27) with a > 0. The leading
order gives
a|z2 − z1|−2∆ϕ+2−a
∫
D
d2w1
|z1 − w1|a−2
|w1 − z2|a+2 ∼
2a
|z1 − z2|−2∆ϕ+2a +O(
0) . (2.28)
where the 2a comes from the singularity at z1, and the O(
0) term comes from the
singularity at z2. The subleading term in (2.28) only gives higher powers in . It follows
that if a > 0, Ma does not produce a log |z1−z2| term, and therefore, does not contribute
to the shift of the weight. Moreover, in the case we are interested in, we can also exclude
the case a = 0, that is the case ∆φ = ∆ϕ. Note that the integral vanishes to leading
order in  unless ϕ and φ have the same spin. This means that a = 0 can only arise
if hϕ = hφ and h¯ϕ = h¯φ. In our applications we will take ϕ to be marginal field that
remains marginal at first order. This means that there is no marginal field in the OPE of
ϕ with Φ, which excludes the case a = 0. Similarly, we can deal with the singularities at
x = ∞ and x = 1. In summary, this establishes that the last integral in (2.24) does not
contribute to the shift in conformal weight.
The second integral
∫
C−D d
2xGreg(x) in (2.24) can in principle make a contribution to
the lifting. This happens when its  expansion has a constant term. In practice Greg(x)
is of the simple form (2.25), so that it is straightforward to evaluate this contribution
explicitly. In the cases we study we will find that there is in fact no such constant
contribution. This establishes that only the first integral in (2.24) contributes to the shift
in weight.
To summarize, the proper regularization scheme is applied to the w1 and w2 integrals
(2.15). We define it by cutting out discs of radius  for w1 and w2. A local regularization
scheme requires that the discs are independent of other variables. Transforming to the x
integral, we then have the discs in x co-ordinates depending on zi. If we chose to rather
define an ad hoc regularization scheme for the x integral through cutting out discs of
radius , we would have found that the scheme is in fact not local. This is because the
associated discs in the original co-ordinates will depend on other insertions.
In total, the outcome is the following: The second order contribution to the shift in
the conformal dimension is given by
λ2pi log(|z1 − z2|2)(z1 − z2)−2hϕ(z¯1 − z¯2)−2h¯ϕM0 (2.29)
where M0 is the 0 term in the expansion M() =
∑
aM
aa of (2.24). If the regulator
does not introduce a constant term, then M0 is given by the integral of the regulated
4-point function:
M0 =
∫
C
d2xG(r)(x) . (2.30)
As long as there is no first order contribution (which is the case for the theories we are
considering), the shift in the conformal dimension of ϕ is thus
h(λ) = h− pi
2
M0λ2 +O(λ3) . (2.31)
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3 Crossing symmetry and the cover map
3.1 Cover map
To evaluate our 4-point functions, it is useful to map them to the double cover of the
sphere, which is a torus. The cross ratio x of the sphere then turns into the modulus τ
of the torus, and the crossing (or anharmonic) group turns into the modular group. In
principle, one can use this trick for any 4-point function [25]. It was used for instance
in [30] to construct a modular sum of conformal blocks to obtain crossing symmetric
correlators. In our case, however, this approach will be even more powerful: our correlators
have four Z2 twist fields with two Z2 branch cuts between pairs of insertions. The double
cover is then indeed a torus without any branch cuts, on which we simply compute the
correlators of a free theory.
Let us now give the explicit expressions for the quantities involved. We start with a
Riemann sphere with punctures at 0, 1, x,∞, and its double cover, the torus with modulus
τ . Let z ∈ Cˆ be the coordinate on the sphere, and t ∈ C/(Z + τZ) be the coordinate on
the double cover. The cover map is given by the Weierstrass ℘ function
z(t) =
℘(t)− e1
e2 − e1 . (3.1)
Here ℘(t) is doubly periodic with periods 1 and τ , and has a double pole at t = 0. The
ei are the values of ℘ at the half periods. They can be expressed explicitly
e1 = ℘
(1
2
)
=
pi2
3
(θ43+θ
4
4) , e2 = ℘
(τ
2
)
=
pi2
3
(−θ42−θ43) , e3 = ℘
(1
2
+
τ
2
)
=
pi2
3
(θ42−θ44) ,
(3.2)
where the Jacobi theta functions θi(z|τ) are given by
θ1(z|τ) = −i
∑
n∈Z
(−1)nq 12 (n+ 12 )2yn+ 12 , (3.3)
θ2(z|τ) =
∑
n∈Z
q
1
2
(n+ 1
2
)2yn+
1
2 , (3.4)
θ3(z|τ) =
∑
n∈Z
q
1
2
n2yn , (3.5)
θ4(z|τ) =
∑
n∈Z
(−1)nynq 12n2 , (3.6)
with the usual definitions q = e2piiτ , y = e2piiz. In (3.2) and in the following use the
convention that any θi written without an argument is the specialized theta function
θi(0|τ). We will also use the identities
e1 − e2 = pi2θ43 , e1 − e3 = pi2θ44 , e3 − e2 = pi2θ42 . (3.7)
and
e1 + e2 + e3 = 0 , (3.8)
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which follows from θ44 = θ
4
3 − θ42. From (3.1) it follows that the four punctures map to the
torus as
z
(1
2
)
= 0 , z
(τ
2
)
= 1 , z(0) =∞ , (3.9)
and
x := z
(1
2
+
τ
2
)
=
θ44
θ43
=
∞∏
n=1
(
1− qn− 12
1 + qn−
1
2
)8
= 1− 16q 12 + 128q − 704q 32 + . . . . (3.10)
In particular this relates the cross ratio x of the sphere to the modulus τ of the cover torus.
It will be necessary to understand the expansion of z around those four points. To this
end, we use the fact that the Weierstrass function ℘ satisfies the differential equations [31]
(℘′(z))2 = 4(℘(z)− e1)(℘(z)− e2)(℘(z)− e3) (3.11)
and
℘′′(z) = 6℘(z)2 − (e21 + e22 + e23) . (3.12)
From this we can extract the first two derivatives of ℘ at the half-periods,
℘
(1
2
)
= e1 , ℘
′
(1
2
)
= 0 , ℘′′
(1
2
)
= 2(e1 − e2)(e1 − e3) , (3.13)
℘
(τ
2
)
= e2 , ℘
′
(τ
2
)
= 0 , ℘′′
(τ
2
)
= 2(e2 − e1)(e2 − e3) , (3.14)
℘
(1
2
+
τ
2
)
= e3 , ℘
′
(1
2
+
τ
2
)
= 0 , ℘′′
(1
2
+
τ
2
)
= 2(e3 − e2)(e3 − e1) , (3.15)
which give the Taylor expansions
t = 0 : z =
1
e2 − e1
1
t2
+ . . . , (3.16)
t =
1
2
: z = (e3 − e1)
(
t− 1
2
)2
+ . . . , (3.17)
t =
τ
2
: z = 1 + (e2 − e3)
(
t− τ
2
)2
+ . . . , (3.18)
t =
1
2
+
τ
2
: z = x+
(e3 − e2)(e3 − e1)
e2 − e1
(
t− 1
2
− τ
2
)2
+ . . . . (3.19)
We will make use of these expansions when computing correlators.
3.2 Crossing symmetry and modular transformations
Next let us discuss the action of the crossing group S3, and how it relates to transfor-
mations of τ under the modular group Γ1. The cross ratio x(τ) is closely related to the
modular lambda function λ(τ), which is usually defined as
λ(τ) =
θ42
θ43
= 1− x(τ) . (3.20)
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The modular lambda function, and therefore also x(τ), is a Hauptmodul for the congru-
ence subgroup Γ(2) given by
Γ(2) =
{(
a b
c d
)
∈ Γ1 :
(
a b
c d
)
≡
(
1 0
0 1
)
mod 2
}
. (3.21)
Being a Hauptmodul means that x(τ) is invariant under Γ(2), and that it is a bijection
from C to the quotient H/Γ(2) of the upper half plane by Γ(2). A particular choice
F2 ⊂ H for this quotient, also called a fundamental region, is plotted in figure 1. It has
three so-called cusps at 0, 1, and i∞. These cusps are mapped by x(τ) to the points
τ = i∞←→ x = 1 , τ = 0←→ x = 0 , τ = 1←→ x =∞ . (3.22)
Note that x(τ) is invariant under Γ(2), but not invariant under the full modular group
Γ1, which is generated by T and S transformations:
T : x(τ + 1) =
1
x(τ)
, S : x(− 1
τ
) = 1− x(τ) . (3.23)
For future reference, we invert (3.10) to obtain the expansion of q for x around 1,
q =
(1− x)2
256
+
(1− x)3
256
+ . . . (3.24)
Similarly, it is also useful to define its S transform
q˜ = q(− 1
τ
) =
x2
256
+
x3
256
+
29x4
8192
+ . . . (3.25)
which has the advantage that q˜ → 0 as x→ 0.
From the above, x(τ) is invariant under Γ(2), and, because it is a Hauptmodul, maps
C one to one to the fundamental region F2 = H/Γ(2) plotted in figure 1. Note that
of course any function of x(τ) is automatically invariant under Γ(2), but not necessarily
invariant under Γ1. In fact, this is exactly where the crossing (or anharmonic) group
appears: Γ(2) is an index 6 subgroup of Γ1, and in fact we have
S3 ∼= Γ1/Γ(2) (3.26)
which is the crossing group. We will label its six elements by γ = A,B,C,D,E, F . Note
that it is generated by the two transformations (3.23), S and T .
The crossing group acts by permutation on the four fields. To illustrate this, consider
the correlation function of four marginal fields Φi,
G1(x) := 〈Φ1(∞)Φ2(1)Φ3(x)Φ4(0)〉 (3.27)
where 1 denotes the identity element of the crossing group S3. The crossing groups acts
on the fields by permuting the indices 124. This means that if we take some element
γ ∈ Γ1/Γ(2), then
G1(x) ∼ Gσγ (γx) , (3.28)
12
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Figure 1: A somewhat non-standard choice for the fundamental region F2 = H/Γ(2). The
shaded region denoted by A is the standard ‘keyhole’ fundamental region F1 = H/Γ1 of
the full modular group Γ1. The other components of F2 are the images of F1 under the
non-trivial elements B,C, . . . , F of the crossing group S3.
where σγ permutes the the fields 1,2, and 4. The∼ in (3.28) comes from the fact that under
some of the crossing transformations, we pick up an additional x-dependent prefactor. For
instance
G1(1− x) = G(24)(x) , G1( 1x) = |x|4G(14)(x) . (3.29)
Since these two transformations generate the crossing group, we can in principle obtain
all prefactors from (3.29). Instead, we prefer to define a correlation function in the torus
variables
Fσ(τ) := y
2
∣∣∣∣∂x∂τ
∣∣∣∣2Gσ(x) (3.30)
Here,
∣∣∂x
∂τ
∣∣2 is the Jacobian of the cover map which has q-expansion∣∣∣∣∂x∂τ
∣∣∣∣2 = 4pi2(64q 12 q¯ 12 + . . .) (3.31)
and y is the imaginary part of the modulus τ = x+ iy.
We will see that Fσ(τ) is in fact the integrand that appears in the integral on the cover.
For the moment we simply note that Fσ(τ) has nicer transformation properties than Gσ(x)
because the Jacobian absorbs the prefactors: First note that Fσ(τ) is invariant under Γ(2),
since x is invariant under Γ(2), and the τ -derivative and y together are invariant under
Γ1. Second, note that
F1(τ + 1) = y
2
∣∣∣∣∂x−1∂τ
∣∣∣∣2G1( 1x) = y2|x′|2|x|−4G(14)(x)|x|4 = F(14)(τ) (3.32)
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and
F1(− 1τ ) =
y2
|τ |4 |τ |
4
∣∣∣∣∂(1− x)∂τ
∣∣∣∣2G1(1− x) = y2|x′|2G(24)(x) = F(24)(τ) . (3.33)
Since these two generate S3, and F (τ) is invariant under Γ(2), it follows that
F1(γτ) = Fσγ (τ) . (3.34)
Comparing this to (3.28), we see that in (3.34) we could absorb all prefactors.
Finally, note that if G(x) is actually crossing invariant, that is, if all four marginal
fields are identical, say G(x) = G1111(x), then it satisfies the crossing relations
G(x) = G(1− x) , G( 1
x
) = G(x)|x|4 . (3.35)
This implies imply that F (τ) is actually invariant under the full modular group Γ1.
Let us summarize here the action of all elements of the quotient group S3 = Γ1/Γ(2)
on the various quantities that will play a role:
Label: A B C D E F (3.36)
γ :
(
1 0
0 1
) (
0 −1
1 0
) (
1 0
−1 1
) (
1 −1
0 1
) (
0 1
−1 1
) (
1 −1
1 0
)
(3.37)
λ(γτ) : λ 1− λ 1
λ
λ
(λ− 1)
1
(1− λ)
(λ− 1)
λ
(3.38)
x(γτ) : x 1− x x
(x− 1)
1
x
(x− 1)
x
1
(1− x) (3.39)
σγ(1234) : (1234) (1432) (2134) (4231) (2431) (4132) (3.40)
Z : Zε0,ε1 Zε1,ε0 Zε0+ε1,ε1 Zε0,ε0+ε1 Zε1,ε0+ε1 Zε0+ε1,ε0 (3.41)
Here Zε0,ε1 is the partition function of a single boson compactified on S
1, as defined in
eq. (5.5), which will show up in our computations in sections 5 and 6. Note that we have
Z(τ) = Zγ(γ
−1τ). We have included its transformation properties in the above table for
completeness.
4 Integrals on the cover
4.1 Cover map and the integral
Let us now apply the insights of section 3 to compute the integral of a 4-point function
of four marginal operators. We will at first neglect all issues of regularization, and return
to this in section 4.2.
We want to express the integral (2.30) in coordinates of the cover. Since x(τ) is a
bijection between C and H+/Γ(2), the integral over x turns into an integral over the
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fundamental region of Γ(2),∫
C
G(x)d2x =
∫
H+/Γ(2)
d2τ
∣∣∣∣∂x∂τ
∣∣∣∣2G(τ) = ∫
H+/Γ(2)
y−2d2τF (τ) (4.1)
Here we use the function F (τ) which we introduced in (3.30), and y−2d2τ = =(τ)−2dτ∧dτ¯
is the usual Γ1 invariant measure. A fundamental domain F2 := H+/Γ(2) is plotted in
figure 1. Note that F2 has three cusps at 0, 1, i∞, which by eq. (3.22) correspond to the
poles of G(x) at x = 0,∞, 1, respectively. The cusps are thus exactly the points where
the integrand F (τ) can diverge.
To evaluate the integral, we want to expand F (τ) in q and q¯, integrate term by term,
and then sum over all terms. This procedure is however problematic because of the cusps
on the real line: since qhq¯h¯ is not exponentially suppressed there, there is no reason to
expect the sum over all terms to converge.
To avoid these problematic cusps on the real line, we split the total integral over
F2 into six integrals over the six images fundamental domain F1 displayed in figure 1,
and then map those to the standard keyhole region plotted in blue using the known Γ1
transformation properties of F (τ). This gives∫
C
G(x)d2x =
∑
γ∈Γ1/Γ(2)
∫
F1
y−2d2τFσγ (τ) =
∫
F1
y−2d2τ F˜ (τ) , (4.2)
where we have used (3.34) and defined
F˜ (τ) :=
∑
γ∈Γ1/Γ(2)
Fσγ (τ) . (4.3)
The advantage of this setup is that the two corners of F1 are closest to the real axis and
have values
τc = e
pii
3 , e
2pii
3 , (4.4)
so that in all of the integration region
|q| < e−pi
√
3 . (4.5)
We can thus expect that the sum over the integrated terms converges very quickly. Note
in particular that on the base, these corner points correspond to
xc =
1
2
± i
√
3
2
, (4.6)
with |xc| = 1. This explains why it is useful to go to the cover to perform the τ integral
order by order in q rather than doing the same for x integral: the radius of convergence
of G(x) around 0 is 1, and even if we use crossing symmetry, we need to integrate up to
the points xc, which have |xc| = 1. The expansion in x will thus converge badly, whereas
the expansion in q converges much better.
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Note that F˜ (τ) defined in (4.3) is now invariant under all of Γ1, since it is the sum
of all images of Γ1/Γ(2). If the four marginal fields happen to be identical, then F (τ) is
already invariant under Γ1, so that F˜ (τ) = 6F (τ) and∫
C
G(x)d2x = 6
∫
F1
y−2d2τF (τ) . (4.7)
Next, we expand F˜ (τ) around the cusp i∞,
F˜ (τ) =
∑
H,H¯
y2aH,H¯q
H q¯H¯ (4.8)
where H − H¯ ∈ Z, since F˜ is invariant under T . To find the actual expression (4.8), we
compute the q-expansions of the Fσ(τ) by expanding the appropriate Gσ(x) around 0.
We then integrate (4.8) term by term. To evaluate the integral over τ = x + iy, we
first switch to complex coordinates,∫
F1
y−2dxdyF˜ (τ) =
i
2
∫
F1
dτdτ¯y−2F˜ (τ) . (4.9)
Let us also assume for the moment that H + H¯ > 0 — we will return to regularization
issues momentarily. A given term can then be integrated as
I(H, H¯) :=
i
2
∫
F1
e2pii(Hτ−H¯τ¯)dτdτ¯ =
{
(4piH¯)−1
∫
∂F1 e
2pii(Hτ−H¯τ¯)dτ : H¯ 6= 0
(4piH)−1
∫
∂F1 e
2piiHτdτ¯ : H¯ = 0
(4.10)
where we have used Stokes’ theorem. Due to invariance under τ 7→ τ+1, the contributions
of the two vertical sides of F1 cancel out, and the integrand vanishes at i∞. The only
contribution thus comes from the circle segment of the keyhole region running between
e
pii
3 and e
2pii
3 ,
I(H, H¯) =
 − i4piH¯
∫ 2pi
3
pi
3
e2pii(He
iθ−H¯e−iθ)eiθdθ : H¯ 6= 0
i
4piH
∫ 2pi
3
pi
3
e2pii(He
iθ−H¯e−iθ)e−iθdθ : H¯ = 0
(4.11)
The total integral is then given by∫
F1
y−2dxdyF˜ (τ) =
∑
H,H¯
aH,H¯I(H, H¯) . (4.12)
Note that I(H, H¯) is exponentially suppressed in H and H¯, so that the total integral,
i.e. the sum over all terms, converges fairly quickly. It may be possible to improve on the
convergence by using methods described in [32], but we did not attempt to do so. Instead,
we simply evaluate the integrals I(H, H¯) in (4.11) numerically using Mathematica.
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4.2 Regularization scheme
In the above, we avoided any divergence issues at x = 0 and ∞ by mapping the cor-
responding cusps to the cusp τ = i∞. To avoid divergences at that cusp, we simply
assumed that the integrand decayed exponentially. There are of course terms which do
not decay, which is why the integral needs to be regularized. This is what we will discuss
now.
If there is a field of weight h, h¯ in the OPE of the two marginal fields at x and 1, then
G(x) has a term
G(x) ∼ 1
(1− x)2−h(1− x¯)2−h¯ (4.13)
in its expansion around x = 1. Using (3.10) and (3.31), we find that on the cover, this
translates to F (τ) expanding around q = 0 as
F (τ) ∼ y2q h2− 12 q¯ h¯2− 12 . (4.14)
From (4.8), we see that H = h
2
− 1
2
and H¯ = h¯
2
− 1
2
. It is thus exactly the relevant fields
which lead to exponential growth at i∞, and which therefore must be regularized.
To regularize them, the usual -disc scheme is not very convenient, since the discs will
be mapped to more complicated shapes under the cover map. Instead, we will therefore use
the subtraction scheme described in section 2.3: namely, we subtract the contributions of
relevant fields at the three singularities 0, 1,∞. To this end we define the three regulators
G0(x) =
∑
∆φ<2
CΦ4Φ3ϕCΦ2Φ1φ
x2−hφx¯2−h¯φ
(4.15)
G1(x) =
∑
∆φ<2
CΦ2Φ3φCΦ1Φ4φ
(1− x)2−hφ(1− x¯)2−h¯φ (4.16)
G∞(x) =
∑
∆φ<2
CΦ1Φ3φCΦ2Φ4φ
xhφx¯h¯φ
(4.17)
Note that here we assume that there are no field of total weight ∆ = 2. (In fact, we
only need to assume that there are no marginal fields in the OPE, since the integrals of
(4.15)–(4.17) do not give a constant term if the weight of ϕ is not equal to (1,1). Since
our marginal fields Φi are marginal at first order, this is automatically the case.) The
regularized correlation function G(r)(x) is the defined as
G(r)(x) = G(x)−Greg(x) = G(x)−G0(x)−G1(x)−G∞(x) (4.18)
and has no singularities when integrated over C. Next we need to check the -disc regulated
integral of the regulators ∫
C−D
G0,1,∞(x)d2x (4.19)
for constant terms, which would affect the shift as described below (2.24). Clearly the
only way to obtain a constant term is if ∆φ is integer. We therefore only need to check
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the cases (0, 0), (1
2
, 1
2
) and (1, 0). Explicit computation shows that only the last case gives
a constant term. However, for the examples we consider below, there are never such fields
in the OPE. We can thus simply use (2.30) to compute the lifting.
We can now repeat the procedure described in section 4.1 using the regularized corre-
lator. We define
F (r)(τ) := y2|x′|2G(r)(x) , (4.20)
which is still Γ(2) invariant, and then use the regulated F (r)(τ), rather than F (τ), as the
integrand. To obtain F˜ (r)(τ), we can write
F (r)(γτ) = Fσγ (τ)− Freg(γτ) (4.21)
where
Freg(γτ) = y
2
∣∣∣∣∂(γx)∂τ
∣∣∣∣2Greg(γx) , (4.22)
and we use the expressions (3.39) for γx = x(γτ). F˜ (r)(τ) is then simply the sum of these
over S3. The total integral is thus simply∫
C
G(r)(x)d2x =
∫
F1
y−2d2τ F˜ (r)(τ) (4.23)
which is no longer divergent at i∞, and can be evaluated term by term using (4.12).
5 Marginal twisted fields: T16/Z2
5.1 Torus orbifolds
Let us now investigate marginal fields of Z2 torus orbifolds. The Z2 symmetry with
which we are orbifolding is the usual X 7→ −X symmetry of the torus. As usual, the
orbifolding introduces twisted sectors, one for each fixed point of Z2. Perturbation theory
in the untwisted sector is not very interesting, since the theory is free there. The twisted
sectors, however, are more interesting.
Let us denote the ground state of the twisted sector corresponding to the fixed point
ε by σε. If there are c free bosons, the ground state has conformal weight
hσε =
( c
16
,
c
16
)
. (5.1)
States in the twisted sectors can then be constructed by acting with descendants of the
bosons ∂X, as long as we ensure to construct orbifold invariant states by including an
even total number of descendants. Note that in the twisted sector the free bosons are
half-integer moded,
∂X(z) =
∑
r∈Z+ 1
2
∂Xrz
−r−1 , (5.2)
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so that they indeed pick up a minus sign when rotated around the twist field σ(0).
From (5.1) we see that there are two ways of obtaining a marginal field in the twisted
sector: if c = 16, then σ by itself is already marginal. If c = 8, then its bosonic descendant
∂X− 1
2
∂¯X− 1
2
σε (5.3)
is a marginal field. In both cases the field continues to be marginal at first order, since the
3-point function 〈σσσ〉 vanishes for the twist field and all its descendants, as it contains
an odd number of twist fields. The question that we want to study is therefore if the field
continues to be marginal at second order. Since the theory is not supersymmetric, there
is no reason to expect so, and indeed we will find that the field ceases to be marginal at
second order, and is therefore not a moduli of the theory.
5.2 T1/Z2
Let us start out with a single boson compactified on a circle of radius R. There are then
two fixed points at 0 and piR, which we label by ε ∈ Z2. The 4-point function of their
ground states σε can be written as [33]:
Gε0,ε1(x) := 〈σ0(∞)σε1(1)σε1+ε0(x)σε0(0)〉 = ZcovZε0,ε1(τ) (5.4)
where
Zε0,ε1(τ) =
1
|η(τ)|2
∑
m∈Z,n∈2Z+ε0
(−1)mε1q 14(mR+nR2 )
2
q¯
1
4(
m
R
−nR
2 )
2
(5.5)
and
Zcov(τ) = 2
− 2
3 |x(1− x)|− 112 . (5.6)
Let us discuss (5.4) in detail. First of all, note that we can shift the fractional charge
ε by an overall constant, which allows us to set the charge of the first field to zero without
loss of generality. Due to overall charge conservation module Z2, the charge of the third
field is fixed. Eq. (5.4) is thus the most general non-vanishing 4-point function. To
compute (5.4), we note that the four twist fields lead to two Z2 branch cuts. To eliminate
those, we map the four-punctured sphere to its double cover, using the map introduced in
section 3. The prefactor Zcov in (5.4) comes from this transformation [34]. On the cover,
the ground states become vacuum states, which explains why Zε0,ε1(τ) is essentially the
0-point function of the free boson on the covering torus.
Note however that there are a few crucial differences to the usual 0-point function.
First of all, the sum is over even winding modes only. Second, there is an additional
factor of 2 in the exponent due to the fact that the torus is a double cover of the original
sphere. Last, only if ε0 = ε1 = 0, that is only if all four twist fields are in the same fixed
point sector, do we recover the usual partition function. In all other cases, the fractional
charges of the various twist fields shift the winding modes, or introduce additional signs.
Finally note that Zε0,ε1(τ) transforms under Γ1 as
Zε0,ε1(τ + 1) = Zε0,ε0+ε1(τ) , Zε0,ε1(− 1τ ) = Zε1,ε0(τ) . (5.7)
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This is compatible with the the transformation properties listed in (3.41). In particular,
Zε0,ε1(τ) is invariant under T
2 and ST 2S, which means that it is invariant under Γ(2), as
is required.
Let us discuss the case of four identical fields in slightly more detail. If we have
ε0 = ε1 = 0, Z00(τ) is fully invariant under Γ1. As expected, we get
G00(1− x) = G00(x) , (5.8)
and also
G00(
1
x
) = 2−
2
3 |x−3x(x− 1)|− 112Z00(τ) = |x| 14G00(x) = x2hx¯2h¯G00(x) , (5.9)
with h = h¯ = 1
16
. To investigate the expansion around x = 0, we can first use (5.8) and
then (3.24) to find
G00(x) = |x|− 14
∑
h,h¯
1
16h+h¯
xhx¯h¯(1 + . . .) (5.10)
where the sum is over
h = 1
2
(m
R
+ nR
2
)2 , h¯ = 1
2
(m
R
− nR
2
)2 , m ∈ Z, n ∈ 2Z . (5.11)
The dots include all bosonic descendants of the lattice fields. This is compatible with the
fact that the two ground states of weights h = h¯ = 1
16
at x and 0 fuse to produce the
vacuum and higher modes.
5.3 T16/Z2
Let us now consider the case of 16 free bosons on T16, so that σε is marginal. For simplicity,
we take T to be the product of 16 S1 of identical radius R. In total, there are now 216
fixed points, which we denote by ~ε ∈ Z162 . The total correlation function can then be
written as a product of 16 individual correlation functions. That is, we have
G~ε0,~ε1(x) = 2
− 32
3 |x(1− x)|− 43Z~ε0,~ε1(τ) (5.12)
with
Z~ε0,~ε1(τ) =
1
|η(τ)|32
16∏
i=1
Z
ε
(i)
0 ,ε
(i)
1
(τ) (5.13)
where Z
ε
(i)
0 ,ε
(i)
1
(τ) is given by (5.5). We then have
F (τ) = y2|x′|2G~ε0,~ε1(x) = y2|x′|2−
32
3 |x(1− x)|− 43Z~ε0,~ε1(τ) . (5.14)
As usual, the prefactor y2|x′|2− 323 |x(1−x)|− 43 is invariant under modular transformations.
To obtain F˜ (τ), we use (3.41) for the sum over the crossing group. The unregularized
integral is then∫
C
G~ε0,~ε1(x)d
2x =
∫
F1
d2τ |x′|2− 323 |x(1− x)|− 43×
× (Z~ε0,~ε1 + Z~ε1,~ε0 + Z~ε0+~ε1,~ε1 + Z~ε1,~ε0+~ε1 + Z~ε0+~ε1,~ε0 + Z~ε0,~ε0+~ε1) . (5.15)
We can write down the analogous expression for the regularized integral.
20
5.4 The lifting matrix
Let us now compute the lifting of the conformal weight of the marginal fields σ~ε when
perturbing by Φ. For concreteness, we will choose the radii of all tori to be R = 2
3
.
Without loss of generality we also choose our marginal field to be Φ = σ0. We want to
compute the lifting matrix M0~ε1~ε2 for the 2
16 marginal fields σε. In particular, M
0
00 will
gives us the lifting of Φ, which will tell us whether Φ is marginal at second order or not.
The lifting matrix to second order in Φ is thus given by
M0~ε1~ε2 =
∫
C
d2x
(
〈σ~ε1(∞)Φ(1)Φ(x)σ~ε2(0)〉 −Greg(x)
)
. (5.16)
Charge conservation immediately implies that ~ε1 = ~ε2 =: ~ε, which means that M
0 is
diagonal. To bring the 4-point function to the form (5.4), we shift the overall charges
such that the correlator is now given by
G0,~ε(x) = 〈σ0(∞)σ~ε(1)σ~ε(x)σ0(0)〉 , (5.17)
that is, ~ε1 = ~ε, ~ε0 = 0.
For a start, let us compute the entryM000, which will give us the lifting of the perturbing
field Φ itself. The 4-point function then has four identical fields Φ and is therefore invariant
under crossing transformation. We use (5.12) to compute the regulator (4.15) and obtain
G0 =
1
x2x¯2
+
20 2
4
9
3x
14
9 x¯
5
9
+
2
29
9
9x
16
9 x¯
7
9
+
70 2
2
3
(xx¯)
4
3
+
20 2
4
9
3x
5
9 x¯
14
9
+
2
29
9
9x
7
9 x¯
16
9
+
911
2
19
9 (xx¯)
10
9
+
30 2
4
9
(xx¯)
14
9
+
2
29
9
(xx¯)
16
9
. (5.18)
Because the correlator is crossing symmetric, we obtain the same coefficients for G1 and
G∞, allowing us to compute Greg(x). Putting everything together, we obtain F˜reg(τ) from
(4.20), which we then expand in q, q¯. We then integrate it term by term up to a cutoff
Hmax in H, H¯. We have not tried to estimate the error, but the integral converges fairly
well in Hmax as is shown in table 1. Using these results together with (2.31), we find that
σ0 is not exactly marginal, but rather marginally relevant.
h, h¯ ≤ Hmax = 1 2 3 4
M000: 15306.4 15364.9 15363.8 15363.9
Table 1: Anomalous dimension of the marginal field Φ = σ0 for T16/Z2 for four fields Φ.
This is associated with the element M000 of the mixing matrix. Hmax is the upper cutoff
of the integral and the results show that the integral converges well.
Next we want to compute the lifting of arbitrary twist fields σ~ε under perturbations by
Φ. To that end we need to compute the lifting matrix M0~ε1~ε2 for general ~ε1,2. From charge
conservation we immediately see that ~ε1 = ~ε2, so that M
0 is diagonal. From (5.13) we see
21
that of the 216 possible choices for ~ε, only the number of non-zero entries of ~ε matters.
We will denote the number of such entries by n with n = 0, 1, . . . , 16. It is thus enough
to compute only 17 different cases.
Now that the 4-point function is no longer crossing symmetric, we need to take into
account the different images of the crossing group. For a general 4-point function, from
(5.15) we see that we need six images of the crossing group in (3.41),
ZA = Z~ε0,~ε1 , ZB = Z~ε1,~ε0 , ZC = Z~ε0+~ε1,~ε1 , (5.19)
ZD = Z~ε0,~ε0+~ε1 , ZE = Z~ε1,~ε0+~ε1 , ZF = Z~ε0+~ε1,~ε0 . (5.20)
In our case, we have in fact ~ε0 = 0, ~ε1 = ~ε, so that some of those functions are identical.
Similarly the regulators G0,1,∞(x) will now all have different coefficients. To obtain these,
we expand G~ε0,~ε1(x) around x = 0, 1, and ∞. In practice, we know the expansion of Z
around q = 0, that is τ = i∞, from (5.13), which corresponds to the expansion around
x = 1. This means we can take
G1(x) = G~ε0,~ε1(x)|x=1relevant = 2−
32
3 |x(1− x)|− 43ZA(τ)|τ=i∞relevant . (5.21)
To find the expansion around x = 0, we use the modular transformation properties of
x(τ) and Z~ε0,~ε1(τ). Namely, we have
G0(x) = G~ε0,~ε1(x)|x=0relevant = 2−
32
3 |x(1− x)|− 43Z~ε0,~ε1(τ)|τ=0relevant
= 2−
32
3 |x(1− x)|− 43ZB(− 1τ )|
− 1
τ
=i∞
relevant . (5.22)
which, because of (3.25), indeed gives an expansion in x around 0. Finally, from (3.41)
we see that Z~ε0,~ε1(τ) = Z~ε0+~ε1,~ε0(− 1(τ−1)), which we use to obtain
G∞(x) = G~ε0,~ε1(x)|x=∞relevant = 2−
32
3 |x(1− x)|− 43Z~ε0,~ε1(τ)|τ=1relevant
= 2−
32
3 |x(1− x)|− 43ZF (− 1(τ−1))|
− 1
(τ−1) =i∞
relevant , (5.23)
which, because of q(− 1
(τ−1)) =
1
256
x−2+. . ., indeed gives an expansion in x around infinity.
This way we obtain
Greg(x) = G0(x) +G1(x) +G∞(x) (5.24)
and finally
F (r)(τ) = F (τ)− y2|x′|2Greg(τ) . (5.25)
The total integral (5.16) is then given by∫
C
G(r)(x)d2x =
∫
F1
y−2d2τ
∑
σ∈S3
F (r)σ (τ)
=
∫
F1
y−2d2τ
(
F (r)ε0,ε1 + F
(r)
ε1,ε0
+ F
(r)
ε0+ε1,ε1 + F
(r)
ε1,ε0+ε1 + F
(r)
ε0+ε1,ε0 + F
(r)
ε0,ε0+ε1
)
. (5.26)
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In practice, to obtain F
(r)
σ (τ), for the Fσ(τ) part we simply use (3.34) and the fact that
σ acts on ~ε0,1 as described in (3.41) . For the regulators, as described in section 4.2, we
find it easier to explicitly insert the transformed variable γx = x(γτ) into |x′|2Gtot(x),
and then expand in q.
From this we compute the lifting matrix by integrating the expansion of F˜ (r) up to
Hmax = 4. We list the entries of the lifting matrix in table 2, where n denotes the number
of non-zero entries of ~ε. We find that the integrals at that order have converged to the
precision given in the table. Overall, the lifting matrix is diagonal, and all diagonal entries
are non-vanishing. It follows that the marginal operator Φ, and therefore, all marginal
operators σε, are not exactly marginal. Their shift in conformal weight under perturbation
by Φ is given by
hn(λ) = 1− pi
2
M0nnλ
2 +O(λ3) . (5.27)
n : 0 1 2 3 4 5 6 7
M0nn : 15364 -552 5724 -525 -161 142 183 49
8 9 10 11 12 13 14 15 16
-106 -150 -30 192 301 -99 -1606 -5049 -11501
Table 2: Entries of the mixing matrix M0~ε1~ε2 (5.16). Here M
0
nn gives the shift in weight
of the marginal field Φ = σ~ε under the perturbation Φ = σ0, and n denotes the numbers
of non-zero entries in ~ε. Because of charge conservation there are only 17 distinct values
out of the 216 indices — see the discussion above (5.19).
6 Marginal twisted fields: T8/Z2
6.1 Torus correlators of descendant fields
Here we want to investigate the lifting of marginal fields of the form ∂X− 1
2
∂¯X− 1
2
σ. To
compute their correlation functions, we proceed again by mapping to the double cover.
This means that we need to compute correlation functions of bosonic descendants on the
torus.
Our starting point for this is the torus correlation function for bosonic operators of
the form
Oαi(z, z¯) = e
i
√
2αiX(z,z¯) . (6.1)
This operator has conformal weight hi = h¯i = α
2
i . The correlation function of n such
operators on the torus may, for instance, be found in [35] for the uncompactified case and
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in [36] for the compactified case,2 and is given by
Z(zi) = 〈Oα1(z1, z¯1) . . . Oαn(zn, z¯n)〉
=
∏
i<j
(
∂zθ1(0|τ)
θ1(zij|τ)
)−2αiαj (∂zθ1(0|τ)
θ1(zij|τ)
)−2α¯iα¯j
1
|η(τ)|2
∑
α,α¯
qhq¯h¯e4ipi(
∑
k ααkzk−α¯α¯k z¯k) . (6.2)
Here we choose the αk such that charge conservation is satisfied, and the sum is over the
internal left- and right-moving α, α¯.
To obtain torus correlation function of fields ∂X from this, we use
∂zX = lim
α→0
∂zOα
i
√
2α
(6.3)
and take limits of derivatives of eq. (6.2). To compute 2-point functions for instance, we
start with
〈Oα1(z1, z¯1)O−α1(z2, z¯2)〉 =
∣∣∣∣θ1(z1 − z2|τ)∂zθ1(0|τ)
∣∣∣∣4h1 1|η(τ)|2 ∑
α,α¯
qhq¯h¯e4ipi(ααz12−α¯α¯z¯12) (6.4)
Taking the derivative ∂1∂2 pulls down various factors of h and α. Because of α → 0, we
only need to keep terms quadratic in α or linear in h. This means that we will either have
to act with both derivatives on the θ functions, or with both derivatives on the sum. In
total, we obtain
〈∂X(z1)∂X(z2)〉 =
∑
α,α¯
Zα,α¯ (6.5)
where
Zα,α¯ =
(
K(z1 − z2)− 8pi2α2
) 1
|η(τ)|2 q
α2 q¯α¯
2
. (6.6)
Here we have defined the Green’s function
K(z) =
θ′′1(z|τ)θ1(z|τ)− (θ′1(z|τ))2
θ1(z|τ)2 . (6.7)
It is straightforward to generalize this to more complicated correlation functions. In
general, Zα,α¯ factorizes into a left-moving and a right-moving part. For the 2-point func-
tion with both left- and right-moving descendants
〈(∂X∂¯X)(z1, z¯1) (∂X∂¯X)(z2, z¯2)〉 (6.8)
we find
Zα,α¯ = ZαZ¯α¯ (6.9)
with
Zα =
(
K(z1 − z2)− 8pi2α2
) 1
η(τ)
qα
2
. (6.10)
2Note that there is a typo in eq. (12.150) of [36] which we have fixed in eq. (6.2) above.
24
The general structure of a n-point correlation function on a torus is the following:
Z(zn) =
∑
α,α¯
Zα,α¯(zn) . (6.11)
Here Zα is the ‘quantum part’ of the correlation function around a given classical solution
of momentum α, α¯, and the total correlation function is the sum over all classical solutions.
Let us now turn to the correlation function that we need for the computation of
the lifting matrix. It has 4 fields ∂X∂¯X located at the four branch points, that is, at
z1 =
τ
2
, z2 =
1
2
+ τ
2
, z3 = 0, and z4 =
1
2
. We can repeat the procedure above by taking a
total of eight derivatives. The resulting expression, expanded in q, gives
Zα =
1
η(τ)
qα
2
( (
64pi4α4 − 16pi4α2 + pi4)+ (384pi4α2 + 144pi4) q + . . .) (6.12)
and similarly for Z¯α¯. Multiplying holomorphic and anti-holomorphic parts together, we
obtain
Zα,α¯ =
1
|η(τ)|2 q
α2 q¯α¯
2
( (
64pi4α4 − 16pi4α2 + pi4)+ (384pi4α2 + 144pi4) q + . . .)×
×
( (
64pi4α¯4 − 16pi4α¯2 + pi4)+ (384pi4α¯2 + 144pi4) q¯ + . . .) . (6.13)
We now need to convert these torus correlation functions to twist field correlation functions
on the base space.
6.2 Twisted fields and the cover map
So far we only discussed correlation functions of twist ground states σ. Let us now discuss
how to compute correlation functions of general fields in the twisted sector. Suppose φ is
a Z2 invariant field of weight (h, h¯). Let σ˜ be a twisted field in the OPE of φ with σ,
φ(z, z¯)σ(0) ∼ 1
zhσ+h−hσ˜ z¯h¯σ+h¯−h¯σ˜
σ˜(0) + . . . , (6.14)
where σ has dimensions hσ = h¯σ. We claim that the leading field in the OPE has
dimensions hσ˜ = h¯σ˜ = hσ +
h
2
. To see this, we start out with the correlation function on
the cover
Z(ti) , (6.15)
where the ti are the cover coordinates of the various fields φi. We will send the ti to the
images of the branching points on the torus to recover the fields σ˜. Note, in particular, that
on the torus this limit is not divergent, other than possible normal ordering prescriptions
between different φi at the same point.
On the base the correlation function is then
G(zi) =
∏
i
(f ′(ti))−hi(f¯ ′(ti))−h¯iZ(ti)Zσ (6.16)
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where f(t) is the cover map such that zi = f(ti), and Zσ is the contribution of the cover
map coming from the twist fields [34]. Assume that the branch point of f(t) at t = 0 is
given by
z(t) = bt2 + . . . . (6.17)
As pointed out above, when sending t→ 0, Z(t) remains regular. We do however pick up
a singularity of the form
2−h−h¯b−
h
2 b¯−
h¯
2
z
h
2 z¯
h¯
2
(6.18)
in eq. (6.16) from the prefactors f ′. On the base, the interpretation of this singularity is
simply the appearance of σ˜ with the claimed dimensions in the OPE (6.14). In total, the
correlation function of σ˜ is thus
〈σ˜(0) . . .〉 = lim
t→0
z
h
2 z¯
h¯
2Z(zi) = 2
−h−h¯b−
h
2 b¯−
h¯
2Z(ti)Zσ . (6.19)
This generalizes the expressions derived in [34] to non-holomorphic fields. Note that we
fixed the normalization of the twisted field σ˜ through (6.14). It may therefore differ from
more standard normalizations.
In the case at hand, we want to take φ = (∂X∂¯X)(z, z¯) in eq. (6.14). We want to work
with φ directly, since it is invariant under Z2, unlike its holomorphic and anti-holomorphic
components ∂X and ∂¯X. We then define the marginal field Φ by
φ(z, z¯)σ(0) =
1
4
1
z
1
2 z¯
1
2
Φ(0) + . . . , (6.20)
where we introduced the factor of 1
4
to ensure that Φ will be normalized correctly. To put
it another way, up to normalization, Φ is given by ∂X− 1
2
∂¯X− 1
2
σ.
To check the normalization of Φ, let us compute the 2-point function 〈Φ(a)Φ(0)〉.
Following [34], we use the cover map
f(t) =
at2
2t− 1 , (6.21)
which maps the insertion points to 0 and 1 on the spherical cover. The 2-point function
on the cover is thus simply |t1− t2|−4 which then gives 1 when we send t1 → 0 and t2 → 1.
The cover map itself gives b = a for both branch points, see eq. (6.17). Using the fact
that Zσ is simply the 2-point function 〈σ(a)σ(0)〉 = |a|−4hσ , we find
〈Φ(a)Φ(0)〉 = 1|a|4(hσ+ 12 ) , (6.22)
which shows that with our convention Φ is indeed normalized to 1.
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6.3 Correlators of twisted fields
Let us start with the correlation function for a single free boson of two twist fields and
two moduli inserted at 1 and x,
〈σ(∞)Φ(1)Φ(x)σ(0)〉 . (6.23)
This means we have t(z = 1) = τ
2
and t(z = x) = 1
2
+ τ
2
, giving b1 = e2 − e3 = −pi2θ42
and bx =
(e3−e1)(e3−e2)
(e2−e1) = pi
2θ42θ
4
4θ
−4
3 , respectively. The contribution for four twist fields σ
is again given by
Zσ(x) = 2
− 2
3 |x(1− x)|− 112 . (6.24)
Putting together eqs. (6.8)-(6.8), (6.16), and (6.24), we find
〈σ(∞)Φ(1)Φ(x)σ(0)〉 = 2− 23 |x(1− x)|− 112 |pi−2θ−24 θ−42 θ23|2×
×
∑
α,α¯
(
K(1
2
)− 8pi2α2) (K(1
2
)− 8pi2α¯2
) 1
|η(τ)|2 q
α2qα¯
2
. (6.25)
Following [33], we are summing over
α =
1
2
(
mR +
n
2R
)
α¯ =
1
2
(
mR− n
2R
)
(6.26)
with m ∈ Z, n ∈ 2Z, so that n is even. Expanding around x = 1 we find
〈σ(∞)Φ(1)Φ(x)σ(0)〉∣∣
x=1
=
1
(1− x) 98 (1− x¯) 98 + . . . (6.27)
which agrees with the fact that Φ has weight ( 9
16
, 9
16
).
We can now finally put everything together to compute the shift in weight for the
marginal field Φ. We will not compute the full lifting matrix, but instead concentrate on
a single modulus Φ whose 4-point function we compute. For concreteness, we choose
Φ ∼ ∂X1− 1
2
∂¯X1− 1
2
σ0 , (6.28)
where the normalization is understood to be fixed by (6.20). The 4-point function
〈Φ(∞)Φ(1)Φ(x)Φ(0)〉 is then computed by taking (6.11) together with (6.13) and multi-
plying with seven factors of the torus partition function. We then multiply it with the
appropriate cover map contribution, see eq. (6.16):
G(x) = ZcovZ . (6.29)
The cover map contribution Zcov consists of the contribution from the twist fields and
from the other fields. To go down to the sphere, we now have b0 = e3 − e1 = −pi2θ44,
bx =
(e3−e1)(e3−e2)
e2−e1 = pi
2θ42θ
4
4θ
−4
3 , b1 = e2 − e3 = −pi2θ42, and b∞ = (e2 − e1)−1 = −pi−2θ−43 .
Putting everything together we get
Zcov =
∣∣∣pi−4θ−42 θ−44 2− 83 (x(1− x))− 13 ∣∣∣2 (6.30)
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Evaluating the integral with Mathematica, we evaluate the mixing matrix element
M000 (5.16). Table 3 shows the anomalous dimensions for 5 values of the upper cutoff
Hmax and we again find that the integral converges very well. This establishes that Φ is
not marginal at second order, but becomes irrelevant.
h, h¯ ≤ Hmax = 1 2 3 4 5
M0 -113.209 -101.395 -101.85 -101.84 -101.841
Table 3: anomalous dimension of the marginal field Φ (6.28) for the theory of free bosons
on T8. All the four marginal fields in the 4-point function (5.16) sit at the same fixed
point, which corresponds to the element M000 of the mixing matrix. Hmax is the upper
cutoff of the integral as before, and the integral converges well.
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