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Abstract 
 
Healthcare systems have multistate processes. Such processes may be modeled using flowgraphs, 
which are directed graphs. Flowgraph models support a variety of transition time distributions, easily 
handle reversibility between states and allow alternate paths to the event or state of interest to be taken.  
However, estimation of flowgraph and first passage time distribution parameters can lead to incorrect 
inferences when interdependent data are treated as independent. 
In this dissertation, we expand the flowgraph model to accommodate nested and correlated data 
structures.  We develop a framework to incorporate random effects into transition probability and 
transition time components of a flowgraph model. By introducing cluster-level random effects, we show 
how conditional independence can be utilized to improve the accuracy and reliability of results from a 
flowgraph analysis of clustered data.  We consider correlated random effects across multiple transitions 
when individuals are clustered by group membership.  Then, we consider a second level of random effects 
when specific transitions may be repeated within individuals.  We compare the performance of flowgraph 
models with random effects to naïve flowgraph models across various strengths of positive and negative 
correlation, various magnitudes of between-cluster variation and various sample sizes.   
Our proposed approach enables broader and more complete evaluations of multistate time to 
event data. We provide both Frequentist and Bayesian perspectives on estimation and demonstrate the 
methodology with simulated data and meaningful real data applications. Lastly, we discuss the 
implications for future research.  The flexibility of the flowgraph model and the ability to accommodate 
clustered data structures makes it an ideal choice for many applications in healthcare. 
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Chapter 1: Introduction and Literature Review 
 
Healthcare is a process.  These processes may be described by the sequence of events taken in the 
diagnosis, treatment, and prevention of disease to improve a person’s wellbeing (Mans, van der Aalst, & 
Vanwersch, 2015).  To improve healthcare, we must be able to analyze these processes. However, 
healthcare processes are often multifaceted and require flexibility in treatment decisions.  Many processes 
in healthcare can be described by an initial state, such as disease diagnosis, and a final state, such as 
death.  Between the initial and final state, there are often numerous intermediate states such as stages of 
progression, states of remission, relapses, and different types of therapy.  The intermediate states may be 
unidirectional or allow reversibility.  Often, there will be alternate paths a patient can take.  At the time of 
diagnosis, the path a patient will take is unknown.  By defining these processes as sets of states, we can 
use multistate models to evaluate and tackle problems in healthcare.  
Statistical flowgraphs models (Huzurbazar, 2005) are a type of multistate model that provide a 
flexible framework for estimating the time between an initial and a final state, irrespective of the path 
taken.  The time between the two states of interest is referred to as the first passage time distribution 
between those states and is a defining feature of flowgraph analysis. The basic idea of flowgraph models 
is to use transforms of the waiting time distributions between adjacent states to find the transform of a 
distribution between any two states. From these transforms, the density, hazard, and survival between any 
two states can be found. Traditional multistate models based on hazard rates may be sufficient to find 
binary probabilities of transitioning between two states in a given period of time, but finding the density 
of transition times between the states is much more complicated and may be intractable in processes that 
allow reversibility (Huzurbazar, 2005). Flowgraph models easily handle reversibility and do not make any 
direct assumption about hazard rates, allowing hazards to be modeled more realistically. Flowgraph 
2 
 
models can accommodate a variety of transition time distributions between different states and don’t 
require transitions within a flowgraph to have the same distributional form. Additionally, many other 
quantities of interest such as time-dependent state probabilities, overall path probabilities, expected time 
spent in each state, and expected number of visits to a state are calculated as by-products in a flowgraph 
analysis, whereas these calculations are not always straightforward in conventional multistate models.   
A drawback of flowgraph models is that to date, they have not been able to accommodate 
correlated or nested data structures.  There are several types of correlation we might expect to arise from 
clustered multistate data. Types of clustering include the observations nested within individuals and 
individuals nested within groups. Natural hierachies in healthcare data often occur due to grouping factors 
such as patients within doctors and doctors within hospitals. It is well known that the failure to account 
for hierarchal data structures can lead to incorrect inferences (Leeuw & Meijer, 2008).  Modeling 
interdependent data as independent not only violates model assumptions but may produce misleading and 
biased results.   Nested and correlated data structures are not new concepts in the field of statistics. 
Multilevel modeling of multilevel data has been studied extensively over the past 20 years.  Random 
effect models that utilize properties of conditional independence within clusters have been widely used 
and accepted as a useful tool to model interdependencies arising from clustered data.  However, there is 
currently no method available to address these interdependencies in flowgraph models.  The novelty of 
our method is through the incorporation of random effects into flowgraph model components. By 
introducing random effects into the flowgraph model, we explicitly model the correlation in clustered 
multistate time to event data.   
In the remainder of Chapter 1, we provide a literature review of statistical flowgraph models and 
progress to date. In Chapter 2, we introduce random effects within flowgraph framework and provide 
three data simulations comparing flowgraphs with random effects to naïve flowgraph models. In Chapter 
3, we provide examples with real data of Emergency Department (ED) discharge to readmission 
processes among Veterans.  Lastly, in Chapter 4, we conclude with a discussion of our findings and 
directions for future research. 
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Statistical Flowgraph Models 
A statistical flowgraph is a type of multistate model.  They first appeared in literature as ‘signal 
flowgraphs’ in the field of electrical engineering for finding transfer functions of electrical current  
(Mason, 1953).  They gained popularity after Butler and Huzurbazar (1997) presented the methodology to 
compute Bayesian predictive densities of first passage times in stochastic network models for survival 
analysis. In multistate models, the states are the outcomes. A flowgraph is an outcome graph in which the 
nodes represent states and directed line segments, or branches, connecting the nodes represent the 
transitions between states.  Each branch is composed of a probability and a waiting time distribution. We 
use transforms of the branch waiting time distributions to find the transform of the distribution between 
any two (possibly not directly connected) states of interest. The distribution from the initial state of 
interest to the final state of interest is called the first passage time distribution between those states. 
Typically, we are interested in the first passage distribution for the time between entry into an initial state 
and a final absorbing state, irrespective of the path taken to get there.  Once we obtain the transform for 
this distribution, we can invert it into a density.  We use the density to calculate summary statistics and 
other quantities of interest, such as survival and hazard. A popular transform used in flowgraphs is the 
Moment Generating Function (MGF).  Consider a branch connecting arbitrary states 𝑗 and 𝑘.  Suppose 
the probability of transition is 𝑝𝑗𝑘 and the waiting time distribution is 𝐹𝑗𝑘(𝑡).   The MGF for this branch is 
𝑀𝑗𝑘(𝑠) = ∫ 𝑒
𝑠𝑡𝑑𝐹𝑗𝑘(𝑡)
∞
0
. (1.1) 
The transmittance of the branch is the probability times the transform, 𝑝𝑗𝑘𝑀𝑗𝑘(𝑠). Next, we show how 
branch transmittances are used to find the MGF for the total time of a flowgraph for three simple 
flowgraph models. The three simple models represent the three basic elements of a flowgraph: series, 
parallel paths and loops.  
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(a) Series Flowgraph   (b) Parallel Flowgraph   (c)Loop Flowgraph 
Figure 1.1: Basic Elements of a Flowgraph 
 
For the series flowgraph in Figure 1.1 (a), the MGF for the total time distribution between states 0 and 2 
is the product, or convolution, of the branch transmittances.  
𝑀𝑇(𝑠) = p01M01(s)p12M12(s) = M01(s)M12(s) 
In the series flowgraph, 𝑝01 = 𝑝12 = 1.  For the parallel flowgraph in Figure 1.1 (b), the MGF for total 
waiting time is the sum of the transmittances for each path. 
𝑀𝑇(𝑠) = p01M01(s)M12(s) + p02M02(s) 
In the parallel flowgraph, 𝑝01 + 𝑝02 = 1 and 𝑝12 = 1.  Lastly, for the loop flowgraph in Figure 1.1 (c), 
the total time MGF can be found by enumerating and summing all the possible times the loop can be 
taken before transitioning to the final state.  
𝑀𝑇(𝑠) = 𝑝02𝑀02(𝑠) + 𝑝02𝑀02(𝑠)𝑝01𝑀01(𝑠)𝑀10(𝑠) + 𝑝02𝑀02(𝑠)[𝑝01𝑀01(𝑠)𝑀10(𝑠)]
2
+ 𝑝02𝑀02(𝑠)[𝑝01𝑀01(𝑠)𝑀10(𝑠)]
3 +⋯ = 𝑝02𝑀02(𝑠)∑[𝑝01𝑀01(𝑠)𝑀10(𝑠)]
𝑗
∞
𝑗=0
 
The summation is recognized as the geometric series, so the total time MGF simplifies to 
𝑀𝑇(𝑠) =
𝑝02𝑀02(𝑠)
1 − 𝑝01𝑀01(𝑠)𝑀10(𝑠)
, 
where 𝑝01 + 𝑝02 = 1 and  𝑝10 =1. This is a first order loop, once a subject enters the loop, the subject 
will return to the starting node of the feedback loop without passing through any node more than once.  A 
𝑗𝑡ℎ order loop is made up of 𝑗 non-touching first order loops (loops with no common nodes).  Next, we 
consider a flowgraph with a series, loop and parallel path in Figure 1.2. 
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Figure 1.2: Flowgraph with a Series, Loop and Parallel Path 
 
The MGF for the first passage time of the flowgraph in Figure 1.2 is  
𝑀𝑇(𝑠) =
𝑝01𝑝12𝑀01(𝑠)𝑀12(𝑠) + 𝑝02𝑀02(𝑠)
1 − 𝑝01𝑝10𝑀01(𝑠)𝑀10(𝑠)
. 
In general, any flowgraph can be solved using Mason’s rule 
𝑀(𝑠) =
∑ 𝑃𝑖(𝑠)[1 + ∑ (−1)
𝑗𝐿𝑗
𝑖(𝑠)]𝑗 ]𝑖
1 + ∑ (−1)𝑗𝐿𝑗(𝑠)𝑖
, (1.2) 
where  𝐿𝑗
𝑖  is the 𝑗𝑡ℎ loop of the 𝑖𝑡ℎ order.  Warr (2010) outlines a simple way to use Mason's rule to find 
the MGF of a first passage distribution using matrix algebra.  Alternatively, Collins (2009), Warr (2010) 
and Ren (2011) provide solutions to find the transforms of first passage times that are equivalent to (1.2).  
Notice the structure of this flowgraph in Figure 1.2 is that of the reversible health-illness-death model in 
Figure 1.3.  This three-state model is the most popular multistate model in Biostatistics, as it can explain 
most concepts of multistate event history analysis (Bijwaard, 2014; Putter, Fiocco, & Geskus, 2007). 
 
 
Figure 1.3: The Reversible Health-Illness-Death Model 
0 
1 
2 
𝑝10𝑀10(𝑠) 
𝑝12𝑀12(𝑠) 
𝑝02𝑀02(𝑠) 
𝑝01𝑀01(𝑠) 
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The difference between a flowgraph and a more conventional multistate analysis is that a 
flowgraph analysis models the transmittances for each branch while conventional analysis models the 
hazards of each branch. The hazard can be thought of as an instantaneous probability of transitioning at 
time 𝑡.  The relationship between the hazard, ℎ(𝑡), the density, 𝑓(𝑡) and distribution, 𝐹(𝑡), functions is   
ℎ(𝑡) =
𝑓(𝑡)
1 − 𝐹(𝑡)
. (1.3) 
Time to event models  typically construct the likelihood as a function of the hazard and cumulative 
hazard, 𝐻(𝑡) = ∫ ℎ(𝑡)
𝑡
0
𝑑𝑡.  However, the hazard is a quantity that is not directly observable. Flowgraph 
analysis provides an alternate approach to traditional models by modeling the directly observable 
transition times and not making any direct assumptions about the hazard (Huzurbazar, 2005).  The 
likelihood for a flowgraph is derived from the probability of transition multiplied by either the density or 
the distribution function of transition time, contingent on if the observation transitioned or was censored 
before a transition could take place.  The likelihood contribution of a transition time, 𝑡𝑗𝑘, for path 𝑗 → 𝑘 is  
𝑝𝑗𝑘𝑓𝑗𝑘(𝑡𝑗𝑘). 
The likelihood contribution of an observation time, 𝑡𝑗
∗, censored in state 𝑗 is  
1 − [∑𝑝𝑗𝑘𝐹𝑗𝑘(𝑡𝑗
∗)
𝐾𝑗
𝑘=1
] ,    
where 𝐾𝑗 is set of all child states leaving parent state 𝑗. We use parent and child terminology for states to 
indicate the direction of a transition. The likelihood for the full flowgraph is the product of likelihoods for 
each parent state in the flowgraph. Parameters of the flowgraph are estimated from the likelihood (using a 
Frequentist or Bayesian approach) and plugged into the transform (ex. MGF) of a first passage 
distribution in the flowgraph.  The density and corresponding hazard of the first passage time are derived 
from the transform. Transforms can be found for numerous flowgraph structures with any combination of 
branch waiting time distributions.  Consequently, there are numerous possible first passage densities for 
which the corresponding hazards can have any shape. This is a major advantage over more traditional 
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multistate models in which the form of the hazard or the assumption of proportional hazards can be 
restrictive (Huzurbazar, 2005). The following section discusses how transforms of first passage times can 
be inverted into densities. 
 
Inverting transforms to densities 
There are several methods available to convert MGF or other another transform of a first passage 
time distribution to a density.  An exact inversion can be obtained if the transform can be rearranged into 
a recognizable form of a known distribution. But in most cases, a numerical approximation will be 
required.  Numerical approximations to a density include the Saddle Point, Fourier series, Maximum 
Entropy, Padé, and two different Bayesian approaches.  
 
Saddle Point Approximation 
The Saddle Point inversion method (Daniels, 1954; Lugannani & Rice, 1980) is based on the 
MGF, 𝑀(𝑠).  Let the cumulant generating function of 𝑇 be  𝐾(𝑠) = log[𝑀(𝑠)] with derivatives 𝐾′′(𝑠) =
𝑑2𝐾(𝑠)
𝑑𝑠2
 and 𝐾′′′(𝑠) =
𝑑3𝐾(𝑠)
𝑑𝑠3
.  Let 𝐾′(?̂?) = 𝑡, ?̂? = 𝑠𝑔𝑛(?̂?)√2[?̂?𝑡 − 𝐾(?̂?) and ?̂? = ?̂?√𝐾′′(?̂?).  The Saddle 
Point approximation to a density is 
𝑓𝑆𝑃(𝑡) = [2𝜋𝐾
′′(?̂?)]−
1
2 exp  [𝐾(?̂?) − ?̂?𝑡] . (1.4) 
The saddle point approximation was the first inversion method introduced for flowgraphs (Butler & 
Huzurbazar, 1997) and is the most popular.  Advantages are that is it easy to compute and it provides a 
closed form solution to density approximation.  The main drawback is that it is inherently a tail area 
approximation, so it is not guaranteed to do well in the middle of distribution and problems occur in the 
neighborhood of the mean (Huzurbazar, 2005). Another disadvantage is that it requires distributions with 
known MGFs. 
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Fourier Series Approximation  
The Fourier inversion method (Abate & Whitt, 1992) is based on the Laplace transform (LT) of a 
density instead of the MGF.  The Laplace transform (LT) of a density  is 
𝐿(𝑠) = ∫ 𝑒−𝑠𝑡𝑓(𝑡)𝑑𝑡.
∞
0
 (1.5) 
Mason’s rule to find the MGF of the first passage times applies to find the LT of a first passage time by 
replacing the MGFs with LTs.  The Fourier inversion method proceeds by rewriting the LT using a 
change of variables 𝑠 = 𝑎 + 𝑖𝑢 and 𝑒𝑥 = cos(𝑥) + 𝑖 sin(𝑥).  The density may be written in terms of the 
Laplace transform as 
𝑓(𝑡) =
1
2𝜋𝑖
∫ 𝑒𝑠𝑡𝐿(𝑠)𝑑𝑠
𝑎+𝑖∞
𝑎−𝑖∞
=
1
2𝜋𝑖
∫ 𝑒(𝑎+𝑖𝑢)𝑡𝐿(𝑎 + 𝑖𝑢)𝑑𝑢
𝑎+𝑖∞
𝑎−𝑖∞
=
2𝑒𝑎𝑡
𝜋
∫ 𝑅𝑒{𝐿(𝑎 + 𝑖𝑢) cos(𝑢𝑡)}𝑑𝑢
∞
0
.  
The integral is approximated by using a trapezoidal rule with a step size of ℎ (which is a Fourier cosine 
series) as 
𝑓(𝑡) ≈
ℎ𝑒𝑎𝑡
𝜋
𝑅𝑒{𝐿(𝑎)} +
2ℎ𝑒𝑎𝑡
𝜋
∑𝑅𝑒{𝐿(𝑎 + 𝑖𝑘ℎ) cos(𝑘ℎ𝑡)}
∞
𝑘=1
, 
where 𝑅𝑒(∙) is the real part of a complex number.  Setting  ℎ =
𝜋
2𝑡
  and 𝑎 =
𝐴
2𝑡
 yields 
𝑓(𝑡) ≈
𝑒
𝐴
2
2𝑡
𝑅𝑒 {𝐿 (
𝐴
2𝑡
)} +
𝑒
𝐴
2
𝑡
∑(−1)𝑘𝑅𝑒 {𝐿 (
𝐴
2𝑡
+
𝑖𝑘𝜋
𝑡
)}
∞
𝑘=1
. 
Because this is a nearly alternating series, Euler summation can be used to accelerate convergence (Abate 
& Whitt, 1992). Let the approximation with summation to the 𝑛𝑡ℎ term be  
𝑆𝑛(𝑡) =
𝑒𝐴/2
2𝑡
𝑅𝑒 {𝐿 (
𝐴
2𝑡
)} +
𝑒𝐴/2
𝑡
∑(−1)𝑘𝑅𝑒 {𝐿 (
𝐴
2𝑡
+
𝑖𝑘𝜋
𝑡
)}
𝑛
𝑘=1
, 
where 𝑁 and 𝑀 are chosen heuristically to bound the error of approximation (Abate & Whitt suggested 
𝑁 = 15 and 𝑀 = 11) (Abate & Whitt, 1992; Warr, 2010).  The density approximation of total waiting 
time distribution is  
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?̂?
𝐹𝑆
(𝑡) =∑(
𝑀
𝑚
) 2−𝑚𝑆𝑁+𝑚(𝑡)
𝑀
𝑚=0
. (1.6) 
The Fourier series inversion method with Euler summation is computationally more complex than the 
Saddle Point method. However, Huzurbazar and Williams (2015) showed that the Fourier series method 
(1.6) produced better approximations to the density than the traditional Saddle Point method (1.4). 
 
Maximum Entropy Approximation 
The Maximum Entropy approximation as described in Ren (2011) uses the MGF to maximize the 
Shannon entropy 𝑆 = −∫ 𝑓(𝑡) log 𝑓(𝑡) 𝑑𝑡
∞
0
 subject to moment constraints  
𝜇𝑘 = {
𝑑𝑘
𝑑𝑠𝑘
𝑀𝑇(𝑠)}
𝑠=0
= ∫ 𝑓(𝑡)𝑡𝑘
∞
0
𝑑𝑡. 
The set of 𝑘 = 0,1, … ,𝑚  nonlinear equations 𝑔𝑘(𝑐) = 𝜇𝑘 are solved by applying the Newton Raphson 
method to  
𝑔𝑘(𝑐) = ∫ 𝑡
𝑘𝑓(𝑡)𝑑𝑡
∞
0
= ∫ 𝑡𝑘 exp(1 −∑𝑐𝑖𝑡
𝑖
𝑚
𝑖=0
)𝑑𝑡
∞
0
, 
where unknown constants  𝑐0, … , 𝑐𝑚 are choosen so that 𝑓(𝑡) is a proper density function.  The maximum 
entropy approximation is  
?̂?
𝑀𝐸
(𝑡) = exp(−1 −∑ 𝑐𝑖𝑡
𝑖
𝑚
𝑖=0
). (1.7) 
Adding more moment constraints improves the accuracy of the density estimation. An advantage of the 
maximum entropy approximation is that it produces a closed form solution superior to the Saddle Point 
method, however, it is computationally intensive and not easy to perform (Ren, 2011). 
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Padé Approximation 
The Padé method (Amindavar & Ritcey, 1994) first approximates the MGF of waiting time distribution as 
a rational function, and then uses the inverse Laplace transform on that to estimate the density (Ren, 
2011).  This method is useful when the MGF of a waiting time distribution doesn’t have a closed form 
MGF (Ex. Weibull).  The Padé approximation to the MGF is based off the Taylor series expansion.  The 
Taylor series expansion of a function is  𝑓(𝑡) = ∑ 𝑐𝑖𝑡
𝑖∞
𝑖=0 .  The Taylor series expansion of MGF 𝑀𝑡(𝑠) at 
𝑠 = 0 is  
𝑀𝑋(𝑠) = ∑
𝜇𝑛
𝑛!
𝑠𝑛
∞
𝑛=0
, 
where  𝜇𝑛 = ∫ 𝑡
𝑛∞
0
𝑓(𝑡)𝑑𝑡 . The Padé approximation of 𝑓(𝑡) is  
𝑃𝐴[𝑝,𝑞](𝑠) =
∑ 𝑎𝑗𝑠
𝑗𝑝
𝑗=0
∑ 𝑏𝑘𝑠𝑘
𝑞
𝑘=0
=
𝑎𝑜 + 𝑎1𝑠 + ⋯+ 𝑎𝑝𝑠
𝑝
𝑏0 + 𝑏1𝑠1 +⋯+ 𝑏𝑞𝑠𝑞
, 
such that 𝑓(𝑡) = 𝑃𝐴[𝑝,𝑞](𝑠) + 𝑂(𝑥
𝑝+𝑞+1).  Setting 𝑝 < 𝑞 and 𝑐𝑛 =
𝜇𝑛
𝑛!
,  the coefficients 𝑎𝑗 and 𝑏𝑗 are 
found by equating the Padé approximation with the power series of the MGF.  
∑ 𝑎𝑗𝑠
𝑗𝑝
𝑗=0
∑ 𝑏𝑘𝑠𝑘
𝑞
𝑘=0
= ∑ 𝑐𝑛𝑠
𝑛 + 𝑂(𝑠𝑝+𝑞+1)
𝑝+𝑞
𝑛=0
 
Ren (2011) details how to solve this system of equations.  Next, the Inverse Laplace transform is used on 
the Padé approximation of the MGF to approximate the density. Since the Laplace transformation is just 
the MGF with −𝑠 instead of 𝑠, the inverse Laplace transform of the MGF evaluated at −𝑠 is the density 
function of 𝑡.  That is  𝑓(𝑡) = 𝐿−1(𝑀𝑇(−𝑠)).  The Inverse Laplace transform of a rational function 
𝑈(𝑠)/𝑅(𝑠) where 𝑈(𝑠) and 𝑅(𝑠) are polynomials, the degree of 𝑈 is less than the degree of 𝑅 and 
𝑅(𝑠) = 0 has 𝑛 distinct roots 𝛼𝑘 ,  𝑘 = 1, . . ,  𝑛 is  
𝐿−1 [
𝑈(𝑠)
𝑅(𝑠)
] = ∑
𝑈(𝛼𝑘)
𝑅′(𝛼𝑘)
𝑒𝛼𝑘𝑡
𝑛
𝑘=1
, 
11 
 
where  𝑅′(𝛼𝑘) =
𝑑𝑅(𝑠)
𝑑𝑠 𝑠=𝛼𝑘
. Since the Padé approximation of the MGF is a ratio of two polynomials with 
the numerator degree less than the denominator degree, the density can be approximated 
?̂?
𝑃𝐴
(𝑡) = 𝐿−1[𝑃𝐴[𝑝,𝑞](−𝑠)]. (1.8) 
An advantage of the Padé method is that it provides an analytical expression for the approximation of the 
first passage time density which can be manipulated to attain closed-form expressions for the survivor and 
hazard functions (Ren, 2011).  
 
Bayesian Approaches 
A Bayesian approach results in a posterior predictive density (PPD) of the first passage time.  In a 
Bayesian analysis, parameters are considered random. Let 𝜋(𝜽|𝐷) be the posterior distributions for 
parameters in a flowgraph resulting from a Bayesian analysis. In general, there are three ways to find a 
PPD.  An exact PPD can be obtained if it can be solved for analytically. Otherwise, the PPD is estimated 
from an averaged set of draws over a set of index points, or the PPD is sampled from.  
 
Averaged PPD 
The averaged PPD approach is based on estimating the distribution for a future observable  𝑍 
given observed data. (Huzurbazar, 2005). The density of a predicted future observation is 𝑓(𝑧|𝐷) =
∫ 𝑓(𝑧, 𝜽|𝐷)𝑑𝜽.  Because 𝑍|𝜽 is independent of 𝐷|𝜽, the density may be written 
𝑓𝑍(𝑧|𝒟) ≡ 𝐸𝜽|𝒟[𝑓𝑍(𝑧|𝜽)]. 
The PPD is the average of the 𝑓(𝑧|𝜽) over the posterior density of 𝜽  (Warr, 2010). The 
procedure to estimate the average PPD as outlined in  (Huzurbazar, 2005) is as follows.  First, draw a 
random sample of 𝜽𝑗 from posterior distributions 𝜋(𝜽|𝒟).  Then convert the transform 𝑀𝑧|𝜽𝑗(𝑠) to an 
approximated density 𝑓𝑍(𝑧|𝜽𝑗) for a vector of 𝑧 values from 𝑍 over which the density is desired.  Any of 
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the previously mentioned inversion methods can be used. Then store estimated densities as vectors of 
values indexed by 𝜽𝑗.  Lastly, average the densities for each 𝑧 value over the 𝜽 samples to give 
𝑓𝑍(𝑧|𝒟) =∑
𝑓𝑍(𝑧|𝜽𝑗)
𝑚
𝑚
𝑗=1
. (1.9) 
A disadvantage of the averaged PPD method is that it can be very computationally intensive. It requires 
inverting the transform for each draw of parameter estimates from the posterior distributions.  
 
Sampled PPD 
The sampled PPD approach proposed by Warr (2010) suggests taking samples of the PPD instead 
of estimating the PPD.  Advantages are that this method does not need an inversion routine to find the 
PPD and it is computationally more efficient than the averaged PPD Bayesian approach (Warr, 2010).  To 
sample from the PPD, first draw a random sample of 𝜽𝑗 from posterior distributions 𝜋(𝜽|𝒟).  With this 
posterior sample, obtain a sample from the PPD by simulating a pass through the flowgraph with the 𝜽𝑗 
parameters and store the first passage time.  Then draw another sample from 𝜋(𝜽|𝒟), simulate another 
pass through the flowgraph and store the first passage time.  Then repeat this process for the desired 
sample size of the PPD sample. The simulated first passage times are combined to calculate prediction 
intervals of the first passage time distribution and calculate a kernel smoothed density function of the PPD 
sample. 
Inverting transforms of a first passage distribution to obtain the density between any two states in 
a flowgraph is one of the defining features that separates flowgraph analysis from the more traditional 
multistate and semi-Markov analysis models. The choice of inversion method will primarily depend on 
the waiting time distributions for branches in the flowgraph. So far, we have primarily focused on one set 
of distributional parameters for the flowgraph.  However, we are often interested in investigating the 
effects of covariates.  Initially, the effect of the categorical covariates, such as treatment indicator, were 
assessed by fitting separate flowgraph models at each level of the covariate (Huzurbazar, 2005).  Only 
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recently have flowgraphs been expanded to incorporate covariates through regression techniques 
(Huzurbazar & Williams, 2010). Using regression techniques, covariate effects are added into branch 
probability and density function elements of the flowgraph. 
 
Flowgraphs with Covariates 
The first paper to incorporate covariates adopted generalized linear model (GLM) methods into a 
Bayesian flowgraph with an application to recurrent event data (Huzurbazar & Williams, 2010). They 
propose standard GLMs for transition probabilities, and Double GLMs for the wait time distributions, 
where both the mean and dispersion of each branch of the model can depend on covariates (Huzurbazar & 
Williams, 2010).   The probability of a transition (𝑝𝑗𝑘,𝑖ℎ), and the mean and variance parameters defining 
a transition time distribution (𝜽𝑗𝑘,𝑖ℎ = (𝜇𝑗𝑘,𝑖ℎ , 𝜙𝑗𝑘,𝑖ℎ)) are related to a set of covariates by 
𝑔𝑗𝑘0(𝑝𝑗𝑘,𝑖ℎ) = 𝒉𝑗𝑘0
𝑇 (𝒙𝑖(?̃?𝑖ℎ))𝜷𝑗𝑘0 
𝑔𝑗𝑘𝑙(𝜃𝑗𝑘,𝑖ℎ,𝑙) = 𝒉𝑗𝑘𝑙
𝑇 (𝒙𝑖(?̃?𝑖ℎ))𝜷𝑗𝑘𝑙,   for 𝑙 = 1,2, 
where  ?̃?𝑖ℎ is the accumulated time at risk for individual 𝑖 prior to the ℎ
𝑡ℎ realization of branch 𝑗 → 𝑘, 
𝑔𝑗𝑘𝑙(∙) are link functions and ℎ𝑗𝑘𝑙(∙) are regression functions with coefficients 𝜷𝑗𝑘𝑙.  The likelihood for a 
parent node 𝑗 is   
𝐿𝑗 (𝜷𝑗|𝐷𝑗) = [∏∏∏ 𝑝𝑗𝑘,𝑖ℎ𝑓𝑗𝑘(𝑡𝑗𝑘,𝑖ℎ; 𝜽𝑗𝑘,𝑖ℎ)
𝑛𝑗𝑘,𝑙
ℎ=1𝑖∈𝐷𝑗𝑘
𝐾𝑗
𝑘=1
] × [∏(1 − 𝐹𝑗(𝑡𝑗,𝑖
∗ ))
𝑖∈𝐷𝑗∗
], (1.10) 
where 𝐹𝑗 is the cumulative distribution function corresponding to the mixture density 
𝑓𝑗(𝑡𝑗,𝑖
∗ ) = ∑𝑝𝑗𝑘,𝑖ℎ𝑓𝑗𝑘(𝑡𝑗,𝑖
∗ ; 𝜽𝑗𝑘,𝑖ℎ)
#𝐾𝑗
𝑘=1
. (1.11) 
The likelihood for all the parameters in the flowgraph is the product of all parent node likelihoods 
𝐿(𝜽|𝐷) = ∏ 𝐿𝑗(𝜽𝑗|𝐷𝑗)𝑗 .  Huzurbazar and Williams (2010) apply the method to recurrent event data, but 
all events, including those within the same individual, are treated as independent.  García-Mora et al. 
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(2016) and Rubio et al. (2014) proposed an alternate, simpler approach to include covariates in flowgraph 
models using mixtures of phase type (PH) distributions.  More specifically, they use a mixture of three 
Erlang distributions for each transition, letting the elements of the generator matrix be multiplied by the 
exponent of a linear regression equation with covariates. They then minimize the absolute value of the 
difference between the empirical distribution (Kaplan-Meier) estimator and cumulative distribution 
function.  Rubio et al (2014) used maximum likelihood estimation, and Garcia-Mora et al (2016) 
extended the analysis to use a Bayesian estimation. Both demonstrated the method on a three state 
(primary tumor, recurrence, progression) process in bladder carcinoma. They only included one 
recurrence in the flowgraph model to acknowledge that multiple recurrences within an individual are not 
independent, as the model would assume.  As multiple recurrences are important features of the disease, 
they aim to extend their approach to encompass the more general situation (García-Mora, Santamaría, 
Rubio, & Pontones, 2016; Rubio, García-Mora, Santamaría, & Pontones, 2014). 
 
Chapter 1 Discussion 
Huzurbazar has been a significant influencer in flowgraph methodology. Notable contributions 
include using flowgraphs to model generalized phase type distributions with non-exponential waiting 
times (Huzurbazar, 1999), introducing flowgraphs to solve problems in systems engineering (Huzurbazar, 
2000), addressing issues of tractability and nonstationary (Butler & Huzurbazar, 2000), extending 
flowgraphs to incorporate incomplete data (Yau & Huzurbazar, 2002), constructing likelihoods for 
posterior sampling with incomplete data (Williams & Huzurbazar, 2006), explaining the link between 
classical multistate models, and flowgraph models and semi-Markov process theory (Huzurbazar, 2004), 
and a full length textbook devoted to flowgraphs (Huzurbazar, 2005). 
Other significant contributions include the use of empirical transforms and non-parametric 
estimation for wait time distributions (Collins, 2009).  A generalization of the flowgraph to use any 
smooth transition distribution, or any distribution that can be sampled from (Warr, 2010).  The goodness 
of fit considerations including comparing non-parametric estimates with their parametric counterparts 
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(Lô, Heritier, & Hudson, 2009) and a criterion to determine if distributional assumptions seem reasonable 
(Warr, 2010). Ren (2011) investigated methods for tail area approximation and developed a bias-
corrected method of moments estimator.  A flowgraphs with parametric linear hazard rate distributions 
was used in a cardiovascular trial (LIPID) to address issues with why semi-Markov process models have 
rarely been used randomized controlled trials (Lô et al., 2009).  Hudson et al. (2014) extended this work 
by using flowgraphs with semiparametric assumptions to extrapolate estimates of survival beyond the 
range of a trial.  Warr and Collins (2015) addressed the perceived complexity of semi-Markov process 
analysis and filled a significant gap in the literature by linking theory with functional formulas to solve 
semi-Markov processes in a flowgraph framework. 
   Noticeably absent in flowgraph literature is any explicit modeling of clustering in the data 
structure.  Huzurbazar and Williams (2010) discuss accounting for dependency between transition times 
by incorporating wait times from previous transitions as covariates in subsequent transitions, however, the 
discussion revolved more around the concept of time-changing covariates rather than the idea of 
correlated data. To our knowledge, no flowgraph model analysis to date has been able to accommodate a 
clustered data structure.  Interdependencies were either treated as independent, as in Huzurbazar and 
Williams (2010), or analysis was restricted to exclude interdependent data, as in García-Mora et al. (2016) 
and Rubio et al. (2014).  As these papers are among the first to incorporate covariates into flowgraphs, a 
need for advancing flowgraph methodology to accommodate interdependencies of a clustered data 
structure has been demonstrated.   
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Chapter 2: Methods and Results 
 
The first thing we do to expand the flowgraph model to accommodate clustered data structures is 
introduce indicator variables for transition times and censoring states and switch the order of products in 
the likelihood in equation 1.10.  Denote the observed data of cluster 𝑖, 𝑖 = 1,… ,𝑁 by (𝑻𝑖 , 𝑿𝑖, 𝜹𝑖) where 
𝑻𝑖 = (𝑡𝑖1, … , 𝑡𝑖𝑛𝑖) are the observed transition or  censoring times, 𝑿𝑖 = (𝑋𝑖1, … . , 𝑋𝑖𝑛𝑖) are vectors of 
covariates, and 𝜹𝑖 = (𝛿𝑖1, … , 𝛿𝑖𝑛𝑖) are vectors indicating the transition or censoring state.  Indicator 
functions are used to create indicator variables where 𝛿𝑗𝑘,𝑖ℎ = 𝐼(𝛿𝑖ℎ = 𝑗𝑘) and 𝛿𝑗∗,𝑖ℎ = 𝐼(𝛿𝑖ℎ = 𝑗 ∗).  That 
is 𝛿𝑗𝑘,𝑖ℎ = 1 if the ℎ
𝑡ℎ observation time for the 𝑖𝑡ℎ cluster was for the 𝑗 → 𝑘 transition; and 0 otherwise. 
Similarly, 𝛿𝑗∗,𝑖ℎ = 1 if the ℎ
𝑡ℎ observation time for the 𝑖𝑡ℎ cluster was censored in state 𝑗; and 0 
otherwise.  With these indicators, we write a cluster’s contributions to the likelihood as a product over all 
observations within a cluster instead of over multiple separate products for each transition. We simply 
moved the product over the number of clusters, 𝑁, and observations with clusters, 𝑛𝑖 to the outside of 
products over the state to state transitions.  The likelihood for the parameters of interest in a flowgraph 
given data can be written 
𝐿(𝜣) =∏∏∏{∏[𝑝𝑗𝑘,𝑖ℎ𝑓𝑗𝑘(𝑡𝑖ℎ)]
𝛿𝑗𝑘,𝑖ℎ
𝑘∈𝐾𝑗
}{[1 − ∑ 𝑝𝑗𝑘,𝑖ℎ𝐹𝑗𝑘(𝑡𝑖ℎ)
𝑘∈𝐾𝑗
]
𝛿𝑗∗,𝑖ℎ
}
𝑗∈𝐽
𝑛𝑖
ℎ=1
𝑁
𝑖=1
, (2.1) 
where 𝐽 is the set of parent states and 𝐾𝑗 = {𝑘: 𝑠𝑡𝑎𝑡𝑒 𝑘 𝑖𝑠 𝑎𝑛 𝑖𝑚𝑚𝑒𝑑𝑖𝑎𝑡𝑒 𝑐ℎ𝑖𝑙𝑑 𝑠𝑡𝑎𝑡𝑒 𝑜𝑓 𝑗} is the set of 
child states for each parent state 𝑗 ∈ 𝐽. If it is more convenient to use the survivor function instead of the 
cumulative distribution function, using the relationships 𝐹(𝑡) = 1 − 𝑆(𝑡) and ∑ 𝑝𝑗𝑘𝑘∈𝐾𝑗 = 1 we can write 
the likelihood as 
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𝐿(𝜣) =∏∏∏{∏[𝑝𝑗𝑘,𝑖ℎ𝑓𝑗𝑘(𝑡𝑖ℎ)]
𝛿𝑗𝑘,𝑖ℎ
𝑘∈𝐾𝑗
}{[∑ 𝑝𝑗𝑘,𝑖ℎ𝑆𝑗𝑘(𝑡𝑖ℎ)
𝑘∈𝐾𝑗
]
𝛿𝑗∗,𝑖ℎ
}
𝑗∈𝐽
𝑛𝑖
ℎ=1
𝑁
𝑖=1
. (2.2) 
Consider the temporary relief, recovery process for a heartburn cycle as described in 
(Huzurbazar, 2005).  A subject begins the process at the first sign of heartburn in state 0. The subject may 
take medication and transition to state 1, temporary relief. Temporary relief will eventually wear off, at 
which time the subject transitions back to the heartburn state.  An individual may pass through the 
heartburn → temporary relief → heartburn loop several times, or  they may not pass through it at all.  But 
ultimately, heartburn will end, and the subject will transition to state 2, end of the cycle.  
 
 
Figure 2.1: Flowgraph for a Temporary Relief Heartburn Cycle 
 
We are interested in the total time distribution from the first sign of heartburn to the end of the cycle. We 
assume 𝑝10 = 1 (temporary relief always returns to heartburn) and 𝑝02 = 1 − 𝑝01 (the probability of end 
of cycle = 1 – the probability of temporary relief).  If we further assume exponential distributions for each 
waiting time with density 𝑓𝑗𝑘(𝑡) = 𝜆𝑗𝑘𝑒
−𝜆𝑗𝑘𝑡, survivor function 𝑆𝑗𝑘(𝑡) = 𝑒
−𝜆𝑗𝑘𝑡 and MGF 𝑀𝑗𝑘(𝑠) =
𝜆𝑗𝑘
𝜆𝑗𝑘−𝑠
 .The likelihood for parameters in the heartburn cycle is 
Temporary Relief  
(1) 
Heartburn 
(0) 
End of Cycle 
(2) 
𝑝01𝑀01(𝑠) 𝑝10𝑀10(𝑠) 
𝑝02𝑀02(𝑠) 
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𝐿(𝑝01, 𝜆01, 𝜆02, 𝜆10)
=∏∏[𝑝01𝜆01𝑒
−𝜆01𝑡𝑖ℎ]
𝛿01,𝑖ℎ
[(1 − 𝑝01)𝜆02𝑒
−𝜆02𝑡𝑖ℎ]
𝛿02,𝑖ℎ
[𝑝01𝑒
−𝜆01𝑡𝑖ℎ
𝑛𝑖
ℎ=1
𝐼
𝑖=1
+ (1 − 𝑝01)𝑒
−𝜆02𝑡𝑖ℎ]
𝛿0∗,𝑖ℎ
[𝜆10𝑒
−𝜆10𝑡𝑖ℎ]
𝛿10,𝑖ℎ
[𝑒−𝜆10𝑡𝑖ℎ]
𝛿1∗,𝑖ℎ . 
Taking the log and partial derivatives equated to zero will produce the maximum likelihood estimates of 
the parameters.  The MGF for the total time distribution from the first sign of heartburn to the end of the 
cycle is 
𝑀𝑇(𝑠) =
(1 − 𝑝01)𝑀02(𝑠)
1 − 𝑝01𝑀01(𝑠)𝑀10(𝑠)
=
(1 − ?̂?01) (
𝜆 ̂02
𝜆 ̂02 − 𝑠
)
1 − ?̂?01 (
𝜆 ̂01
𝜆 ̂01 − 𝑠
)(
𝜆 ̂10
𝜆 ̂10 − 𝑠
)
. 
We can find the mean and variance of the first passage time distribution by evaluating the first and second 
derivates of the MGF evaluated at zero.  Because all wait times were assumed exponentially distributed, 
an inverse Laplace transform on 𝑀𝑇(−𝑠) gives the density for the first passage time. 
In this model setup, all the parameters are estimated under the assumption of independence 
among all observation times. The presence of the loop likey violates this assumption as we expect 
multiple passes through the loop within an individual to be related. If a select few subjects loop through 
the temporary relief cycle considerablly more times than typical subjects, then the parameter estimates 
may be skewed towards the tendencies of those select few subjects. Thus, the estimates are neither 
representative of the sample nor the intended target population. Furthermore, if the data are grouped, like 
individuals within families, we might expect responses from family members to be correlated, while 
responses across families are independent.  Clustering from grouping factors such as family and repeated 
measures from loops create a hierarchy in the data structure. Random effects are one solution to 
accommodate hierarchal data structures. Random effects models are useful because they assume 
conditional independence. That is, observations within clusters are assumed independent given their 
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random effect.   We propose incorporating random effects into a flowgraph models via link functions to 
the parameters.  
 
Random effects and Link functions 
The basic idea underlying a random effects model is that there is heterogeneity across clusters 
that can be represented by a probability distribution (Diggle, Liang, & Zeger, 1994).  Random effects are 
unobserved, but we assume estimates are independent realizations from the random effect distribution.  
The correlation within clusters arises from their sharing this random effect.  We often use them in 
conjunction with fixed effects.  A mixed model is one with both fixed and random effects. If we used 
fixed effects instead of random effects, we would not be able to discuss the general population of the 
clusters.  For example, if we used subject-level fixed effects in the heartburn cycle model, the model 
would not permit a discussion of the heartburn cycle for the general population of subjects because we 
have no way to estimate a fixed effect for a new subject. However, if we use subject-level random effects, 
we can discuss the heartburn cycle for the general population and make statements about the within- and 
between-subject variability. 
We consider adding random effects into a flowgraph analysis in two ways. In the branch 
probability components and in the branch waiting time components.  In both cases, we add the random 
effects into link functions for the mean model.  This is akin to Huzurbazar and Williams (2010) approach 
for including covariates, however, for now we only consider linear regression equations and do not allow 
regression to variance parameters.  The link function is a one-to-one continuous, differentiable 
transformation of the mean so that the transformed mean follows a linear model (Leeuw & Meijer, 2008). 
The goal of the link function is to map the domain of the mean function onto the whole real line (Frees, 
2003).  Inside the linear predictor, fixed and random effects can be interpreted in a unified way and can 
often be translated meaningfully back to the original scale of the outcome (Leeuw & Meijer, 2008).  In 
linear models, random effects are typically assumed to be normally distributed with zero means.  In the 
following sections, we use 𝑨 and 𝒂 to represent the fixed and random effects in a probability model, 
20 
 
respectively.  Likewise, we use 𝑩 and 𝒃 to represent the fixed and random effects in a transition time 
model, respectively.  
 
Probability Components  
Consider one parent node, 𝑗 with set 𝐾𝑗 child states. Let 𝛿𝑗 = 𝑘, 𝑘 ∈ 𝐾𝑗 be a be a possible value of 
a child state from state parent 𝑗. We assume a multinomial logistic regression model for 𝛿𝑗 as 
𝑝𝑗𝑘,𝑖ℎ = 𝑃(𝛿𝑗,𝑖ℎ = 𝑘|𝒂𝑗,𝑖) =
exp(𝒙𝑗𝑘,𝑖ℎ
′ 𝑨𝑗𝑘 + 𝒛𝑗𝑘,𝑖ℎ
′ 𝒂𝑗𝑘,𝑖)
∑ exp(𝒙𝑗𝑘∗,𝑖ℎ
′ 𝑨𝑗𝑘∗ + 𝒛𝑗𝑘∗,𝑖ℎ
′ 𝒂𝑗𝑘∗,𝑖)𝑘∗∈𝐾𝑗
, 
 
(2.3) 
where  𝒙𝑗𝑘,𝑖ℎ and 𝒛𝑗𝑘,𝑖ℎ are known covariate vectors for observation ℎ in cluster 𝑖; 𝑨𝑗𝑘  is a vector of 𝑗 → 𝑘 
transition specific fixed effects and 𝑨𝑗 = ((𝑨𝑗𝑘)
′
: 𝑘 ∈ 𝐾𝑗)
′
 is the set of fixed effects for all 𝐾𝑗 possible 
transitions out of state 𝑗.  Similarly,  𝒂𝑗𝑘,𝑖 is a vector of random effects specific to cluster 𝑖 for the 𝑗 → 𝑘 
transition and 𝒂𝑗,𝑖 = ((𝒂𝑗𝑘,𝑖)
′
: 𝑘 ∈ 𝐾𝑗)
′
 is the set of random effects specific to cluster 𝑖 for all possible 𝐾𝑗 
transitions. For identifiability, assume 𝑨𝑗𝑘𝑗 = 𝟎 and 𝒂𝑗𝑘𝑗,𝑖 = 𝟎 where 𝑘𝑗 = max{𝑘: ∈ 𝐾𝑗} .  Typically, 
random effects are assumed multivariate normally distributed with mean 𝟎 and covariance matrix 𝐆𝑎𝑗.  
The likelihood for the fixed effects conditional on the random effects for one cluster is 
𝐿𝑖(𝑨𝑗|𝒂𝑗,𝑖) =∏{∏[𝑃(𝛿𝑗,𝑖ℎ = 𝑘|𝒂𝑗,𝑖)𝑓𝑗𝑘(𝑡𝑖ℎ)]
𝛿𝑗𝑘,𝑖ℎ
𝑘∈𝐾𝑗
}{[1 −∑ 𝑃(𝛿𝑗,𝑖ℎ = 𝑘|𝒂𝑗,𝑖)𝐹𝑗𝑘(𝑡𝑖ℎ)
𝑘∈𝐾𝑗
]
𝛿𝑗∗,𝑖ℎ
}
𝑛𝑖
ℎ=1
. (2.4) 
The product over all observations within a cluster in (2.4) is valid because of the conditional 
independence assumption that observations within a cluster are independent given the random effects. 
The marginal likelihood, integrating over possible values of the random effects for one cluster is 
𝐿𝑖 (𝐀𝑗, 𝑮𝑎𝑗) = ∫ 𝐿𝑖(𝐀𝑗|𝒂𝑗 )𝑓𝑎𝑗 (𝒂𝑗|𝑮𝑎𝑗) 𝑑𝒂𝑗
𝒂𝑗
. (2.5) 
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Then because clusters 𝑖 and 𝑙 are assumed independent for 𝑖 ≠ 𝑙,  the total likelihood  of the sample data 
is a product of the cluster level contributions 𝐿 (𝑨𝑗, 𝑮𝑎𝑗) = ∏ 𝐿𝑖 (𝑨𝑗, 𝑮𝑎𝑗)
𝑁
𝑖=1 .  
 
Transition Time Components 
Consider a transition 𝑗 → 𝑘 for which there are no other alternate paths out of state 𝑗, so 𝑝𝑗𝑘 = 1. 
Let link function, 𝑔, map the fixed and random effects to the overall mean of the transition time 
distribution 
𝑔(𝜇𝑗𝑘,𝑖ℎ) = 𝒙𝑗𝑘,𝑖ℎ
′ 𝑩𝑗𝑘 + 𝒛𝑗𝑘,𝑖ℎ
′ 𝒃𝑗𝑘,𝑖, (2.6) 
where 𝑩𝑗𝑘 is a vector of fixed effects and 𝒃𝑗𝑘,𝑖 is a vector of random effects specific to cluster 𝑖. We 
assume the random effects are normally distributed with mean vector 𝟎 and covariance matrix 𝐆𝑏𝑗𝑘 . 
The conditional likelihood for one cluster is 
𝐿𝑖(𝑩𝑗𝑘|𝒃𝑗𝑘,𝑖) =∏[𝑓𝑗𝑘(𝑡𝑖ℎ| 𝒃𝑗𝑘,𝑖)]
𝛿𝑗𝑘,𝑖ℎ[1 − 𝐹𝑗𝑘(𝑡𝑖ℎ| 𝒃𝑗𝑘,𝑖)]
𝛿𝑗∗,𝑖ℎ
𝑛𝑖
ℎ=1
. (2.7) 
The total likelihood, integrating out the random effects is 
𝐿𝑖 (𝑩𝑗𝑘, 𝑮𝑏𝑗𝑘) = ∫ 𝐿𝑖(𝑩𝑗𝑘|𝒃𝑗𝑘)𝑓𝑏𝑗𝑘 (𝒃𝑗𝑘|𝑮𝑏𝑗𝑘)𝑑𝒃𝑗𝑘
𝒃𝑗𝑘
. (2.8) 
If no observations within a cluster reach state 𝑗, then 𝛿𝑗𝑘,𝑖ℎ = 0 and 𝛿𝑗∗,𝑖ℎ = 0 for all ℎ and the cluster’s 
contribution to the likelihood equates to 1 because ∫ 1𝑑𝐹𝑏𝑗𝑘(𝒃𝑗𝑘)𝑏 = 1.  Therefore, indicator variables 
were not necessary on the random effect distribution functions. Then, because observations across 
clusters are assumed independent, the total likelihood is 𝐿 (𝑩𝑗𝑘, 𝑮𝑏𝑗𝑘) = ∏ 𝐿𝑖 (𝑩𝑗𝑘, 𝑮𝑏𝑗𝑘)
𝑁
𝑖=1 . The use of 
random effects to model the unobserved between cluster heterogeneity are not new.  The novelty of our 
approach is in the combination of  different random effect components into flowgraph models.  
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Combining Probability and Transition Components  
We demonstrated how to construct likelihoods that incorporate mixed effect regression equations 
to the mean of a transition time distribution and the probability of transitions in separate, simplified 
situations.  We want to extend these concepts to develop a formula for the likelihood that encompasses a 
broader setting.  To do this, we partition the parent nodes 𝐽of the flowgraph into two disjoint subsets 
𝐽(1) ∪ 𝐽(2) = 𝐽. For parent nodes in the first subset,  𝑗 ∈ 𝐽(1), we want to include random effects in the 
probability model for transitioning out of state 𝐽.  For the parent nodes in the second subset, 𝐽 ∈ 𝐽(2), we 
do not specify the inclusion of random effects. For example, we may only want to include random effects 
on probabilities involved with loops of a flowgraph to adjust for repeated measures through the loop.  
States not part of a loop won’t need to be adjusted for repeated measures. Similarly, we partition the child 
sets for each parent 𝑗 into two disjoint subsets 𝐾𝑗(1) ∪ 𝐾𝑗(2) = 𝐾𝑗. Children nodes in the first subset, 𝑘 ∈
𝐾𝑗(1) indicate the 𝑗 → 𝑘 transition time distributions we want to include random effects for.  For children 
nodes in the second subset 𝑘 ∈ 𝑘𝑗(2) we do not want to include random effects. For example, branch 
transitions that can occur more than once we may want to adjust for repeated measures. But for branches 
that can only passed once, we don’t need to adjust for repeated measures. We subset all the 𝐽 and 𝐾𝑗 sets 
to distinguish the elements of the likelihood that are conditional on random effects from those that are not. 
For probability models associated with leaving state 𝑗, we denote fixed effects as 𝑨𝑗 and random effects 
as 𝒂𝑗.  Likewise, for 𝑗 → 𝑘  transition times we denote fixed effects as 𝑩𝑗𝑘  and random effects as 𝒃𝑗𝑘. 
Then we combine all effects into vectors by letting 𝑨 = ((𝑨𝑗)
′
: 𝑗 ∈ 𝐽 )  be  a vector combining all fixed 
effects for probability components; 𝑩 = ((𝑩𝑗𝑘)
′
: 𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾𝑗) be all fixed effects for time components; 
𝒂𝑖 = ((𝒂𝑗)
′
: 𝑗 ∈ 𝐽(1) ) be all random effects associated with a probability component; and 𝒃𝑖 =
((𝒃𝑗𝑘,𝑖)
′
: 𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾𝑗(1) ) be all random effects associated with a time component. The conditional 
likelihood of the 𝑖𝑡ℎ cluster for a parameter vector, 𝜣, containing 𝑨, 𝑩 and all other flowgraph parameters 
is a product of over the conditional and non-conditional components. 
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𝐿𝑖(𝜣|𝒂𝒊, 𝒃𝒊) =∏ ∏ { ∏ [𝑃(𝛿𝑗,𝑖ℎ = 𝑘|𝒂𝑗,𝑖)𝑓𝑗𝑘(𝑡𝑖ℎ|𝒃𝑗𝑘,𝑖)]
𝛿𝑗𝑘,𝑖ℎ
∏ [𝑃(𝛿𝑗,𝑖ℎ = 𝑘|𝒂𝑗,𝑖)𝑓𝑗𝑘(𝑡𝑖ℎ)]
𝛿𝑗𝑘,𝑖ℎ
𝑘∈𝐾𝑗(2)𝑘∈𝐾𝑗(1)
}
𝑗∈𝐽(1)
𝑛𝑖
ℎ=1
× {[1 − ∑ (𝛿𝑗,𝑖ℎ = 𝑘|𝒂𝑗,𝑖)𝐹𝑗𝑘(𝑡𝑖ℎ|𝒃𝑗𝑘,𝑖) + ∑ 𝑃(𝛿𝑗,𝑖ℎ = 𝑘|𝒂𝑗,𝑖)𝐹𝑗𝑘(𝑡𝑖ℎ)
𝑘∈𝐾𝑗(2)𝑘∈𝐾𝑗(1)
]
𝛿𝑗∗,𝑖ℎ
}
× ∏ {{ ∏ [𝑃(𝛿𝑗,𝑖ℎ = 𝑘)𝑓𝑗𝑘(𝑡𝑖ℎ|𝒃𝑗𝑘,𝑖)]
𝛿𝑗𝑘,𝑖ℎ
𝑘∈𝐾𝑗(1)
∏ [𝑃(𝛿𝑗,𝑖ℎ = 𝑘)𝑓𝑗𝑘(𝑡𝑖ℎ)]
𝛿𝑗𝑘,𝑖ℎ
𝑘∈𝐾𝑗(2)
}}
𝑗∈𝐽(2)
× {[1 − ( ∑ 𝑃(𝛿𝑗,𝑖ℎ = 𝑘)𝐹𝑗𝑘(𝑡𝑖ℎ|𝒃𝑗𝑘,𝑖)
𝑘∈𝐾𝑗(1)
+ ∑ 𝑃(𝛿𝑗,𝑖ℎ = 𝑘)𝐹𝑗𝑘(𝑡𝑖ℎ)
𝑘∈𝐾𝑗(2)
)]
𝛿𝑗∗,𝑖ℎ
} 
 
(2.9) 
Then the total likelihood, where 𝝉 represents all covariance parameters associated with random effects is 
𝐿𝑖(𝜣, 𝝉) = ∫ ∫𝐿𝑖(𝜣|𝒂, 𝒃)
𝒃𝒂
{ ∏ 𝑑𝐹𝑎𝑗 (𝒂𝑗|𝝉𝑎𝑗)
𝑗∈𝐽(1)
∏ 𝑑𝐹𝑏𝑗𝑘 (𝒃𝑗𝑘|𝝉𝑏𝑗𝑘)
𝑗∈𝐽 ∩ 𝑘∈𝐾𝑗(1)
}. (2.10) 
Then, the total likelihood combining all clusters is 𝐿(𝜣, 𝝉) = ∏ 𝐿𝑖(𝜣, 𝝉)
𝑁
𝑖=1 . We demonstrate this notation 
for the heartburn cycle flowgraph in Figure 2.1. The parent node set is 𝐽 = {0,1}.  The child state sets are 
𝐾0 = {1,2}  for parent state 0 and 𝐾1 = {0} for parent state 1.  Then we partition the parent nodes 𝐽(1) =
{0} and 𝐽(2) = {1} and the corresponding child states into 𝐾0(1) = {1}, 𝐾0(2) = {2} and 𝐾1(1) =
{0},𝐾1(2) = ∅. For the probability components, this  means we want to include random effects in the 
probability of leaving state 0 but not for the probability of leaving state 1. For the time components, this 
means we wasn’t to include random effects for the 0→1 and 1→0 branches, but not for the 0→2 branch. 
Suppose we only want to include random intercepts so we have three random effects total. One random 
effect inside a probability component for parent state 0,  𝑎0,𝑖~𝑁(0,
1
𝜏𝑎0
); one random effect inside the 
time component for the 0→1 transition, 𝑏01,𝑖~𝑁(0,
1
𝜏𝑏01
); and one random effect inside the time 
component for the 1→0 transition, 𝑏10,𝑖~𝑁(0,
1
𝜏𝑏10
). Then the conditional likelihood for the 𝑖𝑡ℎ cluster is  
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𝐿𝑖(𝜣|𝒂𝑖 , 𝒃𝑖) =∏{[𝑃(𝛿0,𝑖ℎ = 1|𝑎0,𝑖)𝑓01(𝑡𝑖ℎ|𝑏01,𝑖)]
𝛿01,𝑖ℎ[𝑃(𝛿0,𝑖ℎ = 2|𝑎0,𝑖)𝑓02(𝑡𝑖ℎ)]
𝛿02,𝑖ℎ
𝑛𝑖
ℎ=1
× [1 − 𝑃(𝛿0,𝑖ℎ = 1|𝑎0,𝑖)𝐹01(𝑡𝑖ℎ|𝑏01,𝑖) − 𝑃(𝛿0,𝑖ℎ = 2|𝑎0,𝑖)𝐹02(𝑡𝑖ℎ)]
𝛿0∗,𝑖ℎ
× [𝑓10(𝑡𝑖ℎ|𝑏10,𝑖)]
𝛿10,𝑖ℎ[1 − 𝐹10(𝑡𝑖ℎ|𝑏10,𝑖)]
𝛿1∗,𝑖ℎ}, 
where 𝒂𝑖 = (𝑎0,𝑖) and 𝒃𝑖 = (𝑏01,𝑖, 𝑏10,𝑖)′. Then the total likelihood where 𝝉 = (𝜏𝑎0 , 𝜏𝑏01 , 𝜏𝑏10)′ is   
𝐿(𝜣, 𝝉) =∏∫ ∫ ∫ 𝐿𝑖(𝜣|𝒂, 𝒃)𝑑𝐹𝑎0(𝑎0|𝜏𝑎0)𝑑𝐹𝑏01(𝑏01|𝜏𝑏01)𝑑𝐹𝑏10(𝑏10|𝜏𝑏10)
𝑏10𝑏01𝑎0
𝑁
𝑖=1
 
∝ ∫ ∫ ∫ 𝐿𝑖(𝜣|𝑎0, 𝑏01, 𝑏10)
∞
−∞
∞
−∞
∞
−∞
(𝜏𝑎0𝜏𝑏01𝜏𝑏10)
1
2  exp [−
1
2
(𝜏𝑎0𝑎0
2 + 𝜏𝑏01𝑏01
2 + 𝜏𝑏10𝑏10
2 )] 𝑑𝑎0𝑑𝑏01𝑑𝑏10. 
The gap times in the heartburn → temporary relief → heartburn loop were adjusted by individual level 
random effects because individuals can pass through this loop any number of times before transitioning to 
the exit state. The probability component of leaving the heartburn state included individual-level random 
effects to adjust for the variation in the number of times subjects pass through the loop before exiting the 
cycle. The transition to the exit state may only occur once per cycle per individual, so there is no need to 
include individual-level random effects for that transition time component.  However, if we have data 
containing multiple complete heartburn cycles per individual, then we may add individual-level random 
effects to the heartburn → end of cycle gap time model to adjust for repeated cycles within individuals.  
Our proposed method for adjusting a flowgraph analysis for repeated transitions within one process cycle 
easily extends to repeated complete cycles observed within individuals.  
So far, we have only considered the interdependence on repeated transitions within clusters, not 
any interdependence across different transitions within clusters.  In the heartburn example, individual-
level random effects allow all observations of the 0→1 transition times within an individual to be related  
and all 1→0 transition times within an individual to be related. However, the 0→ 1 transition times were 
not assumed to be related to the 1→ 0 times within an individual.  This assumption might not be realistic 
if we expect the time it takes for an individual to transition from the heartburn state to the temporary relief 
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state is related to the time the individual spends in the temporary relief state before transitioning back to 
the heartburn state. The next section discusses how to let random effects for different components of a 
flowgraph to be related.  
 
Cross Component Correlated Random Effects 
We can allow different transition times within a flowgraph to be related within clusters by 
modeling the correlation of the random intercepts. The random intercepts we propose are normally 
distributed inside linear predictors.  Therefore, transitions can be linked through a multivariate normal 
distribution on the random intercepts, even if the underlying distributions of the transition times are 
different.  Consider two branches of interest in a flowgraph for which the transition times are assumed to 
be correlated by cluster membership.  Estimating the joint distribution for cluster level random effects 
across multiple transitions requires multiple passes across the branches for each cluster.  For the ℎ𝑡ℎ pass 
across the branches for cluster 𝑖, the parameterization linking the means of the branch waiting times to 
fixed and correlated random effects can be written 
𝑔1(𝜇1,𝑖ℎ) = 𝒙1,𝑖ℎ
′ 𝑩1 + 𝑟1,𝑖 
𝑔2(𝜇2,𝑖ℎ) = 𝒙2,𝑖ℎ
′ 𝑩2 + 𝑟2,𝑖 
𝒓𝑖 = (
𝑟1,𝑖
𝑟2,𝑖
)~𝑀𝑉𝑁(𝟎, 𝑮) 
𝑮 =
(
 
𝑔𝑟1  𝑔𝑟12  = 𝜌√𝑔𝑟1  √𝑔𝑟2  
𝑔𝑟12  = 𝜌√𝑔𝑟1  √𝑔𝑟2  𝑔𝑟2 )
 , 
where 𝒙1and 𝒙2 are known covariate vectors; 𝑩1 and 𝑩2 are vectors of fixed effects; 𝒓𝑖 = (𝑟1𝑖, 𝑟2𝑖)′ are 
the cluster-specific random effects; and  𝑔𝑟1  and 𝑔𝑟2  are the variances of the random effects for the first 
and second branches, respectively.  Then 𝑔𝑟12  is the covariance and  𝜌 is the correlation between the two 
branch random effects. The link functions 𝑔1 and 𝑔2 may be different or the same, depending on the 
distributions assumed for each branch transition time.  The conditional likelihood is 
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𝐿𝑖(𝑩1, 𝑩2|𝒓𝑖) =∏[𝑓1(𝑡𝑖ℎ| 𝑟1,𝑖)]
𝛿01,𝑖ℎ
[1 − 𝐹1(𝑡𝑖ℎ| 𝑟1,𝑖)]
𝛿0∗,𝑖ℎ
𝑛𝑖
ℎ=1
[𝑓
2
(𝑡𝑖ℎ| 𝑟2,𝑖)]
𝛿12,𝑖ℎ
[1 − 𝐹2(𝑡𝑖ℎ| 𝑟2,𝑖)]
𝛿1∗,𝑖ℎ
, (2.11) 
and the marginal likelihood is 
𝐿𝑖(𝑩1, 𝑩2, 𝑮) = ∫𝐿𝑖(𝑩1, 𝑩2|𝒓)𝑓𝑟(𝒓|𝑮)
𝒓
𝑑𝒓. (2.12) 
Finally, the likelihood combining all clusters is 𝐿(𝑩1, 𝑩2, 𝑮) = ∏ 𝐿𝑖(𝑩1, 𝑩2, 𝑮)
𝑁
𝑖=1 . In this section, we 
have described conditional and marginal likelihood for flowgraphs with random effects in the probability 
and transition time components. In the next section we consider Frequentist and Bayesian approaches to 
estimation of the parameters.  
 
Estimation 
Flowgraphs have high-dimensional parameters to be estimated for which censored data multiple 
levels of random effects adds more complexity.  There are two competing theories to estimation, 
Frequentist and Bayesian.  The two theories have opposite views on what is considered fixed and what is 
considered random.  From a Frequentist perspective, model parameters are assumed to be fixed at 
unknown values. From a Bayesian perspective, model parameters are assumed to be randomly distributed 
with unknown distributional values. In both cases, the unknown values are estimated from sample data. 
But Frequentists view the sample data as random while Bayesians view the sample data as fixed at the 
observed values.  The following sections describe the main methods of estimation from each perspective. 
 
Frequentist  
Frequentist approaches are likelihood based.  Estimation by maximum likelihood requires 
calculation of  the marginal distribution, which is the integral over the random effects.  
𝑓(𝑦) = ∫𝑓𝑦(𝑦|𝑏)𝑑𝐹𝑏(𝑏)
𝑏
= ∫𝑓𝑦(𝑦|𝑏)𝑓𝑏(𝑏)𝑑𝑏
𝑏
 
Unfortunately, the integral is usually intractable with no closed form solutions. The two main Frequentist 
techniques are quasi-likelihood methods and quadrature methods. Quasi-likelihood uses a linearization 
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strategy which has led to four main approximations - marginal quasi-likelihood (MQL) of the first and 
second order and penalized quasi-likelihood (PQL) of the first and second order, where the second order 
approximations add second order terms in Taylor series expansion to the random effects  (Leeuw & 
Meijer, 2008). Quadrature methods approximate an integral as a weighted sum of a function evaluated 
over a grid of points.   
∫ 𝑓(𝑥)𝑑𝑥 ≈∑𝑤𝑞𝑓(𝑥𝑞)
𝑞
 
Gaussian quadrature rules chose the weights 𝑤𝑞 and the 𝑞 evaluation points, or abscissas.  We suggest the 
Adaptive Gaussian quadrature as described by (Pinheiro & Bates, 1995) for maximum likelihood 
estimation of flowgraph parameters with random effects.  This is the default method available in SAS 
(9.4) Nlmixed procedure.  The integral over the random effects is approximated by centering the integral 
at the empirical Bayes estimate of the random effects.  The empirical Bayes estimate of the random effect 
is found by minimizing the negative log likelihood.  They are the values that minimize  
− log[𝑓𝑦(𝑦𝑖|𝑥𝑖, 𝜙, 𝑢𝑖)𝑓𝑢(𝑢𝑖|𝜉)]. 
Letting (𝑤𝑗, 𝑧𝑗: 𝑗 = 1…𝑝) be  Gauss-Hermite evaluation points and weights for 𝑝 quaderature points, the 
SAS (9.4) documentation for the Nlmixed procedure describes the approximation as 
∫ 𝑓𝑦(𝑦𝑖|𝑥𝑖, 𝜙, 𝑢𝑖)𝑓𝑢(𝑢𝑖|𝜉)𝑑𝑢𝑖  
≈ 2
𝑟
2|Γ(𝑥𝑖, 𝜃)|
−
1
2 ∑ …
1
𝑗1=1
∑ [𝑓𝑦(𝑦𝑖|𝑥𝑖 , 𝜙, 𝑎𝑗1…𝑗𝑟)𝑓𝑞(𝑎𝑗1…𝑗𝑟|Σ𝑏)∏𝑤𝑗𝑘 exp(𝑧𝑗𝑘
2 ) 
𝑟
𝑘=1
 ]
𝑝
𝑗𝑟=1
,  
where r is the dimension of the random effects; Γ(𝑥𝑖, 𝜃) is the Hessian matrix from the empirical Bayes 
minimization; and 𝑎𝑗1…𝑗𝑟 = 𝑢?̂? + 2
1/2 Γ(𝑥𝑖, 𝜃)
−1/2𝑧𝑗1…𝑗𝑟.  With only one quadrature point, this 
approximation simplifies to the Laplace approximation.  Another option is nonadaptive Gaussian 
quadrature, where all estimates of the empirical Bayes estimates of the random effects are set to zero and 
the Cholesky root of the estimated variance matrix of the random effects is substituted for Γ(𝑥𝑖, 𝜃).  Good 
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resources for quasi-likelihood and quadrature approximations can be found in Leeuw and Meijer (2008) 
and in SAS help and documentation.  
 
Bayesian 
Bayesian approaches are typically more flexible regarding the number of parameters and model 
complexity than Frequentists approaches. This section summaries some conceptual foundations for 
conducting a Bayesian analysis. Suppose 𝜭 represents parameters that we wish to estimate.  The Bayesian 
approach regards 𝜽 as a realized value of a random variable and attempts to estimate the density of 𝜽 
given the data (i.e. the posterior distribution). Uncertainty is quantified by determining how much prior 
opinion about parameter values change in light of the observed data. Using Bayes theorem, the posterior 
distribution is:    
𝑓(𝛳|𝑦) =
𝑓(𝛳, 𝑦)
𝑓(𝑦)
=
𝑓(𝛳, 𝑦)
∫ 𝑓(𝛳, 𝑦) 𝑑𝛳
=
𝑓(𝑦|𝛳)𝑓(𝛳)
∫ 𝑓(𝑦|𝛳) 𝑓(𝛳)𝑑𝛳
∝  𝑓(𝑦|𝛳)𝑓(𝛳). 
𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 ∝ 𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑎𝑡𝑎 × 𝑝𝑟𝑖𝑜𝑟 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛  
This contrasts with the Frequentist approach which regards 𝜭 as fixed and quantifies uncertainty by 
investigating how estimates would vary from one sample to the next if they were repeatedly drawn from 
the same population.  A main limitation is that obtaining the posterior distributions often requires 
integration of high-dimensional functions.  Integration approximation techniques facilitate computation of 
the posterior distributions. 
 
Monte Carlo Integration 
Monte Carlo integration (Metropolis & Ulam, 1949) can be used to approximate posterior 
distributions required for a Bayesian analysis by using Markov Chain Monte Carlo (MCMC) sampling 
procedures that attempt to simulate direct draws from some complex distribution of interest. The method 
to compute a complex integral, ℎ(𝑥), is to decompose it into the product of a function 𝑓(𝑥) and a 
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probability density 𝑝(𝑥) and calculate the expectation of 𝑓(𝑥) over 𝑝(𝑥). Thus, drawing many n random 
variables from the density 𝑝(𝑥), the integral is approximated by: 
∫ℎ(𝑥)𝑑𝑥 = ∫𝑓(𝑥)𝑝(𝑥)𝑑𝑥 = 𝐸𝑝(𝑥)[𝑓(𝑥)] ≅
1
𝑛
∑𝑓(𝑥𝑖)
𝑛
𝑖=1
 
One problem with applying Monte Carlo integration is that probability distribution, 𝑝(𝑥), can be very 
complicated and confusing to generate samples from.  However, powerful algorithms have been 
developed which allow extremely complicated models to be built out of a succession of relatively simple 
components (Huang & Wu; 2006). Markov Chains are often used to draw samples for 𝑓(𝑥). 
 
Markov Chains 
Suppose we have a series of random variables 𝑋(𝑡), 𝑡 = 0,1,2,… . . 𝑋(𝑡)’𝑠.  One realization of 
𝑋(𝑡) can be considered a time series which can be used to model and analyze real systems in a Bayesian 
Analysis.  A Markov chain is a specific type of time series model that has the useful property that the 
future is independent of past given present (i.e. the chain is memoryless).  This is called the Markov 
property. The goal is to use a Markov chain to reach a stationary distribution that represents the target 
distribution, 𝑓(𝑥).  Once a chain reaches the stationary distribution, it remains unchanged with respect to 
the transition density.   
 
Rejection Sampling 
Rejection sampling is the simplest posterior sampling method and was used in much of the early 
work with flowgraph models (Butler & Huzurbazar, 1997; Huzurbazar, 2005).  The target distribution 
𝜋(𝜃|𝐷) is approximated by sampling from an envelope probability density function 𝑔(𝜃) that covers the 
prior support and determine the upper bound, 𝑀, of the importance ratio  
𝐿(𝜃|𝐷)𝜋(𝜃)
𝑔(𝜃)
  .  Then with 
probability 
𝐿(𝜃|𝐷)𝜋(𝜃)
𝑀𝑔(𝜃)
 we accept 𝜃 as a sample from 𝜋(𝜃|𝐷).  Rejection sampling is not very efficient but 
it works with complicated flowgraphs (Huzurbazar, 2005). 
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Metropolis and Metropolis-Hastings Algorithm 
The Metropolis algorithm (Metropolis, Rosenbluth, Rosenbluth, Teller, & Teller, 1953; 
Metropolis & Ulam, 1949) is useful because it uses ratios to cancel the unknown or difficult to compute 
normalizing constants out.  To implement the Metropolis Algorithm, start with an initial value 
𝛳(0)satisfying f (𝛳(0)) > 0.  Then using current ϴ value, generate a candidate point ϴ* from some 
candidate-generating distribution, q(𝛳(1), 𝛳(2)) which is the probability of returning a value of 𝛳(2)given 
a previous value of 𝛳(1). Then the ratio of the density at the candidate (𝛳∗) and current (𝛳(𝑡−1)) points 
determine if the candidate point is accepted or rejected. 
𝛼 = 𝑚𝑖𝑛 (
𝑓(𝜃∗)𝑞(𝜃∗, 𝛳(𝑡−1)) 
𝑓(𝛳(𝑡−1))𝑞( 𝛳(𝑡−1), 𝜃∗)
, 1) 
If the proposal distribution is symmetric, i.e., 𝑞(𝑥;  𝑦)  =  𝑞(𝑦;  𝑥), The Metropolis Algorithm reduces to 
what is known as the Metropolis-Hastings Algorithm and the ratio is calculated 
𝛼 = 𝑚𝑖𝑛 (
𝑓(𝜃∗) 
𝑓(𝛳(𝑡−1))
, 1). 
If the jump increases the density (α = 1), accept the candidate point (set 𝛳(𝑡) = ϴ*). If the jump decreases 
the density (α < 1), then the value of α is then compared to an independent draw from a uniform(0,1) 
distribution, u: If  𝑢 < 𝛼 then the move is accepted and the chain transitions to ϴ*.  Otherwise, the 
candidate point is not accepted, and the chain stays at 𝛳(𝑡−1).  The MC estimate for any function of n 
variables 𝛳1, … , 𝛳𝑛, is given by  𝐸[𝛳1, … , 𝛳𝑛]𝑚 = 
1
𝑚
∑ 𝑓(𝜃1
(𝑖), … ,𝑚𝑖=1  𝜃𝑛
(𝑖)). 
 
Gibbs sampling 
The Gibbs sampler (Geman & Geman, 1984), is a special case of Metropolis-Hastings procedure 
in which the joint jumping distribution of n parameters reduces to n univariate conditional distributions. 
In the Gibbs sampler, all parameters are assumed fixed except the one being generated.  Such conditional 
distributions are far easier to simulate than complex joint distributions and usually have familiar forms. 
So, n random variables are sequentially generated from the n univariate conditionals rather than a single 
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n-dimensional vector generated from the full joint distribution.  Consider a bivariate random variable 
𝛳 =  (𝑥;  𝑦), that we wish to estimate. The idea behind the sampler is that it is far easier to consider a 
series of 𝑓(𝑥|𝑦) and 𝑓(𝑦|𝑥),  over a simultaneous 𝑓(𝑥, 𝑦).  The sampler starts with some initial value 
𝑦(0)  for y and obtains 𝑥(0)  by generating a random variable from the conditional distribution 𝑓(𝑥 | 𝑦 =
 𝑦(0)). The sampler then uses 𝑥(0)  to generate a new value of 𝑦(1), drawing from the conditional 
distribution based on the value 𝑥(0), 𝑓(𝑦 | 𝑥 =  𝑥(0)). The sampler proceeds as 𝑥(𝑘)~ 𝑓(𝑥|𝑦 = 𝑦(𝑘−1)) 
𝑦(𝑘) ~𝑓(𝑦|𝑥 = 𝑥(𝑘)). Repeating this process k times, generates a Gibbs sequence of length k.  One 
iteration of all the univariate distributions is called a scan. The Gibbs sequence converges to a stationary 
distribution that is independent of the starting values and represents the target distribution we are trying to 
simulate. We can approximate the marginal densities by 
𝐸[𝑥]𝑚 = 𝐸[𝐸[𝑥|𝑦]]𝑚 = 
1
𝑚
∑𝑓(
𝑚
𝑖=1
𝑥(𝑖)|𝑦(𝑖−1)) 
𝐸[𝑦]𝑚 = 𝐸[𝐸[𝑦|𝑥]]𝑚 = 
1
𝑚
∑𝑓(
𝑚
𝑖=1
𝑦(𝑖)|𝑥(𝑖)). 
After enough burn-in iterations to allow the chain to reach a stationary distribution, one typically starts 
saving every 5-10 values, thinning out the sample to remove any autocorrelation until the desired sample 
points are obtained. 
 
Slice Sampling 
Slice sampling (Neal, 2003) samples a distribution by sampling points uniformly under the graph 
of the density function. An auxiliary variable 𝑌 is used so that the joint distribution of 
(𝜃, 𝑌)~𝑈({𝜃, 𝑦}: 0 < 𝑦 < 𝐿(𝜃|𝐷)𝜋(𝜃)) has the density 𝑓(𝜃, 𝑦) =
1
∫ 𝐿(𝜃|𝐷)𝜋(𝜃)𝑑𝜃 for 𝜃 ∈ 𝑅 and 0 < 𝑌 <
𝐿(𝜃|𝐷)𝜋(𝜃).  Therefore, the marginal density is the desired posterior density 
𝜋(𝜃|𝐷) = ∫
1
∫ 𝐿(𝜃|𝐷)𝜋(𝜃)𝑑𝜃
𝐿(𝜃|𝐷)𝜋(𝜃)
0
𝑑𝑦 =
𝐿(𝜃|𝐷)𝜋(𝜃)
∫ 𝐿(𝜃|𝐷)𝜋(𝜃)𝑑𝜃
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Gibbs sampling can be used to alternately sample from the conditional distribution of 
𝑌|𝜃~𝑈(0, 𝐿(𝜃|𝐷)𝜋(𝜃)) and of the slice 𝜃|𝑌~𝑈(𝜃: 𝑌 < 𝐿(𝜃|𝐷)𝜋(𝜃)).  The difficulty is identifying the 
slice as there are several approaches to estimating the slice. A benefit of slice sampling is that it will 
generally require less tuning than the Metropolis-Hastings algorithm (Huzurbazar, 2005). 
 
Estimation Summary 
Unlike most subjects in statistics developed under Frequentist perspectives before adopting 
Bayesian approaches, Bayesian analysis has arisen from the beginning of flowgraphs. The choice of 
estimation method will depend on the structure of the flowgraph, the distributions of transition times and 
the number of random effects.  For simple models with exponential waiting times, maximum likelihood 
approaches and more efficient Bayesian sampling methods may be feasible.  With more complex 
flowgraphs, a Bayesian approach with slice sampling is suggested. The MCMC procedure in SAS 
supports slice, Gibbs, conjugate, and M-H sampling procedures.   
For a Frequentist analysis, after parameter estimates have been obtained, we will use the 
estimates in the inversion of the transform of the first passage density directly or through a numerical 
approximation.  For a Bayesian analysis, after posterior distributions of parameters have been obtained, 
we will find the Posterior Predictive Density (PPD) of the first passage time by using either use the 
averaged PPD or sampled PPD approach. If an exact inversion or closed form approximation to the first 
passage density is reasonable, we may choose the averaged PPD approach.  Otherwise, the sampled PPD 
approach will be much more computationally efficient.     
 
Simulations 
We conducted three simulations to assess the performance of our proposed methodology. Each 
simulation compared estimates between flowgraphs with and without random effects across multiple 
clustered data scenarios.  We made comparisons form the Frequentists perspective for the convenience of 
performance metrics that are easy to interpret and to not worry about influence of prior distributions.  The 
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metrics we use to assess model performance are bias, mean square error (MSE) and coverage probability 
(CP). Bias is the averaged difference between the estimates and the true value, MSE is the average 
squared difference between the estimated and the true value, and CP is the proportion of times the true 
value was within the 95% confidence interval of the estimate.  Bias and MSE near zero are desired.  An 
estimator is considered unbiased if the expected value of the bias is zero. Coverage probability near 95% 
is desirable, CP higher than 95% indicates inefficiency, while CP less than 95% indicates inaccuracy.  Let 
𝐾 be the number of repetitions for a simulation, 𝜃?̂? be the estimate from the 𝑘
𝑡ℎ replication, and 𝜃 be the 
true (simulated) parameter. The empirical quantities are calculated by equations 2.13 to 2.15.   
𝐵𝑖𝑎𝑠 =
1
𝐾
∑(𝜃?̂? − 𝜃)
𝐾
 (2.13) 
𝑀𝑆𝐸 =
1
𝐾
∑(𝜃𝑘 − 𝜃)
𝐾
2
 (2.14) 
𝐶𝑃 =
1
𝐾
∑𝐼[𝜃 ∈ 95% 𝐶𝐼(𝜃?̂?)]
𝐾
 (2.15) 
We evaluated the estimation of transition specific flowgraph parameters as well as the estimation 
of the first passage mean and variance of a flowgraph.  The first simulation compared three models of a 
series flowgraph across various correlations between two random effects.  The first model was a naïve 
model with no random effect specifications; the second model specified two random effects but restricted 
the covariance between them to zero; the third model allowed the covariance between the random effects 
to be freely estimated.  The first simulation used large samples of clusters. The second simulation 
restricted the covariance of the random effects to zero and compared the performance of the first two 
models across various small samples of clusters.  The third simulation compared two models of a repeated 
event flowgraph across various strengths of variation in one random effect.  The first model was a naïve 
model and the second model specified random effects.  The underlying objectives of all three simulations 
was to provide empirical evidence of the consequences of using naïve flowgraph models on clustered data 
structures and to evaluate the performance of estimators from flowgraph models with random effects.  
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We used exponential distributions for all transition times for convenience and to simplify the 
simulations. All the models were fit using the Nlmixed procedure in SAS (9.4) using Adaptive Gaussian 
Quadrature with 15 quadrature points.  The first passage mean and variance formulas were specified in 
estimate statements of the Nlmixed procedure. The standard errors for the first passage means and 
variances were estimated using the delta method (Billingsley, 1986). The delta method finds the variance 
for a function of MLE estimates ?̂? = (𝜃1, … , 𝜃𝑝) by  
𝑣𝑎𝑟 (𝐺(?̂?)) =
𝑑𝐺(?̂?)
𝑑?̂?′
𝑣𝑎𝑟(?̂?)
𝑑𝐺(?̂?)
?̂?
. (2.16) 
 
Simulation 1 Cross Component Correlated Random Effects 
Consider a three-state state series model for the detection of a disease, an advanced stage of the 
disease and death from the disease.  A patient enters the disease detection state at the time of disease 
diagnosis.  They enter the advanced state of the disease at the onset of advance symptoms of the disease. 
They enter the last state at the time of death. The first passage time is the time from when the disease was 
detected to the time of death. 
 
 
Figure 2.2: Flowgraph for a Progressive Disease 
  
Let  𝑡1 represent the time from when the disease was detected to when the first signs of advanced states of 
the disease were observed and 𝑡2 represent the time from the entering of the advanced stage to death.  
Assume both transition times are exponentially distributed.  
𝑇1~𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆1), 𝑇2~𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆2) 
Disease 
detected 
Death Advanced 
stage 
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Recall that an exponential distributoin density is of the form 𝑓(𝑡) = 𝜆𝑒−𝜆𝑡.  The MGF of first passage 
distribution is 
𝑀𝑇(𝑠) =
𝜆1λ2
(𝜆1 − 𝑠)(λ2 − s)
. 
Then the First Passage (FP) Mean and Variance are found using properties of the MGF. 
𝐸(𝑇) = 𝑀𝑇
′ (0) =
1
𝜆1
+
1
𝜆2
 (2.17) 
𝑉𝑎𝑟(𝑇) = 𝑀𝑇
′′(0) − (𝑀𝑇
′ (0))
2
=
2
𝜆1
2  +
2
𝜆2
2 +
2
𝜆1 𝜆2
− (
1
𝜆1
  +
1
𝜆2
)
2
 (2.18) 
Suppose the patient data are clustered by hospital site.  For patient ℎ in site 𝑖, the flowgraph model 
parameters can be written 
log(𝜆1,𝑖ℎ) = 𝐵1 + 𝑟1,𝑖 
log(𝜆2,𝑖ℎ) = 𝐵2 + 𝑟2,𝑖 
𝒓𝑖~𝑀𝑉𝑁(𝟎, 𝑮) 
𝑮 =
(
 
𝑔𝑟1  𝑔𝑟12  = 𝜌√𝑔𝑟1  √𝑔𝑟2  
𝑔𝑟12  = 𝜌√𝑔𝑟1  √𝑔𝑟2  𝑔𝑟2 )
 , 
where parameters 𝐵1 and 𝐵2 can be interpreted as grand values that characterize the waiting time 
distributions for a random patient at random site;   𝒓𝑖 = (𝑟1𝑖, 𝑟2𝑖)′ are the site-specific random effects for 
the two transition times;  𝑔𝑟1  and 𝑔𝑟2  are the variances of the random effects and 𝜌 is the correlation 
between the random effects. The conditional likelihood for site 𝑖 is 
𝐿𝑖(𝐵1, 𝐵2|𝒓) =∏∏{exp(𝐵1 + 𝑟1,𝑖) exp(− exp(𝐵1 + 𝑟1,𝑖) 𝑡𝑖ℎ𝑚)}
𝛿12,𝑖ℎ𝑚
𝑛ℎ
𝑚=1
𝑛𝑖
ℎ=1
{exp(− exp(𝐵1 + 𝑟1,𝑖) 𝑡𝑖ℎ𝑚)}
𝛿1∗,𝑖ℎ𝑚
× {exp(𝐵2 + 𝑟2,𝑖) exp(− exp(𝐵2 + 𝑟2,𝑖) 𝑡𝑖ℎ𝑚)}
𝛿23,𝑖ℎ𝑚{exp(− exp(𝐵1 + 𝑟1,𝑖) 𝑡𝑖ℎ𝑚)}
𝛿2∗,𝑖ℎ𝑚
 
 
where 𝛿s are indicator variables as described in equation (2.1) and 𝑛ℎ is the number of observations for 
patient ℎ in site 𝑖.  The max number of observations a patient could have was two, representing either a 
36 
 
complete pass through both transitions in the flowgraph or the first transition and a censored time in state 
two.  If the patient was censored first state, then 𝑛ℎ=1.  Note that observations within patients are related 
only through the site-level random effect. The marginal likelihood for site 𝑖 is 
𝐿𝑖(𝐵1, 𝐵2, 𝑔𝑟1 , 𝑔𝑟2 , 𝑔𝑟12) = ∫𝐿𝑖(𝐵1, 𝐵2|𝒓)𝑓𝑟(𝒓|𝑔𝑟1 , 𝑔𝑟2 , 𝑔𝑟12)𝑑𝒓
𝒓
. (2.19) 
The likelihood from all sites is L(𝐵1, 𝐵2, 𝑔𝑟1 , 𝑔𝑟2 , 𝑔𝑟12) = ∏ 𝐿𝑖(𝐵1, 𝐵2, 𝑔𝑟1 , 𝑔𝑟2 , 𝑔𝑟12)
𝑁
𝑖=1 .  Modeling the 
site-level correlation between the two transition times allows some of the between site variation in one  
time to be explained by the other time. A positive correlation indicates that shorter 𝑡1 times are associated 
with shorter 𝑡2 times, and longer 𝑡1 times are associated with longer 𝑡2 times.  In our example, a positive 
correlation means that patients at sites that tended to take longer to enter the advanced stage of disease 
also tended to spend longer time in the advanced stage before death then patients at sites that tended to 
take less time to enter the advanced stage.   A scenario supporting positive correlation might be that sites 
that have earlier detection methods also have better treatment options in the advanced stage. Conversely, 
a negative correlation would indicate that shorter 𝑡1 times are associated with longer 𝑡2 times and vice 
versa.  An interpretation of negative correlation might be that at some sites, patients experience advance 
symptoms of the disease sooner and live with them longer than patients at other sites where advanced 
symptoms tended not to show until shortly before death.    A zero correlation means that the relationship 
between 𝑡1 and 𝑡2 was not impacted by site membership. The objective of he first simulation was to 
simulate data with different strengths and direction of hypothetical site-level correlations and compare the 
performance of naïve flowgraphs and flowgraphs with site-level random effects when the correlation was 
either restricted to zero or freely estimated. 
Simulation Steps 
1. Generate 𝒓𝑖~𝑀𝑉𝑁(0, 𝑮) site specific random effects for  𝑖 = 1,… ,𝑁 sites. 
2. Generate 𝑛𝑖 = exp(𝑁(𝜇𝑛, 𝜎𝑛)) random sample sizes for each site (rounded to the nearest integer). 
3. Generate 𝑡1𝑖ℎ~𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆𝑖), 𝑡2𝑖ℎ~𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆2𝑖)  and  𝑡𝑐𝑖ℎ~𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙 (𝜆𝑐)   for all ℎ =
1,… , 𝑛𝑖 patients in each site.  If 𝑡1 + 𝑡2 < 𝑡𝑐 then both transition times were realized. If 𝑡𝑐 < 𝑡1 then the 
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patient was censored in the first state. Otherwise, 𝑡1 < 𝑡𝑐 < 𝑡1 + 𝑡2 and the patient was censored in the 
second state.   
4. Fit the three models to the generated sample data.  
Model 1: Without random site effects 
Model 2: With random site effects but restricting 𝜌 = 0 
Model 3: With random site effects and allowing 𝜌 to be estimated 
5. Repeat for 𝐾 repetitions. 
6. Compute the bias, MSE and CP for all model parameters.   
We set the values characterizing the overall transition and censoring times to  𝐵1 = 2,  𝐵2 = 1.5, 
and 𝐵𝐶 = −1.5 .  The 𝐵 values were chosen so that 10-15% of patients would be censored in one of the 
sates. The random effect variances were both set to unity,   𝑔𝑟1
2 = 𝑔𝑟2
2 = 1.  We generated 𝑁 = 100 sites,  
each with 𝑛𝑖 patients from the exponential of a normal distribution with 𝜇𝑛 = 3.5,  and 𝜎𝑛
2 = .5  That is, 
there was mean of exp(3.5) ≈ 33  patients per site with site sample sizes ranging from 
about exp(3.5 − 3 ∗ .5) ≈ 7 patients on the low end to exp(3.5 + 3 ∗ .5) ≈ 148 patients on the high end. 
For K=100 replications, we tested five different random effect correlations. 
𝜌 = −.75,−.35, 0, .35, .75 
 
Simulation 1 Results  
Figure 2.3 shows the boxplots of the point estimates for all parameters estimated from Models 1, 
2 and 3. Boxplots are useful to visualize similarities and differences between the model estimates. The x-
axis indicated the true values of the simulated correlation between the random effects that were tested, 
and the y-axis represented the estimated values. In Figure 2.3, the horizontal gray reference lines 
indicated the true values of the parameters.   In Model 1, the point estimate boxplots were well below the 
gray reference lines for 𝐵1 and 𝐵2 and slightly above the reference lines for the FP mean and variance.  
These observations coincided with the results in Table 2.1 that indicated that in Model 1, the bias of  𝐵1 
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and 𝐵2 hovered around -0.45, while the bias for the FP mean and variance remained around 0.20 and 
0.10, respectively.  That is, in Model 1, 𝐵1 and 𝐵2 tended to be underestimated by about the same amount, 
while the bias in the FP Mean was about twice the bias of the FP Variance. It is not surprising that the 
direction of bias in the 𝐵𝑠 were the opposite direction of the FP mean because an underestimation of the 
rate of transitions leads to an overestimation of transition times. The strength of the bias in Model 1 was 
surprising. On the other hand, the boxplots of point estimates from Models 2 and 3 were centered over the 
respective reference lines for all parameters, as shown in Figure 2.3. Then, Tables 2.1 and 2.2 confirmed 
that Models 2 and 3 tended to have bias near zero for all parameters. For Model 2, this meant that 
flowgraph parameters and variances of the random effect were unbiased even when the covariance 
between the random effects was wrongly restricted to zero. The height and span of the point estimate 
boxplots in Figure 2.3 were consistent within models across the x-axis.  There were no apparent trends of 
changes in the parameter estimations when the correlation between the random effects changed. 
 
  
Figure 2.3: Boxplots of Point Estimates for Simulation 1 
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Table 2.1: Bias MSE and Coverage Probability for Simulation 1 
Parameter Bias MSE CP 
RHO Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 
B1 
         
-0.75 -0.4469 -0.0046 -0.0048 0.2254 0.0119 0.0120 0.00% 95.00% 95.00% 
-0.35 -0.4288 0.0031 0.0031 0.2025 0.0097 0.0097 0.00% 96.00% 96.00% 
0 -0.4427 -0.0001 -0.0001 0.2134 0.0118 0.0118 0.00% 90.00% 90.00% 
0.35 -0.4773 -0.0279 -0.0280 0.2517 0.0134 0.0134 0.00% 93.00% 93.00% 
0.75 -0.4311 0.0088 0.0086 0.2036 0.0106 0.0105 0.00% 94.00% 94.00% 
B2 
         
-0.75 -0.4662 -0.0231 -0.0225 0.2355 0.0133 0.0133 0.00% 91.00% 93.00% 
-0.35 -0.4702 -0.0363 -0.0359 0.2354 0.0087 0.0087 0.00% 98.00% 98.00% 
0 -0.4695 -0.0207 -0.0207 0.2463 0.0107 0.0107 0.00% 96.00% 96.00% 
0.35 -0.4571 -0.0391 -0.0397 0.2277 0.0122 0.0123 0.00% 94.00% 94.00% 
0.75 -0.4300 -0.0206 -0.0215 0.2032 0.0150 0.0152 0.00% 87.00% 87.00% 
FP Mean 
         
-0.75 0.2149 0.0081 0.0080 0.0483 0.0003 0.0003 0.00% 100% 97.00% 
-0.35 0.2109 0.0093 0.0092 0.0464 0.0005 0.0005 0.00% 98.00% 97.00% 
0 0.2156 0.0067 0.0067 0.0507 0.0010 0.0010 0.00% 93.00% 94.00% 
0.35 0.2181 0.0149 0.0150 0.0526 0.0014 0.0014 0.00% 88.00% 94.00% 
0.75 0.1978 0.0058 0.0061 0.0436 0.0015 0.0015 0.00% 85.00% 92.00% 
FP Var 
         
-0.75 0.1105 0.0043 0.0043 0.0133 0.0001 0.0001 0.00% 100% 99.00% 
-0.35 0.1080 0.0048 0.0047 0.0126 0.0001 0.0001 0.00% 98.00% 98.00% 
0 0.1121 0.0036 0.0036 0.0148 0.0002 0.0002 0.00% 95.00% 95.00% 
0.35 0.1109 0.0068 0.0068 0.0144 0.0002 0.0002 0.00% 93.00% 95.00% 
0.75 0.0987 0.0037 0.0038 0.0114 0.0003 0.0003 0.00% 87.00% 94.00% 
 
Next, we examined boxplots of the standard errors for all estimates. In Figure 2.4 , the boxplots 
of standard errors for Model 1 were much narrower and smaller than those for Models 2 and 3. Small 
standard errors in Model 1 were due to large sample sizes.  There did not appear to be any differences 
between Models 2 and 3 in the boxplots of standard errors for 𝐵1, 𝐵2, 𝑔𝑟1  and 𝑔𝑟2 . However, when there 
was negative correlation between the random effects, the boxplots of standard errors for the FP mean and 
variance where higher for Model 2 than for Model 3, and vice versa when there was positive correlation. 
The covariance and correlation between the random effects were only estimated in Model 3. In the top 
right plot of Figure 2.4,  the boxplots for the standard errors of 𝑔𝑟12  resembled a slight U-shape centered 
at zero. This suggested that the uncertainty in the estimates of the random effect covariance slightly 
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increased as the strength of the correlation increased (in either direction).  However, the trend for the 
standard errors of 𝜌 across the tested correlations was more obvious and in the opposite direction of the 
trend for standard errors of 𝑔𝑟12 .  In the bottom right plot of Figure 2.4,  the boxplots for the standard 
errors of 𝜌 resembled a downward facing arc, with the peak of the arc at zero. This suggested that the 
uncertainty in the estimates of the random effect correlation increased as the true underlying correlation 
approached zero (from either direction).  Recall that 𝜌 = 𝑔𝑟12/√𝑔1√𝑔2.  A possible explanation is 
because correlation is bounded by negative and positive one. Therefore, there is the most room for error at 
a correlation of zero because zero is at the center of the bounded range. 
 
  
Figure 2.4: Boxplots of Standard Errors for Simulation 1  
 
The results in Table 2.1 showed that the MSE of all parameters in Model 1 was considerably 
higher than the MSE from Models 2 and 3. The largest MSE was observed for the 𝐵′𝑠, followed by the 
FP mean and then the FP variance. There didn’t appear to be any difference in the MSE between Models 
2 and 3.  Model 1 had a zero-coverage probability for all parameters.  This means the true values of 𝐵1, 
𝐵2 the FP mean or the FP variance were not within the 95% confidence intervals estimated by Model 1 
41 
 
for any replications of the simulation.  The low coverage probability in Model 1 was a consequence  of 
high bias and small standard errors.  Models 2 and 3 produced estimates with less bias and larger standard 
errors which resulted in confidence intervals that captured the true values of 𝐵1 and 𝐵2 around 95% of the 
time. That is for Models 2 and 3, the coverage probabilities for 𝐵1 and 𝐵2 were around 95% regardless of 
the amount of random effects correlation.  
 
Table 2.2: Bias MSE and Coverage Probability for Simulation 1 Covariance Parameters 
Parameter Bias MSE CP 
rho Model 2 Model 3 Model 2 Model 3 Model 2 Model 3 
gr1 
      
-0.75 -0.0138 -0.0139 0.0214 0.0214 94.00% 94.00% 
-0.35 -0.018 -0.018 0.0236 0.0237 90.00% 90.00% 
0 0.003 0.0031 0.018 0.018 96.00% 96.00% 
0.35 -0.0009 -0.0013 0.0204 0.0205 94.00% 94.00% 
0.75 -0.0132 -0.0127 0.0181 0.0181 95.00% 95.00% 
gr2 
      
-0.75 -0.0158 -0.0142 0.0207 0.0206 91.00% 91.00% 
-0.35 -0.0116 -0.0113 0.0205 0.0205 91.00% 91.00% 
0 0.0006 0.0007 0.0187 0.0187 97.00% 97.00% 
0.35 0.0004 0.0003 0.022 0.0221 91.00% 91.00% 
0.75 0.0159 0.0168 0.0259 0.0257 92.00% 92.00% 
gr12 
      
-0.75  0.0181  0.0165  96.00% 
-0.35  0.0113  0.013  93.00% 
0  0.0237  0.0094  95.00% 
0.35  0.0356  0.0152  92.00% 
0.75  0.0201  0.0156  97.00% 
rho  
 
 
 
 
 
-0.75  0.0091  0.0025  95.00% 
-0.35  0.0079  0.0094  94.00% 
0  0.0235  0.0093  94.00% 
0.35  0.0328  0.0101  89.00% 
0.75  0.018  0.002  93.00% 
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The FP mean and variance estimates observed coverage probability around 95% across all tested 
correlations for Model 3, however, the coverage probabilities appeared to decrease as the correlation 
increased for Model 2.  In Table 2.1, the FP mean and variance both had 100% coverage probability in 
Model 2 when the random effects correlation was 𝜌 = −0.75, however, it dropped to 85% and 87% for 
the FP mean and variance, respectively, when the random effects correlation rose to 𝜌 = 0.75.  This was 
because in Model 3, the covariance of the random effects for 𝐵1 and 𝐵2 impacted the standard errors of 
the FP mean and variance through the delta method.  To further illustrate  this, we plotted the estimates of 
𝑔𝑟12  against the standard errors for the FP mean in Figure 2.5 (Model 3 only) and plotted the estimates of 
𝑔𝑟1  and 𝑔𝑟2  against the standard error for the FP mean in Figure 2.6 (Models 2 and 3). There is an obvious 
positive relationship between 𝑔𝑟12  and the standard error for the FP mean seen in Figure 2.5.  The 
implications of this relationship are also seen in Figure 2.6, where Model 3 plots were more vertically 
spread out than the Model 2 plots. 
 
 
Figure 2.5: Covariance of Random Effects vs. FP Mean Std. Errs., Model 3  
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Figure 2.6: Variances of Random Effects vs. FP Mean Std. Errs., Models 2 and 3 
 
The first passage time distribution of the flowgraph for simulation 1 in Figure 2.2  is essentially 
the sum of 𝑡1 and 𝑡2.  It’s not surprising that the distribution of the sum of two variables that are 
positively correlated would have a larger variation than the sum of two variables that are negatively 
correlated. It is evident that the sums of positively correlated pairs of small 𝑡1/ small 𝑡2 and large 𝑡1/large 
𝑡2 will be more spread out then the sums of negatively correlated pairs of small 𝑡1/large 𝑡2 and large 
𝑡1/small 𝑡2.  When the relationship between 𝑡1 and 𝑡2 is known, the standard error for the sum can be 
adjusted accordingly.  Model 3 estimates this relationship whereas Model 2 assumes no relationship. 
However, this relationship only affected the standard errors of the FP  mean and variance. 
In simulation 1, only how the times were distributed around the mean changed by different 
correlations between the site random effects. The overall means of 𝑡1and 𝑡2 themselves did not change.   
There was negligible difference between Model 2 and Model 3 because the covariance of the random 
effects had negligible influence on the estimates of 𝐵1, 𝐵2, 𝑔𝑟1  or 𝑔𝑟2 . Model 2 could adequality estimate 
the rate of each transition and the random effect variance for each transition when 𝑔𝑟12  was restricted to 
zero.  Then, because the FP mean and variance are functions of 𝐵1 and 𝐵2, the point estimates of the FP 
Mean and the FP Variance were decent.   To further illustrate this, we plotted the estimates and standard 
errors from Model 2 verse Model 3 in Figures 2.7 and 2.8.    
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Figure 2.7: Transition Specific Parameter Estimates for Model 2 vs. Model 3 
 
 
  
Figure 2.8: First Passage Parameter Estimates for Model 2 vs. Model 3 
 
In Figures 2.7 and 2.8, the Model 3 estimates are on the x-axis and Model 2 estimates are on the 
y-axis. Points falling on the x=y line indicated equal estimates between Model 2 and Model 3. Points 
above the line indicate Model 2 estimates were larger then Model 3 estimates, and vice versa for points 
below the line.  In Figure 2.7,  the estimates (left) and standard errors (right) for 𝐵1, 𝐵2, 𝑔𝑟1  or 𝑔𝑟2  all fall 
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along the diagonal line. In Figure 2.8, the estimates (left) for the FP mean and variance also fell along this 
line but the standard errors (right) did not.  The standard errors for the FP Mean and FP Variance clearly 
show that when there is a negative correlation between the random effects, Model 2 standard errors are 
higher than Model 3 standard errors.  This reiterated that the stronger the magnitude of the random effect 
correlation, the greater Model 2  under or over or estimated standard errors of the FP Mean and variance, 
depending on the direction of the correlation. However, the point estimates were not affected by the 
covariance of the random effects and, that is why Models 2 and Model 3 were so similar. 
  In summary, simulation 1 showed that Models 2 and 3 outperformed Model 1 when the data are 
clustered.  The inclusion of random effects produced better estimates than the naïve model regarding the 
bias, MSE and coverage probability for all parameters.  However, the differences between the two 
random effect models were less remarkable than differences of the naïve model.  Regarding 𝐵1 and 𝐵2,  
Model 2 and Model 3 had the same efficiency and accuracy for all scenarios of the simulation.  Regarding 
the FP mean and variance, Model 2 was less efficient than Model 3 when there was negative correlation 
present, and less accurate than Model 3 when there was positive correlation present.  Even with a strong 
positive correlation, the decrease in coverage probability from Model 3 to Model 2 and was only around 
10%.  With no random effect covariance, multiple random effects can be fit with separate normal 
distributions instead of a multivariate normal distribution. In complex flowgraphs, the cost of 
complicating the model more with joint random effect distributions should be weighed against the 
benefits of including the covariance terms. In simple models or when the cross-component correlation is 
of specific interest, then flowgraphs with multivariate normal random intercepts may be a good option.  
 
Simulation 2 Small Sample Sizes of Clusters 
For the second simulation, we continued to use the three-state series flowgraph in Figure 2.2 and 
investigated model performance on smaller samples of sites . In real-world applications, we may not have 
the luxury of sample data from 100 sites. It is not uncommon for multiple site clinical trials so have fewer 
than ten sites.  It is also not uncommon for the sizes of patients at sites to vary greatly between sites.  
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Therefore, we set 𝜇𝑛 = 4.5 to correspond to a mean of about  exp(4.5) ≈ 90 patients per site, with site 
sample sizes ranging from  exp(4.5 − 3 ∗ .5) ≈ 20 to exp(3.5 + 3 ∗ .5) ≈ 403.  The parameter values 
for 𝐵1, 𝐵2, 𝑔1
2 and 𝑔2
2 remained unchanged from simulation 1.  Since the differences between Models 2 
and 3 in simulation 1 were similar when there was no correlation between the random effects, we 
restricted 𝜌 = 0 and only compared Models 1 and 2.   For 𝐾 = 100 replications, the number of sites in 
the sample data we tested were 
𝑁 = 5, 10, 15. 
 
Simulation 2 Results 
Figure 2.9 and Table 2.3 indicated that in simulation 2, Model 1 continued to underestimate 𝐵1 
and 𝐵2, overestimate the FP mean and variance, and have smaller and narrow ranges of standard errors 
then Model 2.   The CP for Model 1 appeared to be higher in simulation 2 than in simulation 1.  However, 
because the bias for Model 1 was about the same for both simulations, the higher coverage probability 
was a function of more uncertainty in the data due to smaller sample sizes which led to less precise rather 
than more accurate estimates.  As the number of sites (and overall sample size) increased, the coverage 
probability for Model 1 decreased because the bias stayed the same but the standard errors got smaller.  In 
Model 2, the magnitude of the standard errors for 𝐵 also decreased as the number of sites increased. 
However, the CP for in Model 2 was right around the target range of 95% for 𝐵1, 𝐵2, the FP mean and 
variance across all simulation scenarios. The CP for the covariance parameters in Model 2 were not as 
high, but it did increase as the number of clusters increased.  Table 2.3 indicated the CP for 𝑔1 and 𝑔2 was 
around 80% for 𝑁 = 5 sites and increased to around  85% for 𝑁 = 15 sites.   
The MSE for all parameters were higher in Model 1 than in Model 2.  The differences in MSE 
were less noticeable in FP mean and variance functions of 𝐵1 and 𝐵2 than in the estimates for the 𝐵1 and 
𝐵2 themselves.  For both models, the MSE for all parameters clearly decreased as the number of sites 
increased but the MSE decreased at a faster rate for Model 2 then in Model 1.  This can be seen be the 
47 
 
steeper slopes for Model 2 than Model 1 in  Figure 2.10. However, smaller MSE meant more precise 
biased estimates in Model 1 verses more precise unbiased estimates in Model 2. 
 
  
Figure 2.9: Boxplots of Point Estimates and Std. Errs. for Simulation 2 
 
 
 
Figure 2.10: MSE vs. Number of Sites in Simulation 2 
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Table 2.3: Bias, MSE and Coverage Probability for Simulation 2 
Parameter Bias MSE CP 
N sites Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 
B1 
      
5 -0.3959 -0.097 0.4107 0.1976 13.00% 97.00% 
10 -0.3812 -0.0048 0.3016 0.1101 5.00% 91.00% 
15 -0.3873 0.0073 0.2789 0.0773 6.00% 99.00% 
B2 
      
5 -0.3489 -0.0235 0.3771 0.2083 8.00% 96.00% 
10 -0.374 -0.0258 0.2909 0.1058 13.00% 93.00% 
15 -0.3985 -0.031 0.2714 0.0738 6.00% 94.00% 
FP Mean 
      
5 0.2302 0.0576 0.1086 0.0224 9.00% 98.00% 
10 0.2047 0.0261 0.0667 0.0084 5.00% 94.00% 
15 0.2063 0.0201 0.0635 0.0062 6.00% 95.00% 
FP Var 
      
5 0.1674 0.0401 0.0767 0.0076 8.00% 96.00% 
10 0.1255 0.0188 0.0308 0.0025 5.00% 93.00% 
15 0.1227 0.0146 0.0276 0.0017 5.00% 93.00% 
gr1 
      
5  -0.169  0.3487  81.00% 
10  -0.1009  0.2061  82.00% 
15  -0.0587  0.1233  86.00% 
gr2  
 
 
 
 
 
5  -0.1866  0.3993  80.00% 
10  -0.0926  0.2194  85.00% 
15  -0.1081  0.125  85.00% 
 
The results from simulations 1 and 2 demonstrate that for clustered data structures, flowgraph 
models with random effects perform better than naïve flowgraph models regarding bias, MSE and CP.  
We suggest including random effects for clustered data, even if the number of clusters is small. If the 
correlation between two transition times is of interest to the researcher, then allow it to be estimated.  In 
situations where the correlation is not of primary interest, restricting the covariance to zero to simplify the 
model still produce unbiased estimates. 
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Simulation 3 Repeat Events 
For the third simulation, we evaluated clustering due to repeat events.  Consider the time between 
recurrent ED admissions.  Patients enter the data after they are discharged from their first ED visit. We 
want to model the time until their next ED visit. The key factor that differentiates simulation 3 from 
simulations 1 and 2 is that in simulation 3, every patient contributes a censoring time to the likelihood. In 
simulations 1 and 2, after a patient reaches the final state of the flowgraph, it was impossible for them to 
re-enter the data. In this simulation, after a patient reaches the final state (repeat ED asmission) of the 
flowgraph, they re-enter the data in first state (ED discharge) of the flowgraph.  For example, if a patient 
never has readmission, then they only contribute one observation line to the data and that censoring time 
following their first ED visit.  If a patient has one readmission after their first ED visit, then that patient 
contributes two observation lines to the data, the time to their second ED visit and then the censoring time 
following their second ED visit. If a patient has two readmissions after their first ED visit, then patient 
contributes three observation lines of data and so on.  The time between ED visits can be represented as a 
flowgraph with two states, in which after a patient reaches the second state they are ‘reset’ back to the 
first state, or as a loop on one state.  
 
Figure 2.11: Flowgraphs for Repeat Events 
 
Let the time between admissions be exponentially distributed with rate 𝜆. Then the rate for  each 
readmission ℎ of patient  𝑖 is 
log(𝜆𝑖ℎ) = 𝐵 + 𝑏𝑖 
  𝑏𝑖~𝑁(0, 𝑔), 
ED  
Discharge ED Visit 
ED 
Readmission 
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where 𝐵 can be interpreted as an overall value that characterizes the waiting time distribution between ED 
visits for a random patient; 𝑏𝑖 is patient specific effect for patient 𝑖 and 𝑔 is the between patient variation 
in the time between ED admissions.  Higher values of 𝑏𝑖 indicate faster rates of  ED readmission while 
lower values of 𝑏𝑖 would reflect longer gap times between ED visits. The larger the variation in the 
random effects, the larger the differences in rates of readmission between patients. The conditional 
likelihood for individual 𝑖 is 
𝐿𝑖(𝐵|𝑏𝑖) = {∏ 𝑓(𝑡𝑖ℎ|𝑏𝑖)
𝑛𝑖−1
ℎ=1
}  𝑆(𝑡𝑖,ℎ=𝑛𝑖|𝑏𝑖), (2.20) 
where  
𝑓(𝑡𝑖ℎ|𝑏𝑖) = exp(𝐵 + 𝑏𝑖) exp(−𝑒𝑥𝑝(𝐵 + 𝑏𝑖) 𝑡𝑖ℎ) 
𝑆(𝑡𝑖ℎ|𝑏𝑖) = exp(− 𝑒𝑥𝑝(𝐵 + 𝑏𝑖) 𝑡𝑖ℎ). 
The marginal likelihood is 
𝐿𝑖(𝐵, 𝑔) = ∫𝐿𝑖(𝐵|𝑏)𝑓𝑏(𝑏|𝑔)𝑑𝑏
𝑏
, (2.21) 
 where 𝑓𝑏 is the normal density with zero mean and variance 𝑔.  The purpose of this simulation was to 
investigate how well the overall rate of readmission can be estimated from flowgraph models with and 
without random effects, when all patients have the same total time of observation. That is, after their first 
ED admission, all patients are followed for the same amount of follow-up time.  How many observation 
lines to the data a patient contributes depends on how many readmissions they had, but every patient has 
the same total time of observation.   
Simulation Steps 
1. Generate 𝑏𝑖~𝑁(0, 𝑔) random patient effects for 𝑗 = 1…𝑁 patients. 
2. Generate ℎ = 1…𝑛𝑗 passes through the flowgraph for patient 𝑗 until the sum of all observed times is 
equal to or surpasses the censoring time ∑ 𝑡𝑗ℎ ≥ 𝑡𝑐
𝑛𝑗
ℎ=1  .   
3. Censor the last observation so each patient has the same amount of follow up time. 
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4. Fit two models to the generated sample data  
Model 1: Without random patient effects 
Model 2: With random patient effects 
5. Repeat for 𝐾 repetitions. 
6. Compute the Bias, MSE and CP for all model parameters.   
We set the follow-up time for all patients to be ten times the grand mean of a random patient, that 
is 𝑡𝑐 =
10
𝜆
=
10
𝑒𝐵
.  We used 𝐵 = 2 to characterize the typical time between ED admissions for a random 
patient.  For 𝐾 = 500 repetitions, we tested random effect variances of 
𝑔 = 0.25, .5, .75, 1, 1.25, 1.5. 
Simulation 3 Results 
Figure 2.12 shows the box plots of point estimates (left) and standard errors (right) from 
simulation 3. For Model 1, as the random effect variance increased, the box plots for the 𝐵 estimates 
increased in range and distance above the reference line while the box plots for the standard errors 
decreased. The decrease in standard errors was likely a function of the increase in overall sample size 
caused by the increase in random effect variation, not in the increase in random effect variation itself.   If 
the total sample size remained constant, we would expect the standard errors for 𝐵  in Model 1 to increase 
as more variation is added to the model. In this simulation, the greater the random effect variance was, the 
larger the total sample size of observations was.  This was a result of patients with large random effects 
requiring more passes through the flowgraph to reach the total designated follow up time.    This also 
explains why the bias for 𝐵 in Model 1 increases as the random effect variance increases.  Model 1 tended 
to bias the estimates of 𝐵 towards the tendencies of patients with higher random effects because patients 
with faster rates of readmission were contributing more observations to the likelihood then those with 
slower rates. The greater the random effect variation, the more unbalanced the data regarding the number 
of observations per patient. 
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Figure 2.12: Boxplots of Point Estimates and Standard Errors for Simulation 3 
 
In Model 2, the overall bias of 𝐵 was not affected by how large the random effect variance was or 
how unbalanced by patient the data was.  Figure 2.12 showed that the boxplots of the 𝐵 estimates 
remained centered over the reference line as the random effect variance increased. Table 2.4 confirmed 
that the Model 2 estimator of 𝐵 was unbiased across all simulation scenarios.  In Figure 2.12, the standard 
errors for 𝐵  tended to increase as 𝑔 increased, but Table 2.4 indicated that the CP for 𝐵 in Model 2 was a 
consistent 95%, regardless of 𝑔.    
 
Table 2.4: Bias, MSE and Coverage Probability for Simulation 3 
Parameter Bias MSE CP 
g Model 1 Model 2 Model 1 Model 2 Model 1 Model 2 
B 
      
0.25 0.0343 0.0041 0.0028 0.0018 74.80% 94.00% 
0.5 0.1219 -0.0014 0.0184 0.0037 16.20% 95.60% 
0.75 0.2751 -0.002 0.0836 0.007 1.00% 94.80% 
1 0.4923 0.0034 0.2581 0.0098 0.00% 95.80% 
1.25 0.7722 -0.0009 0.6306 0.0183 0.00% 94.60% 
1.5 1.0451 0.0006 1.1349 0.0269 0.00% 94.20% 
g 
      
0.25 
 
-0.1897 
 
0.0366 
 
0.20% 
0.5 
 
-0.2527 
 
0.0662 
 
1.80% 
0.75 
 
-0.192 
 
0.0458 
 
47.80% 
1 
 
-0.0135 
 
0.0304 
 
93.80% 
1.25 
 
0.3215 
 
0.1773 
 
86.80% 
1.5 
 
0.6974 
 
0.6226 
 
57.20% 
 
53 
 
Unfortunately, the estimates of 𝑔 were less reliable than the estimates of 𝐵.  Model 2 tended to 
underestimate 𝑔 when the true value of 𝑔 was less than 1 and overestimate 𝑔 when the true value of 𝑔 
was greater than 1.  In Figure 2.12, the only boxplot for 𝑔 that is centered over the correct reference line 
is for 𝑔 = 1. Further, the coverage probability for 𝑔 was only around 95% for 𝑔 = 1.  Table 2.4 showed 
that in both directions, as the 𝑔 parameter moved away from one, the bias for the estimates in Model 
2 increased and the CP decreased.  One theory was that this was result of our choice of follow up time.  
We chose the cut off censoring time to be ten times the mean of the waiting time distribution evaluated at 
expected values of the random effects, regardless of the random effect variance. That is  𝑡𝑐 = 10 ∗
1/𝑒𝐵+0 for all tested 𝑔 values.  Increasing the follow up time to be proportional to the random effect 
variance, say 𝑡𝑐 = 1/𝑒
𝐵−3∗𝑔 may be more adequate to assess the model capabilities of estimating larger 
𝑔.  However, this would not explain the lack in ability of Model 2 to estimate the smaller random effects 
variances, i.e. those less than 1.  Another possible explanation may have to with the relationship between 
the mean and variance of the exponential distribution. Recall that exponential distribution with rate 1/𝜆 
has variance 1/𝜆2.   Despite Model 2’s issues in estimating 𝑔, the estimates of 𝐵 were decent.  There was 
no question that Model 2 was superior to Model 1 for the estimation of 𝐵 regarding bias, MSE and 
coverage probability. When paths in a flowgraph can be repeated within patients, we suggest including 
patient level random effects. 
 
Chapter 2 Discussion   
The results from simulations one, two and three show how using naïve flowgraph models for 
nested data structures can lead to incorrect inferences of flowgraph parameters.  One-point worth 
discussing further is that for the naïve model, the direction of bias in the 𝐵 estimates was always negative 
in simulations 1 and 2, and always positive in simulation 3.   When the clusters have balanced sample 
sizes and the random effects are centered around zero, a naïve model that excludes random effects should 
still produce unbiased point estimates. When cluster sizes are unbalanced (as in our simulations), we 
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expect bias in a naïve model to favor the tendencies of larger clusters.  In simulation 3, it makes sense that 
the bias for 𝐵 was always positive because of how the data were simulated; the patients with large 
positive random effects (faster rates of readmission)  contributed more observations to the data. However, 
in simulations 1 and 2, the size and direction of the random effect had no impact on cluster size.  We 
would expect positive and negative bias in 𝐵1 and 𝐵2 from the naïve models on unbalanced data to even 
out overall the replications of the simulations. But the overall bias did not even out. The empirical means 
from the simualtion indicated that the expected value of the bias was less than zero, suggesting the naïve 
estimators for 𝐵1 and 𝐵2 were negatively biased. Because Model 1 had no random effects, 𝐵1 and 𝐵2 
could be estimated using the Survreg procedure in SAS (9.4).  We replicated the analysis from simulation 
1 for Model 1 and the results from the Survreg procedure matched the results from the Nlmixed 
procedure. Furthermore, the MLE estimates of 𝐵1 and 𝐵2 for Model 1 could be calculated directly from 
the simulated data without a fitting procedure using the formulas 
?̂?1 = log (
∑𝛿12
∑𝑡(𝛿12+𝛿1∗) 
)  and  ?̂?2 = log (
∑𝛿23
∑𝑡(𝛿23+𝛿2∗) 
), 
where 𝛿 are the indicator variables as described in equation 2.1 specifying the transition or censoring state 
of the observation times, 𝑡. Direct calculations of the estimates further confirmed that the results from the 
Nlmixed and the Survreg procedures were correct.  From the direct calculations, it is easy to see that 
naïve ?̂? estimates would decrease if the proportion of censoring increased (decreasing the sum in the 
numerators) or the if observation times increased (increasing the sum in the denominators).  The negative 
bias observed for ?̂?1 and ?̂?2 when the cluster variation around 𝐵1 and 𝐵2 was ignored is likely a 
combination of un-proportional changes in these fractions. We would expect that a decrease in the 
random effects variances, 𝑔𝑟1  and 𝑔𝑟2 , would decrease the overall bias of 𝐵1 and 𝐵2, however, we did not 
test this.  In another study, a simulation of a mixture cure model with random effects for clustered 
interval-censored survival data  found that a naïve model on exponentially distributed failure time data 
produced considerable biased estimates which became more apparent as the level of censoring and /or 
variances of the random effects increased (Xiang, Ma, & Yau, 2011). However, there was no discussion 
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regarding consistent directions of bias in this study (Xiang et al., 2011).  Future research examining  
various sizes of the random effect variances and various censoring rates would shed more light on the 
relationship between these factors and the bias of the naïve estimators.  It is unclear if the bias is a 
problem specific to the exponential distribution.  Future research may also repeat these simulations with 
non-exponential waiting times. Nonetheless, the simulations presented in the section were successful in 
providing empirical evidence supporting use of flowgraph models with random effects over naïve 
flowgraph models on clustered data. In the next chapter, we demonstrate these methods on meaningful 
real data applications. 
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Chapter 3: Applications 
 
The U.S. Department of Veteran Affairs (VA) has identified suicide prevention a top priority 
(Office of Suicide Prevention, 2016).  In 2014, an average of 20 Veterans died by suicide each day, which 
after adjusting for differences in age and sex reflected a suicidal risk that was 22% higher than US civilian 
adults (Office of Suicide Prevention, 2016). There is overwhelming evidence that suicidal ideation (SI), 
often considered the most common predictor and a precursor to suicide is associated with mental health 
(MH) conditions and substance abuse (SA) disorders (Ashrafioun, Pigeon, Conner, Leong, & Oslin, 2016; 
Denneson et al., 2016).  Unfortunately, relatively small numbers of Veterans who experience symptoms 
of MH disorders seek treatment, and it has been estimated that over half of Veterans in need of MH 
treatment fail to receive it (Seal et al., 2012; Tanielian et al., 2008; Wray et al., 2016). Because this failure 
can have lethal consequences,  developing and evaluating interventions that increase the utilization of MH 
treatment services are essential to the suicide prevention process (Alonzo, 2016).   
For those with SI severe enough to be admitted to an Emergency Department (ED), the ED may 
function as the primary point of contact with the health care system, and as such plays a crucial role in 
mitigating risk (Stanley et al., 2016). Many Veterans seen in the ED will have repeat admissions. We are 
interested in not just the probability of readmission, but in the distribution of time between ED 
admissions. Between ED visits, Veterans may or may not engage in outpatient mental health or substance 
abuse (MHSA) therapy discharge recommendations.  At the time of discharge, it is unknown whether 
Veterans will engage and become disengaged, or not engage in treatment at all.  A flowgraph analysis 
enables the estimation of the total first passage time distribution between ED visits, regardless of 
intermediate treatment paths.  The probabilities of transitioning between the ED discharged, engaged in 
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treatment, and disengaged in treatment states, as well as the expected time spent in each state, are 
estimated as by-products of the flowgraph analysis. However, current flowgraph methods assume 
independence among all observations and do not accommodate correlation due to clustered data 
structures. We expect Veterans nested within the ED site, and multiple admissions nested within Veterans 
to be correlated.  Therefore, we propose incorporating random effects into flowgraph models to explicitly 
model the correlation and estimate the first passage time distribution and other quantities of interest while 
accommodating the clustered data structure.  
 
Table 3.1: Study Demographics by Site 
Demographic Variable Site 1 Site 2 Site 3 Site 4 
P-
value 
 (N=141) (N=76) (N=55) (N=117)  
      
Age                    
Mean (Std. Dev.) 51.49 (15.11) 47.08 (13.67) 47.87 (14.74) 49.47 (14.43) 0.151 
Gender N (%)                   
Female 20 (14.30) 4 (5.30) 8 (14.50) 14 (12.00) 0.228 
Male 120 (85.70) 72 (94.70) 47 (85.50) 103 (88.00) 
 
Ethnicity N (%)                   
Hispanic or Latino 19 (16.00) 3 (4.10) 5 (9.10) 54 (47.00) <0.001 
Not Hispanic or Latino 100 (84.00) 71 (95.90) 50 (90.90) 61 (53.00) 
 
Period of Service N (%)                   
World War II 6 (4.40) 0 0.00  0 0.00  3 (2.60) <0.001 
Vietnam Era 67 (49.30) 24 (31.60) 19 (34.50) 41 (35.00) 
 
Post-Vietnam 20 (14.70) 21 (27.60) 10 (18.20) 26 (22.20) 
 
Persian Gulf War 27 (19.90) 31 (40.80) 26 (47.30) 32 (27.40) 
 
OEF/OIF 13 (9.60) 0 0.00  0 0.00  10 (8.50) 
 
Other 3 (2.20) 0 0.00  0 0.00  5 (4.30) 
 
Employment/School                   
Employed or In School 35 (25.90) 24 (33.80) 13 (24.10) 30 (27.80) 0.596 
Not Employed/In School 100 (74.10) 47 (66.20) 41 (75.90) 78 (72.20) 
 
History of Alcohol Abuse  N (%)                   
No 71 (50.40) 18 (23.70) 30 (54.50) 76 (65.00) <0.001 
Yes 70 (49.60) 58 (76.30) 25 (45.50) 41 (35.00) 
 
History of Illicit Drug Use N (%)                   
No 69 (48.90) 33 (43.40) 37 (67.30) 79 (67.50) 0.001 
Yes 72 (51.10) 43 (56.60) 18 (32.70) 38 (32.50) 
 
Depression N (%)                   
No 63 (44.70) 29 (38.20) 35 (63.60) 59 (50.40) 0.026 
Yes 78 (55.30) 47 (61.80) 20 (36.40) 58 (49.60) 
 
PTSD N (%)                   
No 99 (70.20) 44 (57.90) 43 (78.20) 74 (63.20) 0.062 
Yes 42 (29.80) 32 (42.10) 12 (21.80) 43 (36.80) 
 
*Chi-square or Fisher exact tests were used for categorical variables 
*F-testes were used for continuous variables 
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Data 
Data for this study come from a multiple site clinical trial to evaluate the effects of an 
intervention versus the standard ED care at VA facilities.  The intervention, Suicide Assessment and 
Follow-Up Engagement: Veteran Emergency Treatment (SAFE VET) is conducted within the EDs and 
combines a Safety Planning Intervention with structured follow-up (SPI–SFU) to reduce near-term 
suicide risk and to facilitate initiation and increase engagement in MH treatment (Currier et al., 2015; 
Knox et al., 2012; Stanley et al., 2016).  A years’ worth of health services data were collected for all 
Veterans enrolled in the study.  Health services included Psychiatric ED visits, inpatient hospitalizations 
for SI, outpatient MH or SA visits, MH or SA phone contacts, and other types of visits. 
Although we do not have access to the intervention site data, the control site data offer valuable 
information regarding the ED discharge to repeat ED admission process among typical VA facilities. 
Veterans with SI severe enough to be hospitalized during the study observation period were removed 
from the data set because the lengths of hospital stay were not available. Demographics for the Veterans 
included in the analysis are summarized in Table 3.1. 
 
Flowgraph 1 
First, we illustrate our application on a simple model of the ED discharge to readmission cycle.  
In the simple model, we consider three states: discharged from the ED and not engaged in treatment, 
engaged in treatment, and repeat ED admission. We do not distinguish a ‘disengaged’ from an ‘engaged’ 
in treatment state. That is, if a patient-initiated treatment, they were considered ‘engaged’ until a repeat 
ED visit was observed, even if they have not attended any outpatient therapy visits in the 6 weeks prior to 
the ED readmission. Furthermore, we subset the data to only include the first observed readmission cycle 
for each patient to remove within patient dependencies.  This way, we only needed to include one level of 
random effects for site. If we treated the site as a fixed effect, the model would not allow us to discuss 
EDs in general because each site would have its own unique effect. It would be impossible to predict the 
path of a Veteran discharged from a new ED because there would be no way to estimate the fixed, unique 
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effect for a new ED.  However, if we assume random effects for ED site then we can make statements 
about the mean and variability of the population of EDs and make predictions using the expected values 
of random effect distribution.  The structure of Flowgraph 1 is shown in Figure 3.1 with the frequencies 
of observed transition and censoring times. Numbers along branches represent the number of transition 
times observed for that branch. The numbers with asterisks above the nodes represent the number of 
observations censored in the state of the node. The distributions of the observed branch transition times 
for Flowgraph 1 are shown in Figure 3.2. 
 
 
Figure 3.1:  Flowgraph 1 for the ED Discharge to Repeat ED Admission Process  
 
 
Figure 3.2: Boxplots and Densities for Flowgraph 1 Transition Times  
Discharged 
from ED 
(1) 
Engaged in 
MHSA 
(2) 
Repeat ED 
(4) 
188 
94  
107*  
48  
140*  
60 
 
We assumed exponential wait time distributions with rate parameters 𝜆12, 𝜆14, and 𝜆24 for the 1→2, 1→4 
and 2→4 transitions, respectively.  Let 𝑝 be the probability of engaging in treatment after discharge. The 
likelihood can be written 
𝐿(𝑝, 𝜆12, 𝜆14, 𝜆24) =∏∏∏[𝑝𝜆12𝑒
−𝜆12𝑡𝑠𝑣ℎ]
𝛿12,𝑠𝑣ℎ
𝑛𝑣
ℎ=1
𝑛𝑠
𝑣=1
4
𝑠=1
[(1 − 𝑝)𝜆14𝑒
−𝜆14𝑡𝑠𝑣ℎ]
𝛿12,𝑠𝑣ℎ
× [𝑝𝑒−𝜆12𝑡𝑠𝑣ℎ + (1 − 𝑝)𝑒−𝜆14𝑡𝑠𝑣ℎ]
𝛿1∗,𝑠𝑣ℎ [𝜆24𝑒
−𝜆24𝑡𝑠𝑣ℎ]
𝛿24,𝑠𝑣ℎ[𝑒−𝜆24𝑡𝑠𝑣ℎ]
𝛿2∗,𝑠𝑣ℎ, 
(3.1) 
where 𝑛𝑠 is the number of Veterans at site 𝑠 and 𝑛𝑣 are the number of observations for Veteran 𝑣 in the 
first cycle of the flowgraph. In Flowgraph 1, 𝑛𝑣 = 1 if the Veterans took the 1→4 path or they were 
censored in state 1. Otherwise, 𝑛𝑣 = 2  if they made a complete pass through path 1→2→4 or they 
transitioned from 1→2 and then censored in state 2.  The MGF for the first passage time distribution is  
𝑀𝑇(𝑠) = 𝑝 (
𝜆12
𝜆12 − 𝑠
)(
𝜆24
𝜆24 − 𝑠
) + (1 − 𝑝) (
𝜆14
𝜆14 − 𝑠
). (3.2) 
An exact inversion of the MGF was obtained by taking an inverse Laplace transform on  𝑀(−𝑠).  We 
found the probability density and cumulative distribution functions of the first passage time in Maple 
(18.01) software.   
𝑓𝑇(𝑡) = 𝑝 (
𝜆12𝜆24(𝑒
−𝜆24𝑡 − 𝑒−𝜆12𝑡)
𝜆12 − 𝜆24
) + (1 − 𝑝)(𝜆14𝑒
−𝜆14𝑡) (3.3) 
𝐹𝑇(𝑡) =
𝑝(𝜆12𝑒
−𝜆24𝑡 − 𝜆24𝑒
−𝜆12𝑡 + 𝜆24 − 𝜆12) − (1 − 𝑝)(𝜆12𝑒
−𝜆14𝑡 − 𝜆24𝑒
−𝜆14𝑡 + 𝜆24 − 𝜆12)
𝜆12 − 𝜆24
 (3.4) 
Analytival expressions for the hazard and survival can be derived from the probability density and 
cumulative distribution functions. Having analytical expressions for the first passage time functions is a 
benefit was using exponential distributions.  We assume all exponential distributions to simplify the 
analysis for Flowgraph 1.  In subsequent analysis, we use a distribution filter that takes censoring into 
account to pick more appropriate distributions for the transition times.  
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Model 1 
First, we estimate the parameters of the flowgraph with no random effects using the following link 
functions  
𝑙𝑜𝑔𝑖𝑡(𝑝) = 𝐴, log(𝜆12) = 𝐵12, log(𝜆14) = 𝐵14, log(𝜆24) = 𝐵24. 
This is an intercept only model. We use flat, 𝑈(−100,100), priors for 𝐴, 𝐵12, 𝐵14and 𝐵24.  The 
conditional posterior distributions are 
𝜋(𝐴|𝐷,… ) ∝∏∏(
𝑒𝐴 
1 + 𝑒𝐴
)
𝛿12,𝑖ℎ 
𝑛𝑖
ℎ=1
(
1 
1 + 𝑒𝐴
)
𝛿14,𝑖ℎ 
𝑁
𝑖=1
(
𝑒𝐴 
1 + 𝑒𝐴
𝑒−𝑒
𝐵12𝑡𝑖ℎ
+
1
1 + 𝑒𝐴
𝑒−𝑒
𝐵14𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
𝐼[−100,100](𝐴) 
𝜋(𝐵12|𝐷,… ) ∝∏∏𝑒
𝐵12𝛿12,𝑖ℎ 𝑒−𝑒
𝐵12𝑡𝑖ℎ𝛿12,𝑖ℎ 
𝑛𝑖
ℎ=1
𝑁
𝑖=1
(
𝑒𝐴 
1 + 𝑒𝐴
𝑒−𝑒
𝐵12𝑡𝑖ℎ
+
1
1 + 𝑒𝐴
𝑒−𝑒
𝐵14𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
𝐼[−100,100](𝐵12) 
𝜋(𝐵14|𝐷,… ) ∝∏∏𝑒
𝐵14𝛿14,𝑖ℎ 𝑒−𝑒
𝐵14𝑡𝑖ℎ𝛿14,𝑖ℎ 
𝑛𝑖
ℎ=1
𝑁
𝑖=1
(
𝑒𝐴 
1 + 𝑒𝐴
𝑒−𝑒
𝐵12𝑡𝑖ℎ
+
1
1 + 𝑒𝐴
𝑒−𝑒
𝐵14𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
𝐼[−100,100](𝐵14) 
𝜋(𝐵24|𝐷, … ) ∝∏∏𝑒
𝐵24𝛿24,𝑖ℎ 𝑒−𝑒
𝐵24𝑡𝑖ℎ𝛿24,𝑖ℎ 
𝑛𝑖
ℎ=1
𝑁
𝑖=1
𝑒−𝑒
𝐵14𝑡𝑖ℎ𝛿2∗,𝑖ℎ 
𝐼[−100,100](𝐵24), 
where the (… ) indicates all other model parameters and 𝐼[−100,100](∙) is the indicator function for the 
uniform priors. For simplicity, we drop uniform distribution indicator functions in the conditional 
posteriors for Model 2. A uniform prior does not favor any value over specific range.  The range from -
100 to 100 is expected to well cover the range of the intercept parameters. 
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Model 2 
Next, we expand this model to adjust for within site correlation by adding random site intercepts into the 
link functions for the flowgraph parameters 
𝑙𝑜𝑔𝑖𝑡(𝑝𝑖) = 𝐴 + 𝑎𝑖 , 𝑎𝑖  ~𝑁 (0,
1
𝜏𝑎
) 
log(𝜆12,𝑖) = 𝐵12 + 𝑏12𝑖 , 𝑏12𝑖~𝑁(0,
1
𝜏𝑏12
) 
log(𝜆14,𝑖) = 𝐵14 + 𝑏14𝑖 , 𝑏14𝑖~𝑁(0,
1
𝜏𝑏14
) 
log(𝜆24,𝑖) = 𝐵24 + 𝑏24𝑖 , 𝑏24𝑖~𝑁(0,
1
𝜏𝑏24
) 
We use the same flat, uniform 𝑈(−100,100), priors for 𝐴, 𝐵12, 𝐵14and 𝐵24.  The addition of the site 
effects mandated additional prior distributions for the precision of the random effect parameters.  We used 
non-informative 𝑔𝑎𝑚𝑚𝑎 (
.01
2
,
.01
2
) prior distributions for 𝜏𝑎 , 𝜏𝑏12, 𝜏𝑏14, and  𝜏𝑏24for the convenice of 
gamma posterior distributions. The conditional posterior distributions for all parameters are  
𝜋(𝐴|𝐷,… ) ∝∏∏(
𝑒𝐴+𝑎𝑖  
1 + 𝑒𝐴+𝑎𝑖
)
𝛿12,𝑖ℎ 
𝑛𝑖
ℎ=1
(
1 
1 + 𝑒𝐴+𝑎𝑖
)
𝛿14,𝑖ℎ 
𝑁
𝑖=1
(
𝑒𝐴+𝑎𝑖  
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ
+
1
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵14+𝑏14𝑖)𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
 
𝜋(𝑎𝑖|𝐷,… ) ∝∏(
𝑒𝐴+𝑎𝑖  
1 + 𝑒𝐴+𝑎𝑖
)
𝛿12,𝑖ℎ 
𝑛𝑖
ℎ=1
(
1 
1 + 𝑒𝐴+𝑎𝑖
)
𝛿14,𝑖ℎ 
(
𝑒𝐴+𝑎𝑖  
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ
+
1
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵14+𝑏14𝑖)𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
× 𝜏𝑎
1
2𝑒
𝜏𝑎𝑎𝑖
2
2  
(𝜏𝑎|𝐷,… ) ∝∏𝜏𝑎
1
2𝑒−
𝜏𝑎𝑎𝑖
2
2 𝜏𝑎
(.01)
2 −1𝑒−
𝜏𝑎(.01)
2
𝑁
𝑖=1
~𝑔𝑎𝑚𝑚𝑎(
𝑁 + .01
2
,
∑ 𝑎𝑖
2
𝑖 + .01
2
) 
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𝜋(𝐵12|𝐷,… ) ∝∏∏𝑒
(𝐵12+𝑏12𝑖)𝛿12,𝑖ℎ 𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ𝛿12,𝑖ℎ 
𝑛𝑖
ℎ=1
𝑁
𝑖=1
(
𝑒𝐴+𝑎𝑖  
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ
+
1
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵14+𝑏14𝑖)𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
 
𝜋(𝑏12𝑖|𝐷, … ) ∝∏𝑒
(𝐵12+𝑏12𝑖)𝛿12,𝑖ℎ 𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ𝛿12,𝑖ℎ 
𝑛𝑖
ℎ=1
(
𝑒𝐴+𝑎𝑖  
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ
+
1
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵14+𝑏14𝑖)𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
× 𝜏𝑏12
1
2 𝑒
𝜏𝑏12𝑏12𝑖
2
2  
(𝜏𝑏12|𝐷,… ) ∝∏𝜏𝑏12
1
2 𝑒−
𝜏𝑏12𝑏12𝑖
2
2 𝜏𝑏12
(.01)
2 −1𝑒−
𝜏𝑏12(.01)
2
𝑁
𝑖=1
~𝑔𝑎𝑚𝑚𝑎(
𝑁 + .01
2
,
∑ 𝑏12
2
𝑖𝑖 + .01
2
) 
𝜋(𝐵14|𝐷,… ) ∝∏∏𝑒
(𝐵14+𝑏14𝑖)𝛿14,𝑖ℎ 𝑒−(𝑒
𝐵14+𝑏14𝑖)𝑡𝑖ℎ𝛿14,𝑖ℎ 
𝑛𝑖
ℎ=1
𝑁
𝑖=1
(
𝑒𝐴+𝑎𝑖  
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ
+
1
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵14+𝑏14𝑖)𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
 
𝜋(𝑏14𝑖|𝐷,… ) ∝  ∏𝑒
(𝐵12+𝑏12𝑖)𝛿12,𝑖ℎ 𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ𝛿12,𝑖ℎ 
𝑛𝑖
ℎ=1
(
𝑒𝐴+𝑎𝑖  
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵12+𝑏12𝑖)𝑡𝑖ℎ
+
1
1 + 𝑒𝐴+𝑎𝑖
𝑒−(𝑒
𝐵14+𝑏14𝑖)𝑡𝑖ℎ)
𝛿1∗,𝑖ℎ 
× 𝜏𝑏14
1
2 𝑒
𝜏𝑏14𝑏14𝑖
2
2  
(𝜏𝑏14|𝐷,… ) ∝∏𝜏𝑏14
1
2 𝑒−
𝜏𝑏14𝑏14𝑖
2
2 𝜏𝑏14
(.01)
2 −1𝑒−
𝜏𝑏14(.01)
2
𝑁
𝑖=1
~𝑔𝑎𝑚𝑚𝑎(
𝑁 + .01
2
,
∑ 𝑏14
2
𝑖𝑖 + .01
2
) 
𝜋(𝐵24|𝐷,… ) ∝∏∏𝑒
(𝐵24+𝑏24𝑖)𝛿24,𝑖ℎ 𝑒−(𝑒
𝐵24+𝑏24𝑖) 𝑡𝑖ℎ(𝛿24,𝑖ℎ +𝛿2∗,𝑖ℎ )
𝑛𝑖
ℎ=1
𝑁
𝑖=1
 
𝜋(𝑏24𝑖|𝐷,… ) ∝∏𝑒
(𝐵24+𝑏24𝑖)𝛿24,𝑖ℎ 𝑒−(𝑒
𝐵24+𝑏24𝑖) 𝑡𝑖ℎ(𝛿24,𝑖ℎ +𝛿2∗,𝑖ℎ )
𝑛𝑖
ℎ=1
𝜏𝑏24
1
2 𝑒
𝜏𝑏24𝑏24𝑖
2
2  
(𝜏𝑏24|𝐷,… ) ∝∏𝜏𝑏24
1
2 𝑒−
𝜏𝑏24𝑏24𝑖
2
2 𝜏𝑏24
(.01)
2 −1𝑒−
𝜏𝑏24(.01)
2
𝑁
𝑖=1
~𝑔𝑎𝑚𝑚𝑎(
𝑁 + .01
2
,
∑ 𝑏24
2
𝑖𝑖 + .01
2
). 
64 
 
Another good choice for non-informative prior distributions for the main effect intercepts would be 
normal distributions with a zero mean and a large variance.  Alternatively, if we had prior beliefs about 
the model parameters, we could incorporate this information into the flowgraph with informative priors.  
 
Flowgraph 1 Results 
We estimated the maximum likelihood (MLE) estimates for Model 1 using the optimization 
function nlm() in R (3.4.0) software. The standard errors for the MLE estimates were calculated from the 
Hessian.  We only found the MLE estimates for Model 1. For the Bayesian analysis, we sampled the 
conditional posterior distributions for Model 1 and 2 with the Metropolis-Hastings procedure for all 
parameters inside the link functions. We used Gibbs sampling for the precision parameters because the 
posteriors had the distributional form of the gamma distribution. We generated Markov chains of length 
100,000 with generalized starting values.  We discarded the first 10,000 iterations as burn-in and the 
remaining iterations were thinned to include every 10th draw.  The Markov chains are shown in the 
Appendix A.  The chains appeared to converge to the posterior distributions because there were no long 
upward or downward trends in horizontal bands (parameter spaces) of the Markov chains. All Bayesian 
analysis for Flowgraph 1 was conducted in R. 
With non-informative priors, we expect the Bayesian results to be comparable to the MLE results, 
although they are interpreted differently. The Bayesian analysis results are the means, standard deviations 
and 95% Highest Posterior Density (HPD) intervals for the posterior distributions of the parameters.  The 
MLE analysis results are the point estimates, standard errors and 95% Confidence Intervals (CI) of the 
parameters.  Table 3.2 showed the results of the MLE and Bayesian results were similar, confirming that 
our choice of priors had little impact.  Figure 3.3 shows the ED discharge to ED readmission first passage 
time probability density, cumulative distribution, survival and hazard function for Model 1 using the 
MLE estimates. 
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Table 3.2: Parameter Estimates for Flowgraph 1, Model 1 
 
Bayesian Posterior Summaries MLE Estimates 
Parameter Mean Std. 
Dev. 
95% HPD Est. Std. Err. 95% CI 
A 0.6966 0.1255 0.455 0.945 0.6931 0.1263 0.4455 0.9407 
B12 -4.7216 0.0737 -4.8662 -4.5786 -4.719 0.0729 -4.862 -4.5761 
B14 -5.3541 0.1041 -5.5647 -5.1568 -5.3508 0.1031 -5.553 -5.1487 
B24 -6.0933 0.1469 -6.389 -5.8177 -6.0824 0.1443 -6.3653 -5.7995 
 
 
 
Figure 3.3. First Passage Time Functions for Flowgraph 1, Model 1 at MLE Estimates 
 
Table 3.3 shows the Posterior Summaries for the main effects, the site-specific random effects 
and the variance of the site-level random effects.  The biggest difference between the posterior means 
estimated from Models 1 and 2 was observed for 𝐴, which corresponded to the probability of engaging in 
treatment.  In the exponential rate parameters, the largest between site variation (smallest tau) was 
observed for the 1→4 (Ed discharge to repeat ED) transition, and the smallest variation (largest tau) was 
observed for the 1→2 (ED discharge to engaged in MHSA) transition . 
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Table 3.3: Parameter Estimates for Flowgraph 1, Model 2 
 
Bayesian Posterior Summaries 
Parameter Mean Median 95% HPD 
A 0.907 0.9005 0.1667 1.67 
a.1 1.9726 1.9628 1.0418 2.9479 
a.2 -1.5941 -1.5955 -2.4204 -0.7699 
a.3 -0.28 -0.2743 -1.1576 0.5649 
a.4 -0.0326 -0.0359 -0.8214 0.7519 
B12 -4.6034 -4.6015 -5.3269 -3.8714 
b12.1 -0.6459 -0.6501 -1.3896 0.1082 
b12.2 -0.1301 -0.1294 -0.9216 0.6396 
b12.3 0.3196 0.3199 -0.4537 1.0801 
b12.4 0.622 0.6165 -0.1117 1.3647 
B14 -5.4188 -5.423 -6.1359 -4.6897 
b14.1 -2.4199 -2.4126 -3.3632 -1.5402 
b14.2 1.3935 1.4012 0.6392 2.1402 
b14.3 0.6009 0.6071 -0.207 1.369 
b14.4 0.3918 0.3996 -0.3825 1.1418 
B24 -5.9737 -5.9708 -6.7644 -5.1681 
b24.1 -1.6583 -1.6517 -2.6315 -0.706 
b24.2 1.3778 1.3757 0.5205 2.2428 
b24.3 0.3922 0.3934 -0.4697 1.2704 
b24.4 -0.157 -0.157 -1.0156 0.6883 
Tau a 0.5861 0.4679 0.0628 1.7685 
Tau b12 3.1371 2.4155 0.2877 9.9594 
Tau b14 0.4749 0.3841 0.051 1.407 
Tau b24 0.791 0.6255 0.0825 2.4875 
 
 
Table 3.4: Posterior Medians for Flowgraph 1, Models 1 and 2 
Flowgraph Parameters at Posterior Medians 
  𝒑 𝝀𝟏𝟐 𝝀𝟏𝟒 𝝀𝟐𝟒 
Model 1         
Overall  66.74% 0.0089 0.0047 0.0023 
Model 2         
Overall 71.11% 0.0100 0.0044 0.0026 
Site 1 94.60% 0.0052 0.0004 0.0005 
Site 2 33.29% 0.0088 0.0179 0.0101 
Site 2 65.16% 0.0138 0.0081 0.0038 
Site 4 70.36% 0.0186 0.0066 0.0022 
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In Table 3.4, we transformed the intercepts inside the linear predictors of the parameters using the 
inverse link functions.  The A parameters were transformed into probabilities and the B parameters into 
exponential rates.  The inclusion of  random effects had the biggest impact on the probability and rate of 
engaging in treatment. However, the rates for all transitions are extremely low. In subsequent analysis, we 
change the time scale from days to months. Next, we calculated the site specific first passage time 
densities and the overall first passage time densities adjusted and not adjusted for random site effects. 
 
 
Figure 3.4: PPDs of First Passage Times for Flowgraph 1, Model 2 
 
 
 Figure 3.5: PPDs of First Passage Times with 95% Credible Intervals for Flowgraph 1, Model 2  
 
The densities in Figure 3.4 are based off the posterior medians of the flowgraph parameters. Upon 
initial examination it appeared that not adjusting for random effects resulted an in overestimation of the 
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first passage density for earlier times, and an in underestimation at later times, with the switch happening 
at around  two months. However, the scale of the y-axis is exaggerating these differences. In a Bayesian 
analysis we want the posterior predictive density (PPD) of the first passage time.  We used the averaged 
PPD approach and drew 7000 samples from the posterior distributions of parameters. We evaluated the 
density from each draw from 𝑡 = .05 to 𝑡 = 183 days (the range of the follow-up period) in steps sizes of 
.01.  We averaged the estimates and calculated the 95% credible intervals for each time point.  The first 
passage PPDs are shown in Figure 3.5. The averaged PPDs of first passage time between the models with 
and without random effects does not appear as different as Figure 3.4 suggested. The credible interval is 
much narrower in the model not adjusted for site effects.  
 
Flowgraph 2 
 In the second flowgraph, we expanded the first flowgraph by adding a disengaged in treatment 
state. If an MH or SA visit was on the same day as the ED visit, we did not count it as entering the 
‘engaged’ state.  We considered Veterans engaged at the time of their first attended MH or SA 
appointment following their ED discharge date. Upon entering the engaged in MHSA state, Veterans are 
considered engaged in treatment until six weeks after their last visit, at which time they transition to the 
disengaged state.  Veterans may go through the engaged, disengaged cycle any number of times before 
being readmitted to the ED.  If they never engaged in the treatment, they remained in state one until a 
repeat ED admission was observed.  For demonstration purposes, we assume that given a long enough 
observation period, all Veterans would eventually have a repeat ED admission.   
There were 367 times that Veterans engaged in outpatient MHSA treatment after being 
discharged from the ED, and 252 times that Veterans were readmitted to the ED without attending any 
outpatient MHSA services in between visits. In 123 readmissions, Veterans were considered engaged in 
treatment at the time of readmission.  In 15 readmissions, Veterans were considered disengaged in 
treatment at the time of readmission.   Patients transitioned from an engaged state to disengaged state 174 
times, and from a disengaged state back to an engaged state 71 times. Veterans cycled through this 
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process anywhere from 1 to 13 times during the study period. At the end of follow up, 160 Veterans were 
censored after being discharged from the ED with no readmissions and no engagement in treatment, 141 
were censored while engaged in treatment, and 88 were censored after becoming disengaged in treatment. 
 
 
Figure 3.6:  Flowgraph 2 for the ED Discharge to Repeat ED Admission Process  
 
 We used the distribution filter in MATLAB to determine distributions for the transition times in 
the flowgraph.  We considered Exponential, Gamma, Weibull, and Log-Logistic distributions.  The MLE 
estimates for each of the candidate distributions were overlaid on cumulative probability plots for each 
transition time.  The MLE estimates and cumulative probability plots both take censoring into account.  
The plots for all candidate distributions for all transitions are in Figure 3.7. For the 1→2, 1→4 and 2→4 
transitions, the Gamma, Weibull, and Log-logistic curves appeared to align with the data better than the 
Exponential curves.  Among the Gamma, Weibull and Log-logistic curves, there was no clear ‘winner’ 
for the best fitting distribution. We chose the Gamma distribution for these transitions for the convenience 
of having closed form MGFs on the branch waiting times.  For the 3→2 and 3→4 transitions, all the fitted 
distribution curves were overlapping.  We chose the Exponential distribution for these transitions for 
simplicity; there were no apparent benefits of choosing a more complicated distribution.  For the 2→3 
Discharged 
from ED 
(1) 
Engaged in 
MHSA 
(2) 
Repeat ED 
(4) 
Disengaged 
in MHSA 
(3) 
367 
252  
160*  
174  
123  
141*  
71  
15  
88*  
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transition, we chose the shifted Exponential distribution.  Patients could not transfer from the engaged (2) 
to disengaged (3) state until six weeks (42 days) after their last outpatient visit.  Therefor 𝑡 ≥ 42 for this 
transition.  The exponential curve is shown over the invalid time range to emphasize that the distribution 
is shifted. 
 
 
 
Figure 3.7: Candidate Transition Time Distributions for Flowgraph 2 
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Table 3.5: Parameterization for Flowgraph 2 
Transition Path 
Transition 
Probability 
Transition Time Distribution 
1 1 → 2 𝑝1 𝐺𝑎𝑚𝑚𝑎(𝜆1, 𝑘1) 
2 1 → 4 1 − 𝑝1 𝐺𝑎𝑚𝑚𝑎(𝜆2, 𝑘2) 
3 2 → 4 1 − 𝑝2 𝐺𝑎𝑚𝑚𝑎(𝜆3, 𝑘3) 
4 2 → 3 𝑝2 𝑆ℎ𝑖𝑓𝑡𝑒𝑑 𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆4, 𝜃) 
5 3 → 2 𝑝3 𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆5) 
6 3 → 4 1 − 𝑝3 𝐸𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆6) 
 
 
Table 3.6: Probability Density, Cumulative Distribution and Moment Generating Functions 
Distribution PDF CDF MGF 
Gamma 𝑓(𝑡) =
1
Γ(𝑘)
𝜆k𝑡𝑘−1e−λt 𝐹(𝑡) =
𝛾(𝑘, 𝜆𝑥)
Γ(𝑘)
 𝑀(𝑠) = (
𝜆
𝜆 − 𝑠
)
𝑘
 
Exponential 𝑓(𝑡) = 𝜆e−λt 𝐹(𝑡) = 1 − e−λt 𝑀(𝑠) =
𝜆
𝜆 − 𝑠
 
Shifted 
Exponential 
𝑓(𝑡) = 𝜆𝑒−𝜆(𝑡−𝜃) 𝐹(𝑡) = 1 − 𝑒−𝜆(𝑡−𝜃) 𝑀(𝑠) =
𝜆𝑒𝑠𝜃
𝜆 − 𝑠
 
 
 
The likelihood for the flowgraph contains three levels. The observation level, veteran level and site level.  
We write the likelihood as a product over the three levels. For readability, we drop ‘𝑠𝑣ℎ’ subscripts from 
𝑡 and all indicator variables 𝛿.  The subscripts are implied by the products over 𝑠, 𝑣 and ℎ. Let 𝜽 be the 
vector of all flowgraph parameters indicated in Table 3.5.  The unconditional likelihood for the flowgraph 
parameters may be written 
𝐿(𝜽) =∏∏∏{[𝑝1𝑓12(𝑡)]
𝛿12[(1 − 𝑝1)𝑓14(𝑡)]
𝛿14   [𝑝1𝐹12(𝑡) + (1 − 𝑝1)𝐹14(𝑡)]
𝛿1∗
𝑛𝑣
ℎ=1
𝑛𝑠
𝑣=1
4
𝑠=1
× [𝑝2𝑓23(𝑡)]
𝛿23[(1 − 𝑝2)𝑓24(𝑡)]
𝛿24   [𝑝2𝐹23(𝑡) + (1 − 𝑝2)𝐹24(𝑡)]
𝛿2∗
× [𝑝3𝑓32(𝑡)]
𝛿32[(1 − 𝑝3)𝑓34(𝑡)]
𝛿34   [𝑝3𝐹32(𝑡) + (1 − 𝑝3)𝐹34(𝑡)]
𝛿3∗} , 
(3.5) 
where 𝑠 indicated site, 𝑛𝑠 indicates the number of Veterans within site 𝑠; 𝑛𝑣 is the number of observations 
for veteran 𝑣; 𝛿𝑗𝑘 and 𝛿𝑗∗ are the transition and censoring variables and 𝑓𝑗𝑘  and 𝐹𝑗𝑘 are the density and 
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distribution functions for the 𝑗 → 𝑘 transition defined in Tables 3.5 and 3.6. The MGF for the first 
passage time distribution between ED discharge and ED readmission is 
𝑀𝑇(𝑠) = 𝑝1𝑀12(𝑠) (
𝑝2(1 − 𝑝3)𝑀23(𝑠)𝑀34(𝑠) + (1 − 𝑝2)𝑀24(𝑠)
1 − 𝑝2𝑝3𝑀23(𝑠)𝑀32(𝑠)
) + (1 − 𝑝1)𝑀14(𝑠), (3.6) 
where 𝑀𝑗𝑘 is the moment generating function for the 𝑗 → 𝑘 transition.  We fit a series of three models to 
this data.  A model with no random effects, a model with site-level random effects only, and a model with 
site- and Veteran-level random effects. 
 
Model 1 
In the first model, we ignore the within site and within veteran clustering and treat all data as if it were 
independent. For all sites, 𝑠, veterans 𝑣 and observations, ℎ, the link functions for the probability and time 
components are 
𝑙𝑜𝑔𝑖𝑡(𝑝𝑙𝑠𝑣ℎ) = 𝐴𝑙0 , 𝑙 = 1,2,3  
log(𝜆𝑗𝑠𝑣ℎ) = 𝐵𝑗0 , 𝑗 = 1,2,3,4,5, 
where 𝐴𝑙0 and 𝐵𝑗0 can be interpreted as values from the inverse link functions for the overall probability 
and mean transition time parameters. 
 
Model 2 
In the second model, we adjust for within-site correlation but treat repeated observations within 
Veterans as independent.  We only include site-level effects at first because we want to build the 
flowgraph model successively and examine the impact of each level of random effects as they are added 
to the model. We included random site effects for all model parameters expect for the probability and 
branch waiting times leaving state three because of the small number of observed transitions observed out 
the state. That is site level random effects were added to the model for 𝑝1, 𝑝2, 𝜆1, 𝜆2, 𝜆3, and 𝜆4 but not 
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𝑝3, 𝜆5 or 𝜆6. Random effects were assumed normally distributed with zero means and precisions, 𝜏.  The 
relationship between precision and variance is 𝜏 =
1
𝜎2
. For site 𝑠, the flowgraph parameters can be written 
𝑙𝑜𝑔𝑖𝑡(𝑝𝑙𝑠𝑣ℎ) = 𝐴𝑙0 + 𝑎𝑙𝑠 , 𝑎𝑙𝑠~𝑁(0,
1
𝜏𝑎𝑙𝑠
) , 𝑙 = 1,2 
log(𝜆𝑗𝑠𝑣ℎ) = 𝐵𝑗0 + 𝑏𝑗𝑠 , 𝑏𝑗𝑖~𝑁(0,
1
𝜏𝑏𝑗𝑠
) , 𝑗 = 1,2,3,4 
where 𝑎𝑙𝑠  is the site-specific effect for site 𝑠 on 𝑝𝑙; 𝜏𝑎𝑙𝑠  is the precision (inverse variance) of site-level 
random effects on 𝑝𝑙;  𝑏𝑗𝑠 is the site-specific effect for site 𝑠 on 𝜆𝑗 and 𝜏𝑏𝑗𝑠   is the precision of the site-
level random effects on 𝜆𝑗.   Veterans within sites are assumed conditionally independent given the site-
level random effects. 
 
Model 3 
In the third model, we added a second level of Veteran-specific  random effects to adjust for 
within Veteran dependencies.  We included Veteran level effects on parameters where the number of 
Veterans contributing data to a parameter was small relative to the number of observations.  The smaller 
the ratio of Veterans to observations, the higher the dependency in the data due to repeated measures. For 
example, the ratio of Veterans to observations was 259 to 367 for the 1→2 transition, 104 to 252 for the 
1→4 transition, and 70 to 123 for the 2→4 transition, so we added Veteran level random effects to 
parameters associated with these branches.  However, the ratio of the number of Veterans to the number 
observations was 15 to 15 for the 3→4 transition, 64 to 71 for the 3→2 transition, and 152 to 172 for the 
2→3 transition, so we did not add Veteran level random effects for parameters associated with these 
branches.  That is, Veteran level random effects were added to the model for 𝑝1, 𝑝2, 𝜆1, 𝜆2 and 𝜆3, and but 
not 𝑝3, 𝜆4, 𝜆5 or 𝜆6. While there is some violation of the independence assumption due to repeated 
measures within Veterans for the 3→2 and 2→3 branches, we considered it small enough to ignore.  
Also, when there are few repeated observations per cluster, there may not be enough data to adequately 
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assess between cluster variation. We assumed the Veteran-level random effects were normally distributed 
with  zero means and precisions 𝜏𝑣. For Veteran 𝑣 the flowgraph parameters can be written  
𝑙𝑜𝑔𝑖𝑡(𝑝𝑙𝑠𝑣ℎ) = 𝐴𝑙0 + 𝑎𝑙𝑠 + 𝑎𝑙𝑣 , 𝑎𝑙𝑠~𝑁(0,
1
𝜏𝑎𝑙𝑠
) , 𝑎𝑙𝑣~𝑁(0,
1
𝜏𝑎𝑙𝑣
) ,     𝑙 = 1,2 
log(𝜆𝑗𝑠𝑣ℎ) = 𝐵𝑗0 + 𝑏𝑗𝑠 + 𝑏𝑗𝑣 , 𝑏𝑗𝑠~𝑁(0,
1
𝜏𝑏𝑗𝑠
) , 𝑏𝑗𝑣~𝑁(0,
1
𝜏𝑏𝑗𝑣
) , 𝑗 = 1,2,3 
Where 𝑎𝑙𝑣 is the Veteran-specific effect for Veteran 𝑣 on 𝑝𝑙; 𝑏𝑗𝑣  is the Veteran-specific effect for veteran 
𝑣 on 𝜆𝑗; and 𝜏𝑎𝑙𝑣  and 𝜏𝑏𝑗𝑣  are the inverse variances for Veteran-level random effects on 𝑝𝑙 on 𝜆𝑗, 
respectively.  Observations within Veterans are conditionally independent given the Veteran random 
effects.  We do not consider correlation across any of the random effects in any Model.  This way we do 
not have to deal with multivariate distributions for the random effects. Each random effect component is 
assumed to have its own univariate normal distribution.  Table 3.7 summarizes the parameterization for 
all three of the models. 
 
Table 3.7: Summary of Link functions and Linear Predictors for Flowgraph 2 
Parameter Link Function Linear Predictor 
  Model 1 Model 2 Model 3 
𝒑𝟏 Logit 𝐴10 𝐴10 + 𝑎1𝑠 𝐴10 + 𝑎1𝑠 + 𝑎1𝑣  
𝒑𝟐 Logit 𝐴20 𝐴20 + 𝑎1𝑠 𝐴20 + 𝑎2𝑠 + 𝑎2𝑣 
𝒑𝟑 Logit 𝐴30 𝐴30 𝐴30 
𝝀𝟏 Log 𝐵10 𝐵10 + 𝑏1𝑠 𝐵10 + 𝑏1𝑠 + 𝑏1𝑣  
𝝀𝟐 Log 𝐵20 𝐵20 + 𝑏2𝑠 𝐵20 + 𝑏2𝑠 + 𝑏1𝑣  
𝝀𝟑 Log 𝐵30 𝐵30 + 𝑏3𝑠 𝐵30 + 𝑏3𝑠 + 𝑏3𝑣 
𝝀𝟒 Log 𝐵40 𝐵40 + 𝑏4𝑠 𝐵40 + 𝑏4𝑠 
𝝀𝟓 Log 𝐵50 𝐵50 𝐵50 
𝝀𝟔 Log 𝐵60 𝐵60 𝐵60 
 
In Model 2,  the parameters 𝐴𝑙0 and 𝐵𝑗0 can be interpreted as the values from inverse link 
function that correspond to the mean values of the linked distribution for a random site. In Model 3,  𝐴𝑙0 
and 𝐵𝑗0 can be interpreted as the inverse link function values that correspond to the mean values of the 
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linked distribution for a random Veteran at a random site.  We clarify the relationship between flowgraph 
parameters and the linear predictors for Model 1 in Table 3.8.  Site and Veteran-specific estimates of the 
flowgraph parameters from Models 2 and 3 are found with similar formulas. 
All three models were fit using the MCMC procedure in SAS (9.4). We used 𝑁(0, 100)  priors 
for all the main effect intercepts inside the link functions, 𝑈(.01, 10) priors for all shape parameters of the 
gamma distributed branches and 𝐺𝑎𝑚𝑚𝑎(.01, 𝑖𝑠𝑐𝑎𝑙𝑒 = .01) priors for all the random effect precision 
parameters.  SAS supports both scale and inverse scale forms of the gamma distribution.  The correct 
specification would be igamma(.01, scale=.01) for a variance parameter or gamma(.01, iscale=.01) for a 
precision parameter. Conjugate sampling from the posterior was used for the precision parameters 
because the posterior distributions were in a familiar distributional form. Slice sampling was used for all 
other parameters.   
 
Table 3.8: Summary of Inverse Link functions for Flowgraph 2, Model 1 
Transition Transition Probability Mean Transition Time 
𝟏 → 𝟐  exp(𝐴10) (1 + exp(𝐴10))⁄  𝑘1 exp(𝐵10)⁄  
𝟏 → 𝟒 1 (1 + exp(𝐴10))⁄  𝑘2 exp(𝐵20)⁄  
𝟐 → 𝟒 1 (1 + exp(𝐴10))⁄  𝑘3 exp(𝐵30)⁄  
𝟐 → 𝟑 exp(𝐴20) (1 + exp(𝐴20))⁄  1 exp(𝐵40)⁄ + 𝜃 
𝟑 → 𝟐 exp(𝐴30) (1 + exp(𝐴30))⁄  1 exp(𝐵50)⁄  
𝟑 → 𝟒 1 (1 + exp(𝐴30))⁄  1 exp(𝐵60)⁄  
 
 
Flowgraph 2 Results 
We rescaled the transition times from days to months to improve convergence. The shifted 
amount in the shifted exponential distribution for the 2→3 transition was set to 𝜃 = 1.4  (42 days/30). 
First, we found the MLE estimates of the flowgraph with no random effects using the Nlmixed procedure 
in SAS.  For the Bayesian analysis, we used the MCMC procedure to generate Markov chains of length 
50,000. We discarded the first 5000 iterations as burn and thinned the rest of the chain by keeping every 
10th iteration.  The posterior distributions for all parameters of Model 2 are shown in Appendix B. The 
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point estimates, standard errors and 95% Confidence Intervals (CI) are reported for the MLE analysis. 
The posterior means, standard deviations and 95% Highest Posterior Density Intervals (HPD) are reported 
for the Bayesian analysis.  Table 3.9 shows the MLE and Bayesian results for Model 1 coincide. 
Although the MLE and Bayesian results have different interpretations, the similarities observed in Table 
3.9 confirmed that the posterior distributions were likelihood driven and our choice of priors had little 
influence.  
Table 3.9: Parameter Estimates for Flowgraph 2, Model 1 
Model 1 
  Posterior Summaries MLE Estimates 
Parameter Mean 
Std. 
Dev. 
95% HPD Estimate 
Std. 
Err. 
95% CI 
A10 0.2426 0.0839 0.0780 0.4007 0.2417 0.0834 0.0782 0.4053 
A20 0.0581 0.1071 -0.1576 0.2658 0.0550 0.1057 -0.1523 0.2622 
A30 0.1822 0.2516 -0.2712 0.6965 0.1239 0.2150 -0.2979 0.5457 
B10 -2.4456 0.1357 -2.7225 -2.1893 -2.4419 0.1349 -2.7066 -2.1772 
B20 -0.1450 0.1050 -0.3590 0.0523 -0.1426 0.1056 -0.3497 0.0645 
B30 -2.3075 0.2235 -2.7321 -1.8579 -2.3070 0.2209 -2.7404 -1.8736 
B40 0.2567 0.0958 0.0722 0.4470 0.2632 0.0940 0.0789 0.4476 
B50 -0.1307 0.2016 -0.5034 0.2781 -0.0789 0.1831 -0.4380 0.2802 
B60 -2.3425 0.2846 -2.9072 -1.8009 -2.3395 0.2672 -2.8636 -1.8153 
k1 0.3356 0.0203 0.2975 0.3768 0.3348 0.0207 0.2942 0.3753 
k2 0.5809 0.0381 0.5038 0.6534 0.5795 0.0380 0.5050 0.6541 
k3 0.5442 0.0542 0.4365 0.6474 0.5405 0.0539 0.4347 0.6463 
 
Table 3.10 shows the posterior summaries for Models 2 and 3.  We do not show site or Veteran-
specific random effects to save space.  The random effect precision estimates for the 𝐴1 parameter 
indicated more site-level variation then Veteran-level variation in the probability of engaging in MHSA 
after being discharged from the ED.  For the 𝐴2 parameter, the random effect precision estimates 
indicated more Veteran-level variation  then site-level variation in the probability of disengaging in 
treatment.  The random effect precision estimates for the 𝐵 parameters revelated that for 𝐵1, the site-level 
variation was greater than the Veteran-level variation;  for 𝐵2, the variation between sites and between 
veterans was about the same; and  for 𝐵3, there was larger variation between Veterans then between sites.  
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Table 3.10: Parameter Estimates for Flowgraph 2, Models 2 and 3 
Posterior Summaries 
 Model 2 Model 3 
Parameter Mean 
Std. 
Dev. 
95% HPD Mean 
Std. 
Dev. 
95% CI 
A10 1.0959 1.3177 -1.4065 3.7511 1.3964 1.3899 -1.3914 4.2640 
t_a1s 0.4481 0.4945 0.0028 1.3705 0.3516 0.3773 0.0021 1.0393 
t_a1v     1.6349 0.8829 0.5065 3.2443 
A20 0.3576 0.7742 -1.1059 1.8136 0.5954 0.9604 -1.1292 2.4873 
t_a2s 1.4249 1.3873 0.0012 4.0942 0.9745 1.2523 0.0016 2.7911 
t_a2v     0.4745 0.3535 0.0940 1.0014 
A30 0.1793 0.2414 -0.2601 0.6813 0.1814 0.2481 -0.2657 0.6907 
B10 -2.2161 0.7541 -3.6950 -0.7551 -1.2953 0.7018 -2.7137 0.1263 
t_b1s 1.2133 1.0631 0.0092 3.2847 1.5780 1.5749 0.0008 4.3689 
t_b1v     0.3924 0.0735 0.2640 0.5438 
B20 -0.2415 0.6892 -1.5814 1.0605 0.6955 0.9758 -1.1612 2.6350 
t_b2s 2.1679 2.1960 0.0096 6.4427 0.8911 0.8574 0.0035 2.4852 
t_b2v     0.6864 0.1555 0.4062 0.9841 
B30 -2.8434 1.4598 -6.0255 -0.1395 -2.7490 1.4060 -5.6102 -0.0435 
t_b3s 0.5017 0.7204 0.0011 1.6469 0.4901 0.6002 0.0014 1.5576 
t_b3v     4.4871 10.8501 0.2558 17.3485 
B40 0.3250 0.5530 -0.7925 1.3536 0.3279 0.5381 -0.6351 1.4263 
t_b4s 2.7556 2.9503 0.0030 8.2818 2.8352 3.1142 0.0094 8.0040 
B50 -0.1288 0.1971 -0.5081 0.2522 -0.1262 0.1999 -0.5011 0.2670 
B60 -2.3384 0.2816 -2.9169 -1.8097 -2.3347 0.2867 -2.9175 -1.8096 
k1 0.3972 0.0243 0.3479 0.4425 0.6936 0.0666 0.5749 0.8308 
k2 0.5759 0.0412 0.4995 0.6611 0.8691 0.0745 0.7237 1.0166 
k3 0.5916 0.0604 0.4741 0.7114 0.6577 0.0763 0.5142 0.8131 
 
In Figure 3.8, we illustrate the implications of the levels of the random effects on the parameters 
of the flowgraph. The y-axis specifies the flowgraph parameter and the y-axis is box plots of the posterior 
means from Model 3 of the Veteran-specific linear predictors, grouped by site.   Recall that the 𝐴 
parameters are associated with the probabilities of the flowgraph. The higher the linear predictors in 𝐴, 
the higher the predicted probability.  The 𝐵 parameters are associated with transition times of the 
flowgraph.  The lower the linear predictors for 𝐵, the slower the predicted rate of transition and the longer 
the predicted transition time.  In Figure 3.8, there was no variability in the linear predictors for 𝐴3, 𝐵5 or 
𝐵6 because we did not include site or Veteran-level random effects for these parameters.  These estimates 
are the same for all Veterans at all sites. The reason we didn’t include random effects for these parameters 
78 
 
was because these parameters were all associated with leaving state 3 (the disengaged state) and there 
were only 15 observed transitions for one of the paths out of state 3. We did not consider this size 
adequate enough to assess variation across sites or Veterans.  However, given a longer follow time and 
more data points, we would want to include random effects these parameters.   
 
 
Figure 3.8: Veteran-Level Posterior Means of Linear Predictors, Model 3 
 
For the 𝐵4 parameter, we included site-specific but not Veteran-specific effects. The linear 
predictors for Veterans were different across sites, but the same within sites. The 𝐵4 parameter is for the 
transition rate from the engaged in treatment state to the disengaged in treatment state.  The reason we 
didn’t include Veteran-level random effects was because the majority of Veterans in our sample passed 
79 
 
through this transition only once.  Only 6 of the 74 observations for this transition were due to repeated 
measures within Veterans.  Again, given a longer follow up time or more engaged/disengaged cycles 
observed within Veterans, we would want to add Veteran-level random effects.  All other parameters 
included both levels of random effects.  The differences in the means of the boxplots reflects the between-
site variability.  The range of the box plots reflects between-Veteran variability. 
 
Table 3.11: Probability of Transitions for Flowgraph 2, Models 1, 2 and 3 
Transition Probability of Transition (95% HPD) 
 
Model 1 Model 2 Model 3 
P1 ED discharge - Engaged in MHSA 
   
Overall 56.04% 74.95% 80.16% 
 
(51.95%, 59.89%) (19.68%, 97.70%) (19.92%, 98.61%) 
Site 1 
 
97.14% 98.25% 
  
(85.72%, 99.53%) (91.10%, 99.73%) 
Site 2 
 
42.73% 44.30% 
  
(37.72%, 48.53%) (36.25%, 52.67%) 
Site 3 
 
63.63% 70.21% 
  
(51.96%, 72.85%) (56.23%, 81.03%) 
Site 4 
 
67.25% 73.90% 
  
(59.30%, 74.10%) (64.19%, 81.63%) 
P2 Engaged - Disengaged in MHSA 
   
Overall 51.45% 58.84% 64.46% 
 
(46.07%, 56.61%) (24.86%, 85.98%) (24.43%, 92.32%) 
Site 1 
 
80.62% 87.53% 
  
(69.82%, 88.91%) (73.91%, 95.02%) 
Site 2 
 
34.60% 34.80% 
  
(27.75%, 43.05%) (21.71%, 49.81%) 
Site 3 
 
58.89% 65.38% 
  
(45.52%, 71.28%) (43.66%, 82.24%) 
Site 4 
 
56.91% 61.15% 
  
(42.46%, 71.88%) (39.19%, 80.92%) 
P3 Disengaged - Engaged in MHSA 
   
Overall 54.54% 54.47% 54.52% 
 
(43.26%, 66.74%) (43.53%, 66.40%) (43.40%, 66.61%) 
 
 
80 
 
  We used the link functions on the linear predictors to estimate the overall and site-specific 
probability and mean transition times.  The site-specific probabilities in Table 3.11 are evaluated at the 
expected values of the site-specific random effects and the expected value overall of Veteran-level 
random effects. The site-specific probabilities represent the probabilities for a random Veteran at that site.  
The overall probabilities were evaluated at the expected value overall site- and Veteran-level random 
effects.  The overall probabilities represent the transition probabilities for a random veteran at a random 
site.  The 95% HPD range for these probabilities were found using the 95% HPD values from Tables 3.9 
(for Model 1) and 3.10 (for Models 2 and 3).  
The expected transition times for each transition are in Table 3.12. As with the probability 
estimates, the mean transition times for a random site were calculated at the expected value overall site-
level random effects, and the expected transition times within site were evaluated at the expected value 
overall Veteran-level random effects. 
Tables 3.11 and 3.12 can be used to calculate the overall expected times spent in a state, 
irrespective of the next state.  For example, the overall expected time spent in state 1 is 𝑝1𝐸(𝑇12)  + (1 −
𝑝1)𝐸(𝑇14). In Table 3.13, Model 3 predicted the expected time a random Veteran at a random ED site 
will spend in the ED discharged state before either engaging in MHSA treatment or having a repeated ED 
admission is 2.117 months.  Likewise, the expected time spent in the engaged state before transitioning to 
disengaged state or having a repeat ED admission was 5.020 months, and the expected time in the 
disengaged state before transitioning to the engaged state or having a repeat ED admission was 5.315 
months.  The site-specific expected state durations are also in Table 3.13. These computations are simple 
and easy preform in a flowgraph analysis. In traditional hazard-based multistate models, the overall 
expected time spent in a state are not always as straightforward as they may require integrating over 
multiple hazard functions. 
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Table 3.12: Expected Transition Times for Flowgraph 2 Models 1, 2 and 3 
Transition Expected Time (Months) of Transition (95% HPD)  
Model 1 Model 2 Model 3 
T12 ED Discharge - MHSA 
   
Overall 3.872 3.643 2.533  
(3.364, 4.527) (0.942,14.001) (0.732, 8.672) 
Site 1 
 
13.635 8.239   
(9.127, 20.674) (5.476, 11.687) 
Site 2 
 
1.625 1.341   
(1.313, 1.952) (0.981, 1.815) 
Site 3 
 
3.268 2.078   
(2.231, 4.801) (1.375, 3.222) 
Site 4 
 
2.555 1.740   
(2.031, 3.255) (1.262, 2.280) 
T14 ED Discharge - Repeat ED 
   
Overall 0.672 0.733 0.434  
(0.620, 0.721) (0.229, 2.428) (0.073, 2.311) 
Site 1 
 
0.577 0.340   
(0.078, 3.276) (0.041, 2.363) 
Site 2 
 
0.376 0.145   
(0.343, 0.419) (0.104, 0.186) 
Site 3 
 
0.856 0.478   
(0.592, 1.187) (0.246, 0.882) 
Site 4 
 
1.570 1.538   
(1.212, 1.985) (1.016, 2.421) 
T23 Engaged - Disengaged in MHSA 
   
Overall 2.174 2.123 2.120  
(2.040, 2.330) (1.658, 3.609) (1.640, 3.287) 
Site 1 
 
1.971 1.973   
(1.827, 2.164) (1.833, 2.163) 
Site 2 
 
1.784 1.789   
(1.660, 1.963) (1.664, 1.980) 
Site 3 
 
2.093 2.080   
(1.851, 2.486) (1.851, 2.478) 
Site 4 
 
3.128 3.088   
(2.466, 4.438) (2.438, 4.251) 
T24 Engaged in MHSA - Repeat ED 
   
Overall 5.469 10.160 10.278  
(4.150, 6.707) (0.818, 196.222) (0.849, 140.485) 
Site 1 
 
123.877 103.545   
(11.076, 1730.936) (15.967, 1157.140) 
Site 2 
 
2.374 2.477   
(1.929, 2.892) (1.845, 3.217) 
Site 3 
 
5.028 5.252   
(2.806, 10.024) (2.608, 10.886) 
Site 4 
 
8.862 9.884   
(3.544, 19.471) (4.623, 19.801) 
T32 Disengaged-Engaged in MHSA 
   
Overall 1.140 1.137 1.135 
  (0.757, 1.654) (0.777, 1.662) (0.766, 1.651) 
T34 Disengaged - Repeat ED 
   
Overall 10.407 10.365 10.327  
(6.055, 18.306) (6.109, 18.483) (6.108, 18.494) 
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 Table 3.13: Overall Expected Time Spent in States for Flowgraph 2, Models 1, 2 and 3 
State Expected Time Spent in State (Months)  
Model 1 Model 2 Model 3 
ED Discharged    
Overall 2.465 2.914 2.117 
Site 1  13.262 8.101 
Site 2  0.910 0.674 
Site 3  2.391 1.601 
Site 4  2.232 1.688  
   
Engaged in MHSA    
Overall 3.773 5.430 5.020 
Site 1  25.591 14.641 
Site 2  2.170 2.237 
Site 3  3.300 3.178 
Site 4  5.599 5.728  
   
Disengaged in MHSA    
Overall 5.352 5.338 5.315 
 
Lastly, we evaluated the First Passage (FP) mean, variance, density and hazard. The FP mean and 
variance were found using the MGF in (3.6). The derivates of the first passage time MGF were found 
using Matlab (R2018b). The equations for the first passage mean is in equation 3.7 and the first passage 
variance is in equation 3.8. In a Bayesian analysis, the FP mean and variance parameters are considered 
random variables.  To estimate the posterior distributions for the FP mean and variance, we drew 5000 
random samples from the posterior distributions for all of the parameters and evaluated the mean and 
variance equations on each sample.  Then we summarized the results by calculating the mean, median and 
upper and lower quartiles.  We only did this for the overall distributions of a random Veteran at a random 
site, we did not calculate site specific FP mean and variance distributions. The overall FP mean and 
variance summaries for Models 1, 2 and 3 are in Table 3.14. The means of the posterior FP mean and 
variance distributions for Model 1 were lower than Models 2 and 3. The posterior means of the FP mean 
distributions were about the same between Models 2 and 3, however, the posterior mean of the FP 
variance distribution was lower for Model 3.    The posterior distributions of the flowgraph parameters 
were large, so drawing random samples from the wide posterior distributions produced very wide 
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distributions for the FP mean and variance.  With more sites, we would expect narrower distributions with 
less uncertainty. 
𝐸(𝑇) = 𝑀′(0) =  
𝑝1 (𝑝2𝜃(𝑝3  −  1) +
𝑘3(𝑝2  −  1)
𝜆3
+
𝑝2(𝑝3  −  1)
𝜆4
+
𝑝2(𝑝3 −  1)
𝜆6
)
𝑝2𝑝3  −  1
−
𝑘2(𝑝1  −  1)
𝜆2
−
𝑝1 (
𝑝2𝑝3
𝜆4
+
𝑝2𝑝3
𝜆5
+ 𝑝2𝑝3𝜃) (𝑝2  + 𝑝2(𝑝3 −  1) −  1)
(𝑝2𝑝3  −  1)2
+
𝑘1𝑝1(𝑝2  + 𝑝2(𝑝3  −  1) −  1)
𝜆1(𝑝2𝑝3  −  1)
 
 
(3.7) 
𝑉𝑎𝑟(𝑇) = 𝑀′′(0) − 𝑀′(0)2 = 
𝑝1 (
2𝑘3(𝑝2  −  1)
𝜆3
2 +
2𝑝2(𝑝3  −  1)
𝜆4
2 +
2𝑝2(𝑝3  −  1)
𝜆6
2 + 𝑝2𝜃
2(𝑝3  −  1) +
𝑘3(𝑘3  −  1)(𝑝2   −  1)
𝜆3
2 +
2𝑝2(𝑝3  −  1)
𝜆4𝜆6
+
2𝑝2𝜃(𝑝3  −  1)
𝜆4
+
2𝑝2𝜃(𝑝3  −  1)
𝜆6
)
𝑝2𝑝3  −  1
−
2𝑘2(𝑝1 −  1)
𝜆2
2
− (
𝑘2(𝑝1 −  1)
𝜆2
−
𝑝1 (𝑝2𝜃(𝑝3  −  1) +
𝑘3(𝑝2  −  1)
𝜆3
+
𝑝2(𝑝3  −  1)
𝜆4
+
𝑝2(𝑝3  −  1)
𝜆6
)
𝑝2𝑝3  −  1
+
𝑝1 (
𝑝2𝑝3
𝜆4
+
𝑝2𝑝3
𝜆5
+ 𝑝2𝑝3𝜃) (𝑝2  +  𝑝2(𝑝3  −  1) −  1)
(𝑝2𝑝3  −  1)
2 −
𝑘1𝑝1(𝑝2  +  𝑝2(𝑝3  −  1) −  1)
𝜆1(𝑝2𝑝3  −  1)
)
2
−
𝑘2(𝑘2  −  1)(𝑝1  −  1)
𝜆2
2
−
𝑝1(𝑝2  +  𝑝2(𝑝3  −  1) −  1) (
2𝑝2𝑝3
𝜆4
2 +
2𝑝2𝑝3
𝜆5
2 + 𝑝2𝑝3𝜃
2 +
2𝑝2𝑝3𝜃
𝜆4
+
2𝑝2𝑝3𝜃
𝜆5
+
2𝑝2𝑝3
𝜆4𝜆5
)
(𝑝2𝑝3  −  1)
2
−
2𝑝1 (
𝑝2𝑝3
𝜆4
+
𝑝2𝑝3
𝜆5
+ 𝑝2𝑝3𝜃) (𝑝2𝜃(𝑝3  −  1) +
𝑘3(𝑝2  −  1)
𝜆3
+
𝑝2(𝑝3  −  1)
𝜆4
+
𝑝2(𝑝3  −  1)
𝜆6
)
(𝑝2𝑝3  −  1)
2
+
2𝑝1 (
𝑝2𝑝3
𝜆4
+
𝑝2𝑝3
𝜆5
+ 𝑝2𝑝3𝜃)
2
(𝑝2  + 𝑝2(𝑝3 −  1) −  1)
(𝑝2𝑝3  −  1)
3 +
2𝑘1𝑝1(𝑝2  +  𝑝2(𝑝3 −  1) −  1)
𝜆1
2(𝑝2𝑝3  −  1)
+
2𝑘1𝑝1 (𝑝2𝜃 ∗ (𝑝3  −  1) +
𝑘3(𝑝2  −  1)
𝜆3
+
𝑝2(𝑝3 −  1)
𝜆4
+
𝑝2(𝑝3  −  1)
𝜆6
)
𝜆1(𝑝2𝑝3  −  1)
+
𝑘1𝑝1(𝑘1 −  1)(𝑝2  +  𝑝2(𝑝3  −  1) −  1)
𝜆1
2(𝑝2𝑝3  −  1)
−
2𝑘1𝑝1 (
𝑝2𝑝3
𝜆4
+
𝑝2𝑝3
𝜆5
+ 𝑝2𝑝3𝜃) (𝑝2  +  𝑝2(𝑝3  −  1) −  1)
𝜆1(𝑝2𝑝3  −  1)
2  
(3.8) 
 
Next, we estimated the first passage density by simulating 5000 passes through the flowgraph 
using the means of the posterior distribution of the flowgraph parameters. Ideally, instead of using the 
means of the posteriors we would draw random samples from the posteriors for each simulated pass like 
we did for the calculation of the FP mean and variance distributions.  However, because of the large 
variation observed in the posteriors distributions for FP mean and variance, we decided using the means 
of the posterior distributions for the evaluation of the FP densities would be sufficient for our purposes.    
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Table 3.14: Posterior Summaries for the First Passage Mean and Variance of Flowgraph 2 
First Passage Mean (Months) 
Model Mean Std Dev Median Q1 Q3 
1 7.681 0.768 7.601 7.147 8.140 
2 13.314 6.319 12.281 9.040 16.233 
3 13.422 6.164 12.582 9.376 16.470       
First Passage Variance (Months) 
Model Mean Std Dev Median Q1 Q3 
1 123.126 33.473 117.014 101.256 137.178 
2 1034.560 3283.370 213.792 129.046 454.649 
3 843.757 2888.500 183.482 114.815 371.030 
 
Kernel smoothed density and hazard functions for the simulated first passage times are shown 
Figure 3.9 (site-specific) and in Figure 3.10 (overall sites). The FP times represents total time between ED 
discharge and a repeat ED admission, irrespective of treatment engagement. The various shapes of the 
hazard and density functions demonstrate the flexibility of the flowgraph to model various time to event 
processes. Due to the slow rates of readmission observed within the year of observation for the study, the 
flowgraph analysis estimated first passage times of ED readmissions that were far beyond the one-year 
study observation period.   We take caution extrapolating any results from a study beyond the study 
observation period. 
 
 
Figure 3.9: Site-Specific FP Density and Hazard Functions for Flowgraph 2, Model 3 
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Figure 3.10: Overall FP Density and Hazard functions for Flowgraph 2, Model 3 
 
Flowgraph 2 Summary 
We have demonstrated how the failure to account for a hierarchal data structure in real data 
healthcare applications can produce misleading results.  For example, when observations within site and 
within Veteran were treated as independent, the estimated probability of engaging in MHSA treatment 
after being discharged from the ED was 56.04%.  However, after adjusting for within-site and within-
Veteran clustering, the overall probability of engaging in treatment after ED discharge was 80.16%.  To 
clarify the main findings from the flowgraph analysis, we superimposed the adjusted probability and 
expected waiting times estimated in Model 3 on top of the flowgraph. The 95% HPD intervals for the 
results in Figure 3.11 are in Tables 3.11 and 3.12.  
The expected time a random Veteran at a random ED spends in the engaged in treatment state 
before transitioning to the disengaged state was about two (2.12) months.  However, because we 
considered Veterans to be engaged in treatment for up to six weeks past their last appointment, this meant 
their last MH or SA visit was only about two weeks after their first one.  Although, it was encouraging to 
see that over half (54.24%) of the Veterans who disengaged in treatment would re-engage in treatment in 
about one (1.14) month. The expected time a Veteran spent in the engaged in treatment state and in the 
disengaged state prior to a repeat admission were both about ten months (10.23 and 10.33, respectively). 
Considering that the expected time between an ED discharge and the ED readmission for those that did 
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not engage in any MHSA treatment was less than two weeks (.43 months), these results suggested that 
engaging in treatment, even for a little while, significantly lengthened the time between ED visits.  The 
overall, first passage time between ED discharge and ED readmission for a random Veteran at a random 
site, regardless of path taken, was a little over one year (13.422 months).   
 
 
Figure 3.11: Flowgraph 2 with Overall Estimates from Model 3 
 
 
Model 4 
For our final analysis, we expand Flowgraph 2 Model 3 to incorporate covariates.  Depression 
and other MH disorders such as Post Traumatic Stress Disorder (PTSD) have been associated with 
increased suicide ideation (Office of Suicide Prevention, 2016). We added indicator variables for 
depression, PTSD and age less than 40 to probability models for 𝑝1 and 𝑝2 and to the time models for 𝜆1, 
𝜆2, 𝜆3 and 𝜆4.  We used 𝑁(0, 100) priors and slice sampling for all additional regression coefficient 
parameters.  All other parameters in the flowgraph used the same priors and sampling methods as 
described for Model 3.  The regression equations for probability and time components for Model 4 are  
Discharged 
from ED 
(1) 
Engaged in 
MHSA 
(2) 
Repeat ED 
(4) 
Disengaged in 
MHSA 
(3) 
80.16 % 
0.43 
months  
64.46 %  
10.23 
months 
2.53 
months 
1.14 
months  
10.33 
months  
54.52 % 
2.12 
months  
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𝑙𝑜𝑔𝑖𝑡(𝑝𝑙𝑠𝑣ℎ) = 𝐴𝑙0 + 𝑎𝑙𝑠 + 𝑎𝑙𝑣 + 𝐴𝑙𝑑𝑒𝑝𝑥𝑑𝑒𝑝 + 𝐴𝑙𝑝𝑡𝑠𝑑𝑥𝑝𝑡𝑠𝑑 + 𝐴𝑙𝑎𝑔𝑒𝑥𝑎𝑔𝑒, 
𝑎𝑙𝑠~𝑁(0, 𝜏𝑎𝑙𝑠), 𝑎𝑙𝑣~𝑁(0, 𝜏𝑎𝑙𝑣), 𝑙 = 1,2  
𝑙𝑜𝑔𝑖𝑡(𝑝𝑙𝑠𝑣ℎ) = 𝐴𝑙0 , 𝑙 = 3 
log(𝜆𝑗𝑠𝑣ℎ) = 𝐵𝑗0 + 𝑏𝑗𝑠 + 𝑏𝑗𝑣 +𝐵𝑗𝑑𝑒𝑝𝑥𝑑𝑒𝑝 + 𝐵𝑗𝑝𝑡𝑠𝑑𝑥𝑝𝑡𝑠𝑑 + 𝐵𝑗𝑎𝑔𝑒𝑥𝑎𝑔𝑒,  
𝑏𝑗𝑠~𝑁(0, 𝜏𝑏𝑗𝑠), 𝑏𝑗𝑣~𝑁(0, 𝜏𝑏𝑗𝑣), 𝑗 = 1,2,3 
log(𝜆𝑗𝑠𝑣ℎ) = 𝐵𝑗0 + 𝑏𝑗𝑠 + 𝐵𝑗𝑑𝑒𝑝𝑥𝑑𝑒𝑝 + 𝐵𝑗𝑝𝑡𝑠𝑑𝑥𝑝𝑡𝑠𝑑 + 𝐵𝑗𝑎𝑔𝑒𝑥𝑎𝑔𝑒, 𝑏𝑗𝑠~𝑁(0, 𝜏𝑏𝑗𝑠), 𝑗 = 4 
log(𝜆𝑗𝑠𝑣ℎ) = 𝐵𝑗0 , 𝑗 = 5,6 
where 𝑥𝑑𝑒𝑝 = 1 if the Veteran had a depression diagnosis and 0 otherwise; 𝑥𝑝𝑡𝑠𝑑 = 1 the Veteran had 
PTSD diagnosis and 0 otherwise; and 𝑥𝑎𝑔𝑒 = 1 if age < 40 and 0 otherwise. 
 
Model 4 Results 
The posterior distribution summaries for Model 4 are in Table 3.15.  We use used the posterior 
summary means and 95% HPD intervals of the regression coefficients to calculate odds ratios (OR) 
summaries for the covariate effects on probability parameters and multiplication factor summaries for the 
covariate effects on transition time components. Because all transition times in our flowgraph assumed 
Exponential or Gamma distributions and used the log link, the covariate effects on mean transition times 
could be interpreted in the same way for every transition time component. A Bayesian analysis does not 
produce significance and p-values for the covariate effects like in a Frequentist analysis.  The size of the 
effects in a Bayesian analysis can be judged by the magnitude of the mean of the posterior distributions 
and whether the HPD intervals contain the null value.  The null values for an odds ratio and a 
multiplication factor are both one. In Table 3.16, the estimates of the ORs for all covariate effects on the 
transition probabilities were near one, and all 95% HPD intervals contained one.  This indicated 
depression, PTSD and age less than 40 did not have much influence on 𝑝1 or 𝑝2 in Flowgraph 2.   
 
88 
 
Table 3.15: Posterior Summaries for Flowgraph 2, Model 4 
Posterior Summaries 
Parameter Mean Std. Dev. 95% HPD 
A10 1.1691 1.4179 -1.6242 4.1074 
A1dep 0.2018 0.2550 -0.3082 0.6945 
A1ptsd 0.4469 0.2660 -0.0480 0.9795 
A1age 0.0610 0.2683 -0.4718 0.5729 
tau_a1s 0.3382 0.3414 0.0020 0.9694 
tau_a1v 1.4276 0.8665 0.4523 2.6542 
A20 0.4951 1.1095 -1.5530 2.7705 
A2dep 0.3622 0.3966 -0.4206 1.1223 
A2ptsd 0.1196 0.4080 -0.6772 0.9423 
A2age 0.6188 0.4380 -0.2962 1.4192 
tau_a2s 0.6287 0.6432 0.0014 1.7898 
tau_a2v 0.5277 0.3784 0.1284 1.1967 
A30 0.0939 0.2247 -0.3131 0.5577 
B10 -1.6630 0.7368 -3.0854 -0.2720 
B1dep 0.2685 0.2380 -0.1837 0.7442 
B1ptsd 0.5393 0.2490 0.0742 1.0561 
B1age 0.0609 0.2528 -0.4358 0.5598 
tau_b1s 1.5493 1.5162 0.0043 4.4181 
tau_b1v 0.4230 0.0857 0.2769 0.5917 
B20 0.5232 1.0231 -1.5987 2.4320 
B2dep -0.2133 0.3225 -0.8520 0.3976 
B2ptsd 0.3391 0.3293 -0.3005 0.9769 
B2age 0.4446 0.3489 -0.2651 1.1274 
tau_b2s 0.9102 0.8558 0.0031 2.5668 
tau_b2v 0.6918 0.1607 0.4055 1.0237 
B30 -2.6807 1.3417 -5.3782 -0.1227 
B3dep 0.0137 0.3520 -0.6416 0.7179 
B3ptsd 0.4205 0.3461 -0.2970 1.0620 
B3age 0.8768 0.3665 0.1455 1.5996 
tau_b3s 1.2752 5.7805 0.0011 3.5389 
tau_b3v 4.9987 16.4192 0.2917 14.5595 
B40 2.3793 1.8562 -1.5865 5.8492 
B4dep -1.7437 0.1362 -2.0216 -1.4921 
B4ptsd -1.6485 0.1485 -1.9389 -1.3603 
B4age -3.7598 0.1522 -4.0669 -3.4759 
tau_b4s 0.1554 0.1241 0.0042 0.4017 
B50 -0.0505 0.1962 -0.4509 0.3079 
B60 -2.3611 0.2793 -2.9188 -1.8307 
k1 0.6769 0.0665 0.5600 0.8165 
k2 0.8696 0.0745 0.7245 1.0146 
k3 0.6890 0.0866 0.5251 0.8634 
 
 
.  
89 
 
Table 3.16: Covariate Effects on Odds of Transition 
Transition Covariate Effect on Odds of Transition 
 Age < 40 Depression PTSD 
 OR 95% HPD OR 95% HPD OR 95% HPD 
ED Discharge - MHSA 1.063 (0.624,1.773) 1.224 (0.735,2.003) 1.564 (0.953,2.663) 
Engaged in  MHSA- 
Disengaged in MHSA 
1.857 (0.744,4.134) 1.436 (0.657,3.072) 1.127 (0.508,2.566) 
 
 
Table 3.17: Covariate Effects on Mean Transition Time 
Transition Covariate Effect on Mean Transition Time  
Age < 40 Depression PTSD  
Mult. 
Factor 
95% HPD 
Mult. 
Factor 
95% HPD 
Mult. 
Factor 
95% HPD 
ED Discharge - MHSA 0.941 (0.571, 1.546) 0.765 (0.475, 1.202) 0.583 (0.348, 0.928) 
ED Discharge - Repeat ED 0.641 (0.324, 1.304) 1.238 (0.672, 2.344) 0.712 (0.376, 1.351) 
MHSA - Repeat ED 0.416 (0.202, 0.865) 0.986 (0.488, 1.900) 0.657 (0.346, 1.346) 
Engaged in MHSA - 
Disengaged in MHSA 
42.94 (32.326, 58.374) 5.719 (4.446, 7.551) 5.199 (3.897, 6.951) 
 
In Table 3.17, five of the 95% HPD intervals for the multiplication factors on mean transition 
times did not contain the null value of one. These results are summarized as follows.   On average, 
Veterans with a PTSD diagnosis had 0.583 (0.348, 0.982) times the time that Veterans without a PTSD 
diagnosis had between being discharged from the ED and attending their first MHSA appointment. 
Veterans less than 40 spent on average 0.416 (0.202, 0.865) times shorter the time Veterans over 40 spent 
in the engaged in treatment state before having a repeat ED admission. Conversely, Veterans less than 40 
spent on average 42.94 (32.326, 58.374) times longer the time Veterans over 40 spent in the engaged in 
treatment state before disengaging in treatment. Overall, a depression diagnosis increased the time spent 
in the engaged in MHSA treatment by 5.719 (4.446, 7.551) before transitioning to the disengaged state. 
Similarly, a PTSD diagnosis increased the  time spent in the engaged in MHSA treatment by 5.199 
(3.897, 6.951) before transitioning to the disengaged state.  We want to clarify that the effects of these 
covariates are interpreted as associations, not causal relationships.  An analysis of a treatment effect, such 
as the SAFE VET intervention, would be more suited to make causal statements regarding actionable 
influences on the flowgraph outcomes. 
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The path probabilities, expected times of transitions, expected times spent in each state and the 
first passage time distribution calculated for Models 1 2 and 3 can be found for any combination of the 
included covariates.  However, we do not present that here.  The purpose of Model 4 was to demonstrate 
the natural extension for the flowgraph models with random effects to incorporate covariates. We discuss 
future directions for research in this application in Chapter 4. 
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Chapter 4: Discussion and Conclusions 
 
The analysis of a time to an event of intereste is the most informative when intermediate states of 
the process leading to the event of interest are also investigated.  In Chapter 1, we overviewed the abilities 
of flowgraph models to analyze such multistate time to event data.  We summarized the basic elements of 
a flowgraph and compared flowgraph methods to conventional multistate analysis methods. We provided 
a literature review of the significant contributions in flowgraph methodology and the progress to date, and 
then demonstrated the need to expand the flowgraph model to accommodate nested and correlated data 
structures. 
In Chapter 2,  we presented a framework to incorporate random effects into both the probability 
and transition time components of a flowgraph model.  Our proposed approach takes advantage of the 
properties of conditional independence and allows interdependent data to be related through the random 
effects. Additionally, we proposed allowing multiple branch transition times of a flowgraph to be 
correlated by linking the branches through multivariate normally distributed random intercepts. We 
constructed conditional and marginal likelihoods and discussed the main estimation techniques from both 
the Frequentist and Bayesian perspectives. Through simulation, we provided empirical evidence that 
flowgraph models with random effects produced better estimates than naïve flowgraph models regarding 
bias, mean square error and coverage probability.  We evaluated the impact of correlated data clusters on 
estimates of parameters for specific transitions of a flowgraph, as well as estimates of parameters for the 
first passage time quantities of a flowgraph. Simulations were conducted to create different scenarios 
concerning the strengths and directions of correlations between multiple branches and the strengths of 
between-cluster variation on repeated transitions of a single branch. We also examined model properties 
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on small samples of clusters.  Model performance was assessed from a Frequentist perspective and all 
simulations assumed exponential waiting times, normally distributed random effects and non-informative 
censoring.  
Methodologically, there are a multitude of ways to extend the research presented in Chapter 2. 
The data simulations in Chapter 2 can be repeated from a Bayesian perspective.  Similar simulations that 
examine the performance of flowgraph models with non-exponential transition time distributions, non-
normal random effect distribuitions, and alternate or informative censoring mechanisms can be 
conducted.   There is also the possibility of using random intercepts estimated in a flowgraph analysis to 
identify latent classes of multistate time to event process behavior. We considered jointly distributed 
multivariate normal random intercepts across time components of a flowgraph model.  Joint distributions 
of random effects across probability components or across a combination of probability and time 
components of a flowgraph model can also be considered. Alternatively, shared random effects across 
different components of a flowgraph model might be appropriate in some cases.   For example, a 
univariate normal distribution may be assumed for a common random intercept across multiple branches 
in a flowgraph.  Only positive correlations between process components with shared random effects 
would be allowed. Then this could be extended to multi-dimensional shared random effect distributions. 
Other directions for future research include the investigation of non-parametric flowgraph models on 
clustered data structures.  As an alternative to random effect models,  generalized estimating equations  
(Liang & Zeger, 1986) may be considered to estimate flowgraph parameters from correlated data.  
Generalized estimating equations (GEE) methods specify working covariance matrices to estimate 
population averaged estimates of the marginal model.  Other covariance structures such as unstructured, 
exchangeable and autocorrelation in flowgraph models is another avenue that could be explored. Lastly, 
improvements in software capabilities will enhance computational methods available for flowgraph 
model research. Currently, there are few options capable of fitting flowgraph models with random effects, 
and the options that are available are costly.  For example,  the last analysis in Chapter 4 (Flowgraph 2, 
Model 4) took almost five hours to run using the MCMC procedure in SAS (9.4) on a 2.40 GHz 
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processor. As computational power improves, the practicability of investigating multilevel flowgraph 
models will progress.  
The application of suicide-related ED admissions and MH and SA treatment engagement among 
Veterans at VA facilities in the US is of high interest.  The VA is the largest integrated healthcare system 
in the US, and is committed to recovery-oriented MH care that anticipates and responds to Veterans needs 
for SI, SA disorders, depression and PTSD (Office of Suicide Prevention, 2016).  However, care paths for 
these patients are neither strictly structured nor well understood. 
Research on how to describe the flow of service utilization behavior  in a concise but 
comprehensive way is what led to the statistical flowgraph model.  Implementing statistical flowgraph 
methodology on the Veteran care patterns also advances an idea presented in a recent study (Denneson et 
al., 2016) on Veteran suicide and VA service use.  In  Denneson et al. (2016) , the differences in care 
patterns for Veterans who committed suicide within six months of contact with the VA system were 
explored by comparing the characteristics of the last VA service received to the proximity of the service 
before to death.  The comparison groups were determined by whether the last contact with VA was within 
seven days, thirty days, or six months of suicide (Denneson et al., 2016).  A consideration of not just the 
last service, but all services received within the months prior to a suicide would provide a more holistic 
views service utilization in the months leading to a suicide, and this is possible with flowgraph models.    
In Chapter 3, we demonstrated the feasibility of multilevel flowgraph models to analyze patterns 
of MH and SA service use among Veterans discharged from psychiatric ED visits at VA facilities.  First, 
we conducted an analysis on a subset of our application data in a simple flowgraph model with one level 
of random effects.  Then we conducted a more comprehensive analysis with all our available application 
data in a flowgraph model with an additional state and two levels of random effects. Lastly, we added 
covariates for age, depression, and PTSD. Using the methods proposed in Chapter 2, we provided a more 
in-depth analysis of a real data application than existing multistate models were capable of.  States in 
flowgraph models like those presented in Chapter 3 can be abstracted from event logs, which may already 
exist in electronic health records data. An opportunity to implement multilevel flowgraph methods on 
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data from more sites and over longer periods of time may lead to better understandings of treatment 
engagement and repeat ED admission cycles for these patients. 
Other future directions for the analysis in this application include conducting a more thorough 
investigation of covariate effects on the various flowgraph components.  For example, the history of 
alcohol or illicit drug use may play important roles in the ED readmission process, but we did not 
consider these as covariates. Another option for future analysis is to expand the flowgraphs in Chapter 3 
to include an inpatient hospitalization state following an ED admission. If the lengths of hospital stay for 
those in the study sample that were hospitalized during the study period could be obtained, then the 
flowgraph analysis in Chapter 3 could easily be extended to included those patients. If the length of 
hospital stays could not be obtained, incomplete data methods to handle the unknown hospital discharge 
times could be considered. Another way the flowgraph could be expanded is to separate the engaged in 
MHSA state to an engaged in MH only, engaged in SA only, or engaged in both MH and SA treatment 
states. Additionally, time changing covariates for the number of outpatient visits in the treatment states 
could be explored.   
The health and well-being of Veterans is the top priority for the VA, and they are committed to 
enhancing programs designed to reduce suicidal risk among those receiving health services from VA 
providers (Office of Suicide Prevention, 2016). However, detecting suicidal risk and identifying patterns 
of health care utilization across facilities can make the evaluation of intervening efforts challenging. 
Identifying those at risk for suicide before a suicide occurs is a difficult task. Nevertheless, interventions 
that increase outpatient MH and SA service use and decrease ED visits and hospitalizations for SI may 
improve management of precursor health conditions while reducing healthcare costs.  An assessment of 
treatment effects in a flowgraph analysis that includes the intervention site data described in Chapter 3 
may be a significant step towards analyzing intervening efforts in a broader context than what traditional 
study outcome measures offer. 
Lastly, one of the most important implications to the health field is the opportunity to implement 
flowgraph methodology in Process Mining (van der Aalst, 2011)  applications of healthcare analysis.  To 
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improve healthcare,  models that reflect the reality of healthcare processes must be developed, analyzed 
and able to be compared. Conventional process-centric techniques such as conducting interviews and 
creating process models for simulation by hand are costly, time-consuming and error-prone(Perimal-
lewis, de Vries, & Thompson, 2014). Perceptions, opinions, and beliefs often aren’t accurate 
representations of reality. Traditional data-centric methods such as comparing mortality rates, 
readmission rates or costs can provide evidence of process differences, but the measures are indirect and 
don’t provide insight into differences in the process itself. Process Mining is a young but quickly 
emerging discipline that bridges the gap between process-centric and data-centric techniques by focusing 
on the analysis of end to end processes using event data (van der Aalst, 2011). End to end statistical 
comparisons are possible with flowgraph models. Process mining has been applied successfully in various 
domains such as banking, insurance, logistics, and production. However, certain aspects of healthcare 
processes make its application more difficult.  Healthcare processes often require flexibility and ad hoc 
decision making as they may be only partly structured, include exceptional behavior and involve different 
stakeholders (Mans, van der Aalst, & Vanwersch, 2015).  Despite these limiting characteristics, process 
mining has shown increasing popularity in the healthcare settings and unlike other domains, there is still 
room for dramatic improvements in healthcare processes (Rojas, Munoz-Gama, Sepulveda, & Capurro, 
2016).   
With increasing pressures to improve healthcare processes while reducing costs, exploiting 
existing event data in a process mining framework and applying statistical flowgraph models is an 
attractive option. Flowgraphs facilitate the communication of process behavior which may lead to more 
comprehensive understandings of what is happening and how and where to instigate change. As 
correlated and nested data structures are commonly observed in healthcare settings, the work in this 
dissertation has broadened the applicability of the flowgraph model to more areas in healthcare.  
Combining process mining methods with statistical flowgraph models may make significant contributions 
towards identifying the best evidence based medical practices.  
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Appendix A: SAS Code for Simulations 
 
Simulation 1 
 
%sim1(run=1, seed=123456, nsites=100, gr12=-.75, nreps=100 , gr1=1, gr2=1, B1=2, B2=1.5,BC=-2, 
expm=3.5, expv=.5 );   
%sim1(run=2, seed=2346724, nsites=100, gr12=-.35, nreps=100 , gr1=1, gr2=1, B1=2, B2=1.5,BC=-2, 
expm=3.5, expv=.5 );   
%sim1(run=3, seed=7423456, nsites=100, gr12=0, nreps=100 , gr1=1, gr2=1, B1=2, B2=1.5,BC=-2, 
expm=3.5, expv=.5 );   
%sim1(run=4, seed=6234671, nsites=100, gr12=.35, nreps=100 , gr1=1, gr2=1, B1=2, B2=1.5,BC=-2, 
expm=3.5, expv=.5 );   
%sim1(run=5, seed=752455, nsites=100, gr12=.75, nreps=100 , gr1=1, gr2=1, B1=2, B2=1.5,BC=-2, 
expm=3.5, expv=.5 );   
 
Simulation 2 
 
%sim2(run=6, seed=798743565, nsites=5, gr12=0, nreps=100 , gr1=1, gr2=1, B1=2, B2=1.5,BC=-2, 
expm=4.5, expv=.5 );   
%sim2(run=7, seed=863522235, nsites=10, gr12=0, nreps=100 , gr1=1, gr2=1, B1=2, B2=1.5,BC=-2, 
expm=4.5, expv=.5 );   
%sim2(run=8, seed=859951246, nsites=15, gr12=0, nreps=100 , gr1=1, gr2=1, B1=2, B2=1.5,BC=-2, 
expm=4.5, expv=.5 );   
 
Simulation 3 
 
%sim3(B=2, rvar=.25, nid=100, reps=500, seed=12345987, run=1); 
%sim3(B=2, rvar=.5, nid=100, reps=500, seed=987437025, run=2); 
%sim3(B=2, rvar=.75, nid=100, reps=500, seed=12347, run=3); 
%sim3(B=2, rvar=1, nid=100, reps=500, seed=12348, run=4); 
%sim3(B=2, rvar=1.25, nid=100, reps=500, seed=12349, run=5); 
%sim3(B=2, rvar=1.5, nid=100, reps=500, seed=123491, run=6); 
 
 
Macro definitions 
 
%macro ODSOff(); ods graphics off; ods exclude all; ods noresults;  
%mend; 
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%macro ODSOn();  ods graphics on; ods exclude none; ods results; 
 %mend; 
 
%macro sim1(run, seed, nsites, gr12, nreps, gr1, gr2, B1, B2, BC, expm, expv );   
proc iml;  
call randseed(&seed); 
 
nstot = &nreps*&nsites; 
* site sample size; 
sn = j(nstot,1); 
sn = ceil(exp(randnormal(nstot, &expm, &expv))); 
 
* random effects; 
RCov = {&gr1 &gr12, &gr12 &gr2}; 
R=randnormal(nstot, {0,0}, Rcov); 
 
* fixed efects; 
B=j(nstot, 2); 
B[,1]=&B1; 
B[,2]=&B2; 
 
*site specific effects; 
linp=B+R; 
 
*generate site data; 
N = sum(sn); 
simdata = j(N, 4); 
 
*ids; 
do i = 1 to N; simdata[i,1]=i; end; 
 
cumn=0; 
do s = 1 to nstot; 
ntemp = sn[s]; 
t1temp = j(ntemp, 1); 
t2temp = j(ntemp, 1); 
newn = cumn+ntemp; 
simdata[cumn+1:newn,2] = s; 
lam1 = exp(linp[s,1]);  
lam2 = exp(linp[s,2]); 
call randgen(t1temp, "Exponential", 1/lam1); 
call randgen(t2temp, "Exponential",  1/lam2); 
simdata[cumn+1:newn,3] = t1temp; 
simdata[cumn+1:newn,4] = t2temp; 
cumn=newn; 
end; 
 
create simdatapop from simdata[colname={"id" "site"  "t1" "t2" }]; append from simdata; 
close simdatapop; 
quit; 
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data sp2; set simdatapop; 
call streaminit(&seed); 
rep=ceil(site/&nsites); 
lamC=exp(&BC); 
ct = rand('exponential', 1/lamC); 
if ct < t1 then cs=1; 
else if  ct < t1+t2 then cs=2; 
else cs=0; 
run; 
 
data sp3; set sp2; 
if cs=0 then do; 
 t = t1; d=12; d12=1; d23=0; d19=0; d29=0; output; 
 t = t2; d=23; d12=0; d23=1; d19=0; d29=0; output; 
end; 
else if cs=1 then do; 
 t=ct; d=19; d12=0; d23=0; d19=1; d29=0; output; 
end; 
else do;  
 t=t1; d=12; d12=1; d23=0; d19=0; d29=0; output; 
 t=ct; d=29; d12=0; d23=0; d19=0; d29=1; output; 
end; 
run; 
data sp3; set sp3; 
d1 = d12 + d19; 
d2 = d23 + d29; 
zd=0; 
run; 
proc sort data=sp3; by rep site; run; 
 
%odsoff(); 
/* Model 1 - No random effects */ 
proc nlmixed data=sp3 fconv=.0000000000001 gconv=.0000000000001 qpoints=15 maxiter=1000 
maxfunc=10000  ; 
parms B1=&B1 B2=&B2 ; 
lam1 = exp(B1); 
lam2 = exp(B2); 
if d=12 then l = log(lam1) - t*lam1; 
if d=19 then l = -t*lam1;  
if d=23 then l = log(lam2) - t*lam2; 
if d=29 then l = -t*lam2; 
if l < -1e20 then ll=-1e20; else ll=l; 
model zd~general(ll); 
estimate 'FP Mean' 1/lam1 + 1/lam2; 
estimate 'FP Var'  2/(lam1**2) + 2/(lam2**2) + 2/(lam1*lam2)  - (1/lam1 + 1/lam2)**2; 
ods output ParameterEstimates = pe1 AdditionalEstimates = ae1(rename=label=Parameter);  
by rep; 
run; 
 
/* Model 2 - Random effects with covariance fixed at 0 */ 
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proc nlmixed data=sp3 fconv=.0000000000001 gconv=.0000000000001 qpoints=15 maxiter=1000 
maxfunc=10000  ; 
parms B1=&B1 B2=&B2 gr1=&gr1 gr2=&gr2; 
lam1 = exp(B1+r1); 
lam2 = exp(B2+r2); 
lam10 = exp(B1); 
lam20 = exp(B2); 
if d=12 then l = log(lam1) - t*lam1; 
if d=19 then l = -t*lam1;  
if d=23 then l = log(lam2) - t*lam2; 
if d=29 then l = -t*lam2; 
if l < -1e20 then ll=-1e20; else ll=l; 
model zd~general(ll); 
random r1 r2 ~ normal([0,0], [gr1, 0, gr2]) subject=site; 
estimate 'FP Mean' 1/lam10 + 1/lam20; 
estimate 'FP Var'  2/(lam10**2) + 2/(lam20**2) + 2/(lam10*lam20)  - (1/lam10 + 1/lam20)**2; 
ods output ParameterEstimates = pe2 AdditionalEstimates = ae2(rename=label=Parameter);  
by rep; 
run; 
 
/* Model 3 - Random effects with estimated covariance  */ 
proc nlmixed data=sp3 fconv=.0000000000001 gconv=.0000000000001 qpoints=15 maxiter=1000 
maxfunc=10000  ; 
parms B1=&B1 B2=&B2 gr1=&gr1 gr2=&gr2 gr12=&gr12; 
lam1 = exp(B1+r1); 
lam2 = exp(B2+r2); 
lam10 = exp(B1); 
lam20 = exp(B2); 
if d=12 then l = log(lam1) - t*lam1; 
if d=19 then l = -t*lam1;  
if d=23 then l = log(lam2) - t*lam2; 
if d=29 then l = -t*lam2; 
if l < -1e20 then ll=-1e20; else ll=l; 
model zd~general(ll); 
random r1 r2 ~ normal([0,0], [gr1, gr12, gr2]) subject=site; 
estimate 'FP Mean' 1/lam10 + 1/lam20; 
estimate 'FP Var'  2/(lam10**2) + 2/(lam20**2) + 2/(lam10*lam20)  - (1/lam10 + 1/lam20)**2; 
estimate 'rho'  gr12/(sqrt(gr1)*sqrt(gr2)); 
ods output ParameterEstimates = pe3 AdditionalEstimates = ae3(rename=label=Parameter);  
by rep; 
run; 
%OdsOn(); 
 
data results; 
set pe1 (in=m1) ae1 (in=m1) pe2 (in=m2) ae2 (in=m2) pe3 (in=m3) ae3 (in=m3); 
if m1 then m=1; 
if m2 then m=2; 
if m3 then m=3; 
run; 
 
data results2; set results; 
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if Parameter = 'B1' then trueval=&B1; 
if Parameter = 'B2' then trueval=&B2; 
if Parameter  = 'gr12' then trueval=&gr12; 
if Parameter  = 'gr1' then trueval=&gr1; 
if Parameter  = 'gr2' then trueval=&gr2; 
lam10 = exp(&B1); 
lam20 = exp(&B2); 
if Parameter='FP Mean' then trueval=1/lam10 + 1/lam20; 
if Parameter='FP Var' then trueval= 2/(lam10**2) + 2/(lam20**2) + 2/(lam10*lam20)  - (1/lam10 + 
1/lam20)**2;; 
if Parameter='rho' then trueval=&gr12/(sqrt(&gr1)*sqrt(&gr2)); 
nsites = &nsites; 
corr=&gr12/(sqrt(&gr1)*sqrt(&gr2)); 
drop lam10 lam20; 
run; 
 
data save.results_&run; set results2; run=&run; 
run; 
 
proc datasets lib=work nolist kill; 
quit; 
%mend; 
 
%macro sim2(run, seed, nsites, gr12, nreps, gr1, gr2, B1, B2, BC, expm, expv );   
proc iml;  
call randseed(&seed); 
 
nstot = &nreps*&nsites; 
* site sample size; 
sn = j(nstot,1); 
sn = ceil(exp(randnormal(nstot, &expm, &expv))); 
 
* random effects; 
RCov = {&gr1 &gr12, &gr12 &gr2}; 
R=randnormal(nstot, {0,0}, Rcov); 
 
* fixed efects; 
B=j(nstot, 2); 
B[,1]=&B1; 
B[,2]=&B2; 
 
*site specific effects; 
linp=B+R; 
 
*generate site data; 
N = sum(sn); 
simdata = j(N, 4); 
 
*ids; 
do i = 1 to N; simdata[i,1]=i; end; 
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cumn=0; 
do s = 1 to nstot; 
ntemp = sn[s]; 
t1temp = j(ntemp, 1); 
t2temp = j(ntemp, 1); 
newn = cumn+ntemp; 
simdata[cumn+1:newn,2] = s; 
lam1 = exp(linp[s,1]);  
lam2 = exp(linp[s,2]); 
call randgen(t1temp, "Exponential", 1/lam1); 
call randgen(t2temp, "Exponential",  1/lam2); 
simdata[cumn+1:newn,3] = t1temp; 
simdata[cumn+1:newn,4] = t2temp; 
cumn=newn; 
end; 
 
create simdatapop from simdata[colname={"id" "site"  "t1" "t2" }]; append from simdata; 
close simdatapop; 
quit; 
 
data sp2; set simdatapop; 
call streaminit(&seed); 
rep=ceil(site/&nsites); 
lamC=exp(&BC); 
ct = rand('exponential', 1/lamC); 
if ct < t1 then cs=1; 
else if  ct < t1+t2 then cs=2; 
else cs=0; 
run; 
 
data sp3; set sp2; 
if cs=0 then do; 
 t = t1; d=12; d12=1; d23=0; d19=0; d29=0; output; 
 t = t2; d=23; d12=0; d23=1; d19=0; d29=0; output; 
end; 
else if cs=1 then do; 
 t=ct; d=19; d12=0; d23=0; d19=1; d29=0; output; 
end; 
else do;  
 t=t1; d=12; d12=1; d23=0; d19=0; d29=0; output; 
 t=ct; d=29; d12=0; d23=0; d19=0; d29=1; output; 
end; 
run; 
data sp3; set sp3; 
d1 = d12 + d19; 
d2 = d23 + d29; 
zd=0; 
run; 
proc sort data=sp3; by rep site; run; 
 
%odsoff(); 
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/* Model 1 - No random effects */ 
proc nlmixed data=sp3 fconv=.0000000000001 gconv=.0000000000001 qpoints=15 maxiter=1000 
maxfunc=10000  ; 
parms B1=&B1 B2=&B2 ; 
lam1 = exp(B1); 
lam2 = exp(B2); 
if d=12 then l = log(lam1) - t*lam1; 
if d=19 then l = -t*lam1;  
if d=23 then l = log(lam2) - t*lam2; 
if d=29 then l = -t*lam2; 
if l < -1e20 then ll=-1e20; else ll=l; 
model zd~general(ll); 
estimate 'FP Mean' 1/lam1 + 1/lam2; 
estimate 'FP Var'  2/(lam1**2) + 2/(lam2**2) + 2/(lam1*lam2)  - (1/lam1 + 1/lam2)**2; 
ods output ParameterEstimates = pe1 AdditionalEstimates = ae1(rename=label=Parameter);  
by rep; 
run; 
  
/* Model 2 - Random effects with covariance fixed at 0 */ 
proc nlmixed data=sp3 fconv=.0000000000001 gconv=.0000000000001 qpoints=15 maxiter=1000 
maxfunc=10000  ; 
parms B1=&B1 B2=&B2 gr1=&gr1 gr2=&gr2; 
lam1 = exp(B1+r1); 
lam2 = exp(B2+r2); 
lam10 = exp(B1); 
lam20 = exp(B2); 
if d=12 then l = log(lam1) - t*lam1; 
if d=19 then l = -t*lam1;  
if d=23 then l = log(lam2) - t*lam2; 
if d=29 then l = -t*lam2; 
if l < -1e20 then ll=-1e20; else ll=l; 
model zd~general(ll); 
random r1 r2 ~ normal([0,0], [gr1, 0, gr2]) subject=site; 
estimate 'FP Mean' 1/lam10 + 1/lam20; 
estimate 'FP Var'  2/(lam10**2) + 2/(lam20**2) + 2/(lam10*lam20)  - (1/lam10 + 1/lam20)**2; 
ods output ParameterEstimates = pe2 AdditionalEstimates = ae2(rename=label=Parameter);  
by rep; 
run; 
 
%OdsOn(); 
 
data results; 
set pe1 (in=m1) ae1 (in=m1) pe2 (in=m2) ae2 (in=m2); 
if m1 then m=1; 
if m2 then m=2; 
run; 
 
data results2; set results; 
if Parameter = 'B1' then trueval=&B1; 
if Parameter = 'B2' then trueval=&B2; 
if Parameter  = 'gr12' then trueval=&gr12; 
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if Parameter  = 'gr1' then trueval=&gr1; 
if Parameter  = 'gr2' then trueval=&gr2; 
lam10 = exp(&B1); 
lam20 = exp(&B2); 
if Parameter='FP Mean' then trueval=1/lam10 + 1/lam20; 
if Parameter='FP Var' then trueval= 2/(lam10**2) + 2/(lam20**2) + 2/(lam10*lam20)  - (1/lam10 + 
1/lam20)**2;; 
if Parameter='rho' then trueval=&gr12/(sqrt(&gr1)*sqrt(&gr2)); 
nsites = &nsites; 
corr=&gr12/(sqrt(&gr1)*sqrt(&gr2)); 
drop lam10 lam20; 
run; 
 
data save.results_&run; set results2; 
run=&run; 
run; 
 
proc datasets lib=work nolist kill; 
quit; 
%mend; 
 
%macro sim3(B, rvar, nid, reps, seed, run); 
data a;  
call streaminit(&seed); 
array ta{1000} t1-t1000; 
array da{1000} d1-d1000; 
array sumta{1000} sumt1-sumt1000; 
ct = 10/exp(&B); 
do rep = 1 to &reps; 
 do id = 1 to &nid; 
  do i = 1 to 1000; ta[i]=.; da[i]=.; sumta[i]=.; end; 
  r = rand('normal',0,&rvar); 
  lam=exp(&B+r); 
  flag=0; 
  ta[1]=rand('exponential', 1/lam); 
  sumta[1]=ta[1]; 
  da[1]=1; 
  if ta[1]> ct then do; da[1]=0; lastt=1; end; 
  else do h = 2 to 1000 until (flag=1); 
    ta[h] = rand('exponential', 1/lam); 
    sumta[h]=sumta[h-1]+ta[h]; 
    if sumta[h] < ct then da[h]=1; 
    else do; da[h]=0; flag=1; lastt=h; end; 
  end; 
  output; 
 end; 
end; 
drop i h flag; 
run; 
 
/* change last time so sum observed time is not greater then censored time limit*/ 
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data b; set a; 
array ta{*} t:; 
array sumta{*} sumt:; 
if lastt=1 then t1=ct; 
else ta[lastt] = ct-sumta[lastt-1]; 
run; 
 
data c; set b; 
array ta{*} t:; 
array da{*} d:; 
zd=0; 
do h = 1 to lastt; 
t=ta[h]; 
d=da[h]; 
output; 
end; 
drop t1-t1000 d1-d1000 sumt1-sumt1000; 
run; 
 
%odsOff(); 
/* without random effects */ 
proc nlmixed data=c fconv=.0000000000001 gconv=.0000000000001 qpoints=15 maxiter=1000 
maxfunc=10000 ; 
parms B=&B; 
lam=exp(B); 
if d=1 then ll= log(lam) - t*lam; 
if d=0 then ll= - t*lam; 
model zd~general(ll); 
by rep; 
ods output ParameterEstimates = pe1; 
run; 
 
/* with random effects */ 
proc nlmixed data=c fconv=.0000000000001 gconv=.0000000000001 qpoints=15 maxiter=1000 
maxfunc=10000 ; 
parms B=&B g2=&rvar; 
lam=exp(B +re); 
if d=1 then ll= log(lam) - t*lam; 
if d=0 then ll= - t*lam; 
model zd~general(ll); 
random re~normal(0, g2) subject=id; 
by rep; 
ods output ParameterEstimates = pe2; 
run; 
%odsOn(); 
 
data res; set pe1 (in=a) pe2; 
if a then m=1; else m=2; 
run; 
 
data res2; set res; 
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if Parameter='B' then trueval=&B; 
else trueval=&rvar; 
bias = Estimate-trueval; 
mse = bias**2; 
if lower < trueval < upper then cp=1; else cp=0; 
run; 
 
data save.res&run; set res2; 
run=&run; 
B=&B; 
rvar=&rvar; 
censtime=10/exp(&B); 
run; 
 
proc datasets lib=work nolist kill; 
quit; 
%mend; 
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Appendix B: Posterior Samples from Chapter 3 
 
Flowgraph 1 Model 2  
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Flowgraph 2 Model 2  
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