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Abstract: We propose a procedure for selecting basis function orientation to improve the
eciency of solution methodologies that employ local plane-wave approximations. The proposed
adaptive approach consists of a local wave tracking strategy. Each plane-wave basis set, within
considered elements of the mesh partition, is individually or collectively rotated to best align one
function of the set with the local propagation direction of the eld. Systematic determination of the
direction of the eld inside the computational domain is formulated as a minimization problem. As
the resultant system is nonlinear with respect to the directions of propagation, the Newton method
is employed with exact characterization of the Jacobian and Hessian. To illustrate the salient
features and evaluate the performance of the proposed wave tracking approach, we present error
estimates as well as numerical results obtained by incorporating the procedure into a prototypical
plane-wave based approach, the least-squares method (LSM) developed by Monk et al. [29]. The
numerical results obtained for the case of a two-dimensional rigid scattering problem indicate that
(a) convergence was achievable to a prescribed level of accuracy, even upon initial application of
the tracking wave strategy outside the pre-asymptotic convergence region, and (b) the proposed
approach reduced the size of the resulting system by up to two orders of magnitude, depending on
the frequency range, with respect to the size of the standard LSM system.
Key-words: direct scattering, domain decomposition, Helmholtz equation, Newton method,
nite element method, pollution eect, adaptive direction, plane-wave-based method, least-squares
method
Méthodes d'ondes planes adaptatives pour la résolution
ecace de problèmes de Helmholtz à moyenne et haute
fréquence
Résumé : Nous proposons une technique permettant d'optimiser l'orientation des fonctions de
base pour améliorer la précision des méthodes basées sur des approximations par ondes planes.
Cette approche repose une stratégie adaptative locale des ondes planes et consiste à appliquer des
rotations aux bases d'ondes planes, individuellement ou par groupe d'élément d'une même par-
tition, de manière à les aligner au mieux avec la direction de propagation du champ d'onde. La
détermination de ces directions de propagation est eectué en résolvant un problème de minimi-
sation. Le système qui en découle étant non linéaire par rapport aux directions de propagations,
nous utilisons la méthode de Newton en calculant le Jacobien et le Hessien de manière exacte.
Nous présentons des estimations d'erreur et des résultats numériques permettant d'illustrer les
principales propriétés et d'évaluer les performances de la méthode. Pour cela, nous avons mis
en ÷uvre la stratégie adaptative dans un code numérique basé sur approche par ondes planes
classiques, la méthode des moindres carrés (Least Squares Method, LSM), développée par Monk
et al. [29]. Les résultats numériques obtenus pour le problème de diraction en dimension deux
mettent en évidence que la méthode (a) converge pour un niveu de précision donné, même si
la stratégie adaptative est utilisée en dehors de la région de convergence préasymptotique ; et
(b) la méthode réduit la taille du système linéaire jusqu'à deux ordres de magnitude suivant la
fréquence choisie par rapport à la LSM classique.
Mots-clés : diraction, décomposition de domaine, équation d'Helmholtz, méthode de New-
ton, méthode d'élements nis, eets de pollution, direction adaptative, méthode d'ondes planes,
méthodes des moindres carrés
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1 Introduction
Use of wave equations to model physical phenomena is well documented with wide-ranging ap-
plication in optics [2], seismology [1], radar [14], and ocean acoustics [33], along with many other
elds in science and technology. While the ubiquitous nite element method has served as a
foundation for the solution of this class of equations, issues that arise from the frequency de-
pendence of the discretization, identied as a pollution eect [5, 13], have remained a topic of
active research for over a half a century. Many attempts have been made to overcome the di-
culties related to this pollution eect. Relatively recently, approaches that employ plane-waves
as basis functions for Helmholtz problems have demonstrated signicant potential to numerically
determine these solutions [34, 4, 8, 29, 12, 21, 22, 26, 27, 18, 19, 20, 15, 17, 16, 3]. The oscilla-
tory nature of plane-waves provides a natural setting to more eciently model highly oscillatory
elds. Nevertheless, elds that propagate with a high frequency remain dicult to compute, due
to an increasing presence of numerical instabilities created upon rened discretization and/or
the augmentation of the basis sets with additional plane-wave functions. These instabilities arise
due to the numerical loss of linear independence of functions within the basis sets, as observed
and demonstrated in [3, 24].
In response to the above numerical challenges, we propose an alternative procedure that can
extend the range of satisfactory convergence without signicantly increasing the number of plane-
waves and/or drastically rening the mesh. This can mitigate the nascent presence of near-linear
dependencies that instigate numerical breakdown. The essence of the proposed approach is to
maintain a low number of plane-waves typically used to calculate elds propagating in the low
frequency regime, to calculate elds at higher frequencies. This is accomplished by allowing the
elemental basis sets to rotate so as to align a basis function in the set, with the main direction
of eld propagation. In this manner, a more accurate approximation of the eld is expected
to that obtained by rigid, and often arbitrarily predened orientations of the basis sets. The
proposed approach, which can be viewed as an adaptive-type strategy, is succinctly demonstrated
by comparison of the analytical to the numerical solution for a plane-wave propagating at an
angle θ through a square waveguide domain of length a [9]. In the domain, a high frequency
propagation is considered (ka=500), with the wavenumber represented by k. Using a basis set
of four canonically oriented plane-waves per element, over 100% relative error was determined
with the Least-Squares Method (LSM) [29] for a step-size h/a=1/100 for all propagation angles
except those aligned with the predened basis functions (0◦, 90◦, 180◦ and 270◦), as depicted in
Fig. 1. However, if the basis functions were allowed to rotate so that one function within an
element aligns with the direction of propagation of the eld, the rotated" LSM delivered an
error of 10−6% with a much larger step size: h/a=1/2, corresponding to a mesh partition of only
two elements. Note that the same degree of rotation was applied to each of the four basis sets,
a logical option due to the common directions of propagation through each element. In eect,
allowing the basis functions to align, or track the direction of propagation of the eld within a
given element, improved the calculation accuracy, while mitigating discretization cost by a factor
of 2500 in the case of the considered waveguide problem. We subsequently will refer to this wave
tracking (WT) method as LSM-WT in this study.
The above example is simple; it contains one direction of propagation, whereas realistic objects
generate scattered elds with multiple directions of propagation. In this paper, we propose an
approach to permit the basis functions to rotate and systematically track the local direction of
eld propagation. In this manner, the method can numerically solve direct scattering problems
in domains containing elds with multiple directions of propagation. To this end, the proposed
Inria
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Figure 1: Sensitivity of the relative error to the angle of propagation for ka = 500 and 4 plane-
waves: LSM with h/a = 1/100 (line) and LSM-WT with h/a = 1/2 (diamond symbols).
approach represents the scattered eld at the element level by a superposition of plane-waves,
where both the expansion coecients (the nodes) and angles of orientation are unknown and need
to be determined. Computation of these unknowns can be expressed as a double minimization
problem, which is linear with respect to the nodes and non-linear with respect to the determina-
tion of the angles of orientation of the basis functions. In this study, the Newton iterative method
was employed to address the nonlinear aspect of the formulation, although other methods can be
employed, e.g., conjugate gradient and genetic algorithms, [23, 11]. The resulting, smaller, linear
systems corresponding to the scattering problem and Newton iteration equations are solved by
LU factorization. Although solution of the double minimization problem appears to require de-
termination of an increased number of unknowns, in point of fact, the proposed WT formalism
incurs a signicantly smaller size than required by existing methods, as a coarser mesh and lower
number of basis functions are needed for a given level of accuracy. This eectively raises the onset
of numerical instabilities that arise from near-linear dependencies of the basis set functions at
higher frequencies. Consequently, the WT approach is designed to enhance convergence stability
and reduce computational cost. Both factors can, in turn, extend the accessible range for the
application of plane-wave based solution methodologies to higher frequency scattering problems.
It should be emphasized that the proposed wave-tracking procedure is general and can be in-
corporated into plane-wave based formulations that lead to minimization of a cost function. To
exemplify application, the algorithm, delineated in Sec. 3.1, is developed in this study in con-
junction with LSM (Sec. 3.2). The accuracy and eciency of the resultant LSM-WT method is
assessed for a prototypical scattering problem consisting of a sound-hard disk-shaped scatterer
embedded in a circular computational domain (Sec. 5). The calculated scattered acoustic eld
is subsequently compared to the eld generated by the (unmodied) LSM. Accuracies of the
approximated elds obtained by LSM and LSM-WT are compared by calculating the relative
error in an H1-type norm. The proposed approach is found to converge to a prescribed level
of accuracy, even upon initial application of the Newton algorithm outside the pre-asymptotic
RR n° 8364
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convergence region. The required size of the scattering system is reduced with LSM-WT by one
and two-orders of magnitude, depending on the frequency range with respect to the standard
LSM system. Analysis of the resultant orientational angles reveal that signicant, independent,
basis set rotations are required to achieve the targeted error thresholds. This indicates that
a) optimal orientaion angles can not be predicted a priori, and b) a straightforward, sweeping
approach would be ineective, due to exorbitant computational cost.
2 Preliminaries
To assess the performance of the proposed strategy, we consider the following prototypical
Helmholtz problem: direct acoustic scattering from a sound-hard object in the presence of an
articial exterior boundary, Σ, as shown in Fig. 2. However, the wave-tracking procedure can ac-
commodate other interior [10] as well as other exterior boundary conditions (see e.g., Refs. [39, 7]




∆u+ k2u = 0 in Ω,
∂nu = g on Γ,
∂nu = iku on Σ,
(1)
where Ω is a two-dimensional computational domain, ∂n is the normal derivative operator evalu-
ated on the respective boundaries, Γ and Σ, k is a positive number representing the wavenumber,
and g is a complex-valued function. A standard example of such a function is given by:
g(~x) = −∂neik~x·
~d (2)
where ~d is a unit vector representing the direction of the incident plane-wave. To numerically
approximate the scattered eld, the computational domain, Ω, is partitioned into a regular





Assume that solution of the BVP, given in Eq. (1), by plane-wave-based variational methods
can be formulated to be compactly expressed as a minimization of a cost function J :{









∣∣ ∀K ∈ Th, v|K = vK ∈ Xh(K)} . (5)
where element K ∈ Th possesses nK basis functions. Hence, the local subspaces Xh(K) ⊆ H1(K)
are given by:
Xh(K) =
















Figure 2: Sample computational domain for the scattering problem.
where:
φKj (~x) = e
ik ~dKj ·(~x−~x
K) ; 1 ≤ j ≤ nK ; ~x ∈ K, (7)
with ~xK as the centroid of K, and ~dKj as the direction of the propagation of the plane-waves,
i.e., ~dKj = (cos θj , sin θj). The set of angles {θj} is such that θj ∈ [0, 2π) and θj 6= θl if j 6= l. For
example,
θj = 2π(j − 1)/(nK − 1) ; 1 ≤ j ≤ nK .
3 Solution Methodology
3.1 The general tracking wave strategy
The proposed wave-tracking approach guides a set of local basis functions to align one function
closely with the orientation of the local (intra-element) propagation of the eld, u. To this end,
an adaptive strategy is employed by which the direction of the initial choice of the local basis
functions are rotated within each element or an ensemble of elements, by employing a rotational









;α ∈ [0, 2π), (8)
with the angle of rotation, α, employed to best align one function in the basis set with the










j=1,··· ,nK through the
angle αK , as illustrated in Fig.3.
ψKj (α
K)(~x) = φKj (RαK (~x)) ; j = 1, · · · , nK , ∀K ∈ Th. (9)
Note that the resulting basis functions ψKj are also plane-waves that satisfy the Helmholtz equa-
tion in R2. The resulting eld, uh, which accommodates an arbitrary angle of eld propagation,







K)·(~x−~xK) ; ∀K ∈ Th, (10)
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Figure 3: Basis set rotation to align one basis function with the direction of propagation in
element, K: Initial basis set (dashed line), nal orientation (solid line) with counterclockwise
rotational angle given by αK .
where the new orientations are obtained by a counterclockwise rotation by angle αK , that is:
~dj(α
K) = (cos(θj + α
K), sin(θj + α
K)). (11)
Note that the unknown expansion coecients, ξKj , now also depend on the unknown angle, α
K .






where χ|K being the characteristic function of K. Note that the total number of basis functions
specied is Nφ = n
K ×Nh. The minimization problem dened in Eq. (4) is reformulated using
the new, rotated, basis functions given by Eq. (9). In this manner, the original minimization
problem given by Eq. (4) becomes a double minimization consisting of nding a vector angle ~θ
such that:  Find











~α ∈ L2(Ω);∀K ∈ Th, α|K = α
K ∈ [0, 2π)
}
, (14)
the modied global discrete space X̂h(~α) ⊆ L2(Ω) as:
X̂h(~α) =
{




~α is a given vector in RNh, with coordinates dened as the rotational angle for each element K.
The local subspaces X̂h(K, θ
K) ⊆ H1(K) are dened by:
X̂h(K,α
K) =






K) ; where ξKj ∈ C
 . (16)
We may choose an exhaustive approach to track at the element level as indicated in Dh, however,
it is preferable from the standpoint of computational eciency to use a priori knowledge or an
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Figure 4: Disk-shaped scatterer: Example of a mesh comprised as a 16-sided regular polygon
with 4 radial and 16 angular elements. Angularly adjacent elements are grouped into a given
subdomain, specied by color and assigned a common angle of orientation. Subdomains are
shown as replicated in each quadrant.
adaptive strategy to determine regions with similar directions of eld propagation, and stipulate
a common basis set orientation for elements in these regions. Such an approach will lead to a
signicant computational cost reduction, as demonstrated in the following. The computational
domain, Ω, is partitioned into NΩ subdomains. Denoting {Ωµ} as the set of subdomains that









Kj ; µ = 1, 2, . . . , NΩ, (18)
with nµh elements K per subdomain, Ωµ (see Fig. 4 for an illustrative example with 4 elements
per subdomain, and 4 subdomains per quadrant). The double minimization problem, given by
Eq. (13), is re-formulated as follows: Find







with D̃h ⊆ Dh, such that D̃h =
{
~α ∈ Dh; α|Ωµ = αµ ∈ [0, 2π)
}
. Hence, ~θ is a vector in RNΩ ,
where NΩ << Nh, and Nh is the number of elements given by Eq. (3). The double minimization
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Solving the double minimization problem given by Eqs. (21)-(22), requires application of a
descent method or other optimization approaches such as the conjugate gradient method [23]
or a genetic algorithm [11]. We propose to determine this minimum by seeking the roots of
the Jacobian operator, denoted by ~̇L(~α). In this study, the Newton method is employed to
determine the resulting non-linear system. This algorithm incurs at iteration, m, the Newton
iteration equation:
L̈(~α (m))δ~α (m) = −~̇L(~α (m)) (23)
with L̈ as the Hessian, and δ~α as the angular update. The solution of the linear system specied
in Eq. (23), yield the set of angular updates δ~α(m). For each iteration, m, the update is then
applied to the set of basis functions:
~α(m+1) = ~α(m) + δ~α(m). (24)
3.2 Wave tracking formulation as applied to the least-squares method
The following delineates the formulation of the proposed wave-tracking strategy in conjunction
with the least squares approach [29].
3.2.1 Pertinent LSM formalism
In this study, we apply the general wave-tracking formalism dened in the previous section, in
conjunction with the least-squares method [29]. The cost function, J , given by Eq. (4) in the






















|∂nv − ikχΣh v − χΓh g|
2ds
(25)
with he as the length of edge e, [v] and [[v]] denoting the jump of v across an interior edge of
two adjacent elements: ∂K ∩ ∂K ′:
[v] = v|K − v|K′ ,






) is the characteristic function of Γh (resp. Σh), the inner (resp. outer) boundary,
and ∂n is the normal derivative operator evaluated with respect to the edge. The solution of the




Find uh ∈ Vh such that :
a(uh , w) = F (w) ; ∀w ∈ Vh,
(27)
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(∂nv − i kχΣ v)(∂nw − i kχΣ w) ds,
(28)








g (∂nw) ds; ∀w ∈ Vh. (29)
Last, the space Vh is a nite dimensional space whose elements w satisfy ∆w + k
2 w = 0 in
K ; ∀K ∈ Th.
3.2.2 The LSM-WT Method
In the following, we provide a characterization of the Jacobian, ~̇L(~α), and the Hessian, L̈(~α) in
the context of the LSM formulation. Recall ~α→ L(~α) is an innitely dierentiable function.
Proposition 3.1. Let α ∈ Dh. Then:
roman* zeze











∂nu̇h,µ(~α) g ds; µ = 1, . . . , NΩ, (30)



























K) = ∂ψKj (α
K)/∂αµ. (33)











∂nüh,µµ′(~α)g ds; µ, µ
′ = 1, . . . , NΩ, (34)
where, üh,µµ′ , the second-order partial derivative of uh(~α) with respect to angles αµ and








′ = 1, . . . , NΩ, (35)
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K) = ∂2ψKj (α
K)/∂αµ∂αµ′ . (37)










∂nuh(~α) g ds; (38)
This property results from Eqs. (25)-(26) and then applying Green-Riemann to Eq. (25). Then,
using the chain rule in Eq. (38) leads to the desired result in (i) and (ii).
Remark 1. Consideration of the rst- and second-order Fréchet derivatives u̇h(α) and üh(~α)




ξµ,µ′ . The latter are required
for construction of the Jacobian ~̇L(~α), and Hessian, L̈(~α) that incur in the Newton iteration
equation, given by Eq. (23). Evaluation of the Fréchet derivatives is achieved by solving the
same variational problem with dierent right-hand sides, as demonstrated in the following two
results.








K)) = G(ψKj (α
K)) ; ∀j = 1, · · ·nK , ∀K ∈ Th
(39)
where the expression of the linear functional G depends on the sought-after eld ũh(α) as follows:
roman*. For ũh(~α) = uh(~α), we have:
G(ψKj (α
K)) = F (ψKj (α
K)) (40)
where the eld uh(~α) is given by Eq. (10) and the linear functional F is given by Eq. (29).




K)) = F (ψ̇Kj,µ(α
K))− a(uh(~α), ψ̇Kj,µ(αK))− a(u̇bh,µ(~α), ψKj (αK)) (41)
where the eld u̇ ah,µ(~α) is given by Eq. (32), the linear functional F is given by Eq. (29),
the bilinear form a(·, ·) is given by Eq. (39), and u̇bh,µ(~α) is given by Eq. (32).
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K)) = F (ψ̈Kj,µµ′(α
K))− 2a(u̇h,µ(~α), ψ̇Kj,µ(αK)− a(u̇bh,µ(~α), ψ̈Kj,µµ′(αK))
− 2a(ü bh,µµ′(~α), ψ̈Kµµ′,j(αK))− a(ü ch,µµ′(~α), ψKj (αK))
(42)




h,µµ′(~α) are given by Eq. (36).
Proof. Property (i) results from substituting w = ψKj (~α) in VF (27). To prove property (ii),




K) = F (ψj(α
K)) (43)
We dierentiate with respect to αKµ and use the fact that a(·, ·)(resp. F(·)) is a bilinear (resp.






















Then, substituting Eqs. (31), (32) and (33) in Eq. (44) leads to the desired result given by Eqs.
(39) and Eq. (41). The proof of Property (iii) results from applying the second order derivative
with respect to αµ and αµ′ to Eq. (43), and then substituting into the obtained result, the
expression of the second order partial derivative of uh(~α) given by Eqs (35)-(37).
















; ∀K,K ′ ∈ Th, 1 ≤ j ≤ nK , and 1 ≤ l ≤ nK
′
, with the bilinear form, a(·, ·), dened
in Eq. (28). The expression of the vector ~b depends on the target expansion coecients as
follows:
roman*. For ~X = ~ξ, the j th coordinate of the vector ~b is given by:
bj = F (ψ
K
j (α
K)) ; ∀j = 1, · · ·nK , ∀K ∈ Th (46)
with the linear functional F given in Eq. (29).
roman*. For ~X =
~̇
ξµ, the j




K)) ; ∀j = 1, · · ·nK , ∀K ∈ Th (47)
with the linear functional G given in Eq. (41).
roman*. For ~X =
~̈
ξµµ′ , the j




K)) ; ∀j = 1, · · ·nK , ∀K ∈ Th (48)
with the linear functional G given in Eq. (42).
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Upon determination of the set of dierentiated expansion coecients, {ξ̇µ} and {ξ̈µµ′}, by the
above procedure, the Hessian, L̈(~α) of the Newton system Eq. (23) can be constructed. At the
algebraic level, Eq. (23) becomes:
M(m) ~X(m) = ~b(m) (49)
where M(m) is an NΩ×NΩ real and symmetric matrix, whose entries are given by Mµµ′(~αm) =
L̈µµ′(~α
m)(see Eq. (34)). Matrix M is dense, but is of much smaller dimension than the least-
squares matrix A since NΩ << Nφ. Hence, the linear system given by Eq. (49) can be solved
using any direct method.
3.2.3 LSM-WT algorithm: Summary
The proposed solution methodology for tracking the propagation direction of the eld with the
local basis functions, can be viewed as the following three-step strategy.
Step roman*. Initialization
Dene Th, the partition into Nh elements K of the computational domain Ω, see Fig. 4 for




j=1,··· ,nK . Note
that specifying a constant value for nK , i.e., stipulating the same number of basis functions
for all elements in Th, is the simplest choice and commonly used. Finally, we select the
number and location of the subdomains, e.g., the contiguously colored regions in Fig. 4,
where we would be optimizing the angles of the basis functions. In the considered mesh
discretization, we chose h to be the element edge length along the radial direction.
Step roman*. At iteration m
Evaluate uh(~α
(m)) and rst- and second-order Fréchet derivatives u̇h(α
(m)) and üh(~α
(m))
by solving one linear system, A ~X=rhs, (see Eq. (45)), where A is an Nφ×Nφ, Hermitian
and positive denite matrix. A is a sparse matrix with a stencil with of 5nK . This task
requires evaluation of 12 (NΩ + 1)(NΩ + 2) dierent right-hand sides as dened in Eqs. (46),
(47), and (48). Then we determine the update δ~α (m) by solving the linear system M ~X=~b
(see Eq. (49)), where M is an NΩ ×NΩ, real, symmetric and dense matrix. The orienta-
tional angles of the basis functions are then updated, ~α (m+1)=~α(m)+δ~α (m).
Step roman*. Stopping criterion
To stop the algorithm, we rst record all the angles of basis functions in a nh × nK rect-
angular array, α(m), and their corresponding updates in a rectangular array δα(m). We
stop the algorithm when the relative successive variation, ||δα
(m)||
||α(m)|| , is less than a prescribed
tolerance level. The numerical investigation tends indicates that 5% is a practical tolerance
level, as illustrated in Sec. 5.
Remark 2. The proposed formulation can also accommodate p-type renement, in which the
number of plane-waves can be apportioned dierently from element to element, i.e., nK need not
necessarily be considered constant.
4 Mathematical Analysis
Throughout this section, we adopt the following notations and assumptions:
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 Th is a regular triangulation of the computational domain Ω into triangular- or rectangular-
shaped elements K i.e. there exists a positive constant ĉ that depends on Ω only such that:




where ρK denotes the radius of the disc inscribed in the element K centered at xG, the
gravity center of K [31]. Note that he is the length of the edge e of the element K i.e.
hK = max
e⊂∂K
he and h = max
K∈Th
hK .




∣∣ ∆v + k2v = 0 in K and ∂nv ∈ L2(∂K)} . (51)




∣∣ ∀K ∈ Th, v|K ∈ V (K)} . (52)
 For v ∈ V , we denote by ||| · ||| the norm associated with the hermitian bilinear form a(·, ·),
given by Eq.(28), as follows:

























 For each element K ∈ Th, || · ||0,K (resp. | · |1,K) is the L2-norm (resp. H1 semi-nom) on
K.
















|w|1,K + hθ−3/2K |w|θ,K
)
. (56)
We recall the following standard properties that will be of subsequent use:
Property 4.1.
roman*. Let J(·) be the cost function given by Eq.(25). Then,







||g||2L2(e) ;∀ v ∈ V, (57)
with <(z) representing the real part of z ∈ C. Observe that:
J(v) = 0 if and if v ∈ H1(Ω) ∩ V and v satises BVP(1).
roman*. Assume Ω to be a polygonal-shaped domain. Then, for any g ∈ Hs(Γ) with s > 0, the
solution of BVP(1), u ∈ Hθ(Ω), where θ ∈ (3/2, 2]. Hence, u ∈ V and J(u) = 0.
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4.1 Announcement of the Main Results
The following two theorems summarize the main results of this section. The rst result provides
an a priori error estimate.
Theorem 4.1. Let u (reps. uh) be the solution of the boundary value problem BVP(1) (reps.
the variational problem VF(27)). Then there exists a positive constant ĉ (ĉ depends on Ω only)
such that:
||u− uh||L2(Ω) ≤ ĉ (1 + kh) inf
vh∈Vh
|||u− vh|||, (58)
where Vh is any nite dimensional subspace of the space V given by Eq(52).
The next result provides a posteriori error estimates that depend on the regularity of the
scattered eld u, the solution of BVP(1).
Theorem 4.2. Let u (reps. uh) be the solution of the boundary value problem BVP(1) (reps.
the variational problem VF(27)). Then, there exists a positive constant ĉ (ĉ depends on Ω only)
such that for kh << 1, we have:







(g − ∂nuh) g ds
)1/2
. (59)
In addition, if u ∈ HN+2(Ω), then there exists a positive constant ĉ (ĉ depends on Ω and N
only) such that for kh << 1, we have:










where s ∈ (1/2, 1).
Remark 3. The following two observation are noteworthy:
 Theorem 4.2 provides a practical a posteriori error estimate that can be employed for an
adaptive mesh renement and/or subdomain partitioning strategy yielding {Ωµ}. This
estimate is very simple to evaluate at it involves the computation of the normal derivative
of the scattered eld over the edges of the interior boundary Γ. These quantities do not
add to the cost of the calculation, as they have been determined when building the matrix
A.
 When the incident eld is a plane wave, the expression of g is given by Eq.(2), which is
an analytical function. Hence, the regularity of u depends mainly on the regularity of the
boundary Γ (since in practice the exterior boundary Σ is an articial boundary that can
be chosen to be regular enough). Moreover, for the case of g given by Eq.(2), we have
‖g‖s,Γ ≤ 1 for any s > 0. Therefore, since k ≥ 1, the a posteriori estimate given by Eq.(60)
becomes:
||u− uh||L2(Ω) ≤ ĉ (kh)N−1 ks, (61)
where s ∈ (1/2, 1).
4.2 Preliminary Properties and Intermediate Estimates
The goal of this section is to establish the properties and estimates needed to prove Theorem 4.1
and Theorem 4.2.
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4.2.1 Preliminary Properties




Find uh ∈ Vh such that :
a(uh , w) = F (w) ; ∀w ∈ Vh,
(62)
where a(·, ·) (resp. F (·)) is the bilinear form reps.(the linear) form given by Eq.(28) (resp.
Eq.(29)).
Then, we have the following useful properties pertaining to the bilinear form a(·, ·) and the
cost function J(·) given by Eq. (25) or Eq.(57):
Property 4.2. Let u (reps. uh) be the solution of the boundary value problem BVP(1) (resp.






a(u− uh, vh) = 0 ; ∀vh ∈ Vh. (64)
roman*.







(g − ∂nuh) g ds. (65)
roman*.
a(u− uh, u− vh) = a(u− uh, u) ; ∀vh ∈ Vh. (66)
Proof. Using the property of the cost function J(·) given by Eq.(57) (See Property (4.1)) and




a(vh − uh, vh − uh) ; ∀vh ∈ Vh. (67)
Hence, it follows from the denition of the norm ||| · ||| (See Eq.(54)) that:
J(vh) = J(uh) +
1
2
|||vh − uh|||2 ; ∀vh ∈ Vh, (68)
which concludes the proof of Property i.
To establish Property ii, we rst observe that it follows from VF(27) that:
a(u, vh) = F (vh) ; ∀vh ∈ Vh ⊆ V. (69)
Hence, Property ii is a direct consequence of combining Eq.(69) and the fact that uh satises
VF(62).
Next, we prove Property iii. To this end, we use the fact that u (resp. uh) be the solution of the
variational problem VF(27) (reps. VF(62)). We then have:
a(u− uh, u) = F (u)− F (uh). (70)
Hence, using the denition of F (·) (See Eq(29)), we deduce that:













which proves to Property iii.
Property iv results immediately from Property ii.
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The next results are stability estimates on the solution of the boundary value problem BVP(1).
Lemma 4.1. Assume Ω to be a polygonal-shaped domain and k ≥ 1. Let u ∈ H1(Ω) be the
solution of BVP(1) with a boundary condition g ∈ L2(Γ). Then, for any s ∈ (1/2, 1], there is a
positive constant denoted by ĉ that depends on Ω and s only such that:
|u|1,Ω + k ‖u‖0,Ω ≤ ĉ ks ‖g‖ 1
2−s,Γ
. (72)
In addition, if Ω is C∞ and g ∈ HN+1/2(Γ), for N ∈ N, then u ∈ HN+2(Ω) and there is a
positive constant, denoted by ĉ that depends on Ω and s only such that for any integer m such











Proof. Let g ∈ L2(Γ) and consider w ∈ H1(Ω) the unique solution of the following Laplace-
problem: 
−∆w + k2w = 0 in Ω,
∂nw = g on Γ,
∂nw − ikw = 0 on Σ.
(74)
Next, we set ϕ = u− w. Then, ϕ ∈ H1(Ω) and satises the following BVP:
∆ϕ+ k2ϕ = 2k2 w in Ω,
∂nϕ = 0 on Γ,
∂nϕ− ikϕ = 0 on Σ.
(75)
Therefore, there is a positive constant, denoted by ĉ, that depends on Ω only such that [32]:
k ‖ϕ‖0,Ω + |ϕ|1,Ω+ ≤ ĉ k2 ‖w‖0,Ω. (76)
In addition, since w is the solution of the Laplace-problem given by (74), then w satises:




We then deduce from taking the real part of Eq.(77) and the fact that k ≥ 1 that:




∣∣∣∣ ≤ ‖g‖ 12−s,Γ ‖w‖s− 12 ,Γ, (78)
for any s ∈ (1/2, 1].
On the other hand, there is also a positive constant denoted again by ĉ that depends on Ω and
s only such that:





Hence, it follows from Eq.(78) and Eq.(79) that:
‖w‖s− 12 ,Γ ≤ ĉ k
s−1 (k2‖w‖20,Ω) 1−s2 (‖w‖21,Ω) s2 . (80)
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Moreover, using Eq.(78), it follows from Eq.(80) that:






Consequently, it follows from Eq.(78) and Eq.(81) that there is also a positive constant denoted
again by ĉ that depends on Ω and s only such that:∣∣∣∣∫
Γ
gw ds








∣∣∣∣1/2 ≤ ĉ ks−1 ‖g‖ 12−s,Γ. (83)
Finally, it follows from Eq.(78) and Eq.(83) that there is also a positive constant denoted again
by ĉ that depends on Ω and s only such that:
|w|1,Ω + k ‖w‖0,Ω ≤ ĉ ks−1 ‖g‖ 1
2−s,Γ
. (84)
Furthermore, since u = ϕ + w, it follows from Eq.(76) and Eq.(77) that there is also a positive
constant denoted again by ĉ that depends on Ω and s only such that:
k ‖u‖0,Ω + |u|1,Ω ≤ ĉ
(
k2 ‖w‖0,Ω + |w|1,Ω + k ‖w‖0,Ω
)
. (85)
Hence, we obtain from Eq.(84) and Eq.(85) that there is also a positive constant denoted again
by ĉ that depends on Ω only such that:
|u|1,Ω + k ‖u‖0,Ω ≤ ĉ ks ‖g‖ 1
2−s,Γ
, (86)
which concludes the proof of Eq.(72).
Next, we prove Eq.(73). To this end, assume g ∈ HN+1/2(Γ), for N ∈ N. We use the induction
to prove that u ∈ HN+2(Ω). First, we know that u ∈ H1(Ω). For 1 ≤ m ≤ N + 1, assume
u ∈ Hm(Ω). Therefore, u|∂Ω ∈ Hm−
1
2 (∂Ω) with 12 ≤ m −
1
2 ≤ N +
1
2 . Moreover, if follows
from the regularity of g, that ∂nu|∂Ω ∈ Hm−
1
2 (∂Ω). On the other hand, ∆u = k2 u ∈ Hm(Ω).
Therefore, u ∈ Hm+1(Ω) and we have [32]:
‖u‖m+1,Ω ≤ ĉ
(
‖∆u‖m−1,Ω + ‖∂nu‖m− 12 ,Γ
)
. (87)
for some positive constant ĉ that depends on Ω only. Hence, u ∈ HN+2(Ω). Furthermore, since
u satises BVP(1), then for 1 ≤ m ≤ N + 1, we have:
‖u‖m+1,Ω ≤ ĉ
(






k2‖u‖m−1,Ω + ‖g‖m− 12 ,Γ + k ‖u‖m,Ω
)
. (89)
Proceeding by recursion, we then obtain, for 2 ≤ m ≤ N + 2, that :
‖u‖m,Ω ≤ ĉ
(
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which can be re-written as follows:
‖u‖m,Ω ≤ ĉ
(






Eq.(73) is then a consequence of substituting Eq.(86) in to Eq.(91)
Next, let v ∈ V and consider w ∈ H1(Ω) the unique solution of the following BVP:
−∆w − k2w = v in Ω,
∂nw = 0 on Γ,
∂nw + ikw = 0 on Σ.
(92)
The next result states a stability estimate on the solution of BVP(92) assuming that the bound-
ary of the domain Ω is only Lipschitz continuous. Note that a similar result has been established
in [sinum] assuming the computational domain being a polygonal-shaped domain. Similar esti-
mates with dierent approaches can be found for example in [25] and references therein.
Lemma 4.2. Assume Ω to bea polygonal-shaped domain and k ≥ 1. Then, w ∈ Hθ(Ω), where
θ ∈ (3/2, 2]. In addition, there is a positive constant ĉ, that depends on Ω and θ only, such that:
k ‖w‖0,Ω + k1−θ |w|θ,Ω ≤ ĉ ‖v‖0,Ω. (93)
Proof. The regularity of w ∈ Hθ(Ω), with θ ∈ (3/2, 2] results from standard regularity results
of the Laplace operator [28]and [32]. In addition, we have:
‖w‖θ,Ω ≤ ĉ
{
‖v + k2 w‖θ−2,Ω + ‖k w‖θ−3/2,Σ
}
. (94)
for some positive constant ĉ, that depends on Ω and θ only.
In addition, since w ∈ V , we have:
k ‖w‖0,Ω + |w|1,Ω ≤ ĉ ‖v‖0,Ω, (95)
Next, we estimate |w|θ,Ω. To this end, we proceed in two steps.





To this end, we rst consider the the following standard estimate:




< θ − 1 < 1, then we also have the following interpolation result [28]:
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Furthermore, since k ≥ 1, it follows from (95) that:
‖w‖1,Ω ≤
(
k2 ‖w‖20,Ω + |w|21,Ω






Eq.(96) is then an immediate consequence of Eq.(99), Eq.(100), and Eq.(101).





It follows from BVP(92) that:
k2 ‖w‖−1,Ω = ‖∆w + v‖−1,Ω. (103)
Hence,
k2 ‖w‖−1,Ω ≤ |w|1,Ω + ‖v‖−1,Ω. (104)
Consequently, there is a positive constant, denoted by ĉ, that depends on Ω only such that:
k2 ‖w‖−1,Ω ≤ |w|1,Ω + ĉ ‖v‖0,Ω. (105)
Then, it follows from Eq.(95) and Eq.(105) that there is a positive constant, denoted again by
ĉ, that depends on Ω only such that:
k2 ‖w‖−1,Ω ≤ ĉ ‖v‖0,Ω. (106)
Furthermore, using again Eq.(95), we deduce from Eq.(106) that there is a positive constant,
denoted again by ĉ, that depends on Ω only such that:
k2 ‖w‖−1,Ω + k ‖w‖0,Ω ≤ ĉ ‖v‖0,Ω. (107)
We then conclude the proof of Eq.(102) using standard interpolation results [28] and the fact
that −1
2
< θ − 2 ≤ 0.
We are now ready to prove Eq.(93). First, we have from Eq.(94) that:
‖w‖θ,Ω ≤ ĉ
{
‖v‖θ−2,Ω + k2 ‖w‖θ−2,Ω + ‖k w‖θ−3/2,Σ
}
. (108)
Next, it follows from substituting Eq.(96), and Eq.(102) into Eq.(108), that there is a positive
constant, denoted again by ĉ, that depends on Ω only such that:
‖w‖θ,Ω ≤ ĉ
{
‖v‖0,Ω + kθ−1 ‖v‖0,Ω + kθ−1 ‖v‖0,Ω
}
. (109)
Therefore, Eq.(93) results immediately for using k ≥ 1 and θ ∈ (3/2, 2] into Eq.(109).
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4.2.2 Interpolation Properties
We adopt throughout this paragraph the following additional notations:
 For K ∈ Th, let −→x G be the gravity center of K and ρK the radius of the circle inscribed
in K whose center is −→x G. Since the triangulation Th is regular, then there is a positive















and consider BK = B(
−→x G, rK), the ball of radius rK centered at −→x G. Hence, BK ⊆ K.
In addition, ∀−→x ∈ BK and for any
−→
d such that |
−→













 Let M ∈ N, we set the following M plane waves:
φq(
−→x ) = ei k
−→
dq·(−→x−−→x G); q = 1, 2, · · · ,M (114)
where
−→
dq is a unit vector representing the direction of the propagation of φq. Note that,
using Eq.(112) and Eq.(113), we obtain φq(







∣∣∣∣ ≥ 12 ; q = 1, 2, · · · ,M. (115)
 For q = 1, 2, · · · ,M , the direction of propagation
−→
dq is written as follows:
−→
dq = (dq1 , dq2).
In addition, we set:
zq = dq1 + i dq2 ; q = 1, 2, · · · ,M. (116)
Hence, |zq| = 1 for q = 1, 2, · · · ,M .
 We set N = 2M + 1. Then, for K ∈ Th, Z(K) is a subspace of HN (K), given by:
Z(K) =
{
v ∈ HN (K); ∆v + k2v = 0 in K
}
. (117)
 Zh(K) is a nite-dimensional subspace of Z(K) dened by:
Zh(K) =
{




βqφq; where βq ∈ C
}
. (118)
The next proposition states preliminary interpolation properties to be employed to establish
estimates on the interpolation operator.
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Proposition 4.1. For K ∈ Th, there is a linear mapping
ΠN : Z(K) −→ Zh(K)
such that, ∀v ∈ Z(K), we have:∫
BK





(v −ΠN v) d−→x = 0 ;m = 0, · · · , N (119)




= (∂x1 − i ∂x2)
m
.
Moreover, for any p ∈ N, there is a positive constant ĉ, that depends on p and Ω only, such that:
|ΠN v|p,K ≤ ĉ k





|v|m,K ; ∀v ∈ Z(K). (120)
Proof. Let v ∈ Z(K), and dene the vector
−→
























∂mv d−→x m = 1, 2, · · · , N.
(121)
We also consider the matrix A ∈ CM,M dened by
Amq = z
m−1
q , 1 ≤ m, q ≤M. (122)
Observe that A is invertible and ‖A−1‖2 does not depend on K, k, and rK given by Eq.(111).
Hence, there is a unique
−→










ξ ‖2 ≤ ĉ ‖
−→
b ‖2.
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; q = 1, 2, · · · ,M. (126)




βq φq ; ∀v ∈ Z(K). (127)
Since, for each m ∈ N, we have:
∂mφq = (i k)
m
zmq φq and ∂
m



















−→x = |BK |
M∑
q=1
zN+mq ξq (i k)
m
; ∀v ∈ Z(K). (129)
Consequently, using Eq.(122) and Eq.(123), along with the denition of the vector
−→
b given by
Eq.(121), it follows from Eq.(129) that:∫
BK
∂mΠNv d
−→x = |BK | (i k)m bN+m+1 =
∫
BK
∂mv d−→x ; ∀v ∈ Z(K). (130)










v d−→x ; ∀v ∈ Z(K). (131)
Eq.(130) and Eq.(131) conclude the proof of Eq.(119).





|βq| |φq|p,K ; ∀v ∈ Z(K). (132)
Moreover, using Eq.(126) along with Eq.(115), we deduce that:
|βq| ≤ 2 |ξq| ; q = 1, 2, · · · ,M. (133)
Hence,
‖β‖2 ≤ 2 ‖ξ‖2 ≤ 2 ‖A−1‖2 ‖b‖2. (134)
In addition, it is easy to verify that for any K ∈ Th and any plane waves φq given by Eq.(114),
there is a positive constant ĉ (ĉ depends on Ω only) such that:
|φq|p,K ≤ ĉ kp hK ; q = 1, 2, · · · ,M. (135)
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Therefore, it follows from substituting Eq.(134) and Eq.(135) into Eq.(132) that there is a positive
constant ĉ (ĉ depends on Ω only) such that:
|ΠNv|p,K ≤ ĉ k
p hK ‖b‖2 ; ∀v ∈ Z(K). (136)

































|v|m,K ; ∀v ∈ Z(K), (139)
where rK is given by Eq.(111).





khK) ≤ ĉ (1 + khK) (140)
for some positive constant denoted again by ĉ. Eq.(120) is then an immediate consequence of
substituting Eq.(139) and Eq.(140) into Eq.(136).
Before stating the second interpolation estimate, we prove the following technical Lemma.






w d−→x = 0
}
.
Then, there is a positive constant ĉ (ĉ does not depend on K) such that:
‖w‖0,K ≤ ĉ hK (1 + khK) |w|1,K ; ∀w ∈W (K). (141)
Proof. Indeed, let α ∈ C. Then, for any w ∈W (K), we have:





(w − α) d−→x
∣∣∣∣ . (142)
Hence, using Eq.(115) and Eq.(140), we deduce that there is a positive constant ĉ, that depends
on Ω only, such that:
‖w‖0,K ≤ ‖w − α‖0,K + ĉ
hK
rK




‖w − α‖0,K ≤ ĉ hK |w|1,K , (144)
which concludes the proof of Lemma 4.3.
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Proposition 4.2. There is a positive constant ĉ such that for any K ∈ Th, v ∈ Z(K)∩HN+1(K),
and m = 0, 1, · · · , N , we have:
|v −ΠNv|m,K ≤ ĉ (1 + khK)N+1−m hN+1−mK |v −ΠNv|N+1,K . (145)
Proof. Let v ∈ Z(K) ∩ HN+1(K). Then, ΠNv ∈ Zh(K) ⊆ Z(K) ∩ HN+1(K). Consequently,







w d−→x = 0 ;m = 0, · · · , N. (146)
















∆ = ∂∂ = ∂∂.




































Observe that if 2(p+ q) ≤ j + l, we have ∂p+q ∂j+l−p−q w = ∆p+q ∂j+l−2(p+q) w. In addition, we
also have ∆p+q w = (−k2)p+q w. Consequently, we have:
∂p+q ∂
j+l−p−q
w = (−k2)p+q ∂j+l−2(p+q) w.




w d−→x = 0.
Furthermore, if 2(p+ q) ≥ j + l, we have:
∂p+q ∂
j+l−p−q
w = ∆j+l−(p+q) ∂2(p+q)−(j+l) w = (−k2)p+q ∂j+l−2(p+q) w.




w d−→x = 0.
Inria
Local Wave Tracking Strategy for Mid- and High-Frequency Helmholtz Problems 27






Let 0 ≤ m ≤ N and j, l ∈ N such that j + l = m. Then, using Lemma 4.3, there is a positive
constant ĉ (ĉ does not depend on K) such that:
‖∂jx ∂ly w‖0,K ≤ ĉ (1 + khK)hK |∂jx ∂ly w|1,K . (147)
Since j + l = m, we deduce that:
|w|m,K ≤ ĉ (1 + khK)hK |w|m+1,K ; 0 ≤ m ≤ N. (148)
Therefore, there is a positive constant, denoted again by ĉ (ĉ does not depend on K) such that:
|w|m,K ≤ ĉ (1 + khK)N+1−m hN+1−mK |w|N+1,K ; 0 ≤ m ≤ N. (149)
The next result is a key estimate for proving the main results of this paper (See Theorem 4.1
and 4.2).
Theorem 4.3. There is a positive constant ĉ such that for any K ∈ Th, v ∈ Z(K)∩HN+1(K),
and m = 0, 1, · · · , N + 1, we have:
|v −ΠNv|m,K ≤ ĉ (1 + khK)N+2−m hN+1−mK (k |v|N,K + |v|N+1,K) . (150)












|v|q+2p,K ; with 0 ≤ p ≤
N + 1− q
2
. (152)





|v|N+1,K for N + 1− q even
ĉ
kN−q
|v|N,K for N + 1− q odd.
(153)
















Letm = 0, 1, · · · , N and v in Z(K)∩HN+1(K). Then, it follows from Eq. (145) (See Proposition
4.2), Eq. (120) (See Proposition 4.1), and Eq.(154) that there is a positive constant, denoted
again by ĉ, that depends on Ω only) such that:
|v −ΠNv|m,K ≤ ĉ (1 + khK)N+1−m hN+1−mK (|v|N,K + |ΠNv|N+1,K) . (155)
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Hence, using Eq.(120), we deduce that:







≤ ĉ (1 + khK)N+2−m hN+1−mK (k |v|N,K + |v|N+1,K) .
(156)
A direct application of the previous theorem is the following interpolation error estimate.
Corollary 4.1. Suppose (1 + khK)hK ≤ 1. Then, there is a positive constant ĉ such that for
any K ∈ Th, v ∈ Z(K) ∩HN+1(K), we have:
|v −ΠNv|θ,K ≤ ĉ (1 + khK)N+1−θ hN+2−θK (k |v|N,K + |v|N+1,K) , (157)
where 3/2 < θ < 2.
4.2.3 Intermediate Estimates
We rst establish a general result that can be viewed as a stability estimate with respect to ||| · |||.
Proposition 4.3. Assume that Ω to be a polygonal-shaped domain. Then, there is a positive
constant ĉ (ĉ depends on Ω only) such that:
||v||0,Ω ≤ ĉ (1 + kh) |||v||| ; ∀v ∈ V (158)
Proof. For v ∈ V , consider w ∈ H1(Ω) the unique solution of BVP(92). Note that it follows
from the standard regularity results of the Laplace operator [28], [32] that w ∈ Hθ(Ω) with
θ ∈]3/2, 2]. Next, we multiply the rst equation of BVP(92) by v and integrate over Ω. Hence,







(w ∂nv − v∂nw) ds, (159)

















(w ∂nv − v ∂nw ) ds.
(160)

















w (∂nv + ik v ) ds.
(161)
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‖w‖0,e ‖∂nv − ikv‖0,e.
(163)




























Next, we substitute the two classical inequalities given by Eq.(55) and Eq.(56) into Eq. (165).
We then obtain:








‖v‖20,Ω ≤ ĉ |||v|||
(
k‖w‖0,Ω + (1 + kh)|w|1,Ω + hθ−1|w|θ,Ω
)
. (167)
To conclude the proof we use the stability estimates of Lemma 4.2. It follows from Eq.(167) and
Eq.(93) that:
‖v‖20,Ω ≤ ĉ |||v|||
(
1 + kh+ (kh)θ−1
)
‖v‖0,Ω. (168)
Since 3/2 < θ ≤ 2, then 1/2 < θ − 1 ≤ 1. Consequently, it follows from Eq.(168) that there is a
positive constant, denoted again by Ĉ which depends on Ω only, such that:
‖v‖0,Ω ≤ ĉ (1 + kh) |||v|||.
In the following, we establish intermediate estimates involving the norm ||| · |||.
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Proposition 4.4. For θ ∈ (3/2, 2], we consider the space:
Wθ =
{
v ∈ Hθ(Ω) ; ∀K ∈ Th : v|K ∈ V (K)
}
. (169)
where V (K) is the subspace given by Eq.(51).


















Proof. Since the considered triangulation Th is regular satisfying Eq.(50) and Eq.(110), then it
follows from Eq.(54), that there is a positive constant ĉ, which depends on Ω only, such that for















Using the classical inequalities given by Eq.(55) and Eq.(56), it follows from Eq.(171) that there
















which concludes the proof of Proposition 4.2.
The next result is a general error interpolation estimate with respect of the norm ||| · |||.
Proposition 4.5. There is a positive constant ĉ, that depends on Ω only, such that for kh << 1,
we have:











∣∣ ∆v + k2v = 0 in Ω} and the mapping ΠN is dened in Proposition
(4.1) (See Eq.(127)).
Proof. To establish Eq.(173), we rst use the expression of ||| · ||| given by Eq.(54).



















Then we apply Eq.(150) (SeeTheorem 4.3) in conjunction with Eq.(157), we obtain:
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Therefore,







hN−1 + (1 + kh)N+2 hN
)
(k |v|N,Ω + |v|N+1,Ω) ,
(176)
Therefore, Eq.(173) is an immediate consequence of taking kh << 1 in Eq.(176).
Corollary 4.2. Assume ∂Ω to be innitely dierentiable, and let g ∈ HN+1/2(Γ), where N ∈ N.
Then, there is a positive constant ĉ, that depends on Ω only, such that for kh << 1, we have:










where u is the solution of BVP(1) and s ∈ (1/2, 1).
Proof. This is a direct consequence of applying Lemma 4.1 (See Eq. (72) - (73)) in conjunction





























4.3 Proof of the Main Results
First, we apply property iv (See Eq.(66) in Property 4.2) with vh = uh. This leads to:
|||u− uh|||2 = a(u− uh, u) = a(u− uh, u− vh) ; ∀vh ∈ Vh. (180)
Consequently,
|||u− uh||| = inf
vh∈Vh
|||u− vh|||. (181)
Then, using Eq.(158) (See Proposition (158)), there exists a positive constant ĉ that depends on
Ω only such that:
||u− uh||0,Ω ≤ ĉ (1 + kh) inf
vh∈Vh
|||u− vh|||, (182)
which concludes the proof of Theorem 4.1. Furthermore, it follows from substituting Eq.(65)








(g − ∂nuh) g ds. (183)
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Consequently, it follows from Eq.(158) (See Proposition (158)) and Eq.(183) that there exists a
positive constant ĉ that depends on Ω only such that:







(g − ∂nuh) g ds
}1/2
. (184)
Taking kh << 1 into Eq.(184) concludes the proof of the a posteriori estimate given by Eq.(59)
inTheorem 4.2. Similarly, the a posteriori error estimate given by Eq.(60) inTheorem 4.2 results
from Proposition 4.3 and Corollary 4.2.
5 Illustrative Numerical Results
We consider a prototypical system comprised of a sound-hard, disk-shaped scatterer of radius
a = 1, embedded in circular domain of radius R = 2, in the presence of an incident plane-wave
impinging from the left, i.e., ~d=(1,0). The analytical solution for this conguration is expressed
as Fourier series [3, 6].













cos(mθ); a ≤ r ≤ R,
θ ∈ [0, 2π), (185)
































The total relative error of the numerical approximation of the scattered eld, uh, can subsequently
be expressed by the modied H1-norm:
||uh − u||Ĥ1(Ω) =
(∑
K









This norm is considered a more accurate indicator than solely the standard, local, H1-norm as it
also takes into account the jump of the solution across the edges of the elements. In this study,
the series of the analytical solution, given by Eq. (185) was truncated by selecting the rst
2 ∗ ka+ 4 terms. Previously, we observed that this choice was sucient to achieve the combined
convergence of the sum [3, 24, 9].
Remark 4. In spite of its apparent simplicity, there exists at least three attributes of this
disk-shaped scattering mathematical model. Firstly, we can assess the accuracy of the proposed
method by evaluating the relative error with respect to the analytical solution, given by Eq.
(185). Secondly, the considered conguration admits incoming traveling waves due to reections
at the outer boundary. Thus, the local main direction of eld propagation is not readily apparent.
This makes the determination of the main local directions of propagation, particularly for the far
eld, more challenging for the proposed wave-tracking approach, as compared to the situation
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where a more ecient absorbing boundary condition is employed. Lastly, for realistic scatterers,
e.g., non-convex shaped scatterers, multiple reections at the scatter's boundary may impede
facile determination of the main direction for the near eld propagation. The considered con-
guration includes to some extent such a complication through traveling waves reected at the
exterior boundary. These waves propagate toward the inner boundary and therefore mimic the
complexity of the propagation. Hence, the proposed conguration appears to provides an ade-
quate platform for assessing the performance of the proposed wave tracking solution methodology.
The computational domain, Ω, is uniformly discretized into quadrilateral elements by approx-
imating the inner and outer boundary as regular matching polygons and radially partitioning
the resultant annulus. The mesh is generated as follows: the number of elements in the angular
direction are a factor of 4 the number of radial elements, nr. The total number of elements in
the mesh can thus be calculated as 4n2r, as illustrated in Fig. 4 for the case of nr = 4. To locally
approximate the scattered eld, each element, contained a basis set of 4 plane-wave functions,
centered at the element centroid. The initial angle of the plane-wave basis functions were dened
by aligning one function along horizontal axis (1,0) and equally spanning the remaining basis
functions by angles in increments of π/2, (see Eq. (7) with nK=4).
A systematic approach was employed to assign radially aligned elements within a quadrant to
comprise an individual subdomains, in the manner of Fig. 4. As such, the orientation of the
elemental basis sets within a given subdomain were locked to a common value. Each subdomain
was then replicated to all four quadrants. We recognize that is is not an optimal domain par-
tition, given the propagation of the scattered eld is not periodic with respect to the quadrant,
nor is it necessarily constant within a given radial cone. Clearly, this partitioning strategy is
relatively arbitrary, and denitely not optimal, which may hamper the eciency of the proposed
wave-tracking method. A more intelligent subdomain assignment should rely on an adaptive
strategy, based on a priori, physics-based knowledge and/or a posteriori error estimation.
Four frequency regimes were considered in this study: ka = 1 and ka = 2 (low-frequency),
ka = 5 (resonance region), and ka = 10 (higher frequency). For comparison purposes, we also
directly applied LSM and computed the relative error for these frequencies with variation of the
mesh resolution, h/a, see Table 1. The performance of the two methods, LSM and LSM-WT,
is assessed by determining the size of the corresponding linear system, Nφ, for a perscribed
accuracy level (see Table 2). Moreover, since we use a direct method for solving the resulting
linear systems, the number of nonzeros entries of the matrix A, employed by both the LSM and
LSM-WT, are reported in Table 2. Recall that this number is an indicator of factorization cost
that complements the total number of unknown values.
The Pardiso direct solver, versions 4.1.0 - 4.1.2 [36, 37, 35, 38], was employed to solve the relatively
large and sparse system given by Eq. (45), with multiple right-hand sides: Eqs. (46), (47), and
(48). Solution of the comparatively smaller and dense Newton system Eq. (49) was completed by
LU factorization with an in-house routine. The following numerical experiments were executed
by a FORTRAN 90 code-base developed in this study, with parallel capability provided by the
OpenMP application programming interface [30]. The program was run on the Lonestar and
Blacklight supercomputing workstations supported by the Texas Advanced Computing Center
and Pittsburghburgh Supercomputing Center respectively, as well as on a local AMD Opteron
4284 workstation with 128 GB of memory.
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Table 1: Sensitivity of the relative error to the mesh renement for four frequencies:
ka = 1, 2, 5, and 10. Values report the total relative error of the scattered eld approximated
by LSM with 4 plane-waves per element.
Relative LSM LSM-WT
ka Error (h/a) Nφ(x 10
3) n0 (x 10
6) (h/a) Nφ(x 10
3) n0 (x 10
6) iter.
1 10% 1/32 16.4 0.327 1/6 0.576 0.011 3
2 10% 1/90 129.6 2.59 1/10 1.6 0.032 5
5 10% 1/925 13,690 271 1/50 40 0.798 13
5 5% . . . . . . . . . 1/90 129.6 2.59 16
10 10% . . . . . . . . . 1/160 409.6 8.19 20
Table 2: Comparison of the size of the global matrix A required to achieve a prescribed accuracy
level for ka = 1, 2, 5, and 10, and 4 plane-waves per element. The total number of non-zero
entries is listed as n0. Missing LSM values were unattainable with 128 GB of memory.
5.1 Performance assessment for ka=1, ka=2
We set ka=1 and consider a discretization step size h/a = 1/6, that is, we dene a mesh with
6 radial and 24 angular elements, i.e., Nh=144, as the total number of elements. The domain
partition is comprised of 6 angular subdivisions, replicated in each quadrant in the manner
depicted in Fig. 4. The basis functions are 4 plane-waves initially oriented parallel to the
cartesian axes. As stated earlier, these plane-waves will be rotated by a common angle in
radially aligned elements. Hence, the total number of unknowns (angles) in the Newton system
is NΩ = 6. The obtained results are reported in Fig. 5, Fig. 6, and Tables 1 and 2. The following
include observations and noteworthy points:
• Fig. 6 indicates that, at iteration 0, which corresponds to the plane-wave basis functions
aligned parallel to the cartesian axes, the error is about 22%. This accuracy level delivered
by LSM indicates that LSM-WT algorithm is applied very far from the pre-asymptotic
convergence region. Yet, Fig. 6 and Table 2 show that LSM-WT converges after only 3
iterations to the prescribed accuracy level, %10 in the Ĥ1-relative error over the computa-
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iteration 0
iteration 3
Figure 5: Plane-wave basis function orientation (left) and pointwise relative error of the absolute
scattered eld (right) for ka = 1, 4 plane-waves per element, h/a=1/6, NΩ = 6, and Newton
iterations 0 and 3. The basis set orientation of all elements within a given subdomain are
represented by their common value (left).
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Figure 6: Convergence history for ka=1, 4 plane-waves, h/a=1/6, and NΩ=6. Total relative
error (a) and relative change in the angles of the plane-waves (b), as a function of iteration (solid
line). The specied convergence threshold is denoted by the dotted line (b).
tional domain.
• Fig. 5 reveals that the LSM-WT algorithm changed the orientation of the angles from their
original positions by up to 52°counterclockwise and 25°clockwise, see Fig. 5, iteration 3.
These individual rotations, demonstrate that it would be (a) improbable to predict such
orientation combinations at iteration 0, and (b) computationally intractable for simpler
combinatorial angle sweeping approaches to achieve such a level of accuracy.
• Fig. 6 describes the convergence history of the LSM-WT algorithm. As the minimiza-
tion of the Newton system is a multi-variate problem it does not necessarily follow a path
of monotonic decline, as evident by the peak in the rst iteration in Fig. 6a. It is an at-
tribute of the Newton method by which the system can escape local minima, although for
any given iteration, the method may also overshoot optimal convergence parametrization.
Rapid convergence is apparent by the monotonic decline in the relative error beginning at
the second iteration. Fig. 6b also demonstrates that monitoring the relative successive
change in the angle is a practical stopping criterion, with selection of 5% tolerance on this
change is found to be suitable.
• Table 2 demonstrates the eciency of the method. Specically, achieving 10% of the
Ĥ1-relative error with 4 plane-waves per element requires a mesh size of h/a=1/32 with
LSM, whereas after 3 Newton iterations, LSM-WT converges to 10% error with a mesh
size of h/a=1/6. At each iteration, LSM-WT requires evaluation of one (576×576) linear
system with 28 right-hand sides, in contrast to the comparative size of the LSM system:
16,400×16,400. Therefore, there is a reduction in both non-zero and total unknown values
between LSM and LSM-WT by about a factor of 30.
• It should be acknowledged that LSM solves the system once, while at each Newton iteration,
LSM-WT needs to build A, multiple right-hand sides, and factor this system, which adds
to computational cost. Note, the cost of building matrix A is signicantly reduced by
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a b
Figure 7: Error evaluation for the frequency ka=2, 4 plane-waves per element, h/a=1/10, and
NΩ=10. Pointwise relative error of the absolute scattered eld for (a) LSM and (b) LSM-WT at
iteration 5.
eschewing numerical quadrature, integration is evaluated analytically over the elemental
edges (1D intersections). This signicantly reduces the computational cost associated with
building these matrices. The same observation applies to the construction of the right-hand
sides. The cost for solving the Newton system is marginal as its corresponding matrixM(m)
is a 6 x 6 matrix. Thus, the competing factors, the size of the system and the number
of iterations required to achieve target accuracy, govern computational eciency. Due,
in part, to the fact that construction and solution of additional right-hand sides do not
signicantly lengthen computational time, it is expected that the cost generated by multiple
iterations becomes progressively attenuated as the size increases for larger systems incurred
by standard LSM.



































Figure 8: Convergence history for ka=2, 4 plane-waves, h/a=1/10, and NΩ=10. Total relative
error (a) and relative change in the angles of the plane-waves (b), as a function of iteration.
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In the following results, the frequency is doubled, i.e., ka=2, while maintaining 4 plane-waves per
element. We set the discretization step size h/a = 1/10, that is, we dene a mesh with 10 radial
and 40 angular elements, i.e., Nh=400, as the total number of elements. The domain partition
is comprised of 10 angular subdivisions, replicated in each quadrant, i.e., NΩ=10, as the total
number of subdomains. Results are shown in Figs. 7, 8, and Tables 2 and 1. The following
observations were taken:
• Fig. 8 indicates that, at iteration 0, which corresponds to the plane-wave basis functions
aligned parallel to the cartesian axes, the error is about 31%. This accuracy level delivered
by LSM indicates that LSM-WT algorithm is applied very far from the pre-asymptotic
convergence region. Yet, Fig. 8 and Table 2 show that LSM-WT converges after only 5
iterations to the prescribed accuracy level, %10 in the Ĥ1-relative error over the computa-
tional domain.
• Table 2 demonstrates the eciency of the method. Specically, achieving 10% of the Ĥ1-
relative error with 4 plane-waves per element requires a mesh size of h/a=1/90 with LSM,
whereas after 5 Newton iterations, LSM-WT converges to 10% error with a mesh size of
h/a=1/10. At each iteration, LSM-WT requires evaluation of one (1,600×1,600) linear
system with 66 right-hand sides, in contrast to the comparative size of the LSM system:
129,600×129,600. Therefore, there is a reduction in both non-zero and total unknown values
between LSM and LSM-WT by about a factor of 80. Note that the size of the Newton
iteration matrix, M(m), is only 10 x 10 and therefore its factorization is computationally
negligible.
• Doubling the frequency required rening the mesh by a factor of 1.7 (h/a=1/6 for ka=1
and h/a=1/10 for ka=2). However, the number of iterations increased from 3 to 5 for
ka = 1 to ka = 2. Nevertheless, the increased number of iterations is compensated by the
gain in reduction in system size: a factor of 80 for ka=2 versus a factor of 30 for ka=1.
5.2 Performance assessment for ka=5
In the following computational experiment, a frequency of ka=5 is considered, while maintaining
4 plane-waves per element. We set the discretization step size h/a = 1/50. Hence, the mesh
possesses 50 radial and 200 angular elements, i.e., Nh=10,000, as the total number of elements.
The domain partition is comprised of 50 angular subdivisions, replicated in each quadrant, i.e.,
NΩ=50. Results are shown in Figs. 9, 10, and Tables 1 and 2. The following observations are
noteworthy:
• Fig. 10 indicates that, at iteration 0, which corresponds to the plane-wave basis functions
aligned parallel to the cartesian axes, the error is over 40% corresponding to the accuracy
level delivered by LSM. Clearly, LSM-WT algorithm is starting from an initial setup that
is completely deviated from the target. In spite of this unacceptably high initial level of
error, the algorithm attains 10% of the Ĥ1-relative error after 13 iterations, as reported in
Fig. 8 and Table 2.
• Table 2 demonstrates the eciency of the method. Specically, achieving 10% of the Ĥ1-
relative error with 4 plane-waves per element requires a mesh size of h/a=1/925 with
LSM, whereas after 13 Newton iterations, LSM-WT converges to 10% error with a mesh
size of h/a=1/50. At each iteration, LSM-WT requires evaluation of one (40,000×40,000)
linear system with 1,326 right-hand sides, in contrast to the comparative size of the LSM
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system: 13,690,000×13,690,000. Therefore, there is a reduction in both non-zero and total
unknown values between LSM and LSM-WT by about a factor of 350. Note that the size
of the Newton iteration matrix, M(m) is only 50 x 50 and therefore, the solution of the
corresponding system marginally impacts the overall computational cost.
• The number of iterations, m, is increasing with the frequency. In this case, the algorithm
converged after 13 iterations. Nevertheless, the increased number of iterations is compen-
sated by the gain in reduction in system size of a factor of 350.
• While error reduction by iterative application of the wave-tracking process is apparent
by inspection of the pointwise representation of the relative error over the entirety of the
computational domain (Fig. 9), signicant reduction can be achieved in the regions with
the highest LSM error, namely regions at angles of approximately π/4 and -π/4, by use of
an adaptive strategy for apportionment of elements into the subdomains.
• The error and angular change proles obtained as a function of iteration (Fig. 10), reveal
more oscillations in the rst iterations than shown previously for the ka=1 and ka=2
calculations (Figs. 6 and 8). This is most likely due to the fact that the initial error
of the Newton algorithm is above 40%, and therefore the state might proceed through
multiple local minima. Nevertheless, after the fourth iteration the algorithm then exhibits
monotonic convergence.
Proceeding further, we maintain the frequency at ka=5 and reduce the target error level to 5%.
To this end, we employ again 4 plane-waves per element, but rene the mesh to 90 radial and 360
angular elements, i.e., 1/h = 1/90. The domain was partitioned into 90 angular subdivisions,
replicated in each quadrant, i.e., NΩ = 90. Results are shown in Figs. 11, 12, and Tables 1 and
2. The following observations are noteworthy:
• Fig. 12a indicates that, at iteration 0, which corresponds to the plane-wave basis functions
aligned parallel to the cartesian axes, the error is 31% corresponding to the accuracy level
delivered by LSM. Again, the LSM-WT algorithm is starting from an unacceptably high
initial level of error. The algorithm, however, attains 5% of the Ĥ1-relative error after 16
iterations, as reported in Fig. 12a and Table 2.
• Table 2 reveals that even with a very ne mesh corresponding to h/a = 1/1500, incurring
solution of a system comprised of about 36 million unknowns, LSM delivers a relative error
of about 7.5%. Rening the mesh further exceeded our computational capabilities and
therefore the 5% error level is computationally untractable with LSM. On the other hand,
LSM-WT delivers the 5% error level by solving, at each Newton iteration, (a) a linear
system with about 130 thousand unknowns and 4,186 right-hand sides, and (b) a small
Newton system with 90 unknowns.
It is recognized that increasing the number of plane-waves, without rening the mesh, can
indeed improve the accuracy as well as the computational cost of LSM, as indicated in
[29]. However, the objective of the proposed approach is precisely to avoid the necessity to
excessively increase the number of required basis functions, which can lead to the risk of
the loss of their linear independence. Additionally, LSM-WT can even be more competitive
if equipped with a higher number of plane-waves in the elemental basis set, provided that
their linear independence is numerically preserved.
• Dividing the error level from 10% to 5% was accomplished with LSM-WT by rening the
mesh by less than a factor of 2 and by almost doubling the number of unknown angles.
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5.3 Performance assessment for ka=10
We consider here a frequency value of ka = 10 and 4 plane-waves per element. The target error
level in this numerical experiment is 10%. We consider a discretization step size h/a = 1/160,
that is, we dene a mesh with 160 radial and 640 angular elements, i.e., Nh= 102,500 as the total
number of elements. The domain partition is comprised of 160 angular subdivisions, replicated
in each quadrant in the manner depicted in Fig. 4. The four basis functions are initially oriented
parallel to the cartesian axes. The obtained results are reported in Fig. 13, Fig. 14, and Tables
1 and 2.
• Fig. 14 indicates that, at iteration 0, which corresponds to the plane-wave basis functions
aligned parallel to the cartesian axes, the error is about 45%. This accuracy level delivered
by LSM indicates that LSM-WT algorithm is starting from an initial conguration setup
that is completely deviated from the pre-asymptotic region. In spite of this unacceptably
high initial level of error, the algorithm attains 10% of the Ĥ1-relative error after 20
iterations, as reported in Fig. 14a and Table 2.
• Table 2 reveals that even with a very ne mesh corresponding to h/a = 1/2000, incurring
solution of a system comprised of about 64 million unknowns, LSM delivers a relative error
of about 19.5%. Rening the mesh further exceeded our computational capabilities and
therefore the 10% error level is computationally untractable with LSM. On the other hand,
LSM-WT delivers the 10% error level by solving, at each Newton iteration, (a) a linear
system with about 410 thousand unknowns and 13,041 right-hand sides, and (b) a small
Newton system with 160 unknowns. Again, in practical terms, this calculation became
feasible by application of the wave-tracking strategy only.
As stated earlier, it is possible to improve the accuracy as well as the computational
cost of LSM by increasing the number of plane-waves without rening the mesh. We
must reemphasize that the objective of the proposed approach is to avoid the necessity to
excessively increase the number of required basis functions, which can lead to the loss of
linear independence, notwithstanding that near-linear dependencies may not occur at this
frequency value and considered mesh.
6 Summary and Conclusion
We have proposed a wave-tracking strategy to be incorporated into solution methodologies that
employ local plane-wave approximations. The key idea here is that each plane-wave basis set,
within considered elements of the mesh partition, is individually or collectively rotated to best
align one function of the set with the main local propagation direction of the eld. The goal in
doing this is to maintain a low number of plane-wave basis functions while preserving the accu-
racy level. Consequently, it is expected that the approach will improve computational eciency
by avoiding numerical instabilities that result from near-linear dependency that may occur from
increasing the number of plane-waves.
The proposed approach leads to the solution of a double minimization problem, where the un-
knowns are not only the usual nodes of the scattered eld, but also the main directions of
propagation. The least-squares formulation suggested in [29], a prototypical plane-wave based
method, is considered in this study to serve as a suitable underpinning to be used in conjunc-
tion with the wave-tracking approach and, in its standard form, as an evaluative benchmark.
This resulting, modied method is termed in this study as LSM-WT. The Newton method is
applied to solve the resulting non-linear system. Exact characterization of both the Jacobian and
Hessian is established to ensure convergence, stability, and robustness of the Newton algorithm.
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Figure 9: Error evaluation for the frequency ka=5, 4 plane-waves per element, h/a=1/50, and
NΩ=50. Pointwise relative error of the absolute scattered eld for (a) LSM and (b) LSM-WT at
iteration 13.
The computational eort for applying LSM-WT is predominately governed by the construction
and factorization, at each Newton iteration, of the original least-squares scattering matrix, A
with multiple right-hand sides. The matrix A is of dimension Nφ ×Nφ (with Nφ dened as the
total number of basis functions), and the number of right-hand sides is 12 (NΩ + 1 × NΩ + 2),
where NΩ is the number of distinct rotational angles considered. Subsequenty, a construction
and factorization of a Newton matrix is required by the LSM-WT approach, however, the size
of this system, NΩ ×NΩ is much smaller than the scattering problem, i.e., NΩ << Nφ.
An evaluation of the scattered eld from a prototypical sound-hard, disk-shaped scatterer cir-
cumscribed by a Robin-type boundary, provided a model for assessment of LSM-WT evaluated
with respect to conventional application of LSM. The results obtained from the numerical exper-
iments, performed with 4 plane-waves, demonstrate: (a) the LSM-WT algorithm converges to
the prescribed level of accuracy even when initiated from a conguration that deviates greatly
from the pre-asymptotic region, (b) LSM-WT is shown to reduce the size of the LSM system by
over two orders of magnitude depending on the frequency range, and (c) for higher frequency
regimes and/or accuracy levels, LSM-WT allowed determination of the eld, whereas application
of LSM became computationally prohibitive.
Finally, it is anticipated that the performance of the LSM-WT approach can be improved by
use of an adaptive strategy to intelligently partition the computational domain. This can be
accomplished by an a posteriori error estimate that we have established. This estimate can be
easily employed since it requires the computation of the the jumps of the scattered eld over the
interior element edges. Such values are, in practice, readily available as they are required for the
construction of the matrix A corresponding to the direct scattering system.
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Figure 10: Convergence history for ka=5, 4 plane-waves, h/a=1/50, and NΩ=50. Total relative
error (a) and relative change in the angles of the plane-waves (b), as a function of iteration.
a b
Figure 11: Error evaluation for the frequency ka=5, 4 plane-waves per element, h/a=1/90, and
NΩ=90. Pointwise relative error of the absolute scattered eld for (a) LSM and (b) LSM-WT at
iteration 16.
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Figure 12: Convergence history for ka=5, 4 plane-waves, h/a=1/90, and NΩ=90. Total relative
error (a) and relative change in the angles of the plane-waves (b), as a function of iteration.
a b
Figure 13: Error evaluation for the frequency ka=10, 4 plane-waves per element, h/a=1/160, and
NΩ=160. Pointwise relative error of the absolute scattered eld for (a) LSM and (b) LSM-WT
at 20 iterations.
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Figure 14: Convergence history for ka=10, 4 plane-waves, h/a=1/160, and NΩ=160. Total
relative error (a) and relative change in the angles of the plane-waves (b), as a function of
iteration.
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