ABSTRACT With the proliferation of technology, the field of e-learning has garnered significant attention in recent times. This is because it has allowed users from around the world to learn and access new information. This has added to the growing amount of collected data that is already being generated through different devices and sensors employed around the world. This has led to the need to analyze collected data and extract useful information from it. Machine learning (ML) and data analytics (DA) are proposed techniques that can help extract information and find valuable patterns within the collected data. In this paper, the field of e-learning is investigated in terms of definitions and characteristics. Moreover, the various challenges facing the different participants within this process are discussed. In addition, some of the works proposed in the literature to tackle these challenges are presented. Then, a brief survey about some of the most popular ML and DA techniques is given. Finally, some of the research opportunities available that employ such techniques are proposed to give insights into the areas that merit further exploration and investigation.
I. INTRODUCTION
E-learning is one of the more recent fields that is contributing to the great amount of generated data. E-learning can be defined to be the use of electronic devices and technology for learning new information and skills. The proliferation of technology throughout the world and the boom in information access has made distance learning more popular in recent times. Distance learning is one component of the e-learning process as it allows people to share knowledge despite geographical boundaries and limitations. In layman's terms, e-learning can be defined as the access to educational curriculum outside of a traditional classroom by utilizing electronic technologies [1] . However, despite the available resources and benefits of such a learning process, there are some challenges facing it such content transmission and delivery as well as the enabling technologies [2] .
One of the sources of data growth is the data being generated through online learning websites and learning management systems (LMSs) as part of e-Learning environments. Statistics show that online course websites such as Coursera, edX, and Udacity have more than 78 million students combined with around 10 thousand courses being offered by more than 600 universities [3] . Moreover, it has been estimated that there are almost one thousand event log entries per student every month and around 60,000 course visits every month for online courses [4] with the increased size and variety of the collected data, a need to analyze and extract useful information has risen. To this end, machine learning (ML) and data analytics (DA) have been proposed to perform these tasks. ML techniques aim to ''teach'' computers to complete specific tasks without being explicitly programmed using the collected data. This is important in many fields as such techniques and algorithms have several applications including house pricing prediction, spam filtering, and autonomous driving [5] . On the other hand, DA aims to analyze and draw conclusions from the raw collected data to be able to make better decisions [6] . Such techniques are also crucial since they can be applied in different fields such as business, marketing, and education [6] . Hence, ML and DA techniques can become useful tools for researchers to tackle the challenges found in the e-learning field. For example, DA techniques can be used to get better insights into the performance of students in different e-learning environments. Additionally, ML classification techniques can be used to classify students based on their learning style. Therefore, ML and DA can play a crucial role in improving the learning experience.
This paper aims to provide a comprehensive view of the field of e-learning and the challenges it is facing. Furthermore, it discusses some of the literature that has been proposed to tackle these challenges. Moreover, the paper presents several research opportunities that investigate how to use ML and DA techniques as potential solutions to overcome the discussed challenges.
The remainder of this paper is organized as follows: Section II introduces the general topic of e-learning along with its main characteristics. Section III presents the different challenges in e-learning as well as some of the previous works that tackled these challenges. Section IV gives a brief background about the different machine learning and data analytics techniques. Section V shows why ML and DA techniques offer potential solutions to the various challenges facing the field of e-learning and discusses some of the research opportunities that can be explored using such techniques. Finally, Section VI concludes this paper.
II. INTRODUCTION TO E-LEARNING A. DEFINITIONS
With the proliferation of technology throughout the world and with the boom in information access, distance learning has become more popular as it allows individuals to learn new skills without having a mentor physically present teaching them. Distance learning forms part of the e-learning process as it allows people to share knowledge despite geographical boundaries and limitations. As mentioned earlier, e-learning can be defined to be the access to educational curriculum outside of a traditional classroom by utilizing electronic technologies [1] . Fig. 1 gives an overview of the different topics encompassed by e-learning.
More complex and technical definitions of e-learning are given throughout the literature. For example, the authors in [7] categorize the definitions into four main categories as follows:
• Educational-Paradigm-Oriented Definitions: This category focuses on the educational side of e-learning by considering it a new way of learning or an improvement on an existing educational paradigm. For example, one definition under this category defines e-learning as ''E-learning is the use of new multimedia technologies and the Internet to improve the quality of learning by facilitating access to resources and services, as well as remote exchange and collaboration'' [7] . It is worth noting that one common point among the different definitions and categories is the use of technology and technological devices such as computers and handheld devices as a means to access and share information. Based on the aforementioned categories, a more inclusive definition was given by the authors as follows:
''E-learning is an approach to teaching and learning, representing all or part of the educational model applied, that is based on the use of electronic media and devices as tools for improving access to training, communication and interaction and that facilitates the adoption of new ways of understanding and developing learning'' [7] .
B. CHARACTERISTICS
There are some characteristics that can describe an e-learning course/module/program, which are listed below [8] :
• Access: This characteristic describes how students access the content of the course/module/program. 1) Online: Students/learners access the content through the Internet. This means that students can learn on their computers, laptops, phones, or any other device that is connected to the Internet. This makes it easier for them to access the content whenever and wherever they want. 2) Offline: Students/learners access the content offline through CDs, DVDs, etc. This restricts the students to use computers and laptops to access the information. However, it frees them from the distractions of accessing it through the Internet where they might end up going to other irrelevant sites.
• Student Count: This characteristic describes whether students can interact among themselves or not. 1) Individual: Students/learners do not interact with each other. Each student only interacts with the course instructor and does all of the work on an individual basis. This can help the student move at his/her own pace. However, this will limit the peer knowledge sharing process that can help students learn faster. 2) Group: Students can interact with each other via emails, discussion boards, forums, and chat rooms among other means. This encourages peer knowledge sharing between students. However, it might discourage some students when they feel that the course/module/program pace does not match their own.
• Time: This characteristic describes the timing of when students can access the content. 1) Synchronous: Content is given in real time in which students ''attend'' classes at the same time via conference calls, teleconferencing... This style mimics a real life class that is being held on a virtual platform. However, this might become a constraint especially if the students are geographically dispersed around the world as this would cause some students to ''attend'' the class late at night or in the early hours of the day. 2) Asynchronous: Content is accessed at any time by students. Forums and discussion boards are available for students to interact with instructors or with each other. This overcomes the obstacle of having to learn at inconvenient times of the day since it allows the students/learners to learn at a time that suits them best.
• Content Format: This characteristic describes the format of the content. 1) Static: The format is the same and the content remains the same throughout the course/module/program. This type ensures consistency and easily maintained. However, this might alienate some students/learners as it might not cater to their wants and needs. 2) Dynamic: The format changes and adapts based on student behavior or knowledge acquisition level. This type caters more to the wants and needs of the students as it tries to modify the content according to the feedback and data collected from the students. However, this poses a challenge of how to provide new content and how to maintain it in the long run.
C. TYPES
There are different ways to categorize e-learning courses/ modules/program. One way is the following that looks at e-learning at the course level [9] :
• Classroom Course: Course is given in a traditional classroom. However, it involves the use of computers for simulation or design purposes.
• Synchronous Distributed Course: Course is given in a traditional classroom in addition to being streamed using web conferencing for students at off-campus locations.
• Web-enhanced Course: Course is mostly face-toface with some requirements being online (typically, 20% or less).
• Blended/Hybrid Course: Course is a mixture of faceto-face instruction and online instruction. These are traditionally used for courses whose students are within commuting distance of campus. There are two main types of blended/hybrid courses listed below. 1) Blended Classroom Course: A slightly bigger portion of the course is given in a traditional classroom. 2) Blended Online Course: A slightly bigger portion of the course is given online.
• Online Course: All requirements are done online. There is no face-to-face sessions required for the course. These are effective for students who do not have effective access to campus or for people that would like to take VOLUME 6, 2018 FIGURE 2. Challenges in e-learning.
a course to improve their knowledge in a specific area or in a particular topic.
• Flexible Mode Course: The course is offered in multiple delivery modes, allowing the students to choose the mode that suits them best (can be purely online or blended or classroom course). A similar style of categorization can be given for e-learning at the program level [9] :
• Classroom Program: This can include a mix of webenhanced, traditional, or hybrid courses. However, all courses require a portion of face-to-face sessions.
• Multi-format Program: This mixes classroom courses with other formats such as web-enhanced, blended, fully online courses. . .
• Blended program: Typically up to 30 % of the course requirements are given as face-to-face or blended course while the rest is fully online.
• Online Program: The whole program is given online.
D. APPROACHES
The teaching approaches adopted for instruction can also differ. In what follows, a brief discussion about three such approaches is given.
• Flipped Classroom: This approach is an innovative teaching approach in which the traditional instruction approach is flipped. When adopting it, class time is used for assignments while learning material is prerecorded and made available for students to watch before class [10] . Jonathan Bergmann, a founder of this approach, states that the videos are not just for students to watch, but rather they are given to instigate discussion in-class. He says that this approach can also help struggling students as it allows them to complete assignments in class and hence promote engagement between them and himself [10] . This approach can be useful in blended classrooms that have an online portion and a face-to-face portion.
• Game-based: As the name suggests, this teaching approach is based on using games as a means for students to learn [11] . In this case, students work towards a specific goal by taking actions within a game. This allows them to experiment and gain achievement points along the way. Research showed that adopting such an approach can help improve cognitive and psychomotor processes [11] . This approach can be beneficial online courses since learners do not need to interact heavily with instructors.
• Project-based: This approach mainly focuses on the students working on a project by exploring real-world problems and challenges [12] . This allows students to identify and explore problems of interest to them as well as develop innovative solutions for them. This in turn can promote their creativity and provides them with more hands-on experiences when compared to traditional teaching approaches [12] . This approach again can be helpful in both blended courses as well as online courses. This is because instructors mainly act as facilitators that help guide the students in their projects in such an approach.
It is worth noting that there are other teaching approaches that can be adopted such as inquiry-based learning and kinesthetic learning [13] . However, focus was put more on approaches that may be suitable for e-learning environments that promote increased engagement and discussion as well as continuous access to content [14] .
III. CHALLENGES IN E-LEARNING
There are many challenges within e-learning that are related to the different aspects of it. Some of these challenges are observed from the educational point of view and some are observed from the technological point of view. Fig. 2 summarizes these some of these challenges.
In what follows, a more detailed discussion about these challenges that were identified by leading experts within the 39120 VOLUME 6, 2018 field as well as some implemented case studies is presented. Also, some of the recent and representative literature that has been done on them is given [15] - [19] .
A. CHALLENGE 1 -TRANSMISSION/DELIVERY 1) DESCRIPTION Delivery and transmission of content can be done using different methods. Each method poses different challenges to both the learners as well as the teachers.
-Synchronous: In this delivery method, learners and teachers interact in real-time using tools such as videoconferencing and chat. However, this introduces several challenges. For example, since the class is being given in real time, teachers need to pace themselves in a manner to accommodate students with slower connections that may be suffering from some sort of lag. Also, it is important for teachers to be able to identify whenever any student poses a question. Thus, he/she must provide a clear structure for questions and answers so as to mimic in class participation. Another concern is for students and teachers to be tech savvy. This is important because a lot of students and teachers know only the basics of computers and computer networks. This often appears in courses such as literature and social studies [16] . Therefore, providing training for both learners and teachers about the tools and software that might be used is imperative. Last but not least, the issue of simulating hands on experience is also a concern within such courses. Some courses require some hands on experimentation. Hence, it is essential to develop ways to simulate and mimic these experiments to ensure learners fully grasp the content. -Asynchronous: In this method of delivery, learners and teachers communicate via email and discussion board as not everyone is online simultaneously (as is the case with synchronous learning). Despite the flexibility it offers to learners, it still introduces some challenges. One challenge is keeping content stable and inclusive in such a way that it considers learners' diversity and addresses their knowledge gaps. Another challenge is keeping students motivated and not allow them to become isolated. This is essential since some students might become discouraged if they feel their learning pace is slower than others. Therefore, teachers need to find a way to keep students engaged and motivated. Moreover, learners do not get immediate feedback on their questions or concerns in the same manner that a synchronous style would provide. This might affect the learner especially if he/she do not know their current position within the course. Thus, it is important for teachers to set up a clear mechanism to provide learners with prompt feedback so that all learners feel engaged and appreciated. -Blended: This delivery method combines both the online and classroom learning. This allows the teachers to design and modify the course so that it suits the students, as well as provide the needed learning objectives.
This poses some challenges as it requires teachers to carefully select the material to be given online and the material to be given in class. Furthermore, efficient communication between the teachers and the IT department is imperative to ensure the content is posted on time so that the learning process be optimized.
2) PREVIOUS WORK
Tabak and Rampal discussed how to design and develop synchronous conferencing tool to compliment face-to-face content delivery [20] . The paper emphasizes the merits of incorporating new technologies into traditional courses to improve the students' experience. [21] . The two platforms were compared in terms of resource requirements needed to implement them as well features they offer. Also, the benefits and challenges of each platform were discussed. The study showed that the decision of which platform is dependent on the resources available (both software and hardware) as well as the technological skills of its intended users (instructors and students).
Akram et al. also presented a case study based on the SCHOLAT learning system to try get insights into learners' behaviours [22] . Analysis showed that students were mostly interested in activities that they thought would improve their grade like submitting their assignments on time. However, other activities like asking questions on the discussion forum were not as important and influential as some students never asked any questions there. The analysis is said to be the basis for more complicated analysis to determine how to get students more involved and encourage them to be more active on the SCHOLAT system.
B. CHALLENGE 2 -PERSONALIZATION 1) DESCRIPTION
It is well known that different people learn in different ways. Some prefer instruction while other prefer doing it themselves. Therefore, being able to create and adapt the content in such a manner that caters to the different learners' styles/preferences and needs is extremely important since it can help maximize and speed up the learning process. This is called ''Personalizing'' e-learning.
Personalization in e-learning is a topic that is garnering significant attention within this field [23] - [25] . Since students deal with different technological devices, it becomes imperative to adapt the content to maximize and speed up the learning process. Two main tasks are needed in e-learning personalization, namely classification and recommendation. Classification tries to categorize the dataset into different classes based on some metrics. Recommendation uses the aforementioned classification to recommend Classification is an essential step in the e-learning personalization process. It forms the basis of the process as it groups similar points within the dataset available under one umbrella. This helps the system make better recommendations. There are several aspects that need classification such as question/task classification [26] and student status classification [27] . However, one important classification process for e-learning is the student learning style/preference classification.
It is well known from educational research that different people learn in different ways [28] - [30] . Some people learn through verbal instruction. Other people learn by doing things themselves. There are different models adopted to classify the learning style/preference of learners. Three of the most popular models are discussed below.
(i) VAK Model: The VAK model is the simplest learning style model that can be used for classification as shown in Fig. 3 . VAK stands for visual, auditory, and kinesthetic (the three main sensory receivers). This style assumes that a person either prefers to learn by seeing the subject matter, hear about the subject matter, or do a task related to the subject matter [28] , [31] . Each style/preference has some characteristics that differentiates it from the other styles. In what follows, we summarize some of the characteristics of each style/preference.
• Visual Learners: This type of learners often prefer visual stimulants. For example, they like to read or write something repeatedly for them to learn. They also often favor figures and diagrams in order to better understand concepts. Students with this learning style prefer to use visual aids during lessons as well as have the handouts included concept maps and outlines. They also often highlight important points in the text with colors [28] , [31] .
-Use visual aids such as charts and graphs during lessons. -Have the content in handout form with a lot of white space for them to take notes. -Have the handouts include concept maps, outlines, agendas, etc. for them to read at later times. -Highlight important points in the text with colors.
• Auditory Learners: This type of learners prefer auditory stimulants. They like to discuss things and talk about them with their colleagues or instructors. The analyze the tone, pitch, and speed of the speech to help them better interpret the meaning of the content they are encountering. Students with this learning style prefer to work in groups and discuss ideas with someone else. They also prefer having a short summary at the beginning/end of the session about the material to be learned/learnt [28] , [31] .
-Work in groups.
-Discuss their ideas with someone else.
-Recite the information out loud to emphasize it.
-Receive a short summary at the beginning of the session about what they will learn and at the end of of the session about what they learned.
• Kinesthetic Learners: This type of learners prefer tactile stimulants. They learn better when they move and do the tasks with their own hands. Students with this learning style prefer to keep moving and tend to take frequent breaks to stretch and refocus [28] , [31] .
-Keep moving.
-Take frequent study breaks to stretch and refocus.
-Glance through the reading material to get the big picture first before delving into the details. -Work at a standing position as it allows them to move more freely. (ii) Kolb's Model: Another model used for learning styles classification is Kolb's model [29] . David Kolb developed a model containing four distinct learning styles that are based on a four-stage learning cycle. ''Cycle of learning'' is a central principle in his experiential learning theory. The four-stage cycle includes: Concrete Experience (CE), Reflective Observation (RO), Abstract Conceptualization (AC), and Active Experimentation (AE). Based on his learning cycle, immediate or concrete experiences provide a basis for observations and reflections, which are assimilated and distilled into abstract concepts producing new implications for action which can be actively tested in turn creating new experiences. Kolb explains that different people naturally prefer a certain single different learning style.
The strength of this model is that it takes into consideration two continuums: Processing continuum (how we process information) and Perception continuum (how we receive information). Perception continuum ⇒ CE (feeling) vs AC (thinking) while Processing continuum ⇒ RO (watching) vs AE (doing). The four different learning styles are the result of the person's preferred choice of which type of perception and processing styles to learn. These styles are described below: -Diverging (CE/RO) ⇒ Feeling and watching. Such people perform best in situations that require ideasgeneration such as brainstorming. They prefer to work in groups. -Assimilating (AC/RO) ⇒ Watching and thinking.
Such people prefer abstract ideas and concepts and tend to excel in information and science careers. -Converging (AC/AE) ⇒ Thinking and doing. Such people are good at finding practical uses for ideas and theories. They prefer experimenting and working with practical applications. -Accommodating (CE/AE) ⇒ Doing and feeling.
Such people rely on other people's analysis. They rely on their ''gut'' instincts. The also prefer to work in groups to complete a task. Kolb's model is correlated to other models. For example, this model is correlated to Carl Jung's model (learning styles result from people's preferred ways of adapting in the world). Kolb's model also resembles the VAK model, but is a bit more descriptive. learning style can be: active, sensing, verbal, and global). This model is more extensive than Kolb's model as it provides a classification at a more granular level. This model tries to categorize students/learners based on the different levels of the learning process. Knowing to which category a student/learner belongs to can help the instructor deliver the content as it gives him the guidelines of what information to give and how to give it. This in turn can speed up and improve learning since the whole process would be designed based on the students/learners preferred learning styles. For example, active learners prefer working in groups as it allows them to discuss the information they received. Therefore, instructors can encourage active learners to form groups VOLUME 6, 2018 and discuss the presented concepts. On the other hand, reflective learners prefer to work individually because it allows them to think and reflect about the received information. Hence, instructors can give such students a few minutes to think about the presented concepts before trying to engage with them and make sure that they fully absorbed the material. It is worth noting that ''learning styles'' theories and models are largely unproven using research, but they do offer benefit when used by teachers and educators as guidelines for teaching [32] .
b: RECOMMENDATION
Recommendation is the second step of e-learning personalization. This step involves providing an informed suggestion on an appropriate course of action based on the results of the aforementioned classification step. The proposed action is thought to maximize a certain satisfaction/utility metric of the user [33] . Such systems have been used in several fields such as e-commerce and route planning using public transportation [34] , [35] .
In the context of e-learning, recommender systems can play a vital role. For example, e-learning platforms such as ''Coursera'' and ''edX'' use the previous searches that a user performed to recommend new courses to take. This aims to direct the users of the platform towards courses that are thought to be of interest to them. Recommender systems can also play a role in adapting the content of a course by suggesting content format based on any previous classification of the content or of the users of the content [36] , [37] .
2) PREVIOUS WORK
Hogo proposed the use of different fuzzy clustering techniques such as Fuzzy C-Means (FCM) and Kernelized Fuzzy C-Means (KFCM) to classify the learners based on their profile [23] . The goal of the work was to try to determine how to help bad students improve their performance. Experimental results showed that the KFCM algorithm outperformed FCM as it achieved an accuracy of around 78%.
Joseph proposed a machine learning-based framework for feedback and monitoring in an e-learning environment [24] . The goal of the study was to see how machine learning algorithms can be used to adapt the content presentation rather than the content itself. This would be done based on the feedback from the students. The challenge was to determine what to monitor within the e-learning environment and how to interpret it as feedback. Decision trees and neural networks were used to map the interactions and forecast the interest/disinterest of learners with the material. A small control study consisting of 22 students was used as means to evaluate the effectiveness of the proposed framework. The experimental results showed high agreement between the interest/disinterest forecasting of the framework and the student views on the content, providing an important evidence to the potential of the framework.
Virvou et al. proposed a data analytics tool that collects student interaction information in order to help teachers make better decisions [25] . The tool collects data about the student interaction by storing their activities on the e-learning platform. Then a text analysis is performed with results being reported in a single document that is sent to the course instructor. The hope was that this document can help the instructors adapt their content based on the student feedback.
Klašnja-Milićević et al. propose a recommendation module of a programming tutoring system (PROTUS) that can automatically adapt to interests and knowledge levels of students [38] . They were inspired by recommender systems (RSs) implemented in e-commerce and wanted to develop a similar system for tutoring programming. The recommender module they proposed has three main tasks: recognize the different learning styles, cluster students based on styles, and recommend a series of activities for each group. The Felder-Soloman learning style model was adopted for student classification.
Another work that aimed to offer a ''personalized'' e-learning environment was presented in [39] . The work was a Master's thesis that aimed to prove that e-Learning usage data can be used to derive general metrics that can be easily and economically applied to improve e-learning processes. The author believed that usage data plays an important role to reflect the activities and systems. He used a six layer model to create a dynamic learner model and implemented a testbed to evaluate the model. He defined the learner model as ''a set of information structures that represent learners' behaviours and preferences''.
The author adopted a dynamic method that aimed to learn information about the students through real-time collected data. Hence, a six layer model (with each layer depending on the lower layer) was proposed:
-Raw Data Layer: Set of data collected directly from the system. -Fact Data Layer: Set of data that is filtered, sorted and combined to correctly describe a student's behavior. -Data Mining Layer: Set of data mining techniques used on the fact data. -Measurement Layer: Set of results of the patterns produced by the machine learning and data mining techniques. -Metric Layer: Represents an aspect of the student's characteristics, experiences and preferences in their learning model (examples: learning style, activities, social connections). -Application Layer: Set of educational applications that can be done using the information and collected results from lower layers.
One important aspect of many courses is group projects/tasks. Instructors often ask students to work collectively on projects/tasks in an attempt to foster learners' teamwork skills as well as allow the peer-to-peer knowledge sharing. However, this may become an obstacle especially in online courses as learners often only communicate via email or discussion boards. The question becomes, how can collaboration be facilitated and improved in e-learning? Can intelligent educational systems improve collaboration and knowledge-sharing? How can tasks be intelligently assigned? All these questions need to be considered and addressed in an e-learning environment [40] . It is worth noting that there is a slight difference between collaborative learning and cooperative learning. Cooperative learning focuses on team building by allowing learners within a group to complete individual tasks that aim to achieve success for the whole group (for example, a group project). On the other hand, collaborative learning focuses on collective problem-solving by encouraging students to effectively communicate with each other to collectively analyze and discuss possible solutions for the tackled problem (for example, working on a new research).
Suciu et al. developed an online collaboration and e-learning platform in the cloud [41] . The platform allows users to chat, share documents, have voice and video calls, and has enabled calendar scheduling. Such a platform can encourage and facilitate collaboration and cooperation between students as it allows both real-time and non real-time interaction between them. The fact that the platform is cloud-based further facilitates access and makes use of the computational and storage resources available to satisfy the needs of the different users.
Rajam et al. also proposed a cloud-based collaboration environment for e-learning [42] . The environment offers students a software development platform to encourage task management and distribution. The environment allows students to tackle different tasks within a group project. This facilitates and encourages collaboration among students because it allows each one to focus on a specific task within the project.
Franceschi et al. proposed using virtual worlds as a means to foster group collaboration in e-learning environments [43] . The idea is that using avatars, both verbal and non-verbal communications can be better exchanged between students and promote more creative thinking. This in turn will promote effective group learning and collaboration as it would mimic a real-life situation in which students are working together in the same geographical location.
Mahadevan et al. on the other hand proposed a framework that is based on forming online group studies to encourage collaboration in an e-learning environment [44] . Similar to the typical physical group study sessions that students often organize to prepare for exams, the authors suggest a framework that integrates seamlessly with e-learning platforms and allows students to create an online study group in which they can share ideas and documents.
D. CHALLENGE 4-EVALUATION & ASSESSMENT 1) DESCRIPTION
This challenge is two folds. The first is from the educational point of view while the second is from the technological point of view. The first challenge is how to evaluate the student performance. This task becomes harder especially when little to no face-to-face interaction occurs. Therefore, instructors need to know how to evaluate students and track their knowledge acquisition efficiently. This is of significant importance in asynchronous online courses specifically where is there is no real-time interaction between instructors and students at all.
The second challenge is how to evaluate the efficiency of the e-learning tool or environment used. This is important because the tool or environment can have a big impact on the overall learning process. Therefore, it is essential that instructors/institutions properly evaluate the tool being used to be able to determine whether students are meeting the required learning outcomes or not when using this tool/environment.
2) PREVIOUS WORK
Chang focused in her work on the importance of examining and evaluating the e-learning environment [45] . To that end, a frame work that scores the e-learning environment based on four metrics: access, interaction, response, and results was proposed as means to evaluate the appropriateness of the environment. These four metrics can give instructors/institutions a quantitative measure of how well the elearning tool/environment is and can guide them towards areas in which they can improve it.
Balogh et al. proposed the to perform usage analysis to better evaluate the efficiency of the e-learning tool/ environment [46] . Data is collected using questionnaires, as well as the log files of the online course to determine the behaviour rules of the students. This can measure the engagement level of the students with the course and give instructors/institutions insights into the effectiveness of the adopted tool/environment.
Tahereh et al. presented a multi-dimensional framework to evaluate the different components of the e-learning environment [47] . The framework takes into consideration the standards used in the environment, the evaluation methods, the context, and the indicators to evaluate the quality of the environment. Each dimension is evaluated qualitatively to give the stakeholders a better understanding of efficiency of the e-learning environment. This allows them to determine which dimension needs improvement and which is appropriate for their goals.
E. CHALLENGE 5 -ENABLING TECHNOLOGIES 1) DESCRIPTION
Another important choice in e-learning is that of the enabling technologies. This is important because these technologies (such as cloud environment [48] ) will be the tools that learners use to acquire the knowledge and access the content.
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Hence, it is important to carefully choose the supporting technologies so that it maximizes the learning process in different scenarios. The proper infrastructure and bandwidth requirements needed should also be considered as they might act as the system's bottleneck.
2) PREVIOUS WORK
Caminero et al. proposed load forecasting algorithm for an e-learning system [49] . The goal of the algorithm is to efficiently provision the needed computational and storage resources to maintain a desired quality of service (QoS) as perceived by the users of the system. With this algorithm, cloud technologies are used as the main infrastructure to provide the users with an efficient e-learning system. Dong et al. also presented a cloud computing-based e-learning system [50] . The system adopts the cloud architecture consisting of three main layers: infrastructure layer, content layer, and the application layer. This architecture allows the universities to track the situation of their resources and allocate them on demand, allows workloads to recover from any faults, and promotes the evolution of the learning process in terms of content and engagement.
Mondal et al. posited a low cost low bandwidth virtual classroom system for distance learning [51] . The system is based on using UDP protocol for voice streaming while a TCP connection is used for visual content transfer. Small control messages are sent from the teacher's end to all students. These control messages invoke specific events (such as changing a slide in the presentation). Hence, most of the traffic within the proposed system consists of voice packets and some small control messages which typically only requires low bandwidth.
IV. MACHINE LEARNING & DATA ANALYTICS
One can see that the field of e-learning can significantly contribute to the notion of big data as increasing number of students access educational material online and generate more data flows. It has been reported that around 58 million students have registered for online courses worldwide with nearly 7000 courses available [3] . With typical courses generating thousands of event log records per student per course, the amount of data generated is growing exponentially [3] . Thus, machine learning and data analytics also become crucial in order to make use of the growing amount of collected data generated in the field of e-learning.
Machine learning and data analytics have been proposed as possible solutions to process the increased amounts of data collected. These algorithms are the tools that can make use of the data by ''learning'' the behavior and finding interesting patterns within it.
In what follows, the different machine learning and data analytics types and algorithms are discussed briefly.
A. MACHINE LEARNING
As shown in [52] , data has become more abundant and easy to obtain. However, extracting knowledge from this collected data is often expensive. With the help of computers which can perform calculations at tremendous speeds, more complex data analysis has become available. Moreover, having computers that can ''learn'' without being told what to do is essential as this would give it a greater capacity to adapt based on new inputs. To this end, the field of machine learning has been developed. Machine learning, as per Arthur Samuel, is defined to be the ''field of study that gives computers the ability to learn without being explicitly programmed'' [5] . The learning is performed using some data or observations such as examples, direct experience, or instruction [5] . This is crucial in many cases such as when the solution changes over time or when it needs to be adapted to specific cases. Thus, ''learning'' based on experience is imperative in many future applications.
Machine learning algorithms have garnered significant attention in recent years and have been used in several applications such as pricing prediction, optical character recognition, image recognition, spam filtering, fraud detection, healthcare, transportation, and many others [5] , [53] - [56] . Fig. 6 shows some of the different machine learning types and algorithms that will be discussed in this work.
1) TYPES
Machine learning algorithms are divided into four main categories: supervised learning, unsupervised learning, semisupervised learning, and reinforcement learning. Supervised learning includes having a dataset with the correct output that is used to ''train'' the system. On the other hand, unsupervised learning includes trying to find relations among the points in the dataset without having the correct results during training [57] . This means that the algorithm tries to ''cluster'' points that it believes to be highly correlated under one label based on their statistical properties only. Semi-supervised learning combines the previous two types by training the system using a dataset containing labeled and unlabeled data points. The goal is to improve the performance of the model by making use of both types of data points [58] . Last but not least, reinforcement learning in contrast uses trial-and-error to discover the set of actions that maximize some cumulative reward metric [59] .
a: SUPERVISED LEARNING
Supervised learning is a branch of machine learning algorithms in which a function is inferred based on labeled training data [60] . The training data is formed of a group of training examples, each of which is a pair (x, y) where x is an input vector and y is the output value. The algorithm produces a function that can be used for mapping future unknown inputs.
Supervised learning algorithms often fall into one of two main categories: regression algorithms (output is continuous) or classification algorithms (output is discrete) [61] . Within each category, several algorithms exist which will be presented below. 
1) Regression:
Regression algorithms try to find the best fit function for the training data available. Two main algorithms are discussed below: linear regression and polynomial regression.
• Linear Regression: One of the most common regression algorithms used in machine learning is the linear regression algorithm. This algorithm tries to find the best fit line/hyperplane for the available training data. The goal of the algorithm is to find the value of the optimal coefficient vector θ opt = [θ 0 , θ 1 , ...., θ N ] such that the predictive function has a linear form. This is done by using the minimum mean squared error function.
• Polynomial Regression: Another common regression algorithm used is the polynomial regression algorithm. This algorithm tries to find the best fit polynomial for the available training data. Similar to its linear counterpart, the goal of the algorithm is to find the value of the coefficient vector θ opt = [θ 0 , θ 1 , ...., θ kN ] such that the predictive function is a polynomial of order k. 2) Classification: In contrast to regression algorithms that try to find the best fit function for the training data, classification algorithms try to find the best fit class for the data by putting each input in its correct class. In such cases, the output of the predictive function is discrete with the possible values being one of the different classes available as part of the training data. Four important classification algorithms are discussed below, namely logistic regression, artificial neural networks, support vector machines, and decision trees.
• Logistic Regression: Logistic regression is an extremely popular classification algorithm used in the literature [62] - [65] . Despite its name, this algorithm is used for classification (i.e. its output is discrete) rather than being a regression algorithm. It is typically used a binary classifier where the output belongs to one of two categories only. The predictive function z θ opt (x), also known as the hypothesis function, calculates the probability of the output being equal to 1 given a specific input. In other words, z θ opt (x) = P(y = 1/x; θ). If this probability is greater than 0.5, the output is defined to be 1. Otherwise, the output is defined to be 0. To determine the coefficient vector θ opt , a cost function needs to be used. However, the squared error function will not work because the sigmoid function used to determine the hypothesis function will make the output wavy and thus have many local optima. Instead, a different cost function based on the log function is used that ensures the output is convex [66] . This algorithm can also be extended for multi-class classification. In that case, instead of having just one hypothesis function z θ opt (x), we would have multiple functions with each calculating the probability of the output being class i given the input available.
• Support Vector Machines: Support vector machines (SVM) is another supervised classification algorithm. It tries to find the optimal hyperplane that separates the labeled data with the maximum margin from the closest point. It is a more powerful and restrictive classifier than the logistic regression algorithm. This algorithm replaces the sigmoid function used in logistic regression with a new function called the hinge loss function [67] .
Note that the hypothesis function given by the SVM algorithm is not interpreted as the probability of the output being 1 or 0, but rather is a discrimination function that outputs either 1 or 0.
• Artificial Neural Networks: Artificial neural networks (ANN) is a popular supervised classification algorithm. It is often used whenever we have abundant labeled training data with many features and a nonlinear hypothesis function is desired [68] . ANN tries to mimic the way our brain works as it has been proven that the brain uses one ''learning algorithm'' for all its different functions [69] . Similar to neurons that act as computational units that take electrical inputs (through dendrites) and channel them towards an output (axon), the ANN algorithm adopts a model in which the features act as dendrites (nerve cell) and outputs the value of the hypothesis function. Often, one ''hidden'' layer is used that acts as an intermediate layer. This layer helps extract more information from the set of features available as part of the training data and is called the activation layer. The sigmoid function used in logistic regression is used here at each layer of the network. Since the sigmoid function is used in ANN, then the cost function used to determine the values of the coefficient vector θ
opt at layer f is the same one used for logistic regression.
• Decision Trees: Decision trees are another popular choice of supervised learning classification algorithms. These algorithms are often referred to as statistical classifiers since they use statistical metrics to determine the branching of the nodes [70] .
To classify an instance, decision trees sort the instance down the tree from the root node to a specific leaf node. Each node within the tree represents a test of a particular feature of the instance while each branch represents a possible value of the tested feature.
There are several decision tree-based algorithms such as ID3, ASSISTANT, and random forests [70] . One of the most well-known decision trees algorithms among them is the C4.5 algorithm. The algorithm was first proposed by Quinlan [71] and is based on the notion of information entropy. Effectively, the C4.5 chooses the feature that best divides its set of samples into smaller subsets rich in one class or the other. To determine the division criterion, the normalized information gain metric (difference in entropy) is used. The feature chosen is the one with the highest information gain.
3) Deep Learning:
One special class of supervised machine learning algorithms is deep learning. In essence, deep learning can be thought of as a large scale neural network [72] . However, due to the fact that deep learning is also able to perform automatic unsupervised feature extraction, also commonly referred to as feature learning [73] , it cannot be classified as a traditional neural network. Hence, deep learning is then considered a special case of supervised machine learning. In general, deep learning tries to model abstractions found in data using a graph with multiple processing layers [74] - [76] . These processing layers contain units that apply linear and non-linear transformations on the data to extract as much useful information as possible. Deep learning algorithms are very similar to artificial neural networks. In fact, ANN can be classified to be one of the deep neural networks learning algorithms. However, deep learning algorithms are more broad as they can be applied to both labeled and unlabeled data. Moreover, they can be applied to a much larger scale of neural networks. Andrew Ng, co-founder of Coursera and the Chief Scientist at Baidu Research, said that deep learning is just applying ANN on a large scale that can be trained with more data and have better performance because of that [74] . There are many different deep learning algorithms other than ANN. In what follows, two popular algorithms are briefly described and discussed.
• Convolutional Neural Networks: Convolutional Neural Networks (CNN) is a version of artificial neural networks that was inspired by the connectivity patterns found in the visual cortex of animals. These connectivity patterns have been proven to be mathematically described by a convolution operation [77] . This operator replaces the sigmoid function that is typically used in artificial neural networks.
• Recursive Neural Networks: Recursive Neural Networks (RNN) is another version of deep neural networks. RNNs are created by using the same set of weights in a recursive manner over a tree like structure [78] , [79] . The tree is traversed in topological order. This algorithm is often used to process sequential data. Similar to the idea that CNNs are used to process data grouped in the form of a grid, RNNs are specialized in processing a sequence of values.
b: UNSUPERVISED LEARNING
In contrast to supervised learning, unsupervised learning is the branch of machine learning in which a function/pattern is inferred based on unlabeled training data [80] . The training data consists of only inputs x 1 , x 2 , ...., x M and no known outputs. Therefore, unsupervised learning algorithms aim to make sense of the training data by finding relations and patterns within it. Unsupervised learning algorithms can be divided into 3 main categories: clustering, dimensionality reduction, and anomaly detection [80] . Several algorithms exist within each category. In what follows, some of the most popular algorithms in these categories are presented.
1) Clustering:
One of the easiest way to make sense of a set of data points is to group/cluster them. This makes the data more understandable as it gives more structure to it by forming a finite set of groups rather than having a multitude of random data points. This is especially important in applications such as market segmentation and social network analysis. Since we do not know whether this grouping is correct or not, the term ''clustering'' is used rather than ''classification'' because the data points are not labeled to be belonging to specific classes. In what follows, a well-known clustering algorithm is discussed.
• K-Means Algorithm: K-means is one of the most popular unsupervised clustering algorithms for automatic data grouping into coherent clusters. This algorithm tries to group the data into K clusters by finding the cluster centroid (also known as cluster mean) and group with it the data points closest to it. To be able to properly cluster the data points into the K clusters, a cost function needs to be minimized. This cost function is dependent on 3 variables: c (j) which is the index of the cluster to which example x (j) is currently assigned to, µ k centroid of cluster k, and µ c (j) the centroid of the cluster to which example x (j) is currently assigned to. The algorithm aims to find the indices and centroids that will minimize the average distance of every example to its corresponding cluster centroid. 2) Dimensionality Reduction: Dimensionality reduction is another essential topic in the field of machine learning. The motivation behind dimensionality reduction can be summarized as follows: i-Remove redundant data ii-Reduce the storage and computational needs iii-Simplify the visualization of data by only considering a few features. To this end, one well-known algorithms is discussed which is the principal component analysis (PCA) algorithm.
• Principal Component Analysis: Principal component analysis is one of the most popular dimensionality reduction algorithms in unsupervised learning. Its aim is to find the subset of features that best represents the data. For example, assuming two features x 1 and x 2 are given, PCA tries to find a single line that can describe both these features effectively at the same time. This is different from linear regression since the goal of PCA is to reduce the average projection error (orthogonal distance from the feature to the projection line) while linear regression tries to reduce the average error (vertical distance) to the line. Performing PCA analysis involves four steps: data preprocessing, covariance matrix computation, eigen value decomposition, and choosing first k eigen vectors.
3) Anomaly Detection:
Another important unsupervised learning algorithm is the anomaly detection algorithm. From its name, this algorithm tries to determine whether the given new example x (new) is anomalous or not. To do so, a probability function/model p(x) is calculated which gives the probability of an example not being anomalous. A threshold value, denoted by , is used as the dividing value between identifying the example as normal or anomalous.
To be able to calculate the probability function p(x), the set of features are assumed to be independent and hence the probability function p(x) becomes the product of the probabilities of the features p(x i ) ∀i. Another assumption that is made is that the features are normally distributed, i.e. p(x i ) ∀i follows the gaussian distribution. Hence, determining whether x (new) is anomalous or not is done by comparing p(x (new) ) with : if p(x (new) ) < then the example is anomalous, otherwise it is normal.
c: SEMI-SUPERVISED LEARNING
Semi-supervised learning is a branch of machine learning techniques in which a function/patter is inferred based on partially labeled training data [58] , [81] . It combines elements from supervised and unsupervised learning. The aim of semi-supervised learning is to try to make use of both the labeled and unlabeled data to get better learning models [58] , [81] . Typically, these algorithms are implemented whenever the dataset has a small amount of labeled data points and an abundance of unlabeled data points.
To be able to make use of the unlabeled training data examples, some assumptions need to be made to have some structure to the data distribution. All semi-supervised learning algorithms make at least one of the following assumptions [82] : -Smoothness Assumption: It is assumed that points that are close to each other are more probable to share the same label.
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-Cluster Assumption: It is assumed that the data tend to form discrete clusters with points within the same cluster being more probable to share the same label. -Manifold Assumption: It is assumed that the data lies approximately on a manifold of lower dimension than the input space. This is a practical assumption in cases where high-dimensional data is generated such as in voice recognition. In that case, it is know that the voice is controlled by a small number of vocal folds and thus only the space surrounding these folds is considered rather than the space of all possible acoustic waves. Semi-supervised learning differs from transductive learning. That is because the aim of transductive learning is to predict the correct label of the set L using the labeled training set M . On the other hand, semi-supervised learning, which is inductive, aims to use both the labeled and unlabeled training sets to obtain a function that can predict the label for any ''future'' example [58] , [81] . There are several algorithms that fall under the umbrella of semi-supervised learning. In what follows, some of these algorithms are discussed.
• Self-training: Self-training is the simplest semisupervised learning algorithm. This algorithm first obtains a prediction function z using the labeled data points. It then applies this function to a subset of the unlabeled dataset and adds the outcome (x M +l , z(x M +l )) to the labeled data. It then repeats the process to obtain a better prediction function z * until all the unlabeled points are given a label and are used to learn a final model z final .
• Low-density Separation Models: Another group of semi-supervised learning algorithms is the low-density separation models. These algorithms try to place the dividing boundaries in regions with a few data points (labeled or unlabeled). Among this class of algorithms is the transductive support vector machine algorithm (TSVM), also known as semi-supervised support vector machine algorithm (S3VM). Similar to the supervised learning SVM, TSVM aims to find the decision boundary that maximizes the margin over all the data. To do that, the unlabeled data needs to be labeled. Therefore, the TSVM algorithm enumerates all possible labeling of the unlabeled data points (2 L possible labels) and uses SVM to find a decision boundary. After finding all the possible decision boundaries, the one with the largest margin is chosen.
d: REINFORCEMENT LEARNING
Reinforcement learning (RL) is a branch of machine learning in which the action is taken in such a manner so as to maximize a cumulative reward metric [59] . This is often done using a trial-and-error sort of way in an attempt to discover the actions with the highest rewards. The decision taken often not only affects the immediate reward, but also subsequent ones. These two features, which are trial-and-error and delayed reward, are the two most distinguishing characteristics of reinforcement learning [59] .
RL problems are often modelled as a stochastic finite state machine problem with inputs being the actions taken by the agent and the output being the observations and rewards obtained by the agent [83] . The environment consists of: -A set of states S describing the environment.
-A set of possible actions A.
-Transitioning rules between states.
-Scalar reward rules of a transition and the observation rules of an action. RL agents take actions in discrete time steps. Hence, at time instance t, the agent makes observation O t which includes a reward r t . The agent then chooses an action a t that makes the environment move from state S t to state S t+1 . This transition is then associated with a reward r t+1 . The goal of the agent is to maximize the collected cumulative reward [84] . The RL model depicting the interaction between the agent and the environment is shown in Fig. 7 . There are a variety of algorithms that fall under the RL category. These algorithms have proved to be popular in a variety of applications including control theory, telecommunications, gaming (backgammon and checkers), and scheduling [59] . In what follows, some of the most popular RL algorithms are discussed [85] , [86] .
• Dynamic Programming: Dynamic programming is one of the most well known RL algorithms. This algorithm is considered a value function-based approach. Value function-based approaches try to determine a policy π, a mapping that assigns a probability distribution of the actions to all possible histories, that maximizes the reward by maintaining a set of estimates of the expected rewards for different policies. Using the recursive relationships that all value functions follow, the optimal policy π * can be determined using the transition probabilities between states and the expected rewards gained [86] .
• Monte Carlo Methods: Another group of algorithms that are used for RL is Monte Carlo Methods. The benefit of these algorithms is that they do not assume complete knowledge of the environment, but rather learn about it by experience (sample sequence of stations, actions, and rewards) [85] . This group of algorithms depend on running several iterations to evaluate the policy for the different values of the state-action pairs (S i , a i ). The different iterations start at random from different states. The computed values are then averaged out to get a good estimate of the action value function of the considered policy. Table 1 summarizes the different machine learning algorithms, the data types they can work on, and the problem types they can be applied for.
B. DATA ANALYTICS
Data analytics has become an increasingly important tool for users to extract knowledge and inferences from the abundant amount of collected data [52] . This analysis has become easier with the emergence of sophisticated computers and software that are able to perform exhaustive computations in lightning quick speeds. In contrast to machine learning which tries to ''teach'' computers to perform certain tasks without explicitly programming them, data analytics try to analyze and make inferences based on the raw collected data in order to take better decisions [6] .
To this end, different techniques and algorithms have been developed. These algorithms have been applied in various fields such as business, marketing, health care, transportation, and education [6] , [87] - [89] . This has helped individuals make more informed decisions about the data available at their hands by making use of the results of such techniques. Fig. 8 shows the different data analytics types and algorithms that will be discussed. 
1) TYPES
Data analytics algorithms and techniques can be divided into three main categories: exploratory, confirmatory, and qualitative. Each category represents a different goal and approach when it comes to dealing with the data.
(i) Exploratory Data Analytics (EDA): Exploratory Data
Analytics (EDA) is a group of techniques that tries to determine/discover new features within the data [90] . These techniques often give insights into the available data and uncover the underlying structure found within the data. [90] .
• Analysis of Variance (ANOVA): ANOVA techniques are often used to compare data collected from two or more processes. The idea is to test whether the processes have equal variances. Bartlett's test performs ANOVA by testing for what is called homogeneity of variance. The hypothesis is assumed to be that all the variances are equal. Performing this analysis answers the question of whether the variances are truly equal or not with some specific confidence level. This type of tests is often used when the dataset seems to be normally distributed and is one of a set of statistical tests called ''parametric tests'' which also include t-tests [91] , [92] .
• Chi-Square Test for variance: This test is used to see if the variance of a dataset is equal to a specific value. This is often very important in manufacturing processes because manufacturers desire that their production process's variability is greater or smaller than some threshold. These tests output a value that allows the analyst to determine whether the original hypothesis is valid or not. Based on this, he/she can take action and change some aspects of the considered process. This type of tests is often used when the dataset does not seem to be normally distributed, but rather follows other distributions. It is one of a set of statistical tests called ''non-parametric tests'' that include tests like Wilcoxon rank sum test and Spearman's rank correlation coefficient [91] , [92] . (iii) Qualitative Data Analytics (QDA): Another type of data analytics is Qualitative Data Analytics (QDA). This type encompasses the set of processes and techniques that try to explain/interpret qualitative (non-numeric) data such as videos, interview transcripts, images, and documents [93] . These techniques are very prevalent in social sciences in which a lot of the data collected is non-numeric in nature. They are also prevalent in text analysis by searching for recurring words or topics.
There are some key terms that often pop up in QDA techniques. Words such as ''Theme'' that provides a general idea of the topics apparent in the data and ''Characteristic'' which represents a single item in a text often appear when performing QDA. The process of performing QDA involves having to iteratively and progressively notice, collect, and think about things [94] . This process is not linear since the cycle keeps on repeating and you do not go through it step by step, but rather do these steps simultaneously. This process is shown in Fig. 9 . To perform QDA, techniques like sorting and categorizing the collected data into groups based on theme can help simplify the analysis. After sorting the data, further analysis is performed by trying to interpret the significance of the sorting or by trying to explain the findings based on the sorted data. These techniques have been used in different applications like text mining, marketing research, business, criminology, and sociology [95] , [96] . It is worth mentioning that machine learning can be used as one method for data analysis. This is because in essence, machine learning can be thought of as a data analysis method that builds the analytical model automatically [97] . Hence, it can help identify and uncover patterns found within the data.
V. RESEARCH OPPORTUNITIES USING MACHINE LEARNING & DATA ANALYTICS FOR E-LEARNING CHALLENGES
As discussed before, one of the sources of data growth is the data being generated through online learning websites and learning management systems (LMSs) as part of e-Learning environments. Statistics show that online course websites such as Coursera, edX, and Udacity have more than 78 million students combined with around 10 thousand courses being offered by more than 600 universities [3] . Moreover, it has been estimated that there are almost one thousand event log entries per student every month and around 60,000 course visits every month for online courses [4] . This gives an idea of how big the data streams are expected to be with online courses specifically and the field of e-learning in general being a main contributor to the ''Big Data'' concept. Thus, a need to analyze and extract useful information from the collected data has risen in order to take more informed decisions and have more efficient systems. These systems can become more intelligent and responsive to users as they better cater to their needs. This can be done using ML and DA techniques such as quantitative data analysis to study students' performance and supervised classification to perform task such as sentiment analysis and students' style classification.
Based on the statistics above and the previously provided discussion on the challenges facing the field of e-learning, ML and DA techniques become promising tools to improve the e-learning platforms and processes. In what follows, a set of possible research opportunities to tackle each challenge discussed earlier is presented.
• Transmission/Delivery -Research Opportunities:
Data analytics can play an important role in tackling this challenge. For example, a case study can be conducted that studies the performance of two groups of students. The first group would take the course in a synchronous manner and the second group would take the course in an asynchronous manner. The performance of both groups can be compared based on the collected data of both groups using both quantitative exploratory and qualitative data analytics. This can help instructors determine the optimal mode of delivery for the specific course based on metrics such as students' location distribution, their interaction level on forums, and their grades throughout the course. This is important because previous work have only compared the two possible delivery mechanisms in terms of the resources needed rather than their impact on student learning. Therefore, studying the merits of each delivery mode for students should be studied.
Another possible area where qualitative data analytics can play a role is through text mining for sentiment analysis. This can be done to identify discouraged or disgruntled students based on their posts in the discussion forums. Moreover, supervised machine learning techniques such as SVM and ANN can be used to classify such posts. This will help instructors gain more insights into how the students are feeling about the material and the course. Based on this, instructor can try different ways to keep the students engaged and motivated. It can also help them make informed decisions on what to change and what to keep in the course in terms of material, assignments, topics, and activities.
• Personalization -Research Opportunities:
As can be seen, several works have already started using machine learning and data analytics algorithms such as student clustering and content classification to tackle the challenge of personalizing the e-learning experience [23] - [25] , [38] , [39] . However, more opportunities are available. For instance, students can be classified based on any of the previously mentioned learning styles/preferences models. This classification can be used in several ways. One way is to recommend new courses to take based on the students' learning style/preference. This is important for online programs and courses where there is an abundance of courses available to be taken. Another possible recommendation is to recommend a course format for the student taking a course. Although this might be a demanding task for instructors, it can be offset by applying this to supplemental material rather than the main material of the course. This would provide the students with extra material that caters to their preference and can help them to better understand the course they are taking. A different opportunity is to predict students' final grade and classify them into different groups based on their performance in the first part of a course using techniques such as logistic regression and ANN. This can help instructors identify weak students that may need help in the course. This analysis can also pinpoint which concepts or learning outcomes the students seem to be struggling with. This can also help instructors adapt the content a bit or provide extra information about confusing concepts to ensure students better grasp it. Additionally, this can be used for peer student recommendation. The instructor might recommend that a weak student collaborate with a better performing student so that he/she can help him/her with the course. Another research opportunity is to determine relationships between certain activities and the performance of students in courses. For example, case studies that investigate the statistical significance of the number of logins to an e-learning platform on the students' performance at the end of a course portion should be performed to test the validity of any assumptions or hypotheses made beforehand. This would give instructors insights into what material was accessed more and whether it helped improve students' understanding of the material or not. This analysis can be done using confirmatory data analytic techniques. Accordingly, the instructor might adapt the content throughout the course to improve the VOLUME 6, 2018 students' e-learning experience. Fig. 10 gives an overview of some of the different classifications that can be done and recommendations that can be given within the field of e-learning.
• Collaborative/Cooperative Learning FacilitationResearch Opportunities: One opportunity to use machine learning and data analytics algorithms is to analyze the level of collaboration between students on group projects based on their posts and engagement in group forums. The statistical significance of the engagement level on the students' performance in group projects can be studied to get better insights on how effective was the collaboration between members. This can be done using unsupervised clustering algorithms such as k-means or using qualitative data analytic algorithms. Another opportunity to enhance and facilitate collaboration and cooperation between students is by assigning students to groups based on their learning style. Students with similar learning styles can cooperate better and share the information among them in a better way because they tend to have the same learning preferences. To that end, students' learning styles/preferences can be determined and groups can be formed based on this classification. The classification can be done using unsupervised learning techniques such as k-means algorithm.
• Evaluation & Assessment -Research Opportunities:
To tackle this challenge, several possible researches can be conducted that are based on machine learning and data analytics. One possible idea is to give a course in two different formats: one being in a traditional format with the course being given in a traditional classroom, while the second being given online using the e-learning tool/environment. The performance of the two groups of students can then be compared to see the efficiency of giving the course online using quantitative exploratory analytics algorithms such as means and variances. Also, the feedback from the group which take the course online is essential. The combination of the student performance and the feedback collected can give insights into the efficiency of the e-learning tool/environment. Another possible research is to perform sentiment analysis to the feedback of students using an e-learning tool/environment. This can be done using qualitative data analytics. This analysis can be combined with a more quantitative analysis of the activity log of the students in a given course to get a comprehensive measure of how effective the e-learning tool/environment is and whether it is indeed helping to improve the learning experience of students.
• Enabling Technologies -Research Opportunities: Machine learning and data analytics algorithms can be beneficial in tackling this challenge as well. For example, regression algorithms can be used to train the system for load forecasting. These algorithms can use labeled data to determine the model that best describes the traffic generation process. This can help the infrastructure providers better provision resources for the e-learning system as they can predict the time and size of the traffic load they will need to satisfy.
Another possible benefit of utilizing machine learning algorithms is by detecting and identifying high bandwidth applications. Based on usage data collected, infrastructure providers can make informed decisions on how to handle the data generated by the e-learning system. For example, the course format can be modified from synchronous to asynchronous to distribute the VOLUME 6, 2018 traffic load. The content can also be modified taking into consideration the bandwidth resources available. For instance, rather than having video be streamed, a different format of the content can be provided that is less bandwidth demanding in order to reduce the traffic load. These decisions can be made based on the patterns and models developed using machine learning and data analytics algorithms. Table 2 summarizes the different challenges, previous work, and research opportunities within the field of e-learning that can benefit from using machine learning and data analytics algorithms.
VI. CONCLUSION
The growth of data available from various devices has led to the need to analyze and extract useful information from it. Machine learning and data analytics techniques have been proposed as means to satisfy this need. From supervised learning and unsupervised learning to exploratory and confirmatory data analytics, these algorithms are proving to be beneficial and essential in various applications and fields such as healthcare, business, and energy. Among these applications is the field of e-learning. E-learning is a field that has gather interest in recent times due to the proliferation of technology throughout the world. Despite its ability to provide access to information, e-learning is facing many challenges such as how to deliver content and how to personalize the e-learning experience. In this survey, we discussed the various machine learning and data analytics algorithms and glanced over some of the works in which they were used in different fields. Moreover, the field of e-learning was explored thoroughly by providing definitions and the characteristics describing it. Furthermore, some of the challenges faced within this field have been investigated. Also, some of the works that implemented machine learning and data analytics in e-learning were discussed. Finally, a few research opportunities have been proposed to give insights into the areas that need further exploration.
