Lyapunov equations that depend on communication graph topologies provide building blocks of Lyapunov functions, which play an important role in controller design and stability analysis of multi-agent systems. However, construction of such a Lyapunov equation in some published works has a flaw or requires unnecessarily strong graph conditions. This paper presents several choices of Lyapunov equations over various graph topologies.
Introduction
Cooperative control of multi-agent systems has attracted a lot of attention in the control community for the past few years, with some representative works being Jadbabaie, Lin, and Morse (2003) ; Olfati-Saber and Murray (2004) ; Ren and Beard (2005) , etc. Stability analysis of multi-agent systems must take into account the connectivity property of the graph, i.e., the way in which the individual systems communicate. The importance in cooperative control stability analysis of constructing a Lyapunov function that depends on communication graph properties is emphasized in Das and Lewis (2010) ; Lewis, Zhang, Hengster-Movric, and Das (2014) ; Meng, Zhao, and Lin (2013) ; Qu (2009) ; ; Zhang, Lewis, and Qu (2012) , and elsewhere in the literature.
✩ This work was supported in part by the National Natural Science Foundation For cooperative tracking problem, a graph dependent Lyapunov equation was proposed in Das and Lewis (2010, Lemma 2) when the graph containing all follower nodes is strongly connected. The condition was relaxed in to allow the graph to have a spanning tree, and further to allow the augmented graph to have a spanning tree . It was recently noticed that in the Lyapunov equation proposed in Das and Lewis (2010, Lemma 2) , the construction of the diagonal matrix P cannot guarantee a positive definite matrix Q as claimed. A counterexample was given in Su, Lin, and Garcia (2014) , which proposed a correct choice of positive definite diagonal matrix P for strongly connected digraphs. However, the graph condition in Su et al. (2014) is unnecessarily strong, and can be relaxed. Also, a graph dependent Lyapunov equation proposed in Meng et al. (2013) requires the graph to be strongly connected and detailed balanced. This is rather restricted. Considering the importance of graph dependent Lyapunov equations in stability analysis of multiagent systems, this paper aims to provide a thorough treatment of this issue and lists several Lyapunov equations over different graph topologies, which may be used as building blocks of Lyapunov functions for multi-agent systems.
Notations. For notational convenience, 0 denotes either zero scalar, zero vector or zero matrix, according to the context. A vector
T is positive, written as x > 0, if x i > 0 for all i; and nonnegative, written as x ≥ 0, when all its entries are nonnegative. The vector with all entries being ones is 1, and the identity matrix with appropriate dimensions is denoted as I.
Preliminaries
Consider a multi-agent system consisting of N agents (nodes). The communication network among these agents is modeled by a directed graph G = {V, A}, where V = {v 1 , . . . , v N } is the node set and A = [a ij ] ∈ R N×N is the weighted adjacency matrix of the graph, with a ij being the component in the ith row and jth column of A. We consider nonnegative graphs, i.e., if there is an edge from
Node j is called a neighbor of node i, if a ij > 0. Denote the neighbor set of node i as N i = {j | a ij > 0, j = 1, 2, . . . , N}. We assume the graph is simple, i.e., a ii = 0. A graph is undirected if a ij = a ji for all i and j, and directed otherwise. The graph Laplacian matrix
A directed path from node i to node j is a sequence of adjacent
there is a root node that has a path to every other node. A graph is strongly connected if there is a directed path between every ordered pair of nodes. A graph G(A) is strongly connected if and only if its adjacency matrix A is irreducible (Berman & Plemmons, 1994) .
with N ≥ 2 is said to be reducible if the set of its indices Ω = {1, . . . , N} can be divided into two disjoint nonempty sets
It is widely recognized that Laplacian matrix L plays a fundamental role in stability analysis of multi-agent system. The Laplacian matrix for a nonnegative graph is a singular M-matrix (Qu, 2009) . For easy reference, some background of M-matrix and nonnegative matrix are presented here, which will be used in the main results of this paper.
Let Z be a set of square matrices with nonpositive off-diagonal entries, i.e.,
M-matrix is a subclass of Z, and is defined as below. Berman & Plemmons, 1994) . A square matrix A is an M-matrix, if it can be expressed in the form A = sI − C for some nonnegative matrix C ≽ 0 and s ≥ ρ(C).
Definition 2 (M-matrix
An M-matrix A = sI − C is irreducible (reducible), if the nonnegative matrix C is irreducible (reducible).
Definition 3 (Singular/Nonsingular M-matrix Berman & Plemmons, 1994) . A square matrix A is a singular M-matrix, if it is an M-matrix with s ≥ ρ(C); it is a nonsingular M-matrix, if s > ρ(C).
The next result is the well-known Perron-Frobenius theorem, which is a fundamental result on nonnegative matrices.
Lemma 1 (Qu, 2009) . Let A be a nonnegative square matrix. 
Constructing Lyapunov functions on graphs
For cooperative control of multi-agent systems, two extensively studied problems are the leaderless consensus problem (also known as consensus problem, or cooperative regulation problem) and the leader-following consensus problem (or cooperative tracking problem). For the former problem, all agents play an equal role and tend to reach a consensus. For the latter one, there is a leader node, labeled v 0 , whose behavior is not affected by the follower nodes v 1 , . . . , v N , and all followers are controlled to track the leader node (Lewis et al., 2014) . In this section, we present a variety of Lyapunov equations on graphs for these two fundamental problems and show briefly how they relate to Lyapunov functions.
Lyapunov equation for leaderless consensus problems
Proposition 1 (Qu, 2009; 
Then P > 0 and Q ≥ 0.
The existence of such a positive left eigenvector p is guaranteed by Lemma 1. A normalized p is usually chosen such that L T p = 0 and p T 1 = 1. Proposition 1 is proved in by introducing the concept of generalized Laplacian potential.
The Lyapunov equation (1) can be used to build a Lyapunov function. Take for example the consensus problem of multi-agent system with single-integrator dynamicṡ
Adopting the well known consensus protocol (Olfati-Saber & Murray, 2004)
leads to the closed-loop systeṁ
where x = [x 1 , . . . , 
Lyapunov equations for leader-following consensus problems
DenoteḠ as the augmented graph that includes the leader node v 0 , follower nodes v 1 , . . . , v N , and all associated edges. The communication between the leader and the followers can be described by a nonnegative matrix G = diag(g i ) ≽ 0, where g i > 0 if and only if there is an edge (v 0 , v i ). The next graph condition is necessary for leader-following consensus problems (Lewis et al., 2014) . Assumption 1. The augmented graphḠ has a spanning tree, where the leader node v 0 is the root with no incoming edges from the follower nodes.
Note that this condition does not require the graph G, consisting of all follower nodes, to be strongly connected or have a spanning tree. The following several Lyapunov equations are constructed on graphs satisfying this necessary condition.
Theorem 1. Suppose that Assumption 1 holds. Let
Then P > 0 and Q > 0. −T are both nonnegative matrices with no zero rows. This implies that x > 0, y > 0 and P > 0. Then, obviously, Q ∈ Z with nonnegative diagonal entries,
implies, by Lemma 2, that Q is a nonsingular M-matrix and all its eigenvalues have positive real parts. Therefore, Q is positive
For examples of how to construct Lyapunov functions using Lyapunov equation (3), readers are referred to Das and Lewis (2010) and , etc.
Remark 2. In fact, Theorem 1 holds as long as L+G is a nonsingular M-matrix, and L + G does not have to be diagonally dominant, i.e., L may not be a graph Laplacian matrix.
The following result holds immediately, due to the fact that L+G is a nonsingular M-matrix implies that (L+G) T is also a nonsingular M-matrix. Corollary 1. Suppose that Assumption 1 holds. Let
Corollary 2. Suppose that Assumption 1 holds, and moreover graph
By observing the fact that L+G is diagonally dominant, a special version of Theorem 1 when x = 1 also yields a Lyapunov equation, as follows.
Corollary 3 (Li, Wen, Duan, & Ren, 2015) . Suppose that Assumption 1 holds. Let
Then P > 0 and Q > 0.
Proof. As shown in Theorem 1, L+G is a nonsingular M-matrix and
and thus
Also we have
Then we have Q 1 > 0. By Lemma 2, Q is a nonsingular M-matrix and all its eigenvalues have positive real parts. Therefore, Q is positive definite since Q = Q T .
Remark 3. The same construction was also proposed in Su et al. (2014) under the assumption that the graph G is strongly connected and at least one follower node obtains information of the leader, i.e., g i > 0 for at least one i. Compared with Assumption 1, this graph condition is unnecessarily strong. However, under this restricted graph condition, we can construct alternative Lyapunov equations as below, which get rid of the matrix inverse operation existing in Theorem 1 and its corollaries. 
Proof. Since G is strongly connected, B is nonnegative and 
Conclusion
The construction of graph dependent Lyapunov equations reported in some published works has a flaw due to the improper choice of the diagonal matrix P, or requires unnecessarily strong graph conditions (e.g., Das & Lewis, 2010; Meng et al., 2013; Su et al., 2014; . This paper provides a thorough treatment of constructing graph dependent Lyapunov equations, which provides a building block of Lyapunov functions, and thus should facilitate the stability analysis for cooperative control of multi-agent systems.
