In this paper, we present a multidimensional real dynamical study of the Ostrowsky-Chun family of iterative methods to solve systems of nonlinear equations. This family was defined initially for solving scalar equations but, in general, scalar methods can be transferred to make them suitable to solve nonlinear systems. The complex dynamical behavior of the rational operator associated to a scalar method applied to low-degree polynomials has shown to be an efficient tool for analyzing the stability and reliability of the methods. However, a good scalar dynamical behavior does not guarantee a good one in multidimensional case. We found different real intervals where both parameters can be defined assuring a completely stable performance and also other regions where it is dangerous to select any of the parameters, as undesirable behavior as attracting elements that are not solution of the problem to be solved appear. This performance is checked on a problem of chemical wave propagation, Fisher's equation, where the difference in numerical results provided by those elements of the class with good stability properties and those showed to be unstable, is clear.
Introduction
Let us consider the problem of finding a real zero of a function F : D ⊆ R n −→ R n that is, a solutionx ∈ D of the nonlinear system F(x) = 0, of n equations with n variables, being f i , i = 1, 2, . . . , n the coordinate functions of F. This solution can be obtained as a fixed point of some functionḠ : R n −→ R n by means of the fixed-point iteration method
where x (0) is the initial estimation. Methods for solving nonlinear equations f (x) = 0, f : I ⊆ R −→ R can be transferred to systems F(x) = 0, F : D ⊆ R n −→ R n . The extension of a scalar method to multidimensional case requires to rewrite the iterative expression in such a way that there are no evaluations of the nonlinear function f in the denominator, as they will become vectors in the extension to systems. To solve this problem the divided difference operator can be used [x, y; F], see [1] . Once the method has been transferred to multivariate case, a dynamical study can be made to see if good methods for solving nonlinear equations are still stable when extended to systems.
In [1] the Ostrowski-Chun family of iterative biparametric methods is introduced, and this class is extended for solving nonlinear systems by using the divided difference operator. Its iterative expression is
where y (k) is Newton's step, [x (k) , y (k) ; F] is the divided difference operator of F on x (k) and y (k) , I is the identity matrix and F (x (k) ) is the Jacobian matrix of the system.
In this paper, we analyze the real multidimensional dynamical behavior of the family, in order to get information about the stability of the resulting schemes when suitable values of the parameters are selected. Depending on the intervals where they are defined, completely different performance can be found, and to detect these stable and unstable behaviors is a key fact in order to apply the members of this class for solving specific problems. This paper is organized as follows: in Sect. 2 some concepts of real multidimensional dynamics are introduced. In Sect. 3 we study the dynamical behavior of the family of Ostrowski-Chun iterative schemes, finding the subintervals of the domain of the parameters where strange fixed points appear and their stability are analyzed in these cases with the aid of bifurcation diagrams. To get this aim, dynamical and convergence planes are successfully used in Sect. 4 . To check the performance of some elements of the family, those are tested numerically on Fisher's equation in Sect. 5. Finally, in Sect. 6 some conclusions are stated.
Basic concepts
Some dynamical studies by using complex dynamics tools have been made for scalar iterative methods for solving nonlinear equations on low degree polynomials, see, for instance, [2] [3] [4] . These techniques have proved to be efficient to analyze the stability of a method or to select the most stable members of a family.
In this work, we propose a real multidimensional dynamical study of the OstrowskiChun family of iterative methods for solving systems of nonlinear equations. We analyze the dynamical behavior of a fixed-point iterative method for nonlinear systems when applied to a n-variable polynomial p(x), p : R n → R n , x ∈ R n , by using the procedure stablished in [5] . We will start recalling some basic dynamical concepts; to deep in these concepts see, for example, the text [6] .
Definition 1
Let G : R n → R n be a vectorial rational fixed-point function associated to the iterative method on polynomial p(x). The orbit of a point x (0) ∈ R n is defined as the set of successive images of
We can classify the dynamical behavior of a point of R n examining its asymptotic behavior. Hence, x * ∈ R n is a fixed point of
To check the stability of fixed or periodic fixed points for nonlinear operators we recall a known result in real discrete dynamics. Fixed points that are not a root of the polynomial p(x) are called strange fixed points. If x * is an attracting fixed point of the rational function G, its basin of attraction A(x * ) is defined as the set of pre-images of any order such that
The set of points whose orbits tend to an attracting fixed point x * is called Fatou set, F(G), while the complementary set, the closure of the set consisting of its repelling fixed points that establishes the borders between the basins of attraction, is called Julia set, J (G)
Dynamical study of Ostrowski-Chun family of methods
In this section, we apply the previous dynamical concepts to the multidimensional rational function associated 4th-order Ostrowski-Chun family of methods designed in [1] , whose iterative expression appears in (2) .
In particular, we will analyze the dynamical behavior of these family of methods acting on the polynomial system p(x) = 0, where
By applying the iterative expression of Ostrowski-Chun class (2) on p(x), we get its associate multidimensional rational function; later we study its real fixed points in order to analyze their stability.
The jth-coordinate of the vectorial rational function associated to Ostrowski-Chun
As fixed points are the solutions ofλ
or, in a equivalent form,
the following result can be formulated. 
These are strange fixed points that depend on a 1 and b 2 .
Let us remark that x j = 1 and x j = −1 always satisfy expression (4). As we have two possible values for j, that leads to the fixed points (1, 1), (1, −1), (−1, 1) and
To calculate the rest of fixed points, as they are the roots of r (x, a 1 , b 2 ) = 0 that has only even powers, a simple change of variables t = x 2 transform it in a 3rd-degree polynomial
whose roots r 21 , r 22 and r 23 , can be calculated by exact procedures. Then the components of the strange fixed points are r i ∈ {± √ r 21 , ± √ r 22 , ± √ r 23 }, i ∈ {1, 2, . . . , 6}. Moreover, we are interested only in the real strange fixed points, so depending on the values of the parameters we can have from none to 6 real different entries (besides of 1 and -1) of the vectorial strange fixed points. Therefore, strange fixed points are the combinations of the roots of r with themselves and with 1 and -1. So if only one root is real we have 12 strange fixed points, 32 if two roots are real and 60 in case all three roots are real.
The number of real strange fixed points depends on the values of a 1 and b 2 . We get the real roots of r depending on the value of b 2 first, and then analyzing each case depending on the value of a 1 . 
Stability analysis of the fixed points
To check the stability of the fixed points we need to calculate the Jacobian matrix and evaluate their eigenvalues in each fixed point, with eigenvalues α j = J j , j = 1, 2. It is clear that by evaluating these eigenvalues in the roots of the polynomial we obtain J j (±1) = 0, j = 1, 2 which means that all the roots are attractive. The stability of the rest of fixed points is specially tedious for analyzing, as the intervals (the domain of the parameters a 1 and b 2 ) where the strange fixed points are real must be taken into account. For the sake of simplicity, we study the case b 2 = 0.
As it was stated in the previous section, there are at most six different components of the strange fixed points depending on a 1 , so the different cases where the number of real strange fixed points change must be detailed. To check their stability we will draw 2D stability diagrams, that consist of plotting the curves described by |J j (r i )| j = 1, 2, i ∈ {1, 2, . . . , 6} respect the values of parameter a 1 . An sketch of the proof is presented in what follows. To prove the theorem we need to draw 2D stability diagrams for the components r 2 j of the strange fixed points. Let us remark that r 21 = 0 and J j (0) is not defined for j = 1, 2. So, the stability of this point must be deduced from the bifurcation diagram.
Theorem 2 The stability of the real strange fixed points of vectorial fixed point operator associated to
Stability diagrams show the absolute value of J j , j = 1, 2 on a component of an strange fixed point. As the operator and its eigenvalues have symmetry about x and y axis we will only use the positive square roots of the zeros of p 2 (t), that is √ r 21 , √ r 22 and √ r 23 . That means if we have 3 attractive fixed points in the first quadrant we will have total 12 attractive strange fixed points.
The stability of the strange fixed points must be studied taking into account all the different subintervals where the number of real fixed points varies: (
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Bifurcation diagrams
Bifurcation diagrams show the behavior of a method when the initial estimation is near a strange fixed point. To study the bifurcation phenomena, we use Feigenbaum diagrams of each coordinate function of fixed point function λ p j (x), j = 1, 2 by using 
as a starting point each one of the strange fixed points of the map and observing the ranges of the parameter a 1 where changes of stability or other behaviors happen. As both coordinate functions coincide, it is enough to represent the "scalar" bifurcation diagram of one of the coordinate function on each possible component of the strange fixed point. To draw these Feigenbaum diagrams, 500 elements of the orbit of each strange fixed point are calculated, plotting the last 200, for each value of parameter a 1 (after a partition of the analyzed interval in 5000 subintervals).
In the previous section it was analyzed the stability of these points and in Fig. 5 the diagrams corresponding to r 3 = √ r 22 , r 4 = − √ r 22 , r 5 = √ r 23 and r 6 = √ r 23 i = 3, 4, 5, 6 are presented. The reason why the diagrams of r 1 and r 2 do not appear is that the coordinate functions of the fixed point operator are not defined on ± √ r 21 = 0. However, its stability can be deduced from the rest of bifurcation diagrams.
As the abscissas axis correspond to the value of the parameter a 1 and the ordinate axis show the value of the last hundred iterations (of a total of 500), the first observed aspect is the symmetry respect a 1 axis. Iterates can converge to 1 and -1, components of the roots of p(x), or to attracting strange fixed points (including the zero, that is attracting for a 1 ∈ (1, 2) ), for the parameter defined in the intervals obtained in Theorem 2, or to other attracting structures.
In Fig. 6 , some details of diagrams of r 4 and r 5 (appearing in Fig. 5b, c) are showed. In them, it is observed that, when an attracting fixed point changes its stability, perioddoubling bifurcation appears yielding cascades of attracting periodic orbits of period 2,4,8,... Then, in blue regions, chaos appears. In the following section some of these periodic cases appear in the dynamical planes; also strange attractors appear in some of these blue regions and they also will be found.
Convergence and dynamical planes of the family
Convergence planes (see [11] ) are a useful tool to check the behavior of a family of iterative methods near strange fixed points. The convergence space is obtained by associating each point of the plane with real values of a 1 (axis OX) and b 2 (axis OY). We have used 800 × 800 different combinations of a 1 and b 2 . The points of the plane shown in black correspond to the parameter values for which the associated iterative method does not converge to a root with a tolerance of 10 −3 after 500 iterations, taking (Fig. 7) .
A dynamical plane is a visual representation of a method that gives qualitative information about its behavior. Dynamical planes are built by applying the iterative method with different initial estimations distributed in a mesh. If the numerical method converges to a root of the system the point of the plane is painted in different colors depending on the root they converge to, while the points painted in black mean no convergence to any root after 40 iterations.
The dynamical planes of this manuscript have been obtained by using 400 × 400 subintervals, a maximum of 40 iterations and an error estimation of 10 −3 , when the iterates tend to a fixed point. Figure 8 shows the dynamical plane for Ostrowski' and Chun's schemes on p(x). We can see four basins of attraction, one for each root of the polynomial. Both methods show a stable behavior, as the only fixed points with a basin of attraction are the roots of the polynomial. Other methods don't show a stable behavior if any strange fixed point is attractive, as we can see in Fig. 9 , that shows two combination of parameters that have 12 attractive fixed points.
The stability of a method depends not only on the existence of attracting strange fixed points but also on possible attracting periodic orbits. Figure 10 shows a combination of parameters that lead to six periodic orbits. In Fig. 10 we have modified the dynamical plane program to paint in different colors the points that tend to every periodic orbit.
For b 2 = 0 the bifurcation diagram shows blue chaotic regions where strange attractors can appear, for some values of a 1 . To visualize strange attractors we use a 2-D plot, in which parameter a 1 is fixed in a blue region value and the asymptotic behavior of the iterative method with many initial estimatations are shown. In Fig.  11a , a dynamical plane showing chaotic behavior is shown, for the method a 1 = 2.59. In order to get more details about this chaotic element, we plot in Fig. 11b the iteration of the multidimensional fixed point operator of the family, for a value of parameter a 1 in one of the blue chaotic regions of Fig. 5 close to a 1 = 2.5. So, symmetric strange attractors have been found, (see Fig. 11b ). The way these pictures have been obtained is the following: fixing the value of parameter a 1 , 10000 different initial estimations have been taken in a small rectangle close to the origin. The method has been used on each of them, plotting one point per iteration. The resulting image show how the some attracting strange fixed points appearing in the bifurcation diagrams change into attracting regions. However, the set of initial estimations that belong to their respective basins of attraction is very reduced, as well as the interval of real values of a 1 that induces this behavior.
Numerical tests
In this section, we are going to apply different elements of the proposed family for solving the nonlinear system obtained by using the divided differences technique for approximating the solution of a diffusion problem with may applications in several fields. We use members of (2) with stable properties and other ones with bad dynamical behavior, following the results obtained in the previous section.
Fisher's equation
was proposed by Fisher [8] By applying an implicit method of finite differences we transform problem (5) in a family of nonlinear systems, which provides the approximated solution in a time t k from the approximated solution in t k−1 . We choose the spacial step h = 75/nx and the temporal step k = T max /nt, where nx and nt are the number of x-subintervals and t-subintervals, respectively, and T max is the final time of our study. So, we have We want to estimate the solution of (5) at these points, by transforming it in many nonlinear systems, as much as the number of t j . To do that, we use the following approximations: 
Conclusions
The dynamical analysis of the Ostrowski-Chun family gives us qualitative information about the stability and reliability of its elements. From this study, we can select the members of the class with good stability properties and avoid those with chaotic or unstable behavior. Both type of examples have been selected for solving the problem of traveling waves, confirming the information given by the dynamical study.
