Given a word w over a nite alphabet and a set of ordered pairs of letters which de ne adjacencies, we construct a graph which we call the letter graph of w. The lettericity of a graph G is the least size of alphabet permitting to obtain G as a letter graph. The set of 2-letter graphs consists of threshold graphs, unbounded-interval graphs, and their complements. We determine the lettericity of cycles and bound the lettericity of paths to an interval of length one. We show that the class of k-letter graphs is well-quasi-ordered by the induced subgraph relation, and that it has a nite set of minimal forbidden induced subgraphs. As a consequence, k-letter graphs can be recognized in polynomial time for any x e d k.
Introduction
In graph theory, a re exive and transitive relation is called a quasi-order. A quasi-order on X is a well-quasi-order if for any in nite sequence a 1 a 2 : : : 2 X there are indices i < j such that a i a j . Equivalently, X contains no in nite strictly decreasing sequences and no in nite antichains. Yet another equivalent c haracterization of well-quasi-orders is that every nonempty subset of X has a nonzero nite numberof minimal elements (cf. 9, 12] ).
By the famous Graph Minor Theorem of N. Robertson and P. D. Seymour, the graph minor relation is a well-quasi-order on the class of all graphs. This, however, is not true for the more restrictive relations such as the topological minor (or homeomorphic embeddability), the subgraph, and the induced subgraph relations. It is therefore of interest to identify restricted classes of graphs which are well-quasi-ordered by these relations. For example, the class of all trees is well-quasi-ordered by the topological minor relation, according to a well-known theorem of J. B. Kruskal 11] . G. Ding has proved that a subgraph ideal (i.e., a class of graphs closed under taking subgraphs) is well-quasi-ordered by the subgraph relation if and only if it contains at most nitely many graphs C n and F n (C n being the cycle on n vertices, and F n the path on n vertices with two pendant edges attached to each of its endpoints).
Concerning the induced subgraph relation i that we shall consider here, the following is known. P. Damaschke 3] has proved that P 4 -reducible graphs (i.e., graphs in which all induced paths on four vertices are vertex-disjoint) are well-quasi-ordered by i . G. Ding has proved that the following classes of graphs are well-quasi-ordered by i : G r , the class of graphs G such that for some R V (G) with jRj r, the graph G ; R has matroidal numberat most three 6], any subgraph ideal which is well-quasi-ordered by the subgraph relation 5].
In 3] and 5], several further classes of graphs de ned by excluding a nite set of forbidden induced subgraphs have beenshown well-quasi-ordered by i .
In this paper we present another family of induced-subgraph ideals which a r e w ell-quasiordered by i . Given a word w over a nite alphabet and a set of ordered pairs of letters which de ne adjacencies, we construct a graph which we call the letter graph of w. The lettericity of a graph G is the least size of alphabet permitting to obtain G as a letter graph. In Section 3 we state some basic properties of k-letter graphs. The class of 2-letter graphs is described completely in Section 4: it is composed of threshold graphs, unbounded-interval graphs, and their complements. In Section 5 we determine the lettericity of cycles and paths (the latter only to within an interval of length one) and show that for large n there are n-vertex graphs whose lettericity exceeds 0:707 n. In Section 6 we show that the class of k-letter graphs is well-quasi-ordered by i and has a nite set of minimal forbidden induced subgraphs. As a consequence, for any xed k the class of k-letter graphs can berecognized in polynomial time.
De nitions and notation
Our graphs are undirected and simple. We write x G y if x and y are adjacent vertices of G. As a set of pairs, the adjacency relation in V (G) is denoted by Adj G . The complement of a graph G is denoted by G. If A is a set of graphs we write A for the set fG G 2 A g .
The disjoint union of G 1 and G 2 is denoted by G 1 + G 2 , and the disjoint union of n copies of G is denoted by nG. As usual, K n denotes the complete graph on n vertices, K p q the complete bipartite graph on p + q vertices, P n the path on n vertices, and C n the cycle of length n. The vertex set of P n is f1 2 : : : n g, with i Pn (i + 1 ) for i = 1 2 : : : n ; 1. The vertex set of C n is f0 1 : : : n ; 1g, with i Cn (i + 1 ) m o d n for i = 0 1 : : : n ; 1. If A is a set of graphs closed under taking induced subgraphs we denote by Obs(A) the set of obstructions or minimal forbidden induced subgraphs for A (i.e., the minimal elements of the complement of A quasi-ordered by the induced subgraph relation). The isomorphism relation among graphs is denoted by =. By z(G) we denote the cochromatic number of G, which is the minimum cardinality of a partition of V (G) i n to subsets that are either a clique or an independent set.
Let be a nite alphabet and the set of all words over (i.e., the free monoid generated by under concatenation). For a word w = s 1 s 2 : : : s n 2 where s i 2 , let w R = s n s n;1 : : : s 1 denote its reverse. If A i s a s e t of words we write A R for fw R w 2 A g .
Let P
2 be a xed set of ordered pairs of symbols from . To each word w = w 1 w 2 : : : w n where w i 2 we assign its letter graph G(P w ) i n t h e following way: V (G(P w )) = f1 2 : : : n g E(G(P w )) = ffi jg w min(i j) w max(i j) 2 P g :
The vertices of G(P w ) are naturally labelled with the symbolsofw.
Example 1 Take = fa b cg, P = fac ba cb bbg, and w = abcabc. The corresponding letter graph G(P w ) is shown in Fig. 1 where vertex i is labelled w i t h s i . In this case, G(P w ) is the 6-cycle C 6 . l(G) = m i n fk G 2 G k g: Thus G k is the set of all graphs that are letter graphs over some alphabet of size k, and l(G) is the least alphabet size that su ces to represent G as a letter graph. The graphs from G k will be called k-letter graphs, a n d l(G) the lettericity of G. Example 
Proof: If G is a k-letter graph then G = G(P w ) for some P 2 and w 2 where j j = k. Let a 1 a 2 : : : a p be the di erent symbols from that actually appear in w. De Conversely, let G be a graph on n vertices which satis es conditions 1 and 2. Take = fa 1 a 2 : : : a p g and P = fa i a i V i cliqueg 
In all four cases, one of N j (x), N j (y) i s a subset of the other. 2
Next we list some simple observations without proof. Let f : 1 ! 2 bea bijection, extended to 1 as a homomorphism.
Proposition 2 (i) G(f(P) f (w)) = G(P w ).
(ii) G(P R w R ) = G(P w ).
If z is a (not necessarily contiguous) subword of w then G(P z ) is an induced subgraph of G(P w ). Hence the set G (P) is closed under taking induced subgraphs, and therefore has a characterization with forbidden induced subgraphs. The same is true for G k . Thus lettericity i s a monotone parameter w.r.t. the induced subgraph relation.
2-letter graphs
By Proposition 1, 2-letter graphs are bipartite, split, or cobipartite graphs. In this section we characterize cobipartite 2-letter graphs as unbounded-interval graphs, and split 2-letter graphs as threshold graphs. We also show how our representation helps enumerate the pairwise nonisomorphic n-vertex graphs in these classes. For a xed set of pairs P write w 1 w 2 whenever G(P w 1 ) = G(P w 2 ). Clearly, this is an equivalence relation in the set n of words of length n over .
Unbounded-interval graphs
An unbounded-interval graph is the intersection graph of a family of intervals of in nite length on the real line. We denote the set of unbounded-interval graphs by U. The following characterization of unbounded-interval graphs can befound in 10]:
Theorem 1 For a graph G, the following assertions are equivalent:
(ii) G is triangulated and G is bipartite, (iii) G has no induced subgraphs isomorphic to K 3 , C 4 , or C 5 , (iv) G 2 G (P) where = fL Rg and P = fLL RR RLg.
In (iv), vertices corresponding to intervals unbounded on the left (resp. right) are labelled a (resp. b). Fig. 2 shows the example G(P L R L R ) = P 4 .
Let f(w) = w R j L$R betheword obtained by r e v ersing w and swapping L's and R's. Let ! bea rewrite relation de ned by w ! f(w) wL $ Rw: It turns out that the re exive-transitive closure of ! in n coincides with the equivalence relation de ned at the beginning of the section. This fact is used in 10] to show that the numberof nonisomorphic n-vertex unbounded-interval graphs is 2 n;2 + 2 bn=2c;1 .
Threshold graphs
A graph G is called threshold if there is a labelling f of its vertices by nonnegative integers, and an integer threshold t such that a set X V (G) is independent if and only if P v2X f(v) t. We denote the set of threshold graphs by T . Let ! bea rewrite relation de ned by wC $ wS: It is easy to see that the re exive-transitive closure of ! in n coincides with the equivalence relation de ned at the beginning of the section. From this it follows immediately that the numberof nonisomorphic n-vertex threshold graphs is 2 n;1 .
An overview of 2-letter graphs
Theorem 4 G 2 = T U U. Corollary 3 Allgraphs on four or fewer vertices are 2-letter graphs.
Proof: According to Theorem 2(ii), all graphs on four or fewer vertices except C 4 P 4 , and C 4 are threshold graphs. As C 4 2 U, C 4 2 U, and P 4 2 U \ U, the claim follows from Theorem 4.
Corollary 4 Obs(G ) is nite.
Proof: From Theorem 4 and Table 1 it follows that the graphs not in G 2 have at least one induced subgraph in each of the sets fC 4 P 4 C 4 g, fK 3 C 4 C 5 g, and fK 3 C 4 C 5 g. Checking all 27 combinations and discarding redundant ones we see that such graphs contain at least one of the following seven sets of induced subgraphs: fC 4 C 4 g, fK 3 C 4 g, fC 4 C 5 g, fK 3 K 3 P 4 g, fP 4 C 5 g, fK 3 5 Lettericity of some n-vertex graphs
In this section we consider the lettericity of cycles, paths, and perfect matchings. By a counting argument we show that for large n there are n-vertex graphs whose lettericity exceeds 0:707 n.
Cycles
Call an independent set S in C n tight if S = fk (k + 2 ) m o d n : : : (k + 2 m) m o d ng for some k 2 f 0 1 : : : n ; 1g and m 0. Lemma 1 Let G(P w ) = C n . If a 2 gives rise to an independent set S of size three or more in G(P w ) then:
(i) S is tight,
(ii) jSj = 3 , (iii) the labels of the two vertices of G(P w ) which have both neighbors in S are distinct.
Proof: (i) Let R bea maximal run of consecutive vertices of C n which are not in S. If R has two or more vertices then the labels of the two vertices of S adjacent to one of the endpoints of R must be the leftmost and the rightmost a's in w. Hence there is at most one such run, meaning that S is tight.
(ii) If S contains more than three vertices, it is tight b y ( i ) . W.l.g. assume that 0 2 4 6 2 S. Then in w, the label of 1 (which is adjacent to 0 and 2, but not adjacent t o 4 o r 6 ) m ust bebetween the labels of 0 2 and 4 6, while the label of 3 mustbebetween the labels of 2 4 and 0 6. As this is impossible, jSj = 3 . Proof: First we prove that at least b n+4 3 c letters are needed to obtain C n . Let C n = G(P w ) where w contains m di erent letters. As n 4, the largest clique in C n is of size 2. From Lemma 1(ii) it follows that each letter appears at most three times in w. Therefore n 3m and m dn=3e. If n = 3k + 1 then b n+4 3 c = k + 1 = dn=3e, so the assertion is proved. If n = 3 k or n = 3 k ; 1 then b n+4 3 c = k + 1 = dn=3e + 1 . It remains to show that in the latter two cases k = dn=3e letters do not su ce. a) n = 3 k Assume that w is a word consisting of k di erent letters whose letter graph is C 3k . By Lemma 1(ii), each letter gives rise to an independent set of size three. By Lemma 1(i) and (iii), the vertices of C 3k must be (cyclically) labelled a 1 1 a 3 k a 2 1 a 1 2 a 3 1 a 2 2 a 1 3 a 3 2 a 2 3 : : : a 2 k a 1 1 where superscripts distinguish the three occurrences of each letter. It remains to see how these symbols could bearranged linearly in w.
As a 3 k is adjacent to a 1 1 and a 2 1 , while a 1 2 is adjacent to a 2 1 and a 3 1 , it follows that a 2 1 must bebetween a 1 1 and a 3 1 in w. W.l.g. assume that the arrangement of these symbols in w is a 1 1 a 2 1 a 3 1 . By induction on i it can beshown that a 1 i precedes a 2 i which precedes a 3 i in w, and also that a 1 i;1 precedes a 1 i , f o r i = 2 3 : : : k . Hence a 1 1 precedes all three occurrences of a k in w. However, being adjacent to exactly two of the corresponding vertices this is impossible. b) n = 3 k ; 1
As before, assume that w is a word consisting of k di erent letters whose letter graph is C 3k;1 . This is only possible if k ; 1 of the letters give rise to an independent set of size three, and the remaining letter, say a 1 , gives rise to either a clique or an independent set of size two. In case of a clique, an independent set bordering on it must have the intervening two v ertices labelled the same, contrary to Lemma 1(iii). So a 1 gives rise to an independent set of size two.
By Lemma 1(i) and (iii), the only possible way to label (cyclically) the vertices of C 3k;1 is a 1 1 a 3 k a 1 2 a 2 1 a 2 2 a 1 3 a 3 2 a 2 3 : : : a 2 k a 1 1 where superscripts distinguish di erent occurrences of each letter. It remains to see how these symbols could be arranged linearly in w. Similarly as in the case a) we can establish that a 1 i precedes a 2 i which precedes a 3 i in w, for i = 2 3 : : : k , and also that a 1 i;1 precedes a 1 i , f o r i = 3 4 : : : k . Hence a 1 2 precedes all three occurrences of a k in w. However, being adjacent to exactly one of the corresponding vertices this is impossible.
It remains to construct C n using no more than b n+4 3 c letters. We distinguish three cases w.r.t. n mod 3. In all three cases, the alphabet is = fa 0 a 1 : : : a k g where k = b n+1 3 c. Let P c = fa i a i;1 (mod k+1) 0 i kg. a) n = 3 k + 1 Take P = P c and w = a 1 0 a 1 1 a 1 k a 2 0 a 2 1 a 2 k a 3 0 a 3 1 a 3 k;2 where superscripts are added for easier reference. Write t i = a 1 i a 2 i;1 a 3 i;2 . Then it is easy to check that G(P w ) is the cycle t k t k;1 t 2 a 1 1 a 2 0 a 2 k a 1 0 a 1 k of length 3k + 1 . b) n = 3 k Take P = P c fa k;1 a k;1 g and w = a 1 0 a 1 1 a 1 k a 2 0 a 2 1 a 2 k a 3 0 a 3 1 a 3 k;3 . As before, write t i = a 1 i a 2 i;1 a 3 i;2 . Then it is easy to check that G(P w ) is the cycle t k;1 t k;2 t 2 a 1 1 a 2 0 a 2 k a 1 0 a 1 k a 2 k;1 a 1 k;1 of length 3k. For n = 6 this construction is shown in Fig. 1 (with a 0 = a a 1 = b a 2 = c).
c) n = 3 k ; 1 If k = 2 take P = fa 0 a 2 a 1 a 0 a 2 a 1 a 1 a 1 a 0 a 0 g and w = a 0 a 1 a 2 a 0 a 1 . Then G(P w ) = C 5 . If k 3 let P = P c fa k;1 a k;1 a k;2 a k;2 g and w = a 1 0 a 1 1 a 1 k a 2 0 a 2 1 a 2 k a 3 0 a 3 1 a 3 k;4 .
Write again t i = a 1 i a 2 i;1 a 3 i;2 . Then it is easy to check that G(P w ) is the cycle t k;2 t k;3 t 2 a 1 1 a 2 0 a 2 k a 1 0 a 1 k a 2 k;1 a 1 k;1 a 2 k;2 a 1 k;2 of length 3k ; 1. 
Paths
Lemma 2 Let G(P w ) = P n . If a 2 gives rise to an independent set S of size three or more in G(P w ) then S is of one of the following types:
(a) f1 3 n ; 2 n g, (b) f1 3 i g, where 6 i n, (c) fi n ; 2 n g, where 1 i n ; 5, (d) fi i + 2 i + 4 g, where 2 i n ; 5.
Proof: Similar to that of Lemma 1.
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Theorem 6 b n+1 3 c l(P n ) b n+4 3 c.
Proof: For the upper bound, we show how to construct P n using no more than b n+4 3 c letters. We distinguish two cases w.r.t. n mod 3. a) n = 3 k + 1 Let = fa 0 a 1 : : : a k g, P = fa i a i;1 (mod k+1) 0 i k ; 1g, and w = a 1 0 a 1 1 a 1 k a 2 0 a 2 1 a 2 k a 3 0 a 3 1 a 3 k;2 where superscripts are added for easier reference. Write t i = a 2 i a 3 i;1 a 1 i . Then it is easy to check that G(P w ) is the path t k;1 t k;2 t 1 a 2 0 a 2 k a 1 0 a 1 k of length 3k + 1 . b) n = 3 k or n = 3 k ; 1 By Theorem 5, C n+1 can beconstructed using k + 1 letters. The same then goes for P n as it is an induced subgraph of C n+1 .
For the lower bound, let P n = G(P w ) where w contains m di erent letters. Lemma 2 implies that at most one letter can appear four times in w, while the rest can appear three times at most. Therefore n 4 + 3 ( m ; 1), so m d (n ; 1)=3e = b(n + 1 ) =3c. 
Maximum lettericity of n-vertex graphs
Let l(n) denote the maximum lettericity of an n-vertex graph. Clearly, l(1) = l(2) = 1 and l(3) = l(4) = 2. As l(G) z(G), the maximum cochromatic numberof an n-vertex graph (which is known to be of order n= log n 8]) constitutes a l o wer bound for l(n). But this is a poor bound: we h a ve seen that the lettericity of paths and cycles on n vertices is about n=3 which is much larger than n= log n when n is large. It is also easy to see that l(nK 2 ) = n and l(nK 2 + K 1 ) = n + 1 , so, in fact, l(n) n=2. By a counting argument w e now improve this bound to l(n) > 0:707 n, p r o vided that n is large enough.
Theorem 7 For each < p 2 2 there is an N such that for all n > N there are n-vertex graphs G with l(G) > n .
Proof: Assume that l(G) n for all graphs G on n vertices. Write k = b n c then, by our assumption, all graphs on n vertices are k-letter graphs. There are 2 ( n 2 ) labelled graphs on n vertices. Over a k-letter alphabet, there are k 2 pairs of letters, 2 k 2 sets of pairs of letters, k n words of length n, and at most n! possible labellings of a graph on n vertices, hence there are no more than n! k n 2 k 2 labelled k-letter graphs on n vertices. Therefore 2 ( n 2 ) n! k n 2 k 2 n n ( n ) n 2 ( n ) 2 : Taking base 2 logarithms we have 1 2 ; 2 n 2 2 n lg n + 1 2 + l g n:
Since 1=2 > 2 this is impossible when n is large. 2
As for a simple upper bound, Proposition 3(i) implies that l(n) n ; 1 when n 2. It is also not di cult to see that l(n) n ; 2 when n 4. Proof: Fix an alphabet of cardinality k and a set of pairs P 2 . By Higman's Lemma 9, Thm. 4.4], is well-quasi-ordered by the (not necessarily contiguous) subword relation. Clearly, z is a subword of w if and only if G(P z ) is an induced subgraph of G(P w ), hence G (P) is well-quasi-ordered by the induced subgraph relation. As G k is a union of nitely many sets of the form G (P) (one for each of the 2 k 2 possible P's) the conclusion follows. 2 Theorem 9 The sets of obstructions Obs(G (P)) and Obs(G k ) are nite.
Proof: If G 2 Obs(G (P)) then G ; v 2 G (P) for each v 2 V (G). Let k = j j. By Lemma 3, l(G) 2k + 1 , hence Obs(G (P)) G 2k+1 . As Obs(G (P)) is an antichain, Theorem 8 implies that it is nite.
Finiteness of Obs(G k ) is proved in the same way. 2
Corollary 6 The graphs from G (P) and G k are recognizable in polynomial time.
Proof: The relation H i G is decidable in time O(n m ) where n = jV (G)j and m = jV (H)j. For xed H this is polynomial in n. Thus by Theorem 9, checking that H 6 i G for all H 2 Obs(G (P)) (resp. H 2 Obs(G k )) where G is given is a polynomial-time recognition algorithm for G (P) (resp. G k ).
2
Note that the proof of Corollary 6 is nonconstructive as the speci cation of the algorithm given there is incomplete: the nite sets of obstructions for G (P) and G k that are used by the algorithm are, in general, unknown. Problem 2. What is the time complexity of nding the lettericity of a given graph? Problem 3. Find the maximal possible lettericity of an n-vertex graph, and the corresponding extremal graphs.
