In this paper, an efficient Offline Hand Written Character Recognition algorithm is proposed based on Associative Memory Net (AMN). The AMN used in this work is basically auto associative. The implementation is carried out completely in 'C' language. To make the system perform to its best with minimal computation time, a Parallel algorithm is also developed using an API package OpenMP. Characters are mainly English alphabets (Small (26), Capital (26)) collected from system (52) and from different persons (52). The characters collected from system are used to train the AMN and characters collected from different persons are used for testing the recognition ability of the net. The detailed analysis showed that the network recognizes the hand written characters with recognition rate of 72.20% in average case. However, in best case, it recognizes the collected hand written characters with 88.5%. The developed network consumes 3.57 sec (average) in Serial implementation and 1.16 sec (average) in Parallel implementation using OpenMP.
Introduction
In the recent years, Hand Written Character Recognition has been a challenging and interesting research area in the field of pattern recognition and image processing (Impedovo et al., 1991; Mori et al., 1992) . It contributes mainly to the Human-Computer interaction and improves the interface between the two (Pradeep et al., 2011) . Other
In this work, an approach for offline character recognition has been proposed using Associative Memory Network (AMN). In fact, to make it time efficient, a parallel algorithm has been developed for the implementation of AMN using OpenMP (Open Multiprocessing) (www.openmp.org). AMN is a neural network which can store patterns as memories. When the network is being tested with a key pattern, it corresponds by producing one of the stored patterns, which closely resembles to key pattern. Based on the testing pattern, AMN can be of two types (i) auto-associative memory net or (ii) hereto-associative memory net. Both the networks contains two layers (a) input layer and (b) output layer. In case of auto-associative memory net, the input and target pattern are same (Sivanandam and Deepa, 2011) . But, in case of hetero-associative memory net the two patterns are different. This work uses the auto-AMN, as the character to be tested is same as the stored character. The characters considered in this work are English alphabets (both small and capital letters). This paper is organized as follows. Section 1 presented a general introduction to the character recognition systems and methods. Section 2 gives a brief literature review of some methods proposed for character recognition. Section 3 describes the proposed methodology of this work. Section 4 is a result and discussion section which gives a detailed analysis of the work. The paper is concluded in section 5 with a note to future works.
Available literatures convey that various algorithms and techniques have been used in order to accomplish the task of character recognition. Some studies are described below. Source of the literature are Google scholar, Scopus and IEEE library.
Neural Network (NN) has been a backend of character classification in most of the methods. This is due to its faster and reliable computation. The methods used in front end could be (a) statistical approaches (b) kernel methods (c) support methods or (d) hybrid of fuzzy logic controllers.
Multilayer Perceptron (MLP) was used for 'Bangla' alphabet recognition by Basu et al., 2005 . The accuracy achieved in this work was 86.46% and 75.05% on the samples of training and testing respectively. Manivannan and Neil, 2010 proposed and demonstrated an optical correlator-neural network architecture for pattern recognition. English alphabet used as patterns for the training and testing process. (Pal and Singh, 2010) proposed NN based English character recognition system. In this work, MLP with one hidden layer was used. About 500 testing were carried out to test the performance of the design. The best case accuracy obtained in this work was 94%.
(Perwej and Chaturvedi, 2011) worked on English alphabet recognition using NN. In this work, binary pixels of the alphabets were used train the NN. The accuracy achieved was found to be 82.5%. Yanhua and Chuanjun, 2009 recommended a novel Chinese character recognition algorithm which was based on minimum distance classifier. The algorithm attempted to work with two classes of feature extraction-structure and statistics. The statistic feature decided the primary class and the structure feature used to identify Chinese characters.
A good method of character recognition was proposed by (Huiqin et al, 2011) . In this work, they proposed a distribution based algorithm based on image segmentation and distribution of pixels. Deflection Correction method was adopted for flexibility as well as reduction of matching error. This work avoided the burden of extracting the skeleton from the character. The method gave excellent result and was robust.
Methodology
A step-wise methodology has been proposed which is demonstrated in Figure 1 .
Figure 1: Proposed Methodology
Step-1: Collection of English alphabets (both small and capital) from (i) system and (ii) persons (Hand Written)
Step-2: Extraction of pixels from the characters
Step-3: Implementation of auto AMN: (i) Training and (ii) Testing using both (a) serial and (b) parallel algorithms.
Step-4: Comparison of results from serial and parallel processing with respect to time of execution
Generation of English alphabets
English alphabets (both small and capital) are designed in the system using 
System Specification
A computer system having 1 GB RAM and Four processors is used for the complete work. The operating system is Ubuntu 10.04 (Linux). However, for auto optimization by the compiler, '-g' tag is used in the compilation command.
Results and Discussion
The contribution of this work is a detailed analysis on the recognition accuracy for all the handwritten English alphabets (Total 52). Time of computation has been noted for both serial and parallel algorithm to compare the decision making speed. Table 1 shows a result of the testing the developed AMN for a set of hand written characters. It should be noted that the network is trained with the machine's alphabets and tested with the hand written alphabet. However, for reliability issue, a hand written character is checked for 5 times and the matching percentage is the average of the 5 results. Table-1 
Recognition accuracy

Level of matching of each alphabet
A plot has been given in Figure 4 to view the level up to which each English alphabet is matched by the AMN. The alphabets which are not recognized are awarded with 0% matching. 
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.3 Time Efficiency
As it is already mentioned that the network is developed with two algorithms, (i) serial and (ii) parallel; it will be a good idea to check the timing variation in both the cases. A plot given in Figure 5 , shows speed up after achieved after the execution of parallel algorithm. 
Conclusion
In this paper, an offline English character recognition system has been proposed. The system is developed using auto Associative Memory Net. To make the developed system faster and reliable, a parallel algorithm has been developed and tested successfully. Experimental study showed that, the system recognizes characters with average recognition rate of 72.20%. Character 'j' is recognized with highest accuracy rate of 88.5%. The average time required by the serial algorithm to recognize a character is 3.57 sec where as the parallel algorithm takes only 1.16 sec on an average. However, automatic checking of a sequence of character by the network will play a great role in the world of character recognition. The author is currently working on this issue.
