Purely advective transport of composition is of major importance in the Geosciences, and e¤cient and accurate solution methods are needed. A characteristics-based method is used to solve the transport equation. We employ a new hybrid interpolation scheme, which allows for the tuning of stability and accuracy through a threshold parameter th . Stability is established by bilinear interpolations, and bicubic splines are used to maintain accuracy. With this scheme, numerical instabilities can be suppressed by allowing numerical di¡usion to work in time and locally in space. The scheme can be applied e¤ciently for preliminary modelling purposes. This can be followed by detailed high-resolution experiments. First, the principal e¡ects of this hybrid interpolation method are illustrated and some tests are presented for numerical solutions of the transport equation. Second, we illustrate that this approach works successfully for a previously developed continental evolution model for the convecting upper mantle. In this model the transport equation contains a source term, which describes the melt production in pressure-released partial melting. In this model, a characteristic phenomenon of small-scale melting diapirs is observed (De Smet et al. 1998; De Smet et al. 1999) . High-resolution experiments with grid cells down to 700 m horizontally and 515 m vertically result in highly detailed observations of the diapiric melting phenomenon.
INTRODUCTION
The transport of heterogeneities by convective velocities arises in many diverse circumstances in the Geosciences, ranging from the advection of heat sources (Honda & Yuen 1990) , magmatic melts (Spiegelman 1993; Ogawa 1993; Kameyama et al. 1996; Ogawa & Nakamura 1998) , compositional ¢elds in thermochemical convection (Hansen & Yuen 1989; Christensen 1992; Kellogg & King 1993) and the mixing of passive scalar ¢elds in thermal convection (Ten et al. 1996) . A review of the classical methods used for advection schemes has been given by Lenardic Kaula (1993) . A comparison of the di¡erent numerical methods for a thermochemical convection problem has been given in Van Keken et al. (1997) . A state-of-the-art treatise on this type of problem can be found in the recent book by Sethian (1996) .
In previous works (De Smet et al. 1998; De Smet et al. 1999) we have presented a model for monitoring the stability and growth of continents in which recurrent melt production and di¡erentiated material transport play a signi¢cant role. We have employed there a numerical method based on ¢nite elements and a characteristics-based method, which is a hybrid scheme consisting of both bilinear and bicubic spline interpolations for advecting the mantle composition in the course of di¡erentiation. In this paper we will elaborate on the technical aspects of the advection scheme employed in De Smet et al. (1998) and De Smet et al. (1999) , display the benchmark results and present high-resolution applications on the transport of compositional heterogeneities during partial melting in the subcontinental upper mantle.
THE CHARACTER ISTICS -BASED HYBR ID SCHEME

The transport equation
The non-di¡usive transport of material in a £ow ¢eld is in general described by
where D/Dt is the Lagrangian derivative and contains explicitly the advection term for advecting material C by the £ow velocity. The rhs term P describes a source and sink distribution for C.
Numerical method
In the following discussion of the numerical method, we will assume that there are no source terms (rhs~0). This assumption is valid, since the principal numerical method does not depend on the source term, which depends on the problem at hand. The hybrid scheme presented here is a characteristicsbased method. Similar characteristics-based methods have been used previously by Sotin & Parmentier (1989) , Malevsky & Yuen (1991) , Sparks & Parmentier (1993) and Ten et al. (1996) . We will discuss below the two separate numerical steps involved: time integration and interpolation. The novelty of the hybrid scheme is found in the interpolation step. Fig. 1 highlights part of the unevenly spaced structured grid employed. The arrow in Fig. 1 depicts schematically a £ow characteristic followed by a particle over the time interval *t~t (nz1) {t (n) and is derived by direct numerical integration of the velocity ¢eld. Starting from the gridpoint where the particle is located at t (nz1) , the characteristic of the timedependent velocity ¢eld is integrated backwards in time up to t (n) . This is accomplished by a fourth-order Runge^Kutta scheme, which is accurate (Waugh & Plumb 1994) and robust (Canuto et al. 1988; Press et al. 1992 ) for our applications.
Integration
Interpolation
For the resulting particle location at t (n) , the C-¢eld can be computed in terms of the known values at the structured grid at t (n) . This interpolation involves the four gridpoints covering the grey-shaded grid cell in Fig. 1 . Replacing the C-value at t (nz1) with the interpolated value at t (n) , we can now update one gridpoint. Repeating this same procedure for all the other points yields a complete update of the ¢eld at t (nz1) . Both the accuracy and the stability of this scheme are determined by the interpolation employed.
First, when bilinear interpolations are used, the method turns out to be unconditionally stable. However, a serious drawback is that in this way the scheme su¡ers from a large degree of numerical di¡usion (Cal¢n 1988) . Second, a higherorder technique such as bicubic spline interpolation e¡ectively reduces the degree of numerical di¡usion. It turns out now that the stability of the method is not guaranteed. Both the amount of numerical di¡usion and unstable behaviour in both methods depend on the grid spacing, the time step size in combination with the evaluated time span, the characteristics of the advected ¢eld, and the £ow regime.
The practical application then determines the optimal solution method. Very high grid densities in combination with bicubic spline interpolations (Ten et al. 1996) can in general solve the stability problem for a certain class of problems. Nevertheless, for many practical applications this is either impossible because of the characteristics of the advected ¢eld or it is not e¤cient enough.
Combining both interpolations into a hybrid scheme, in which bilinear interpolations or bicubic spline interpolations form two end-members, brings together the accuracy feature of the latter and the stability of the former. Suppose that the bilinear method results in a value of C b (t (n) ) and the value C s (t (n) ) follows from the bicubic spline interpolation. The di¡erence between the two values, i.e. ~jF b {F s j, is used to decide which one will be used for the update C(t (nz1) ) of the ¢eld value C(t (n) ). The essential part of the hybrid scheme is de¢ned as
where th is an empirically determined threshold value. This choice for either of the two interpolations is determined locally and therefore the scheme is adaptive to the local conditions governing stability and accuracy. The hybrid scheme reduces to the bilinear scheme for th~0 , and the bicubic spline scheme follows when, in theory, th ??. E¡ectively, any value in between induces numerical di¡usion in cases where the bicubic spline interpolation gives under-or overshoots.
Advantages of the hybrid method
An advantage is that less dense grids are needed depending on the required accuracy; for example, during model development more e¤cient low-density meshes can be used while stability is Figure 1 . Schematic ¢gure showing a small part of the the unequally spaced structured grid over which the transport equation is solved. Grid spacings are indicated by *x and *y in the x-and y-directions respectively. The part of a characteristic for a time-step *t~t nz1 {t n is drawn. The characteristic is determined by numerical integration with a fourth-order time-dependent Runga^Kutta scheme. At the starting point x(t n ) thus found of this segment of the characteristic, an interpolation of the compositional ¢eld is performed. The four gridpoints spanning the grey shaded cell are interpolated to the position x(t n ) by bilinear or bicubic spline interpolation depending on the value of th . This interpolated value is the new updated value in x(t nz1 ).
guaranteed. Expensive high grid densities are only applied for detailed ¢nal experiments. In addition, the method easily allows for the introduction of sources and sinks, as required in our application to a di¡erentiating upper mantle, for which the method has been developed. Experiments have shown that the method is mass-conservative when the hybrid scheme is numerically stable.
TEST APPLICATIONS
A 1-D test case
To illustrate the hybrid scheme, we will conduct a simple 1-D experiment. The purpose of this experiment is to demonstrate the principal behaviour of the hybrid scheme with respect to the interpolation schemes involved. Also, a rule of thumb is derived that is useful in setting the threshold parameter for the new hybrid scheme.
A concentration function C( y) is transported without any sources. Thus, the equation to be solved is eq. (1) with rhs~0. The initial function value is de¢ned by C( y)~1 for 0¦y`0X25 and C( y)~0 for 0X25¦y`1. This Heaviside function is transported by advection in the positive y-direction with a uniform and constant upward velocity o~1. At the in£ow boundary we impose C(0)~1, and at both boundaries natural splines (L 2 C/Ly 2~0 , see Press et al. 1992) are applied when cubic spline interpolation is used. The solution is computed at t~0X5 when the Heaviside function should be centred at y~0X75. We emphasize that the method is not optimal for transporting sharp interfaces and better methods are available for this speci¢c case (Van Keken et al. 1997; Lenardic & Kaula 1993; Vreugdenhil & Koren 1993 ). This case is only studied because it demonstrates nicely the concept. Furthermore, a sharp interface is also involved in the 2-D benchmark problem discussed in the next section. Fig. 2(a) shows the results for a grid with N~100 equidistant nodes and a constant time step *t~1|10 {3 . Four di¡erent values for the threshold criterion parameter th have been applied. When the results are compared with the thin solid line corresponding to the analytical solution, we see that the purely linear scheme ( th~0 ) su¡ers from a large degree of numerical di¡usion and the Heaviside function is severely smoothed. When more cubic spline interpolations are allowed, i.e. th is increased, the wiggles indicate that the method becomes unstable. The steepness of the Heaviside function is increased, indicating that less numerical di¡usion is induced. Fig. 2 (b) shows the results obtained over an equally spaced grid that is twice as dense (N~200) and for which a larger time step of *t~0X025 was used. Grid re¢nement for ¢xed th results in smaller wiggles because the cubic spline interpolations are more accurate, reducing the instabilities in the purely cubic spline experiment. Linear interpolations are also more accurate with a denser grid, leading to a reduction of the numerical di¡usion, as shown by the steeper Heaviside function.
The di¡erence between Figs 2(a) and (b) cannot be due entirely to the denser mesh. A constant but larger discrete time step used in Fig. 2 (b) would mean that fewer time steps, n t , are used to reach t~0X5: n t~2 00 and n t~5 00 in Figs 2(b) and (a), respectively. Fewer time steps result in a smaller accumulated or global error. The global error is dependent on the total number of time steps accumulated. The spatial and temporal discretization also in£uences the locations of the numerical instabilities around the step function. In Fig. 2 (a) the oscillations are accumulating downstream of the interface in C, whereas they are more centred around this jump in the step function in Fig. 2(b) . {3 and (b) is for the same schemes as in (a) but with a 200 node grid (N y~2 00) and a larger constant time step of *t~2X5|10
{3 . This is equivalent to 500 time steps and 200 time steps for (a) and (b) respectively. Note that the locations of the instability wiggles are di¡erent when the time step size and grid spacing are modi¢ed and bicubic splines are used. ß 2000 RAS, GJI 140, 651^659 3.1.1 Finding the optimal threshold parameter for the hybrid scheme in one dimension
In order to determine a near-optimal value for th , we have quanti¢ed the errors in a series of experiments. First, we ¢xed the time step, since this simpli¢es the analysis for this coupled time-dependent problem involving both F and T ¢elds. We have therefore varied only the equally spaced grid density and the hybrid threshold parameter for determining the optimal parameter at the ¢xed time step *t~0X00125.
In the following, we will de¢ne the criteria for determining the optimum. In the series of experiments with ¢xed *t~0X00125 we determined the maximum overshoot (C max ) and undershoot (C min ) and the relative error between the analytical and numerical solution de¢ned according to the L 2 norm. By varying the th from zero to in¢nity, we have tested the hybrid scheme.
First, we stated that both over-and undershoots must be lower than 2.5 per cent of the maximum value of the analytical function C~1. Second, one solution was isolated as the best by taking the lowest L 2 norm. In Table 1 we list these relevant quantities for the selected solutions along with the relevant numbers for the two end-members obtained with only the linear and cubic splines, i.e. th~0 and th~? , respectively. The over-and undershoot values for the linear end-member are not provided in the table, since for this speci¢c test case the minimum and maximum function values are preserved. However, in other problems the numerical di¡usion may become so large that the maximum and minimum values are no longer maintained. The numerical solutions, which were classi¢ed as successful, turned out to obey the following empirical relation:
where *y is the grid spacing and K a constant ranging from around 100 to 200. The corresponding values for K are given in Table 1 . This rule of thumb is based on these 1-D experiments. The values of the L 2 norm as listed in Table 1 are used for a convergence test. The three error curves are depicted in Fig. 3(a) . For the hybrid scheme the threshold values are as given in the legend of Fig. 3(a) and Table 1 , for which K is approximately constant (100¦K¦200). The curve for the Table 1 . The values for the threshold parameter of the hybrid scheme with the number of nodes N and the corresponding value of K according to expression (3). All results are for a constant *t~0X0125. Also listed are the maximum overshoot (C max ) and undershoot (C min ) values found for these experiments for the hybrid and cubic spline schemes. They are expressed in percentages of the maximum analytical function value C~1. In this test case the linear scheme preserves the minimum and maximum function values. hybrid scheme is always close to the curve of the one endmember that has the lowest error for that grid density. Therefore, the hybrid scheme is, in general, more accurate than either one of the two end-members. For high grid resolutions the di¡erences disappear. Thus, asymptotically all methods show approximately the same L 2 error. The order of convergence for all schemes is approximately 2. Note, however, that for th tending towards in¢nity, the solution develops unnecessary and unwanted large over-and undershoots. Fig. 3(b) shows these values together with the results obtained with the hybrid scheme. The linear endmember ( th~0 ) does not su¡er from over-and undershoot, but has larger relative errors for low resolutions. Furthermore, as soon as the advected function is smooth enough to represent it accurately with cubic splines, the hybrid method and the highly accurate cubic end-member become identical. The linear end-member will su¡er from local arti¢cial di¡usion as long as there are strong gradients in the £ow direction in the advected function, and therefore the accuracy gradually decreases with continued evolution. These results demonstrate that relatively good results can be obtained with the hybrid scheme with modest grid resolutions.
A 2-D benchmark
We have conducted one of the benchmark cases as presented in Van Keken et al. (1997) for evaluating the hybrid scheme. This is a two-fold extension of the problem of the previous section. First, we now solve a 2-D problem with a velocity ¢eld that varies spatially and temporally. Second, the Stokes equation has to be solved, since the compositional function C now couples to the buoyancy term, that is, the rhs of the Stokes-equation (see Van Keken et al. 1997) .
Again, this problem involves the transportation of an interface, thus belonging to a class of problems for which the hybrid scheme has not been developed. However, it is a benchmarked problem involving a velocity ¢eld varying spatially and in time. Another drawback of this benchmark problem within the present context is that there is no analytical solution available. An alternative benchmark problem could be the Molenkamp test (Molenkamp 1968; Vreugdenhil & Koren 1993) . This test involves the rigid rotation of a smooth cone-shaped function for which the bicubic spline end-member works well for relatively low grid resolutions. As soon as deformation is introduced, more detailed advecting structures may develop that are more di¤cult to resolve numerically. The benchmark given by Van Keken et al. (1997) includes such deformation.
The benchmark problem is an isoviscous and isothermal Rayleigh^Taylor instability problem in which a low-density layer is initially positioned underneath a thicker layer with a higher density. By virtue of its being gravitationally unstable, the lower layer then rises. This takes place in the form of pulsating diapirs. In this isothermal case the coupling to the Stokes equation takes place by means of the compositional buoyancy.
The compositional function C is de¢ned as before, where now C~0 and C~1 represent the low-and high-density layers respectively. In Fig. 4 we give for the four di¡erent hybrid schemes the results for the compositional ¢eld at t~500 for relatively low resolution; N~100 along both spatial dimensions for the equidistant grid used for C and the velocity is solved with 20|20 equally sized quadratic ¢nite elements. Fig. 4(a) is only for bilinear interpolations ( th~0 ) and degrades the most from numerical di¡usion, while no oscillations are observed. The thick solid black line in Fig. 4 denotes the position of the interface at C~0X5. By increasing th , more bicubic spline interpolations are involved and more under-and overshoot is generated in the form of wiggles near the sharp interface (Figs 4b^d). The interface is drawn with the same thick solid black line as in Fig. 4(a) . These wiggles in the composition ¢eld are depicted as white areas in the grey (i.e. C~0) zone and black areas in the white (i.e. C~1) zone. Although the wiggles induce a locally non-physical e¡ect in the buoyancy, the overall solution in the C-¢eld does not su¡er too much. This compensation e¡ect is due to each velocity element covering an area that overlaps several wiggles and the averaging out of the buoyancy instabilities over the element. Reasonable results are obtained as shown by a comparison of the V rms for various resolutions and th~0 X001 (Fig. 5a) . Also plotted for reference in this ¢gure is the V rms curve obtained by Van Keken et al. (1997) . It can be seen that very good agreement is obtained between the solutions obtained with the hybrid scheme and Van Keken's results. Fig. 5(b) shows parts of the velocity rms, V rms , corresponding to the problems of Figs 4(a)^(d). Outside the displayed time window the V rms curves are identical. The di¡erences are caused by the over-and undershoot patterns, which have an e¡ect on the dynamics through the buoyancy. The £uctuations in the V rms increase with increasing amount of wiggles in C and with the wiggle amplitudes.
A convergence test at t~100 has also been performed for the hybrid scheme. The result is shown in Fig. 3(c) , where the numerical reference solution was obtained with an equidistant grid of 1000|1000 nodes for C and 80|80 quadratic velocity elements and constant th~1 0 {3 . The value for K of the empirical expression (3) ranges from around 40 to 700 and K~1000 for the reference solution. This convergence test, in which the reference solution is the numerical solution obtained with a very dense grid, resulted in an L 2 convergence order of approximately 2 based on the three data points. Since no analytical solution is available for this benchmark problem, the interpretation of this convergence test is not unambiguous. In addition, the buoyancy is advected through C over the highdensity grid and couples with the Stokes equation, which is solved over a coarser ¢nite element mesh. These resolution di¡erences also in£uence the result, but a discussion of them is outside the scope of the present work.
APPLICATION OF THE HYBR ID SCHEME TO THE CONTINENTAL UPPER MANTLE MODEL
We will now discuss the application of the hybrid method to a continental upper mantle model. This application presents a more general problem than the 2-D benchmark discussed above, which is focused on the convective transport of a sharp compositional interface. In the continental upper mantle model, the composition ¢eld F (x, t) evolves in space and time as a consequence of both ongoing, localized partial melting and advective transport. The physics of the model have already been described (De Smet et al. 1998) . The equations and the parameter settings used are identical to those used in De Smet et al. (1998) . Fig. 6 depicts schematically the upper mantle continental model, as described in De Smet et al. (1998) . The advection equation for F with a source term is
One of the major conclusions was that small-scale upwellings from the deeper undepleted zone could add depleted material to an already di¡erentiated continental root by means of smallscale partial melting events in the upwelling diapiric heads. A sketch of this situation and the model layout is given in Fig. 6 . We will now focus on some details of the numerical resolution aspects of these small-scale melting events in diapirs. We will study the e¡ects of the numerical parameter th in two highresolution numerical experiments by comparing these results with results obtained in the previous work using lower spatial resolution.
In the continental upper mantle model the degree of depletion is coupled with the Stokes equation through the compositional buoyancy, and wiggles due to instabilities in the F -¢eld may have an important numerically induced dynamic e¡ect. Numerical di¡usion, on the other hand, will smear out the depletion ¢eld with a loss of amplitude of local maxima, and details cannot be resolved. Here an incorrect buoyancy coupling is established, and this feedback may result in incorrect dynamics.
The modelling results of De Smet et al. (1998) are used here for comparison. At t~107 Ma we interpolated the results obtained previously with th~4 |10 {4 to new structured grids for F and ¢nite element meshes for T (temperature) and u (velocity). Starting at this point, short model evolutions were recomputed until a small diapiric melting event occured in the region where numerical resolutions were high. The old (i.e. De Smet et al. 1998 ) resolutions were as given in Tables 2(a) and (b1). The energy equation is solved over linear triangular elements that are nested in the velocity elements: four temperature elements are placed in each u element (Van Den Berg et al 1993) . The ¢nite element resolutions employed are also given in Tables 2(a) and (b1). In the following, the resolutions in the y-direction have been kept the same, since they were considered su¤cient, whereas higher x resolutions were considered desirable.
Due to the di¡erences in the spatial resolutions as well as the threshold parameter th , small local di¡erences in the degree of depletion evolved. Since this also a¡ects the local dynamics, the diapirs did not occur at exactly the same place and time in models with di¡erent numerical parameters. However, the results show that the phenomenon of continental root growth through small-scale diapirism remains unchanged. The values of the threshold parameter th used in the di¡erent model runs are listed in Table 3 . We did not consider an th with grid cell-size dependence.
A typical time span during which polybaric melting in the diapiric head occurs is approximately 20 Myr, and after this stage the newly formed depleted material is added to the already depleted layer.
In Fig. 7 we show three close-up shots of equal size but with horizontally shifted spatial windows displaying the area surrounding the melting event at similar times and at identical depths. Fig. 7(a) is for the same spatial resolutions as used in De Smet et al. (1998) . Figs 7(b) and 7(c) are for identical very high spatial resolutions of the structured grid and the ¢nite element meshes as given in Table 2 (b2). These highest resolutions always coincided with the locations of the diapirs as depicted in Fig. 7 . Di¡erent values of th are also used: th~5 |10 {6 , th~1 |10 {3 , th ?? in Figs 7(a), (b) and (c) respectively. The resulting wide range of K-values is listed in Table 3 .
The combination of a small th together with a low resolution in Fig. 7 (a) results in a relatively large degree of numerical di¡usion and gives a more vague di¡usive formation of diapirs compared to the event highlighted in Fig. 7(b) . In this ¢gure panel we can see much greater detail in the melting plume head and the surroundings. This sharpness increases even further when only bicubic splines are employed as shown for the case in Fig. 7(c) . This is possible at places with very high densities of gridpoints, which applies in the top portion of the panel at approximately 200 km depth. At depths greater than 200 km, there is insu¤cient resolution for F and the numerical scheme then becomes unstable. The resulting oscillations are revealed by the grey-shades at 250 km and deeper in Fig. 7(c) . These grey areas show non-physical negative F -values (F min~0 X6 per cent), and positive wiggles or overshoots must also be present. However, overshoots cannot be readily discerned from the physically correct F-values.
It is important to note that the size of the diapirs, say 100 km in width and 60 km in height, is su¤ciently large so as not to be in£uenced by the change in numerical parameters. One important conclusion is that the previously found growth mechanism of the continental root is of the same type and approximately the same size in all the models studied. The amount of melt generated, however, does depend on the numerics. The amounts of melt generated were 50 000, 31 000 and 76 000 km 3 for Figs 7(a)^(c), respectively. Due to the di¡erences in the evolution of the degree of depletion in the diapiric heads, di¡erent buoyancy couplings are also established, and it is therefore not possible to isolate the di¡erent numerical e¡ects that a¡ect the evolutions.
Another point to stress is that the velocity mesh and corresponding temperature mesh in Figs 7(b) and (c) are also denser over the area shown than in Fig. 7(a) . This may also have a¡ected the shapes and volumes of the diapirs. However, because the ¢nite elements have the same sizes in Figs 7(b) and (c), and both di¡er in the parameter th , this would mean that the di¡erence in the hybrid scheme is more important. Table 2 . Resolutions used in the previous (old) and the present work (new) for vertical (a) and horizontal resolutions (b1 and b2). The number of gridpoints used for F is given by N x and N y for the x-and y-directions respectively. Finite elements were used to solve for u and T, and in these cases N x and N y refer to the number of elements. Figure 7 . Blow-ups of melting diapirs that impinge on the continental root and add depleted material to it. The events are for di¡erent mesh resolutions and interpolation schemes. (a) (t~177X5 Ma) Low resolution and a hybrid scheme that favours bilinear interpolations.
(b) (t~180X8 Ma) High resolution and a hybrid scheme that favours the bicubic spline interpolations more then the scheme used in (a).
(c) (t~217X8 Ma) High resolution and bicubic spline interpolations. In all frames the F -¢eld has been plotted with less than the available resolution.
