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Abstract
Conventional electroencephalography (EEG) and magnetoencephalography (MEG) analysis of-
ten rely on averaging over multiple trials to extract statistically relevant di7erences between two
or more experimental conditions. We demonstrate that by linearly integrating information over
multiple spatially distributed sensors within a prede9ned time window, one can discriminate
conditions on a trial-by-trial basis with high accuracy. We restrict ourselves to a linear integra-
tion as it allows the computation of a spatial distribution of the discriminating source activity.
In the present set of experiments the resulting source activity distributions correspond to func-
tional neuroanatomy consistent with the task (e.g. contralateral sensory-motor cortex and anterior
cingulate).
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
Trial averaging is often used to increase the signal-to-interference (SIR) ratio, for
example in analysis of event-related potentials (ERPs) [3]. With the large number of
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sensors in high density EEG and MEG an alternative approach is to integrate infor-
mation over space rather than across trials. For example in blind source separation
independent signals are extracted so that noise components and artifacts can be re-
moved [8,13,14]. However, blind methods do not exploit the timing information of
external events that is often available.
In the context of a BCI system, many methods have applied linear and non-linear
classi9cation to a set of features extracted from the EEG. For example autoregres-
sive models have been used to extract features across a limited number of elec-
trodes, with these features combined using either linear or non-linear classi9ers to
identify the activity from the time course of individual sensors [9]. Others have pro-
posed to combine sensors in space by computing maximum and minimum eigen-
values of the sensor covariance matrices to obtain a non-linear binary classi9cation
[10]. Though many of these methods show promising performance in terms of clas-
sifying covert (purely mental) processes, their neurological interpretation remains
obscured.
We use conventional linear discrimination to compute the optimal spatial integration
of a large array of sensors. We exploit timing information by discriminating and aver-
aging within a short time window relative to a given external event. We demonstrate
the method on three di7erent electromagnetic brain imaging data sets: (1) predicting
overt motor action (left/right button push) from 122 MEG sensors, (2) classifying
covert or imagined motor activity (left/right taps) using 59 EEG sensors, (3) detecting
decision errors in a binary discrimination task from 64 EEG sensors.
2. Materials and methods
2.1. Linear discrimination
Denoting x(t) as the M sensor values sampled at time instance t, we compute the
spatial weighting coeGcients v such that
y(t) = vTx(t) (1)
is maximally discriminating between the times t, corresponding to two di7erent ex-
perimental conditions. For example, in the prediction of explicit motor response ex-
periments (described below) the times correspond to a number of samples prior to
an overt button push. The samples corresponding to a left button push are to be dis-
criminated from samples of a right button push. For each of N trials we may have T
samples totaling NT training examples. We use conventional logistic regression [5] to
9nd v. After 9nding the optimal v we average over the T dependent samples of the
kth trial to obtain a more robust result, Iy k =T−1
∑
t∈Tk y(t), where Tk denotes the set
of sample times corresponding to trial k. Receiver operating characteristic (ROC) anal-
ysis [12] is done using these single-trial short-time averaged discrimination activities
( Iy k).
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2.2. Localization of discriminating sources
In order to provide a functional neuroanatomical interpretation of the resultant spa-
tial weighting, we treat y(t) as a source, and visualize the coupling coeGcients of the
source with the sensors. The strength of the coupling roughly indicates the closeness
of the source to the sensor. The coupling a is de9ned as the coeGcients that multiply
the putative source y(t) to give its additive contribution xy(t) to the sensor readings,
xy(t) = ay(t). Unfortunately xy(t) is not observable in isolation, instead we observe,
x(t) = xy(t) + xy′(t), where xy′(t) represents the activity that is not due to the dis-
criminating source. If the contributions, xy′(t), of other sources are uncorrelated with
y(t) we obtain the coupling coeGcients by the least-squares solution [7].
a = ‖y‖−2Xy; (2)
where the samples x(t) for di7erent t have been arranged as columns in the a matrix
X, and y(t) as a column vector y. In general other sources are not guaranteed to
be uncorrelated with the discriminating source. Therefore, the “sensor projection” a
represents the coupling of all source activity that is correlated to the discriminating
source y(t). Our approach relies on the linearity of y(t) and the fact that di7erent
sources in EEG and MEG add linearly [1].
2.3. Datasets for analysis
2.3.1. Prediction of motor response from MEG
This data set was provided by AT and BP. Four subjects performed a visual-motor
integration task. Subjects were simultaneously presented with two visual stimuli on a
CRT. Subjects were instructed to push a left hand or right hand button, depending on
which side a target stimulus was present. The subject was to discover the target by trial
and error using auditory feedback. Each trial began with visual stimulus onset, followed
by button push, followed by auditory feedback, indicating if the subject responded
correctly. The interval between the motor-response and the next stimulus presentation
was 3:0±0:5 s. Each subject performed 90 trials, which took approximately 10 minutes.
MEG data was recorded using 122 sensor at a sampling rate of 300 Hz and high-pass
9ltered to remove DC drifts. Dipole 9ts were done using the Neuromag x9t tools,
which assume a spherical head model to 9nd a single equivalent current dipole.
2.3.2. Classi=cation of explicit and imagined motor response from EEG
This data set was provided by AO. Nine subjects performed a visual stimulus driven
9nger (L/R) tapping task. Subjects were asked to synchronize an explicit or imagined
tap to the presentation of a brief temporally predictable signal. Subjects were trained
until their explicit taps occurred consistently within 100 ms of the synchronization
signal. After training, each subject received 10 blocks of trials. Each 72-trial block
consisted of nine replications of the eight trial types (Explicit vs. Imagined × Left vs.
Right vs. Both vs. No Tap) presented in a random order. Trials with noise due to
eye blinks were not considered in the EEG analysis. The electromyogram (EMG) was
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recorded to detect muscle activity during imagined movements. The 59 EEG channels
were sampled at 100 Hz and high-pass 9ltered to remove DC drift.
2.3.3. Detection of decision errors from EEG
This data set was provided by NY. Seven subjects performed a visual target detection
amongst distractors task. On each trial, subjects were presented with a stimulus for
100 ms. There were four possible stimuli, each consisting of a row of 9ve arrows.
Subjects were told to respond by pressing a key on the side indicated by the center
arrow. They were to ignore the four Panking arrows. On half of the trials, the Panking
arrows pointed in the same direction as the target (e.g. ¡¡¡¡¡), on the other half
the Pankers pointed in the opposite direction (e.g. ¡¡¿¡¡). The interval between
the motor-response and the next stimulus presentation was 1:5 s. Subjects performed 12
blocks of 68 trials each. The activity during an 100 ms interval prior to the response
was used as the baseline. The sampling rate was 250 Hz. Following baselining, trials
were manually edited to remove those with blinks, large eye movements, instrument
artifacts and ampli9er saturation.
3. Results and discussion
Single trial discrimination results are shown for the three di7erent data sets and
include sensor projections a, and detection/prediction performance using single-trial,
short-time averaged Iy k . Performance is reported using an ROC curve computed with
a leave-one-out training and testing procedure [5]. Overall performance is quanti9ed
with Az (the area under the ROC curve).
Fig. 1 shows results for the dataset used to predict whether a subject will press a
button with their left or right hand by analyzing the MEG signals in a window prior
to the button push. We use an analysis window 100 ms wide centered at 83 ms prior
to the button event, which at 300 Hz corresponds to T = 30. Fig. 1 shows the results
for one subject (AT). Single-trial discrimination is shown in the ROC curve, which
for this subject shows good discriminability (Az = 0:93). Fig. 1 also shows the sensor
projection a and the location of a dipole-9t for this projection. When considered with
respect to the motor-sensory homunculus, these results indicate that the discrimination
source activity originates in the sensory-motor cortex corresponding to the left hand.
Fig. 2 shows results for the second data set, where the goal is to detect activity
associated with purely imagined motor response, a situation more realistic for a BCI
system. Subjects are trained to imagine a tap with the left or right index 9nger syn-
chronized to a brief, temporally predictable signal. We selected a 0:8 s time window
around the time where the task is to be performed. 90 left and 90 right trials were
available to train the coeGcients of the 59 EEG sensors. For the nine subjects we ob-
tain a leave-one-out performance of Az=0:77±0:1. The results for the best performing
subject is Az = 0:90, shown in Fig. 2. The sensor projection of the 59 EEG sensors
shows a clear left-right polarization over the motor area. The results, across the nine
subjects, for predicting explicit 9nger taps from a window 300 ms to 100 ms prior to
the taps is Az=0:87±0:1. As shown in Fig. 2, sensor projections of the discrimination
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Fig. 1. MEG left/right button push prediction. (A) Sensor projections a for discrimination vector. (B) ROC
curve for left vs. right discrimination. Area under the curve Az = 0:93. (C) Dipole-9t of a overlaid on MRI
image.
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Fig. 2. Discrimination of imagined left/right 9nger taps. (A) Dorsal view of sensor projections a. (B) ROC
curve for left vs. right discrimination. (C) Sensor projection of discriminating source for explicit 9nger tap.
vector for explicit motor response coincide with those for the imagined motor response.
This is an important experimental 9nding supporting the development of an intuitive
BCI system—signals arising from the cortical areas that encode an explicit movement
can be also used for predicting the imagined movement.
Fig. 3 shows the results for the experiments where the goal is to detect the Error
Related Negativity (ERN) on a single trial basis. The ERN is a negative dePection
in the EEG signals following perceived incorrect responses in a discrimination task
[6]. The detection of error potentials has been proposed as a means of correcting
communication errors in a BCI system [11]. The ERN has a fronto-central distribution,
suggesting a source in the anterior cingulate [4]. It begins around the time of the
incorrect response and lasts roughly 100 ms thereafter. We use this time window for
detection. Forty to eighty error trials and 300 correct trials were used for training 64
coeGcients. The sensor projection, shown in Fig. 3 for one subject, is representative
of the results obtained for other subjects and is consistent with the scalp topography
of the ERN. The detection performance for this subject was Az = 0:84 and is to be
compared to Az = 0:63 when detecting ERN from the center electrode where maximal
activity is expected. ROC performance across all 7 subjects was Az = 0:79± 0:05.
182 L. Parra et al. / Neurocomputing 52–54 (2003) 177–183
ROC correct vs. error detectscalp projection
subject 4_05
Az12=0.63
0
1
0.8
0.6
0.4
0.2 
0
0.5 1
(a) (b)
Azdc=0.84
Fig. 3. Detection of decision errors with EEG. (A) Dorsal view of sensor projections. (B) ROC curve for error
vs. correct trials. Solid curve corresponds to discrimination using Eq. (1) and dotted line to discrimination
with center electrode (#12).
Our results demonstrate the utility of linear analysis methods for discriminating be-
tween di7erent events in single-trial, stimulus driven experimental paradigms using
EEG and MEG. A particularly important aspect of our approach is that linearity enables
the computation of sensor projections for the optimally discriminating weighting. This
localization can be compared to the functional neuroanatomy, serving as a validation
of the data driven linear methods. In all three cases presented, we 9nd that indeed the
activity distribution correlated with the source that optimizes single-trial discrimination
localizes to a region that is consistent with the functional neuranatomy. This is impor-
tant, for instance in order to determine whether the discrimination model is capturing
information directly related to the underlying task-dependent cortical activity, or is in-
stead exploiting an indirect cortical response or other physiological signals correlated
with the task (e.g. correlations with the stimulus, eye movements, etc.). Localization
of the discriminating source activity also enables one to determine the neuroanatomical
correlations between di7erent discrimination tasks, as was demonstrated for explicit
and imagined motor responses in EEG. Finally, this method is applicable to other en-
cephalographic modalities with linear superposition of activity, such as near infrared
imaging [2].
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