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Abstract
In this paper we discuss a small nonautonomous perturbation of an autonomous system on Rn which
has a homoclinic solution. Regarding the small perturbation as a parameter in an appropriate space of
functions we discuss various situations of co-existence of homoclinic orbits. Those conditions of various co-
existence actually define bifurcation manifolds in the space of functions for linearly independent homoclinic
bifurcations.
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1. Introduction
Homoclinic bifurcation is one of interesting topics in the study of dynamical systems [1–9,11,
12]. In 1980 a well-known work was given by S.-N. Chow, J.K. Hale and J. Mallet-Paret [4], who
considered a perturbed Hamiltonian system of the general “kinetic + potential” form with two
parameters λ and μ in its damping and excitation, respectively. In 1985 J.K. Hale and A. Speza-
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x¨ − x + 2x3 + g(x) = −λx˙ +μ(cos t + f (t)),
where the smooth function g and the periodic function f were also regarded as small parameters
in functional spaces. This work was extended in [14] and later in [10] for general damping and
excitation.
Recently, some interesting results were obtained in higher dimensional spaces [1,2,6,7,13]. In
1992 J. Gruendler [6] investigated an autonomous differential equation
x˙(t) = f (x(t),μ),
where x ∈Rn and μ = (μ1,μ2) ∈R2, which for (μ1,μ2) = (0,0) has a hyperbolic equilibrium
and a homoclinic solution. He proved that there are some curves through the origin in (μ1,μ2)-
space on which the homoclinic orbits persist for nonzero parameter values. Later, in [7] he
generally discussed homoclinic bifurcation for an nonautonomous system in Rn. Different from
[1,2,11], his works do not require the uniqueness of homoclinic orbit, that is, the unperturbed
system may have so many homoclinic orbits as to compose a linear space of dimension more
than one. Without the uniqueness, homoclinic bifurcation was also investigated for infinite di-
mensional dynamical system [13].
In this paper, following J.K. Hale and A. Spezamiglio’s idea [9], we study homoclinic bifur-
cations in Rn with an infinite dimensional parameter. For convenience, let X and Y be Banach
spaces and Ω ∈ X an open set. Let Ck(Ω,Y ) denote the class of all functions f :Ω → Y with
continuous derivatives up to order k and endow it with the norm |f |Ck = supx∈Ω
∑k
i=0 |Dif |.
In concretely speaking, we consider the nonautonomous system
x˙ = f0(x)+ g(x, t), (1.1)
where x ∈Rn, f0 satisfies the hypotheses:
(H1) f0 is C3,
(H2) f0(0) = 0 and the eigenvalues of the derivative Df0(0) lie off the imaginary axis,
(H3) the autonomous equation
x˙ = f0(x) (1.2)
has a homoclinic solution γ (t), which is a differentiable function such that
limt→±∞ γ (t) = 0,
and g, regarded as a functional parameter, satisfies that
(A) g ∈ C3, g(0, t) ≡ 0 and the norm |g|c3 is small.
Note that C3b(R
n×R,Rn), consisting of all C3 functions g which are bounded in the norm | · |C3 ,
is a Banach space. We will discuss various choices of g in A, a subspace of C3b(Rn × R,Rn)
where (A) is satisfied, and give conditions to g for various situations of co-existence of homo-
clinic orbits. Those conditions actually define some bifurcation manifolds in A.
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Let us first consider the unperturbed system (1.2). Let Ws , Wu denote the stable and unstable
manifolds of the origin and ds, du be their dimensions, respectively. From (H3), being a homo-
clinic solution of (1.2), γ (t) lies on Ws ∩Wu. The linear variational equation of (1.2) along γ (t)
is
u˙ = Df0
(
γ (t)
)
u. (2.1)
The following lemma is given in Theorem 2 in [7].
Lemma 1. Equation (2.1) has a fundamental matrix solution U satisfying that there are constants
α > 0, K0 > 0 and projections Pss,Psu,Pus,Puu with Pss +Psu +Pus +Puu = I , the n×n unit
matrix, such that
(a)
∣∣U(t)(Pss + Psu)U−1(s)∣∣K0e2α(s−t), 0 s  t,
(b)
∣∣U(t)(Pus + Puu)U−1(s)∣∣K0e2α(t−s), 0 t  s,
(c)
∣∣U(t)(Pss + Pus)U−1(s)∣∣K0e2α(t−s), t  s  0,
(d)
∣∣U(t)(Psu + Puu)U−1(s)∣∣K0e2α(s−t), s  t  0.
For u0 ∈ Rn, we consider the solution of system (2.1) with the initial condition u(0) = u0,
i.e., u(t, u0) = U(t)U−1(0)u0. As in [6], the projections Pss,Psu,Pus,Puu satisfy that
u(t, u0) → 0 as t → ±∞, if u0 ∈ PssRn,
u(t, u0) → 0 (respectively ∞) as t → +∞ (respectively −∞), if u0 ∈ PsuRn,
u(t, u0) → ∞ (respectively 0) as t → +∞ (respectively −∞), if u0 ∈ PusRn,
u(t, u0) → ∞ as t → ±∞, if u0 ∈ PuuRn.
The fundamental solution matrix U(t) is composed of n column vectors ui(t), i ∈ I :=
{1, . . . , n}. According to the decomposition given in Lemma 1, these vectors can be classified
so that
lim
t→+∞ui(t) = 0, for i ∈ Jsb, limt→+∞ui(t) = ∞, for i ∈ Jub,
lim
t→−∞ui(t) = 0, for i ∈ Jas, limt→−∞ui(t) = ∞, for i ∈ Jau,
where a, b equal s or u. Obviously I = Jsb ∪ Jub ∪ Jas ∪ Jau. Let mab denote the cardinality
of Jab .
As in [6] we know mss = muu, which is exactly the dimension of the intersection TqWs ∩
TqW
u
, where q = γ (0). Without loss of generality, we can assume d = dimTqWs ∩ TqWu.
Therefore, it is convenient to assume that Juu = {1,2, . . . , d} and Jss = {d + 1, d + 2, . . . ,2d}.
Obviously,
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t→±∞ui(t) = ∞, for i = 1,2, . . . , d,
lim
t→±∞uj (t) = 0, for j = d + 1, d + 2, . . . ,2d.
Let U−1 be the inverse of U and u⊥i denote the ith row vector of U−1. Clearly 〈u⊥i , uj 〉 = δij ,
the Kronecker delta. We further use the notation
Δij :=
+∞∫
−∞
u⊥i (s)uTd+j (s)D2f0
(
γ (s)
)
ud+j (s) ds, i, j = 1, . . . , d, (2.2)
where T means the transpose of a vector or a matrix and D2 denotes the second-order derivative
operator, and suppose that
(H4) Δ1j = 0, j = 1, . . . , d ,
(A˜) ∫ +∞−∞ u⊥i (s) g(γ (s), s) ds = 0, i = 1, . . . , d .
Now we precisely define
A := {g ∈ C3b(Rn ×R,Rn) ∣∣ g(0, t) ≡ 0 and (A˜) holds}
which is a subspace of C3b(Rn ×R,Rn). Clearly, (A) holds in a small neighborhood of the origin
in A. The following theorem is our main result.
Theorem 1. Suppose that (H1)–(H4) hold. Let d = dimTqWs ∩ TqWu. Then there is a neigh-
borhood Υ of g = 0 in the space A and d manifolds Γk ⊂A of codimension kd , k = 1, . . . , d ,
which all pass through the origin and satisfy Γ1 ⊃ Γ2 ⊃ · · · ⊃ Γd , such that for every g ∈
Υ ∩ (Γk\(Γk+1 ∪ · · · ∪Γd)), k = 1, . . . , d , Eq. (1.1) has k linearly independent homoclinic solu-
tions.
3. The proof of Theorem 1
With the change of variable
x(t) = γ (t)+ z(t), (3.1)
Eq. (1.1) is reduced to
z˙ = Df0
(
γ (t)
)
z + h˜(z, g)(t), (3.2)
where
h˜(z, g)(t) = f0
(
γ (t)+ z(t))− f0(γ (t))−Df0(γ (t))z + g(γ (t)+ z(t), t).
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Lz = h˜(z, g)(t). (3.3)
It is clear that the null space of L is a linear space spanned by {ud+1, . . . , u2d}, i.e., N (L) =
span{ud+1, . . . , u2d}. Thus the domain of L can be decomposed into the direct sum N (L)⊕Ξ ,
where Ξ is a closed subspace, i.e.,
z =
d∑
i=1
βiud+i + ξ (3.4)
for some ξ ∈ Ξ . Fixed j arbitrarily, consider a special form of (3.4) where βi = 0 for all i = j ,
i.e.,
zj = βjud+j + ξj , j = 1, . . . , d, (3.5)
where zj , ξj present z, ξ in (3.4) in the special case. Substituting (3.5) in (3.2), we get
ξ˙j = Df0
(
γ (t)
)
ξj + h(ξj , βj , g)(t), j = 1, . . . , d, (3.6)
where h(ξj , βj , g)(t) := h˜(βjud+j + ξj , g)(t) for convenience.
In order to discuss the existence of homoclinic orbits, we consider Eq. (3.2) in the space
Z =
{
z ∈ C0(R,Rn) ∣∣∣ sup
t∈R
∣∣z(t)∣∣eα|t | < ∞},
where α > 0 is a given constant. Obviously, Z is a Banach space equipped with the norm
‖z‖ = supt∈R |z(t)|eα|t | for z ∈Z . In what follows, let Di simply denote the derivative of a mul-
tivariate function with respect to its ith variable and, similarly, define Di,j to be the second-order
derivative with respect to the ith and j th variables.
Lemma 2. The map h(·, βj , g) :Z →Z satisfies the following properties:
(1) h(0,0, g)(t) = g(γ (t), t),
(2) D1h(0,0, g)(t) = D1g(γ (t), t), D2h(0,0, g)(t) = D1g(γ (t), t)ud+j (t),
(3) D1,1h(0,0, g)(t) = D1,1(f0(γ (t))+ g(γ (t), t)).
Proof. It suffices to show that h(·, βj , g) mapsZ intoZ , since properties (1)–(3) can be checked
by direct calculation with the definitions of h˜ and h in (3.2) and (3.6).
For arbitrary ξ ∈ Z , there exists a constant M1 > 0 such that |ξ(t)|M1e−α|t | for all t ∈ R.
Obviously, ξ(t) is bounded by M1 > 0. Moreover, by (H3) and Lemma 1, there exists a constant
M2 > 0 such that
∣∣γ (t)∣∣<M2e−α|t |, ∣∣ud+i (t)∣∣<M2e−α|t |, i = 1, . . . , d. (3.7)
In order to estimate |h(ξ,βj , g)|, let φ(σ) = h(σξ,σβj , g) − g((1 − σ)γ, t), where σ ∈ [0,1].
By the smoothness of f0, g as given in (H1) and (A), φ ∈ C1([0,1],Rn) and
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(
σ ∗
)
= D1h
(
σ ∗ξ, σ ∗βj , g
)
ξ +D2h
(
σ ∗ξ, σ ∗βj , g
)
βjud+j
+D1g
((
1 − σ ∗)γ, t)γ
for some σ ∗ ∈ [0,1]. It follows from (3.7) that
∣∣h(ξ,βj , g)∣∣ (∣∣D1h(σ ∗ξ, σ ∗βj , g)M1∣∣+ ∣∣D2h(σ ∗ξ, σ ∗βj , g)βj ·M2∣∣
+ ∣∣D1g((1 − σ ∗)γ, t)∣∣M2)e−α|t |.
Thus, by the smoothness of f0, g and boundedness of ξ(t),
∣∣h(ξ,βj , g)∣∣eα|t |  ∣∣D1h(σ ∗ξ, σ ∗βj , g)M1∣∣+ ∣∣D2h(σ ∗ξ, σ ∗βj , g)βj ·M2∣∣
+ ∣∣D1g((1 − σ ∗)γ, t)∣∣M2 < ∞,
i.e., h(ξ,βj , g) ∈Z . The proof is completed. 
For z ∈Z , multiplying both sides of (b) and (d) in Lemma 1 by |z| and integrating with respect
to s, we get
(i)
∞∫
t
∣∣U(t)(Pus + Puu)U−1(s)z(s)∣∣ds A‖z‖e−αt , t  0,
(ii)
t∫
−∞
∣∣U(t)(Psu + Puu)U−1(s)z(s)∣∣ds A‖z‖eαt , t  0.
The convergence in the above mentioned integrals enables us to define a closed linear subspace
of Z by
Z˜ =
{
z ∈Z:
+∞∫
−∞
PuuU
−1(s)z(s) ds = 0
}
.
In order to apply the Lyapunov–Schmidt reduction, as in [6,7], define a map Q :Z →Z by
Qz(t) = ϕ(t)U(t)
+∞∫
−∞
PuuU
−1(s)z(s) ds, (3.8)
where ϕ(t) is a smooth function such that
∫ +∞
−∞ ϕ(s) ds = 1. The map Q is a projection and the
image of (I −Q) is Z˜ because for z ∈Z , as computed in [6,7],
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(
Q(z)
)
(t) = ϕ(t)U(t)
+∞∫
−∞
PuuU
−1(s)Q(z)(s) ds
= ϕ(t)U(t)
+∞∫
−∞
PuuU
−1(s)ϕ(s)U(s)
+∞∫
−∞
PuuU
−1(τ )z(τ ) ds dτ
= ϕ(t)U(t)
+∞∫
−∞
Puuϕ(s)
+∞∫
−∞
PuuU
−1(τ )z(τ ) ds dτ
= ϕ(t)U(t)
+∞∫
−∞
PuuU
−1(τ )z(τ ) dτ
+∞∫
−∞
ϕ(s) ds
= ϕ(t)U(t)
+∞∫
−∞
PuuU
−1(τ )z(τ ) dτ = Q(z(t)).
For convenience, let A(t) = Df0(γ (t)) and A∗(t) be the corresponding adjoint operator. For
z ∈Z ,
+∞∫
−∞
〈
u⊥i , z˙ −Df0
(
γ (t)
)
z
〉
dt =
+∞∫
−∞
〈
u⊥i , z˙
〉
dt −
+∞∫
−∞
〈
u⊥i ,A(t)z
〉
dt
=
+∞∫
−∞
〈
u⊥i , z˙
〉
dt −
+∞∫
−∞
〈
A∗(t)u⊥i , z
〉
dt
=
+∞∫
−∞
〈
u⊥i , z˙
〉
dt +
+∞∫
−∞
〈
u˙⊥i , z
〉
dt
=
+∞∫
−∞
d
dt
〈
u⊥i , z
〉
dt = 〈u⊥i , z〉∣∣t=+∞t=−∞ = 0.
By the definition of the projection Q, it follows that
Q
(
z˙ −Df0
(
γ (t)
)
z
)= ϕ(t)U(t)
+∞∫
−∞
PuuU
−1(s)
(
z˙ −Df0
(
γ (s)
)
z
)
ds = 0
for z ∈Z . Thus Eq. (3.6) is equivalent to the following system
ξ˙j = Df0
(
γ (t)
)
ξj + (I −Q)h(ξj , βj , g), j = 1, . . . , d, (3.9)
Qh(ξj ,βj , g) = 0, j = 1, . . . , d, (3.10)
where ξj ∈Z .
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ξ∗j (0,0) = 0 and ∂∂βj ξ∗j (0,0) = 0.
Proof. According to the linear part of (3.9), and using variation of constants, we can define an
operator K : Z˜ →Z by
K(z)(t) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
U(t)[∫ 0−∞ PsuU−1(s)z(s) ds + ∫ t0 (Pss + Psu)U−1(s)z(s) ds
− ∫∞
t
(Pus + Puu)U−1(s)z(s) ds], for t  0,
U(t)[− ∫∞0 PusU−1(s)z(s) ds + ∫ t0 (Pss + Pus)U−1(s)z(s) ds
+ ∫ t−∞(Psu + Puu)U−1(s)z(s)]ds, for t  0,
and define a C2 map F :Z ×R1 ×C3 →Z by
F(ξj ,βj , g) := K(I −Q)h(ξj , βj , g).
Then the fixed point of the map F(·, βj , g), parameterized by βj , g, is the unique solution of (3.9)
in Z . Obviously, F is well defined since (I −Q)h(ξj , βj , g) ∈ Z˜ and F(ξj ,βj , g) ∈Z .
Clearly,
F(0,0,0) = 0, D1F(0,0,0) = 0, D2F(0,0,0) = 0. (3.11)
By the smoothness of f,g and the boundedness of ud+j , j = 1, . . . , d , for a fixed δ > 0 there
exists a constant r > 0 and closed balls B1(0, r) ⊂ Z, B2(0, r) ⊂ R1 and B3(0, r) ⊂ C3 such
that
‖D3F‖1  δ, ‖D1,1F‖2  δ, ‖D1,3F‖2  δ,
‖D2Fud+j‖ δ, ‖D1,2Fud+j‖1  δ, j = 1, . . . , d,
for (ξj , βj , g) ∈ B1(0, r) × B2(0, r) × B3(0, r), where ‖ · ‖,‖ · ‖1,‖ · ‖2 denote the norm in Z
and the norms in the corresponding (multiple) linear spaces of derivatives, respectively. Let
r1 = min
{
r,
1
4δ
}
, r2 = r3 = min
{
r, r1,
r1
8δ
}
.
We claim that the map F(·, βj , g) is a contraction in B1(0, r1) uniformly with respect to (βj , g) ∈
B2(0, r2) × B3(0, r3). For (ξj , βj , g) ∈ B1(0, r1) × B2(0, r2) × B3(0, r3), define η1 : [0,1] →
L(Z,Z), the space of bounded linear operators, by
η1(σ ) = D1F(σξj , σβj , σg).
Then η1 ∈ C1 and, by (3.11), there is a constant σ1 ∈ (0,1) such that
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
∥∥D1,1F(σ1ξj , σ1βj , σ1g)∥∥2‖ξj‖ + ∥∥D1,2F(σ1ξj , σ1βj , σ1g)ud+j∥∥1|βj |
+ ∥∥D1,3F(σ1ξj , σ1βj , σ1g)∥∥2|g|C3
 δ · 1
4δ
+ δ · 1
4δ
+ δ · 1
4δ
 3
4
. (3.12)
In order to show that F(·, βj , g) maps B1(0, r1) into itself, for arbitrary ξj ∈ B1(0, r1) and fixed
(βj , g) ∈ B2(0, r2)×B3(0, r3), define η0 : [0,1] →Z by
η0(σ ) = F(σξj , σβj , σg).
Then there is a constant σ0 ∈ (0,1) such that
∥∥F(ξj ,βj , g)∥∥= ∥∥η0(1)− η0(0)∥∥= ∥∥η′0(σ0)∥∥

∥∥D1F(σ0ξj , σ0βj , σ0g)∥∥1‖ξj‖ + ∥∥D2F(σ0ξj , σ0βj , σ0g)ud+j∥∥|βj |
+ ∥∥D3F(σ0ξj , σ0βj , σ0g)∥∥1|g|C3
 3
4
r1 + δ · r18δ + δ ·
r1
8δ
= r1,
where (3.12) is used. It follows that F(·, βj , g) maps B1(0, r1) into itself. Furthermore, for
ξ ′j , ξ ′′j ∈ B1(0, r1), define η2 : [0,1] →Z by
η2(σ ) = F
(
σξ ′j + (1 − σ)ξ ′′j , βj , g
)
.
Then there is a constant σ∗ ∈ (0,1) such that
∥∥F (ξ ′j , βj , g)− F (ξ ′′j , βj , g)∥∥= ∥∥η2(1)− η2(0)∥∥= ∥∥η′2(σ∗)∥∥

∥∥D1F (σ∗ξ ′j + (1 − σ∗)ξ ′′j , βj , g)∥∥1∥∥ξ ′j − ξ ′′j ∥∥
 3
4
∥∥ξ ′j − ξ ′′j ∥∥,
where (3.12) is used. Therefore, F(·, βj , g) is a uniform contraction in B1(0, r1). By Banach’s
fixed point theorem, there is a unique C1 map ξ∗j : B2(0, r2) × B3(0, r3) → B1(0, r1) such that
ξ∗j (0,0) = 0 and
F
(
ξ∗j (βj , g),βj , g
)= ξ∗j (βj , g). (3.13)
In what follows we prove ξ∗j ∈ C2. Differentiating (3.13) in βj , we get
D1ξ
∗
j (βj , g) = D1F
(
ξ∗j (βj , g),βj , g
)
D1ξ
∗
j (βj , g)+D2F
(
ξ∗j (βj , g),βj , g
)
.
It implies that
C. Zhu, W. Zhang / J. Differential Equations 240 (2007) 38–57 47D1ξ
∗
j (βj , g) =
(
I −D1F
(
ξ∗j (βj , g),βj , g
))−1
D2F
(
ξ∗j (βj , g),βj , g
)
,
by (3.12). Since we have proved that ξ∗j is C1, by the smoothness of F which is induced by the
smoothness of f and g and smoothness in the Inverse Theorem we assure that D1ξ∗j is also C1,
i.e., ξ∗j is C2 in βj . Similarly, we can prove the same smoothness in other variables. In particular,
the above given relation implies that ∂
∂βj
ξ∗j (0,0) = 0 by (3.11) since ξ∗j (0,0) = 0. This completes
the proof. 
Now we continue our proof of the theorem. By Lemma 3 we can substitute ξj with the solution
ξ∗j in (3.10) and obtain the bifurcation equation
B(βj , g) := Qh
(
ξ∗j (βj , g),βj , g
)= 0. (3.14)
By (3.8),
B(βj , g) = ϕ(t)U(t)
+∞∫
−∞
PuuU
−1(s)h
(
ξ∗j (βj , g),βj , g
)
(s) ds.
Since PuuU−1(s) = (u⊥1 , . . . , u⊥d ,0, . . . ,0), we can reduce the bifurcation equation (3.14) to the
system
Hij (β, g) :=
+∞∫
−∞
u⊥i (s)h
(
ξ∗j (βj , g),βj , g
)
(s) ds = 0, i, j = 1, . . . , d, (3.15)
where β := (β1, . . . , βd).
In order to solve the system (3.15), we note that
h
(
ξ∗j , βj , g
)
(s) = h˜(βjud+j + ξ∗j , g)(s)
= f0
(
γ (s)+ βjud+j + ξ∗j
)− f0(γ (s))−Df0(γ (s))(βjud+j + ξ∗j )
+ g(γ (s)+ βjud+j + ξ∗j , s)
= (f0(γ (s)+ βjud+j + ξ∗j )− f0(γ (s))−Df0(γ (s))(βjud+j + ξ∗j ))
+ g(γ (s), s)+ N˜(βjud+j + ξ∗j )+R1(ξ∗j , βj , g)
= g(γ (s), s)+ N˜(βjud+j + ξ∗j )+R2(ξ∗j , βj , g) (3.16)
as defined in (3.2) and (3.6), where N˜ := D1g(γ (s), s) and R1(ξ∗j , βj , g), R2(ξ∗j , βj , g) are both
O(|βjud+j + ξ∗j |2). It follows from (3.15) that
Hij (β, g) =
+∞∫
u⊥i (s)
{
g
(
γ (s), s
)+ N˜(βjud+j + ξ∗j )}ds +O(∣∣βjud+j + ξ∗j ∣∣2)
−∞
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+∞∫
−∞
u⊥i (s)N˜
(
βjud+j + ξ∗j
)
ds +O(∣∣βjud+j + ξ∗j ∣∣2)
=
+∞∫
−∞
u⊥i (s)N˜
(
βjud+j + ξ∗j
)
ds +O(|β|2 + |g|2
C3
) (3.17)
for small g and for all i, j = 1, . . . , d , where hypothesis (A˜) and Lemma 3 are used. From what
our Theorem 1 requires we see that it suffices to find a special class of functions g which realize
the co-existence of k linearly independent homoclinic orbits for each fixed k = 1,2, . . . , d . No-
tice that an expansion of g(x, s) along γ (s) was considered in (3.16). Let g˜ denote the residue,
i.e.,
g˜(z, s) := g(γ (s)+ z, s)− g(γ (s), s)− N˜z, (3.18)
which is the part of higher-order terms of g included in R1(ξ∗j , βj , g) in (3.16). Our strategy is to
find appropriate functions g ∈A in the special class where the linearizations N˜ := D1g(γ (s), s)
of those g are of the form
N˜ =
d∑
,m=1
μmNmPss, (3.19)
where Nm, defined by
Nm(ud+1, . . . , u2d) = (u1, . . . , ud)Θm(d, d),
is the linear operator from the linear space spanned by {ud+1, . . . , u2d}, simply denoted by
span{ud+1, . . . , u2d}, to span{u1, . . . , ud} and the notation Θij (k, ), where 1  i  k and
1 j  , means a k ×  matrix having 1 at the (i, j)-entry and 0 at others. With the restriction
of (3.19) function g is parameterized by a functional parameter g˜ and finitely many real μm’s.
Let
ζj :=
{
ξ∗j /βj as βj = 0,
∂ξ∗j /∂βj as βj = 0.
(3.20)
Then ζj ∈ C1 because ξ∗j is C2 and ζj (0,0) = (∂ξ∗j /∂βj )|(β,g)=(0,0) = 0 as indicated in
Lemma 3. Since
∫ +∞
−∞ u
⊥
i (s)g(γ (s), s) ds = 0, i = 1, . . . , d , as assumed in hypothesis (A˜), with
the choice of (3.19) we see from (3.15) that
Hij (β,μ, g˜) :=
+∞∫
−∞
u⊥i (s)
{
f0
(
γ (s)+ βjud+j + βj ζj
)− f0(γ (s))
−Df0
(
γ (s)
)
(βjud+j + βj ζj )
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d∑
,m=1
μmNmPss(βjud+j + βj ζj )
}
ds
+O(|βjud+j + βj ζj |2), i, j = 1, . . . , d, (3.21)
where μ := (μ11,μ21, . . . ,μd1,μ12, . . . ,μd2, . . . ,μdd). Let
H¯ij (β,μ, g˜) :=
{
Hij (β,μ, g˜)/βj , for βj = 0,
∂
∂βj
Hij (0,μ, g˜), for βj = 0, (3.22)
where i = 1, . . . , d and j = 1, . . . , k. Then H¯ij is C1 and Hij (β,μ, g˜) = 0 if H¯ij (β,μ, g˜) = 0.
It is clear that the map
H¯ (β,μ, g˜) := (H¯11(β,μ, g˜), . . . , H¯d1(β,μ, g˜), H¯12(β,μ, g˜), . . . , H¯dk(β,μ, g˜))
satisfies that
H¯ (0,0,0) = 0.
Moreover,
∂H¯11
∂β1
= ∂
∂β1
(
H11
β1
)
=
+∞∫
−∞
u⊥1 (s)
{
(ud+1 + ζ1)T D2f0
(
γ (s)
)
(ud+1 + ζ1)
}
ds +O(|β1|3)+O(|g˜|)
=
+∞∫
−∞
u⊥1 (s)uTd+1D2f0
(
γ (s)
)
ud+1 ds
+ 2
+∞∫
−∞
u⊥1 (s)ζ T1 D2f0
(
γ (s)
)
ud+1 ds +
+∞∫
−∞
u⊥1 (s)ζ T1 D2f0
(
γ (s)
)
ζ1 ds
+O(|β1|3)+O(|g˜|)
=
+∞∫
−∞
u⊥1 (s)uTd+1D2f0
(
γ (s)
)
ud+1 ds + o(1)+O
(|β1|3)+O(|g˜|),
where UT means the transpose of a vector or a matrix U and
2
+∞∫
u⊥1 (s)ζ T1 D2f0
(
γ (s)
)
ud+1 ds +
+∞∫
u⊥1 (s)ζ T1 D2f0
(
γ (s)
)
ζ1 ds = o(1)−∞ −∞
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∂H¯11
∂β1
∣∣∣∣
(0,0,0)
= ∂
∂β1
(
H11
β1
)∣∣∣∣
(0,0,0)
= Δ11 + o(1), as |g|C3 → 0,
where Δ11, as defined in (H4), does not vanish. In addition,
∂H¯11
∂μ11
∣∣∣∣
(0,0,0)
= 1 +
+∞∫
−∞
u⊥1 (s)N11Pssζ1 ds = 1 + o(1),
∂H¯11
∂μi1
∣∣∣∣
(0,0,0)
=
+∞∫
−∞
u⊥1 (s)Ni1Pssζ1 ds = o(1), i = 2, . . . , d,
as |g|C3 → 0, because
∂Hij
∂βj
∣∣∣∣
βj=0
=
+∞∫
−∞
u⊥i (s)
d∑
,m=1
μmNmPss(ud+j + ζj ) ds
= μij +
+∞∫
−∞
u⊥i (s)
d∑
,m=1
μmNmPssζj ds.
Other derivatives can be calculated similarly and thus we obtain the d × d matrix
M1 := ∂(H¯11, . . . , H¯d1)
∂(β1,μ21, . . . ,μd1)
∣∣∣∣
(β,μ,g˜)=(0,0,0)
=
⎡
⎢⎢⎢⎢⎣
Δ11 + o(1) o(1) · · · o(1)
Δ21 + o(1) 1 + o(1) · · · o(1)
...
...
. . .
...
Δd1 + o(1) o(1) · · · 1 + o(1)
⎤
⎥⎥⎥⎥⎦
as |g|C3 → 0, where all Δij (i = 1, . . . , d , j = 1, . . . , k) are defined by (2.2). This matrix is
obviously nonsingular as |g|C3 is small. Let
Mj := ∂(H¯1j , H¯2j , . . . , H¯dj )
∂(βj ,μ2j , . . . ,μdj )
∣∣∣∣
(β,μ,g˜)=(0,0,0)
=
⎡
⎢⎢⎢⎢⎣
Δ1j + o(1) o(1) · · · o(1)
Δ2j + o(1) 1 + o(1) · · · o(1)
...
...
. . .
...
Δdj + o(1) o(1) · · · 1 + o(1)
⎤
⎥⎥⎥⎥⎦
d×d
. (3.23)
Using the same arguments we obtain a nonsingular dk × dk matrix
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∂(β1,μ21, . . . ,μd1, . . . , βk,μ2k, . . . ,μdk)
∣∣∣∣
(β,μ,g˜)=(0,0,0)
=
⎡
⎢⎢⎢⎢⎣
M1 o(1) · · · o(1)
o(1) M2 · · · o(1)
...
...
. . .
...
o(1) o(1) · · · Mk
⎤
⎥⎥⎥⎥⎦ .
By the Implicit Function Theorem there exist uniquely C1 functions
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
β1 = β∗1 (μ¯, μ˜, g˜), . . . , βk = β∗k (μ¯, μ˜, g˜),
μ21 = θ21(μ¯, μ˜, g˜), . . . , μd1 = θd1(μ¯, μ˜, g˜),
...
μ2k = θ2k(μ¯, μ˜, g˜), . . . , μdk = θdk(μ¯, μ˜, g˜),
(3.24)
where μ¯ := (μ11, . . . ,μ1k) and μ˜ := (μ1(k+1), . . . ,μd(k+1), . . . ,μ1d, . . . ,μdd), such that
β∗j (0,0,0) = 0, θj (0,0,0) = 0, j = 1, . . . , k,  = 2, . . . , d,
and
H˜ij (μ¯, μ˜, g˜) := H¯ij
(
β∗, θ, μ¯, μ˜, g˜
)= 0, i = 1, . . . , d, j = 1, . . . , k, (3.25)
for all (μ¯, μ˜, g˜) ∈ Rk ×Rd(d−k) × G. Here we have used the notations β∗ := (β∗1 , . . . , β∗k ) and
θ = (θ21, . . . , θdk) for short and G for the subset of all possible g˜ in the class A.
Furthermore, differentiating (3.25) for (i, j) = (1,1) in μ11, we get
∂H¯11
∂β∗1
∂β∗1
∂μ11
+ ∂H¯11
∂(θ21, θ31, . . . , θdk)
∂(θ21, θ31, . . . , θdk)
∂μ11
+ ∂H¯11
∂μ11
= 0,
where
∂H¯11
∂β∗1
∣∣∣∣
(μ¯,μ˜,g˜)=(0,0,0)
= Δ11 + o(1), (3.26)
∂H¯11
∂θij
∣∣∣∣
(μ¯,μ˜,g˜)=(0,0,0)
= o(1), i = 2, . . . , d, j = 1, . . . , k, (3.27)
as |g|C3 → 0. Similarly, from (3.25) we generally obtain
∂(H¯11, . . . , H¯1k)
∂(β∗1 , . . . , β∗k )
∂(β∗1 , . . . , β∗k )
∂(μ11, . . . ,μ1k)
+ ∂(H¯11, . . . , H¯1k)
∂θ
∂θ
∂(μ11, . . . ,μ1k)
= −∂(H¯11, . . . , H¯1k)
∂(μ11, . . . ,μ1k)
, (3.28)
where
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∂(β∗1 , . . . , β∗k )
∣∣∣∣
(μ¯,μ˜,g˜)=(0,0,0)
=
⎡
⎢⎢⎢⎢⎣
Δ11 + o(1) 0 · · · 0
0 Δ12 + o(1) · · · 0
...
...
. . .
...
0 0 · · · Δ1k + o(1)
⎤
⎥⎥⎥⎥⎦ ,
and
∂(H¯11, . . . , H¯1k)
∂(μ11, . . . ,μ1k)
∣∣∣∣
(μ¯,μ˜,g˜)=(0,0,0)
=
⎡
⎢⎢⎢⎢⎣
1 + o(1) o(1) · · · o(1)
o(1) 1 + o(1) · · · o(1)
...
...
. . .
...
o(1) o(1) · · · 1 + o(1)
⎤
⎥⎥⎥⎥⎦ .
From the second equation of (3.27) we see that ∂(H¯11, . . . , H¯1k)/∂θ |(μ¯,μ˜,g˜)=(0,0,0) is small.
Moreover, the factor ∂θ/∂(μ11, . . . ,μ1k) is bounded because θ is C1. It follows from (3.28)
that the matrix
∂(β∗1 , . . . , β∗k )
∂(μ11, . . . ,μ1k)
∣∣∣∣
(μ¯,μ˜,g˜)=(0,0,0)
(3.29)
is nonsingular. Thus there exists an appropriate μ¯∗ = (μ∗11, . . . ,μ∗1k) such that β∗j (μ¯∗,0,0) = 0
for j = 1, . . . , k. By the continuity of β∗j , for sufficiently small |μ˜| and |g˜|C3 we also have
β∗j
(
μ¯∗, μ˜, g˜
) = 0, j = 1, . . . , k. (3.30)
Each β∗j determines a homoclinic orbit by (3.5).
Finally, let A0 be the subclass of A such that the linearization D1g(γ (s), s) of each g ∈
A0 takes the form of (3.19). Obviously, A0 is a subspace of A and therefore a subspace of
C3b(R
n ×R,Rn). Let
Γk =
{
g ∈A0: (μ21, . . . ,μd1,μ22, . . . ,μdk) = θ
(
μ¯∗, μ˜, g˜
)}
, (3.31)
where θ(μ¯, μ˜, g˜) := (θ21(μ¯, μ˜, g˜), . . . , θdk(μ¯, μ˜, g˜)), defined in (3.24), is obtained by the Im-
plicit Function Theorem. As (d − 1)k parameters μ21, . . . ,μd1,μ22, . . . ,μdk and k parameters
μ11, . . . ,μ1k being restricted by θ and μ¯∗, respectively, Γk defines a manifold of codimension
dk in A0 and therefore in A. For each g ∈ Γk , we obtain k nonzero values β1, . . . , βk by (3.24).
Moreover, we have the following result.
Lemma 4. For g ∈ Γk the perturbed system (1.1) has k linearly independent homoclinic orbits.
Proof. From (3.30), it suffices to prove that the k vectors
z1 = β∗1u1 + ξ∗1 , . . . , zk = β∗1uk + ξ∗k
are linearly independent. If
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i=1
λizi = 0
for some real λ1, . . . , λk , then
k∑
i=1
λiβ
∗
i ui +
k∑
i=1
λiξi = 0.
Because of the direct sum N (L)⊕Ξ , we have
k∑
i=1
λiβ
∗
i ui = 0.
Furthermore, the linear independence of ui, i = 1, . . . , k, also implies that λiβ∗i = 0 for all
i = 1, . . . , k. By (3.30), λi = 0 for all i = 1, . . . , k. This completes the proof of the lemma. 
Lemma 4 implies that there exist a neighborhood Υ ⊂ A centered at zero and d manifolds
Γk of codimension dk, k = 1, . . . , d , defined as in (3.31), such that for g ∈ Υ ∩ (Γk/(Γk+1 ∪
· · · ∪ Γd)) the perturbed system (1.1) has k linearly independent homoclinic solutions γ (s) +
βjud+j + ξ∗j (j = 1, . . . , k) by (3.1), (3.4), (3.5) and Lemma 3. The proof of our theorem is
completed.
4. Generalizations and applications
As shown in (3.1), we can describe x near the solution γ (t) with the coordinate z, i.e.,
x = γ (t)+ z. By (3.18), (3.31) and the definition of A, a small perturbation g ∈ Γk can be pre-
sented as
g(x, t) = g0(t)+
(
d∑
,m=1
μmNmPss
)
z + g˜(z, t) (4.1)
and parameterized by μm’s and g˜, where
(R1) g0 is an arbitrary C3 function such that (A˜) holds with g0 in the place of g(γ (s), s),
(R2) μm ∈R (,m = 1, . . . , d) and g˜ ∈ G satisfy that
(μ21, . . . ,μd1,μ22, . . . ,μdk) = θ
(
μ¯∗, μ˜, g˜
)
,
where θ := (θ21, . . . , θdk) is defined in (3.24) and μ¯∗ is determined as just before (3.30).
Once appropriate parameters μm’s and g˜ are fixed, the perturbation g is well defined and for
each j = 1, . . . , k the function x(t) = γ (s) + βjud+j + ξ∗j , where βj is determined in (3.24)
and ξ∗j is determined in Lemma 3, is a homoclinic solution that we want to find. Remark that for
g ∈ Υ ∩ (Γ1 ∪ · · · ∪ Γd) we cannot say that Eq. (1.1) has no homoclinic solutions because we
cannot deny the existence of homoclinic solutions without using the Implicit Function Theorem.
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statement of our proof of Theorem 1. It is worthy remarking that the result of Theorem 1 remains
if (H4) is replaced with the hypothesis:
(H4′) for each j = 1, . . . , d , there exists an i = 1, . . . , d such that Δij = 0.
Actually, we pay attention to the definition of Mj in (3.23). Under (H4′), for each j , in place
of Mj we consider the matrix
M˜j = ∂(H¯1j , H¯2j , . . . , H¯dj )
∂(μ1j , . . . ,μ(i−1)j , βj ,μ(i+1)j , . . . ,μdj )
∣∣∣∣
(β,μ,g˜)=(0,0,0)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 + o(1) o(1) · · · Δ1j + o(1) · · · o(1)
o(1) 1 + o(1) · · · Δ2j + o(1) · · · o(1)
· · · · · · · · · · · · · · · · · ·
o(1) o(1) · · · Δij + o(1) · · · o(1)
· · · · · · · · · · · · · · · · · ·
o(1) o(1) · · · Δdj + o(1) · · · 1 + o(1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
d×d
,
where the column of Δij +o(1) is put on the ith column of M˜j such that Δij +o(1) is located on
the diagonal. This matrix is nonsingular as |g|C3 → 0. Let ιj denote the integer i corresponding
to j given in (H4′). Then, evaluated at (β,μ, g˜) = (0,0,0), the Jacobian matrix of H¯ with respect
to the vector
(μ11, . . . ,μ(ι1−1)1, β1,μ(ι1+1)1, . . . ,μd1, . . . ,μ1k, . . . ,μ(ιk−1)k, βk,μ(ιk+1)k, . . . ,μdk)
is a nonsingular dk × dk matrix
⎡
⎢⎢⎢⎢⎣
M˜1 o(1) · · · o(1)
o(1) M˜2 · · · o(1)
...
...
. . .
...
o(1) o(1) · · · M˜k
⎤
⎥⎥⎥⎥⎦ .
As in (3.24), by the Implicit Function Theorem, we can uniquely find C1 functions
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
β1 = β∗1 (μ¯, μ˜, g˜), . . . , βk = β∗k (μ¯, μ˜, g˜),
μi1 = θi1(μ¯, μ˜, g˜), i = 1, . . . , d, = ι1,
...
μik = θik(μ¯, μ˜, g˜), i = 1, . . . , d, = ιk,
(4.2)
where μ¯ := (μι11, . . . ,μιkk) and μ˜ denotes the vector of the part of variables μij with none
of μi1, . . . ,μik for i = 1, . . . , d , such that β∗j (0,0,0) = 0, θj (0,0,0) = 0, j = 1, . . . , k,
 = 1, . . . , d , = ιj and H˜ij (μ¯, μ˜, g˜) := H¯ij (β∗, θ, μ¯, μ˜, g˜) = 0, i = 1, . . . , d , j = 1, . . . , k, for
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prove that the matrix
∂(β∗1 , . . . , β∗k )
∂(μι1,1, . . . ,μιk,k)
∣∣∣∣
(μ¯,μ˜,g˜)=(0,0,0)
is nonsingular because
∂(H¯ι11, . . . , H¯ιkk)
∂(β∗1 , . . . , β∗k )
∣∣∣∣
(μ¯,μ˜,g˜)=(0,0,0)
=
⎡
⎢⎢⎢⎢⎣
Δι11 + o(1) 0 · · · 0
0 Δι22 + o(1) · · · 0
...
...
. . .
...
0 0 · · · Διkk + o(1)
⎤
⎥⎥⎥⎥⎦ ,
and
∂(H¯ι11, . . . , H¯ιkk)
∂(μι1,1, . . . ,μιk,k)
∣∣∣∣
(μ¯,μ˜,g˜)=(0,0,0)
=
⎡
⎢⎢⎢⎢⎣
1 + o(1) o(1) · · · o(1)
o(1) 1 + o(1) · · · o(1)
...
...
. . .
...
o(1) o(1) · · · 1 + o(1)
⎤
⎥⎥⎥⎥⎦ .
Thus we get the same result as in (3.30).
As in [6,7], consider the system
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
x˙1 = x2,
x˙2 = x1 − 2x1x25 + x22 ,
x˙3 = x4,
x˙4 = x3 − 2x3x25 + x2x4,
x˙5 = x6,
x˙6 = x5 − 2x35 + x3x4
(4.3)
in R6. Let r(t) := sech(t). One can check that γ := {(0,0,0,0, r(t), r˙(t)): t ∈ (−∞,+∞)} is a
homoclinic orbit of Eq. (4.3). The linear variational equation of (4.3) along γ is
u˙(t) = A(t)u(t), (4.4)
where
A(t) :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0
1 − 2r2(t) 0 0 0 0 0
0 0 0 1 0 0
0 0 1 − 2r2(t) 0 0 0
0 0 0 0 0 1
2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.0 0 0 0 1 − 6r (t) 0
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u1 =
(
Φr, (Φr)·,0,0,0,0
)
, u2 =
(
0,0,Φr, (Φr)·,0,0
)
, u3 =
(
0,0,0,0,Ψ r˙, (Ψ r˙)·
)
,
u4 = (r, r˙,0,0,0,0), u5 = (0,0, r, r˙,0,0), u6 = (0,0,0,0, r˙, r¨),
where Φ(t) and Ψ (t) are defined to be the solutions of the equations Φ˙r2 = 1, Ψ˙ r˙2 = 1, re-
spectively, as in [6, pp. 715–716]. Clearly, u1, u2, u3 are unbounded solutions but u4, u5, u6 are
bounded ones. Correspondingly, the vectors
u⊥1 = (−r˙ , r,0,0,0,0), u⊥2 = (0,0,−r˙ , r,0,0), u⊥3 = (0,0,0,0,−r¨ , r˙),
which are orthogonal to u1, u2, u3, respectively, i.e., (u⊥i , uj ) = 1 as i = j or 0 as i = j by the
definitions of Φ and Ψ , are bounded solutions of the adjoint equation of (4.4). Furthermore,
from (2.2) we calculate that
Δ11 =
+∞∫
−∞
u⊥1 (s)uT4 (s)D2f0
(
γ (s)
)
u4(s) ds
=
+∞∫
−∞
u⊥1 (s) col
(
0,2r˙2,0,0,0,0
)
ds
= 2
+∞∫
−∞
r˙2r ds = π
4
.
Similarly, we calculate that Δ32 = π4 and Δ33 = − 3π2 , implying that the hypothesis (H4′) in our
Theorem 1, as well as (H1)–(H3), is verified. Thus, as remarked above in this section, the results
in Theorem 1 are applicable to Eq. (4.3), i.e., there exist 3 manifolds Γk ⊂A of codimension 3k,
k = 1,2,3, which are defined as in (3.31), such that for every small g ∈ Γ1\(Γ2 ∪ Γ3) (respec-
tively g ∈ Γ2\Γ3, and respectively g ∈ Γ3) Eq. (4.3) has one (respectively 2 and respectively 3)
linearly independent homoclinic solutions. Although Γk can be computed in a routine of solving
the unique implicit function θ as in (3.24) and the expression of Eq. (4.3) is not very compli-
cated, the computation even for an approximate Γk is not an easy work to complete because
of the combined use of Banach’s Fixed Point Theorem for ξ∗j (in Lemma 3) with the Implicit
Function Theorem for θ (in (3.24)).
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