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We generalize Kirchhoff’s point vortex model of two-dimensional fluid motion to a rotor model
which exhibits an inverse cascade by the formation of rotor clusters. A rotor is composed of two vor-
tices with like-signed circulations glued together by an overdamped spring. The model is motivated
by a treatment of the vorticity equation representing the vorticity field as a superposition of vortices
with elliptic Gaussian shapes of variable widths, augmented by a suitable forcing mechanism. The
rotor model opens up the way to discuss the energy transport in the inverse cascade on the basis of
dynamical systems theory.
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I. INTRODUCTION
The theoretical treatment of the longstanding problem
of turbulent flows [1–4] has to relate dynamical systems
theory with non-equilibrium statistical physics [5]. The
central notion of physical turbulence theory is the con-
cept of the energy cascade, highlighting the fact that tur-
bulent flows are essentially transport processes of quan-
tities like energy or enstrophy in scale. Although well-
established theories due to Richardson, Kolmogorov, On-
sager, Heisenberg and others (for reviews we refer the
reader to [1–3]) can capture gross features of the cas-
cade process in a phenomenological way, the dynamical
aspects are by far less understood, and usually are in-
vestigated by direct numerical simulations of the Navier-
Stokes equations.
An exception, in some sense, are inviscid fluid flows in
two dimensions. Based on the work of Helmholtz [6], it
was Kirchhoff [7] who pointed out that the partial differ-
ential equation can be reduced to a Hamiltonian system
for the locations of point vortices, provided one considers
initial conditions where the vorticity is a superposition
of delta-distributions (we refer the reader to the works
of Aref [8–10] as well as the monographs [11, 12]). Due
to Onsager [13] (for a discussion we refer the reader to
[14]) a statistical treatment of point vortex dynamics is
possible for equilibrium situations because of the Hamil-
tonian character of the dynamics, provided the ergodic
hypothesis holds. Extensions to non-equilibrium situa-
tions based on kinetic equations have been pursued, e.g.,
by Joyce and Montgomery [15], Lundgren and Pointin
[16], as well as more recently by Chavanis [17].
The purpose of the present article is to generalize
Kirchhoff’s point vortex model to a rotor model that
exhibits the formation of large-scale vortical structures
due to the formation of rotor clusters. The existence of
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such a process in two-dimensional flows where a large-
scale vorticity field spontaneously emerges from an ini-
tially random distribution of vortices was first predicted
by Kraichnan [18] and is termed an inverse cascade.
Thereby, the energy that is injected into the small scales
is transfered to larger scales, whereas the enstrophy fol-
lows a direct cascade from large to small scales. It was
also Kraichnan [19], who gave an intuitive explanation
of the possible mechanism of the cascade: He considered
a small-scale axisymmetric vortical structure that is ex-
posed to a large-scale strain field. Eventually, the vortex
is elongated along the stretching direction of the strain,
i.e. to a first approximation drawn out into an ellipti-
cal structure. This thinning mechanism induces relative
motions between vortices that have been deformed under
their mutual strain, which leads to a decrease of the ki-
netic energy of the small-scale motion and consequently
to an energy transfer upscale. More recently, it has been
pointed out numerically and experimentally by Chen et
al. [20] that the effect of vortex thinning is indeed an
important feature of the inverse cascade. An appropri-
ate vortex model for the inverse cascade therefore has to
provide a mechanism similar to that identified in [20].
Although, several point vortex models have been
known for a long time to form large-scale vortical struc-
tures from an initially random distribution of point vor-
tices due to the events of vortex merging [21, 22] or spe-
cial forcing mechanisms [23], an explicit inclusion of the
concept of vortex thinning never has been taken into ac-
count.
In our vortex model, the small-scale vortical structure
is represented by a rotor consisting of two point vor-
tices with equal circulation that are glued together by
a nonelastic bond. The main observation now is that
the two co-rotating point vortices mimic a far-field that
is similar to an elliptical vortex, which makes the rotor
sensitive to a large-scale strain. The model is motivated
by a representation of the vorticity field as a superpo-
sition of vortices with elliptical Gaussian shapes along
the lines of Melander, Styczek and Zabusky [25]. The
2nonelastic bond in a rotor can be considered as an over-
damped spring which models the influence of forcing and
viscous damping.
However, the main renewal in this model is not the
mechanism of how the energy is injected into the sys-
tem, but how the energy is transfered upscale due to the
strain-induced relative motions between the rotors in the
sense of vortex thinning. The efficiency of the cascade in
the rotor model is supported by the relatively fast demix-
ing of the system as well as a Kolmogorov constant of
CK = 5.89 ± 0.74 that is within the range of accepted
values [29–33].
This paper is organized as follows: First of all, we
consider a decomposition of the vorticity field into local-
ized vortices with different shapes in section II. In section
III, we make an ansatz for the shapes which corresponds
to an elliptical distribution of the vorticity and discuss
the interaction of two vortices with like-signed circula-
tion within the point vortex model, the Gaussian vor-
tex model and the elliptical model. It will explicitly be
shown that the former two models do not lead to a rela-
tive motion between the vortices, and that the thinning
mechanism is only taken into account by the elliptical
model. A suitable forcing mechanism for the vorticity
equation is introduced in section V and then used within
our generalized vortex model, presented in section VI.
II. DECOMPOSITION OF THE VORTICITY
FIELD INTO VORTICES WITH ARBITRARY
SHAPES
As it is known from basic fluid dynamics, the vorticity
ω(x, t) = ∇× u(x, t) (1)
only possesses one component in two-dimensional flows
and obeys the evolution equation
ω˙(x, t) + u(x, t) · ∇ω(x, t) = ν∇2ω(x, t) (2)
Here, the advecting velocity field is determined by Biot-
Savart’s law according to
u(x, t) =
∫
dx′ω(x′, t)ez ×
x− x′
2π|x− x′|2
(3)
We consider the two-dimensional vorticity equation in
Fourier space
ω˙(k, t)− ik ·
∫
dk′u(k′)ω(k−k′, t)ω(k′, t) = −νk2ω(k, t)
(4)
with u(k) = i4pi2 [ez ×
k′
k′2 ].
In the following the vorticity is decomposed into vortices
ωj(k, t) with the circulation Γj that are centered at xj(t)
and that possess the shapes Wj(k, t), namely
ωj(k, t) = Γje
ik·xj(t)+Wj(k,t) (5)
Our ansatz thus reads
ω(k, t) =
∑
j
ωj(k, t) =
∑
j
Γje
ik·xj(t)+Wj(k,t) (6)
For Wj(k, t) = 0, we recover the vorticity field ω(x, t) of
point vortices
ω(x, t) =
∑
j
Γjδ(x− xj(t)) (7)
that are located at the positions xj(t) and that are a so-
lution of the ideal vorticity equation (ν = 0), which con-
serves the vorticity along a Lagrangian trajectory. Insert-
ing the vorticity field from (7) into Biot-Savart’s law (3)
immediately yields the evolution equation for the point
vortices
x˙j(t) =
∑
l
Γl
2π
ez ×
xj(t)− xl(t)
|xj(t)− xl(t)|2
(8)
We now insert our ansatz (6) into the vorticity equation
and obtain∑
j
Γje
ik·xj+Wj(k,t)
[
ik · x˙j(t) + W˙j(k, t) + νk
2
]
= ik ·
∑
j,l
ΓjΓl
∫
dk′u(k′)ei(k−k
′)·xj+ik
′·xl
×eWj(k−k
′,t)+Wl(k
′,t) (9)
The left-hand side of this equation contains the sweeping
dynamic of the vortices encoded in the temporal change
of xj(t) as well as the temporal change of the shapes
Wj(k, t) due to shearing and vorticity. In the inviscid
case, the entire dynamic of the j-th vortex is determined
by the nonlinearity on the right hand side of equation (9)
which couples the different Fourier modes of the vortices
l as well as the self-interaction term from j = l in a rather
complicated manner.
Nevertheless, a separation of the effects becomes possi-
ble under the assumption that the overlap of the different
vortex structures is negligible, which is valid for widely
separated vortices. To this end, we single out the terms
in the summations over j and get
ik · x˙j(t) + W˙j(k, t) + νk
2
= ik ·
∑
l
Γl
∫
dk′u(k′)e−ik
′·(xj−xl)
×eWj(k−k
′,t)−Wj(k,t)+Wl(k
′,t) (10)
The sweeping dynamic can now be defined via the terms
in the evolution equation (10) which are proportional to
k. This immediately yields the evolution equations for
the center of the vortices
x˙j(t) =
∑
l
ΓlUjl(xj − xl) (11)
3where we have defined the velocity kernels
Ujl(r) =
∫
dk′u(k′)e−ik
′·reWj(−k
′,t)+Wl(k
′,t) (12)
Inserting the evolution equation of the vortex centers
back into (9) yields the evolution equations for the shapes
W˙i(k, t) = −νk
2
+ik ·
∑
l
Γl
∫
dk′u(k′)e−ik
′·[xi−xl]eWi(−k
′,t)+Wl(k
′,t)
×
[
eWi(k−k
′,t)−Wi(−k
′,t)−Wi(k,t) − 1
]
(13)
Here the sum includes also the self-interaction term with
j = l. The system of equations (11) and (13) is the
extension of the set of evolution equations for the δ-point
vortices (7) and takes into account possible changes of the
shapes Wj(k, t) of each vortex. It is important to stress
that up to now we did not impose any restrictions on the
shapes Wj(k, t).
III. APPROXIMATION VIA VORTICES WITH
ELLIPTICAL SHAPES
The vorticity of an elliptical vortex with major and
minor semi-axes a and b can be written according to
ω(x, t) =
Γ
π
e−xCx (14)
where C = aa+bb is the symmetric matrix of the dyadic
products of the semi axes. A rotation of the coordinate
system then turns (14) into
ω(x, t) =
Γ
π
e−(q
−2x2+q2y2) (15)
where q is the is the ratio of the major to the minor semi
axes. The vorticity in Fourier space thus reads
ω(k, t) = Γe−(q
2k2x+q
−2k2y) (16)
which again corresponds to an elliptical distribution of
the vorticity. An elliptical representation of the shapes
can thus be obtained via the approximation
Wj(k, t) ≈ −
1
2
kCj(t)k (17)
with the symmetric matrix Cj(t). In approximating the
last term on the right-hand side of equation (13) by
eWj(k−k
′,t)−Wj(−k
′,t)−Wj(k,t) − 1
≈ −
1
2
[kCj(t)k
′ + k′Cj(t)k] (18)
we are able to derive an evolution equation for the matrix
Cj(t), namely
C˙j = 2νE + Γj [SjjCj + CjS
T
jj ] (19)
+
∑
l 6=j
Γl[Sjl(xj − xl)Cj + CjSjl(xj − xl)
T ]
Here, we explicitly have introduced the matrix Sjl =
[∇Ujl(xj−xl)] and have singled out the term with j = l.
The velocity field is now determined from Eq. (12) up
to the first order in Cj + Cl valid for widely separated
vortices
Ujl(r) =
∫
dk′ · u(k′)e−ik
′·re−
1
2
k′(Cj+Cl)k
′
≈ ez ×
[
1 +
1
2
∇r(Cj + Cl)∇r
]
r
2π|r|2
(20)
The evolution equation for the vortex centers then reads
x˙j =
∑
l
Γlez ×
xj − xl
2π|xj − xl|2
(21)
+
∑
l
Γl∇xj [Cj + Cl]∇xjez ×
xj − xl
4π|xj − xl|2
A similar system of equations (19) and (21) has been
obtained by Melander et al. [25] by means of a truncation
of the stream function within their second-order moment
model for the Euler equations.
IV. MOTION OF VORTICES WITH EQUAL
CIRCULATION WITHIN THE DIFFERENT
MODELS
It is illustrative to consider the interaction of two
vortices 1 and 2 at the positions x1 and x2 that possess
equal circulation Γ1 = Γ2 = Γ in the realm of the
different vortex models considered above, namely the
point vortex model, the Gaussian shape model, and the
elliptical Gaussian shape model.
i.) Gaussian shapes:
Let us consider the case of Gaussian shapes C1 = c1E
and C2 = c2E. The symmetry of the problem imposes
that c1 = c2 = c, and we arrive at the following evolution
equations for the centers
x˙1 = Γ
∫
dk′u(k′)e−ik
′·(x1−x2)e−
1
2
ck′2
x˙2 = Γ
∫
dk′u(k′)e−ik
′·(x2−x1)e−
1
2
ck′2 (22)
In making use of
i
4π2
ez ×
∫
dk′
k′
k′2
e−ik
′·re−
1
2
ck′2
= −
1
4π2
ez ×∇r(∇
2
r)
−1
∫
dk′e−ik
′·re−
1
2
ck′2
= −
1
2π
ez ×∇r(∇
2
r)
−1 Γ
2πc
e−
r2
2c
=
Γ
2π
(
1− e−
r2
2c
)
ez ×
r
r2
(23)
4which is the velocity profile of a Lamb-Oseen vortex, the
evolution equation for the relative coordinate reads
r˙ =
Γ
π
(
1− e−
r2
2c
)
ez ×
r
r2
(24)
The evolution equation for the shapes c has to be evalu-
ated in a similar fashion from Eq. (19), but for now we
invoke the approximation
c˙ = 2ν (25)
where we have neglected the interaction-terms in (19.
This yields the evolution equations for two Lamb-Oseen
vortices
r˙ = 0 (26)
ϕ˙ =
Γ
πr2
(
1− e−
r2
4νt
)
(27)
In the case of vanishing viscosity, we recover the evolu-
tion equations of a point vortex pair which undergoes a
circular motion around the center R = x1+x22 with the
angular velocity Γpir2 . Compared to that case, the angular
velocity of the Gaussian vortex patches described by Eq.
(27) is thus slowed down by viscosity.
However, if we observe such two vortices in real
flows, we would see a deformation of the two vortices
due to their mutual strain. This deformation in turn,
leads to an attractive motion of the vortex centers and
ultimately to a merging process of the two vortices.
At this point, it is important to notice that a direct
consequence of an axisymmetric vorticity profile is that
r˙ = 0, which means that no relative motion is induced.
Furthermore, in this context we want to mention that
a recent investigation of the two-point vorticity statis-
tic in two-dimensional turbulence within a Gaussian
approximation revealed the absence of an energy flux
from smaller scales to larger scales [24]. The emergence
of deformable structures that induce such relative
motions in the context of vortex thinning can thus be
considered as an important feature of the inverse cascade.
ii.) Elliptical shapes:
As we have discussed in i.), the mutual interaction
of Gaussian vortices in real flows leads to deformations
and subsequently attractive motions of the vortex cen-
ters. Such deformations can be considered in a first ap-
proximation as elliptical deformations.
Therefore, the interaction of two elliptical vortices should
for the first time lead to non-vanishing relative motions.
The evolution equation for two elliptically shaped vor-
tices read
x˙1 = Γ
∫
dk′u(k′)e−ik
′·(x1−x2)e−
1
2
k′[C1+C2]k
′
x˙2 = Γ
∫
dk′u(k′)e−ik
′·(x2−x1)e−
1
2
k′[C1+C2]k
′
(28)
For widely separated vortices the evolution equation for
the relative coordinate thus reads
r˙ =
Γ
π
(
1 +
1
2
∇r[C1 + C2]∇r
)
ez ×
r
r2
(29)
which can lead to contributions to the relative motion
r˙ 6= 0, provided that the matrices C1 and C2 do not
reduce to diagonal matrices as in the case of Gaussian
shapes. Whether the motion is attractive or repulsive, is
to a far extend determined by the alignment angle ϕa−ϕr
between r and the major semi axis a of the vortices,
which is explicitly derived for the interaction of two rotors
in section VIII, for instance in Eq. (45).
V. THE FORCING MECHANISM
As it can be seen from Eq. (13), the viscous contri-
butions causes the broadening of the shape of a vortex.
Since this effect is more pronounced for smaller vortex
structures, thus larger values of k2 in (19), an appro-
priate forcing mechanism has to counteract this effect
and provide an energy input at small scales. The forc-
ing mechanism we want to introduce, consists in forcing
the semi axes of each elliptical vortex and thus the whole
shape of this vortex back to a fixed shape C0. It will
be seen in section VI that the influence of this kind of
forcing makes the two like-signed point vortices of our
rotor model to behave as if they were connected by an
over-damped spring.
The described forcing mechanism can now be intro-
duced in the following way:
Γ˙i = −aΓi + fi (30)
x˙i =
∑
l
ΓlUil(xi − xl) +Ui(t) (31)
C˙i = 2νE + γ(C0 − Ci) + Γi[SiiCi + CiS
T
ii ]
+
∑
l
Γl[Sil(xi − xl)Ci + CiSil(xi − xl)
T ] (32)
Such type of forcing may be obtained from the vortic-
ity equation (4) by just adding a linear damping term,
−aω(k, t) as well as the forcing term F (k, t),
F (k, t) =
∑
j
fje
ik·x˜j(t)+W˜j ≈
∑
j
eik·xj(t)+Wj (33)
× [fj + iΓjk ·Uj(t)−
1
2
Γjkγ (C0(t)− Cj(t))k]
where the centers x˜j = xj(t) +
Γj
fj
Uj(t) as well as the
shapes W˜j = Wj −
γ
2
Γj
fj
k (C0(t)− Cj(t))k are close to
the centers and the shapes of the elliptical vortices.
The first contribution in Eq. (33) leads to a modula-
tion of the circulation, the second term describes a shift
of the rotor center and the third one corresponds to a
modification of the width of the Gaussian vortex shape
that forces the elliptical vortex back to a certain shape
5C0. The stretching of the semi axes of the elliptical vor-
tex due to viscous broadening represented by the first
term on the right-hand side in Eq. 32 is thus counter-
acted by the second term trying to contract the shape of
the vortex back to C0.
A striking analogy to this forcing mechanism can be
found in the explanation of the magneto-rotational in-
stability [26]. Thereby, two elements of an electrically
conduct- ing fluid that undergo a rotation around a fixed
center are supposed to be connected by an elastic spring
repre- senting the magnetic field. As a consequence the
angular momentum of the system is not a conserved
quantity anymore and the fluid motion becomes unstable.
Although, the introduced forcing mechanism is an ad-
hoc forcing, it emerges in a physically plausible way from
the basic equations of the elliptical model 19 and 21.
Furthermore, it should be mentioned that the system of
equations (30) can be obtained from the Instanton equa-
tions of two-dimensional turbulence by means of a vari-
ational ansatz with Gaussian elliptical vortices [27].
VI. FORMULATION OF THE ROTOR MODEL
As we have seen in section IV about the interaction
between two point vortices with equal circulation com-
pared to the interaction between two elliptical vortices
with equal circulation, the former model fails to describe
a relative motion r˙ in the direction of r. The thinning
mechanism mentioned in [20] is thus clearly neither cap-
tured by Onsager’s point vortex model nor by a Gaussian
distribution of the vorticity, in analogy to [24].
Our vortex model is based on the observation that the
point vortex couple considered in section IV under i.)
generates a far field that is similar to that of one elliptical
vortex with circulation Γ. We therefore consider point
vortex couples with equal circulation Γi at the positions
xi and yi as indicated in Fig. 1. The center of this
object that we want to term a rotor is then given by
Ri =
xi+yi
2 . In order to model a forcing and viscous
damping mechanism similar to that mentioned in section
V, the two point vortices in a rotor are supposed to be
glued together by an inelastic spring, such that each rotor
possesses an additional degree of freedom and that the
size of a single rotor relaxes with relaxation time 1/γ to
D0. Our model then reads
x˙i =
γ
2
(D0 − |xi − yi|)ei + Γiu(xi − yi)
+
∑
j
Γj [u(xi − xj) + u(xi − yj)]
y˙i = −
γ
2
(D0 − |yi − xi|)ei + Γiu(yi − xi)
+
∑
j
Γj [u(yi − yj) + u(yi − xj)] (34)
where we have defined the unit vector ei =
xi−yi
|xi−yi|
and
the velocity field u(r) is the velocity field of a point vortex
Figure 1. (Color online) left: Interaction of two rotors Ri
and Rj with circulation Γi and Γj . A rotor is composed of
two vortices xi and yi with equal circulation Γi. For the
rotor centered at Rj , the circular motion of xi and yi around
their center coordinate Ri mimics an infitely-thin elliptical
vortex with semi axes ri = xi − yi, which can be seen from
the similarity between the multipole expansion (36) and Eq.
(21). This leads to a relative motion between the two rotors
R˙ij =
d
dt
|Ri −Rj |, which is not present in the point vortex
model and thus can be considered as an important fingerprint
of the inverse cascade of two-dimensional turbulence.
right: a) The thinning mechanism of a circular vortex with
circulation Γi in a shear velocity field. The rotor in b) is
sensitive to such kind of shearing due to his special elliptical
shape. It is sheared in the direction of the semi axes ri and
since the elongated structure is exposed to dissipation the
vortex tends to broaden away. The forcing mechanism now
forces the vortex back to a certain structure, acting as an
overdamped spring between the two like-signed vortices of
one rotor.
centered at the origin, u(r) = ez ×
r
2pir2 . The first two
terms on the right-hand side of equation (34) describe
the interaction within one rotor, whereas the last two
terms describe the interaction with the other rotors. For
vortices moving inside a closed regime, the velocity field
has to be changed based on the introduction of mirror
vortices [11, 12].
It is important to stress that the above system is not
a Hamiltonian system anymore due to the inelastic cou-
pling which mimics an energy input to the system on a
scale D0. Furthermore, by the additional degree of free-
dom the rotor is sensitive with respect to a shear velocity
field which can be seen from the multipole expansion of
the relative coordinate ri = xi − yi with respect to the
leading terms in |r|/|R|, derived in the appendix A
r˙i = γ(D0 − ri)
ri
ri
+ 2Γiu(ri) +
∑
j
Γjri · ∇u(Rij)
(35)
The influence of the forcing can be seen from the first
term: If a rotor is subjected to shear, the spring between
6t = 0 t = 78.54TR t = 157.08TR
t = 314.17TR t = 785.42TR t = 1233.11TR
Figure 2. Inverse cascade within the rotor model. Starting from 200 randomly distributed rotors with circulations Γ = ±2π,
rotor clusters of like-signed circulation begin to form. Eventually, a dipole-cluster is formed that moves through the box
attracting the remaining vortices.
the point vortices in a rotor pulls back and the rotor re-
laxes to the size D0. The shear velocity in the last term
is thereby generated by the other rotors.
In a similar way, the multipole expansion of the center
coordinate of the rotor in appendix A leads to the evolu-
tion equation
R˙i = 2
∑
j
Γju(Rij)+
1
4
∑
j
Γj [(ri ·∇)
2+(rj ·∇)
2]u(Rij)
(36)
The evolution equation is identical to equation (21),
provided that the matrix Ci can be written as Ci(t) =
riri, which corresponds to an infinitely thin elliptical vor-
tex oriented in ri-direction. The relative distance ri can
thus be considered as an elliptical deformation of the ve-
locity field that depends on the shear velocity field in-
duced by the remaining vortices and the effect of the
overdamped spring. Furthermore, we again want to em-
phasize that the last term in Eq. (36) induces relative
motions between the rotors as we have seen in section
IV. The usual point vortex dynamics solely represented
by the first term on the right hand side of equation (36)
is thus extended to a dynamical system that is sensitive
to the effect of vortex thinning.
VII. NUMERICAL RESULTS
We have numerically solved the dynamical system (34)
in a square periodic domain L = 40. As a consequence
of the periodic setting, the velocity kernels in (34) have
to be modified according to
u(xi − xj) = ez ×
N∑
m,n=−N
xi − xj −mLex − nLey
2π|xi − xj −mLex − nLey|2
(37)
where the boxes have been continued periodically, with
up to N = 5 layers of neighboring boxes, which guar-
antees a sufficient degree of homogeneity. The temporal
evolution of 200 rotors with an equal number of positive
and negative circulations starting from a random initial
condition exhibits the formation of a large scale vortical
structure via the formation of rotor-clusters.
7t = 0 t = 78.54TR t = 157.08TR
t = 314.17TR t = 785.42TR t = 1570.85TR
Figure 3. Formation of rotor clusters from 200 randomly distributed vortices with circulation Γ = 2π in a periodic box L = 40.
The fluctuations of the lattice of rotor clusters ends in a big monopole. The time scale is given in the characteristic rotor
turnover time TR of the system.
A typical time series is exhibited in Fig. 2, for the
parameter values (N = 200, Γ = ±2π, γ = 5., D0 = .5,
L = 40). The temporal evolution of the system can be
quantified by the introduction of a characteristic time
scale of the system which is given as the period that
a rotor possesses at a fixed distance D0 and is in the
following termed as one rotor turnover time TR =
Γ
2pi2D2
0
,
which follows from equation (27) for the case of vanishing
viscosity.
As it can be seen from Fig. 2, the clustering of like-
signed rotors already occurs within the first 100 rotor
turnover times, which means that the separation of the
rotors takes place on a relatively short time-scale. The
temporal evolution of 200 rotors with identical circula-
tions starting from random initial positions of the rotors,
is exhibited in Fig. 3. A fluctuating lattice of rotor clus-
ters appears and after approximately 1500 rotor turnover
times, the system forms a monopole which attracts the
remaining rotors.
We have calculated the kinetic energy spectra of the
rotor system with Γ = ±2π at different times in Fig. 4.
Starting from 20 different initial configurations of the ro-
tors, we let the systems evolve in time and performed the
ensemble average at a specific time t. Thereby, the spec-
trum is calculated from the velocity field in Eq. (3) that
has been interpolated on a grid and then transformed
into Fourier space.
Initially, the rotors possess a clear point vortex spec-
trum following a power law E(k, t = 0) ∼ k−1. Only at
high values of k deviations due to the singular structure of
the vorticity and corresponding discontinuities in the ve-
locity field manifest themselves in an increase of E(k, t).
This effect can be observed in the following spectra, too.
However, after a few (≈ 100) rotor turnover times, as the
rotor clustering sets in, a more universal energy spectrum
can be observed. Due to an energy flux from smaller to
larger scales, the spectra begin to steepen for smaller k-
values, revealing a spectrum that is close to the predicted
E(k, t) ∼ k−5/3. As it can be seen from the compensated
spectra in Fig. 4, this slope remains constant for nearly
500TR and an energy flux into the large scales takes place.
This is also in agreement with the time-averaged spectral
energy flux Π(k, t), depicted in Fig. 5. The inlet plot in
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Figure 4. (Color online) Above: Kinetic energy spectra of an
assembly of rotors with Γ+±2π as in Fig. 2 for different times
t. Initially, the spectrum shows the charasteristic of a point
vortex spectrum. The dotted line corresponds to 0.0005k−1 .
As time evolves, the spectra begin to steepen corresponding
to an energy transfer into larger scales due to the effect of
thinning. The dash-dotted line corresponds to 0.005k−5/3 .
Below: Compensated kinetic energy spectra from above.
Only after t ≈ 100TR, the spectra show the characteristic
5/3-slope, which is in large part maintained over ≈ 300TR.
Fig. 5 corresponds to the kinetic energy transfer rate
T (k, t), which is related to Π(k, t) according to [28]
Π(k, t) =
∫ ∞
k
dk′T (k′, t) (38)
It is obvious that energy accumulates at small k-values.
This is not surprising, since the rotor model only provides
an energy input on small scales and it will be a task
for the future to extend the model in order to achieve a
damping at small values of k and thus to extract energy
at the integral scale.
We now turn to the determination of the Kolmogorov
constant of the energy spectrum from the binary rotor
system (Γ = ±2π). The spectrum as it was predicted by
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Figure 5. (Color online) Time-averaged kinetic energy flux
〈Π(k, t)〉 calculated from the spectra with 5/3-slope in Fig.
4. An energy transfer into the large scales can clearly be
observed. The inlet corresponds to the time-averaged kinetic
energy transfer rate 〈T (k, t)〉.
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Figure 6. (Color online) Temporal evolution of the kinetic
energy of the binary rotor system from Fig. 2. The fitted line
possesses a slope ǫ = (0.908 ± 0.052) · 10−4.
Kraichnan [18] reads
E(k) = CKǫ
2/3k−5/3 (39)
where ǫ is the energy dissipation rate.
In the following, ǫ is determined from the time-
dependence of the total kinetic energy that shows up to
be linear in time within ≈ 5%, proving that the model
is not Hamiltonian anymore due to the inclusion of the
forcing term. The corresponding plot is depicted in Fig.
6.
The slope of the fitted line can thus be interpreted as
the rate of energy input into the system and we obtain a
value of ǫ = (0.908±0.052)·10−4. In order to make an es-
timate for CKǫ
2/3, we take an average of the compensated
9spectra in Fig. 4 of times between 120TR and 620TR
which yields CKǫ
2/3 = 0.0119±0.0015. The Kolmogorov
constant CK of the rotor system for times t between
120TR and 620TR thus lies in the range CK = 5.89±0.74.
The high inaccuracy of our estimate is due to the estima-
tion of CKǫ
2/3. Reported values from direct numerical
simulations [29–31] and experiments [32, 33] lie within
the range from 5.8 to 7.0. The Kolmogorov constant of
the rotor system thus lies on the lower end of that range.
In comparison to the point vortex model of Siggia and
Aref [23], who report a Kolmogorov constant of CK = 14
which is twice the accepted value, the rotor model thus
seems to provide an efficient mechanism for the energy
transfer upscale due to the effect of vortex thinning.
Another important way to determine the distribution
and the occuring structures in the rotor model will be
discussed in the following. In order to quantify the emer-
gence of the rotor clusters in Fig. 2 and 3, we make use
of the radial distribution function g(r) which can be con-
sidered as the probability of finding a like-signed rotor
at a distance r away from a reference-rotor (for further
references see for instance [34]). The radial distribution
function is therefore given as
g(r) =
1
ρ
〈∑′
i,j
δ(xi − xj − r)
〉
(40)
where ρ = L
2
N2 and the prime indicates that summation
over i = j is left out. The averaging is performed in such
a way that the number of like-signed rotors populating a
concentric segment of radius dr at a given radius r is di-
vided by its area. In the following the radial distribution
function is assumed to be isotropic, so that g(r) = g(r).
For a disordered state one expects the radial distribution
function to be equal to 1 for every r. As the formation
of the rotor clusters sets in, one should observe an in-
crease of g(r) for small r, since the probability of finding
a like-signed rotor in the neighborhood of a reference-
rotor increases.
The radial distribution functions for the two time series
are plotted in Fig. 7 and one clearly observes an increase
of g(r) at small r. In order to get smooth curves, g(r) was
calculated in such a way that it shows no discontinuities
for r ≈ 0 due to a minimum distance between neighbor-
ing rotors. The radial distribution function can thus be
used as a qualitative measure for the formation of the
clusters and their typical sizes. Furthermore, the radial
distribution function is related to the structure factor
S(q) = 1 +
1
N
〈∑′
i,j
e−iq·(xi−xj)
〉
(41)
in a way that
S(q) = 1 + ρ
∫
dr(g(r) − 1)e−iq·r
= 1 + 2πρ
∫ ∞
0
dr r(g(r) − 1)J0(qr) (42)
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Figure 7. (Color online) Above: Radial distribution functions
for six different times from the time series of rotors with Γ =
±2π in Fig. 2. An increase of g(r) for small r can be observed
meaning an increased probability of finding a like-signed rotor
in the neighborhood of a reference-rotor.
Below: Radial distribution functions for six different times
from the time series of the rotors with Γ = 2π in Fig. 3.
Again, an increase of g(r) can be observed. The formation of
the final monopole manifests itself in a long-ranging g(r).
where J0(qr) is the Bessel function of order zero. The
structure factor S(q) can thus be calculated via the Han-
kel transform of (g(r) − 1), provided that the radial dis-
tribution function is isotropic. The structure factors for
the two system are plotted in Fig. 8. For the case of the
mixed system of Fig. 2, one observes an increase of S(q)
over time. Whether this increase is governed by a power
law for intermediate q has to be evaluated within further
simulations of the model equations (34). Furthermore,
Eq. (42) is of great importance for the investigation of
the rotor model, since it relates macroscopic quantities
on the left-hand side to microscopic quantites such as
the radial distribution function. It is thus a good start-
ing point for the interpretation of the fluctuations of the
rotor clusters in the realm of phase transitions.
The growth rate of the rotor clusters can be determined
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Figure 8. (Color online) Above: Structure factors S(q) from
the radial distribution function of the time series of rotors
with Γ = ±2π in Fig. 2.
Below: Structure factors S(q) from the radial distribution
function of the time series of rotors with Γ = 2π in Fig. 3.
The flucuations of the rotor lattice is accompagnied by an
increase of the structure factor S(q) over time.
from the time dependence of the structure factor. The
growth of the largest structures of the system is given
by S(q = 0, t). In Fig. 9, the temporal evolution of
S(q = 0, t) is plotted for the two systems. The fluctuat-
ing rotor lattice below exhibits a pronounced growth rate
after t ≈ 600TR, whereas the growth rate of the mixed
system above already increases for t ≈ 150TR. For com-
parison, two power laws t0.2 and t1.3 were plotted in the
figures. The growth rate of our rotor clusters can thus
be considered as relatively strong compared to typical
growth rates from pattern formation, for instance com-
pared to the growth rate of droplets in the Cahn-Hilliard
equation where S(q = 0, t) ∼ t1/3 according to Slyozov-
Lifshitz theory [35].
The fact that the rotor vortex system exhibits a pro-
nounced inverse cascade already for moderate numbers
of rotors (200 rotors have been used for the figures) on a
small time-scale allows us to investigate the inverse cas-
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Figure 9. (Color online) Above: Temporal evolution of S(q =
0, t) of the time series of rotors with Γ = ±2π in Fig. 2. A
power law with t1.3 is plotted for comparison. The strong
growth rate saturates after t ≈ 500TR.
Below: Temporal evolution of S(q = 0, t) of the time series of
rotors with Γ = 2π in Fig. 3. Two power laws t0.2 and t1.3
are plotted for comparison.
cade using methods of nonlinear dynamics. Although,
usual point vortex models such as [23], have been known
for a long time to possess inverse energy cascades the
present model incorporates the aspect of vortex thinning,
due to a possible change of the ellipticity of the rotor in
much the same way as identified in the experiments of
Chen et al [20]. Hence, it is a minimal dynamical model
containing the mechanisms of the inverse cascade. In the
following we shall discuss the origin of the formation of
clusters of rotors with like-signed circulations.
VIII. INTERACTION OF TWO ROTORS
As it has been discussed in section IV, the deformation
of the shapes of the vortices induces relative motion be-
tween their centers. However, the analytical calculation
of these relative velocities directly from the fluid dynami-
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cal equations as it has been performed for instance in [25],
are quite difficult to handle in order to get meaningful
results of the dynamics underlying the inverse cascade.
However, since our model possesses two kinds of dynam-
ics, i.e. a fast dynamic within the rotation of the point
vortex pairs in one rotor and a slower dynamic within the
interaction between the rotors, it is possible to simplify
the corresponding equations within an adiabatic approx-
imation of the fast rotations. The result for the relative
motion between two rotors reveals the importance for the
dynamical aspects of the inverse cascade caused by an at-
tractive motion in between two like-signed vortices and
the symmetry-breaking Γi → −Γi due to the introduc-
tion of the forcing in Eq. (34).
In the following, we consider the configuration of two
rotors with circulations Γi and Γj , depicted in Fig.
1, which can be considered as the interaction of two
infinitely-thin elliptical vortices in the same manner as
ii.) from section IV. It is straightforward to show that
the center of vorticity
(ΓiRi+ΓjRj)
Γi+Γj
is a conserved quan-
tity. The distance vectorRij = R between the two rotors
obeys the evolution equation
R˙ =
(Γi + Γj)
π
ez ×
[
R
|R|2
(43)
+
1
8
[−2
R
|R|4
r2i − 4
ri
|R|4
ri ·R+ 8
R
|R|6
(ri ·R)
2]
+
1
8
[−2
R
|R|4
r2j − 4
rj
|R|4
rj ·R+ 8
R
|R|6
(rj ·R)
2]
]
which follows from equation (36) in calculating the cor-
responding velocity field gradients, described in the ap-
pendix A.
For the following it is convenient to represent the unit
vectors according to ei =
ri
ri
=
(
cosϕi
sinϕi
)
, as well as
eR =
R
R =
(
cosϕR
sinϕR
)
, which yields
eR · [ez × ei](ei · eR) =
1
2
sin(2(ϕi − ϕR)) (44)
We obtain the equation for the relative distance
R˙ = −
(Γi + Γj)
4π
1
R3
[ r2i sin(2(ϕi − ϕR))
+ r2j sin(2(ϕj − ϕR))] (45)
The evolution equation for the relative coordinate of a
rotor reads
r˙i = γ(D0 − ri)
ri
ri
+
Γi
π
ez ×
ri
r2i
+
Γj
2π
ez ×
[
ri
|R|2
− 2
R
|R|4
(ri ·R)
]
(46)
which follows from equation (35) and the calculation of
the velocity field gradients, performed in the appendix
A. We have to determine the quantities r2i , r
2
j , which are
determined by the evolution equations
r˙i = γ(D0 − ri) +
Γj
2π
ri
R2
sin(2(ϕi − ϕR))
r˙j = γ(D0 − rj) +
Γi
2π
rj
R2
sin(2(ϕj − ϕR)) (47)
We can solve iteratively for small deviations of ri from
D0:
ri = D0 +
Γj
2π
D0
R2
∫ t
−∞
dt′e−γ(t−t
′) sin(2(ϕi(t
′)− ϕR(t
′)))
(48)
A similar treatment applies to rj . Splitting the rota-
tion into its fast (∼ e2i(ωi−ωR)t) and slow varying parts
e2i(ϕ˜i(t)−ϕ˜R(t)), i.e.
e2i(ϕi(t)−ϕR(t)) ≈ e2i(ωi−ωR)te2i(ϕ˜i(t)−ϕ˜R(t)) (49)
we obtain after a partial integration∫ t
−∞
dt′e−γ(t−t
′)e2i(ϕ˜i(t
′)−ϕ˜R(t
′))
=
e2i(ωi−ωR)te2i(ϕ˜i(t)−ϕ˜R(t))
2i(ωi − ωR) + γ
−
∫ t
−∞
dt′e−γ(t−t
′)+2i(ωi−ωR)t
′
[
(ωi − ωR) +
γ
2i
]−1
×e2i(ϕ˜i(t
′)−ϕ˜R(t
′))( ˙˜ϕi(t
′)− ˙˜ϕR(t
′))
(50)
In order to proceed with the adiabatic approximation, we
neglect the second term in Eq. (50) since it contains time
derivatives of the slowly varying parts of the rotations.
Assuming that the damping constant γ is large compared
to the rotation frequency of the rotor, we obtain∫ t
−∞
dt′e−γ(t−t
′) sin(2(ϕi(t
′)− ϕR(t
′)))
≈
sin(2(ϕi(t)− ϕR(t)))
γ
(51)
To lowest order in γ−1 we thus obtain
r2i = D
2
0
[
1 +
Γj
πγR2
sin(2(ϕi − ϕR))
]
r2j = D
2
0
[
1 +
Γi
πγR2
sin(2(ϕj − ϕR))
]
(52)
Here, the last terms on the right-hand side arise due to
the change of the size of the rotors, connected with a
change of the far field, induced by the mutually generated
shear. It thus mimics the mechanism of vortex thinning,
identified in [20].
The relative motion of the rotors obeys the evolution
equation
R˙ = −
(Γi + Γj)
4π
D20
R3
[
sin(2(ϕi − ϕR)) + sin(2(ϕj − ϕR))
+
Γj
πγR2
sin2(2(ϕi − ϕR)) +
Γi
πγR2
sin2(2(ϕj − ϕR))
]
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We now average the evolution equation with respect
to the rotations of the vectors ei(t) and ej(t) taking
into account that the averages 〈sin(2(ϕi − ϕR))〉 =
〈sin(2(ϕj − ϕR))〉 = 0 vanish. Furthermore, the aver-
ages 〈sin2(2(ϕi − ϕR))〉 = 〈sin
2(2(ϕj − ϕR))〉 = a are
positive. As a consequence, the relative distance behaves
according to
R˙ = −
(Γi + Γj)
2
(2π)2
D20
γR5
a (53)
Two rotors approach each other, except for Γi = −Γj.
It is important to stress that this attractive relative mo-
tion arises only if we include the irreversible effect of the
strain induced stretching of the rotors. Furthermore, the
symmetry breaking of Γi → −Γi in equation (53) can be
considered as an important feature of the rotor model in
comparison to the point vortex model, which conserves
this symmetry.
IX. CONCLUSIONS
We have presented a generalized point vortex model, a
rotor model, exhibiting an inverse cascade based on clus-
tering of rotors. We have discussed how this rotor model
can be derived from the vorticity equation by an expan-
sion of the vorticity field into a set of elliptical vortices
at locations xi(t) and shapes Ci(t). An important point
has been the inclusion of a forcing term, which prevents
the elliptical far field of the rotors from diffusing away.
The added forcing term breaks the symmetry Γi → −Γi,
t → −t. This symmetry breaking lies at the origin of
cluster formation and the inverse cascade, as can be seen
from the two-rotor interaction inducing in average a rel-
ative motion proportional to
D2
0
γ (Γ1 + Γ2)
2/R5.
The numerical simulations of the model equations (34)
reveal the formation of rotor clusters on a short time
scale. In addition, the calculated energy spectra and en-
ergy fluxes give strong evidence for the important role
of vortex thinning during the cascade process in two-
dimensional turbulence.
The presented rotor model can be investigated by
applying methods from dynamical systems theory like
the evaluation of finite time Ljapunov exponents and
Ljapunov vectors. These and further dynamical aspects
are the basis for future work and will be covered in a fol-
lowing paper. The model system (30) may also be studied
as a stochastic system by considering the velocity Ui(t)
to be a white noise force. The corresponding Fokker-
Planck equation allows one to draw analogies with quan-
tum mechanical many body problems. Furthermore, we
emphasize that a continuum version of the model equa-
tions (30) leads to a subgrid model exhibiting analogies
with the work of Eyink [36].
It will be a task for the future to investigate the clus-
ter formation from a statistical point of view, based on
the formulation of kinetic equations, along the lines as
has been performed for fully developed turbulence [37–
39], and Rayleigh-Be´nard convection [40]. In this respect
we hope to find a relation to the kinetic equation for the
two-point vorticity statistics recently derived on the basis
of the Monin-Lundgren-Novikov hierarchy, taking condi-
tional averages from direct numerical simulations [24].
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Appendix A
In this part we calculate the multipole expansion of a
rotor, defined by xi and yi in Fig. 1. To this end, we
introduce relative and center coordinates, according to
ri = xi − yi and Ri =
xi + yi
2
(A1)
as well as the vector Rij = Ri −Rj.
In using equation (34), we obtain the evolution equation
for the relative coordinate
r˙i = γ(D0 − ri)ei + 2Γiu(ri)
+
∑
j
Γj
{
u
(
Rij +
ri − rj
2
)
+ u
(
Rij +
ri + rj
2
)
−u
(
Rij −
ri + rj
2
)
− u
(
Rij −
ri − rj
2
)}
(A2)
A Taylor expansion of the curled bracket yields
r˙i = γ(D0 − ri)ei + 2Γiu(ri) (A3)
+
∑
j
Γj
{
(ri − rj) · ∇Rij + (ri + rj) · ∇Rij
}
u(Rij)
= γ(D0 − ri)ei + 2Γiu(ri) + 2
∑
j
Γjri · ∇Riju(Rij)
where we have only retained the leading terms in |r|/|R|.
The evolution equation for the center coordinate reads
R˙i =
1
2
∑
j
Γj
{
u
(
Rij +
ri − rj
2
)
+ u
(
Rij +
ri + rj
2
)
+u
(
Rij −
ri + rj
2
)
+ u
(
Rij −
ri − rj
2
)}
(A4)
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Again, a Taylor expansion yields
R˙i= 2
∑
j
Γj
[
u(Rij)
+
1
8
{
[(ri − rj) · ∇Rij ]
2 + [(ri + rj) · ∇Rij ]
2
}
u(Rij)
]
= 2
∑
j
Γju(Rij)
+
1
4
∑
j
Γj [(ri · ∇Rij )
2 + (rj · ∇Rij )
2]u(Rij) (A5)
The gradients of the velocity fields are now calculated
according to
r · ∇R
R
|R|2
=
r
|R|2
− 2
R
|R|4
r ·R (A6)
which is needed in equation (35), and
(r · ∇R)
2 R
|R|2
= −2
R
|R|4
r2 − 4
r
|R|4
r ·R+ 8
R
|R|6
(r ·R)2
(A7)
Now, this is the counterpart of equation (36).
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