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Olfactory Coding: A Plastic Approach to Timing
PrecisionSpike-timing dependent plasticity has been associated with neural
development, learning, and memory. Recently, this mechanism was
found to stabilize spike timing relationships across populations of
neurons in the locust olfactory system.Rebecca L. Vislay-Meltzer
and Mark Stopfer
Nervous systems must remain
flexible so that organisms can
develop properly and interact
successfully with changing
environments. One way to achieve
neural flexibility involves
modulating the contributions of
individual synapses to the firing of
a neuron. Spike-timing dependent
plasticity (STDP), for example,
allows the temporal relationships
of presynaptic and postsynaptic
activity to govern both the direction
and the magnitude of synapse
modification [1,2]: in spike-timing
dependent plasticity, a synapse is
strengthened when presynaptic
activity precedes postsynaptic
activity, and, conversely,
weakened when postsynaptic
activity precedes presynaptic
activity. Plasticity of this sort has
been linked to development of the
visual system in both mammals
and lower vertebrates [3–6], and
has been implicated in learning and
memory formation [7–9]. Recently,
Cassenaer and Laurent [10]
proposed an interesting new role
for spike-timing dependent
plasticity: maintenance of the
spike-timing precision underlying
information processing in the
locust olfactory system.
Olfactory information in the
locust proceeds through several
stages of processing. Odorants are
first detected by olfactory receptor
neurons arrayed on the antennae.
These receptors synapse directly
onto excitatory projection neurons
and inhibitory local neurons within
the antennal lobe. Together, these
neurons form a feedback circuit
which, when driven by odorant,
decorrelates olfactory information[11] and generatesw20 Hz
oscillations that reflect the odor-
specific transient synchronization
of groups of neurons (Figure 1A).
The resulting representation of the
odor is distributed across the
population of projection neurons
and is updated with each
oscillatory cycle.
Projection neurons send their
output to two brain structures, the
mushroom body and the lateral
horn. GABAergic interneurons in
the lateral horn send feed-forward
inhibition to the mushroom body.
There, the Kenyon cells receive
a balanced measure of direct
excitatory input from the projection
neurons as well as indirect (and
thus slightly delayed) inhibitory
input from the lateral horn. This
circuitry, in conjunction with
intrinsic properties of the Kenyon
cells, results in a precisely timed
and very sparse representation of
the odor stimulus, such that
Kenyon cells fire action potentials
very rarely and with great
specificity (Figure 1B) [12]. Kenyon
cells, in turn, project to various
brain regions, including the a- and
b-lobes. Extending the analysis
of olfactory coding in insects
forward by an additional layer
of neurons, Cassenaer and
Laurent [10] investigated the
Kenyon cell-to-b-lobe neuron
synapse.
Using intracellular electrodes,
Cassenaer and Laurent [10] made
heroic simultaneous recordings
from Kenyon cell somata and
b-lobe neuron dendrites. They
found that the monosynaptic
connections between Kenyon
cells and b-lobe neurons are
particularly strong, producing
excitatory postsynaptic potentials
(EPSPs) in the millivolt range(much larger than the inputs from
projection neurons to Kenyon cells,
which produce EPSPs of only
a few microvolts [13]). Like other
neurons in the olfactory pathway,
b-lobe neurons show different
patterns of activity in response
to different odors.
The oscillations generated by the
antenna lobe circuit can be
detected in the mushroom body by
extracellular, local field potential
(LFP) electrodes. Spikes in
projection neurons and local
neurons as well as in lateral
horn interneurons are all tightly
phase-locked to this oscillatory
drive [12]. Cassenaer and Laurent
[10] found that b-lobe neurons
were also locked to these
oscillations, and that odor-evoked
action potentials in
simultaneously recorded b-lobe
neurons co-occurred with great
precision.
While stimulating a Kenyon cell
with an intracellular electrode and
recording the resulting EPSP in
a downstream b-lobe neuron,
Cassenaer and Laurent [10]
noticed that a chance pairing of
a spike in the presynaptic Kenyon
cell with one in the b-lobe neuron
led to an immediate increase in the
size of the evoked EPSP in the next
trial. Building on this observation,
they embarked on an elegant and
very difficult series of experiments
to determine whether and why
plasticity occurs at the Kenyon cell
to b-lobe neuron synapse. They
recorded simultaneously with
intracellular electrodes from two
Kenyon cells that were
monosynaptically connected to the
same downstream b-lobe neuron.
Then, they ‘trained’ one of the
Kenyon cells with a current
injection to produce a spike while
similarly causing the b-lobe neuron
to produce a spike.
By varying the timing between
the presynaptic and postsynaptic
spikes from 260 to +50
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Figure 1. Maintaining spike time precision through three layers of neurons in the locust olfactory system.
Odor stimuli presented to the antennae are transduced by olfactory receptor neurons (ORNs), which send excitatory inputs to
projection neurons (PNs) and inhibitory local neurons (LNs) in the antennal lobe (AL). There, interactions among olfactory receptor
neurons, projection neurons and local neurons decorrelate olfactory information, transiently synchronizing evolving subsets of
projection neurons into a w20 Hz oscillatory rhythm (A, green boxes). Timing relationships established in the antennal lobe are
transmitted faithfully to other brain structures. Projection neurons synapse directly onto Kenyon cells (KCs) in the mushroom
body, and also onto inhibitory neurons (LHIs) in the lateral horn (LH). These LHIs, in turn, provide feed-forward inhibition to Kenyon
cells. Kenyon cells thus receive alternating bursts of excitation and inhibition with each oscillatory cycle that together define precise,
narrow windows of time during which Kenyon cells may spike (B, brown boxes). Kenyon cells synapse onto multiple targets, includ-
ing dendrites of neurons in the b-lobe (b-LNs). Cassenaer and Laurent [10] showed that the temporal precision of spiking in b-lobe
neurons is maintained by spike-timing dependent plasticity (STDP). Potentiation of this synapse causes a compensatory phase-
advance in the firing of the b-lobe neuron while depression causes a delay (C, purple boxes), ensuring that the timing of the neural
code for the odor stimuli — generated by the antennal lobe circuit — remains true.milliseconds — where negative
time intervals indicate post-before-
pre spiking — Cassenaer and
Laurent [10] tested the significance
of the timing relationship. After
training, they drove the trained
Kenyon cell to spike, andmeasured
the resulting EPSP in the b-lobe
neuron. The results clearly showed
that positive, pre-before-post
pairing intervals induced an
increase in the size and slope of
the EPSP; conversely, negative,
post-before-pre pairing intervals
induced a decrease. As a control
test, they trained the second
Kenyon cell synapsing upon the
same b-lobe neuron, eliciting
a spike in the Kenyon cell5 seconds after the postsynaptic
depolarization. Consistent with
spike-timing rules, this lengthy
interval between pre and post
activations did not induce
changes in synaptic strength.
Thus, modifications of the
EPSP were synapse-specific and
were determined by the
temporal relationship between
pre- and postsynaptic
activations — defining
characteristics of spike-timing
dependent plasticity. Modulation
effects were confined to
a narrow time window
ofw 640 milliseconds.
What role might these
modulations play in processingolfactory information? Because the
firing of b-lobe neurons was tightly
locked to the LFP, and the firings of
b-lobe neurons were tightly locked
to one another, Cassenaer and
Laurent [10] hypothesized that
spike-timing dependent plasticity
might help preserve the temporal
features of the neural code
representing the odor stimulus. A
computational model constructed
by the authors suggested that
positive pairings would modulate
b-lobe neurons to spike at slightly
earlier times, while negative
pairings would cause spikes at
slightly later times. Testing this
in vivo, the authors systematically
varied the timing of the
Auditory Neuroscience: Filling in
the Gaps
Our sensory systems fill in information obscured by other, competing
signals tomaintain a stable representation of theworld. A correlate of the
continuity illusion, in which sounds are perceived to continue despite
being interrupted by other sounds, has now been found in the auditory
cortex.
Andrew J. King
Imagine that you are sitting in the
audience of a play and someone
coughs at a crucial moment.
Irritating though this can be, the
auditory system actually
possesses a remarkable capacity
to fill in the sound that ismasked by
the cough or by other background
sounds through a process known
as auditory induction. This is
obviously a very useful property, as
it potentially allows speech or other
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b-lobe neurons with respect to
the phase of odor-evoked LFP
oscillations (and thus with respect
to the firing of Kenyon cells). As
predicted by the model, artificially
advancing the timing of the
depolarization with respect to the
phase at which the b-lobe neurons
would normally fire caused
a subsequent delay in the phase of
spiking, while imposing an artificial
phase-delay induced a corrective
advance in phase in subsequent
trials (Figure 1C). Spike-timing
dependent plasticity therefore
serves an adaptive role here,
ensuring that the precise timing of
spikes in b-lobe neurons is
carefully regulated and preserved.
Thus, a new role for spike-timing
dependent plasticity has been
revealed: it can serve to maintain
spike timing relationships in
a complex, multi-layered circuit
that uses a temporal coding
scheme. Several modeling studies
have suggested that spike-timing
dependent plasticity, when utilized
during development for connecting
neurons into functional networks,
might predispose those networks
toward the use of temporal coding
[14,15]. It is interesting how quickly
changes in synaptic strength could
be induced (in some cases, after
a single pairing). Such a speedy
mechanism might underlie the
transient formation or
reconfiguration of neural networks
in brain areas involved in sensory
binding, working memory, and
other fleeting processes.
Cassenaer and Laurent’s [10]
work opens new avenues to
understanding how changes in
individual synapses work together
with network dynamics to ensure
temporal fidelity in asensorycoding
system. The discovery of genes
in Drosophila for the N-methyl-
D-aspartate (NMDA) subtype of
glutamate receptors— regarded as
a detector of coincident pre- and
postsynaptic activity — as well as
learning mutants deficient in
proteins typically involved in the
NMDA receptor pathway, suggest
that the canonical molecular
mechanisms for synaptic plasticity
are strongly conserved through
evolution [16,17]. In the locust,
however, as in most insects,
acetylcholine, and not glutamate,is the major excitatory
neurotransmitter, suggesting that
a mechanism other than one based
on the NMDA receptor might be
responsible. Regardless, in light of
this recent work, it appears that
spike-timing dependent plasticity
may be a fundamental process
used by neural systems to enable
precise temporal coding as well as
development, memory, and
learning.
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