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Introduction
Phase-field models have become a powerful tool for the modelling of phase transformations and morphological changes in different fields of physics as well as materials and engineering science. Compared to sharp-interface models their advantage is that topological changes are avoided, since interfaces are treated in a diffuse manner which is achieved through a parameter which varies continously. This phase-field parameter accounts for the different material phases and/or the concentration of the different components. Such an approach allows to fully capture the physics of the individual interfaces without the need to explicitly track them. Typical applications include the modelling and simulation of solidification processes, spinodal decomposition, coarsening of precipitate phases, shape memory effects, re-crystallisation, and dislocation dynamics [1, 2, 3, 4] . Phase-field models have been successfully applied to predict microstructural changes under external fields [5, 6] , model tumor growth [7, 8, 9] , and image impainting [10] . The phase-field approach has also been used to model crack propagation [11, 12, 13, 14, 15] .
Different numerical techniques have been utilised to solve the governing equations of phase-field models [16] , including finite difference, finite element, and spectral methods. A difficulty regarding the solution of phase-field models is that they typically involve spatial differential operators that are higher than second-order. Therefore, standard finite elements based on C 0 -continuous Lagrangian polynomial shape functions do not provide converging solutions when directly applied to the phase-field equation. Instead, mixed formulations [17, 18] , where the governing equations are split into a coupled system of lower-order differential equations, can be used. However, this approach introduces additional unknowns and is prone to stability issues [19, 20] . Alternatively, Wells et al. [21] have combined features of continuous and discontinuous Galerkin methods, cf. [22] , to use a lower-order continuity basis than is actually required by the weak form. Hence, C 0 -continuous Lagrangian basis functions can be used, while the first-order inter-element continuity is weakly enforced by Nitsche's method. Although efficient as no additional unknowns are introduced, the approach changes the assembly procedures for the global system of equations and requires a careful choice of the penalty parameter. Starting with the work of Gómez [23] a new approach to the numerical modelling of structural evolution processes has emerged, which combines phase-field models with spline-based approximations. Such an isogeometric analysis framework allows for an accurate and efficient resolution of steep gradients that can occur when higher-order derivatives are introduced. Moreover, the higher-order continuity that is provided by these approximations allows for a direct discretisation without additional degrees of freedom. Different from earlier approaches based on Hermite elements [24, 25] it can straightforwardly be applied to two-and three-dimensional problems.
Analytic solutions for multidimensional phase-field problems are generally not available. For this reason, the comparison of different discretisations in terms of a quantitive convergence analysis is cumbersome. Approaches commonly use linearised or one-dimensional models in order to carry out accuracy tests. Alternatively, the numerical result that stems from the finest discretisation is considered as the reference solution [26] . Zhang et al. [27] have presented a convergence analysis based on the method of manufactured solutions [28] . By assuming an appropriate solution and extending the underlying differential equation by a source term, different discretisations of the same phase-field model can be compared, see also Aristotelous et al. [29] and Kay et al. [30] . To the authors' knowledge a quantitative convergence study for diffuse interface models has never been carried out within the framework of isogeometric analysis. For this reason, the Cahn-Hilliard equation is used here as a prototypical higher-order equation, and the numerical properties of different discretisations are analysed by a manufactured solution approach.
Originally derived to model spinodal decomposition of binary mixtures [31, 32] , the Cahn-Hilliard equation is one of the most commonly used diffuse interface models. Taking the concentration c of one of the mixtures' components as an appropriate phase-field parameter, the governing equation can be stated as
Herein, λ is the interface parameter that governs the width of the interface which separates two adjacent phases, M(c) is the concentration dependant mobility, while (·) ′ and (·) ,k designate the derivative ∂(·)/∂c and the spatial derivative ∂(·)/∂x k , respectively. Eventually, f (c) represents the configurational or bulk free energy, which can be described by the generalised logarithmic potential [33] 
with constants A and B. The bulk free energy accounts for phase separation which dominates the early stages of the evolution process. A second term, called the gradient or the interfacial free energy, contributes to the total GinsburgLandau free energy
and accounts for the influence of the individual interfaces on the system. While the total free energy F is minimised in the course of the structural evolution, different phenomena can occur. Both quantities, F bulk and F int , can be used to explain these phenomena from an energetic point of view. This paper is organised as follows: In Section 2 different finite element formulations are presented for the numerical solution of the Cahn-Hilliard problem, i.e., a mixed form and a direct approach. For the latter, approximations with at least C 1 inter-element continuity are required. In Section 3, these discretisations are compared. The numerical properties of both approaches are analysed in terms of the error norms and the convergence rates by making use of a manufactured solution. In Section 4 numerical examples for the spinodal decomposition are presented.
Finite element method
In this contribution, isogeometric analysis is applied to the spatial discretisation of the Cahn-Hilliard equation. The spline-based discretisations offer higher-order continuity properties and are therefore suitable for the direct discretisation of weak forms involving higher-order spatial derivatives. For the temporal discretisation, the generalised-α method [34, 35] is used. Following Gómez et al. [23] , the method allows for the development of an efficient time stepping algorithm based on elementary error control. This is necessary to capture the full dynamics of the structural evolution which takes place on a time-scale varying over several orders of magnitude.
Spatial discretisation
The essential difference between the standard finite element method and isogeometric element analysis is the replacement of Lagrangian polynomials by spline basis functions, resulting in a higher-order continuity which is of interest in the present study. Similar to isoparametric finite elements, isogeometric finite element analysis uses the same Ansatz for the representation of the geometry and for the approximation of field quantities
with the univariate spline basis functions N I,p (ξ), the geometric control points P I , and the control values u I of a generalised scalar primary field variable u. The term spline basis is used in the remainder when it is not necessary to distinguish between B-spline or NURBS bases. The basis functions of order p are defined by a knot vector Ξ which is a set of coordinates ξ in the parametric domain, Figure 1 . This one-dimensional approximation can be generalised to surfaces and volumes by tensor products of the univariate basis functions [36, 37] . Isogeometric analysis can be implemented directly using the spline basis functions defined on patches, but it is more convenient to apply Bézier extraction [38] to map the spline basis onto a local, C 0 -continuous, piecewise Bernstein polynomial basis
see also Figure 1 . The matrix C represents the Bézier extraction operator. It relates spline basis functions to the Bernstein polynomials M J ξ which are functions of the element coordinateξ. Using this transformation, the original patch is decomposed into C 0 -continuous Bézier finite elements, one for each non-zero knot span [ξ I ξ I+1 ] in the original knot vector Ξ. These elements can be handled in the same way as standard finite elements. While the extraction operator defined above acts between all spline basis functions and Bernstein polynomials functions of a given knot vector, a local extraction operator [38] is used in the practical implementation.
Because of the Bézier extraction, a finite element point of view is adopted for the remainder, i.e., the domain Ω is discretised into a set of n e finite elements Ω = n e
I=1 Ω e I . The approximation of a generalised primary field variable u and its spatial derivatives in each element domain Ω e are given by
with N, B, and B ′ row vector or matrix representations of the element shape functions and their corresponding firstorder and second-order spatial derivatives, respectively. The same notation is used for standard and isogeometric finite elements. All nodal or control point degrees of freedom are contained in the column vector u.
Mixed formulation
In order to avoid the discretisation of higher-order derivatives, the Cahn-Hilliard equation can be split into a system of two second-order partial differential equations
This is done by introducing the chemical potential µ as an additional primary field variable. The corresponding weak form of the system is obtained by multiplying the Equations (8a) and (8b) by test functions w and v, respectively. Integration by parts and applying Gauss' theorem eventually lead to As exclusively homogeneous essential and natural boundary conditions, or periodic boundary conditions are used in this paper, the boundary integrals in equations (9a) and (9b) vanish and will therefore be omitted in the remainder. Inserting the approximations (7) into the weak form and taking into consideration the arbitrariness of the control point values of the test functions, yields the following system of non-linear semidiscrete equations for each element Ω
where r c and r µ represent the residuals, whileċ = ∂c/∂t replaces the partial derivative with respect to time.
Direct approach
The corresponding weak form for the direct discretisation of the Cahn-Hilliard equation is obtained by taking the weighted residual of Equation (1) . Using integration by parts, the weak form (11) ensues. Different from the mixed formulation, the discretisation now requires approximations that provide C 1 interelement continuity. Using the approximations shown in Equation (7) and taking into account the choice of boundary conditions which causes the boundary integrals in Equation (11) to vanish, the semidiscrete formulation takes the form
with r the residual vector.
Temporal discretisation
To achieve an optimal ratio of high-frequency and low-frequency dissipation, Chung and Hulbert [34] have introduced the generalised-α method. For first-order differential equations in time, r (u,u) = 0, the method is given by
Here, ∆t n = t n+1 − t n represents the current time step, while the constants α f , α m and γ are algorithmic parameters controlling numerical dissipation. For an unconditionally stable, second-order accurate time integration scheme they can be expressed in terms of a single parameter ρ ∞ [35] 
A good performance of the algorithm can be achieved by setting ρ ∞ = 0.5 [23, 35] . It is noted that for α f = α m = γ = 1, the generalised-α method contains the implicit Euler method as a special case. The non-linear governing equation r u n+α f ,u n+α m = 0 has to be linearised in order to solve for the field variable u n+1 at time t n+1 starting from given values u n andu n at time t n . Different from [23, 35] we take this linearisation with respect to u n+1 which leads to the tangent stiffness matrix
The factors that precede the derivatives with respect to u n+α f andu n+α m result from the relations (13) . Starting from an initialisation of the solution vector
a Newton-Raphson algorithm based on the linearised system of equations
is used to determine the update of the field variable ∆u i n+1 . Herein, the superscript i denotes the current iteration. After each iteration the field variables are updated
and convergence criteria related to the norms of the residual r u n+α f ,u n+α m and of the change in u n+1 are checked.
As the processes involved in spinodal decomposition proceed at different time scales, an adaptive time stepping scheme has to be adopted for an efficient numerical solution. In this work, the algorithm proposed by Gómez et al. in [23] is employed. Since the generalised-α (GA) method contains the backward Euler (BE) method as a special case, it is possible to produce second-order accurate results u GA n+1 as well as first-order accurate results u BE n+1 in order to estimate the local error from
By setting an admissible tolerance ε adm and a safety factor θ with preferably θ < 1 [39] , the new step size ∆t new n can be computed from the current one ∆t old n according to
This elementary error control allows to keep ε close to ε adm . If the estimated error of a computed solution exceeds the chosen tolerance, the current time step is rejected and recomputed with adapted step size. In the present simulations, a tolerance ε adm = 10 −3 and a safety coefficient θ = 0.85 have been used.
Convergence analysis based on a manufactured solution
In this section the properties of the presented FE formulations are compared for different approximations in terms of a quantitative analysis of error levels and convergence rates. As no analytical solution is available, a manufactured solution [27, 30] is utilised. The general idea is to use an arbitrary function as analytic reference solution. Since this function will normally not fulfill the governing differential equations exactly, a residual has to be added to the right hand side of the discrete system of equations. Due to the non-linearity of the problem, optimal convergence rates available for the linear case can only serve as an indicator. However, as there are no discontinuities and as a smooth free energy functional is used, these rates should be recovered fairly well.
Herein, a manufactured solution is used which varies harmonically with respect to space and time. Taking α, β and δ as constants, it is described byĉ (x k , t) = cos (απx 1 ) cos (βπx 2 ) cos (δπt) .
In order to handle concentrations c ∈ [−1, 1] which are possible with the solution (21), the polynomial free energy
is used instead of Equation (2) . Evaluating the Cahn-Hilliard equation (1) for the manufactured solution (21) and assuming a constant mobility yields
with the residual
. In the convergence studies carried out for the spatial and temporal discretisations this residual represents an external body load, which is completely defined in terms of the manufactured solution (21) .
For the convergence analysis a set of boundary conditions has to be defined. In isogeometric analysis, the noninterpolatory nature of the shape functions does not allow to directly assign values of the concentration or chemical potential to the control points. Instead, a transformation procedure is employed to compute the corresponding control point values [40] . For the mixed formulation, analytical valuesĉ are prescribed at the control points associated to the boundary ∂Ω. In addition, the natural condition c ,k n k = 0 which is compatible toĉ for α, β = 1, 2, . . . n is utilised. Virtually the same procedure is applied to derive the corresponding discrete equations for the manufactured solution of the fourth-order equation (23) . However, since the condition c ,k n k = 0 is an essential condition in the direct formulation. Considering the unit square analysis domain, this condition can be applied explicitly by setting the concentration values of the first layer of interior control points to the value of the closest control point on the boundary. This approach has also been applied in the comparable case of plate bending by Kiendl et al. [43] . 
Spatial discretisation
All results have been obtained using the following set of parameters: λ = 0.1 J m −1 , M = 500 m 3 s kg −1 , α = β = 6, and δ = Figure 2 (a) shows a monotonic convergence for both formulations. For the mixed formulation, convergence rates are obtained which are similar to the optimal value of h p+1 valid for linear problems with p the order of the approximation. The results of the direct discretisation approach match the mixed formulation in terms of error levels and convergence rates for the third-order and the fourth-order approximations. For the second-order shape functions a lower convergence rate is observed for the direct approach. This is in accordance with theoretical findings for higher-order differential operators, see the discussion in Section 3.2.
For the chemical potential µ in Figure 2 (b), the two formulations are fundamentally different. The mixed approach uses the same order of approximation for c and µ and, hence, provides the same accuracy and convergence behaviour for both variables. For the direct discretisation, the chemical potential is computed from the primary field variable c according to µ = f ′ (c) − λc ,kk , which involves second-order derivatives. Therefore, the error of the chemical potential is governed by the H 2 -error norm of the concentration field c, for which an optimal convergence rate of p − 1 is expected in the linear case. It is almost identically recovered by the numerical convergence study of Figure 2 
(b).
In Figure 3 the same information is plotted as a function of the total number of degrees of freedom. It illustrates the fact that the direct discretisation requires less degrees of freedom to obtain a given level of accuracy. Indeed, it involves only half the number of degrees of freedom compared to the mixed formulation to achieve the same accuracy of the concentration field c, see Figure 3 (a). The less accurate approximations of the chemical potential illustrated in Figure 3 (b) are of minor importance.
Although the main motivation to apply isogeometric analysis in this case is the requirement of C 1 -continuous approximations, it is also competitive when used in the mixed formulation. Figure 4 demonstrates that spline basis functions are more efficient than Lagrangian polynomials considering the total number of degrees of freedom. Moreover, the L 2 -error converges at similar rates for both variants.
Convergence for higher-order linear partial differential equations
The preceding convergence study of the non-linear Cahn-Hilliard equation revealed a peculiar convergence behaviour for quadratic splines in the L 2 -error norm, i.e., an order of convergence of approximately p rather than the expected value of p + 1. In fact, an a priori error estimate for linear, second-order and higher-order partial differential equations can be derived using the Aubin-Nitsche argument [41, 42] with u h the approximate solution of the primary field variable u. It turns out that the optimal order of convergence
depends not only on the order of approximation p, and on the error norm H σ , but also on the order of the partial differential equation, 2m. For a linear fourth-order differential equation (m = 2) and the infinitely continuous reference solution r = ∞ (cf. Equation (23)), the optimal orders of convergence are:
For p = 2 these equations show that the error in the L 2 and H 1 -norms actually converges with the same order of β = 2, which is in good agreement with the results of the preceding study.
Temporal Discretisation
The application of higher-order time integration schemes is essential for an efficient simulation of the structural evolution described by the Cahn-Hilliard equation. Jansen et al. [35] have proved that the generalised-α method provides second-order accuracy in time for linear problems. With regard to the adaptive time stepping scheme presented in Section 2.2, it is important that this also holds for non-linear problems. For this reason, a convergence analysis has been performed for the temporal discretisation of Equation (23) .
In order to avoid interference with the spatial discretisation error, the parameters of the manufactured solution have been chosen as α = β = 1 and δ = 2 3 while the unit square domain is discretised by 128 × 128 elements using cubic B-splines (p = 3). The mobility and the interface parameters are set to M = 1 m 3 s kg −1 and λ = 0.1 J m −1 , respectively. Considering a total time of t = 0.5 s, Equation (23) is solved five times in 2 n time steps (n = 0 . . . 4). The convergence behaviour of different temporal discretisations is shown in Figure 5 . Results for the generalised-α method are complemented by those for the implicit Euler method. For both methods, the convergence rates match the optimal value ∆t p , as can be observed for the L 2 -error norm of the concentration c. However, the accuracy obtained by the generalised-α method is significantly higher. Therefore, the error control according to Equation (20) should produce reasonable results.
Numerical examples
In the following examples the predictions of the mixed formulation and the discretisation for the spinodal decomposition of binary systems will be compared. As the different stages of the structural evolution can be identified by the free energy and its individual parts, special attention is paid to them. Starting from an initial concentration distribution in which small perturbations promote the evolution of the system, each problem is considered until a steady state is reached.
The course of the decomposition is influenced by the initial concentration distribution. Considering the averaged concentration in a small regionc, different morphologies can occur [23, 33] . Whilec = 0.5 leads to deeply interconnected phases, values ofc 0.5 favor one phase and result in nucleation phenomena. Moreover, the choice of a degenerate mobility
with a positive constant D has a significant influence on the coarsening behaviour of the system, as it prevents the evolution of pure phases. In the simulation, the domain of interest has been taken as 1 m × 1 m and is discretised into 128 × 128 elements with a cubic B-spline basis (p = 3). Considering a free energy according to equation (2), the following set of parameters is assumed: A = 3000 J, B = 3, D = 1 m 3 s kg −1 , λ = 1 J m −1 . Depending on the discretisation, the imposition of periodic boundary conditions intended for the subsequent simulation requires some consideration. In the mixed formulation, the periodicity of the two primary field variables c and µ can be imposed by constraining their control values at opposite edges of the boundary, i.e., setting c 1 = c n and µ 1 = µ n . For the direct discretisation periodicity has to be ensured for the concentration c and its normal derivative c k n k . The direct imposition of these conditions is achieved by setting c 
with the periodic transformation matrix T per and the periodic Bézier extraction operator C per [45] .
Stochastic concentration distribution
Firstly, an initially stochastic concentration distribution c =c + r is considered with mean valuec = 0.63 and standard deviation r = 0.005. Sincec is a constant, the characteristics of the evolution will be the same, locally and globally. In view of the above considerations and taking into account that periodic boundary conditions are applied, it is anticipated that in the steady state only one circular inclusion remains. Figure 6 shows the progress of the structural evolution. From its initial concentration distribution the system separates into two phases whose composition is determined by the minima of the bulk free energy (2) which are called binodal points. This process is very fast and leads to a considerable reduction of the bulk free energy as can be seen in Figure 7 (a), which presents the temporal evolution of F and its individual parts F bulk and F int . The figure also shows that the formation of interfacial regions is accompanied by an increase of the gradient energy -the instant of time where F int reaches its maximum value therefore marks the end of the decomposition. Subsequently, the evolution is dominated by coarsening which takes place over several magnitudes of time. In this process, the inclusions interact locally in order to minimise the gradient energy by reducing the number while increasing their characteristic length. Each decline of F int in Figure 7 (a) is related to such an interaction. The circular shape of the single inclusion that results is an outcome of the minimisation procedure. Figure 7 (a) reveals that the total free energy decreases monotonically during the structural evolution. This is a basic property of the Cahn-Hilliard model, because F , characterised by Equation (3), is a Lyapunov functional. Moreover, conservation of mass is used to derive the Cahn-Hilliard equation. As a consequence, the average concentrationc calculated by numerical integration should remain constant throughout the simulation. In compliance with this requirement, the variation in the temporal evolution ofc in Figure 7 (a) is not noticeable. Essentially the same characteristics of F andc are found for the mixed formulation and the direct discretisation. An important feature of the simulation is the adaptive time stepping scheme. According to Figure 7 (b) the step size ∆t ranges from ∆t = 5 × 10 −8 s to ∆t = 5 × 10 −2 s. This can only be achieved if the time step increases when the evolution shows low activity and decreases in case of larger structural changes. For this reason, every major decrease in the size of ∆t corresponds to a variation of the systems structure. This is particularly obvious when comparing Figures 6 (c) -6 (e) to Figure 7 (b). A total of 2042 time steps were needed to complete the simulation. On top of that 253 steps, which is fewer than 12 %, have been rejected in order to keep the estimated error close to the chosen tolerance ε adm . With an average of 4 Newton iterations per time step the computational effort is significantly lower than in an approach with constant step size while the results are comparable to those presented in [23, 33] for a second-order accurate time integration.
Linear concentration distribution
The purpose of the second example is to show the evolution of different morphologies as a function of the local average concentrationc. Therefore, an initial distribution c =c + r is considered, with −0.005 ≤ r ≤ 0.005, which represents a random perturbation to promote the evolution of the system. Herein,c = x 1 , 0 ≤ x 1 ≤ 1, is a concentration which varies linearly in the x 1 -direction. For this reason, regions with different characteristics of the evolution should develop that can be distinguished clearly [26] . As the average of the concentration isc = 0.5 and homogeneous Neumann boundary conditions are applied, the steady state of the system is expected to consist of two phases of an equilibrium composition, separated by a straight interface at x 1 = 0.5 m.
The progress of the evolution is depicted in Figure 8 for six representative times. Again, the period of time needed for the separation process is very short. In contrast to the first example, the separation process emanates from regions wherec ≈ 0.5, because the degenerate mobility (28) reaches its maximum value at this concentration. Hence, an interconnected pattern evolves around x 1 = 0.5 m, while nucleation of one phase into the other is the dominant mechanism if the local average concentration differs considerably fromc = 0.5. Since the mobility decreases with an increasing level of decomposition, the structural evolution at the boundaries with x 1 = 0 m and x 1 = 1 m hardly exists.
Similar to the example presented in Section 4.1 the formation of interfacial areas leads to an increase of the gradient energy F int , Figure 9 . The minimisation of F int via coarsening prevails at the later stages of the evolution. While the bands forming the interconnected pattern broaden, the characteristic length of the interacting inclusions increases. Once again, every decrease in the free energy corresponds to a significant change of the structure of the system which is evident when comparing Figures 8 (c) -8 (e) to the temporal evolution of F depicted in Figure  9 . Eventually, the shape of the remaining interface is optimised -the curved transition zone located at x 1 = 0.5 m develops into a straight line.
In compliance with the theoretical aspect of F being a Lyapunov functional, the total free energy decreases monotonically. Furthermore, the average of the concentrationc shows no variation during the entire simulation, which implies that the finite element model of the Cahn-Hilliard equation fulfills the basic requirements. A comparison of the times needed by the system to reach a steady state reveals another influence of the initial condition. Different from the example shown in Section 4.1, the structural evolution advances much faster which is mainly caused by a smaller region of activity in the current example. The phenomenon is also in agreement with the findings in [23] where the coarsening process for deeply interconnected phases is shown to be much smoother than for droplet-type morphologies.
Conclusion
The present work provides a detailed convergence analysis of the Cahn-Hilliard phase-field model. Two different formulations of the model have been implemented in a Matlab-based finite element code that provides Lagrange polynomials and B-splines. Due to the lack of an analytic reference solution, the method of manufactured solutions has been adopted. With respect to the spatial discretisation, convergence rates are obtained that match analytical error estimates available for linear problems. Irrespective of the problem, the direct discretisations of higher-order partial differential equations provide superior efficiency compared to mixed formulations. However, optimal convergence rates are only obtained if approximations of sufficient order are utilised. Further investigations on the convergence behaviour of the generalised-α method justify the application of an adaptive time stepping scheme based on elementary error control. Two numerical examples of spinodal decomposition have been used to compare the physical predictions of the mixed formulation and direct discretisation approach and to validate the latter.
Ongoing research is related to the implementation of an adaptive local mesh refinement/coarsening strategy based on hierarchical B-splines. This approach allows to minimise the number of degrees of freedom of the system without affecting the accuracy. This is of special importance if large simulations of structural evolution processes are considered. Academic Exchange Service (DAAD) during his research visit to the University of Glasgow.
