This paper deals with the cost optimization of road bridges consisting of concrete slabs prepared in situ and two precast-prestressed U-shaped beams of self-compacting concrete. It shows the efficiency of four heuristic algorithms applied to a problem of 59 discrete variables. The four algorithms are the Descent Local Search (DLS), a threshold accepting algorithm with mutation operation (TAMO), the Genetic Algorithm (GA), and the Memetic Algorithm (MA). The heuristic optimization algorithms are applied to a bridge with a span length of 35 m and a width of 12 m. A performance analysis is run for the different heuristics, based on a study of Pareto optimal solutions between execution time and efficiency. The best results were obtained with TAMO for a minimum cost of 104184 €. Among the key findings of the study, the practical use of these heuristics in real cases stands out. Furthermore, the knowledge gained from the investigation of the algorithms allows a range of values for the design optimization of such structures and pre-dimensioning of the variables to be recommended.
Introduction
Precast-prestressed concrete (PPC), that is, pretensioned concrete beams with cast-in-situ slabs, has been commonly used by designers when building road bridges [1] . In this context, structural engineers have taken advantage of precast technology by specifying designs that utilize standard beams of comparatively short spans, typically ranging from 10 to over 40 m. Moreover, reducing the material weight through prestressing is decisive due to transportation and elevation costs. This is where structural optimization of this type of large and repetitive structure becomes especially relevant.
The basic goal of structural optimization is to find a design having lowest cost, and ensuring predicted constraints. Additionally, in most structural optimization problems, the main drawback appears to be related to the constructability of the proposed design such as reinforcement placement, rules of good design practice, construction management plan, and so on [2] . The decisions taken in such a complex environment require the development of new decisional tools and methods that provide more effective and realistic solutions [3, 4] . Among the available computational methods that can be used to solve optimization problems, heuristics and metaheuristics are approximate methods that are considered as particularly useful algorithms in structural engineering [5] .
The earliest studies into structural reinforced concrete (RC) optimization date back to the late 1990s [6, 7] .
However, Cohn and Dinovitzer [8] identified a great gap between theoretical work and the practical application of structural optimization. Recent research has been conducted with regard to heuristics and metaheuristics [9] , such as Descent Local Search (DLS) [10] , Genetic Algorithms (GAs) [11, 12] , evolutionary algorithms [13, 14] , Simulated Annealing (SA) [15, 16] , Variable Neighborhood Search (VNS) [17] , Harmony Search (HS) [18, 19] , Ant Colony Optimization (ACO) [20] , Glowworm Swarm Algorithm (GSA) [21] , Eagle Strategy (ES) [22] , and the Big Bang-Big Crunch algorithm (BB-BC) [23] , among others.
Despite the aforementioned research works, there is still limited knowledge on the optimization of prestressed concrete (PC) bridge structures. Hassanain and Loov [24] reviewed research on cost optimization of concrete bridge structures; nevertheless, as Hernandez et al. [25] have noted, most approaches for PC bridges found in the literature are not suitable for application in real-life engineering.
Ohkubo et al. [26] studied PC box girder bridges and proposed a multi-criteria fuzzy optimization of the total construction cost and aesthetic feeling. Sirca and Adeli [27] and Ahsan et al. [28] focused on the optimal-cost design of concrete I-girder bridges. Both used PPC for the beams; the latter also used posttensioned tendons. García-Segura et al. [29] proposed a hybrid HS for the design of post-tensioned concrete box-girder pedestrian bridges. Martí et al. [30] used a hybrid SA to minimize the cost of PC precast Ubeam road bridges.
In this line of work, this paper focuses on the cost optimization of PPC road bridges. The PPC bridge system studied consists of two PC U-beams with a span length of 35 m and a top slab formed by a 0.06 m precast RC slab used as formwork for the cast-in-place RC slab (Figure 1 ). Beams are made of self-compacting concrete. The top slab allows vehicle traffic and has a width of 12 m (Figure 2 ). The optimization searches for the geometric variables, concrete, and steel that minimize the cost. A module evaluating all relevant limit states has been implemented, and subsequently metaheuristics that are capable of finding costoptimized solutions have been developed specifically for this work. ( )
Note that x1, x2,..., xn are the design variables whose combination is to be optimized. Each variable can take on the discrete values listed in Eq. (3).
The objective function considered is the cost function defined in Eq. (4), where pi are the unit prices; mi are the measurements of the units in which the construction of the PCC bridge is split, and r is the total number of construction units.
The cost of the bridge depends on the material volumes used as well as the labour, machinery, and resources necessary for the construction. The cost function is obtained by adding the price of each unit multiplied by the respective measurements ( Table 1) . As discrete values are used to guarantee the constructability, this is a combinatorial optimization problem.
The analysis includes 59 design variables. Figure 3 shows the main geometric variables considered in this analysis. The seven geometric variables comprise the depth of the beam (h1), the thickness of the slab (e4), the width of the soffit of the beam (b1) and its thickness (e1), the width and thickness of the flanges (b3 and e3), and the thickness of the webs (e2). Regarding the material strength, there are two variables that define the concrete grades used for the slab and the girder. There are 46 variables that define the standard reinforcement setup in the beams and slab. The main parameters are divided into geometry, loading, cost, reinforcement, and exposure parameters.
These include the width of the deck, inclination of the webs, span length, slenderness of the beam, dead loads, transport distance, and steel types. The beam parameters are chosen to facilitate the adjustment of their design to the existing precast molds. The durability requirements are those demanded by the concrete code EHE-08 [31] . The slenderness of the beam is limited to a minimum of L/18 due to aesthetic ground and specific road transportation considerations, where L is the span length. Otherwise, the optimization algorithm tends to increase continuously the depth of the beam, particularly for short span bridges. The details of the parameters can be found in Martí et al. [30] ( Table 2 ).
The structural constraints of IAP-98 [32] include the verifications of the ultimate and serviceability limit states for bending, shear, and torsion as well as fatigue, cracking, and deflection resulting from the dead and traffic loads. It is also tested both flexural and shear minimum amounts of reinforcement, as well as the 
Descent Local Search (DLS)
This algorithm ( Figure 6 ) begins with obtaining a random solution. A small movement, which modifies a fixed number of randomly chosen variables, changes each variable by either increasing or decreasing it by a step or unit. If the new solution has lower cost and is feasible after checking the restrictions, the working solution replaces the previous one. This process is repeated until no further improved solution can be found for a given number of iterations. To account for the random component of the method, the process is repeated nine times according to the methodology proposed by Payá-Zarforteza et al. [33] . It is known that this heuristic becomes trapped in a local optimum, but the main aim of this method is to choose the most efficient moves for incorporation into the threshold acceptance algorithm. 
Threshold Accepting algorithm with Mutation Operation (TAMO)
The Threshold Accepting (TA) algorithm was originally described by Dueck and Scheuer [34] . The initial threshold (U0) is adjusted by Medina's criterion [35] , which consists in halving or doubling the initial temperature until the acceptance range is between 20 and 40%. After applying a movement, the current solution is then checked against structural restrictions. The new solution is accepted if the conditions of feasibility and threshold are satisfied. The threshold decreases gradually during the optimization process according to a reduction coefficient (αTA). The TA method is also capable of surpassing local optima and gradually converges as the threshold value decrease to zero.
TAMO combines the TA algorithm with a local search strategy based on the mutation operator that is used in the GA. Figure 8 shows a flowchart of this algorithm. The GA explores the solution space using a population of solutions and operators such as selection, crossover, and mutation. TA hybridization was previously applied by Luz et al. [36] to optimize bridge abutments. The procedure followed for the calibration was the same as that applied in DLS. The best movement was V9. taken. This criterion allows U0 to be fixed in two chains. Figure 9 shows a typical curve of cost reduction and threshold decrease following TAMO. As the stop criterion, simultaneous compliance with two requirements is implemented: first, a threshold lower than 2% of the initial threshold U0, and second, two chains without improving the best solution. Table 3 shows the results of a 16 case-study series as well as the minimum, mean, and deviation (MD) of the mean with respect to the minimum for the costs. The lowest cost, which is 104,184€, was obtained using LI = 5,000 and αTA = 0.95 (T4). This value was obtained after running TAMO algorithm 400 times. However, it is possible to run the algorithm nine times for each span length instead of 400 times in order to achieve a balance between the quality of the results and the amount of computing time required to obtain them, according to the methodology proposed by Payá-Zarforteza et al. [33] . The difference checked between the minimum cost obtained with the nine TAMO runs of the heuristic number T4 (Table 3) , and the extreme value estimated using the threeparameter Weibull distribution that fits 400 TAMO results is less than 1.83%. For these parameters, the average cost is also the minimum, 107,856€. For the same problem [30] , the hybrid Simulated Annealing with Mutation Operation (SAMO) achieved the lowest cost of 108,008€ (S12) with a Markov Chain (MC) = 5,000 and coefficient reduction (αSA) = 0.85, while the best average cost was 110,477€ (S3) with MC = 2,500 and αSA = 0.95. Figure 10 
Genetic Algorithm (GA)
This metaheuristic technique was proposed by Holland [37] , inspired by the process of natural evolution.
Individuals of a population evolve through genetic crossover and mutation, creating better-adapted individuals. The new population is selected in an elitist way. The probability of selecting each individual is proportional to its aptitude. The method, therefore, gives higher probability to the selection of the best solutions of the current population. The crossover operation decides which information is transferred from these two individuals to the new solution. The mutation operator randomly changes some characteristics of the new solution. Penalties are implemented for the infeasible solutions, worsening their aptitude according to a penalty function (Eq. (5)).
Cp(k) is the penalized cost of the unfeasible "k" solution, C(k) is the unpenalized cost, and "f" is a penalty factor that depends on the feasibility of the solution. The penalty factor is equal to the minimum limit state factor, which is obtained as the ratio between the resistance of the structural response and the load effect of actions. The penalty factor is smaller than one for an unfeasible solution. This coefficient reduces the divergence caused by the high sensitivity of the unfeasible PC structures. Other penalty functions were tried without improving the convergence to the minimum. Figure 11 shows a flowchart of this algorithm. A second analysis is carried out to examine the benefits of mutation. The best parameters obtained in the first analysis are selected. These are 500 individuals, a crossover value of 0.5, and 200 generations. The number of variables subjected to mutation is tracked sequentially. Table 5 shows the results for each mutation step. The best improvement with regard to the cost value without mutation is mutation = 4. Figure   12 represents the evolution of the best GA heuristic (mutation = 4) for both average and minimum costs. Figure 12 : The evolution of average and minimum costs of a GA
Memetic Algorithm (MA)
MA [38] combine population-based global search and local search metaheuristics. Figure 13 shows a flowchart of this algorithm. The process starts with population generation. Each individual is improved through a local search with the purpose of getting closer to a local optimum. The new better-quality population initiates the GA procedure. The goal of combining both strategies is to acquire good genes for the parents (local search), which are then combined to improve the quality of the following generations (population-based global search). This algorithm use the same operators as GA, which are crossover and mutation. The TAMO technique has been used in this algorithm for the local search strategy. Table 6 , where the average cost refers to the average of the values of the nine executions. It is worth noting that the computing time increases by194 to 575%, compared to GA. However, improvements of 2.2, 6.1, and 9.8% are observed for 10, 25, and 50 chains, respectively. Figure 14 shows the evolution of average and minimum costs as the number of generations increases. A behavior similar to that of other metaheuristics can be observed, where the average values decrease rapidly in the beginning. Then, the cost results decrease much more slowly until they become practically constant.
Comparing the results of MA with those of TAMO, the average cost (119703 €) and the minimum cost (116933 €) were 9.7 and 10.1% higher than those achieved with TAMO, respectively. Regarding the computing time, the MA heuristic needed more than seven times the processing time of TAMO. Figure 14 : The evolution of average and minimum costs of MA Table 7 summarizes the values of the best parameters obtained from the applied heuristics: DLS, TAMO, GA1 (without elitism), GA2 (with elitism), GA3 (with elitism and mutation = 4), and MA. Additionally, the values obtained with SAMO [30] are incorporated in the tables. The average costs, minimum cost, average time, and increment of the average costs with respect to TAMO are included. The heuristic that achieves the best results is TAMO. However, SAMO only increases the cost by 2.4% (S3) and 3.8% (S12). MA, DLS, GA3, GA2, and GA1 follow with cost increments of 11.0, 19.0, 23.0, 28.7, and 33.0%, respectively. Table 8 summarizes The width of the flanges (b3) should be short since it does not improve the flexure capacity.
Comparison of the results
It is worth noting that the use of elitism or non-elitism in the GA does not affect the geometry of the best solutions, as the values of the variables are the same. However, Table 9 shows the cost differences in the passive reinforcement. The lowest total steel quantities correspond to TAMO, followed by DLS and SAMO. Table 10 shows the concrete volume in the beams and slab. The larger thicknesses of the slabs obtained from TAMO lead to a greater concrete volume compared with SAMO (20.1%). This allows the amount of reinforcement to be reduced compared to SAMO (42.2%) and DLS (34.0%). In the beam, the volume of concrete given by TAMO is the smallest. The amounts of reinforcing steel given by TAMO, DLS, and MA are similar and are smaller than the amount given by SAMO.
Conclusions
Four algorithms are compared for the efficient design of precast-prestressed U-beam road bridges. DLS, TAMO, GA, and MA are used to find cost-optimized solutions automatically. The results achieved by SAMO [30] for the same problem are incorporated. The conclusions are as follows:
• The most efficient move obtained in DLS, namely V9 (random variation of nine variables), was used for the other local search heuristic.
• TAMO was shown to be the most efficient procedure, closely followed by SAMO. In addition, the processing times for these two are acceptable for utilization in real cases. The best results for TAMO were achieved with a chain length of 5000 iterations and a reduction coefficient of 0.95.
• Regarding GA, elitism improves the cost results. Compared to non-elitism, the solutions are 3.1%
cheaper. The calibration recommends a population size of 500 individuals and a crossover value of 0.5.
• Comparing MA with GA, the first raises the computing time by 194 to 575% but improves the cost result by 9.8%.
• SAMOS3, SAMOS12, MA, DLS, GA3, GA2, and GA1 increase the cost results by 2.4, 3.8, 11.0, 19.0, 23.0, 28.7, and 33.0%, respectively, with respect to the average achieved by TAMO.
• The structural results of the three local search heuristics (DLS, TAMO, and SAMO) show a trend towards the maximum beam depth with minimum thicknesses.
• The greater slab thicknesses obtained by TAMO, with respect to SAMO, are compensated with less passive reinforcement. However, TAMO gives smaller beams and a larger amount of reinforcement.
• In the attempt to lighten the structure, it is advisable to use higher-strength concretes of between 40 to 50 MPa for the beams. Regarding the slab, the greater the depth, the lower the concrete 
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Cost parameters
Transport distance (one way) Td = 50 km Active prestressing steel crops 25%
Legislative and exposure parameters
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