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Abstract
In order to investigate the structure of computable functions over (binary) trees, we definetwo $\mathrm{c}\mathrm{l}\mathrm{a}\varpi$ of raeursive trae $\mathrm{f}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}8$ by extending the notion of recursive functions over naturalnumbers in two different ways, and also define the class of functions computable by while programsover $\mathrm{t}\mathrm{r}\varpi$ . Then we show that thoee $\mathrm{c}\mathrm{l}\mathrm{a}\infty$ coincide with the claae of conjugat $\mathrm{e}$ of recursive func-tions over natural numbers via a standard $\infty \mathrm{d}\mathrm{i}\mathrm{n}\mathrm{g}$ function (between $\mathrm{t}\mathrm{r}\varpi$ and natural numbelB).We also study how the choice of the coding function affects the result, and prove that the class ofconjugates of recursive numeric functions via coding function $\varphi$ remains same as above, so longas the conjugates of constructors sue and cons remain to be recursive.
0. Introduction
We consider in this paper a naive question: What are computable functions over trees. Asimpleanswer for the question might be the folowing: atree function is computable if and only if it isobtained ffom a computable function $f$ over natural numbers as the conjugate $\varphi^{-1}\circ f\circ\varphi$ where $\varphi$ isan appropriate coding function from trees to natural numbers and $\varphi^{-1}$ is the decoding function.Then a natural quaetion $\mathrm{a}\mathrm{r}\mathrm{i}\infty$ : What coding functions are aPPropriate? Should not they be‘computable’ in some sense? But then in that senae? Do we have to know the notion of computabilityof coding functions (from trees to natural numbers), before we study the notion of computability oftree functions?
Another question relatd to the tentative answer is: Does the notion of computability of treefunctions depend on the choice of the coding function or not?
We try to answer the first question in anumber of different ways, and also partially answer theother questions mentioned above.
Our motivation $\omega \mathrm{m}\mathrm{a}\mathrm{a}\mathrm{e}$ ffom the obaervation that a number of tree manipulating operations arefound to be useful in well-known algorithms for sorting, searching, etc., and also in various applicationareas such as natural language $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{c}\infty \mathrm{i}\mathrm{n}\mathrm{g}$ . These are concrete examples of interesting ‘computable’tree operations (or partial functions over trees), and certainly there should be many more. We wouldlike to develop a structural $\mathrm{t}\mathrm{h}\infty \mathrm{r}\mathrm{y}$ of computable trae operations, which hopefully will ffil the gapbetween conventional theory of computation and algorithmic aspects of trees.
In this PaPer, among various tree structures with or without labels, we concentrate on binary treeswithout labels. This is because binary trees have the important property that any tree structure (and
$\mathrm{m}\mathrm{o}\mathrm{r}\infty \mathrm{v}\mathrm{e}\mathrm{r}$ any finite $\mathrm{s}\alpha \mathrm{l}\mathrm{u}\mathrm{e}\mathrm{n}\mathrm{c}\mathrm{e}$ of trae structurae) can be nicely represented by binary trees without anycoding function involved. (See, e.g., [4].) Moreover, we believe that studying unlabelled binary $\mathrm{t}\mathrm{r}\infty$ ,
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adegenerate case of labelled binary trees, would be essential for studying the general case.
This paper is organized as follows. In the rest of this section, we summarize some notations
and known facts about computable functions over $\mathrm{N}=\{0,1,2, \ldots\}$ , the set of natural numbers. In
Section 1, we present basic definitions about binary trees and their functions, and some of their
basic properties. Then in Section 2we introduce the notion of primitive recursive functions over
binary trees, and show that the class of those functions is precisely that of conjugates of conventional
primitive recursive functions (over N) via the standard coding function (between binary trees and
natural numbers). In Section 3, two classes of recursive tree functions are introduced, one of which
depends on the coding function and the other does not. Then we prove that the two classes are equal
to the class of conjugates of conventional recursive functions (over $\mathrm{N}$), and also equal to the class
of functions computable by while programs over binary trees. In the last section, we study how the
choice of coding function affects the results; indeed we give anecessary and sufficient condition for
coding functions to yield the above results.
In this paper, afunction from asubset of $\mathrm{N}^{n}$ to $\mathrm{N}$ is called afunction over $\mathrm{N}$ or anumeric
function, and for such afunction $f$ we write $f$ : $\mathrm{N}^{n}arrow \mathrm{N}$ (using aspecial symbol $arrow \mathrm{r}\mathrm{a}\mathrm{t}\mathrm{h}\mathrm{e}\mathrm{r}$ than
the $\mathrm{u}\mathrm{s}\mathrm{u}\mathrm{a}\mathrm{l}arrow$ ). Note that in the literature these functions are called ‘partial’ functions and we may
occasionally use that word to stress the point. As usual, the notation $f$ : $X^{n}arrow \mathrm{Y}$ means that $f$ is a
(total) function ffom $X$ to Y.
Recall that the class $\mathrm{P}\mathrm{R}(\mathrm{N})$ of primitive recursive functions over $\mathrm{N}$ is defined as the least class
that contains the successor function sue: $\mathrm{N}arrow \mathrm{N}$ , the zero functions zer\^o : $\mathrm{N}^{n}arrow \mathrm{N}$ and projection
functions $p_{n,i}$ : $\mathrm{N}^{n}arrow \mathrm{N}$, and is closed under composition and primitive recursion. Also recall that the
class $\mathrm{R}(\mathrm{N})$ of recursive (partial) functions over $\mathrm{N}$ is defined as the least class that contains primitive
recursive functions over $\mathrm{N}$ and their minimization functions, and is closed under composition. The
minimization function $\mu f$ : $\mathrm{N}^{n}arrow \mathrm{N}$ of $f$ : $\mathrm{N}^{n+1}arrow \mathrm{N}$ is defined by
$(\mu f)(\vec{x})=x\Leftrightarrow\forall y\leq x[f(\vec{x}, y)=0\Leftrightarrow y=x]$ .
The class $\mathrm{R}(\mathrm{N})$ is known to be equal to the class of functions computed by a(high-level) while-
prvgram of the form;
input $(\vec{x})$ ; $S_{1}$ ; $S_{2}$ ; $\ldots$ ; $S_{k}$ ;output(y)
where each $s.\cdot$ is astatement, which is either an assignment statement or awhile statement. Here an
assignment statement is of the form
$x:=f(\vec{y})$
and awhile-statement is of the form
while $f(\vec{y})\neq 0$ do $[g_{1};S_{2}’;\ldots; S_{l}’]$
where $f$ is an arbitrary primitive recursive function (in $\mathrm{P}\mathrm{R}(\mathrm{N})$), $x$ , $y$ are variables (to store elements
of $\mathrm{N}$), $x$ is asequence of distinct (input) variables, and $\vec{y}$ is any sequence of variables. $S_{j}’$ ’s in the
while statement are statements. The (partial) function $f_{P}$ : $\mathrm{N}^{n}arrow \mathrm{N}$ computed by awhile program $P$
with $n$ input variables is defined as usual, assuming that the initial values of all variables other than
input variables are set to be 0. For more about the theory of computation and related subjects, see,
e.g., [7].
In the literature, the notions of $\mathrm{P}\mathrm{R}(\mathrm{N})$ and $\mathrm{R}(\mathrm{N})$ have been extended to functions over algebraic
structures other than $\mathrm{N}$ (see, e.g., [1], [2], [8], [9]). The present work may be considered as an extention
of studies on word functions in [2] and [8] to the case of functions over binary trees. As arelated work,
we also note the seminal work [5] by J. McCarthy, which has taken acompletely different approach
to studying computable functions over binary trees (with labelled leaves)
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1. Basic Definitions
1.1 Definition The set T of binary trees (or simply trees) is defined recursively, as follows.
1. nil $\in \mathrm{T}$ .
2. If $t_{1},t2\in \mathrm{T}$, then $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(t_{1},t_{2})\in \mathrm{T}$.
When $t=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(t_{1},t_{2})$, we write left(t) $=t_{1}$ and right(t) $=t_{2}$ . For each $t\in \mathrm{T}$, we define the size
$|t|(\in \mathrm{N})$ of $t$ recursively as
$|\mathrm{n}\dot{|}1|=0$, $|\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(t_{1},t_{2})|=|t_{1}|+|t_{2}|+1$.
It is $\mathrm{w}\mathrm{e}\mathbb{I}$-known (sae e.g. [4]) that for each $n\in \mathrm{N}$ the number of binary trees of the size $n$ is equal to
the Catalan number $B(n)= \frac{1}{n+1}$ $(\begin{array}{l}2nn\end{array})$ .
1.2 Definition For $s,t\in \mathrm{T}$, we write $\mathrm{s}$ $\prec t$ if one of the following conditions holds;
1. $|s|<|t|$ .
2. |s| $=|t|$ and left(s) $\prec$ left(t)
3. |s| $=|t|$ , left(s) $=\mathrm{l}\mathrm{e}\mathrm{f}\mathrm{t}(t)$ and right(s) $\prec$ right(t).
It is not difficult to see that the reflexive closure $\preceq \mathrm{o}\mathrm{f}-$ is atotal order in T, and moreover the ordered
set (T,$\preceq)$ is isomorphic to (N,$\leq)$ through bijection $\mathrm{v}(\mathrm{t})=\mathrm{c}\mathrm{a}\mathrm{r}\mathrm{d}\{s\in \mathrm{T}|s\prec t\}$. (See [3].)
1.3 Definition Let us write next(t) for $\mathrm{m}\mathrm{i}\cdot\{s \in \mathrm{T}|t\prec s\}$ , where $\min$ refers to the order $\preceq$ . Note
that the inverse $\tau$ : $\mathrm{N}arrow \mathrm{T}$ of our standard coding function $\nu$ : $\mathrm{T}arrow \mathrm{N}$ can be described by using
next: $\mathrm{T}arrow \mathrm{T}$ as
$\tau(n)=\nu^{-1}(n)=\mathrm{n}\alpha \mathrm{t}^{n}(\mathrm{n}\mathrm{i}1)$ .
1.4 Definition For each $n\in \mathrm{N}$, let us write $\underline{n}$ ($\overline{n}$, respectively) for the minimum (maximum) binary
tree of the size $n$;that is,
$0=\mathrm{n}\mathrm{i}\mathrm{l}$ , $\underline{n+1}=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{n},\underline{n})$ ,
$\overline{0}=\mathrm{n}\mathrm{i}\mathrm{l}$ , $\overline{n+1}=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}$($\overline{n}$, nil).
We also write $\underline{\mathrm{N}}=\{\underline{n}|n\in \mathrm{N}\}$ and $\overline{\mathrm{N}}=\{\overline{n}|n\in \mathrm{N}\}$ .
Using these notations, we can give recursive descriptions of functions next : T $arrow \mathrm{T}$ and $\nu:$ T $arrow \mathrm{N}$ .
For the prooffi, see [3].
1.5 Lemma
$\bullet$ If $t\in\overline{\mathrm{N}}$ , then next(t) $=\underline{|t|+1}$.. If $t=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{n},t’)\not\in\overline{\mathrm{N}}$ and
-if $t’\not\in\overline{\mathrm{N}}$, then next(t) $=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}$($t$ , next(t”)),
$-\mathrm{i}\mathrm{f}t’\in\overline{\mathrm{N}}$ and $t’\not\in\overline{\mathrm{N}}$, then next(t) $=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{n}\mathrm{e}\mathrm{x}\mathrm{t}(\mathrm{f}),\underline{|t’|})$,
-If $t’\in\overline{\mathrm{N}}$ and $t’\in\overline{\mathrm{N}}$, then next(t) $=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\underline{|t|+1},\underline{|t’|-1})$ .
Note that in the last subcase we have $|t’|>0$ since $t$ $\in\overline{\mathrm{N}}$ and $t\not\in\overline{\mathrm{N}}$.
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The notion of conjugates, which plays an essential role in this paper, can be defined, as follows.
1.7 Definition Given abijection $\varphi$ : $Xarrow \mathrm{Y}$ and afunction $f$ : $Y^{n}arrow \mathrm{Y}$ we define the conjugate
$f_{\varphi}$ : $X^{n}arrow X$ of $f$ via $\varphi$ by
$f_{\varphi}(x_{1},x_{2}, \ldots, x_{n})=x\Leftrightarrow f(\varphi(x_{1}), \varphi(x_{2}),$ $\ldots$ , $\varphi(x_{n}))=\varphi(x)$ .
For simplicity, we may write $\varphi^{-1}\circ f\circ\varphi$ for the conjugate $f_{\varphi}$ even if $f$ is not unary. Note that the
conjugate of $f_{\varphi}$ via $\varphi^{-1}$ is $f$ . For example, next : $\mathrm{T}arrow \mathrm{T}$ is the conjugate $\mathrm{s}\mathrm{u}\mathrm{c}_{\nu}$ of suc : $\mathrm{N}arrow \mathrm{N}$ via
$\nu:\mathrm{T}arrow \mathrm{N}$ , since $\mathrm{n}\alpha \mathrm{t}(\nu^{-1}(n))=\mathrm{n}\mathrm{e}\mathrm{x}\mathrm{t}^{n+1}$ nil, $=\nu^{-1}(n+1)=\nu^{-1}(\mathrm{s}\mathrm{u}\mathrm{c}(n))$ , thus next $=\nu^{-1}\mathrm{o}\mathrm{s}\mathrm{u}\mathrm{c}\mathrm{o}\nu=$
$\mathrm{s}\mathrm{u}\mathrm{c}_{\nu}$ . Also, $\mathrm{s}\mathrm{u}\mathrm{c}=\mathrm{n}\mathrm{e}\mathrm{x}\mathrm{t}\mathrm{T}$, the conjugate of next via $\tau=\nu^{-1}$ .
2. Primitive Recursive Functions over $\mathrm{T}$
In this section, we define the notion of primitive recursive functions over $\mathrm{T}$ , and compare them
with conjugates of primitive recursive functions over N.
2.1 Definition The class $\mathrm{P}\mathrm{R}(\mathrm{T})$ of primitive recursive functions over $\mathrm{T}$ is defined recursively, as
follows.
1. (constructors) The binary function cons; $\mathrm{T}^{2}arrow \mathrm{T}$ and $n$-ary constant functions $\mathrm{n}\mathrm{i}\mathrm{I}_{n}$ : $\mathrm{T}^{n}arrow \mathrm{T}$
such that $\mathrm{n}\mathrm{i}1_{n}(t7=\mathrm{n}\mathrm{i}1$ $(n\geq 0)$ belong to $\mathrm{P}\mathrm{R}(\mathrm{T})$ .
2. (projections) $p_{n},$ : : $\mathrm{T}^{n}arrow \mathrm{T}$ such that $pn,i(t_{1},t2, \ldots, t_{n})=t_{\dot{|}}$ belong to $\mathrm{P}\mathrm{R}(\mathrm{T})(1\leq i\leq n)$ .
3. (composition) $\mathrm{P}\mathrm{R}(\mathrm{T})$ is closed under composition. That is, if $g$ : $\mathrm{T}^{l}arrow \mathrm{T}$ and $g_{1},g_{2}$ , $\ldots,g\iota$ :
$\mathrm{T}^{n}arrow \mathrm{T}$ belong to $\mathrm{P}\mathrm{R}(\mathrm{T})$ , then so does the function $f$ : $\mathrm{T}^{n}arrow \mathrm{T}$ defined by $f(t)\neg=$
$g(g_{1}(t\gamma,$ $\ldots,g\iota(t\gamma)$ .
4. (primitive recursion) If $g$ : $\mathrm{T}^{n}arrow \mathrm{T}$ and $h$ : $\mathrm{T}^{n+4}arrow \mathrm{T}$ belong to $\mathrm{P}\mathrm{R}(\mathrm{T})$ , then so does the
function $f$ : $\mathrm{T}^{n+1}arrow \mathrm{T}$ defined by
$\{$
$f$ ($t$ , nil) $=g(t)\neg$ ,
$f$ ($\overline{t,}$ cons(t’, $t’)$ ) $=h(\vec{t,}t’,t’, f(\vec{t,}t’), f(\vec{t,}t’))$ .
We will denote the function $f$ in 3by $g\circ$ $(g_{1}, \ldots, gl)$ , and the one in 4by $h*g$ .
2.2 Examples The following functions belong to $\mathrm{P}\mathrm{R}(\mathrm{T})$ .
1. The unary functions left: $\mathrm{T}arrow \mathrm{T}$ and right: $\mathrm{T}arrow \mathrm{T}$ defined by
$\{$
left(nil) $=\mathrm{n}\dot{|}|$ ,





2. The minimum tree function mnt : T $arrow \mathrm{T}$ to assign the minimum tree of the same size as the
argument (i.e., $\mathrm{m}\mathrm{n}\mathrm{t}(t)$ $=\underline{|t|}$) can be defined by primitive recursion:
$\{$
$\mathrm{m}\mathrm{n}\mathrm{t}(\mathrm{n}\dot{|}|)=\mathrm{n}\mathrm{i}\mathrm{l}$,
$\mathrm{m}\mathrm{n}\mathrm{t}$(cons($t$ , $t’)$ ) $=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{n}\mathrm{i}1,\mathrm{g}\mathrm{r}(\mathrm{m}\mathrm{n}\mathrm{t}(t), \mathrm{m}\mathrm{n}\mathrm{t}(t’)))$
where $\mathrm{g}\mathrm{r}:\mathrm{T}^{2}arrow \mathrm{T}$ is the function to graft the first argument at the rightmost leaf of the second
argument;
$\mathrm{g}\mathrm{r}(t, \mathrm{n}\dot{|}1)=t$ , gr($t$,cons(t’, $t’)$ ) $=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(t,\mathrm{g}\mathrm{r}(t, t’))$ .




$\mathrm{m}\mathrm{x}\mathrm{t}$ (cons($t$ , $t’)$ ) $=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{g}1(\mathrm{m}\mathrm{x}\mathrm{t}(t), \mathrm{m}\mathrm{x}\mathrm{t}(t’)),$ nil)
where
$\mathrm{g}1$($t$ , nil)=t, $\mathrm{g}\mathrm{I}$ ($t$ ,cons(t’, $t’)$ ) $=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{g}\mathrm{l}(t,t),t’)$ .




Here we define true and false by nil and cons(nil, nil), respectively. The characteristic functions







if(cons(t, $t’$), $t$ , $s$) $=s$.






$u=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}$ nil, $\mathrm{m}\mathrm{n}\mathrm{t}$(cons($t$ , $\mathrm{t}"$)) $)$ $(=|\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(t, t’)|+1)$,
$v=\mathrm{i}\mathrm{f}(\overline{\mathrm{N}}?(t’),\dot{|}\mathrm{f}(\overline{\mathrm{N}}?(t’),w_{1},w_{2})$ ,cons(t’ , next $\mathrm{t}"$ ) $))$ ,
$w_{1}=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}$(cons(nil, $\mathrm{m}\mathrm{n}\mathrm{t}(t)$ ), right(mnt(f’))) $(=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\underline{|t|+1},\underline{|t’|-1}))$ ,
$w_{2}=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}$(next(P), $\mathrm{m}\mathrm{x}\mathrm{t}(\mathrm{t}")$),
In what follows, in studying the relation between conjugates of primitive recursive numeric func-
$ns$ and primitive recursive tree functions, we find it is useful to have areasonable embedding of
$\vee 1$ class $\mathrm{P}\mathrm{R}(\mathrm{N})$ of primitive recursive functions over $\mathrm{N}$ into the class $\mathrm{P}\mathrm{R}(\mathrm{T})$ of primitive recursive
ictions over T.
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2.3 Lemma For each $n$-ary numeric function f $\in \mathrm{P}\mathrm{R}(\mathrm{N})$ , there exists an $n$-ary tree function
$\underline{f}\in \mathrm{P}\mathrm{R}(\mathrm{T})$ such that for each $m_{1}$ , $m_{2}$ , \ldots , $m_{n}\in \mathrm{N}$
$\underline{f}(\underline{m_{1}},\underline{m_{2}}, \ldots,\underline{m_{n}})=\underline{f(m_{1},m_{2},\ldots,m_{n})}$.
Proof We define tree functions $\underline{f}$ recursively, as follows:
1. $\mathrm{z}\mathrm{e}\mathrm{r}\mathrm{o}_{n}=\mathrm{n}\mathrm{i}1_{n}$ .
$\overline{\underline{\mathrm{s}\mathrm{u}\mathrm{c}}(t})=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{n}\mathrm{i}\mathrm{l}, t)$ .
$\underline{p_{n,i}}\cdot$. $\mathrm{N}^{n}arrow \mathrm{N}=p_{n,i}$ : $\mathrm{T}^{n}arrow \mathrm{T}$ .
2. $\underline{g\circ(g_{1},\ldots,g_{l})}=\underline{g}\circ(\underline{g_{1}}, \ldots,\underline{g_{l}})$.
3. $h*g=h’*\underline{g}$ where $h’(\vec{t,}t’, t’, s’, s’)=\underline{h}(\vec{t,}t’, s’)$ .
Here the notation $h*g$ in the lefthand side stands for the numeric function defined by primitive
recursion from $g$ and $h$ ;that is,
$(h*g)(\vec{x}, 0)=g(\vec{x})$ , $(h*g)(\vec{x},x+1)=h(\vec{x}, x, (h*g)(\vec{x},x))$.
Then it is easy to see by induction on $\mathrm{P}\mathrm{R}(\mathrm{N})$ that the functions $\underline{f}$ so defined satisfy the required
property. $\square$
2.4 Lemma The conjugates consr : $\mathrm{N}^{2}arrow \mathrm{N}$ , and leftT, rightr: $\mathrm{N}arrow \mathrm{N}$ via the standard decoding
function $\tau=\nu^{-1}$ : $\mathrm{N}arrow \mathrm{T}$ are primitive recursive.
Proof By definition of consr, we have
$\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{\tau}(m_{1}, m_{2})=\nu(\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\tau(m_{1}), \tau(m_{2})))=\nu(\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(t_{1},t_{2}))=\nu(t)$
where $t_{:}=\tau(m:)(i=1,2)$ and $t=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(t_{1}, t_{2})$ . Then by applying Lemma 1.6 we get





$B(m)=(2\cross m)!\div((m+1)!\cross m!)$ ,
$f(m)= \mu x<m[m<\sum_{n\leq x}B(n)](=|\tau(m)|)$ ,
$g(m)= \sum_{n<f(m)}B(n)(=\nu(\underline{|\tau(m)|})=\nu(\mathrm{m}\mathrm{n}\mathrm{t}(\tau(m))))$ .
The functions $1\mathrm{e}\mathrm{f}\mathrm{t}_{\tau}$ and $\mathrm{r}\mathrm{i}\mathrm{g}\mathrm{h}\mathrm{t}_{\tau}$ can be expressed as
leftr (m) $=\mu x<m[\exists y<m[\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{r}(x, y)=m]]$ ,
$\mathrm{r}\mathrm{i}\mathrm{g}\mathrm{h}\mathrm{t}_{\tau}(m)=\mu y<m[\exists x<m[\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{\tau}(x, y)=m]]$ .
Thus the three functions are primitive recursive. $\square$
2.5 Lemma For each $t\in \mathrm{T}$ , we write $\theta(t)=\underline{\nu(t)}$. Then the function $\theta$ : $\mathrm{T}arrow \mathrm{T}$ satisfies the
following:. $\theta$ is primitive recursive; that is, $\theta\in \mathrm{P}\mathrm{R}(\mathrm{T})$
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\bullet $\theta$ gives an isomorphism (i.e., order preserving bijection) between (T,$\preceq)$ and $(\underline{\mathrm{N}}, \leq)$ where $\leq \mathrm{i}\mathrm{s}$
the total order in $\underline{\mathrm{N}}$ defined by $\underline{n}\leq\underline{m}\Leftrightarrow n\leq m$.
$\bullet$ There exists $g:\mathrm{T}arrow \mathrm{T}$ in $\mathrm{P}\mathrm{R}(\mathrm{T})$ such that
$\forall t\in \mathrm{T},\forall n\in \mathrm{N}[\theta(t)=\underline{n}\Leftrightarrow t=g(\underline{n})]$.
By abuse of notation, we write $\theta^{-1}$ for the function $g$ .
Proof





(For the definition of $\underline{\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{\tau}}$, see 2.3.)
$\bullet$ The function $\theta$ , being the compostion of two isomorphisms $\nu$ : $(\mathrm{T}, \preceq)arrow(\mathrm{N}, \leq)$ and -:
$(\mathrm{N}, \leq)arrow(\underline{\mathrm{N}}, \leq)$ , gives an isomorphism between $(\mathrm{T}, \preceq)$ and $(\mathrm{N}, \leq)$ .




Then $g(\underline{0})=\mathrm{n}\dot{\mathrm{I}}$ [, and $garrow n+1$) $=g(\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{n}\mathrm{i}\mathrm{I},\underline{n}))=\mathrm{n}\mathrm{e}\mathrm{x}\mathrm{t}(g(\underline{n}))$ . Therefore by induction $\mathrm{g}(\mathrm{n})=$
next (nil) $=\tau(n)$ ;thus
$t=g(\underline{n})=\tau(n)\Leftrightarrow\nu(t)=n\Leftrightarrow\theta(t)=\underline{n}$. $\square$
2.6 Lemma If $f\in \mathrm{P}\mathrm{R}(\mathrm{N})$, then $f_{\nu}=\theta^{-1}\circ\underline{f}\circ\theta$ . That is,
$f_{\nu}(t_{1}, \ldots,t_{n})=\theta^{-1}(\underline{f}(\theta(t_{1}), \ldots, \theta(t_{1})))$ .




2.7 Corollary If $f\in \mathrm{P}\mathrm{R}(\mathrm{N})$ , then $f_{\nu}\in \mathrm{P}\mathrm{R}(\mathrm{T})$ .
Proof Immediate ffom Lemmas 2.6, 2.5 and 2.3. $\square$
2.8 Theorem $\mathrm{P}\mathrm{R}(\mathrm{N})_{\nu}=\mathrm{P}\mathrm{R}(\mathrm{T})$ , where $\mathrm{P}\mathrm{R}(\mathrm{N})_{\nu}=\{f_{\nu}|f\in \mathrm{P}\mathrm{R}(\mathrm{N})\}$ .
Proof Since inclusion $\subseteq \mathrm{h}\mathrm{a}\mathrm{s}$ been proved, we now verify
$\forall g\in \mathrm{P}\mathrm{R}(\mathrm{T})$, $\exists f\in \mathrm{P}\mathrm{R}(\mathrm{N})[g=f_{\nu}]$
by induction on $\mathrm{P}\mathrm{R}(\mathrm{T})$ .
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1. $\mathrm{n}\mathrm{i}1_{n}=\nu_{-1}\circ \mathrm{z}\mathrm{e}\mathrm{r}\mathrm{o}_{n}\circ\nu=(\mathrm{z}\mathrm{e}\mathrm{r}\mathrm{o}_{n})_{\nu}$ .
cons $=\nu_{-1}\circ\nu\circ$ cons $\circ\nu_{-1}\circ\nu=(\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{\tau})_{\nu}$ where $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{\tau}\in \mathrm{P}\mathrm{R}(\mathrm{N})$.
$(p_{n,i} : \mathrm{T}^{n}arrow \mathrm{T})=\nu_{-1}\circ(p_{n,i} : \mathrm{N}^{n}arrow \mathrm{N})\circ\nu=(p_{n,i} : \mathrm{N}^{n}arrow \mathrm{N})_{\nu}$ .
2. If $g=g_{0}\mathrm{o}$ $(g_{1}, \ldots, g_{l})$ and $g_{j}=(f_{j})_{\nu}(j=1, \ldots l)$ , then
$g=(f_{0}\circ(f_{1}, \ldots, f_{l}))_{\nu}$ .
3. Let $g=g_{1}*g_{0}$ and $g_{j}=(f_{j})_{\nu}$ where $f_{j}\in \mathrm{P}\mathrm{R}(\mathrm{N})(j=0,1)$ . It suffies to show that the function
$f=g_{\tau}=\nu \mathrm{o}g\mathrm{o}\tau$ belongs to $\mathrm{P}\mathrm{R}(\mathrm{N})$ , since $g=f_{\nu}$ . From the definition, we have
$f(\tilde{m}, 0)$ $=$ $(\nu \mathrm{o}g\mathrm{o}\tau)(\vec{m}, 0)$
$=$ $\nu$ ($g(\tau(\vec{m})$ , nil))
$=$ $\nu(g_{0}(\tau(\vec{m})))$
$=$ $f_{0}(\vec{m})$ ,
$f(\vec{m}, m+1)$ $=$ $(\nu \mathrm{o}g\mathrm{o}\tau)(\vec{m}, m+1)$
$=$ $\nu$ ($g(\tau(\vec{m})$ , cons(t’, $t’))$ )
where we write cons $($?, $t’)=\tau(m+1)$
$=$ $\nu(g_{1}(\tau(\vec{m}),t’, t’,g(\tau(\vec{m}),t’),g(\tau(\tilde{m}), t’)))$




Since $1\mathrm{e}\mathrm{f}\mathrm{t}_{\tau}(m+1)$ , $\mathrm{r}\dot{\mathrm{I}}\mathrm{g}\mathrm{h}\mathrm{t}_{\tau}(m+ 1)<m+1$ , and leftT, rightr $\in \mathrm{P}\mathrm{R}(\mathrm{N})$ , the description of $f$ implies
that $f$ is primitive recursive, (cf. [6]) $\square$
3. Recursive Functions over $\mathrm{T}$
In this section, we define two classes of recursive functions over $\mathrm{T}$ and the class of functions
computable by while programs over T. Then we study their properties in connection with conjugates
of recursive functions over N. As in the case of numeric functions, we call afunction from asubset of
$\mathrm{T}^{n}$ to $\mathrm{T}$ afunction over $\mathrm{T}$ or atree function.
3.1 Definition We define the class $\mathrm{R}(\mathrm{T})$ of recursive functions over $\mathrm{T}$ recursively, as follows.
1. (primitive recursive functions) $\mathrm{P}\mathrm{R}(\mathrm{T})\subseteq \mathrm{R}(\mathrm{T})$ .
2. (minimization) If $f$ : $\mathrm{T}^{n+1}arrow \mathrm{T}$ is primitive recursive, then the (partial) function $\mu_{\mathrm{T}}f$ :
$\mathrm{T}^{n}arrow \mathrm{T}$ defined by
$(\mu_{\mathrm{T}}f)(t\gamma=t\Leftrightarrow\forall s\preceq t[f(\vec{t,}s)=\mathrm{n}\mathrm{i}1\Leftrightarrow s=t]$
belongs to $\mathrm{R}(\mathrm{T})$ . We call $\mu_{\mathrm{T}}f$ : $\mathrm{T}^{n}arrow \mathrm{T}$ the $\mathrm{T}$ -minimization function of $f$ along the values
$\tau(0)$ , $\tau(1)$ , $\tau(2)$ , $\ldots$ of $\tau$ : $\mathrm{N}arrow \mathrm{T}$ .
3. (composition) $\mathrm{R}(\mathrm{T})$ is closed under composition. That is, if partial functions $g:\mathrm{T}^{l}arrow \mathrm{T}$ and
$g_{1},g_{2}$ , $\ldots$ , $g\iota$ : $\mathrm{T}^{n}arrow \mathrm{T}$ belong to $\mathrm{R}(\mathrm{T})$ , then so does the partial function $f$ : $\mathrm{T}^{n}arrow \mathrm{T}$ defined by
$f(t\gamma$ $=s\Leftrightarrow\exists s_{1}$ , $\ldots$ , $s_{l}\in \mathrm{T}[g_{1}(t]=s_{1},$ $\ldots,g\iota(t7=s_{l},$ $g(s_{1}, \ldots, s\iota)$ $=s]$ .
As before we will write $g\circ$ $(g_{1}, \ldots, g\iota)$ for the function $f$ .
145
One may wonder whether Definition 3.1.2 is the only reasonable way of defining the minimizationfunction. For example, how about the following as an alternative?
3.2 Definition For a primitive recursive function f : $\mathrm{T}^{n+1}arrow \mathrm{T}$ , define a partial function $\mu_{\underline{\mathrm{N}}}f$ :
$\mathrm{T}^{n}arrow \mathrm{T}$ by
$(\mu_{\underline{\mathrm{N}}}f)(t7=t\Leftrightarrow\exists m\in \mathrm{N}$ [$t=\underline{m}$ A $\forall n\leq m[f(\vec{t,}\underline{n})=\mathrm{n}\mathrm{i}1$ $\Leftrightarrow n=m]$].
We call $\mu_{\mathrm{N}}f$ : $\mathrm{T}^{n}arrow \mathrm{T}$ the $\underline{\mathrm{N}}- m\dot{l}nim\dot{lz}at\dot{w}n$ of $f$ : $\mathrm{T}^{n+1}arrow \mathrm{T}$ along the values $\underline{0},12arrowarrow\ldots$ of bijection
$\underline{\mathrm{N}}$-recursive functions.
Next, we define the notion of (high-level) while programs over T.
3.3 Definition Awhile-program over $\mathrm{T}$ is of the form;
$\mathrm{i}\mathrm{n}\mathrm{p}\mathrm{u}\mathrm{t}(\vec{x});S_{1}$ ; $S_{2}$ ;\ldots ; $S_{k}$ ;output(y)
where each $S_{\dot{1}}$ is astatement, which is either an assignment statement or awhile statement, Anassignment statement is of the form
$x:=f(\tilde{y})$
and a $\mathrm{w}\mathrm{h}_{\dot{1}}1\mathrm{e}$ statement is of the form
while $\mathrm{f}\{\mathrm{y}$) $\neq \mathrm{n}\mathrm{i}\mathrm{l}$ do $[ff_{1}; S_{2}’;\ldots;S_{l}]$ .
Here, $f$ is an arbitrary primitive recursive function (in $\mathrm{P}\mathrm{R}(\mathrm{T})$ ), $x,y$ are variables (to store treesin $\mathrm{T}$), $x$ is a sequence of distinct (input) vaiablaae, and $\tilde{y}$ is any sequence of variables. $S_{\mathrm{j}}’$ ,s in thewhile statement are (either assignment or while-) statements.
The (partial) function computed by a whiIe-program $P$ over $\mathrm{T}$ is defined as usual, $\mathrm{a}\mathrm{a}\mathrm{e}\mathrm{u}\mathrm{n}\dot{\mathrm{u}}\mathrm{n}\mathrm{g}$ that theinitial values of all variables other than input variables are set to $\mathrm{n}\dot{|}$ [, and it is $\mathrm{d}\mathrm{e}\mathrm{n}\mathrm{o}\mathrm{t}\propto 1$ by $f_{P}$ : $\mathrm{T}^{n}arrow \mathrm{T}$where $n$ is the number of input variables of the program $P$ .
First, we study the relation between the three classes; the class of conjugates of recursive functionsover $\mathrm{N}$ , the claae $\mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})$ $\mathrm{o}\mathrm{f}\underline{\mathrm{N}}$-recursive functions, and that of functions computable by $\mathrm{w}\mathrm{h}\mathrm{i}\mathrm{I}\triangleright \mathrm{p}\mathrm{r}\mathrm{o}\mathrm{g}\mathrm{r}\mathrm{a}\mathrm{m}\mathrm{s}$over T.
3.4 Lemma We extend the definition of $\underline{f}$ in lemma 2.3 for $f\in \mathrm{P}\mathrm{R}(\mathrm{N})$ (cf. 2.3) to the case where
$f\in \mathrm{R}(\mathrm{N})$ , as follows.
$\bullet$ The function $\underline{f}$ for $f\in \mathrm{P}\mathrm{R}(\mathrm{N})$ is defined as before.. If $f\in \mathrm{P}\mathrm{R}(\mathrm{N})$ , we define $\underline{\mu f}=\mu_{\mathrm{N}}\underline{f}$;that is,
$\underline{\mu f}(t\gamma$
$=t \Leftrightarrow t=\min\{m\in \mathrm{N}|\underline{f}(\vec{t,}\underline{m})=\mathrm{n}\mathrm{i}1\}$ .
$\bullet\underline{g\circ(g_{1},\ldots,g\iota)}=\underline{g}\circ(\underline{g_{1}}, \ldots,\underline{g\iota})$ .
Then the functions $\underline{f}$ where $f\in \mathrm{R}(\mathrm{N})$ satisfy the following.
1. $\underline{f}\in \mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})$ .
2. $f(m_{1},m_{2},$ $\ldots,\underline{m}_{n}\mathrm{J}=\underline{m}\Leftrightarrow f(m_{1},m_{2}, \ldots,m_{n})=m$.
( $\mathrm{I}\overline{\mathrm{n}\mathrm{p}}\mathrm{a}\overline{\mathrm{r}\mathrm{t}\mathrm{i}\mathrm{c}}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{r}$, $\underline{f}(\underline{m_{1}},$ $\ldots,\underline{m}_{n}\mathrm{J}$ is defined iff $f(m_{1},$\ldots ,$m_{n})$ is defined.
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3. $f_{\nu}=\theta^{-1}\circ\underline{f}\circ\theta$ .
Proof By induction on $\mathrm{R}(\mathrm{N})$ . (For details, see [3].) $\square$
3.5 Corollary $\mathrm{R}(\mathrm{N})_{\nu}\subseteq \mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})$ where $\mathrm{R}(\mathrm{N})_{\nu}=\{f_{\nu}|f\in \mathrm{R}(\mathrm{N})\}$ .
Proof The inclusion follows immediately from Lemmas 3.4 and 2.5. $\square$
3.6 Lemma $\mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})\subseteq$ { $f_{P}|P$ is awhile program }.
Proof By induction on $\mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})$ . For example, the $\underline{\mathrm{N}}$-minimization function $\mu_{\underline{\mathrm{N}}}f$ of $f\in \mathrm{P}\mathrm{R}(\mathrm{T})$ can
be computed by the while program
input $(\vec{x})$ ;
$y:=\mathrm{n}\mathrm{i}\mathrm{l}$ ;
while $f(\vec{x}, y)\neq \mathrm{n}\mathrm{i}1$ do $[y:=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}(\mathrm{n}\mathrm{i}\mathrm{l}, y)]$ ;
output(y) $\square$
3.7 Lemma { $f_{P}|P$ is awhile program } $\subseteq \mathrm{R}(\mathrm{N})_{\nu}$;that is, functions computable by while program
over $\mathrm{T}$ are conjugates via $\nu$ of recursive functions over N.
Proof Given awhile program $P$ over $\mathrm{T}$ , we construct awhile program $Q$ over $\mathrm{N}$ which simulates
computation of $P$ step by step. The program $Q$ is obtained from $P$ by simply replacing each primitive
recursive function $g(\in \mathrm{P}\mathrm{R}(\mathrm{T}))$ in $P$ with its conjugate $g_{\nu^{-1}}=\nu\circ g\circ\nu^{-1}(\in \mathrm{P}\mathrm{R}(\mathrm{N}))$ and nil with
0. Thus, for assignment statements
$x$ $:=9\{\mathrm{y}$) becomes $x:=g_{\nu^{-1}}(y^{rightarrow})$ ,
and for termination conditions in while statements
$9\{\mathrm{y}$) $\neq \mathrm{n}\mathrm{i}\mathrm{I}$ becomes $g_{\tau}(\vec{y})$ I0.
Under this construction, we can observe the equivalence
$f_{P}(t_{1}, \ldots, t_{n})=t\Leftrightarrow f_{Q}(\nu(t_{1}), \ldots, \nu(t_{n}))=\nu(t)$
between the function $f_{P}$ computed by while program $P$ over $\mathrm{T}$ and the function $fQ$ computed by
while rogram $Q$ over N. In other words, we have $f_{P}=\nu^{-1}\circ fQ\circ\nu=(fQ)_{\nu}$ . This completes the
proof, since $fQ\in \mathrm{R}(\mathrm{N})$ . $\square$
3.8 Theorem $\mathrm{R}(\mathrm{N})_{\nu}=\mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})$ $=$ {$f_{P}|P$ is awhile program }.
Proof Immediate from Corollary 3.5 and Lemmas 3.6 and 3.7. $\square$
Next, we see the relation between the two classes of recursive functions over T.
3.9 Theorem $\mathrm{R}(\mathrm{T})=\mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})$ .
Proof To see the inclusion $\subseteq$ , it suffices to verify that the $\mathrm{T}$-minimization function $\mu_{\mathrm{T}}g$ belongs to
$\mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})$ for each $g\in \mathrm{P}\mathrm{R}(\mathrm{T})$ , since by definition the class $\mathrm{R}_{\underline{\mathrm{N}}}(\mathrm{T})$ includes $\mathrm{P}\mathrm{R}(\mathrm{T})$ and closed under
composition. But it is easy; the following while program over $\mathrm{T}$ clearly computes the function $\mu_{\mathrm{T}}g$ .
input $(\vec{x})$ ;
$y:=\mathrm{n}\mathrm{i}1$ ;
while $g(\vec{x}, y)\neq \mathrm{n}\mathrm{i}1$ do $[y:=\mathrm{n}\mathrm{e}\mathrm{x}\mathrm{t}(y)]$ ;
output(y)
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To see $\supseteq$ , all we need is to show that for each g $\in \mathrm{P}\mathrm{R}(\mathrm{T})$ the $\underline{\mathrm{N}}$-minimization function $\mu\underline{\mathrm{N}}g$ belongs
to $\mathrm{R}(\mathrm{T})$ . For the purpose, we define anew function
$g’(\tilde{t,}t)=\{$
$g(\tilde{t,}t)$ if $t\in\underline{\mathrm{N}}$,
$g$ ( $t$ , $\mathrm{n}$ il) otherwise,
and note the equivalence
$(\mu_{\underline{\mathrm{N}}}g)(t7=t\Leftrightarrow(\mu_{\mathrm{T}}g’)(t7=t$.
Here we have $J$ $\in \mathrm{R}(\mathrm{T})$ since $J(\vec{t,}t)=\dot{|}\mathrm{f}(\underline{\mathrm{N}}?(t),g(\vec{t,}t),g$( $\tilde{t,}$ nil) $)$ (cf. Examples 2.2.3). Thus we get
$\mu_{\underline{\mathrm{N}}}g=\mu_{\mathrm{T}}g’\in \mathrm{R}(\mathrm{T})$ . $\square$
3.10 Corollary $\mathrm{R}(\mathrm{N})_{\nu}=\mathrm{R}(\mathrm{T})$ .
In [3], $\mathrm{R}(\mathrm{T})$ is shown to be equal to the class of tree functions which are representable by (type
ffee) A-calculus. Due to space Imitation, we omit the details.
4. Choice of Coding Functions
In this section, we study how the choice of coding function $\nu:\mathrm{T}arrow \mathrm{N}$ affects the class $\mathrm{P}\mathrm{R}(\mathrm{N})_{\nu}$
of conjugates of primitive recursive numeric functions and the class $\mathrm{R}(\mathrm{N})_{\nu}$ of conjugates of recursive
numeric functions. The proof idea is originally due to [2] Chapter III.
As before, we write $f_{\varphi}$ for the conjugate $\varphi^{-1}\circ f\circ\varphi$ of function $f$ via bijection $\varphi$ , and extend the
notation to classes $F$ of functions as $F_{\varphi}=\{f_{\varphi}|f\in F\}$ .
4.1 Lemma Suppose $a:\mathrm{N}arrow \mathrm{N}$ and $b:\mathrm{T}arrow \mathrm{T}$ are bijections. Then
1. If suca $\in \mathrm{P}\mathrm{R}(\mathrm{N})$ , then $a^{-1}\in \mathrm{P}\mathrm{R}(\mathrm{N})$ ,
2. If $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{b}\in \mathrm{P}\mathrm{R}(\mathrm{T})$, then $b^{-1}\in \mathrm{P}\mathrm{R}(\mathrm{T})$ .
Proof In the second case, the function $b^{-1}$ can be defined by primitive recursion since
$b^{-1}$ cons$(t’,t’))$ $=$ ($b^{-1}\circ$ cons $\circ b$) $(b^{-1}(t’), b^{-1}(t’))$ .
where $b^{-1}\circ$ cons $\circ b=\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}6$ $\in \mathrm{P}\mathrm{R}(\mathrm{T})$ . The first case is similar. $\square$
4.2 Lemma Suppose $a:\mathrm{N}arrow \mathrm{N}$ and $b:\mathrm{T}arrow \mathrm{T}$ are bijections. Then
1. $\mathrm{P}\mathrm{R}(\mathrm{N})_{a}=\mathrm{P}\mathrm{R}(\mathrm{N})\Leftrightarrow a,a^{-1}\in \mathrm{P}\mathrm{R}(\mathrm{N})$,
2. $\mathrm{P}\mathrm{R}(\mathrm{T})_{b}=\mathrm{P}\mathrm{R}(\mathrm{T})\Leftrightarrow b,b^{-1}\in \mathrm{P}\mathrm{R}(\mathrm{T})$.
Proof For the direction $\Rightarrow \mathrm{o}\mathrm{f}$ the second case, since the condition implies const, $\in \mathrm{P}\mathrm{R}(\mathrm{T})$ , we
know $b^{-1}\in \mathrm{P}\mathrm{R}(\mathrm{T})$ ffom Lemma 4.1.2. Since the condition can also be stated as $\mathrm{P}\mathrm{R}(\mathrm{T})\mathrm{t}-\mathrm{i}=$
$b\mathrm{o}\mathrm{P}\mathrm{R}(\mathrm{T})\mathrm{o}b^{-1}=\mathrm{P}\mathrm{R}(\mathrm{T})$ , we get $b=(b^{-1})^{-1}\in \mathrm{P}\mathrm{R}(\mathrm{T})$ by the same argument. For the direction
$\Leftarrow$ , the assumption $b$, $b^{-1}\in \mathrm{P}\mathrm{R}(\mathrm{T})$ implies
bo $\mathrm{P}\mathrm{R}(\mathrm{T})\circ b^{-1}\subseteq \mathrm{P}\mathrm{R}(\mathrm{T})$ and $b^{-1}\circ \mathrm{P}\mathrm{R}(\mathrm{T})$ ob $\subseteq \mathrm{P}\mathrm{R}(\mathrm{T})$,
from which we obtain $\mathrm{P}\mathrm{R}(\mathrm{T})\subseteq b^{-1}\circ \mathrm{P}\mathrm{R}(\mathrm{T})\circ b\subseteq \mathrm{P}\mathrm{R}(\mathrm{T})$ . The first case is similar. $\square$
Based on these facts, we show anecessary and sufficient condition for abijection $\varphi$ : T $arrow \mathrm{N}$ to
satisfy $\mathrm{P}\mathrm{R}(\mathrm{N})_{\varphi}=\mathrm{P}\mathrm{R}(\mathrm{T})$ (cf. Theorem 2.8).
4.3 Theorem For any bijection $\varphi:\mathrm{T}arrow \mathrm{N}$ , the following conditions are equivalent
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1. $\mathrm{P}\mathrm{R}(\mathrm{N})_{\varphi}=\mathrm{P}\mathrm{R}(\mathrm{T})$ .
2. $\mathrm{s}\mathrm{u}\mathrm{c}_{\varphi}\in \mathrm{P}\mathrm{R}(\mathrm{T})$, and $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{\varphi^{-1}}\in \mathrm{P}\mathrm{R}(\mathrm{N})$ .
Proof The direction $1\Rightarrow 2$ is obvious. To see the direction 291, suppose $\varphi$ :
$\mathrm{T}arrow \mathrm{N}$ satisfies the
condition 2. Then
$\nu^{-1}\circ\varphi\circ$ cons $\circ\varphi^{-1}\circ\nu\in\nu^{-1}\mathrm{o}\mathrm{P}\mathrm{R}(\mathrm{N})\circ\nu=\mathrm{P}\mathrm{R}(\mathrm{T})$
because the standard coding function $\nu$ ; $\mathrm{T}arrow \mathrm{N}$ satisfies 1 by
$\mathrm{T}\mathrm{h}\infty \mathrm{r}\mathrm{e}\mathrm{m}$ $2.8$ . This, together with
Lemma 4.1.2, implies that the bijection $\nu^{-1}0\varphi$ belongs to
$\in \mathrm{P}\mathrm{R}(\mathrm{T})$ since $\nu^{-1}0\varphi=(\varphi^{-1}\circ\nu)^{-1}$ .
Similarly, since the condition 2implies
$\nu 0\varphi^{-1}$ $\mathrm{o}\mathrm{s}\mathrm{u}\mathrm{c}$
$0\varphi 0\nu^{-1}\in\nu\circ \mathrm{P}\mathrm{R}(\mathrm{T})0\nu^{-1}=\mathrm{P}\mathrm{R}(\mathrm{N})$ ,





Thus we get $(\nu^{-1}\circ\varphi)$ , $(\nu^{-1}\circ\varphi)^{-1}\in \mathrm{P}\mathrm{R}(\mathrm{T})$ , which then implies
$\mathrm{P}\mathrm{R}(\mathrm{T})$ $=$ $(\nu^{-1}0\varphi)^{-1}\circ \mathrm{P}\mathrm{R}(\mathrm{T})\circ(\nu^{-1}0\varphi)$ by Lemma 4.2.2
$=$
$\varphi^{-1}\circ(\nu \mathrm{o}\mathrm{P}\mathrm{R}(\mathrm{T})\circ\nu^{-1})\circ\varphi$
$=$ $\varphi^{-1}\circ \mathrm{P}\mathrm{R}(\mathrm{N})\circ\varphi$ by Theorem 2.8.
This completes the proof. $\square$
From the theorem, we know that change of the coding function does not affect the notion
of
conjugates of primitive recursive functions as long as the conjugate of suc :
$\mathrm{N}arrow \mathrm{N}$ and that of
cons : $\mathrm{T}^{2}arrow \mathrm{T}$ remain to be primitive recursive. Asimilar statement holds in the case of recursive
functions, as we see below.
4.4 Lemma Suppose $a:\mathrm{N}arrow \mathrm{N}$ and $b:\mathrm{T}arrow \mathrm{T}$ are bijections. Then
1. If $\mathrm{s}\mathrm{u}\mathrm{c}_{a}\in \mathrm{R}(\mathrm{N})$ , then $a^{-1}\in \mathrm{R}(\mathrm{N})$ ,
2. If $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{b}$ $\in \mathrm{R}(\mathrm{T})$ , then $b^{-1}\in \mathrm{R}(\mathrm{T})$ .
Proof The proof idea of Lemma 4.1 is applicable to this lemma, because both
$\mathrm{R}(\mathrm{N})$ and $\mathrm{R}(\mathrm{T})$ are
closed under primitive recursion. $\square$
4.5 Lemma Suppose $a:\mathrm{N}arrow \mathrm{N}$ and $b:\mathrm{T}arrow \mathrm{T}$ are bijections. Then
1. $\mathrm{R}(\mathrm{N})_{a}=\mathrm{R}(\mathrm{N})\Leftrightarrow a$ , $a^{-1}\in \mathrm{R}(\mathrm{N})$ ,
2. $\mathrm{R}(\mathrm{T})_{b}=\mathrm{R}(\mathrm{T})\Leftrightarrow b$ , $b^{-1}\in \mathrm{R}(\mathrm{T})$ .
Proof As Lemma 4.2. $\square$
Based on above lemmas and Corollary 3.10 that shows $\mathrm{R}(\mathrm{N})_{\nu}=\mathrm{R}(\mathrm{T})$ for the standard
coding
function $\nu$ , we can prove the following counterpart of Theorem 4.3 for recursiveness.
4.6 Theorem For any bijection $\varphi:\mathrm{T}arrow \mathrm{N}$ , the following conditions are equivalent.
1. $\mathrm{R}(\mathrm{N})_{\varphi}=\mathrm{R}(\mathrm{T})$ .
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2. $\mathrm{s}\mathrm{u}\mathrm{c}_{\varphi}\in \mathrm{R}(\mathrm{T})$ , and $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{\varphi^{-1}}\in \mathrm{R}(\mathrm{N})$.
Proof As Theorem 4.3. $\square$
4.7 Corollary For any bijection $\varphi:\mathrm{T}arrow \mathrm{N}$, the following conditions are equivalent.
1. $\mathrm{s}\mathrm{u}\mathrm{c}_{\varphi}\in \mathrm{P}\mathrm{R}(\mathrm{T})$, and $\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{s}_{\varphi^{-1}}\in \mathrm{P}\mathrm{R}(\mathrm{N})$.
2. $\mathrm{P}\mathrm{R}(\mathrm{N})_{\varphi}=\mathrm{P}\mathrm{R}(\mathrm{T})$ .
3. $\mathrm{P}\mathrm{R}(\mathrm{N})_{\varphi}=\mathrm{P}\mathrm{R}(\mathrm{T})$ , and $\mathrm{R}(\mathrm{N})_{\varphi}=\mathrm{R}(\mathrm{T})$.
$\mathrm{P}\mathrm{r}\mathrm{o}\mathrm{o}\mathrm{f}\square$
Immediate from Theorems 4.3 and 4.6, and inclusions $\mathrm{P}\mathrm{R}(\mathrm{N})\subseteq \mathrm{R}(\mathrm{N})$ and $\mathrm{P}\mathrm{R}(\mathrm{T})\subseteq \mathrm{R}(\mathrm{T})$.
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