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Abstract— This paper presents a new algorithm for the
learning of spatial correlation and non-local restoration of
single-photon 3D Lidar images acquired in the photon starved
regime (fewer or less than one photon per pixel) or with a
reduced number of scanned spatial points (pixels). The algorithm
alternates between three steps: (i) extract multi-scale informa-
tion, (ii) build a robust graph of non-local spatial correlations
between pixels, and (iii) the restoration of depth and reflectivity
images. A non-uniform sampling approach, which assigns larger
patches to homogeneous regions and smaller ones to hetero-
geneous regions, is adopted to reduce the computational cost
associated with the graph. The restoration of the 3D images
is achieved by minimizing a cost function accounting for the
multi-scale information and the non-local spatial correlation
between patches. This minimization problem is efficiently solved
using the alternating direction method of multipliers (ADMM)
that presents fast convergence properties. Various results based
on simulated and real Lidar data show the benefits of the
proposed algorithm that improves the quality of the estimated
depth and reflectivity images, especially in the photon-starved
regime or when containing a reduced number of spatial points.
Index Terms— Single photon, 3D Lidar imaging, Poisson statis-
tics, image restoration, ADMM, Laplacian regularization, graph,
non-uniform sampling, multi-scale analysis.
I. INTRODUCTION
IMAGING and sensing using the time-correlated single-photon counting technique has emerged as a candidate
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Fig. 1. Schematic description of 3D single photon Lidar imaging.
technology for a number of application areas [1]. The high
sensitivity and excellent surface-to-surface resolution of the
single-photon timing approach mean that high-resolution depth
profiling can be achieved with a very low signal return. This
approach has been used in extreme conditions of long stand-off
distances [2], [3] and in highly turbid media, as in the case of
underwater imaging [4], [5] and atmospheric obscurants [6].
As shown in Fig. 1, a single-photon Lidar system usually
consists of a high repetition rate picosecond pulsed laser
source which is directed towards the target, with photons
returned from the target being detected using a single-photon
detector. The time interval between the laser emission and
the photon detection event are recorded and digitised into
discrete timing intervals. These time intervals are placed in
a timing histogram. By recording data over many laser pulses,
the timing histogram can represent a full waveform return
signal. The integrated sum of photons in the return peak of
the waveform represents the target reflectivity, and its time
delay infers the round-trip duration, and hence target distance.
This allows the reconstruction of 3D image of the target as
single-photon measurements are made at different positions on
the target.
In order to facilitate the use of single-photon Lidar and
imaging systems in a number of emerging applications, it is
necessary to address the critical challenges of reducing both
the data acquisition time and the image processing compu-
tational cost. For example, one possible solution to lower-
ing the acquisition time is to reduce the overall number of
acquired pixels by a careful selection of data from parts
of the target scene in order to capture most of the useful
information [7]. Post-processing the sparse photon image
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data [8] to extract most information is also vitally important,
which can include the restoration of 3D images [9], [10],
target detection or scene classification [11]. Some of these
challenges have been addressed by improving the system
optical configurations [12], [13] or by applying signal process-
ing techniques to efficiently exploit sparse single-photon
data [14]–[18]. The latter strategy is adopted in this paper.
Several methods have been proposed in the literature to
restore Lidar data obtained in the photon-starved regime (fewer
or less than one photon per pixel/histogram). As a consequence
of the nature of the data, common techniques based on
assumptions of Gaussianity lead to a reduced restoration per-
formance which promotes the design of specialized algorithms
accounting for data statistics, e.g., binomial statistics [13],
Poisson statistics [19]–[25] or data based ones as for machine
learning algorithms [8], [26], [27]. The extraction of depth
and reflectivity images is an ill-posed inverse problem, that is
usually solved by the statistical based algorithms by including
prior knowledge or regularization to improve the quality of the
estimates. This is often achieved by exploiting redundant infor-
mation in the data by accounting for correlations or by assum-
ing sparsity in a transformed domain (e.g., DCT or wavelet
domain [9], [28]–[30]) to exploit the multi-scale information
available in the data. Local approaches assume spatial corre-
lation between adjacent pixels [31], [32] while most state-of-
the-art algorithms extend this notion to non-local regions [19],
[33], [34]. However, these approaches are no longer effective
in the context of Lidar. For example, BM3D [33] fails to
restore the empty pixels thus leading to unsatisfactory results
as reported in [9]. In addition, larger spatial points such
as patches or superpixels [17], [33], [35], [36] can also be
used to build robust algorithms and reduce their sensitivity
to pixel fluctuations due to noise or other corruptions. The
algorithm proposed in this paper combines these ingredi-
ents to provide an efficient solution for 3D imaging using
Lidar.
The first contribution of this paper is the use of a
graph-based strategy to restore 3D Lidar data acquired under
the photon starved regime. This choice is motivated by
the fact that it allows the exploitation of non-local spatial
information available in the data. The possibility of acquir-
ing Lidar data on a non-uniform grid, which requires the
use of graph approaches is an additional motivation. Note
that any constructed graph should be robust to the photon
sparsity inherent in the data. This is achieved by exploiting
the multi-scale information of the Lidar data, i.e., the graph
nodes are defined by combining the depth and reflectivity
information extracted from multi-scale Lidar data. Moreover,
to avoid computational difficulties associated with large graphs
(e.g., when associating each node to a pixel), the graph-nodes
are associated to scene dependent non-uniform patches. More
precisely, we propose in this paper to define a non-uniform
sampling grid which depends on the observed scene, where
larger patches are assigned to homogeneous regions and
conversely.
The second contribution exploits the learned non-local spa-
tial correlations to restore depth and reflectivity images in
a single-photon Lidar context. Indeed, the use of non-local
information is a key ingredient in most state-of-the-art
restoration algorithms [19], [33], [34], [23], [24]. Here the
restoration is performed by minimizing a regularized cost
function coupled with an optimization algorithm. This cost
function accounts for the multi-scale information, and pro-
motes non-local spatial correlations between estimates by
considering a graph-Laplacian regularization term [37], [38].
The restoration is accelerated by performing a spatial classi-
fication on the constructed graph, which allows the indepen-
dent processing of the patches of each class. The estimates
associated with the resulting model are approximated using
an alternating direction method of multipliers (ADMM)
[39]–[41], as it is fast and shows good convergence properties.
The proposed approach is validated on both simulated and
field data showing improved depth and reflectivity estimates
especially when reducing the photon counts or the number of
observed pixels.
To summarize, the main contributions are:
• A graph-based strategy is proposed to learn non-local
spatial correlations. The robustness of the graph to low
photon regimes is improved using a multi-scale approach,
and its computation is accelerated using a non-uniform
sampling strategy,
• Exploitation of the learned non-local spatial correlations
to restore the depth and reflectivity images. The restora-
tion is accelerated using a clustering strategy allowing
parallel processing of the independent classes.
The paper is organized as follows. Section II introduces
the statistical model associated with the observed photon
counts and an overall description of the proposed solution.
Section III presents a preprocessing step based on a multi-scale
approach. The spatial correlation analysis and the restora-
tion algorithms are presented in Sections IV and V. The
results conducted on synthetic and real data are illustrated
in Section VI. Finally, conclusions and future works are
discussed in Section VII.
II. PROBLEM FORMULATION
A. Observation Model
Let yi, j,t be the Lidar observation which denotes the number
of observed photon counts within the t th bin of the pixel (i, j),
where (i, j) ∈ {1, · · · , Nr }×{1, · · · , Nc}, and Y be a cube of
size Nr ×Nc×T gathering all observations where T is the total
number of bins. Akin to [15], [42], we assume the observed
photon counts yi, j,t are drawn from Poisson distribution P (.)
as follow
yi, j,t ∼ P
(
si, j,t
) (1)
where
si, j,t = ri, j f
(
t − ti, j
)+ bi, j (2)
and ri, j ≥ 0 stands for the reflectivity of the target, ti, j ≥ 0
represents the time-of-flight related to the range of the target,
bi, j ≥ 0 is a constant for all bins denoting the background and
dark photon level, and f denotes the system impulse response
assumed to be known from the calibration step. Moreover,
as ti, j is linearly related to the target depth, it is considered
to be depth in this paper. The proposed algorithm aims to
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Fig. 2. Overall structure of the proposed algorithm.
restore ri, j and ti, j in the photon starved case by considering
the multi-scale information and spatially non-local smoothness
constraints obtained on depth and reflectivity (DR) images.
Furthermore, let z be a 2N ×1 vector where z = [zT1 , zT2 ]T =[tT , rT ]T gathers all ti, j , ri, j and N = Nr × Nc is the number
of pixels, where both t and r are N × 1 vectors.
B. Structure of Proposed Algorithm
This section introduces the overall structure of the proposed
algorithm. As we focus on the photon-starved case, our goal
is to use the reflected photons from the target efficiently.
Considering a small scanning step compared to the object size,
restoration of depth and reflectivity images is usually based on
exploiting spatial correlation between pixels. Traditional meth-
ods try to find the connection between neighbouring pixels as
they are likely to share the same information. However, such
methods provide limited improvement due to limited prior
information. To improve performance, this paper considers a
non-local approach that accounts for spatial correlations in the
full image. Based on such idea, we propose a 3 step method
which begins by using multi-scale information to obtain initial
estimates for DR images. Then it iterates between learning
non-local spatial correlations between pixels and using them
to restore DR images.
Fig. 2 shows the basic structure of the algorithm, where
multi-scale analysis plays the role of a good initializa-
tion to guarantee the robustness of the learned correla-
tions. Non-local spatial correlations are then learned using a
graph and the algorithm is accelerated using several strate-
gies as detailed in the next section. Finally, the restoration
step improves the quality of DR images using the learned
correlations.
III. PREPROCESSING: MULTI-SCALE ANALYSIS
As the empty and noisy pixels lead to unsatisfactory spatial
correlations and thus poor estimation results (see Table I for
details), the input data need to be well initialized in order to
learn the correct spatial correlations. This section introduces
the pre-processing step on DR images which is necessary to
improve the quality of the learned non-local spatial correla-
tions. Akin to [17], [43], this papers exploit the information
obtained from low-pass filtered histograms which improves the
signal-to-background ratio of the data, and provides depth and
reflectivity estimates with lower noise at a price of a reduced
spatial resolution. In this step, the algorithm first applies a
large 2D spatial low-pass filter of size O×O on the histograms
Y . The resulting histograms are then used to estimate smooth
DR images by considering a classical estimation algorithm
based on cross-correlation (see [9] for details). The filter size
is then iteratively reduced to obtain DR images with more
Algorithm 1 Multi-Scale Analysis (MSA)
spatial details, where the empty pixels (i.e. ri, j = 0) in finer
resolution are inpainted by the corresponding pixels in coarse
scale and the noisy pixels are removed by a median filter of
size 3×3. The iterations are performed until the filter reaches
the finest resolution scale (i.e. O = 1). Algo. 1 describes in
details these steps, where low-pass(Y , O) denotes the low-pass
filtering of Y with an O × O filter, inpaint(z, z+1) replaces
the empty pixels in z by the corresponding pixels in z+1,
and median(z,3) applies a median filter of window size 3×3
on z. The estimation of DR images from histograms using
a classical DR estimation algorithm is denoted by Parameter-
Estimates(.). Therefore, z contains the DR images estimated
in the -th iteration from the filtered histograms Y  and the
information from previous iteration. The final output z will be
the input of the “learning non-local spatial correlations” step
as represented in Fig. 2.
IV. SPATIAL CORRELATIONS AND ACCELERATION
A. Graph of Correlations
In the non-local approach [38], the spatial correlation
between pixels is often evaluated in an N × N graph W
with positive elements (wi j > 0) representing the degree of
similarity between features/nodes ai and a j .1 Thus the spatial
correlation between features can be interpreted as an affinity
graph W where the value of each element wi, j is proportional
to the similarity of corresponding features. Different heuristic
can be chosen to evaluate W , for example, Gaussian kernel is
applied in this paper as follow [38]
wi, j = exp
[
−||ai − a j ||
2
2θ2
]
(3)
where the scaling parameter θ is the kernel’s bandwidth, which
controls how rapidly the affinity wi j falls with the similarity
||ai −a j ||2 and ||.|| stands for 2 norm such that ||x||2 = xT x.
1In this context, feature means pixels or patches, which will be described
in detail later.
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B. Feature
The graph is evaluated using features that should be defined.
As we are interested in depth and reflectivity information, both
are included as features which will contribute to the robustness
of the learned correlations. Furthermore, due to different scales
of depth and reflectivity, a normalization is applied on both of
them as follows
tNorm = t − t
min1
tmax − tmin , r
Norm = r − r
min1
rmax − rmin (4)
where 1 denotes the N×1 vector of ones, t, r denotes the input
data and (tmax, rmax), (tmin, rmin) and (tNorm, rNorm) represent
the maximum, minimum and normalized values of t and r,
respectively.
Let α ∈ [0, 1] be a parameter which regulates the proportion
of depth and reflectivity information, The feature a ∈ RN×1
can be written as
a = αtNorm + (1 − α)rNorm. (5)
C. Reducing Complexity
Reducing the computation cost due to the large size of
the affinity graph is an essential ingredient to facilitate the
use of the method in real world applications. For example,
an N = 128 × 128 image contains 16384 pixels, which
leads to an affinity graph of size N × N = 16384 × 16384.
This is a large matrix and it is necessary to reduce the
computational cost while preserving the correlation between
different regions. To solve this problem, a non-uniform sam-
pling strategy is proposed to reduce the size of the graph.
Furthermore, the large affinity graph is divided into sub-graphs
by adopting a clustering algorithm, which also reduces the
complexity.
1) Non-Uniform Sampling: To reduce the size of the graph,
down-sampling or grouping of similar pixels in patches is an
effective way. For example, a uniform down-sampling with a
rate r will lead to an affinity graph of size [N/(r2)]×[N/(r2)].
While uniform down-sampling enables computational cost
saving, it does not account for the shape of the observed scene.
As a result, the image edges and details are degraded while
the smoothed area (i.e., homogeneous regions, where average
gradient (variation) within the region is lower than the thresh-
old s ; otherwise it is considered as heterogeneous regions)
are assigned too many patches thus resulting in unnecessary
computation. From the perspective of saving computational
cost, non-uniform sampling is proposed with flexible patch
sizes by giving homogeneous regions larger sized patches and
smaller sized patches to heterogeneous areas. An example is
shown in Fig. 3, where the first row uses uniform sampling
and the second row a non-uniformly one. Both images are
reconstructed by 1024 patches, which corresponds to 32 × 32
sized image. It is clear that the non-uniform sampling approach
achieves better visual quality for the same number of patches
as for a uniformly sampled image. The proposed algorithm is
described in Algo. 2 and detailed in the following paragraph.
The user needs first to define the coarsest level of resolution L
to consider (i.e., patches of size 2L−1 × 2L−1), the maximum
number of patches Nmax (i.e. scan points) and the threshold
Fig. 3. Sampling results on a life-sized polystyrene head produced using an
acquisition time of 30ms per pixel. Top left and bottom left are the results
of uniformly and non-uniformly sampled images respectively, top middle and
bottom middle are the sampling grid used to obtain top left and bottom left
respectively, top right and bottom right represent a zoom on the top left of
the head. Both images contain the same number of scan points.
Algorithm 2 Non-Uniform Sampling
to split patches T , s . Parameter T can be fixed based on
physical meanings (e.g. a region is considered homogeneous
if the variation in depth is lower than 1mm). A binary edge
detection is performed in lines 3-4 by first computing the
gradients of depth and reflectivity images using G(.), and
thresholding the results using T and
T (zg, T ) =
{
1, if zg > T
0, if zg ≤ T . (6)
The algorithm then iterates from the coarsest patch level
to the finest. A weight of variation cn is associated to each
patch as shown in line 7 (where zthνn (i) is the i -th pixel in the
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Algorithm 3 Learning Non-Local Spatial Correlations
n-th patch). Note that feature(.) in line 7 combines the depth
and reflectivity information to build a feature as described
in (5). The weights are then sorted in decreasing order in
line 9, so that priority is given to those patches with high
variations. Finally, patches with weights higher than s are split
in lines 10-16 (smooth patches are not divided). The algorithm
is stopped if it reaches the finest level, or the maximum number
of patches Nmax. Finally, the outputs zs and ν contain the patch
values and locations, respectively.
2) Clustering: The affinity graph W is constructed using the
non-uniformly sampled patches as features. Clustering is then
performed to divide the large affinity graph W into smaller
sub-graphs that can be processed independently, thus leads to
better computational performance (see also Table I). Several
graph-based clustering algorithms can be considered [44]–[47]
and we adopt in this paper the clustering algorithm in [48]
that shows a good balance between computational cost and
clustering quality. This algorithm only requires the affinity
graph W and the number of classes K to divide the patches
into K classes, where the sub-graphes Wk, k ∈ {1, · · · , K }
associated with each class can be obtained by selecting the
appropriate lines and columns of W . The algorithm performs
an SVD decomposition on W , then apply K-means algorithm
on the eigenvectors matrix of W . Although [47] general-
izes [48] by using several iterations, [48] is considered in this
paper as it provided satisfactory results at a low computational
cost. The learning non-local spatial correlations step, including
non-uniform sampling, is described in Algo. 3. Note that
line-3 is described in Algo. 2. Normalize(.) and Feature(.)
correspond to (4) and (5), respectively. To summarize, this step
outputs the non-uniformly sampled DR images zs , the patch
locations ν, the class labels of the patches and the affinity
graph W , which will be the input of the restoration step
described in the next section.
V. RESTORATION
The goal of the paper is to estimate the depth t and reflec-
tivity images r in the photon starved regime, where the main
challenge is the presence of empty and noisy pixels due to
the limited photon counts. From an optimization perspective,
such goal can be reached by accounting for prior knowledge
introduced by regularization terms. The next section describes
the considered cost function to minimize.
A. Cost Function
The cost function, denoted by C(t, r), is given by
C(t, r) = ρ(t, r| t˜, r˜) + φ(t, r) + iR+(t, r) (7)
where ρ(.) is the data fidelity term using non-uniform patches,
φ(.) is the regularization term representing a negative log-prior
distribution on the parameters (t, r) and iR+(.) is the indicator
function imposing non-negativity. These terms are described
in the next sub-sections.
1) Fidelity Term: To estimate spatial correlations effec-
tively, priority was given to remove empty and noisy pixels
at the preprocessing step, leading to a smooth depth image ts
with reduced spatial details. To retrieve these spatial details,
a new depth image is reconstructed using the following equa-
tion
tˆ = M t y + (IN − M)ts (8)
where t y represents the estimated depth from the fine scale
histograms Y , and M is an N × N diagonal binary mask, with
ones corresponding to non-empty pixels in t y . This operation
replaces empty pixels in t y by the corresponding ones in ts to
keep spatial details. Note that due to inherent Poisson noise in
the reflectivity image, it is not changed at this stage leading
to rˆ = rs .
Furthermore, it is important to mention that the estimation
is performed on the non-uniform patches, thus the pixel-wise
images ( tˆ, rˆ) are used to build the patch-wise images ( t˜, r˜),
where the value of each patch is given by the median value
of its pixels. Finally, by assuming a Gaussian distribution of
the estimates, the data fidelity term is given by
ρ(t, r| t˜, r˜) = ||t − t˜||2 + ||r − r˜||2 (9)
Note that the fidelity term is separable w.r.t r and t which
can be processed independently. Such advantages will be
illustrated in subsequent sections.
2) Prior: Prior knowledge plays a key role in restoring
the estimates of empty and noisy pixels [49]. Note that the
correlations between pixels have been learned in the previous
step, which constitutes valuable information that should be
exploited for restoration. Akin to [50], we assume a centred
multivariate Gaussian prior distribution for the pixels of depth
tk and reflectivity rk images belonging to the spatial class k,
where the correlations are introduced through the covariance
matrices. Straightforward computations lead to the following
negative log-prior or Laplacian regularization
φ(tk, rk) = σ1 tTk Pk tk + σ2rTk Pk rk (10)
where σ1 and σ2 control the degree of regularization, Pk =
Qk − Wk is the graph Laplacian matrix of the k-th class
in which Qkii =
∑N
j=1 wki j is a diagonal matrix and Wk
is the affinity graph of the pixels belonging to the k-th
class. By combining the fidelity term and negative log-prior
distributions for the k-th spatial class, it is clear that C(tk, rk)
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is separable w.r.t t and r , which is divided into the following
2 similar sub-functions that are optimized independently for
better efficiency.
C(tk) = ||tk − t˜k ||2 + σ1 tTk Pk tk + iR+(tk)
C(rk) = ||rk − r˜k ||2 + σ2 rTk Pk rk + iR+(rk) (11)
Finally, it is clear from (11), that each class k can be restored
independently from the others. Therefore, we drop the index
“k” in the following for brevity.
B. Estimation Algorithm
This section describes the alternating direction method of
multipliers (ADMM) [51] used to minimize the cost function
(11). The main idea of ADMM algorithm is to divide the
formulation into a sets of simple sub problems that are easy
to solve. This section first introduces a generalized formulation
of a variant of the ADMM algorithm [41], then demonstrates
its use in our case.
1) General Formulation: Consider the generalized opti-
mization problem which contains J sub problems
argmin
z
C (z) = argmin
z
J∑
j=1
g j
(
H( j )z
)
(12)
where z ∈ Rd , g j : Rp j → R are closed, proper, convex func-
tions, and H ( j ) ∈ Rp j×d are arbitrary matrices. By denoting
u( j ) = H ( j )z ∈ Rp j and d( j ) ∈ Rp j which is introduced as
an auxiliary vector, problem (12) can be solved using a variant
of the ADMM algorithm proposed in [40] and described
in Algo. 4. The algorithm first reforms (12) in augmented
Lagrangian form as follows
argmin
z,u
C (z, u)
= argmin
z,u
J∑
j=1
[
g j
(
u( j )
)
+ μ
2
||u( j )− H( j )z−d( j )||2
]
. (13)
Then it alternates between the minimization of (13) w.r.t.
z and u. Note that μ stands for the Lagrange multiplier
that has been updated using the adaptive strategy described
in [52] to accelerate convergence; g j are closed, proper,
convex functions, and the proximity term in line 11 are solved
exactly. This algorithm convergence is guaranteed when the
matrix X =
[∑J
j=1
(
H( j )
) H( j )] has full rank and c is the
threshold determining whether the algorithm has converged
2) Restoration : Problem (11) can be solved using the
ADMM algorithm. Denoting t (resp. r) a vector of size
Nkp ×1, the sub-function C(t) (resp. C(r)) can be divided into
2 sub-problems as follows
g1
(
u(1)
)
= ||u(1) − t˜||2 + σ1u(1)T Pu(1), H (1) = INkp
g2
(
u(2)
)
= i
R
Np
+
(
u(2)
)
, H(2) = INkp (14)
where X simplifies to a variant of identity matrix (which
is fast to inverse) due to the unique structure of H( j ).
Algorithm 4 ADMM Variant for (12)
Algorithm 5 Non-Local Restoration
The optimization problem in line 11 is straightforward for
j = 1 with the following analytical solution
u
(1)
i+1 =
[
(μ + 2)INp + σ1
(
P + PT
)]−1
(μv
(1)
i + 2 t˜). (15)
The restoration step is described in Algo. 5, where (.)k
means the parameters in k-th class, class(W , Label) stands
for the choice of the patches of the k-th class. Finally,
as highlighted in section II-B, the proposed algorithm iterates
between learning non-local spatial correlations and non-local
restoration steps to improve the quality of DR images.
VI. SIMULATION RESULTS
A. Results on Synthetic Data
This section evaluates the performance of the proposed
algorithm on synthetic data sets. It is divided into four subsec-
tions which introduce the evaluation criteria and comparison
algorithms, the considered data sets, a study of the effect of
hyperparameters, and analysis of performance on simulated
images, as follows.
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1) Evaluation Criteria and Comparison Algorithms: The
quality of restoration is evaluated using the Signal to
Reconstruction-Error ratio, SRE = 10 log10
( ||x||2
||x−x̂||2
)
and
Root Mean-Square Error, RSME =
√
||x−x̂||2
N , where x is
the reference depth or reflectivity image, x̂ is the restored
image. For synthetic data, the reference images are the known
parameters used to generate the data. For real data, DR images
obtained with the longest acquisition times were considered as
references.
Different methods are considered for comparison. A classi-
cal method is considered by performing a pixel-wise matched
filter of the histograms by the instrument response of the
system to estimate the depth (this is equivalent to a maximum
likelihood estimator by considering Gaussian statistics and no
background). Both Restoration of Depth and Intensity-Total
Variation (RDI-TV) [9] and Shin’s algorithm [53] restore DR
images by considering data statistics and local spatial corre-
lations enforced using a TV regularization term. Unmixing
Algorithm (UA) [17] improves the quality of the estimate by
considering a data-driven adaptive super-pixel approach, then
further improves the performance of restoration by solving
a penalized maximum likelihood estimates that account for
data statistics and spatial correlations. All 4 algorithms were
implemented in MATLAB 2018a on a PC of Intel i7-9700k
OCTA Core CPU and 32G RAM.
2) Simulated Data Sets: We test the algorithm on two
synthetic data obtained from simulated and realistic images.
The first data consists of a 128 × 128 × 586 (Nr × Nc × T )
sized synthetic data representing a panda face scene. The Lidar
observation of each pixel yi, j,t is generated by the observation
model in (2) and the reference depth and reflectivity images
are shown in Fig. 4 (left), where the ears, eyes and noise of
the panda face share the same reflectivity value, while the
remaining regions share another value. For the depth, the face
is spherical with a bump on the nose. To further test the
proposed algorithm in complex scenarios, a second real scene
from Middlebury dataset [54] is used to simulate photon count
histograms. More precisely, 192 × 288 × 586 (Nr × Nc × T )
sized image of a recycle with curtain and a board is used in
the experiment as can be seen in Fig. 5. For both scenarios,
the number of received photons is varied to simulate different
acquisition times, which is evaluated by the average number
of photon-per-pixel (PPP). To satisfy the assumption that the
noise b is neglectable, we consider a small value of b = 0.0001
leading to the SBR values 58.76, 232.44, 1153.37 and recycle
scene are 34.29, 167.77, 333.97 respectively.
3) Effect of Hyperparameters: This section highlights the
benefit of each step of the proposed algorithm and describes
the selection criteria of the hyperparameters. The maximum
size of the low-pass filter O depends on the PPP level in the
observed data [17], where a larger sized filter should be applied
for low PPP. In this work, we fix this parameter using:
argmin
O
[(PPP × O2 − ys) > 0] (16)
where O = 2(λ−1) and λ is a positive integer, ys is a
fixed desirable number of photons in each superpixel, e.g. 50.
Fig. 4. Patches obtained by non-uniform sampling. The top row represents
depth images and the bottom row is the reflectivity images. Images from left to
right are sampled reference images, the non-uniform grid and the zoomed-in
image of the left eye.
Fig. 5. Reference images of the Recycle dataset extracted from the
Middlebury database [54].
In addition, note that most of the parameters of the proposed
algorithm can be related to physical meaning (e.g., the thresh-
olds for patch division T ) or driven by data. For example,
the choice of α and K is based on our prior knowledge of
the scene while σ1 and σ2 are proportional to the variance of
each class. We illustrate the effect of some hyperparameters
using an example. Table I shows the performance of the
proposed algorithm when varying the maximum size Omax
of the low-pass filter (the considered scale) and the number of
spatial classes K on the panda scene with PPP = 0.8. From
this table, it is clear that considering multi-scale information
is essential to improve performance as reflected by the SRE
results of different filter sizes. A small filter size leads to poor
spatial correlations while a larger filter can degrade the fine
details. Moreover, the table shows that the number of classes
affects the computational cost, where a higher number leads
to lower cost. However, the SRE are only robust if the number
of classes is in a reasonable range. Note that K = 12 is fixed
when varying Omax, similarly, Omax = 8 is also fixed when
testing different K .
4) Performance on Simulated Data: This section studies
the performance of the proposed algorithm on simulated data.
The ADMM algorithm shows fast convergence and we fix
the maximum number of iterations to 50 for all experiments.
Considering the recycle scene for example, Fig. 6 justifies
the considered maximum iterations. Akin to Fig. 2, the loop
between the “learning non-local spatial correlations” step
and “non-local restoration” step is stopped when the average
absolute difference between the estimated images and previous
estimated images satisfies depth < 5 time bin (i.e., 1.5mm
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TABLE I
PERFORMANCE OF THE PROPOSED ALGORITHM WITH RESPECT
TO DIFFERENT HYPERPARAMETERS. THE RESULTS ARE
OBTAINED ON THE PANDA FACE WITH PPP = 0.80
Fig. 6. An example of the ADMM convergence, where x-axis represents
iterations and y-axis corresponds to the norm between successive estimates.
Fig. 7. SRE of depth (left) and reflectivity (right) on panda face with
iterations.
by considering bin width of 2ps) and reflectivity < 20%.
Note that the DR images from the multi-scale step are
considered as the first iteration of estimated image. In the
following, the quantitative results have been obtained while
considering 10 Monte-Carlo simulations. The hyperparameters
of the proposed algorithm are set to be θ = 100, L = 5,
K = 24, α = 0.95 and Nmax = 8192 for all the panda face
experiments while O is 8, 4 and 2 for PPP= 0.80, PPP= 3.05,
PPP= 15.00 cases. Another example of non-uniform sampling
is represented in Fig. 4. More importantly, by analysing the
right column it appears that the non-uniform sampling is
achieved using information from both DR images thanks to
the feature step illustrated in section IV-B. In the right column,
the edge of the eye is detected by the reflectivity which varies
in this region, while the depth is almost constant. On the other
hand, the small patches located at the bottom right of the eye
are mainly due to depth variation in this region. Thanks to
this non-uniform sampling, the algorithm identifies each class
Fig. 8. Classification result on the reference image of panda face (12 classes).
Fig. 9. SRE comparison of depth (left) and reflectivity (right) of different
methods on panda scenario. The proposed algorithm uses 8192 non-local
patches while other methods uses full resolution (i.e., 128 × 128 pixels).
Fig. 10. SRE comparison of depth (left) and reflectivity (right) of differ-
ent methods on the recycle scenario. The proposed algorithm uses 13824
non-uniform patches while other algorithms accessed the full resolution.
robustly as some classes share either similar depth or reflec-
tivity (e.g. face and eyes). A classification example is shown
in Fig. 8, where the panda face is divided into 12 classes.
The patches of each class can be non-local allowing the
exploitation of non-local similarities for DR image restoration.
The comparison of different methods using SRE is shown
in Fig. 9 where the algorithm proposed in this paper is applied
using a limited number of patches while other algorithms have
access to the full resolution image. All of the algorithms
perform better than the classical algorithm for both depth
and reflectivity estimation. However, the proposed algorithm
shows better performance than UA and Shin’s algorithm
for the depth results. Regarding to reflectivity, the proposed
algorithm shows best performance under the photon starved
case while both UA and Shin’s algorithm perform better for
higher photon count cases. The processing time of different
algorithms are investigated in columns 2, 3 and 4 in Table II
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Fig. 11. Depth and reflectivity reconstruction of mannequin face. The first column is the reference images (30ms image). The second to fourth column
corresponds to different acquisition times, i.e., 60μs, 600μs, 6ms and the rows correspond to different algorithms. Reflectivity is color coded.
TABLE II
PROCESSING TIME (IN SECONDS) OF THE ALGORITHMS COMPARED ON
PANDA SCENARIO (LEFT 3 COLUMNS) AND RECYCLE
SCENARIO (RIGHT 3 COLUMN)
where the proposed algorithm works under 8192 non-uniform
patches and other methods process the full resolution image
(128 × 128). Both UA and Shin’s algorithm adopted parallel
computing strategy which justifies their fast computations.
To confirm these results, the proposed algorithm was also
applied to the recycle scene while considering three PPP
levels and the following hyperparameters: θ = 100, L = 6,
K = 20, α = 0.95. Nmax = 13824, and O is 8, 4 and 4
for PPP equals to 1.04, 4.96, and 9.85. Numerical results
are shown in Fig. 10 where all the algorithms improve the
SRE significantly both in depth and reflectivity with respect
to the classical algorithm. This figure includes the results of the
initialization step described in Algo. 1 and denoted by MSA
(Multi-Scale Analysis). The benefit of the non-local restoration
step is highlighted by the clear improvement obtained between
the MSA and the proposed algorithm. RDI-TV, UA and Shin’s
algorithms show similar performance while the proposed algo-
rithm shows best performance, especially on the reflectivity
result in the sparse photon case. Finally, the processing times
of the algorithms on the recycle scene are listed in columns
5, 6 and 7 of Table. II.
B. Results on Real Data
This section considers six real images (128 × 128 pix-
els and 586 time bins) of a life-sized white polystyrene
head, acquired at a distance of 40m. The images were
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Fig. 12. Algorithm’s convergence with iterations, where the X-axis is the
iterations and the Y-axis is the average of absolute difference of SRE between
k-th estimated image and the 20-th estimated DR images.
Fig. 13. Classification result obtained on 600μs data (12 classes).
acquired in November 2014 on the Edinburgh Campus of
Heriot-Watt University, using a time-of-flight scanning sensor,
based on time-correlated single-photon counting (TCSPC)
technique [12]. The transceiver system and data acquisition
hardware used for this work are broadly similar to that
described in [12], [14] (see also [15] for more details regarding
the system parameters). A time bin width of 16ps was used for
the TCSPC data acquisition. The acquired data contains time
tagged detection, thus, it is possible to simulate a reduction
in acquisition time. In this paper, we consider images having
the following acquisition time per pixel, 60μs, 300μs, 600μs,
3ms, 6ms and 30ms, which correspond to PPP levels of 0.80,
4.09, 8.21, 41.06, 82.02, 410.00. The proposed algorithm is
run using θ = 100, L = 5, K = 12, α = 1 and Nmax = 4096
for all the mannequin face experiments, O is 8, 4, 2, 2 and
1 for the five scenarios. Moreover, all other methods operate
on uniformly down-sampled image of size 64 × 64 × 586,
i.e., 4096 pixels in all experiments. Similar to the process of
recycle, the restored downsampled DR images obtained by
other algorithms are upsampled to full resolution by sharing
the same information for each 2 pixels to compute SRE and
exhibition.
Fig. 11 shows good restoration of 3D images for 60μs,
600μs, 6ms, especially for the sparse case where empty and
noisy pixels are frequent. Fig. 12 illustrates the good conver-
gence of the proposed algorithm where the results obtained
in each iteration are compared with estimated images after
20 iterations, i.e., t20 and r20 respectively. This figure shows
good convergence behaviour where all depth and reflectivity
curves converge after few iterations. The classification result
performed on 600μs data is shown in Fig. 13. The image
Fig. 14. Depth maps obtained by different methods on mannequin face.
Columns from left to right corresponds to data of different acquisition times,
i.e., 60μs, 600μs, and 6ms. Rows from top to bottom corresponds to different
methods, i.e., cross-correlation, RDI-TV, UA, Shin’s algorithm and proposed
algorithm.
Fig. 15. Zoomed-in image of head on the 600μs images obtained by different
algorithms (red blocks in Fig. 14).
is classified into 12 classes where 4096 patches were used
by considering non-uniform sampling. The obtained regions
share similar depth information, and highlights the features of
the mannequin face. Fig. 14 shows the depth results obtained
by different methods. All algorithms performed better than
the classical cross-correlation algorithm with a clear advantage
shown by the proposed algorithm. This highlights the effec-
tiveness of the non-uniform sampling as confirmed in Fig. 15
showing the zoomed in image of the red blocks in Fig. 14.
The restoration of reflectivity is shown in Fig 16, which
is considering 4096 patches. Thanks to the learned non-local
correlations, the proposed algorithm shows the best results for
all 60μs, 600μs and 6ms data by preserving the face’s shape
and reducing the noise. RDI-TV, UA and Shin’s algorithm
shows similar performance in 600μs and 6ms data, which
smooth the image but key information is also degraded. The
proposed algorithm is the only one showing acceptable results
at 60μs, which highlights its superior performance under the
photon starved regime.
In order to compare the results obtained by the different
methods numerically, SRE is used to evaluate their perfor-
mance. The reference image is the 30ms image for both depth
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TABLE III
RSME OF DEPTH RESULTS OBTAINED BY DIFFERENT METHODS (IN METRES)
Fig. 16. Reflectivity images obtained by different methods on the mannequin
face. Columns from left to right corresponds to data of different acquisition
time i.e., 60μs, 600μs and 6ms. Rows from top to bottom corresponds to
different methods i.e. cross-correlation, RDI-TV, UA, Shin’s algorithm and
proposed algorithm.
Fig. 17. SRE comparison of depth (left) and reflectivity (right) of different
methods, obtained on the mannequin face with 4096 patches/pixels.
and reflectivity images. Fig. 17 shows the SRE results of
the compared methods. Thanks to non-uniform sampling, our
algorithm delivers better performance than other approaches
in both depth and reflectivity. Particularly, the depth images
restored by the proposed algorithm in low photon counts
reaches similar SRE quality as images of high photon
counts restored by other methods (i.e., the SRE level of the
TABLE IV
PROCESSING TIME (IN SECONDS) OF THE ALGORITHMS COMPARED FOR
THE REAL DATA SET FROM THE MANNEQUIN FACE
proposed algorithm at 60μs is similar to that obtained at
6ms by other methods), which highlights the advantage of
the proposed algorithm in presence of few photon and spatial
points. RDI-TV and UA show a better level of improvement
than Shin’s algorithm in depth restoration. The RMSE results
are shown in Table III, where the proposed algorithm showed
best results in most cases. On the other hand, both Shin and
UA algorithms achieve better improvement than RDI-TV in
reflectivity restoration. The processing times have also been
investigated for all 4 algorithms showing a clear advantage
for the proposed algorithm, as highlighted in Table IV.
VII. CONCLUSION
This paper has presented a new formulation for joint restora-
tion of depth and reflectivity images in photon-starved regime.
The proposed framework first uses a coarse-to-fine strategy to
obtain a good parameter initialization by exploiting informa-
tion at different resolutions, then learns the spatial correlation
by using a non-local graph based approach. A Bayesian
approach is used to reconstruct depth and reflectivity profiles.
Effort on improving the robustness has been made by combin-
ing depth and reflectivity to define the graph nodes. Further-
more, non-uniform sampling was proposed to reduce the com-
putational cost while preserving the useful information. The
cost function is efficiently minimized by an alternating direc-
tion method of multipliers algorithm. The proposed framework
and formulation shows superior performance on synthetic
and real data when compared to different methods. Future
work will include the study of other regularization terms for
depth and reflectivity images, as well as further accelerating
the algorithm by adopting parallel computing strategies. The
use of adaptive sampling for smart single-photon imaging is
interesting and will be the subject of further investigation.
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