Variability in these quantities is stimulated by strong deep reaching convective events in the Southern Ocean, which produce an Antarctic Bottom Water-like water mass and affect the large-scale meridional density structure in the Southern Ocean. An increase in the (near) surface stratification, due to freshwater forcing, can be a precondition for subsequent strong convection activity. The combination of enhanced-gyre driven sea ice and freshwater export, as well as ongoing subsurface heat accumulation, lead to a time lag between changes in oceanic freshwater and heat content. This causes an ongoing weakening of the stratification until sudden strong mixing events emerge and the heat is released to the atmosphere. We find that strong convection reduces sea ice cover, weakens the subpolar gyres, increases the meridional density gradient and subsequently results in a positive Drake Passage transport anomaly. Results of available CMIP5 models confirm that variability in sea ice, Drake Passage transport, and the Weddell Gyre strength is enhanced if models show strong open ocean convective events. Consistent relationships between convection, sea ice, Drake Passage transport, and Ross Gyre strength variability are evident in most models, whether or not they host open ocean convection.
Introduction
The Southern Ocean is a key component of the Earths climate system and hosts the complex Antarctic Circumpolar Current (ACC). On the one hand, the ACC connects all the World's oceans and thus facilitates cross basin transport and redistribution of heat, freshwater, and nutrients [Rintoul and Naveira Garabato, 2013] . On the other hand, the strong zonal currents shield the Antarctic ice sheet from direct heating by warmer low-latitude water masses. Recent Southern Ocean-related research has focused on understanding physical mechanisms driving the climate variability, related feedbacks, and past and future changes [e.g., B€ oning et al., 2008; Meijers et al., 2012; Downes and Hogg, 2013; Purkey and Johnson, 2013; Meijers, 2014; Downes et al., 2015; Farneti et al., 2015] . Despite all these efforts, the Southern Ocean remains a sparsely sampled and highly challenging region to obtain observations (ARGO (http://www.argo.ucsd.edu/), WOCE (https://www.nodc.noaa.gov/woce/)).
The limitations in observational data strengthen the need for sophisticated numerical models to unravel physical mechanisms of climate variability in the Southern Ocean. Recent studies, in particular, have sought to understand the oceanic response to the poleward intensification of the Westerlies, [e.g., Farneti et al., 2010; Meredith et al., 2012] and to explain recent observed sea ice extent increase [Holland and Kwok, 2012; Bintanja et al., 2013; Goosse and Zunz, 2014] . Furthermore, much effort has been devoted to understand the reasons for recent warming and freshening of Antarctic Bottom Water (AABW) [Rintoul, 2007; Purkey and Johnson, 2013] and near-coastal oceanic changes affecting the melting of Antarctic ice shelves [Spence et al., 2014] .
Key Points:
Overly strong Southern Ocean open ocean convection is a common feature in CMIP5 models Intermittent deep convection events stimulate decadal to multidecadal oceanic variability Freshwater triggered positive stratification anomalies often precede strong convection events
Supporting Information: Supporting Information S1 Figure S1 Oceanic model resolution has important effects on the representation of circulation and water mass properties in the Ross Sea and, thus, for the formation of AABW [Rickard et al., 2010] . In this respect, highresolution eddy resolving model simulations have improved our understanding of the complex interactions in the Southern Ocean between wind stress, mesoscale eddies, and the overturning circulation [Farneti et al., 2010] . Nonuniform trends in the observed eddy field confirm the complexity of the ACC response to zonal wind trends. Holland and Kwok [2012] have demonstrated that wind trends can provide a possible explanation for the observed positive trend in sea ice over the recent decades. However, it is still a challenge for global climate models to simulate those observed trends [Turner et al., 2013; Meijers, 2014] as not all feedbacks and processes are well-understood and/or resolved (e.g., AABW production) [Heuz e et al., 2013] . Nonetheless, the ensemble behavior of coupled models does provide some confidence in projected trends of winds, subpolar gyre transports and density structure [Meijers et al., 2012; Wang, 2013] in the ACC region.
A further challenge is the lack of understanding of internal and natural variability on decadal timescales and beyond in the Southern Ocean, making decadal to multidecadal climate predictions and attribution of contemporary trends even more difficult [e.g., Latif et al., 2013] . Open ocean convection is a potential driver for variability on those time scales but has been only observed once during the winters between 1974 and 1976 in the Weddell Sea region (the so-called Weddell Sea polynya) [Carsey, 1980] . As shown by de Lavergne et al. [2014] , increased stratification under global warming will likely prevent its recurrence in the 21st century.
In Coupled Model Intercomparion Project 5 (CMIP5) simulations, the location and intensity of deep convection is strongly model-dependent [Heuz e et al., 2013; de Lavergne et al., 2014] . Martin et al. [2013] showed that convective events in the Kiel Climate Model can trigger variability on centennial time scales in the Southern Ocean and the North Atlantic. They also demonstrated that during nonconvective phases a strong increase in heat content is observed in the Weddell Sea, causing a slow weakening of subsurface stratification. After convection has depleted this heat reservoir during the convective phase, a coincident freshening promotes the shutdown of the convection. In addition, sea ice cover in those regions is reduced during convective periods which contributes to the large variability seen in CMIP5 simulations [Turner et al., 2013] . St€ ossel et al. [2014] found that freshwater from the Antarctic ice-sheet and icebergs could contribute to the shutdown of convective events or inhibit their occurrence in the first place as additional freshwater increased surface stratification. Whether open ocean deep convection is regarded as ''spurious,'' because of the difficulties in capturing it correctly in numerical models [Heuz e et al., 2015] , or as an integral part of natural variability , it is clearly necessary to better understand the processes and feedbacks involved in ocean convection and resulting implications for the Southern Ocean.
In this paper, we provide additional insight on processes involved in triggering open ocean convection in the Southern Ocean and present new results for its impact on future decadal variability in subpolar gyre and Drake Passage transport strength transport strength. Our results corroborate the findings of Martin et al. [2013] but also highlight the importance of a slight phase shift of a few years between freshwater and heat content anomalies south of 678S, caused by an enhanced gyre-driven northward sea ice export and an ongoing subsurface heat accumulation. Our analysis of the NIWA-UKCA ensemble shows that convection stimulates variability in subpolar gyre strength, Drake Passage transport, and sea ice area. It also elucidates covariability and relationships between Southern Ocean state variables. We then repeat our analysis using available CMIP5 models in order to quantify the robustness of the NIWA-UKCA findings. A comparison with satellite observations suggest that the relationships between deep convection, subpolar gyre strength, and sea ice variability in the model results are not supported by observations. The paper is structured as follows: In section 2, we describe the model and observational data and methods used in this study. Section 3 is divided into results of the NIWA-UKCA ensemble (section 3.1), CMIP5 (section 3.2), and observations (section 3.3). In section 4, we provide a summary and discussion of our results.
model is based on an early version of the HadGEM3 model [Hewitt et al., 2011] and comprises an interactive atmosphere chemistry module, the NEMO ocean model, and the CICE sea ice model [Madec, 2008; Hunke and Lipscomb, 2010; Best et al., 2011; Clark et al., 2011; Hewitt et al., 2011] . Further details of this model setup can be found in Morgenstern et al. [2014] . The simulations used here either follow the Representative Concentration Pathway (RCP) 6.0; [Meinshausen et al., 2011; Eyring et al., 2013] or are sensitivity simulations with either greenhouse gases or ozone-depleting substances held constant. Because we focus on decadal variability and not on long-term forcing trends such differences among ensemble members are considered negligible for our analysis. The simulations cover the period from 1950 to 2100 unless otherwise stated. An eddy parametrization after Gent and McWilliams [1990] is used in the ocean component to compensate for the coarse non-eddy-resolving model grid. In addition to the NIWA-UKCA ensemble, we analyze members of the CMIP5 ensemble for the historical period and this has been deliberately done to obtain the largest CMIP5 data set. The absence of historical NIWA-UKCA simulations leads to a mismatch between both ensembles with respect to forcing (historical versus RCP 6.0) and simulation period (1850-2005 versus 1950-2100) , although both scenarios are identical until 2005. The underlying forcing scenario certainly affects the oceanic background state which leads, under a global warming scenario such as RCP 6.0, to a general weakening of deep convection in the Southern Ocean [de Lavergne et al., 2014] . We use the NIWA-UKCA simulations here to demonstrate the underlying mechanism which can trigger deep convection in this model (i.e., the phase shift between heat and freshwater content south of 678S). This shift is present over the historical period until 2005 and beyond in all NIWA-UKCA simulations and provides clear evidence that this principal mechanism for triggering convection is not overly impacted by the forcing scenario, although the convection intensity is. By presenting NIWA-UKCA separately to CMIP5 results and by linear detrending relevant time series of both data sources, we try to reduce the mismatch between both ensembles.
A list of all models used in this study is provided in Table 1 .
The observational data we use are based on the Hadley Centre Ice and Sea Surface Temperature (HadISST) [Rayner, 2003] and AVISO (http://www.aviso.altimetry.fr/duacs/) climatologies. HadISST provides monthly mean sea surface temperatures (SST) and sea ice concentration (SIC) from 1871 onward at a resolution of 18 3 18. In sparsely sampled regions, such as the polar seas, assumptions have been made to obtain a global data set and the data prior to the satellite era (1978 -) have to be viewed with great caution. Moreover, some deficiencies have been recognized in HadISST due to a switch of instruments (http://www.metoffice.gov.uk/hadobs/hadisst/). The sea surface height (SSH, AVISO) product used in this study is in the form of monthly means at a resolution of 0.258 3 0.258, covering the period from 1993 to 2013. Figure 1a indicate regions used to show the connection between changes in SSH and dynamic gyre transports presented in supporting information Figure S1a and S1b. Green boxes indicate regions to evaluate observation used for Figure 9 . Regions indicated by the black boxes in Figure 1b are used to compute gyre strength from the coupled models (NIWA-UKCA ensemble and CMIP5 Figure 1b , noting that Figure 1 shows SSH and not the barotropic stream function). Positive (negative) gyre strength anomalies reflect anomalously strong (weak) barotropic transport. Similarly, the Drake Passage transport is based on the difference of the barotropic stream function across Drake Passage. The deep overturning associated with the AABW cell is computed using the minimum value of the meridional overturning cell south of 608S and below 500 m but due to limited model output availability for CMIP5 we only compute this quantity for the NIWA-UKCA ensemble. However, because our simulations suggest a close relationship between convection strength and deep overturning, we use the convection strength as a proxy for deep overturning associated with AABW in CMIP5 simulations. For more details about the overturning in the Southern Ocean, we refer to Downes and Hogg [2013] . All results presented in this paper are based on time series that were linearly detrended and smoothed by a 121 months low-pass Hanning filter, if not stated differently. Our results are not sensitive to our choice of filter and window width.
Results

Decadal Southern Ocean Variability in the NIWA-UKCA-Ensemble
The dominant circulation feature in the Southern Ocean is the ACC, which is a highly barotropic current, not restricted by any zonal boundary. Its strength is given by the Drake Passage transport at about 136.7 6 7.8 Sv [Cunningham et al., 2003] . The barotropic imprint of this current can be measured by satellite using SSH, which exhibits the current s mostly zonal nature ( Figure 1a ) as the mean horizontal flow generally follows the SSH contours. Meridional deviations in the current in Figure 1 are likely driven by bottom topography interactions [Sokolov and Rintoul, 2009] . At a smaller-scale, both major subpolar gyres in the Ross and Weddell Seas are characterized by local minima in SSH, in analogy to subpolar gyres in the Northern Hemisphere [B€ oning et al., 2006] . (Evidence that SSH can be used as a reasonable proxy for the gyre strength is presented in supporting information Figure S1 based on a model hindcast with a horizontal resolution of 0.258) [Behrens, 2013] . Correlations for the Ross and Weddell Gyre are r 5 0.5 and r 5 0.84 between SSH and gyre strength for annual means with no time lag.
Journal of Geophysical Research: Oceans Table 2 ), despite these being quantities which some coupled climate models struggle to represent realistically [Wang, 2013] . Sea ice coverage is underestimated in all simulations of NIWA-UKCA ( Figure 1c ). This presumably results from a substantial positive SST bias in the Southern Ocean, which many processes likely contribute to [Wang et al., 2014] . While the bias is particularly large (95%) during February when sea ice coverage is at its minimum (red line in Figures 1a and 1b) , the austral winter extent (blue line) is reasonable captured. The NIWA-UKCA ensemble shows an overall decline in sea ice under the RCP 6.0 scenario (black lines), although some individual simulations exhibit periods of increasing sea ice cover, presumably due to decadal variability, similar to some other model simulations [Polvani and Smith, 2013] . Such a declining trend is comparable to the CMIP5 ensemble, but different to the observed sea ice increase of 1% per decade since about 1980 [Holland and Kwok, 2012] (red line in Figure 1c ).
Overall the NIWA-UKCA simulations show distinctly larger variability in the Southern Ocean sea ice cover (60.5 10 6 km 2 ) on decadal timescales than the observations suggest, while the multiannual-mean sea ice cover is 35% smaller than the observational estimate (which is 12.57 3 10 6 km 2 ). Both gyres show a similar decadal signal, while the local wind stress curl anomalies differ substantially for both regions. We thus conclude that the effect of local wind stress forcing on the dynamical response of both gyres on decadal timescales is of limited importance, which is in agreement with earlier studies [Wang 20 Sv (SOSE) [Mazloff et al., 2010] 40 Sv (SOSE) [Mazloff et al., 2010] 137 Sv [Cunningham et al., 2003 (Figures 2a and 2b ).
Stronger positive (negative) sea ice anomalies coincide with negative (positive) convection anomalies, which are related to the oceanic heat loss during convective periods (Figures 2a and 2b) . Thus, deep convection events are plausible drivers for the variability seen in sea ice area and gyre strength. Convection near the southern rim of the gyre can reduce the meridional density gradient of the gyre, which results in a weakening of the gyre circulation (see supporting information Figure S2 and notes). Mixing of warmer water from mid depth with cold surface water during active convection increases the SST and thus reduces sea ice coverage. Sea ice formation and associated brine rejection at the edges of the convection region, together with large surface heat and freshwater (evaporation) fluxes to the atmosphere, destabilize the water column further. During these convective events dense water is formed, which is reflected in changes of the meridional overturning circulation (deep overturning cell strength, green line in Figure 2b ) lagging the convection index (black, line Figure 2b ) by 8.3 years (r 5 0.7). The large-scale density structure and bottom meridional density gradient between 778S and 558S is affected as well (Figure 2f ). Ultimately, this change in density gradient directly impacts the Drake Passage transport (black line Figure 2e ) which is, to a large part, barotropically driven [Cunningham et al., 2003 ].
On decadal to multidecadal timescales, the gyre strength varies out of phase to the ACC strength (Drake Passage transport, Figure 2e ). We observe a southward migration of the ACC during phases with enhanced ACC and weaker gyre transport. Wang [2013] and Meijers et al. [2012] also noticed a similar behavior for trends in the CMIP5 ensemble, where a stronger ACC occupies a larger area when gyre area and strength decreases.
The analysis of the entire NIWA-UKCA ensemble (Figure 3) confirms the above results. Most importantly, the negative correlation between Drake Passage transport and both the Weddell and Ross Gyre transports is significant (Figures 3c and 3e ). As demonstrated above, this link has its origin in the strength and location Figure 1b indicate the region for computations of those gyre and wind-stress anomalies). (e) Drake transport (black, in Sv) and Ross (red) and Weddell (blue) Gyres (in Sv, gyre strength scale on the right). (f) Meridional bottom density anomaly between 778S and 558S (black, in kg/m of the deep convection, which affects the meridional density gradient (supporting information Figure S2 ) and highlights the special role of the convection in driving variability in the Southern Ocean on decadal timescales.
The NIWA-UKCA ensemble shows more concentrated convection activity in the Ross than in the Weddell Sea (Figure 4b-4i) . Convection reaches down to 2000 m, covering the southern portion of the Ross Gyre in the deeper Ross Sea waters and extending toward the Ross Sea polynya. The area of the Ross Sea polynya during austral winter in the model (defined as the area over which sea ice concentration is less than 70%) is at least twice the size of the observational estimate (30,000 km 2 ) [Martin et al., 2007] . The Ross Sea polynya is essential for the formation of AABW [Jacobs and Comiso, 1989 ]. In the model, the spurious convective events typically last for up to one decade (Figures 4a, and are the main trigger for related long-term variability in the other Southern Ocean state quantities. In the NIWA-UKCA ensemble, the overall strength of convection slowly decays over time (Figure 4a ), as expected under global warming (RCP 6.0 scenario) as enhanced sea ice melt and increasing SST strengthen the surface stratification. At the same time, reduced sea ice coverage during winter promotes heat losses and thus convection. Nevertheless, the convection intensity exhibits a decadal modulation over the entire simulation period. (1)). We develop the concept described by Martin et al. [2013 Martin et al. [ , 2015 further, where subsurface heat 
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content is the main driver for convection. We show that sea ice-related freshwater export can contribute to an additional weakening of the stratification and thus promoting convection. In addition, we demonstrate that variability on shorter than centennial time scales can be stimulated by these convective events. In the example in Figure 5a , we see large decadal to multidecadal variability in the heat and liquid freshwater content south of 678S.
This latitude threshold allows us to obtain a clear signal associated with open ocean deep convection, which is mainly located south of this latitude band. Note, a few regions known for near-coastal deep water formation (e.g., Cape Darnley), where NIWA-UKCA also suggests convection activity (Figure 4) , are not included. Moreover, the Ross Gyre centre is also located at about 67˚S, most of the Weddell Gyre is included, and the influence of the ACC is largely avoided.
In Figure 5a , a distinct phase shift of 5-10 years can be seen between the heat and freshwater content signatures with the freshwater content always leading. This is a consistent feature across all members of the NIWA-UKCA ensemble (supporting information Figure S3 ). The variation in the length of the time shift are likely related to a complex interaction between subpolar gyre strength and the deep overturning cell, and the associated meridional heat and freshwater transport. The phase shift itself is introduced by the combination of liquid and solid freshwater transports across 678S (Figure 5b ). Both have the same magnitude but sea ice transport is more effective as it unavoidably affects the oceanic stratification, whereas this is conditional for the liquid transport. The sea ice related freshwater transport across 678S appears to be affected by both the gyre circulation and the direct surface wind forcing. We also note that the liquid transport sometimes counteracts the solid (sea ice) contribution, but the close match between sea ice-related freshwater transport and the liquid freshwater content anomaly (Figure 5a ) implies that the residual flux (evaporation minus precipitation plus river runoff) must have the same sign as sea ice freshwater transport in order to close the freshwater content budget. The associated sea ice heat transport is small however, so sea ice export anomalies mainly affect the freshwater content but not the heat content.
During periods with positive sea ice anomalies (black curve in Figure 5b, e.g., 1955-1975) and stronger gyre circulation (Figures 2c and 2d) , the sea ice and associated freshwater export to the north is enhanced (blue solid), reducing the local freshwater content while the heat content is still growing at depth (Figures 5d and  5e , see also the phase lag between freshwater and heat content in the ensemble members in supporting information Figure S3 ). The combination of both leads to a weakening of the stratification and promotes deep convective events as described in the example provided below.
We note distinct positive stratification anomalies around 1960, 2000, 2020, 2035, 2055 , and from 2060 onward in the upper 100 m of the water column ( Figure 5c ). The negative anomalies in between coincide with deep convection events and are indicated by grey-shaded stripes at the top of each plot; the darker the shading, the more intense the convection. All positive stratification anomalies go along with an increase of the freshwater content (which does not mean that freshwater anomalies are positive (e.g., 2035), Figure  5d ). Positive heat content anomalies of the upper 100 m can be related to active deep convection in most instances and coincide with cold anomalies below (Figure 5e ). The heat anomalies are thus interpreted as a result of deep mixing. The phase shift and the earlier occurrence of the freshwater anomalies highlight the role of freshwater as a driver of positive upper ocean stratification anomalies, which precede strong convective events. Potential sources of these freshwater anomalies are meridional transports and/or local surface fluxes.
Focusing on the 1960s stratification anomaly, a positive freshwater content anomaly is present at all depths. The heat content, however, shows a distinct reduction in the upper 100 m and a significant increase below 140 m (Figures 5c-5e ). The surface freshening prevents deep convection and enables heat accumulation at middepth similar to the processes described by Martin et al. [2015] . Around 1960, the freshwater stored in sea ice reaches its maximum (black line in Figure 5b ) and an increasing export of sea ice/freshwater occurs thereafter (blue solid line). Enhanced sea ice-related freshwater transport and a growing subsurface heat content weaken the stratification further. In the mid-1970s, integrated heat content peaks (red line in Figure  5a ) and the upper ocean heat content anomalies begin to turn positive, suggesting that the heat stored at middepth has overcome the pycnocline and deep mixing occurs (Figure 5e ). This heat reduces the sea ice coverage and triggers deep convection (grey bars, 1975, 1980, 1995) . Consequently, subsurface heat is released to the atmosphere and the integrated heat content reaches a minimum in 1990 (Figure 5a ). Deep convection stops when the heat content is exhausted and surface freshwater content increases again (Figures 5d and 5e ), in line with findings by Martin et al. [2013] on centennial timescales. The same mechanism can be seen for positive stratification anomalies in 2020 and from 2070 onward. During the convective period of 2040 and 2060, no positive temperature content anomalies at depth are observed, which would explain the weak deep convection intensity in these years (grey bars).
We conclude that (surface) freshwater anomalies (which are partly associated with storage in sea ice and its transport) and related positive surface to subsurface stratification anomalies are critical for triggering the heat accumulation that drives intense deep convection. The heat accumulation at middepth, which is fueled by meridional heat transport, sets the duration and intensity of the convective period.
Decadal Southern Ocean Variability in CMIP5 Simulations
The lack of a full model output set from the selected CMIP5 simulations prevents us from repeating the above detailed analysis to test if the mechanisms will be similar in the majority of cases where freshwater fluxes from sea ice dominate the convection process. however, suggest the mechanisms are similar. In this section, we restrict ourselves to investigate decadal variability in processes such as the strength of subpolar gyres, sea ice area, and Drake Passage transport. We investigate if convective models will behave differently to nonconvective models and, in addition, if convective models show larger variability. In this section, we compare CMIP5 results with those of the NIWA-UKCA ensemble to gain information about uncertainties, and to place the results presented above in the broader multimodel context.
We quantify and illustrate open ocean convection in the CMIP5 models, and in the NIWA-UKCA ensemble, in a different way to previous studies [Heuz e et al., 2013; de Lavergne et al., 2014] , by using sea surface salinity and temperature to map MLD (>500 m) in TS space ( Figure 6 ). We can thus quantify ventilated volume in relation to temperature, salinity, and density properties for each model. This approach also allows us to assess both the spread of the simulated deep convection and potentially AABW formation rates. Convective models usually show local maxima of high-ventilated volume, or multiple maxima, mainly associated with higher temperature and salinity and lower density characteristics compared to observed AABW properties (observed AABW temperature and salinity properties are marked by the red circle (T 5 1.78C, S 5 34.61 psu [Fahrbach et al., 1995] ) in Figure 6 ). Interestingly, the categorization into convective and nonconvective models from this diagnostic is very similar to the one suggested by de Lavergne et al.
[2014] (Table 1) . Our diagnostic only adds the NORESM models to the group of convective models. We identify the following convective models with either an overly excessive convective volume or an additional local maxima not matching observed AABW properties or both: ACCESS13, CMCC-CESM, CNRM-CM5, GFDL-ESM2G, GFDL-
ESM2M, GISS-E2-H-CC, GISS-E2-R-CC, HADGEM2-CC, HADGEM2-ES, IPSL-CM5A-MR, IPSL-CM5A-LR, IPSL-CM5B-LR, MPI-ESM-LR, MPI-ESM-MR, MRI-ESM, NORESM-M, NORESM-ME, and NIWA-UKCA REF-C2(1)
. Models which show a similar convection pattern to the reference observational data (WOA13, bottom left) in terms of convective intensity, temperature, and salinity properties are CCSM4, CESM1BGC, and partly CCCMA-CANESM. In all convective models, the convective volume exceeds 10 12 m 3 and the strongest convection occurs when temperature and salinity properties are in the Circumpolar Deep Water range. The results also show that the NIWA-UKCA simulation is among the models with relatively moderate levels of convection activity in contrast to clear strong convective models such as the Goddard Institute of Space Studies (GISS) model (see also Table 2 where volumes with ventilated water exceeding > 500 m are included). Based on this diagnostic, CESM1BGC and CCSM4 show the best quantitative match with World Ocean Atlas (2013) data with respect to the location, intensity of convection and time-mean temperature, and salinity properties (represented by the grey dots). We thus conclude that models which do simulate surface temperature and salinity properties well, generally do not show overly strong deep convection. On the other hand, wellrepresented surface properties do not necessarily imply good representation of deep properties [Heuz e et al., 2013] . (We note that the subsampling of temperature and salinity data for plotting the surface means that, for some models, the time-mean properties of temperature and salinity do not overlap with the convection activity.)
In the following sections, we present evidence for deep convection events stimulating decadal to multidecadal variability in the CMIP5 models. Due to restrictions of the available CMIP5 output, we focus in the following only on a subset of state variables. We detrend and filter the diagnostic time series using a 121 months Hanning filter. We then compute standard deviations from those time series and scale them with the individual model mean value (Figure 7 , see Table 2 for model mean values). Additionally we group them into either convective or nonconvective CMIP5 models, or NIWA-UKCA ensemble. Figure 7 shows that nonconvective models (denoted by black dots following the classification of de Lavergne et al. [2014] for improved comparability) have a relatively small ''convection variability'' index (abscissa) and in most cases also small variability associated with convection in other Southern Ocean state variability indices, like sea ice (Figure 7a ), Drake Passage transport (Figure 7b ), Ross Gyre (Figure 7c ), and Weddell Gyre (Figure 7d ) transports. In contrast, convective models (red dots) tend toward larger variability than nonconvective models in sea ice area, gyre, and Drake Passage transport variability. Their variability exceeds the upper limit of nonconvective models, with the NORESM models (#9, #10) marking the transition. NORESM are nonconvective models after de Lavergne et al.
[2014] but could, after results presented in Figure 6 , be classified as convective. The NIWA-UKCA ensemble (blue dots) sits on the fence between convective and nonconvective models and provides a measure of the ensemble spread. This spread is substantial, though the ensemble members do have different and continuously varying forcing conditions imposed (1) south of 608S. Grey dots show time mean surface temperature and salinity properties for each model, illustrating water mass properties. Surface salinity and temperature have been used for remapping MLD (>500 m) into the TS-space. Red circles indicate AABW properties (T 5 21.78C, S 5 34.61 psu) in its formation region (Weddell Sea) [Fahrbach et al., 1995] . Black contour lines indicate isopycnal surfaces (r 0 , in kg/m reason for the enhanced variability remains unclear. For the Weddell Gyre, results show an even larger spread. The only convective models which exhibit larger Weddell Gyre variability than nonconvective models are GFDL-M (#12), IPSL-LR5 (#5), and CNRMCM5 (#2) (Figure 7d ). Only GFDL-M hosts deep mixed layers in this region which could explain the larger gyre variability, but not the behavior of the other two models. MPI-MR(#7) on the other hand shows intense deep convection in this region but small Weddell Gyre variability which can only be explained by persistent convection activity in this model. Deep convection certainly has an impact on the gyre circulation by changing the density structure, but cannot explain the gyre variability seen in models entirely. Overall the results suggest that (open ocean) convection is a potential driver for variability in Southern Ocean state variables on decadal to multidecadal timescales in CMIP5 simulations.
We now consider whether relationships found in the NIWA-UKCA ensemble between Southern Ocean state variables also exist in the selected CMIP5 simulations. We use cross correlations of detrended and decadally filtered time series. The linear fit of these cross correlations between the minimum and maximum range of each model (Figure 8 ) can indicate if both state variables/quantities covary. We further separate models into nonconvective and convective models (accordingly labeled, based on the classification by de Lavergne et al. [2014] ) to investigate if relations depend on the convective state of a model and if strong convective Table 2 ). Convective models are represented by red dots and nonconvective models by black dots following the classification by Lavergne et al. [2014] . Time series have been detrended and decadal filtered before computing standard deviations. events force certain dependencies. The separation into different groups also allows for a larger range as convective models normally show a higher degree of variability and thus larger extreme (minima and maxima) values. Outliers from the general ensemble behavior are colored magenta, labeled by model and included. If more than two models disagree with the CMIP5 group behavior, we conclude that the dependency between the two variables is not robust and use a grey background in the Figure 8 subplot. This diagnostic study does not take phase shifts (delayed responses) into account, which could have an impact on the results. There is little consistency among the selected CMIP5 models and the codependencies between variables in general; however, this agrees with findings of earlier studies that also noticed a large spread in model behaviors [Meijers et al., 2012; Wang, 2013] for the Southern Ocean.
In the following section, we only focus on relations between Southern Ocean quantities where at least one ensemble of either convective or nonconvective model shows a consistent link. Most models exhibit a negative relationship between convection strength and sea ice cover (Figures 8a1and 8a2) . Convection activity causes vertical mixing which results in warmer SST and thus reduced sea ice cover. As outlined above in section 3.1 (Figure 5 ), increasing stratification due to freshwater fluxes and partly melting sea ice can lead to the onset of deep convection by causing an imbalance between surface and meridional heat and freshwater fluxes. The clearest signal is expected and seen in the convective models. Clear deviation from this multimodel behavior is only demonstrated in the NORESM-ME and ACCESS13 simulations. The reasons for this remain unclear and cannot be related to obvious differences (e.g., overall sea ice area and strength of convection) when compared to other models in their respective subgroups. Convection activity, and thus the formation of dense water, affects the meridional density gradient across the ACC with implications for the Drake Passage transport. Convective and nonconvective models show, therefore, a positive relationship (Figures 8b1 and 8b2 ) between both. Such a connection is also found in high-resolution models [Howard et al., 2015] . An opposing behavior occurs in the MPI-LR simulation, where positive convection anomalies lead to negative Drake Passage transport anomalies. The strong deep convection in this model is located in the Weddell Gyre and the Drake Passage transport (in the order of 163 Sv) is at the upper end of model solutions. However, this also applies to other models which show a positive relationship (e.g., MPI-MR). A negative relationship between convection and Ross Gyre strength is present in most of the convective and nonconvective models (Figure 8c1 and 8c2) , possibly due to the mechanism found in the NIWA-UKCA ensemble (supporting information Figure S2 ). Exceptions are CSIRO-MK360 and both MPI models. The latter are known to host strong convection in the Weddell Gyre but not in the Ross Sea region. The same diagnostic for the Weddell Gyre is not conclusive for either model ensembles, convective, or nonconvective (not shown in Figure 8 ). The negative relationship between sea ice and Drake Passage transport (Figures 8d1  and 8d2 ) is explained by the relationship between the convection and sea ice, and convection and Drake Passage transport, presented above. A further explanation is based on results by Meijers et al. [2012] , who find that a stronger ACC expands meridionally and thus pushes sea ice southward, causing a negative sea ice anomaly. Motivated by the NIWA-UKCA results presented in Figure 3 , we relate the Ross Gyre strength to the overall sea ice cover. Results show that the tendency between convective and nonconvective models does not agree (Figures 8e1 and 8e2) , although the behavior is consistent within the individual ensembles (based on our selected criterion). Nonconvective (convective) models show a negative (positive) relationship between sea ice and Ross Gyre strength. By contrast, the nonconvective models suggest a positive relation between Weddell Gyre strength and sea ice; this relationship is not conclusive (grey-shaded) for convective models (Figures 8f1 and 8f2) . The positive link between Ross and Weddell Gyre anomalies found in the NIWA-UKCA ensemble is not supported by the convective ensemble (Figure 8g2 ), and the nonconvective models even suggest an anticorrelation between the two (Figure 8g1 ). It also remains unclear as to why only nonconvective models and the NIWA-UKCA ensemble show a negative relationship between Weddell Gyre and Drake Passage transport (Figure 8h1 ) and why this link is not supported by the convective models (Figure 8h2) . A possible explanation could be the location where convective models perturb the gyre-either in the gyre centre or the gyre rim-leading to a different gyre circulation response (see supporting information Figure  S2 ). We conclude that many of the relationships presented in Figures 8e-8h are highly affected by modelspecific factors (e.g., region and intensity of convection occurrence and sea ice distribution), which are hard to disentangle for each model and is beyond the scope of this study. However, we have been able to confirm some relationships between Southern Ocean state variables in other CMIP5 simulations (as was suggested by NIWA-UKCA ensemble (Figure 3 ) which are predominantly in line with earlier findings by Meijers et al. [2012] ). 
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Long-Term Observed Variability
We now investigate observational evidence for our model-based findings. Initially we assess if long-term variability is present in the observations. Long consistent data sets are sparse in the Southern Ocean. We use HadISST for SST and sea ice concentration, and SSH from AVISO (i.e., the absolute dynamical height anomaly field). Due to existing caveats and restriction of these data sets, we focus only on the Ross and Weddell Gyre regions (regions selected are highlighted in Figure 1a by the green boxes), where we would expect the clearest signal. Due to seasonal sea ice cover in these regions we take February SSH minimum values to infer the gyre strength indirectly (Figure 9 ), as was done for the subpolar gyre in the North Atlantic by B€ oning et al. [2006] . Negative SSH anomalies reflect a strengthening of the gyre circulation and vice versa (see also supporting information Figure S1a and S1b). For the Ross Sea, detrended annual mean sea ice anomalies (grey bars) and February SSH anomalies (red) are shown in Figure 9a . We note that the shortsatellite record prevents us from applying a decadal low-pass filter to the time series Focusing just on the period between 1997 and 2007, where the largest long-term signal is present in the SSH record, it appears that most positive sea ice anomalies (grey bars) occur during periods with negative SSH anomalies (red shaded area, increased gyre strength) and vice versa. This anticorrelation agrees with results of the NIWA-UKCA ensemble and a few others models, whereby positive sea ice anomalies correspond to a stronger gyre circulation. The SST anomalies (blue bars) provide some additional evidence for this relationship (Figure 9b ). We note a general anticorrelation between sea ice anomalies and SST (comparison between Figures 9a and 9b) . Thus, negative SST anomalies generally coincide with negative SSH anomalies (stronger gyre circulation), which seem to promote positive sea ice anomalies (Figures 9a  and 9b) 
Discussion and Conclusion
In this study, we have assessed decadal to multidecadal variability in the Southern Ocean and associated driving mechanisms with respect to subpolar gyre strength, Drake Passage transport, and deep water production, using coupled climate model simulations and observations. In contrast to earlier studies [e.g., Wang, 2013] , which based relationships between Southern Ocean quantities on trends, we establish mechanisms for decadal to multidecadal variability. The model results confirm that long-term variability in both Ross and Weddell Gyres, as well as Drake Passage transport and sea ice cover, can be stimulated by open ocean deep convection on various timescales. Having said that, deep convection is either exaggerated or not simulated at all by contemporary climate models [Heuz e et al., 2013; de Lavergne et al., 2014] for reasons such as the representation of the sea ice cover [Turner et al., 2013] , SST biases [Wang et al., 2014] , and imperfect model parameterizations [Heuz e et al., 2015] .
Results from our NIWA-UKCA ensemble show that freshwater perturbations, especially at the surface, are a critical factor in triggering deep convection by influencing the upper ocean stratification in the subpolar Southern Ocean and causing an imbalance of surface fluxes and meridional transports. In the NIWA-UKCA ensemble, the changes in the liquid freshwater content slightly precede changes in the heat content south of 678S. This phase shift between liquid freshwater and heat content is partly caused by a larger sea ice export due to both enhanced sea ice production and stronger gyre circulation during nonconvective periods. Expanding sea ice cover reduces the heat fluxes from the ocean to the atmosphere, which leads to a subsurface heat accumulation. The combination of sea ice and associated freshwater export, brine rejection through sea ice formation, and subsurface heat accumulation, weakens the ocean stratification on the longterm. The stored subsurface heat can eventually penetrate the pycnocline, resulting in sea ice melt and its release into the atmosphere while cooler and fresher waters are convectively mixed downward. We recognize the necessity of a slow oceanic response to perturbations for the occurrence of convection. The length and especially the intensity of the convective events are set by the subsurface heat content, in agreement with previous findings by Martin et al. [2013] on centennial time scales. Our results using the NIWA-UKCA ensemble also show that local wind stress curl anomalies have only a limited effect on the gyre dynamics on these long-time scales, which is in agreement to results by Wang and Meredith [2008] . Anomalies associated with open ocean convection are clearly identified as the main driver. This also implies that decadal Results from the selected CMIP5 models confirm that such open ocean stimulated variability on decadal to multidecadal timescales is a common feature among coupled climate models. We demonstrated that sea ice cover, Drake Passage transport, and Weddell gyre strength are especially affected by convective variability. Modeled Southern Ocean sea ice cover is known to show larger variability than observations [Zunz et al., 2013] , and we find that open ocean convection is a major contributing factor to this bias. As demonstrated by Heuz e et al. [2013] , regions and strengths of deep convection in CMIP5 models are largely modeldependent. It is possible that factors other than freshwater anomalies-such as heat flux anomalies, or a combination of both-can trigger these events. In addition, we recognize that the boundary between nonconvective and convective models seems porous, with extremes at both ends. As shown by de Lavergne et al. [2014] , deep convection can stop if boundary conditions change. More detailed analysis is required to investigate mechanisms and feedbacks in these models. Our results confirm the findings of Martin et al. [2013] that the sea ice distribution matters for subsurface heat accumulation but in addition highlight the importance of surface freshwater perturbations for driving convective oscillations.
In many coupled climate models, the extent and intensity of modeled open ocean deep convective events is overestimated since there is no observational evidence for similar occurrence in the late 20th and early 21st centuries, apart from a single observed occurrence of the Weddell Sea polynya in 1974-1976 [Carsey, 1980] . The large variability associated with such mixing events in climate models, on the other hand, can be used to more clearly identify associated relationships and feedbacks that otherwise might be masked by other processes. Our results show a large model spread in the CMIP5 ensemble with respect to decadal to multidecadal variability stimulated by convection events. This agrees well with recent studies [Heuz e et al., 2013; Wang, 2013; Meijers, 2014] . Some relationships between Southern Ocean state variables depend on whether a model has open ocean convection or not. We see that in most CMIP5 models positive convective anomalies (i.e., production of dense water) cause positive Drake Passage transport anomalies, irrespective of whether the model has open ocean convection or not. This confirms our understanding that the large scale meridional density gradient is impacted by convection, leading to corresponding changes in the Drake Passage transport [Hirabara et al., 2012; Howard et al., 2015] .
It remains unclear why the MPI-LR model does not exhibit this dependency despite showing extensive deep convection in the Weddell Sea [Heuz e et al., 2013; Wang, 2013; de Lavergne et al., 2014] and maintaining exceptionally strong subpolar gyres and large meridional variations in the ACC [Meijers et al., 2012] . More detailed analysis is required to understand this behavior. As a consequence of the positive relation between convection and Drake Passage transport, a relationship between sea ice extent anomalies and Drake Passage transport anomalies can be considered, whereby negative sea ice anomalies are associated with reduced Drake Passage transport. In principle, growing sea ice reduces the likelihood of open ocean convection initially and thus the convection activity is lower. This link is, with the exception of ACCESS13 and NORESM-ME for unknown reasons, present in the selection of CMIP5 models considered in this study.
Results of NIWA-UKCA also suggest that persistent sea ice growth can be preconditioning for convection.
For the relationship between sea ice area and Ross Gyre strength, both ensembles show an opposing behavior; a negative relationship for the nonconvective and a positive for the convective models. In contrast, most nonconvective models show a positive connection between sea ice coverage and Weddell Gyre strength anomalies on decadal to multidecadal timescales. They also exhibit a link between Weddell Gyre strength and Drake Passage transport. In open ocean convective models, however, these Weddell Gyre relations seem absent or obscured by the intense local impact of strong convective events in this region.
Observational data products available for this region are limited in their temporal coverage and also restricted mostly to surface variables measurable from space. Neither the Ross nor the Weddell Sea regions
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show clear decadal variability in such data. Records of SSH, sea ice area, and SST exhibit large covariability on shorter-time scales however. The relationship between the subpolar gyre strength and sea ice coverage on decadal timescales suggested by some model results cannot be confirmed. Certainly further work is required, particularly the need for longer observational records to improve our understanding of Southern Ocean variability on interannual to multidecadal timescales.
Based on the presented results in this paper, we conclude:
1. Open ocean deep convection in the Southern Ocean stimulates substantial decadal to multidecadal variability in coupled climate models. 2. Preconditioning of convective events, i.e., increased stratification and subsequent subsurface heat accumulation, is part of a repeating cycle. Internal variability in the surface freshwater forcing and sea ice cover can cause an imbalance in the ocean-atmosphere heat exchange and can be the initial trigger. 3. Most climate models suggest a connection between deep convection, Drake Passage transport (ACC strength) as well as sea ice variability on decadal to multidecadal timescales. Relationships between deep convection and Ross or Weddell Gyre strength are seen but depend on whether models show open ocean convection or not.
