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Environmental changes greatly influence the evolution of populations. Here, we study the dynamics of a
population of two strains, one growing slightly faster than the other, competing for resources in a time-
varying binary environment modeled by a carrying capacity switching either randomly or periodically
between states of abundance and scarcity. The population dynamics is characterized by demographic noise
(birth and death events) coupled to a varying environment. We elucidate the similarities and differences of
the evolution subject to a stochastically and periodically varying environment. Importantly, the population
size distribution is generally found to be broader under intermediate and fast random switching than under
periodic variations, which results in markedly different asymptotic behaviors between the fixation
probability of random and periodic switching. We also determine the detailed conditions under which the
fixation probability of the slow strain is maximal.
DOI: 10.1103/PhysRevLett.125.048105
The evolution of natural populations is influenced by
varying environmental conditions: the abundance of
nutrients, toxins, or external factors like temperature are
subject to random and seasonal variations, and have an
important impact on population dynamics [1–3].
Several models of a population response to a changing
environment assume that external conditions vary either
periodically or stochastically in time [4–26]. These external
variations are often modeled by taking a binary environ-
ment that switches between two states [26–46]. In finite
populations, demographic noise (DN) is another form of
randomness that can lead to fixation (one species takes over
the population [47,48]). DN is strong in small populations
and negligible in large ones. Importantly, the evolution of a
population composition is often coupled with the dynamics
of its size [49–55]. This can lead to coupling between DN
and environmental variability (EV), with external factors
affecting the population size, which in turn modulates the
DN strength. The interplay between EVand DN plays a key
role in microbial communities [56–63]: the variations of
their composition and size are vital to understand the
mechanisms of antimicrobial resistance [26,58], and may
lead to population bottlenecks, where new colonies con-
sisting of few individuals are prone to fluctuations
[56,59,61–63]. Interactions between microbial commun-
ities and environment have also been found to influence
cooperative behavior in Pseudomonas fluorescens biofilms
[60–62]. EV and DN are also important in ecology, e.g., in
modeling tropical forests [14–16] and in gene regulatory
networks [17,21].
In most studies, there is no interdependence between the
fluctuations stemming from DN and EV, with growth rates
often assumed to vary independently of the population size
[6,7,11–13,17–22,24,27–29,31,36–38,41,43]. Hence, there
is as yet no systematic comparison of the dynamics under
random and periodic switching: some works report that
they lead to similar evolutionary processes while others
find differences, see, e.g., Refs. [29,40]. Here, we system-
atically study the coupled influence of EV and DN on the
dynamics of a population, where slow- and fast-growing
strains compete for resources subject to a randomly and
periodically switching carrying capacity.
A distinctive feature of this model is that it accounts for
the stochastic or periodic depletion and recovery of
resources via a binary environment, varying with a finite
correlation time or period, and the DN and EV coupling,
see Fig. 1. This setting is simple enough to enable us to
scrutinize whether environmental perturbations of different
nature lead to the same dynamics, and includes many
features (switching environment, varying population size)
that can be tested in controlled microbial experiments
[28,52,55,57,63].
To address the fundamental question of evolution under
stochastic and deterministic variations, we consider random
and periodic environmental switching. This allows us to
elucidate the influence of EV on the population size
distribution (PSD) and the fixation properties. We analyti-
cally show that the PSD is generally broader under
intermediate and fast random switching than under periodic
variations, leading to markedly different fixation proba-
bilities. We also determine the switching conditions for
which the slow strain’s fixation probability is maximized.
We consider a well-mixed population of time-fluctuating
size NðtÞ ¼ NSðtÞ þ NFðtÞ consisting of two strains. At
time t, NSðtÞ individuals are of a slow-growing strain S,
corresponding to a fraction x ¼ NS=N of the population,
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and NF are of a fast-growing species F. The respective per
capita growth rates of S and F are ð1 − sÞ=f̄ and 1=f̄,
which sets the model’s timescale [64]. Here, f̄ ¼ ð1 − sÞxþ
1 − x ¼ 1 − sx is the population average fitness and
0 < s ≪ 1 denotes the small selective growth advantage
of F over S [44,45,50,51]. Growth is limited by a logistic
death rate N=K, where K ≫ 1 is the carrying capacity.
Population dynamics is often idealized by assuming a static
environment (constant K) yielding a constant or logistically
varying N [48,69–72]. Here, we instead consider a
population of fluctuating size subject to a time-varying




NS=F þ 1 and NS=F→
T−
S=F
NS=F − 1, with transition
rates TþS ¼ ð1 − sÞNS=f̄, TþF ¼ NF=f̄ and T−S=F ¼
ðN=KðtÞÞNS=F. We model EV via a switching carrying
capacity
KðtÞ ¼ K0½1þ γξαðtÞ; ξαðtÞ ∈ f−1;þ1g; ð1Þ
where K0 ≡ ðKþ þ K−Þ=2 and γ ≡ ðKþ − K−Þ=ð2K0Þ,
while α ∈ fr; pg and γ ¼ Oð1Þ. Here, resources vary either
randomly (α ¼ r) or periodically (α ¼ p), between states
of scarcity, K ¼ K
−
(ξα ¼ −1), and abundance, K ¼
Kþ (ξα ¼ þ1), where Kþ > K− ≫ 1, causing fluctuations
of population size and composition, see Fig. 1. This specific
choice of birth-death process coupled to a time-varying
binary environment is arguably the simplest biologically
relevant model to study population dynamics under the joint
influence of EV and DN, see Section 1.1 in [64].
When KðtÞ switches randomly, ξr is a colored asym-
metric dichotomous (telegraph) Markov noise (ADN)
[73,74], with the transition ξr → −ξr occurring at rate
ν when ξr ¼ 1. The (average) switching rate is ν ¼
ðνþ þ ν−Þ=2 while δ ¼ ðν− − νþÞ=ð2νÞ measures the
switching asymmetry (jδj < 1, with δ ¼ 0 for symmetric
switching). In this model, the ADN is a stationary
noise of mean hξrðtÞi ¼ δ and autocorrelation
function hξrðtÞξrðt0Þi − hξrðtÞihξrðt0Þi ¼ ð1 − δ2Þe−2νjt−t
0j
(h·i denotes ensemble averaging). When KðtÞ switches
periodically, ξp is a rectangular wave defined by
the rectangular function, rectð·Þ [75], of period T ¼
























which becomes the square wave ξpðtÞ ¼ −signfsin ðπνtÞg
when δ ¼ 0. In our simulations, ξpðtÞ averaged over a
period T has the same mean and variance as ξrðtÞ. Hence,
the mean and variance of KðtÞ are the same for α ∈ fr; pg:
hKðtÞi ¼ K0ð1þ γδÞ and varðKÞ ¼ ðγK0Þ2ð1 − δ2Þ [76].
The model considered here gives rise to a long-lived
population size distribution (PSD) followed by an eventual
extinction of the entire population which occurs after a very
long time (practically unobservable when K0 ≫ 1 [44]
[77]). Below, we focus on intermediate times t ¼ Oðs−1Þ, a
timescale on which one species is likely to have gone
extinct and the other fixated the population that is in its
long-lived PSD [64]. We show that the fixation probabil-
ities strongly depend on the PSD that is encoded in the
underlying master equation [45,46,78,79], see [64] for
details.
Insight into the dynamics is gained by ignoring fluctua-
tions and considering the mean-field picture of a very large
population with constant K ¼ K0. Here, N and x evolve
according to dN=dt≡ _N ¼ Nð1 − N=K0Þ and _x ¼
−sxð1 − xÞ=ð1 − sxÞ [50,51,64], with x decaying on a
timescale t ∼ s−1 ≫ 1 and NðtÞ ¼ OðK0Þ after t ¼ Oð1Þ
[80]. Thus, a timescale separation occurs: the relaxation of
x is much slower than that of N.
However, when dealing with a finite population, DN
(random birth and death events) must be taken into account,
yielding the fixation of one of the species. The S fixation
probability, given a fixed population size N, and an initial
fraction x0 ¼ NSð0Þ=Nð0Þ of S individuals, is [48,71,79]
ϕðx0ÞjN ¼ ½e−Nx0 lnð1−sÞ − 1=½e−N lnð1−sÞ − 1; ð2Þ
which exponentially decreases with N. For s ≪ N−1=2 ≪ 1
(“diffusion approximation”), this simplifies to ϕðx0ÞjN ≃
ðe−Nsð1−x0Þ − e−NsÞ=ð1 − e−NsÞ [44,45,70]. While Eq. (2)
provides a good approximation for the fixation probability
also when N fluctuates about constant K ¼ K0, this picture
changes drastically when, in addition to DN, the population
is subject to a time-varying KðtÞ, see Fig. 1. Below we
study the joint influence of EV and DN on the PSD and
fixation properties.
Population size distribution.—Simulations show that the
marginal quasistationary PSD, P
ðαÞ
ν ðNÞ (unconditioned on
(a)
(b) (c)
FIG. 1. (a) K versus time t: asymmetric random (pink [light
gray] solid) and periodic (black dashed) switching between Kþ
and K
−
yield fluctuating population composition and size (large
and small circles), see text. (b),(c) Typical realizations ofN (black),
NS (red [gray]) and K (black dashed) versus t under random (b)
and periodic (c) switching: composition changes until fixation
occurs. Here ðs; K0; ν; γ; δ; x0Þ ¼ ð0.02; 250; 0.03; 0.8; 0.6; 0.5Þ.
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ξα), is characterized by different regimes depending on the
switching rate ν, with markedly different features in the
case of random and periodic variations when ν ¼ Oð1Þ and
ν ≫ 1, see Fig. 2.
The case of random switching can be treated as in
[44,45] for δ ¼ 0. Upon ignoring DN, NðtÞ is therefore
subject only to ADN according to the piecewise-
deterministic Markov process (PDMP) [64,81,82]
defined by the stochastic differential equation
_N ¼ N½1 − ðN=KÞð1 − γξrÞ=ð1 − γδÞ, where K≡
K0ð1 − γ2Þ=ð1 − γδÞ. When ν → ∞, the ADN self-
averages, ξ⟶
ν→∞ hξi ¼ δ, and N⟶ν→∞ K. The marginal
PSD of this PDMP has support ½K
−
; Kþ and can be
computed explicitly [45,73]: its expression PPDMPν ðNÞ is
given by Eq. (S22) of [64]. Although PPDMPν only accounts
for EV, when K0 ≫ 1 and γ ¼ Oð1Þ, it captures the peaks
of P
ðrÞ
ν and the average population size, see Figs. 2 and
S3(b) [64]. However, PPDMPν ignores DN and cannot
capture the width of P
ðrÞ
ν about its peaks, see Figs. 2(a),
2(c), and 2(d). Yet, this can be remedied, by a linear noise
approximation, see [45] and Section 3.2 in [64]. We can
also obtain a PDMP-like approximation (ignoring DN)
[74,83] of the periodic PSD by solving the mean-field
equation for NðtÞ with periodic KðtÞ. By inverting NðtÞ we
then obtain the piecewise periodic process (PPP) approxi-
mation PPPPν of P
ðpÞ
ν , given by (S19) in Section 2.3 of [64],
which is valid over a broad range of switching rates, see
Figs. 2(c) and 2(d) and below.
Furthermore, for periodic switching, the full P
ðpÞ
ν can be
found analytically in the limits of very slow (ν → 0) and
fast (ν ≫ 1) variations. For ν → 0 the carrying capacity is
initially randomly allocated and almost constant, i.e.,






≡ P0, and can be computed
from the master equation. Assuming K0 ≫ 1 and
γ ¼ Oð1Þ, the PSD is bimodal with peaks about
N ¼ K, whose intensity depends on δ [64]: P0ðNÞ≃
½ð1þ δÞKNþ1þ e−Kþ þ ð1 − δÞKNþ1− e−K− =½2N · N!. This
result excellently agrees with simulations, see Fig. 2(a).
Under fast periodic switching, P
ðpÞ
ν differs markedly from
its random counterpart, see Fig. 2(b). An approximate
expression of P
ðpÞ
ν to leading order in 1=ν, here denoted by
P
Kap
ν , and peaked at N ¼ K when ν → ∞ is given by
Eq. (S15) in [64]. P
Kap
ν is obtained from the master equation
by using the WKB approximation [84] and the Kapitza
method [12,24,85], i.e., separating the dynamics into fast
and slow variables, see Section 2.2 of [64]. In Fig. 2(b), we









odal and peaked about N ≈K when ν ≫ 1, but P
Kap
ν is
much sharper and narrower than PPDMPν . In fact, the
variance of PPDMPν scales as K
2
0
=ν when 1 ≪ ν ≪ K0,
and is much larger than that of P
Kap
ν , see Section 4.3 in [64].
Note that while P0 and P
Kap
ν account for DN and EV,
PPDMPν and P
PPP
ν only account for EV. Yet, DN is negligible





the random and periodic cases, respectively [64]. PPDMPν




In particular, PPDMPν and P
PPP
ν allow us to characterize
interesting phenomena arising in the intermediate asym-
metric switching regime where ν≳ 1 with ν
−
> 1
and νþ < 1, or ν− < 1 and νþ > 1, i.e., when
1=ð1þ jδjÞ < ν < 1=ð1 − jδjÞ. In the former case
(δ > 0), P
ðrÞ
ν has a peak at N ≈ Kþ and, under sufficiently





< N < Kþ), whose position is aptly captured by
PPDMPν , see Fig. 2(c) and Section 3.1 in [64]. In Fig. 2(c),
P
ðpÞ
ν is less broad than P
ðrÞ
ν and has also two peaks well
reproduced by PPPPν , whose support is narrower than that of





ν exhibit a single peak at N ≈ K−, well
predicted by PPDMPν and P
PPP
ν , with the latter being narrower
than the former, see Fig. 2(d). In fact, Figs. 2(b) and 2(c)
show that the transition from bimodal to unimodal PSD
(slow to fast switching) is generally more abrupt under
periodic than under random switching.
Fixation probability.—We denote by ϕα the slow (S)
species fixation probability subject to α switching
(α ∈ fr; pg). As aforementioned, when s ≪ 1 and
t≳Oð1Þ, the system has settled in its long-lived PSD.
Thus, given x0, ϕα can be approximated by averaging
ϕðx0ÞjN over P
ðαÞ







ν=sðNÞϕðx0ÞjNdN; α ∈ fr; pg: ð3Þ
This result is valid under weak selection, 1=K0 ≪ s ≪ 1,
when there are Oðν=sÞ switches prior to fixation
[44,45,64]. The difference between ϕr and ϕp stems from




ν , see Fig. 2.
Approximations of ϕr and ϕp are obtained by respectively
(a) (b) (c) (d)
FIG. 2. P
ðrÞ
ν ðNÞ (blue [dark gray]) and PðpÞν ðNÞ (red [gray]) for
different ν: (a) ν ¼ 0.05, (b) ν ¼ 17.5, (c) ν ¼ 1.4, (d) ν ¼ 1.
Symbols are from simulations; solid black lines in (a)–(d) are
from PPDMPν , those in cyan [light gray] are from P0ðNÞ in (a),
P
Kap
ν in (b), and P
PPP
ν in (c),(d); vertical dashed lines in (a),(c)
show N ¼ K, see text; horizontal dashed lines are eye guides.
Here ðs; K0; γ; x0Þ ¼ ð0.05; 250; 0.8; 0.6Þ, δ ¼ 0.7 in (a)–(c) and
δ ¼ −0.5 in (d).








ν=s into Eq. (3). This
yields expressions (S38) and (S39) of [64] which are valid
over a broad range of ν [44,64], see Figs. 3 and S2(c)
and S2(d) [64]. Notably, when ν=s ≫ 1, ϕp is better




ν=s in Eq. (3),
see below and [64].
When ν → 0 (slow switching), on average there are
almost no switches prior to fixation and P
ðαÞ
ν=s is peaked
at N ¼ K. Hence, with Eq. (3), limν→0 ϕαðνÞ ≃ ϕð0Þ ¼
½ð1 − δÞϕðx0ÞjK
−
þ ð1þ δÞϕðx0ÞjKþ =2. Figure 3(d) con-
firms that ϕr and ϕp approach ϕ
ð0Þ when ν=s ≪ 1.
When ν=s ≫ 1 (fast switching), P
ðαÞ
ν=s is sharply peaked at
N ≃K, see Fig. 2(b), and to leading order limν→∞ ϕαðνÞ ≃
ϕð∞Þ ¼ ϕðx0ÞjK [44,45]. Simulation results of Fig. 3 con-
firm that at ν ≫ s, ϕrðνÞ and ϕpðνÞ converge to ϕð∞Þ. Thus,
the fixation probability under fast random or periodic
switching is the same to lowest order in 1=ν. Yet, the rate
of convergence differs, see Fig. 3(a). This is explained by
computing the next-to-leading order of ϕα in ν=s ≫ 1. For
this, we use Eq. (3) with Eq. (2) and PPDMPν=s and P
Kap
ν=s for
random and periodic switching, respectively. A saddle
point calculation, with 1=K0 ≪ s ≪ 1, yields (see








Arðs=νÞ ðα ¼ rÞ;
Apðs=νÞ2 ðα ¼ pÞ:
ð4Þ
Here ϕð∞Þ ¼ em=2, m≡ 2Kð1 − x0Þ ln ð1 − sÞ, and Ar ¼
mð4þmÞð1 − δ2Þ½γ=ð1 − γδÞ2=16 while Ap ¼ K½1−
ð1þm=KÞ3½γ=ð1 − γδÞ2=72. Thus, when K0s ≫ 1,
ϕαðνÞ converges to ϕð∞Þ much faster in the periodic
than in the random case, see Figs. 3(a)–(c).
The different asymptotic behavior can be understood by
noting that P
ðrÞ
ν is generally broader than P
ðpÞ
ν , with
respective variances scaling as ν−1 and ν−2. N can thus
attain smaller values under random than periodic switching,
which enhances ϕr with respect to ϕp [86]. When ν=s ≫ 1,
ϕr;p is determined by the mean hNi ≃K of PðαÞν , and the
different rate of convergence to ϕð∞Þ stems from the
deviations of hNi from K, which decrease as ν−1 when
α ¼ r and ν−2 when α ¼ p, see Section 4.3 in [64].
Another signature of the different asymptotic behavior is
the sharp peak of the ratio ϕr=ϕp at a nontrivial ν, see Fig. 3
(a, inset).
Under intermediate (rescaled) switching, ϕα exhibits a
rich behavior, see Fig. 3(d). When the switching asymmetry
is sufficiently large, ϕα is a nonmonotonic function of ν in a
nontrivial region γ > γcðsÞ, δ > δcðγ; sÞ of the parameter
space that can be found from Eq. (3), see Figs. 3(d)
and 3(e) and Section 5.1 in [64]. The PDMP- and PPP-
based approximations [Eqs. (S38) and (S39) in [64]]
adequately capture the ν dependence of ϕα in this regime,
and its maximum at να ∼ s. This optimal switching
rate, which maximizes the S species fixation probability
at given (γ, δ, s), corresponds to Oð1Þ switches prior to
fixation. The relative increase in ϕαðνÞ, given by
ϕαðναÞ=maxðϕð0Þ;ϕð∞ÞÞ − 1 reaches up to 30%, see
Figs. 3(d) and 3(e). In agreement with the PDMP- and
PPP-based approximations, we find that νp ≲ ν

r , and
ϕpðνpÞ is narrower around the peak than ϕrðνrÞ, see
Figs. 3(d) and 3(e) and S2(e) [64]. When the asymmetry
is not too large (jδj < δc), ϕαðνÞ is a monotonic function: it
increases (decreases) with ν below (above) a critical
selection intensity sc (with γ, δ fixed), see Section 5.2
and Fig. S2(d) in [64]. Remarkably, transitions between
monotonic and nonmonotonic behavior of ϕαðνÞ are also
found when S produces public goods benefiting the entire
population, see Section 7 in [64].
Inspired by the evolution of microbial communities in
fluctuating environments, we have studied the dynamics of




FIG. 3. (a)–(d) fixation probability for random and periodic
switching (circles and squares): symbols are from simulations. In
(a) solid lines are from (S38) (blue [dark gray], α ¼ r), (4) (red
[gray], α ¼ p), and (S39) (black, α ¼ p) of [64]. (a) ϕα versus ν
with δ ¼ 0.2; dashed line shows ϕð∞Þ. Inset: ϕr=ϕp versus ν with
δ ¼ 0.2. (b),(c) ln ðϕα=ϕð∞ÞÞ versus s=ν for random (b) and
periodic (c) switching with δ ¼ 0.2 (black) and δ ¼ 0 (blue [dark
gray]). Dashed gray lines are eye guides ∝ s=ν in (b) and ∝
ðs=νÞ2 in (c). (d) Nonmonotonic ϕαðνÞ with δ ¼ 0.7 (purple
[gray]) and δ ¼ 0.8 (blue [dark gray]). Solid lines are from (S38)
(purple [gray] and blue [dark gray]) and from (S39) (black) of
[64]; dashed lines show ϕð0;∞Þ. ϕrðνÞ and ϕpðνÞ are maximal at
ν ¼ νr ≈ 0.1 and ν ¼ νp ≈ 0.07, see text. (e) Heatmap of νr (see
Section 5.1 in [64] for details and heatmap of νp): ν

r → 0;∞ in
the black and white areas, respectively; ϕrðνÞ is nonmonotonic in
the red-yellow [gray] area, with νr ≈ 0.01 (red [gray])–ν

r ≈ 0.1
(yellow [light gray]), see vertical bar. Symbols are for
δ ¼ 0.7 (purple [gray]) and δ ¼ 0.8 (blue [dark gray]).
Here ðs; K0; γ; x0Þ ¼ ð0.025; 800; 0.7; 0.5Þ in (a)–(c) and
(0.05,250,0.9,0.6) in (d),(e).
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to a binary carrying capacity, switching randomly or
periodically in time. We have analyzed how the coupling
of demographic noise and environmental variability affects
the population size and fixation properties. We have shown
that the population size distribution is generally broader
under random variations than under periodic changes in the
intermediate or fast switching regime, which lead to
markedly different asymptotic behaviors of the fixation
probabilities. We have also determined the conditions
under which the probability that the slow species prevails
is maximal. Our work sheds light on the similarities and
differences of evolution in stochastically versus determin-
istically varying environments, and is thus relevant to
microbial communities, often subject to frequent and
extreme environmental changes.
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