Using immune algorithms is generally a time-intensive process-especially for problems with a large number of variables. In this paper, we propose a distributed parallel cooperative coevolutionary multi-objective large-scale immune algorithm that is implemented using the message passing interface (MPI). The proposed algorithm is composed of three layers: objective, group and individual layers. First, for each objective in the multi-objective problem to be addressed, a subpopulation is used for optimization, and an archive population is used to optimize all the objectives. Second, the large number of variables are divided into several groups. Finally, individual evaluations are allocated across many core processing units, and calculations are performed in parallel. Consequently, the computation time is greatly reduced. The proposed algorithm integrates the idea of immune algorithms, which tend to explore sparse areas in the objective space and use simulated binary crossover for mutation. The proposed algorithm is employed to optimize the 3D terrain * Corresponding authors. deployment of a wireless sensor network, which is a self-organization network. In experiments, compared with several state-of-the-art multi-objective evolutionary algorithms-the Cooperative Coevolutionary Generalized Differential Evolution 3, the Cooperative Multi-objective Differential Evolution and the Nondominated Sorting Genetic Algorithm III, the proposed algorithm addresses the deployment optimization problem efficiently and effectively.
can usually converge to a near optimal solution using limited computational 27 resources [18] within a reasonable time compared to brute force and deter-28 ministic methods. 29 The first multi-objective immune algorithm (MOIA) was proposed in [19] . 30 In this study, the immune algorithm (IA) was combined with the genetic al-Minimize F (X) = {f 1 (X) , f 2 (X) , ..., f M (X)}
(1)
where X = (X 1 , X 2 , ..., X D ) is a point in the solution space D . Here, D 118 is the number of variables, f i , i = 1, 2, ..., M , represents the objectives, and 119 F (X) denotes the point that corresponds to X in the objective space, M .
120
Due to the conflicts among the objectives, the types of the different vari-121 ables involved can vary: these types can be classified as position, distance, 122 and mixed variables. For instance, consider the following MOP: (2)
where f 1 and f 2 are two objectives, and x 1 , x 2 , x 3 , x 4 and x 5 are decision 124 variables. 
Selection according to AF F G Ab : 
Parallelism Implementation
For MOLSOPs, especially expensive ones, parallelism can be beneficial.
168
DPCCMOLSIA is a distributed parallel algorithm implemented using the 169 MPI. In DPCCMOLSIA, the parallel structure has three layers.
170
Assuming that there are N CP U CPU resources available, the variables 171 are divided to N G i groups. Here, i = 1, 2, ..., M + 1-that is to say, the 
where 
where N CP U i,j is the number of CPUs allocated to the j-th group in the i-th 181 subpopulation or the archive.
182
The evaluations of the individuals are allocated across the multiple CPUs 183 in each group.
where N CP U i,j,k is the number of individuals that are assigned to the k-th CPU 185 of the j-th group in the i-th subpopulation or the archive.
186
Therefore, based on the three-layer parallel structure, the evaluations of 
where X i is the generated new solution, X i is the target parent individual, 202 X r 1 and X r 2 are the 2 reference individuals, index is the set of variables 203 optimized by the current group, and X r 3 is integrated with the optimized 204 variables to form a complete solution, which has the following form:
Algorithm 3: Evolution
Input: generation number: N gen . Output: final population:
Evolve all variable groups in the subpopulations (Algorithm 4) and the archive (Algorithm 5) in parallel; In Lines 6 and 7, to evaluate the newly generated solutions, we use par-210 allelism to alleviate the computational burden. This is the third layer of the 211 parallel structure of DPCCMOLSIA.
212
Finally, in Lines 8 and 9, the N P best individuals with respect to the 213 considered objective are preserved. distance. If the number of nondominated individuals is less than N sel , we 221 select them all for cloning; otherwise, we select the N sel individuals that have 222 larger crowding distances. In the cloning process in Line 2, the number of 223 clones of each selected individual is determined by the crowding distance.
where N C i represents the replications of selected individual i and dist i is its 225 crowding distance in the population, which is calculated as follows:
where, dist m i is the crowding distance of individual i with respect to objective 227 m,
is the f i m sorted in ascending order. Finally, (i) * is the new index 229 of individual i in the sorted sequence.
and dist max i is the maximum crowding distance. Because there are ∞ values 231 assigned to crowding distances, to calculate N C i , we have to convert them.
232
In Line 4 in the evolution process, we select 2 individuals from among We use the 3D deployment problem proposed in [2], which includes three 247 objectives: Coverage, Connectivity Uniformity and Deployment Cost. We 248 also use the same real-world 3D terrain data (Fig. 2) , which is composed 249 of plain ( Fig. 2(a) ), hilly ( Fig. 2(b) ) and mountainous (Fig. 2(c) ) terrains.
250
These three terrains have different characteristics that are used to verify the 251 proposed algorithm with respect to various conditions. 3. The mountainous terrain has severe elevation changes, which makes it 296 much more difficult to address compared with the other two terrains; 297 consequently, the algorithms exhibit poor performances on this terrain.
298
In the following, we analyze the performances of the different algorithms 299 on each terrain in detail. The convergence curves of the HV indicator are illustrated in Fig. 4 . 302 We can see that DPCCMOLSIA performs the best (0.785290), CMODE 303 slightly worse (0.779786), NSGA-III is third (0.735985), and CCGDE3 per-304 forms the worst (0.631979). Moreover, DPCCMOLSIA has the fastest con-305 vergence speed, but improves less later in the process, similar to CMODE. The visualization is shown in Fig. 5 . In accordance with the HV indi-307 cator and considering the diversity and convergence of solutions, the overall 308 performance of DPCCMOLSIA is the best.
309
Coverage is an important factor to consider in WSN deployment prob- The convergence curves of the HV indicator for all the algorithms on the 320 hilly terrain are illustrated in Fig. 6 .
321
From the HV indicator, again, DPCCMOLSIA performs best (0.929553);
322
CMODE is second (0.914022); NSGA-III is third (0.839551), and CCGDE3 323 is far worse (0.754544). The characteristics of all the algorithms are similar 324 to those described above for the plain terrain. The visualization of the solutions are shown in Fig. 7 should be deployed in higher areas, which results in a sharp increase in the 331 fitness of the objective Deployment Cost, as can be observed in Fig. 7(c) .
332
Overall, the performances of the algorithms on hilly terrain can be ordered 333 as follows: DPCCMOLSIA > CMODE > NSGA-III > CCGDE3. The performances of all four algorithms on mountainous terrain can be 346 ordered as follows: DPCCMOLSIA > CMODE > NSGA-III > CCGDE3. 347 Overall, comprehensively considering all the tested terrains, DPCCMOL-348 SIA achieves the best optimization results; CMODE is a little worse; NSGA-349 III is third; and CCGDE3 is well behind. 
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