Abstract. A nite representation of the prime event structure corresponding to the behaviour of a program is suggested. The algorithm of linear complexity using this representation for model checking of the formulas of Discrete Event Structure Logic without past modalities is given. A method of building nite representations of event structures in an e cient way by applying partial order reductions is provided.
Introduction
Model checking is one of the most successful methods of automatic veri cation of program properties. A model-checking algorithm decides whether a nite-state concurrent system satis es its speci cation, given as a formula of a temporal logic 3, 10] . Behaviour of a concurrent system can be modeled in two ways. In the interleaving semantics, the meaning of a program is an execution tree, temporal-logic assertions are interpreted over paths of this tree. In partial-order semantics (or event structure semantics), behaviour is an event structure, where the ordering relations over events re ect the causal dependency and con ict among them 29] . So far model checking algorithms have been suggested for many partial-order temporal logics 24, 27, 1, 15] . There is a long and rich tradition of research that employs the interleaving semantics, resulting in both theoretical and practical results. The main reason for this is the simplicity of the model providing a natural connection with Kripke structures or automata theory. In this framework, a concurrent system P, possibly with fairness requirements, is a Kripke structure M P that generates the execution tree. The commonly employed speci cation language is CTL 3, 6] . To check whether the structure M P satis es a CTL-formula ', the model-checking algorithm assigns the subformulas of ' to states of M P ; if the beginning state has been assigned the formula ', then it holds over M P . The use of partial-order semantics is less common, but has attracted researchers in concurrency theory for at least two reasons: It does not distinguish among total-order executions that are equivalent up to reordering of independent transitions, thereby, resulting in a more abstract and faithful representation of concurrency 19, 27, 1, 15] . Logics over partial orders 25, 19, 20, 21, 22 ] allow a direct representation of properties involving causality, con ict, and concurrency. The rst temporal logic on prime event structures has been put forward by Lodaya and Thiagarajan 9] . Since then several new logics on event structures have been de ned 20, 21, 13, 14, 23] . Most of these logics have been proved to be decidable and possessing complete axiomatizations. However, the model checking problem for event structure logics has never been addressed. The reason for this was the lack of two notions: automata on event structures and/or nite representations of event structures. The main result of this paper is a nite representation of the event structure corresponding to the behaviour of a program and the algorithm using this representation for model checking of the formulas of Discrete Event Structure Logic (DESL) 21] without past modalities. We suggest also a method of building nite representations of event structures in an e cient way by applying partial order reductions 18] . This is the rst model checking algorithm for an event structure logic suggested in the literature. The rest of the paper is organized as follows. In section 2 event structures are de ned. Trace systems are introduced in section 3. Logic (DESL) on event structures is given in section 4. Section 5 contains the de nition of nite state concurrent programs and its semantics. Finite representation of trace systems and event structures is given in section 6. The correctness of the construction is proved in section 7. Section 8 contains an e cient method of generating nite representations. Model checking of DESL is described in section 9 and the discussion can be found in section 10.
Event Structures
We start with the de nitions of event structures 29] and trace systems 12], which are used for giving semantics to concurrent systems. Let S be a countable set, and let < be a binary relation over S. The inverse of < is denoted by < ?1 . For an element s 2 S, the set # < (s) contains the elements s 0 2 S such that s 0 < s, and " < (s) equals fs 0 2 S j s < s 0 g. An element s 2 S is <-initial if # < (s) is empty. The relation < is pre nite if # < (s) is nite for all elements s 2 S. Let R be the re exive-transitive closure of the relation R. The relation < is reduced if for each s < s 0 , (s; s 0 ) 6 2 (< n(s; s 0 )) . Note that if < is reduced then < is irre exive, and if s < s 0 and s 0 < s 00 then s 6 < s 00 .
Event structures represent a concurrent system by taking occurrences of actions as the starting point. Every occurrence of an action is modelled as a separate event. Two relations are provided that capture, respectively, the (immediate) causality and (immediate) con ict relationship between events.
De nition1. A four-tuple (E; E 0 ; ; # m ) is a (discrete prime) event structure (ES, for short) if the following conditions are satis ed:
1. E is a countable set, called a set of events, 2. E E is irre exive and reduced relation, called immediate causality relation, 3. = is a pre nite partial order, called causality relation, 4. # m E E is an irre exive and symmetric relation, called immediate con ict relation, 5. \ # = ; for # = ( ?1 # m ), called con ict relation, 6 . E 0 E is the set of -initial elements of E. It follows from the de nition that # #. This condition is called con ict preservation. Notice that the con ict relation # is generated by the immediate con ict relation # m and the causality relation . For event structures giving semantics to concurrent programs, the relation # m will be modeled as the minimal relation generating the con ict relation #.
Trace Systems
By an independence alphabet we mean any ordered pair ( ; I), where is a nite set of symbols (operation names) and I is a symmetric and irre exive binary relation in (the independence relation). Let ( ; I) be an independence alphabet. De ne as the least congruence in the (standard) string monoid ( ; ; ) such that (a; b) 2 I ) ab ba, for all a; b 2 i.e., w w 0 , if there is a nite sequence of strings w 1 ; : : :; w n such that w 1 = w, w n = w 0 , and for each i < n, We say that a subset Q of T dominates another subset R of T, if R # Q. Two traces are consistent, if there is a trace in T dominating both of them and inconsistent otherwise. We shall say that inconsistent traces are in con ict. A set R of traces is said to be proper , if any two of its consistent traces are dominated by a trace in R, and directed , if arbitrary two traces in R are dominated by a trace in R. A set of traces Q is said to be pre x-closed, if Q = # Q. An ordered pair (T; !) is a trace system over ( ; I), if T is a pre x-closed and proper trace language over ( ; I) and ! is the pre x relation in T. Let M be a model, e 2 E be a state, and be a formula. M; e j = denotes that the formula is true at the state e in the model M (M is omitted, if it is implicitly understood). This notion is de ned inductively as follows:
E1. e j = p i p 2 V (e), for p 2 AP, E2. e j = : i not e j = , e j = ^ i e j = and e j = , E3. e j = 2 i (8e 0 2 E) (e e 0 implies e 0 j = ), e j = 2 ] i (8e 0 2 E) (e ] m e 0 implies e 0 j = ). D4. e j = i (8e 0 2 E) (e e 0 implies e 0 j = ), e j = ] i (8e 0 2 E) (e ] m e 0 implies e 0 j = ).
Notice that e j = 2 ] speci es that holds at all the states, which are in immediate conlict or in the future of the states that are in immediate con ict with e. The above semantics is caused by the lack of the past operators. However, our modality 2 ] is still usefull for expressing properties of event structures:
{ 2 -holds in all the states (safety), { 3 -is possible in the causal future, { 2(: ] true) -the system is con ict-free, { 3(2(: ] true)) -from some state in the future the system is con ict free, { ( ^ ] ) -will inevitably hold in the next state.
For specifying more properties see 21, 23] . DESL was shown to be decidable and possessing a complete axiomatization 21]. The extension of DESL by an independency operator was considered in 13, 14] . The model checking problem has never been addressed for any of the event structure logics.
Finite State Concurrent Programs and their Semantics
Programs are represented by K-sequential agents communicating via executing joint operations.
Programs
A program is a structure P with the following components:
1. K is a nite set, called set of processes, 2. for each process i 2 K, a nite non-empty set S i , called a set of local-states of the process i, The transition-relation ? X models the events in which all processes in X participate. For each transition t = (s; s 1 ), proc(t) denotes the set of processes involved in executing t, i.e., proc(t) = X, if t 2 ? X ; in(t) = s, and out(t) = s 1 . Let = S X K ? X . The independency relation I of transitions is de ned as follows: (t; t 0 ) 2 I if proc(t) \ proc(t 0 ) = ;. The dependency relation D = n(I id ). The immediate dependency relation D m = f(t; t 0 ) 2 D j in(t)j i = in(t 0 )j i , for some i 2 proc(t)\proc(t 0 )g. The free choice programs enjoy the following property: if two transitions (t; t 0 ) 2 D m , then proc(t) = proc(t 0 ) and in(t)j i = in(t 0 )j i , for each i 2 proc(t).
Let GS = Q i2K S i be the set of global states of P. A transition t = (s; s 0 ) 2 ? X is said to be enabled from a global state g 2 GS (denoted t 2 enabled(g)), if g j X = s. For the free-choice programs, for each two transitions (t; t 0 ) 2 D m , if one of them is enabled from a global state, then the other one is also enabled from the global state.
For two global states g; g 0 2 GS, g t ! g 0 i for some Y K, t = (g j Y ; g 0 j Y ) 2 ? Y and g j KnY = g 0 j KnY . An execution sequence w = t 0 : : :t n 2 of P is a nite sequence of transitions s.t. there is a sequence of global states = g 0 g 1 g 2 : : :g n of P with g 0 = (s 0 1 ; : : :; s 0 K ), and g i ti ! g i+1 , for each i < n. Let g 0 w > g n denote that the state g n is reached after executing the execution sequence w from the state g 0 . We say that trace w] leads to the state g n . Example 1. Program MUTEX is shown in Figure 1 . It is composed of three processes, which local states are denoted with circles, whereas the transitions with horizontal bars, e.g. b = ((3; 8); (5; 10)). The program ensures the mutual exclusion of access to the local states 5 and 6 being the critical sections. S 1 = f1; 3; 5g, S 2 = f2; 4; 6g, S 3 = f7; 8; 9; 10;11g, and s The interpretation function does not distinguish between the traces leading to the same global state.
Example 2. The trace semantics of program MUTEX is shown in Figure 2 . The prime traces are printed in bold face.
Event Structure Semantics of Programs
Each trace system de nes the corresponding event structure 17], where the events are de ned as equivalence classes of strings of transitions. For the trace systems that are semantics of the programs de ned in Section 5.1, alternatively, one can identify the events with the prime traces and view the corresponding event structure as a substructure of the original trace system. This approach is taken below. De nition4. Let TS P = (T; !; I) be the trace semantics of program P. An interpreted event structure ES P = (E; E 0 ; E ; # E m ; V E ) is the event structure semantics of program P, where
e E e 0 if e ! e 0 and e ! e 00 ! e 0 , implies e = e 00 or e 0 = e 00 , for each e 00 2 E, 4. e # E m e 0 if e; e 0 are not consistent and for each 2 T s.t. ! e the traces ; e 0 are consistent in T and for each 0 2 T s.t. 0 ! e 0 the traces e; 0 are consistent in T. 5. V E (e) = I(e), for e 2 E.
The condition 3) corresponds to the fact that the relation E is reduced. The condition 4) speci es that # E m is the minimal relation generating the con ict relation in E.
Lemma 5. Let P be a free-choice program and let ES P be the event structure semantics of P.
Then, the following condition holds:
{ e # E m e 0 i (9 2 T) ! e, ! e 0 , and (Max(e); Max(e 0 )) 2 D m . Proof. Consider e; e 0 2 E that are not consistent (i.e., in con ict) and for each trace 2 T s.t. ! e the traces ; e 0 are consistent in T and for each trace 0 2 T s.t. 0 ! e 0 the traces e; 0 are consistent in T. Then, proc(Max(e)) \ proc(Max(e 0 )) 6 = ;. Therefore, there is e 0 2 E such that e 0 E e and e 0 E e 0 . This implies that ((Max(e); Max(e 0 )) 2 D m . Since P is free-choice, proc(e) = proc(e 0 ). Thus, ff 2 E j f E eg = ff 0 2 E j f 0 E e 0 g. Consider the minimal trace 2 T such that f ! , for each f E e. Then, ! e and ! e 0 . u t Example 3. The event structure semantics of program MUTEX is shown in Figure 3 . . Q Q Q s P P P P P q .
? ?
? ? after executing g the action b will be inevitably executed in the next step and after executing h the action e will be inevitably executed in the next step,
each process will always leave its critical section in the next causal step.
the transitions g and h leading to the critical sections are in con ict.
6 Finite Representations of (Prime) Trace Systems
Trace Systems as well as Prime Event Structures are usually in nite objects and as such are not very convenient for model checking. Therefore, one uses quotient structures of TS P , which identify all the traces that cannot be distinguished by the formulas of a logic of interest. When one is interested in model checking of CTL formulas, then the nite representation is obtained by applying the equivalence relation CTL on the traces, which identi es the traces leading to the same global states, de ned as follows: When one is interested in model checking of CTL P formulas, then the nite representation of TS P is obtained by using a more discriminating equivalence relation (see 22]). For event structure logics the situation is slightly di erent since a nite representation should only involve equivalence classes of prime traces. The simplest solution would be, if a substructure of the quotient structure of TS P by CTL could be applied. This is, unfortunately, not the case since there could be two prime traces leading to the same global state that have di erent causal futures and therefore can be distinguished by DESL formulas corresponding to the causality relation. In the trace semantics of MUTEX ( Figure 2 ) the traces: ]; agbc]; hdef] lead to the same global state (1; 2; 7), but the sets of global states to which lead their causal successors are di erent (see Figure  3) . The solution is to sharpen the equivalence relation CTL accordingly. For technical reasons, the new equivalence is de ned for all traces. Two traces are ES-equivalent if they lead to the same global states and their sets of maximal transitions are the same. A new equivalence relation ES is formally de ned as follows: We will write (g; t 1 :::t n ) for (g; ft 1 ; ::; t n g) and let State( ) stand for g, where f( ) = (g; X)
As we show later, ES identi es all the prime traces, which cannot be distinguished by DESL formulas without con ict operators. Unfortunately, for unrestricted programs ES -equivalent prime traces can be distinguished by con ict modalities. To see this, consider the program Pr shown in There are two possible ways to overcome this problem:
1. De ne a more restrictive equivalence relation on T, or 2. Restrict the class of programs such that ES preserves all DESL formulas.
The rst solution leads inevitably to an equivalence relation, which index is exponential in the number of the global states and therefore, we do not consider this solution in the present paper. The second solution requires such a restriction of programs, which makes it possible to de ne the immediate con ict relation in terms of the preserved by ES causality relation. This is the situation for free-choice programs, which is shown below. Example 5. The quotient structure of the trace semantics of MUTEX is shown in Figure 5 . recursively, for a current state (g; X) and enabled transition t 2 expands the t-successor (g 0 ; X 0 ) of (g; X). When all the successors of a current state have been already expanded, the algorithm backtracks to the nearest state with at least one un-expanded succcessor. (g 0 ; X 0 ) is computed in the following way: g 0 2 GS: g t> g 0 and X 0 = (X ftg) n ft 0 2 j (t; t 0 ) 2 Dg.
The simplest (but ine ective) way of constructing F ES is to extend F TS with the relations and # m between the states (g; X) with jXj = 1 (using the below lemma) and then to remove from F TS all the states (g; X) with jXj > 1.
Lemma 8. The following two conditions hold: *) (g; t) (g 0 ; t 0 ) i there is a sequence (g; t) t1 ! (g 1 ; X 1 ) t2 ! : : :
tn?1 ! (g n?1 ; X n?1 ) tn ! (g n ; t n ) with (g n ; t n ) = (g 0 ; t 0 ) such that (t i ; t) 2 I for 1 i < n. **) (g; t) # m (g 0 ; t 0 ) i 9(g 00 ; X) 2 E F s.t. (g 00 ; X) t ! (g; t), (g 00 ; X) t 0 ! (g 0 ; t 0 ), and (t; t 0 ) 2 D m . Proof. *). (g; t) (g 0 ; t 0 ) i (by de nition) there are prime traces e; e 0 2 E with f(e) = (g; t) and f(e 0 ) = (g 0 ; t 0 ) such that e ! e 0 and e ! e 00 ! e 0 , implies e = e 00 or e 0 = e 00 , for each e 00 2 E, i there is a sequence of traces 0 ! 1 : : : ! n with 0 = e, n = e 0 , i = i?1 t i ] with t i 2 and (t i ; t) 2 I for 1 i < n, (Notice that if for some j < n (t j ; t) 2 D, then it would be a prime trace f 6 = e s.t. e ! f ! j and Max(f) = ft j g), i there is a sequence (g; t) t1 ! (g 1 ; X 1 ) t2 ! : : :
tn?1 ! (g n?1 ; X n?1 ) tn ! (g n ; t n ) with (g i ; X i ) = f( i ) and (g n ; t n ) = (g 0 ; t 0 ) such that (t i ; t) 2 I for 1 i < n. **) follows directly from Lemma 5. u t
Correctness of the Construction
We have to show that the formulas of DESL cannot distinguish between two prime traces e and e 0 with f(e) = f(e 0 ). Since the modalities of DESL correspond to the relations expressible in terms of the relations and # m , this requires proving the following Lemma. Proof. E ). It follows directly from Lemma 8 *). # E m ). Let e ES e 0 and e # E m e 1 . Then, (9 ; 0 2 T and t 2 ) such that e = t] and e 0 = 0 t].
It is not necessarily the case that f( ) = f( 0 ), but it is easy to observe that State( ) = State( 0 ).
It follows from the de nition of # E m that e 1 = t 0 ] for some t 0 2 with (t; t 0 ) 2 D m . Let e 0 1 = 0 t 0 ]. It is easy to notice that e 0 1 2 T. Since 0 t] 2 E and proc(t) = proc(t 0 ), so e 0 1 2 E.
It follows from de nition of # E m that e 0 # E m e 0 1 . Next, State(e 1 ) = State(e 0 1 ) and Max(e 1 ) = Max(e 0 1 ) = t 0 . Therefore, e 1 ES e 0 1 , which completes the proof.
u t
Notice that Lemma 9 E ) holds for the programs unrestricted to free-choice ones.
Lemma 10. For each formula ' 2 DESL and for each e; e 0 2 E if f(e) = f(e 0 ), then ES P ; e j = ' iff ES P ; e 0 j = '
Proof. By induction on the complexity of a formula using Lemma 9. u t Now, we can de ne the valuation V ES : E] ES ?! 2 AP of the states of the structure F ES consistent with the valuation of the corresponding traces of ES P : V F ( e] ES ) = V (e) for each e 2 E. Then, the notion of a formula ' true at the state e in the structure M ES = (F ES ; V ES ) (denoted M ES ; e j = ') is de ned inductively as in De nition 2. The following theorem shows that model checking of DESL can be performed over the structure M ES .
Theorem 11. For each DESL-formula ' and each e 2 E: ES P ; e j = ' iff M ES ; e] ES j = '.
Proof. Follows from the de nition of M ES and Lemma 10. u t
E cient Method of Generating F ES
The above method of generating F ES can be substantially improved for some programs by applying partial order reduction methods 7, 18] . Despite the equivalence classes of not-prime traces (called global states) do not occur in the structure F ES , some of them need to be generated in order to establish whether two equivalence classes of prime traces (called local states) are causally related. The idea of using partial order reductions relies on generating only these necessary global states. For nding out whether (g; t) (g 0 ; t 0 ), it is su cient to nd a sequence of global states satisfying the condition *) of Lemma 8.
The new algorithm is the adaptation of the DFS-algorithm such that only a subset of transitions enabled at a current state is expanded. This subset (called ample-set) is computed statically at the current state. Let s = (g; X) be a current state with proc(X) = J. A transition t is called J-transition, if proc(t) \ J 6 = ;. Ample(s) has to satisfy the following condition:
C for all non-empty sequences (g; X) t1 ! (g 1 ; X 1 ) t2 ! : : :
tn?1 ! (g n?1 ; X n?1 ) tn ! (g n ; t n ) such that there is t 2 X with (t i ; t) 2 I for 1 i < n, there is t 0 2 ample(g; X) s.t. t i = t 0 for some i < n and (t 0 ; t j ) 2 I for all j < i.
It follows from C that t n is an J-transition and all J-transitions t 2 enabled(s) are in ample(s). Denote the structure generated by the modi ed DFS-algorithm by R TS = (R; ! r ). De ne the relations r ; # m;r R R as follows:
{ (g; t) r (g 0 ; t 0 ) i there is a sequence (g; t) t1 ! r (g 1 ; X 1 ) t2 ! r : : :
tn?1 ! r (g n?1 ; X n?1 ) tn ! r (g n ; t n ) with (g n ; t n ) = (g 0 ; t 0 ) such that (t i ; t) 2 I for 1 i < n. { (g; t) # m;r (g 0 ; t 0 ) i 9(g 00 ; X) 2 R s.t. (g 00 ; X) t ! r (g; t), (g 00 ; X) t 0 ! r (g 0 ; t 0 ), and (t; t 0 ) 2 D m .
In order to show the correctness of the partial order reduction method we need the following lemma. ! r (g 0 n ; t 0 n ) in R ES such that (g 0 n ; t 0 n ) = (g n ; t n ) and (t; t 0 i ) 2 I, for 1 i < n. Proof. By induction on jnj. Let proc(X) = J. Base case. jnj = 1. Since t 1 is an J-transition, it follows from condition C that t 1 2 ample(g; X). So, (g 1 ; t 1 ) 2 R and (g; X) ! r (g 1 ; t 1 ). Induction step. Assume that the lemma holds for all jnj k. Let (g; X) t1 ! (g 1 ; X 1 ) t2 ! : : : tk+1 ! (g k+1 ; t k+1 ), t 2 X with (t; t i ) 2 I, for 1 i < k + 1. Since t k+1 is an J-transition, it follows from condition C that there is t 00 2 ample(g; X) s.t. t i = t 00 for some i k and (t 00 ; t j ) 2 I for all j < i. Example 6. For our running example, the modi ed DFS-algorithm would generate the structure shown in Figure 5 , without the transitions marked with the dotted lines. In this case, the partial order reduction method did not reduce any states, but only transitions. We give an example showing that substantial reduction of states is also possible.
Model Checking of DESL
Assume that the modi ed DFS-algorithm has generated the reduced structure R TS = (R; ! r ) for program P. In order to obtain the structure F ES , we have to construct the relations r and # m;r between the states (g; X) 2 R with jXj = 1 and then to remove from R TS all the states (g; X) with jXj > 1. Constructing # m;r is straightforward, whereas constructing r could be of quadratic complexity in the size of R TS . Therefore, from practical point of view, it is more e cient to perform model checking over the structure R TS itself. Our method relies on translating DESL causality formulas into CTL formulas, interpreted over R TS . Then, the model checking algorithm for CTL 3, 28] applies. First, we have to extend R TS by a valuation function and make the de nition of the set of atomic propositions a bit more precise. So, assume that AP is a nite set of propositions, which contains the special proposition prime, which is used to mark the "prime" states in R TS and propositions corresponding to the transitions of program P. For simplicity, we assume the same symbols for The translation is de ned as follows:
{ M R ; (g; t) j = ' i M R ; (g; t) j = :EXE(t Until (:'^prime)), { M R ; (g; t) j = 2 ' i M R ; (g; t) j = :E(true Until (:'^prime)).
The correctness of the translation of follows from the following observation. Notice that the condition *) of Lemma 8 could be equivalently reformulated by replacing (t i ; t) 2 I by t 2 X i i.e., (g; t) (g 0 ; t 0 ) i there is a sequence (g; t) t1 ! (g 1 ; X 1 ) t2 ! : : :
tn?1 ! (g n?1 ; X n?1 ) tn ! (g n ; t n ) with (g n ; t n ) = (g 0 ; t 0 ) such that t 2 X i for 1 i < n. Consider a sequence (g; t) t1 ! (g 1 ; X 1 ) t2 ! : : :
tn?1 ! (g n?1 ; X n?1 ) tn ! (g n ; t n ). If (t i ; t) 2 I for 1 i < n, then obviously t 2 X i for 1 i < n. On the other hand if t 2 X i , then either (t i ; t) 2 I or t i = t for 1 i < n. In the latter case, (g i?1 ; X i?1 ) = (g i ; X i ) as t enables t. Therefore, if we remove from the sequnece (g; t) t1 ! (g 1 ; X 1 ) t2 ! : : :
tn?1 ! (g n?1 ; X n?1 ) tn ! (g n ; t n ) all the transitions t i = t for 1 i < n, then it would hold for the sequence of remaining states and transitions t i that (t i ; t) 2 I. The correctness of the translation of 2 follows from the de nition of r .
Given a DESL formula '. First, replace each occurrence of 2 ] modality by the semantically equivalent combination of ] 2. Next, the model checking method relies on assigning the subformulas of the formula ' to the local states of M R . The method is inductive, i.e., starting from the shortest and most deeply nested subformula of ' the algorithm labels with these local states of M R , which are equivalent classes of the prime traces at which holds. Therefore, in case of checking a less nested subformula, it can be assumed that the states have just been labelled with all its subformulas. The appriopriate algorithms for labelling states with the causality subformulas are standard (see 3, 28, 22] ) due to the translation to CTL formulas. The algorithms for the immediate con ict subformulas are based on the following principle: { M R ; (g; t) j = ] ' i for all (g 0 ; t 0 ) 2 R, if (g; t) # m;r (g 0 ; t 0 ), then M R ; (g 0 ; t 0 ) j = ',
Complexity of Model Checking
Notice that checking a formula containing a subformula requires labelling states of M R with the formulas EXE(t Until (: ^prime)) for all t 2 . Therefore, we have the following theorem: Theorem 15. The complexity of the model checking algorithm of a formula ' over program P is O(jM R j (m j j + (j'j ? m))), where m is the number of the -subformulas of ' and jM R j (jGSj jC(I)j) + j ! j with C(I) = fA j A A Ig (the set of I-cliques of ).
Experiments with applying partial order reductions show (see 18, 7] ) that one can expect M R to be much smaller than its upper bound. The model checking algorithm for DESL has not yet been implemented. However, it is possible to calculate the number of the global states GS and the number of the states in the reduced structures R TS for several "toy" programs, for which substantial reductions in the number of states can be obtained. Two programs are given in Figure 6 and 7.
Discussion
We have suggested a model checking algorithm for Discrete Event Structure Logic without past modalities. So far model checking algorithms have been given for linear time partial order temporal n a a Our algorithm is the rst one, which is designed for a logic interpreted on event structures. It is also the rst model checking algorithm for a partial order logic, which is linear in the number of subformulas of a checked formula. As far as e cient generation of quotient structures of event structures is concerned, it seems possible to apply also net unfolding methods 11]. It is important to mention that for unrestricted programs Lemma 9 E ) still holds making it possible to model check the DESL formulas without con ict operators. Moreover our method can be applied to model checking of more expressive languages, like modal -calculus, interpreted over prime event structures. This approach will be described in a forthcoming paper.
