We present new perturbation theorems on the roughness of exponential dichotomy, which improve previous results. The proofs given here are also much simpler compared with previous ones. The new results provide significant improvements of existing results in the case where the operator A t is unbounded for t ∈ J. This is precisely the situation that is of interest from the point of view of the applications in lobe dynamics. The results are also valid in Banach spaces and useful for general purposes. 
INTRODUCTION
The theory of exponential dichotomies plays an important role in the analysis of non-autonomous differential equations. There have been extensive studies showing much significance in both theory and applications. For example, recently [7] a theoretical framework using the concept of exponential dichotomies has been set up for the study of lobe dynamics and Lagrangian transport of aperiodic flow in fluid dynamics. One of the most important and useful properties of exponential dichotomy in many theories and applications is its roughness under perturbations. It turns out that this is shown [6] to be true again for the study of lobe dynamics and Lagrangian transport of aperiodic flow in fluid dynamics. Especially, in [6] , the persistence of the exponential dichotomy under conditions much less restrictive than which is given by the classical results, e.g., in [2] , etc., is expected to obtain some very useful results for the central concept of distinguished hyperbolic trajectories in aperiodic flows. In fact, it appears that the roughness conditions provided by the traditional analysis will be restrictive for our study of distinguished hyperbolic trajectories, while the new conditions derived here will be non-restrictive as described in [6] . This is indeed the first motivation for the research done in this paper. In this note, we will derive these new perturbation results on exponential dichotomy which extend some of the previous classical results and provide much more simplified proofs. Obviously, the new results are also useful for general purposes. The new results provide significant improvements of existing results in the case where the operator A t is unbounded for t ∈ J. For notations and details, see the later discussion on this issue. Notice that this is very important, as for many practical applications, the unboundedness of operator A t for t ∈ J is expected. This is precisely the situation that is of interest from the point of view of the applications for the study of lobe dynamics that we have mentioned above. See more details about the discussion of this application in [6] .
Consider the following homogeneous linear system of ordinary differential equations,ẋ
and its perturbed systeṁ
where J is a real interval, A t B t are matrix functions of t ∈ J, and x t , and y t are vector functions of t ∈ J. A · B · are assumed to be regular enough so that x t and y t exist and are continuous for t ∈ J. For example, we can assume that A t B t are locally integrable. Obviously, this is not a strong assumption. Now we recall the definition of exponential dichotomy. Definition 1.1. We say that (1.1) admits an exponential dichotomy if and only if there exists a projection matrix P and positive constants K 1 K 2 α 1 , and α 2 such that for t s ∈ J,
where X t is the fundamental solution matrix of system (1.1) and I is the identity matrix. When α 1 = α 2 = 0, (1.1) is said to admit an ordinary dichotomy.
Notice that P is independent of t here. When K 1 = K 2 and α 1 = α 2 , the above definition agrees with the classical definition [2] . The study of the case when K 1 = K 2 and α 1 = α 2 is important in that it can give us more accurate estimates which will usually be useful for various applications. For the case K 1 = K 2 α 1 = α 2 , the definition above already appeared in Coppel's article [3] . See also [8] .
It can be shown [2] that (1.3) is equivalent to the conditions
where K 1 K 2 , and M are positive constants and ξ is an arbitrary constant vector.
To study the roughness of the exponential dichotomy of (1.1) under the perturbation B, we are interested in finding out conditions on B t under which (1.2) also admits an exponential dichotomy for some projection operator Q with the appropriate corresponding positive constants K's and α's. We hope to find out conditions as weak as possible.
In [2] , it is shown that for
then there exists a projection operator Q similar to P in the usual sense such that
where Y t is the fundamental solution matrix of system (1.2) and α = α − 2Kδ >0 . For K 1 = K 2 and α 1 = α 2 , the best result is recently given in [9] . It is shown that for J = R + or R with
(1.2) still possesses an exponential dichotomy with the projection matrix Q similar to P. The proofs of the above results given in [2, 9] utilized complicated functional analytic apparatus and a detailed study of some crucial inequalities.
In particular, they used the equivalence of (1.3) and (1.4). More specifically, [2] relies on the estimate of the positive real function φ t satisfying the inequality
while [9] relies on the estimate of the positive real function φ t satisfying the following more complicated inequalities:
See the original references for more details concerning these inequalities and the constants involved in their definitions. In [9] , it is also shown that for J = R + or R with In this note, we will improve all the above results in a systematic way. Moreover, our proofs are much simpler than the previous ones. Especially, we avoid using the equivalence of (1.3) and (1.4). Instead, we use Proposition 2.2, another equivalence of exponential dichotomy. In this way, we easily avoid solving the complicated inequalities of the type (1.8), (1.9), and (1.10) and thus simplify the proofs considerably with improved estimates of the roughness of perturbation. We note that our results provide significant improvement only when A t is unbounded for t in the considered interval. See Remark 3.1 for more details.
Even though our discussion is in the setting of the finite dimensional case, it is easy to see that our results can be immediately extended to the case of Banach spaces. See Remark 3.2 at the end of Theorem 3.2.
The proofs of roughness using functional analytic characterizations of exponential dichotomy, as in this article as well, can be simpler than other proofs. On the other hand, they may provide less information about the perturbed systems.
The rest of the paper is organized as follows: In Section 2, we first recall some notations and preliminary results about exponential dichotomies. In Section 3, we state and prove our main theorems.
See also the interesting results of [11, 12] .
PRELIMINARIES
We recall some useful results about exponential and ordinary dichotomies from [2] .
The first one states that in order to prove the dichotomy on R + , it is enough to prove it on a subinterval t 0 ∞ of R + . Consider the following inhomogeneous equation with J = R + ,
Define the function spaces C J L J , and M J as
where T > 0 is a fixed constant. When J and T are well understood, we omit the subscripts of C J L J , and M J T .
The following result gives a necessary and sufficient condition for an exponential dichotomy to be valid on J, which will be very useful later.
Proposition 2.2. Suppose J = R + . The homogeneous equation (1.1) has an exponential dichotomy if and only if (2.1) has at least one bounded solution
for every function f ∈ M J T for some T > 0. Moreover, (1.3) holds with
where r L J and r C J are the generic constants defined as the least positive numbers such that for every f ∈ B, the unique bounded solution y t of (2.1) with y 0 ∈ V 2 satisfies
where B denotes the space C J L J , or M J T V 2 is any fixed subspace of V supplementary to V 1 V is the underlying vector space R n (or C n ), and V 1 is the subspce of V consisting of the initial values of all bounded solutions of (1.1).
Considering Proposition 2.1, Proposition 2.2 is still valid with J being an infinite subinterval of R + , with the corresponding constants adjusted accordingly. Proposition 2.2 was proved in [2] with T = 1. It is easy to see that it holds for T > 0 as any fixed number. It can also be shown that, with a slight modification of the definition of · M J T when necessary, Proposition 2.2 still holds for J = R + R − , or R or any subinterval of them (provided that the bounded solution is unique for the case of J = R). It is interesting to note that K i and α i (i = 1 2) are independent of the choice of the interval J.
We remark that the existence of the generic constants r L J and r C J is well defined by the Proposition 4 of [2, p. 22].
Finally, we recall the following lemma, which will be useful later. The proof of the lemma for T = 1 can be found in [2] . The proof for T = 1 can be obtained similarly.
Lemma 2.1. Let γ t be a non-negative and locally integrable function such that for
T > 0, 1 T t+T t γ s ds ≤ C 0 ∀ t ≥ 0 If α > 0, then for all t ≥ 0, t 0 exp −α t − s γ s ds ≤ C 0 T 1 − e −αT (2.5) ∞ t exp −α s − t γ s ds ≤ C 0 T 1 − e −αT (2.6)
MAIN RESULTS
Now we state and prove our main results.
Roughness on R +
We first deal with roughness on R + . The case of R − can be treated siminarly.
Theorem 3.1. Suppose (1.1) has an exponential dichotomy on J = t 0 ∞ with positive constants K 1 K 2 α 1 , and α 2 . Suppose
where
2) also has an exponential dichotomy on J = R + with positive constants
Moreover, the projection Q is similar to P and one has that
Proof. By (3.1) or (3.2), there is a t 0 ≥ t 0 and a T > 0 such that for J = t 0 ∞ ,
Suppose f ∈ M J T . Consider the operator defined as
where t s is defined as 
Moreover, T is a contraction:
Therefore, there exists a unique y ∈ J R n such that y t = y t , for t ∈ J , which is a bounded solution oḟ y t = A t + B t y t + f t t ∈ J (3.9)
By Proposition 2.2 and Proposition 2.1, the exponential dichotomy exists with some projection Q.
Next we estimate the difference between P and Q.
It is easy to verify that (see, e.g., [2, p. 33])
Thus, by (1.3) and Proposition 2.2, (3.3) is proved. Now the only thing left to be shown is that Q is similar to P. This can again be done following the proof of Theorem 1 of [9] .
Notice also that in [2] , an estimate of Y t QY −1 t − X t PX −1 t was given for the case when K 1 = K 2 and α 1 = α 2 as
Now we show that Theorem 3.1 implies the following important corollary. 
Then (1.2) also has an exponential dichotomy on J = R + with positive constants
Proof. It is easy to see that for some J and for all T > 0,
(3.14)
Thus for J and for all T > 0
It can be shown easily that
and that
By (3.15), (3.16), (3.17), and (3.12),
Thus (3.2) holds and therefore Corollary 3.1 is proved by applying Theorem 3.1.
Notice that the results of the above corollary provide significant improvements over the results of (1.7), (1.11), and (1.12).
Remark 3.1. It is important to note that in Theorem 3.1 and Corollary 3.1, it is not assumed that A t is uniformly bounded with respect to t ∈ J. Otherwise, Corollary 3.1 can be proved simply as follows.
By (3.12) , there is a J = t 0 ∞ , such that
Let f t be a bounded vector-valued continuous function. Then the mapping C J → C J defined by (1.6) on J = R with positive constants K 1 = K 2 = K 3 > 0 and α 1 = α 2 = α 3 > 0. Moreover, the projection Q is similar to P and one has that
Proof. Indeed, it follows from Corollary 3.1 that (1.2) has an exponential dichotomy on R + and R − . Now, to complete the argument, it suffices to show further that (1.2) has no nontrivial bounded solution. This follows from the proof of Lemma 7 of [9] and the condition (3.18). In [9] , the stronger condition (1.7) was used to show the contraction of the mapping defined in the proof of Lemma 7 of [9] , which proves that the zero solution is the only bounded solution to (1.2).
Remark 3.2. Suppose that A t and B t are bounded linear operators in a Banach space for any fixed t ∈ R. Consider the mild solutions of the systems (1.1) and (1.2). (See, e.g., [1, 5] .) Then, it is easy to see that all the results obtained above still hold.
