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V diplomove´ pra´ci je rozebra´na u´loha dvojstupnˇove´ho stochasticke´ho programova´n´ı s ome-
zen´ım ve tvaru parcia´ln´ıch diferencia´ln´ıch rovnic elipticke´ho typu. Je navrzˇeno vy´pocˇtove´
sche´ma, prˇicˇemzˇ d˚uraz je kladen na aproximacˇn´ı techniky. Zava´d´ıme metodu aproximace
na´hodny´ch promeˇnny´ch stochasticke´ u´lohy a k diskretizaci omezen´ı vyuzˇ´ıva´me vhodne´ nu-
mericke´ metody, nejdrˇ´ıve metodu konecˇny´ch diferenc´ı, na´sledneˇ metodu konecˇny´ch prvk˚u.
Da´le jsou formulova´ny u´lohy matematicke´ho programova´n´ı popisuj´ıc´ı pr˚uhyb membra´ny
s na´hodny´m zat´ızˇen´ım. Na´sleduje urˇcˇen´ı vhodnosti pouzˇit´ı stochasticke´ optimalizace na-
mı´sto prˇ´ıslusˇne´ deterministicke´ u´lohy a posouzen´ı kvality aproximace zalozˇene´ na simu-
lacˇn´ı metodeˇ Monte Carlo a teorii intervalovy´ch odhad˚u. Vy´sledne´ matematicke´ mode-
ly implementujeme a rˇesˇ´ıme pomoc´ı vsˇeobecne´ho algebraicke´ho modelovac´ıho syste´mu
GAMS. Vy´sledky prezentujeme v numericke´ i graficke´ podobeˇ.
Summary
Two−stage stochastic programming problem with PDE constraint, specially elliptic equa-
tion is formulated. The computational scheme is proposed, whereas the emphasis is put on
approximation techniques. We introduce method of approximation of random variables of
stochastic problem and utilize suitable numerical methods, finite difference method first,
then finite element method. There is also formulated a mathematical programming prob-
lem describing a membrane deflection with random load. It is followed by determination
of the acceptableness of using stochastic optimization rather than deterministic problem
and assess the quality of approximations based on Monte Carlo simulation method and
the theory of interval estimates. The resulting mathematical models are implemented and
solved in the general algebraic modeling system GAMS. Graphical and numerical results
are presented.
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V inzˇeny´rsky´ch oborech je trˇeba rˇesˇit optimalizacˇn´ı proble´my s omezen´ımi ve tvaru
parcia´ln´ıch diferencia´ln´ıch rovnic. Vy´znamnou inzˇeny´rskou oblast´ı zaby´vaj´ıc´ı se teˇmito
proble´my je navrhova´n´ı konstrukce, kde u´lohy deˇl´ıme na staciona´rn´ı a nestaciona´rn´ı.
Nestaciona´rn´ı proble´my popisuj´ı parcia´ln´ı diferencia´ln´ı rovnice parabolicke´ho a hyperbo-
licke´ho typu, naprˇ´ıklad se rˇesˇ´ı proble´my kmita´n´ı nosn´ıku nebo vlneˇn´ı desky. Naopak sta-
ciona´rn´ı proble´my jsou popsa´ny elipticky´mi parcia´ln´ımi diferencia´ln´ımi rovnicemi. Tyto
u´lohy popisuj´ı usta´lene´ stavy nestaciona´rn´ıch u´loh. Prˇ´ıkladem jsou naprˇ´ıklad ohyb nosn´ıku,
deformace desky nebo deformace (pr˚uhyb) membra´ny. V te´to pra´ci se zameˇrˇ´ıme na ses-
taven´ı matematicky´ch model˚u popisuj´ıc´ıch pra´veˇ pr˚uhyb membra´ny.
Cˇ´ım da´l v´ıce se v modelova´n´ı uvazˇuj´ı na´hodne´ elementy. V problematice na´vrhu kon-
strukce na´hodnost nejcˇasteˇji prˇedstavuje na´hodne´ zat´ızˇen´ı. T´ım se dosta´va´me od deter-
ministicke´ u´lohy k u´loze spojite´ stochasticke´ optimalizace. Proto odvod´ıme aproximace
na´hodny´ch promeˇnny´ch [5] a sestav´ıme postup aproximace omezen´ı metodou konecˇny´ch
diferenc´ı [8] a na´sledneˇ jako druhy´ prˇ´ıstup metodou konecˇny´ch prvk˚u [1, 4]. Dostaneme
se tak k u´loha´m kvadraticke´ho programova´n´ı [6], ktere´ doka´zˇeme rˇesˇit pomoc´ı optimali-
zacˇn´ıho software. Na za´veˇr bude posouzena vhodnost pouzˇit´ı stochasticke´ optimalizace
oproti prˇ´ıslusˇne´ deterministicke´ optimalizaci a na´sledneˇ pro z´ıskane´ rˇesˇen´ı bude zaveden
jeho odhad kvality pomoc´ı simulacˇn´ı metody [7].
Diplomova´ pra´ce je zahrnuta do rˇesˇen´ı u´kol˚u projektu MSˇMT Cˇeske´ republiky




Budeme se zaby´vat optimalizacˇn´ımi u´lohami, ktere´ obsahuj´ı nelinea´rn´ı vy´razy v u´cˇelove´
funkci a v omezen´ıch [6].
2.1. Formulace u´lohy nelinea´rn´ıho programova´n´ı
Obecna´ u´loha nelinea´rn´ıho programova´n´ı ma´ tvar
min {f(x)|g(x) ◦ 0,x ∈ X} (2.1)
Promeˇnne´ znacˇ´ıme x = (x1, . . . , xn)
T a naby´vaj´ı hodnot ze za´kladn´ı mnozˇiny X ⊂ Rn,
popisuj´ıc´ı naprˇ´ıklad neza´pornost promeˇnny´ch. Hleda´me prˇ´ıpustne´ rˇesˇen´ı xmin, ktere´ mini-
malizuje u´cˇelovou (kriteria´ln´ı) funkci f : Rn → R. Body x ∈ X povazˇujeme za prˇ´ıpustne´,
pokud splnˇuj´ı omezen´ı ve tvaru rovnic a nerovnic. Nebude−li zrˇejme´, co je promeˇnna´
a co parametr, uvedeme oznacˇen´ı promeˇnne´ pod symbolem min. Symbol 0 znacˇ´ı nulovy´
vektor, zde dimenze m, ◦ oznacˇuje sloupcovy´ vektor symbol˚u ≤,=, a omezen´ı jsou urcˇena








{x ∈ X|g(x) ◦ 0} =
= {x ∈ X|g(x) ≤ 0, 1 ≤ i ≤ l; g(x) = 0, l + 1 ≤ i ≤ m} .
Definice 2.1.1 (Extre´my funkc´ı) Pro funkci f : C → R definujeme, zˇe rozhodnut´ı





















Uvedene´ sche´ma mu˚zˇeme pouzˇ´ıt k obvykle´ definici. Rozhodnut´ı xmin je bodem loka´ln´ıho
neostre´ho minima funkce f : C → R pra´veˇ tehdy, kdyzˇ existuje okol´ı O(xmin) takove´,




Vid´ıme, zˇe funkcˇn´ı hodnota loka´ln´ıho ostre´ho minima mus´ı by´t mensˇ´ı nezˇ funkcˇn´ı
hodnota v jiny´ch bodech neˇktere´ho jeho okol´ı. Protozˇe existuj´ı
”
patologicke´ funkce“,
ktere´ maj´ı v okol´ı neˇktere´ho bodu nekonecˇneˇ mnoho extre´mu˚, hovorˇ´ıme o izolovane´m
extre´mu, pokud je tento extre´m jediny´m na neˇktere´m sve´m okol´ı. Pu˚vodn´ı za´pis u´lohy
(2.1) mu˚zˇeme povazˇovat za oznacˇen´ı optima´ln´ı hodnoty u´cˇelove´ funkce min {f(x)|x ∈ C}
respektive max {f(x)|x ∈ C} a z kontextu pak rozliˇsujeme, zda se zaby´va´me loka´ln´ımi
nebo globa´ln´ımi extre´my. Podobneˇ znacˇ´ıme pro minimum
xmin ∈ argmin {f(x)|x ∈ C} = {x0 ∈ C|f(x0) = min {f(x)|x ∈ C}}
a pro maximum
xmax ∈ argmax {f(x)|x ∈ C} = {x0 ∈ C|f(x0) = max {f(x)|x ∈ C}} .
Pojmy zavedene´ pro mnozˇinu C z (2.1) zobecn´ıme pro libovolnou konvexn´ı mnozˇinu
S ⊂ Rn, viz Definice 2.2.1, pouhou za´meˇnou symbol˚u C a S ve formulac´ıch.
2.2. Konvexn´ı funkce
Nyn´ı se veˇnujme vlastnostem u´lohy (2.1). Kl´ıcˇovy´m pojmem je konvexnost mnozˇin a funkc´ı.
Definice 2.2.1 (Konvexn´ı mnozˇina) Mnozˇinu S ⊂ Rn nazveme konvexn´ı mnozˇinou,
jestliˇze pro libovolne´ dva body x1,x2 ∈ S a pro libovolne´ α ∈ (0; 1) plat´ı
αx1 + (1− α)x2 ∈ S.
Konvexn´ı mnozˇina tedy s kazˇdy´mi dveˇma svy´mi body obsahuje i celou u´secˇku, ktera´ je
spojuje.
Definice 2.2.2 (Konvexn´ı funkce) Meˇjme rea´lnou funkci f : S → R, kde S ⊂ Rn je
nepra´zdna´ konvexn´ı mnozˇina. Rˇekneme, zˇe f je konvexn´ı funkc´ı na S pra´veˇ tehdy, kdyzˇ
pro kazˇde´ dva body x1,x2 z mnozˇiny S a pro libovolne´ λ ∈ (0; 1) plat´ı
f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2).
Pokud plat´ı ostra´ nerovnost pro kazˇde´ body x1,x2, ktere´ jsou r˚uzne´, hovorˇ´ıme o ryze
konvexn´ı funkci. Pokud plat´ı opacˇna´ nerovnost ≥ respektive >, hovorˇ´ıme o konka´vn´ı,
prˇ´ıpadneˇ ryze konka´vn´ı funkci.
Z definice vid´ıme, zˇe konvexn´ı i konka´vn´ı funkce jsou definova´ny pouze na konvexn´ıch
mnozˇina´ch. Hlavn´ı vy´znam konvexn´ıch funkc´ı pro optimalizaci vymezuje na´sleduj´ıc´ı tvrzen´ı.
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Veˇta 2.2.3 (O minimu konvexn´ı funkce) Necht’ S ⊂ Rn je nepra´zdna´ konvexn´ı mno-
zˇina a f : S → R je konvexn´ı funkce na S. Je−li xmin bodem loka´ln´ıho minima funkce f ,
potom je take´ bodem globa´ln´ıho minima f . Je−li f ryze konvexn´ı, je to minimum izolovane´
a jedine´.
V prˇ´ıpadeˇ konvexn´ı u´cˇelove´ funkce f a konvexn´ı mnozˇiny S hovorˇ´ıme o u´loze kon-
vexn´ıho programova´n´ı a veˇta rˇ´ıka´, zˇe pak nemus´ıme rozliˇsovat mezi loka´ln´ımi a globa´ln´ımi
extre´my.
Konvexnost mnozˇiny prˇ´ıpustny´ch rˇesˇen´ı.
Oznacˇme Sα = {x ∈ S|f(x) ≤ α}. Je−li f : S → R konvexn´ı funkce, potom je Sα
konvexn´ı mnozˇina pro kazˇde´ α ∈ R. Tento poznatek mu˚zˇeme vyuzˇ´ıt pro nelinea´rn´ı pro-
gramova´n´ı na´sledovneˇ. Prˇedpokla´dejme, zˇe mnozˇina X je konvexn´ı. Jsou−li omezen´ı u´lohy
(2.1) tvaru gi(x) ≤ 0 pro i ∈ I = {1, . . . ,m} a funkce gi jsou konvexn´ı, potom jsou kon-
vexn´ı mnozˇiny Ci = {x ∈ X|gi(x) ≤ 0}. Vı´me, zˇe pr˚unik konvexn´ıch mnozˇin je konvexn´ı




Konvexn´ı funkce f je spojita´ ve vsˇech vnitrˇn´ıch bodech sve´ho definicˇn´ıho oboru. Kla-
sicka´ Weierstrassova veˇta rˇ´ıka´, zˇe spojita´ funkce f na kompaktn´ı mnozˇineˇ S naby´va´
sve´ho globa´ln´ıho minima a maxima. Kompaktn´ı mnozˇina je mnozˇina, ktera´ je uzavrˇena´
a omezena´.
Derivace.
Existence parcia´ln´ıch derivac´ı konvexn´ı funkce f , a t´ım i gradientu ∇f , nen´ı obecneˇ
zarucˇena, ale vzˇdy existuj´ı smeˇrove´ derivace
f ′d(x) = lim
λ→0+
f(x + λd)− f(x)
λ
pro vsˇechny body x ∈ S, a smysluplne´ smeˇry d ∈ Rn, tj. takove´, zˇe existuje λ > 0,
splnˇuj´ıc´ı x + λd ∈ S
Subgradient.
Konvexn´ı funkce f : S → R je takova´ funkce, jej´ızˇ nadgraf
epi− f = {(x; y)|x ∈ S; y ≥ f(x)},
tj. mnozˇina bod˚u lezˇ´ıc´ıch nad grafem funkce, je konvexn´ı mnozˇina. Pro kazˇdy´ vnitrˇn´ı bod
x0 mnozˇiny S existuje vektor u takovy´, zˇe nadrovina H = {(x; y)|y = f(x0)+uT (x−x0)}
je opeˇrnou nadrovinou mnozˇiny epi−f v bodeˇ (x0; f(x0)) a zejme´na plat´ı
f(x) ≥ f(x0) + uT (x− x0).
Vektor u se pak nazy´va´ subgradient a na rozd´ıl od gradientu existuje ve vsˇech vnitrˇn´ıch
bodech S, i kdyzˇ nemus´ı by´t definova´n jednoznacˇneˇ. Mnozˇina subgradient˚u v dane´m bodeˇ
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je konvexn´ı. Existence subgradient˚u ve vsˇech vnitrˇn´ıch bodech S pak zarucˇuje konvexnost
funkce uvnitrˇ S.
Gradient.
Zaby´vejme se diferencovatelny´mi konvexn´ımi funkcemi. Je−li konvexn´ı funkce f diferen-
covatelna´ v bodeˇ x0, pak existuje jediny´ subgradient, ktery´ je za´rovenˇ gradientem ∇f(x0).
Nav´ıc plat´ı, zˇe funkce f , diferencovatelna´ v kazˇde´m bodeˇ x0 otevrˇene´ konvexn´ı mnozˇiny
S, je konvexn´ı pra´veˇ tehdy, kdyzˇ je splneˇno f(x) ≥ f(x0)+∇f(x0)T (x−x0) pro libovolne´
x ∈ S. Proto se take´ rˇ´ıka´, zˇe graf diferencovatelne´ konvexn´ı funkce lezˇ´ı nad tecˇnou.
Hessova matice.
Jestlizˇe existuj´ı spojite´ parcia´ln´ı derivace druhe´ho rˇa´du, Taylor˚uv polynom druhe´ho stupneˇ
v bodeˇ x0 pro funkci f : S → R ma´ tvar
T2(x) = f(x0) +∇f(x0)T (x− x0) + 1
2
(x− x0)TH(x0)(x− x0),
kde H(x0) je symetricka´ Hessova matice druhy´ch parcia´ln´ıch derivac´ı funkce f(x) v bodeˇ x0.
Funkce f je konvexn´ı pra´veˇ tehdy, kdyzˇ pro libovolny´ bod x0 ∈ S plat´ı, zˇe H(x0) je pozi-
tivneˇ semidefinitn´ı. Z pozitivn´ı definitnosti H(x0),∀(x0) ∈ S, pak vyply´va´ ryz´ı konvexnost
f , ale z ryz´ı konvexnosti plyne jen pozitivn´ı semidefinitnost H(x0), pro ∀(x0) ∈ S. Kon-
vexnost funkce mu˚zˇeme tedy testovat pomoc´ı pozitivn´ı semidefinitnosti matic. V prˇ´ıpadeˇ
kvadraticke´ u´cˇelove´ funkce se oveˇrˇen´ı zjednodusˇ´ı, protozˇe ∀(x0) ∈ S : H(x0) = D. Pro
funkci jedne´ promeˇnne´ pouze stacˇ´ı zkoumat zname´nko druhe´ derivace. Konvexnost lze
take´ oveˇrˇovat z definice a dalˇs´ı rozsˇ´ıˇrenou metodou zjiˇst’ova´n´ı konvexnosti je vycˇ´ıslen´ı
hlavn´ıch minor˚u matice H(x0)
Konvexnost slozˇeny´ch funkc´ı.
Vı´tanou pomu˚ckou pro zkouma´n´ı konvexnosti slozˇeny´ch funkc´ı f(x) a g(x) v (2.1) mu˚zˇe
by´t sche´ma 2.1, ktere´ shrnuje poznatky pro rea´lne´ funkce h1, h2 a pro slozˇenou funkci
h2(h1). Symbol ↑ znamena´ rostouc´ı funkci a druhy´ symbol ↓ znacˇ´ı klesaj´ıc´ı funkci. Z obra´z-
ku mu˚zˇeme vyvodit naprˇ´ıklad na´sleduj´ıc´ı pravidlo: Je−li h1 konvexn´ı a h2 konvexn´ı a ros-
touc´ı, pak slozˇena´ funkce h2(h1) je konvexn´ı. Obecneˇji, pro funkce v´ıce promeˇnny´ch plat´ı,




αjfj(x); αj > 0; j = 1, . . . , k
konvexn´ıch funkc´ı fj(x) je rovneˇzˇ konvexn´ı funkce. Da´le soucˇet konvexn´ıch funkc´ı je
opeˇt konvexn´ı funkce, ale soucˇin konvexn´ıch funkc´ı nemus´ı by´t konvexn´ı. Rovneˇzˇ funkce
h(x) = maxj{fj(x)} je konvexn´ı pro konvexn´ı funkce fj(x), j = 1, . . . , k.
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Obra´zek 2.1: Konvexnost a konka´vnost slozeny´ch funkci
Extre´my konvexn´ıch func´ı.
Doplnˇme nasˇe poznatky o extre´mech konvexn´ıch funkc´ı. Rozhodnut´ı x0 je bodem minima
konvexn´ı funkce f na S pra´veˇ tehdy, kdyzˇ v tomto bodeˇ existuje subgradient u, ktery´
splnˇuje uT (x− x0) ≥ 0 pro vsˇechny body x ∈ S. Vektor −u je mozˇny´m smeˇrem poklesu
f(x) a uvedena´ nerovnice rˇ´ıka´, zˇe tento smeˇr sv´ıra´ s prˇ´ıpustny´m smeˇrem x − x0 tupy´
u´hel, a tedy neexistuje prˇ´ıpustny´ smeˇr poklesu, a proto hodnotu funkce nelze da´le zlepsˇit.
Je−li nav´ıc S otevrˇena´ mnozˇina (naprˇ´ıklad Rn), potom vektor 0 je prvkem mnozˇiny vsˇech
subgradient˚u v bodeˇ x0. Je−li da´le f v bodeˇ x0 diferencovatelna´, potom neexistuje jediny´
subgradient u = ∇f(x0), a nutnou a postacˇuj´ıc´ı podmı´nkou existence minima v x0 je, zˇe
∇f(x0) = 0.
Zobecneˇn´ı konvexnost´ı funkc´ı.
Pojem konvexnosti zobecn´ıme, a tak zeslaben´ım podmı´nek rozsˇ´ıˇr´ıme skupinu efektivneˇ
rˇesˇitelny´ch optimalizacˇn´ıch u´loh. Rˇekneme, zˇe f je kvazikonvexn´ı funkce na konvexn´ı
mnozˇineˇ S pra´veˇ tehdy, kdyzˇ pro kazˇde´ x1,x2 ∈ S a libovolne´ λ ∈ (0; 1) plat´ı
f(λx1 + (1− λ)x2) ≤ max{f(x1); f(x2)}. (2.2)
Pro kvazikonvexn´ı funkci f plat´ı, zˇe drˇ´ıve definovana´ mnozˇina Sα je vzˇdy konvexn´ı. Je−li
f kvazikonvexn´ı spojita´ funkce na polyedru S, potom naby´va´ sve´ho maxima v neˇktere´m
krajn´ım bodeˇ. Poznamenejme, zˇe prˇi rˇesˇen´ı se pak lze inspirovat algoritmem simplexove´
metody. Prˇ´ıkladem kvazikonvexn´ı funkce je y = x3, ktera´ nen´ı konvexn´ı. Soucˇet kvazikon-
vexn´ıch funkc´ı nemus´ı by´t kvazikonvexn´ı funkc´ı.
Ryz´ı kvazikonvexnost funkce f , ktera´ vyzˇaduje splneˇn´ı ostre´ nerovnosti v (2.2) pro
vsˇechna x1 6= x2 splnˇuj´ıc´ı f(x1) 6= f(x2), zarucˇuje, zˇe loka´ln´ı minimum je za´rovenˇ
globa´ln´ım minimem. Da´le se zava´d´ı silna´ kvazikonvexnost (unimodalita), ktera´ zarucˇuje
jedinecˇnost existence tohoto minima.
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Protozˇe pro diferencovatelne´ kvaziokonvexn´ı funkce nemus´ı platit, zˇe ∇f(x0) = 0
zarucˇuje, zˇe x0 je bodem minima, zava´d´ı se pseudokonvexnost f . Pro pseudokonvexn´ı
funkci bude platit, zˇe nulovost gradientu v bodeˇ zarucˇ´ı existenci minima v tomto bodeˇ.
Rˇekneme, zˇe diferencovatelna´ funkce f na konvexn´ı mnozˇineˇ S je pseudokonvexn´ı pra´veˇ
tehdy, kdyzˇ pro vsˇechna x1,x2 ∈ S plat´ı,
zˇe z ∇f(x1)T (x2 − x2) ≥ 0 plyne f(x2) ≥ f(x1).
Shrnˇme vztahy mezi jednotlivy´mi typy konvexn´ıch funkc´ı. Ryze konvexn´ı funkce je
rovneˇzˇ konvexn´ı. Diferencovatelna´ konvexn´ı funkce je pseudokonvexn´ı a ta je kvazikon-
vexn´ı. Poznamenejme, zˇe ryze kvazikonvexn´ı funkce nemus´ı by´t kvazikonvexn´ı.
Vsˇechny uvedene´ typy konvexnosti funkc´ı se vztahovaly k cele´ mnozˇineˇ S, ale kon-
vexnost funkce mu˚zˇe by´t rovneˇzˇ definova´na loka´lneˇ vzhledem k jednomu pevne´mu bodu x0.
Vlastnosti takove´ funkce plat´ı loka´lneˇ a zejme´na jizˇ neplat´ı tvrzene´ o globa´ln´ıch extre´mech.
2.3. Volne´ extre´my
Zaby´vejme se da´le volny´mi extre´my u´lohy min{f(x)|x ∈ Rn}. Vsˇimneˇme si, zˇe je−li
f diferencovatelna´ v x0 a existuje−li vektor d takovy´, zˇe ∇f(x0)Td < 0, potom mus´ı
existovat δ > 0 tak, zˇe plat´ı
f(x0 + λd) < f(x0)
pro vsˇechna λ ∈ (0; δ), cozˇ znamena´, zˇe d je smeˇrem poklesu hodnot f v x0. Podmı´nky,
ktere´ vylucˇuj´ı existeni smeˇr˚u poklesu v bodeˇ x0 a t´ım zarucˇuj´ı existenci minima v tomto
bodeˇ, uva´d´ı na´sleduj´ıc´ı veˇta.
Veˇta 2.3.1 (Nutne´ a postacˇuj´ıc´ı podm´ınky) Uvazˇujme optimalizacˇn´ı u´lohu na vol-
ny´ extre´m. Potom plat´ı:
Nutna´ podmı´nka 1. rˇa´du: Jestliˇze funkce f ma´ v bodeˇ x0 spojite´ parcia´ln´ı derivace
1. rˇa´du a ma´ tam loka´ln´ı minimum, potom ∇f(x0) = 0.
Nutna´ podmı´nka 2. rˇa´du: Jestliˇze funkce f ma´ v bodeˇ x0 spojite´ parcia´ln´ı derivace
2. rˇa´du a ma´ tam loka´ln´ı minimum, potom ∇f(x0) = 0 a da´le H(x0) je pozitivneˇ
semidefinitn´ı.
Postacˇuj´ıc´ı podmı´nka 1. rˇa´du: Ma´−li funkce f v bodeˇ x0 spojite´ parcia´ln´ı derivace
2. rˇa´du, f(x0) = 0 a H(x0) je pozitivneˇ semidefinitn´ı, potom x0 je bodem ryz´ıho loka´ln´ıho
minima funkce f .
Nutna´ a postacˇuj´ıc´ı podmı´nka 1. rˇa´du: Je−li funkce f pseudokonvexn´ı (plat´ı
i pro f konvexn´ı a diferencovatelnou) v x0, pak x0 je globa´ln´ı minimum pra´veˇ tehdy, kdyzˇ
∇f(x0) = 0.
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2.4. U´loha kvadraticke´ho programova´n´ı
Veˇta 2.4.1 (Karush−Kuhn−Tucker) Necht’ funkce f a g jsou diferencovatelne´ v bodeˇ
x0, ktery´ je bodem loka´ln´ıho minima u´lohy min{f(x)|g(x) ≤ 0}. Necht’ da´le plat´ı, zˇe
sloupce matice ∇g(x0)T , odpov´ıdaj´ıc´ı gradient˚um aktivn´ıch omezen´ı jsou linea´rneˇ neza´visle´
(podmı´nka regularity). potom existuj´ı koeficienty u tak, zˇe plat´ı
∇f(x0) +∇g(x0)Tu = 0, uTg(x0) = 0, u ≥ 0.
Veˇta uva´d´ı KKT podmı´nky nutne´ pro existenci minima v x0. Pro bod x0 podezrˇely´
z existence extre´mu plat´ı, rˇe vektor nejveˇtsˇ´ıho spa´du −∇f(x0) je mozˇne´ vyja´drˇit jako
neza´pornou linea´rn´ı kombinaci gradient˚u ∇gi(x0), urcˇeny´ch aktivn´ımi omezen´ımi.




xTHx|Ax = b,x ≥ 0}. (2.3)
Tuto u´lohu je mozˇne´ rˇesˇit obecny´mi algoritmy nelinea´rn´ıho programova´n´ı. Nav´ıc KKT
podmı´nky mu˚zˇeme vyja´drˇit ve tvaru u´lohy linea´rn´ı komplementarity,viz (2.4)−(2.7) ve
ktere´ hleda´me w ≥ 0 a z ≥ 0 tak, aby platilo
w −Mz = q
wTz = 0.
Pro rˇesˇen´ı te´to u´lohy pouzˇijeme Lemkeho nebo Cottleho−Dantzig˚uv algoritmus nebo
mu˚zˇeme prˇi rˇesˇen´ı u´lohy vyuzˇ´ıt simplexovou metodu linea´rn´ıho programova´n´ı.
Lagrangeova funkce je
L(x,u,v) = cTx +
1
2
xTHx + (Ax− b)Tu− xTv.
KKT podmı´nky jsou pak tvaru ∇xL = 0, ∇uL = 0, ∇vL ≤ 0 a vT∇vL = 0 pro v ≥ 0.
Po dosazen´ı
Ax = b (2.4)
Hx + ATu− v = −c (2.5)
xTv = 0 (2.6)
x,v ≥ 0 (2.7)
Je−li H pozitivneˇ semidefinitn´ı, je u´loha (2.3) konvexn´ı a jej´ı optima´ln´ı rˇesˇen´ı je
rˇesˇen´ım soustavy m+n rovnic o m+2n nezna´my´ch (2.4)−(2.5) za podmı´nek (2.6)−(2.7),




V te´to kapitole rozebereme formulaci stochasticke´ho programova´n´ı [5, 9].
3.1. Formulace u´lohy stochasticke´ho programova´n´ı
U´lohu stochasticke´ho programova´n´ı lze obecneˇ formulovat ve tvaru
min {f(xξ)|g(x, ξ) ◦ 0,x ∈ C(ξ)} . (3.1)
Nezna´mou te´to u´lohy je tedy rozhodnut´ı x ∈ X ⊂ Rn, splnˇuj´ıc´ı podmı´nku prˇ´ıpustnosti
x ∈ C(ξ) a krite´rium f . Stejneˇ jako v kapitole 2 ◦ reprezentuje sloupcovy´ vektor relac´ı







{x ∈ X|g(x, ξ) ◦ 0} =
= {x ∈ X|g(x, ξ) ≤ 0, 1 ≤ i ≤ l; g(x, ξ) = 0, l + 1 ≤ i ≤ m} ,
kde ξ znacˇ´ı na´hodny´ vektor definovany´ na pravdeˇpodobnostn´ım prostoru (Ξ,Σ, P ) a jeho
rozdeˇlen´ı pravdeˇpodobnosti neza´vis´ı na rozhodnut´ı x. Rea´lna´ funkce f : Rn × Ξ → R
a vektorova´ funkce g : Rn×Ξ→ Rm jsou meˇrˇitelne´ vzhledem ke ξ pro kazˇde´ x ∈ Rn. Prˇi
tom prˇedpoklad meˇrˇitelnosti nen´ı z hlediska aplikac´ı omezen´ım, avsˇak je nutny´ z d˚uvodu
pravdeˇpodobnostn´ıho prˇ´ıstupu.
U´lohu (3.1) nazy´va´me p˚uvodn´ı u´lohou matematicke´ho programova´n´ı. Z hlediska rˇesˇen´ı
nen´ı tento za´pis zcela korektn´ı, nebot’ nev´ıme, jak cha´pat symbol min reprezentuj´ıc´ı opera-
ci minimalizace u´cˇelove´ funkce f(x, ξ) prˇed realizac´ı na´hodne´ho vektoru ξ. Tuto nejasnost
odstran´ıme zaveden´ım tzv. deterministicke´ho prˇepisu, jehozˇ rˇesˇen´ı povazˇujeme za rˇesˇen´ı
p˚uvodn´ı u´lohy.
3.2. WS a HN rozhodnut´ı
Deterministicky´ prˇepis je konstruova´n tak, aby byla vhodneˇ odstraneˇna na´hodnost z u´lohy
(3.1). Vlastn´ı konstrukci prˇedcha´z´ı zodpoveˇzen´ı ota´zek ty´kaj´ıc´ıch se rozhodnut´ı x a rozsahu
znalost´ı o rozdeˇlen´ı ξ.
Podle toho, kdy je zna´ma realizace na´hodne´ velicˇiny, rozliˇsujeme
• WS (wait−and−see) rozhodnut´ı
• HN (here−and−now) rozhodnut´ı
O WS rozhodnut´ı hovorˇ´ıme v prˇ´ıpadeˇ, zˇe rozhodnut´ı je vyzˇadova´no azˇ po realizaci na´hodne´
velicˇiny. Rozhodnut´ı x tak reaguje na pozorova´n´ı ξ a je tedy meˇrˇitelnou funkc´ı x(ξ)
na´hodne´ho vektoru ξ. Pak take´ hodnoty f(x(ξ), ξ) jsou definovane´ avsˇak definovane´ pro




Stochasticke´ programova´n´ı se zaby´va´ prˇedevsˇ´ım HN rozhodova´n´ım, kdy pozorovatel
mus´ı prˇijmout rozhodnut´ı drˇ´ıve nezˇ zna´ pozorova´n´ı, cozˇ pro prakticke´ aplikace typicke´.
V tomto prˇ´ıpadeˇ tedy rozhodnut´ı matematicky modelujeme pomoc´ı vektoru x, ktery´ mus´ı
by´t stejny´ pro vsˇechny budouc´ı realizace ξ.
3.3. Deterministicke´ prˇ´ıstupy
V te´to kapitole se sezna´mı´me s deterministicky´mi prˇepisy u´cˇelove´ funkce [5, 9]. Jizˇ drˇ´ıve
jsme zmı´nili, zˇe je nutne´ tyto deterministicke´ prˇepisy zave´st, aby optimalizacˇn´ı proble´m
meˇl smysl a neza´visel na realizaci na´hodne´ velicˇiny ξ.
Definice 3.3.1 (Underlying program – UP) Definujeme za´kladn´ı (stochastickou)
u´lohu jako
? ∈ argminx{F (x, ξ) |x ∈ C(ξ)}, (3.2)
kde ξ : Ξ→ RN je na´hodny´ vektor a (Ξ,Σ, P ) je dany´ pravdeˇpodobnostn´ı prostor.
Definice 3.3.2 (EO deterministicky´ prˇepis) Meˇjme za´kladn´ı (stochastickou) u´lohu,
viz definice 3.3.1. Definujme jej´ı here−and−now (HN) deterministicky´ prˇepis pomoc´ı
strˇedn´ı hodnoty u´cˇelove´ funkce (Expected objective − EO)
? ∈ argminx{E(F (x, ξ)) |x ∈ C(ξ)skoro jisteˇ}, (3.3)
Definice 3.3.3 (EV deterministicky´ prˇepis) Meˇjme za´kladn´ı (stochastickou) u´lohu,
viz definice 3.3.1. Definujme jej´ı HN deterministicky´ prˇepis pomoc´ı strˇedn´ı hodnoty na´hod-
ne´ velicˇiny (Expected value − EV)
? ∈ argminx{F (x, E(ξ)) |x ∈ C(E(ξ))}, (3.4)
Definice 3.3.4 (EEV deterministicky´ prˇepis) Pro EV deterministicky ekvivalentn´ı
u´lohu, viz definice 3.3.3, definujme EEV u´lohu jako
EEV = Eξ(F (x
EV
min , ξ)), (3.5)
EEV znamena´ strˇedn´ı hodnotu u´cˇelove´ funkce pro optima´ln´ı rˇesˇen´ı EV u´lohy. Pokud
xEVmin /∈ C(ξ) skoro jisteˇ, tj. je neprˇ´ıpustne´, pak je EEV plus nekonecˇno.
Nadefinovali jsme deterministicke´ prˇepisy EO, EV a EEV. Kladem EV u´lohy jsou
vy´razneˇ jednodusˇsˇ´ı vy´pocˇty, zat´ımco kladem EO u´lohy jsou veˇrohodneˇjˇs´ı vy´sledky. Vhod-
nost pouzˇit´ı stochasticke´ho programova´n´ı lze posoudit na za´kladeˇ hodnoty VSS.
Definice 3.3.5 (VSS) Definujeme hodnotu stochasticke´ho rˇesˇen´ı (Value of Stochastic
Solution − VSS) jako
VSS = EEV− zEOmin . (3.6)
VSS je d˚ulezˇita´ charakteristika, ktera´ rˇ´ıka´, jak vhodne´ je pouzˇit´ı HN aproximace oproti
EV aproximace. Male´ hodnoty VSS znamenaj´ı, zˇe pouzˇit´ı EV programova´n´ı k aproximaci
stochasticke´ u´lohy je dobre´.
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4. U´loha stochasticke´ optimalizace
Ve fyzika´ln´ıch proble´mech, naprˇ´ıklad jako veden´ı tepla, kmita´n´ı, cˇi vlneˇn´ı, lze hledat
usta´leny´ (tj. neza´visly´ na cˇase) stav. V prˇ´ıpadeˇ rovnice veden´ı tepla tedy uvazˇujeme
situaci, kdy se teplota v cˇase nemeˇn´ı. Podobneˇ v prˇ´ıpadeˇ vlnove´ rovnice se kmita´n´ı struny
nebo membra´ny prˇecha´z´ı na pr˚uhyb (deformaci).
Vlnova´ rovnice i rovnice veden´ı tepla naby´vaj´ı v staciona´rn´ım prˇ´ıpadeˇ stejne´ho tvaru






je Laplace˚uv opera´tor a f je dane´ funkce promeˇnny´ch x1, . . . , xn.
Rovnice (4.1) se nazy´va´ Poissonova. Specia´ln´ım prˇ´ıpadem Poissonovy rovnice je Laplaceova
rovnice
∆v = 0.







Pro tyto rovnice nemaj´ı pocˇa´tecˇn´ı podmı´nky smysl, uvazˇujeme pouze podmı´nky okrajove´,
naprˇ Dirichletova okrajova´ podmı´nka
v = v0 na Γ,
prˇedepisuj´ıc´ı hodnotu rˇesˇen´ı na hranici Γ oblasti Ω, v n´ızˇ rovnici uvazˇujeme.
Uvedene´ rovnice maj´ı rˇadu dalˇs´ıch fyzika´ln´ıch interpretac´ı. Poissonova rovnice naprˇ.
popisuje elektricky´ potencia´l, sˇ´ıˇren´ı prˇ´ımeˇs´ı difuz´ı a proudeˇn´ı tekutiny tenkou vrstvou
promeˇnne´ sˇ´ıˇrky.
4.1. Formulace u´lohy
V inzˇeny´rsky´ch oborech lze neˇktere´ proble´my popsat jako optimalizacˇn´ı u´lohu s omezen´ım
ve tvaru parcia´ln´ıch diferencia´ln´ıch rovnic [10]. Nav´ıc rˇada u´loh nemus´ı by´t jen deter-
ministicke´ho charakteru, ale mu˚zˇe se v nich vyskytovat na´hodnost, proble´my nazy´va´me
stochasticke´ proble´my.
V na´sleduj´ıc´ı cˇa´sti se budeme zaby´vat stochasticky´mi proble´my popisuj´ıc´ı staciona´rn´ı






(x, y) = −f(x, y) v Ω = {(x, y) : x ∈ 〈0, a〉 y ∈ 〈0, b〉} (4.2)
s okrajovou Dirichletovou podmı´nkou
v(x, y) = v0 na Γ, (4.3)
kde v(x, y) popisuje pr˚uhyb membra´ny v bodeˇ o sourˇadnic´ıch [x, y], f(x, y) je dana´ hustota
vneˇjˇs´ıch sil p˚usob´ıc´ıch na membra´nu a a, b ∈ R. V cele´ te´to pra´ci budeme uvazˇovat, zˇe
hodnota rˇesˇen´ı na hranici Γ je rovna nule (v0 = 0).
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Deterministicky´ proble´m (4.2)−(4.3) prˇevedeme na stochasticky´ proble´m zaveden´ım
na´hodnosti. Na´hodnost v proble´mu realizuje na´hodna´ velicˇina
ξ : Ξ→ R,
kde (Ξ,Σ, P ) je pravdeˇpodobnostn´ı prostor.
Nyn´ı prˇedpokla´dejme, zˇe pr˚uhyb membra´ny mu˚zˇeme regulovat silou, ktera´ neprˇ´ımo
p˚usob´ı na membra´nu, viz Obr. 4.1. Da´le uvazˇujme, zˇe chceme doc´ılit minima´ln´ı odchylky
pr˚uhybu membra´ny od prˇedem dane´ho pr˚uhybu.
Obra´zek 4.1: Pr˚uhyb membra´ny
Dosta´va´me se k u´loze spojite´ stochasticke´ optimalizace. Jelikozˇ lze prove´st rozhodnut´ı
prˇed i po realizaci na´hodne´ velicˇiny ξ, je nasˇ´ım c´ılem optimalizovat na´sleduj´ıc´ı u´lohu.
zEOmin = min
e,v(ξ)







(v(ξ, x, y)− u(x, y))2dxdy (4.4)
∂2v
∂x2
(ξ, x, y) +
∂2v
∂y2
(ξ, x, y) = −f(ξ, x, y)−T(ξ, x, y)e(x, y) (4.5)
x ∈ 〈0, a〉 , y ∈ 〈0, b〉 , ξ ∈ Ξ, (4.6)
kde v(ξ, x, y) je vy´sledny´ pr˚uhyb, f(ξ, x, y) na´hodne´ vneˇjˇs´ı zat´ızˇen´ı, e(x, y) rˇ´ızen´ı prvn´ıho
stupneˇ, ktere´ neprˇ´ımo p˚usob´ı na membra´nu, cozˇ zprostrˇedkova´va´ matice T(ξ, x, y).
Aby optimalizacˇn´ı u´loha meˇla smysl a neza´visela na realizaci na´hodne´ velicˇiny ξ,
zvol´ıme vhodny´ deterministicky´ prˇepis. Pouzˇili jsme strˇedn´ı hodnotu E u´cˇelove´ funkce
F (tzv. EO (expected objective) u´loha)). Dalˇs´ım mozˇny´m deterministicky´m prˇepisem je
tzv. EV (expected value) u´loha, kde na´hodnou velicˇinu ξ nahrad´ıme jej´ı strˇedn´ı hodnotou
E(ξ). Rozbor teˇchto teˇchto dvou prˇ´ıstupu je proveden v odstavci 3.3.
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4.2. Sce´na´rˇovy´ prˇ´ıstup
Aproximaci u´lohy spojite´ stochasticke´ optimalizace (4.4)−(4.6) provedeme ve dvou kroc´ıch.
Nejdrˇ´ıve vyuzˇijeme sce´na´rˇove´ho prˇ´ıstupu k diskretizaci na´hodnosti [5].
Prˇedpokla´da´me, zˇe na´hodna´ velicˇina ξ ma´ diskre´tn´ı rozdeˇlen´ı pravdeˇpodobnosti s konecˇ-
ny´m pocˇtem sce´na´rˇ˚u ξs, kde s = 1, . . . , R. Jednotlive´ sce´na´rˇe maj´ı pravdeˇpodobnost




4.3. Aproximace u´lohy: metoda s´ıt´ı
V druhe´m kroku aproximuje PDR omezen´ı vyuzˇit´ım numericky´ch metod. Nejjednodusˇsˇ´ı je
tzv. metoda konecˇny´ch diferenc´ı (metoda s´ıt´ı) [2, 8], kdy na oblast Ω oblasti definuje deˇlen´ı
a rˇesˇen´ı proble´mu hleda´me v uzlovy´ch bodech. Parcia´ln´ı derivace a integrace se nahrad´ı
prˇ´ıslusˇny´mi numericky´mi formulemi pro numerickou derivaci a numerickou integraci [3].
Tyto u´pravy Poissonovy rovnice vedou na soustavu linea´rn´ıch rovnic. Dalˇs´ı numerickou
metodou je metoda konecˇny´ch prvk˚u, ta je rozebra´na v kapitole 4.5.
4.3.1. Diskretizace prostorovy´ch promeˇnny´ch
Laplace˚uv opera´tor vyja´drˇ´ıme v diskre´tn´ı formeˇ, ktera´ je vhodna´ pro numericky´ vy´pocˇet.
Vyuzˇijeme formule pro vy´pocˇet druhe´ derivace f ′′(x)
f ′′(x) =
f(x+ h)− 2f(x) + f(x− h)
h2
+O(h2), (4.7)
kde O(h2) je diskretizacˇn´ı chyba. Formule by´va´ oznacˇova´na jako druha´ centra´ln´ı diference.
Vzorec (4.7) aplikujeme na funkci v(x, y), t´ım z´ıska´me aproximace druhy´ch parcia´ln´ıch
derivaci v
′′








Prˇedpokla´da´me, zˇe oblast Ω je obde´ln´ık Ω = {(x, y) : 0 ≤ x ≤ a, 0 ≤ y ≤ b}. Na





, kde h je krok deˇlen´ı na osa´ch x a y, viz obr. 4.2.
K rˇesˇen´ı Poissonovy rovnice (4.2) vyuzˇijeme aproximaci




ktera´ ma´ rˇa´d prˇesnosti O(h2) v kazˇde´m vnitrˇn´ım bodeˇ s´ıteˇ (x, y) = (xi, yj) pro
i = 1, . . . ,M − 1 a j = 1, . . . , N − 1.
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Obra´zek 4.2: S´ıt’ pro diferencˇn´ı rovnice
Oznacˇ´ıme−li vi,j = v(xi, yj) a fi,j = f(xi, yj), pak rovnici (4.9) zap´ıˇseme ve tvaru
∆vi,j ≈ vi+1,j + vi−1,j + vi,j+1 + vi,j−1 − 4vi,j
h2
= fi,j, (4.10)
zvane´mu peˇtibodova´ diferencˇn´ı formule pro Poissonovu rovnici. Tato formule da´va´ do sou-
vislosti funkcˇn´ı hodnotu vi,j se sousedn´ımi hodnotami vi+1,j, vi−1,j, vi,j+1, vi,j−1 a hodnotou
fi,j, viz obr. 4.3.
16
4. U´LOHA STOCHASTICKE´ OPTIMALIZACE
Obra´zek 4.3: Poissonova sˇablona
Okrajova´ podmı´nka se vyja´drˇ´ı ve tvaru
v(x0, yj) = v0,j = 0 pro 1 ≤ j ≤ N − 1 (levy´ okraj)
v(xi, y0) = v0,j = 0 pro 1 ≤ i ≤M − 1 (doln´ı okraj)
v(xM , yj) = v0,j = 0 pro 1 ≤ j ≤ N − 1 (pravy´ okraj)
v(xi, yN) = v0,j = 0 pro 1 ≤ i ≤M − 1 (horn´ı okraj)
(4.11)
4.3.2. Aproximace u´cˇelove´ funkce





(f(x0) + 4f(x1) + 2f(x2) + 4f(x3) + · · ·+ 2f(xn−2 + 4f(xn−1) + 2f(xn) ,
(4.12)
4.3.3. U´loha matematicke´ho programova´n´ı
V odtavci 4.2 jsme rozebrali aproximaci na´hodne´ velicˇiny ξ pomoc´ı sce´na´rˇove´ho prˇ´ıstupu,
v odstavci 4.3.2 jsme odvodili aproximaci u´lohy (4.4)−(4.6) pomoc´ı metody s´ıt´ı. Da´le
jsme nadefinovali deterministicke´ prˇepisy, viz 3.3. Pomoc´ı teˇchto znalost´ı prˇevedeme u´lohu
spojite´ stochasticke´ optimalizace na na´sleduj´ıc´ı u´lohy matematicke´ho programova´n´ı.















(Vs,i+1,j + Vs,i−1,j + Vs,i,j+1 + Vs,i,j−1) + h2(fs,i,j + Ts,i,jei,j) (4.14)
i = 1 . . . N − 1, j = 1 . . .M − 1
Vs,0,j = Vs,M,j = 0, j = 0 . . . N (4.15)
Vs,i,0 = Vs,i,N = 0, i = 0 . . .M (4.16)
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i = 1 . . . N − 1, j = 1 . . .M − 1
V0,j = VM,j = 0, j = 0 . . . N (4.19)
Vi,0 = Vi,N = 0, i = 0 . . .M (4.20)






















i = 1 . . . N − 1, j = 1 . . .M − 1
Vs,0,j = Vs,M,j = 0, j = 0 . . . N (4.23)
Vs,i,0 = Vs,i,N = 0, i = 0 . . .M (4.24)
Jedna´ se o u´lohy kvadraticke´ho programova´n´ı, tj. u´cˇelova´ funkce je kvadraticka´ a ome-
zen´ı jsou linea´rn´ı, proto mu˚zˇeme rˇ´ıct, zˇe se jedna´ o konvexn´ı u´lohy, viz odstavec 2.2.
4.3.4. Vy´sledky
Aproximovane´ u´lohy matematicke´ho programova´n´ı (4.13), (4.17) a (4.21) byly implemen-
tova´ny a rˇesˇeny pomoc´ı vsˇeobecne´ho algebraicke´ho modelovac´ıho syste´mu GAMS rˇesˇicˇem
nelinea´rn´ıch u´loh CONOPT. Z´ıska´na vy´sledna´ data byly vykresleny pomoc´ı MATLABu.
Uvazˇujeme membra´nu cˇtvercove´ plochy o rozmeˇrech a = 1 a b = 1 jednotkove´
de´lky s rovnomeˇrny´m deˇlen´ım na obou strana´ch s krokem deˇlen´ı h = 0, 05, tud´ızˇ pocˇty
diskretizacˇn´ıch krok˚u jsou M = N = 20. Pozˇadova´na´ vy´chylka je u(x, y) = 0 a hodnota
rˇesˇen´ı na okraji (okrajova´ podmı´nka) je v(x, y) = 0 na Γ.
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Da´le uvazˇujeme, zˇe vy´sledne´ na´hodne´ zat´ızˇen´ı f(ξ, x, y) je da´no kombinac´ı peˇti ele-
menta´rn´ıch zat´ızˇen´ı konstantn´ıho, linea´rn´ıho, kvadraticke´ho, sinusove´ho a exponencia´ln´ıho
pr˚ubeˇhu.










f3(x, y) = −3(x− 0, 4)2 − 2(y − 0, 5)2








f5(x, y) = exp(x, y)
Vy´sledne´ na´hodne´ zat´ızˇen´ı je definovane´ vztahem




kde koeficienty Ak jsou da´ny jako vy´beˇr z rovnomeˇrne´ho rozdeˇlen´ı




Ak(ξ) = 1 pro ∀ξ.
Matice T popisuj´ıc´ı neprˇ´ıme´ p˚usoben´ı rˇ´ızen´ı e(x, y) je volena ve tvaru (viz [5])
T(ξ, x, y) = T1(x, y)ξ,
kde matice T1(x, y) byl generova´n z rovnomeˇrne´ho rozdeˇlen´ı U(0, 9; 1, 1) a ξ ∼ U(0, 10).
Vy´pocˇty v GAMSu byly provedeny pro 100 sce´na´rˇ˚u.
Pro proble´m optimalizace pr˚uhybu membra´ny popsany´ v odstavci 4.3.3 jsme z´ıskali
na´sleduj´ıc´ı hodnoty zvolene´ u´cˇelove´ funkce
zEOmin = 2.071542 · 10−4 (4.25)
zEVmin = 8.578203 · 10−7 (4.26)
zEEVmin = 2.281571 · 10−4 (4.27)
Z vy´sledk˚u vid´ıme zˇe hodnota zEOmin je mala´, cozˇ znamena´, zˇe rozd´ıl mezi pr˚uhybem
membra´ny a pozˇadovany´m pr˚uhybem je maly´.
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Pro posouzen´ı vhodnosti pouzˇit´ı stochasticke´ optimalizace namı´sto prˇ´ıslusˇne´ determi-
nisticke´ u´lohy vypocˇteme velicˇinu VSS, viz 3.3. V nasˇem prˇ´ıpadeˇ jsme dosa´hli hodnoty
VSS = 2.100286 · 10−5.
Hodnota je kladna´, cozˇ znamena´, zˇe pouzˇit´ı stochasticke´ optimalizace zlepsˇ´ı hodnotu
u´cˇelove´ funkce oproti deterministicke´ optimalizace.
Pro prˇehlednost jsou zna´zorneˇny pr˚ubeˇhy zat´ızˇen´ı, rˇ´ızen´ı i pr˚uhybu membra´ny pouze
pro osm sce´na´rˇ˚u EO u´lohy, da´le pro porovna´n´ı jsou zobrazeny i vy´sledky EV u´lohy.
Na obra´zku 4.3.4 lze videˇt zˇe rˇ´ızen´ı nen´ı dostatecˇneˇ hladke´, cozˇ se projev´ı i na vy´sledne´m
pr˚uhybu membra´ny.
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Obra´zek 4.4: Zat´ızˇen´ı a pr˚uhyb membra´ny pro r˚uzne´ sce´narˇe
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Obra´zek 4.5: Zat´ızˇen´ı a pr˚uhyb membra´ny pro r˚uzne´ sce´na´rˇe v EO u´loze
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Obra´zek 4.6: Konstantn´ı rˇ´ızen´ı v EO u´loze
Obra´zek 4.7: Zat´ızˇen´ı a pr˚uhyb membra´ny v EV u´loze
Obra´zek 4.8: Konstantn´ı rˇ´ızen´ı v EV u´loze
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Obra´zek 4.9: Uka´zka prostrˇed´ı GAMSu
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4.3.5. Hladkost rˇ´ızen´ı
Nyn´ı chceme dosa´hnout, aby funkce e(x, y) byla hladka´. K vysˇetrˇen´ı pr˚ubeˇhu funkce
v matematicke´ analy´ze pouzˇ´ıva´me derivace funkce. K u´loha´m matematicke´ho programo-
va´n´ı, viz 4.3.3 prˇida´me dalˇs´ı omezen´ı popisuj´ıc´ı pr˚ubeˇh rˇ´ızen´ı e(x, y). Prˇedpokla´dejme, zˇe
mus´ı by´t splneˇna na´sleduj´ıc´ı podmı´nky
α1 ≤ ei+1,j − ei,j
h
− ei,j − ei−1,j
h
≤ β1 i = 1, . . . ,M − 1, j = 0, . . . , N (4.28)
α2 ≤ ei,j+1 − ei,j
h
− ei,j − ei,j−1
h
≤ β2 i = 1, . . . , N − 1, i = 0, . . . ,M. (4.29)
Podmı´nky omezuj´ı hodnoty rozd´ıl˚u derivac´ı ve dvou sousedn´ıch uzlovy´ch bodech, kde
α1, α2, β1, β2 jsou prˇedem dane´ konstanty. Vyuzˇili jsme formule pro vy´pocˇet prvn´ı zpeˇtne´
diference s diskretizacˇn´ı chybou rˇa´du O(h).
U´lohy matematicke´ho programova´n´ı 4.3.3 popisuj´ıc´ı na´sˇ proble´m nyn´ı budou ve tvaru















(Vs,i+1,j + Vs,i−1,j + Vs,i,j+1 + Vs,i,j−1) + h2(fs,i,j + Ts,i,jei,j) (4.31)
i = 1 . . . N − 1, j = 1 . . .M − 1
Vs,0,j = Vs,M,j = 0, j = 0 . . . N (4.32)
Vs,i,0 = Vs,i,N = 0, i = 0 . . .M (4.33)
α1 ≤ ei−1,j − 2ei,j − ei+1,j
h
≤ β1 i = 1, . . . ,M − 1, j = 0, . . . , N (4.34)
α2 ≤ ei,j−1 − 2ei,j − ei,j+1
h
≤ β2 i = 1, . . . , N − 1, i = 0, . . . ,M (4.35)


























i = 1 . . . N − 1, j = 1 . . .M − 1
V0,j = VM,j = 0, j = 0 . . . N (4.38)
Vi,0 = Vi,N = 0, i = 0 . . .M (4.39)
α1 ≤ ei−1,j − 2ei,j − ei+1,j
h
≤ β1 i = 1, . . . ,M − 1, j = 0, . . . , N (4.40)
α2 ≤ ei,j−1 − 2ei,j − ei,j+1
h
≤ β2 i = 1, . . . , N − 1, i = 0, . . . ,M (4.41)
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i = 1 . . . N − 1, j = 1 . . .M − 1
Vs,0,j = Vs,M,j = 0, j = 0 . . . N (4.44)
Vs,i,0 = Vs,i,N = 0, i = 0 . . .M (4.45)
α1 ≤ ei−1,j − 2ei,j − ei+1,j
h
≤ β1 i = 1, . . . ,M − 1, j = 0, . . . , N (4.46)
α2 ≤ ei,j−1 − 2ei,j − ei,j+1
h
≤ β2 i = 1, . . . , N − 1, i = 0, . . . ,M (4.47)
4.3.6. Vy´sledky
U´lohy v odstavci 4.3.5 opeˇt rˇesˇ´ıme v GAMSu pro stejne´ zada´n´ı jako v odstavci 4.3.4
s rozd´ılem, zˇe vol´ıme hodnoty omezen´ı
α1 = β1 = −1
α2 = β2 = 1
Pro tuto u´lohu jsme doc´ılili vy´sledk˚u
zEOmin = 4.688023 · 10−4 (4.48)
zEVmin = 1.392415 · 10−7 (4.49)
zEEVmin = 6.067492 · 10−4 (4.50)
VSS = 1.379469 · 10−4. (4.51)
Jak je videˇt na obra´zc´ıch doc´ılili jsme hladke´ho pr˚ubeˇhu rˇ´ızen´ı e(x, y). Nepatrneˇ se
zhorsˇila hodnota u´cˇelova´ funkce oproti prˇedchoz´ı u´loze, ale dosazˇena hodnota je postacˇuj´ıc´ı.
Velicˇina VSS opeˇt rˇ´ıka´, zˇe pouzˇit´ım stochasticke´ optimalizace dosa´hneme lepsˇ´ıch vy´sledk˚u.
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Obra´zek 4.10: Zat´ızˇen´ı a pr˚uhyb membra´ny pro r˚uzne´ sce´narˇe
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Obra´zek 4.11: Zat´ızˇen´ı a pr˚uhyb membra´ny pro r˚uzne´ sce´na´rˇe v EO u´loze
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Obra´zek 4.12: Konstantn´ı rˇ´ızen´ı v EO u´loze
Obra´zek 4.13: Zat´ızˇen´ı a pr˚uhyb membra´ny v EV u´loze
Obra´zek 4.14: Konstantn´ı rˇ´ızen´ı v EV u´loze
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4.4. Odhad kvality rˇesˇen´ı
V te´to kapitole se budeme zaby´vat odhadem kvality kandida´tn´ıho rˇ´ızen´ı eˆ(x, y) z´ıskane´ho
z u´lohy stochasticke´ optimalizace pr˚uhybu membra´ny pomoc´ı metody s´ıt´ı, viz kapitola
4.3. Urcˇen´ı kvality kandida´tn´ıho rˇesˇen´ı vyuzˇijeme pravdeˇpodobnostn´ı doln´ı mez prˇ´ıslusˇne´
u´lohy stochasticke´ho programova´n´ı. Konstruujeme interval spolehlivosti chyby aproxi-
mace (optimality gap) [7, 10], cozˇ je je rozd´ıl v hodnota´ch u´cˇelovy´ch funkc´ı s kandida´tn´ım
rˇesˇen´ım a optima´ln´ım rˇesˇen´ım. Metodika mez´ı je zalozˇena na rˇesˇen´ı aproximovane´ho
proble´mu generovane´ho vy´beˇrem na´hodne´ velicˇiny ξ pomoc´ı metody Monte Carlo.
4.4.1. Intervalovy´ odhad chyby aproximace
Uvazˇovanou u´lohu spojite´ stochasticke´ optimalizace (4.4) symbolicky zap´ıˇseme ve tvaru
z∗ = min
e,v(ξ)
E(F (ξ, e, v(ξ))). (4.52)
Vygenerujeme na´hodny´ vy´beˇr z ξ s n sce´na´rˇi ξ1, ξ2, . . . , ξn. Pak je tato u´loha aproxi-







F (ξi, e, v(ξ)), (4.53)
kterou rˇesˇ´ıme vhodny´m deterministicky´m algoritmem.
Definujeme chybu aproximace jako
G(eˆ) = min
v(ξ)
E(F (ξ, eˆ, v(ξ)))− z∗. (4.54)
K odhadu kvality kandida´tn´ıho rˇesˇen´ı eˆ pouzˇijeme intervalovy´ odhad chyby aproxi-
mace. Pro odhad chyby aproximace vygenerujeme ng vy´beˇr˚u o rozsahu n, tj.
ξij, i = 1, 2, . . . , n, j = 1, 2, . . . , ng

























F (ξij, e, g(ξij))
]
. (4.55)
Intervalovy´ odhad se spolehlivost´ı 1− α z´ıska´me na za´kladeˇ centra´ln´ı limitn´ı veˇty
G(eˆ) ∈
[
0, G¯n,ng(eˆ) + 
]
, (4.56)















je vy´beˇrova´ smeˇrodatna´ odchylka.
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4.4.2. Vy´sledky
Byla posuzova´na kvalita vy´sledk˚u pro rˇesˇen´ı eˆ u´lohy (4.30)−(4.35). Kandida´tn´ı rˇesˇen´ı
bylo vypocˇteno pomoc´ı 100 sce´na´rˇ˚u. Pro metodu Monte Carlo bylo generova´no ng = 30
realizac´ı na´hodne´ velicˇiny ξ. Dosa´hli jsme na´sleduj´ıc´ıch vy´sledk˚u se spolehlivost´ı 95%
Bodovy´ odhad G¯n,ng = 0, 5 · 10−4
Odhad chyby  = 0, 2 · 10−4
Intervalovy´ odhad Gn,ng =
〈
0; 0, 7 · 10−4
〉
Bodovy´ odhad hodnoty u´cˇelove´ funkce byl vypocˇten rˇesˇen´ım pro 100 sce´na´rˇ˚u, z´ıskali
jsme hodnotu
z∗100 = 4, 69 · 10−4.
Sˇ´ıˇrka intervalove´ho odhadu chyby aproximace tvorˇ´ı 14% z bodove´ho odhadu hodnoty
u´cˇelove´ funkce poukazuje na dobrou kvalitu posuzovane´ho rˇesˇen´ı.
4.5. Aproximace u´lohy: metoda konecˇny´ch prvk˚u
V te´to cˇa´sti zavedeme za´kladn´ı pojmy metody konecˇny´ch prvk˚u [1, 4] aplikovane´ na
staciona´rn´ı proble´m pr˚uhybu membra´ny na cˇtvercove´ oblasti s Dirichletovou okrajovou
podmı´nkou. Rˇesˇen´ı proble´mu spocˇ´ıva´ v zaveden´ı slabe´ formulace Poissonovy rovnice (4.2).
Na´sledneˇ pop´ıˇseme konecˇneˇ prvkovy´ model pro libovolny´ n−vrcholovy´ element z hlediska
interpolacˇn´ı funkce. Te´to funkci se rˇ´ıka´ ba´zova´ a je Lagrangeova typu, tzn. zˇe mohou by´t
konstruova´ny z Lagrangeovy´ch interpolacˇn´ıch polynomu˚. Na´sledneˇ sestav´ım interpolacˇn´ı
funkce pro 4−uzlovy´ obde´ln´ıkovy´ element a zkompletujeme elementa´rn´ı rovnice v soustavu
linea´rn´ıch rovnic popisuj´ıc´ı cely´ proble´m.
Odvozeny´ postup aproximace metodou konecˇny´ch prvk˚u je nav´ıc proti zada´n´ı diplo-
move´ pra´ce a je vyzkousˇen jako prvn´ı krok vy´zkumu, ktery´ bude da´le rozv´ıjen.
4.5.1. Klasicka´ formulace
Nasˇ´ım c´ılem je urcˇit funkci popisuj´ıc´ı pr˚uhyb membra´ny







(x, y) = −f(x, y) v Ω (4.59)
a splnˇuj´ıc´ı okrajovou podmı´nku
v(x, y) = 0 na Γ. (4.60)
Prˇedpokla´dejme n = (nx, ny)










je derivace ve smeˇru norma´ly. Pro existenci klasicke´ho rˇesˇen´ı je trˇeba prˇedpokla´dat hlad-
kost dat
f ∈ C(Ω¯)
a zˇe Ω je regula´rn´ı oblast s hladkou hranic´ı Γ.
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4.5.2. Slaba´ formulace
Nejprve zavedeme Greenovu formuli.














kde dx = dx1dx2 a ds je diferencia´l oblouku Γ.
K slabe´ formulaci se dostaneme vyna´soben´ım rovnice (4.59) testovac´ı funkc´ı w, ktera´
splnˇuje podmı´nku w = 0 na Γ, na´slednou integrac´ı prˇes libovolnou podmnozˇinu Ωe s hra-
nic´ı Γe a pouzˇit´ım Greenovy formule (4.62). Libovolnou podmnozˇinu mu˚zˇe representovat
n−vrcholovy´ element uvnitrˇ oblasti Ω, viz Obr. 4.5.2.










(x, y) + f(x, y)
)
























































dxd = 0. (4.64)
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Leva´ strana se rovnice se oznacˇuje a(v, w) a prava´ L(w). a(v, w) je symetricka´ bi-
linea´rn´ı forma a L(w) je linea´rn´ı funkciona´l. Slabou formulaci Poissonovy rovnice (4.59)
rozumı´me u´lohu
naj´ıt v ∈ W splnˇuj´ıc´ı a(v, w) = L(w) ∀w ∈ V,
kde W je mnozˇina prˇ´ıpustny´ch rˇesˇen´ı a V = {w ∈ H1(Ω)|w = 0 na Γ} je prostor testo-
vac´ıch funkc´ı.
4.5.3. Konecˇneˇ prvkovy´ model
V tomto odstavci pop´ıˇseme vytvorˇen´ı konecˇneˇ prvkove´ho modelu na za´kladeˇ prˇedpokla´da-





ve(x, y)ψej (x, y), (4.68)
kde
ve(x, y) je uzlova´ hodnota rˇesˇen´ı v(x, y) v j−te´m uzlu elementu
ψej (x, y) je ba´zova´ funkce pro v(x, y) v j−te´m uzlu elementu.
Ba´zova´ funkce mus´ı splnˇovat na´sleduj´ıc´ı podmı´nky
ψej (xk, yk) = δjk pro vsˇechny uzly (j, k) = 1, 2, . . . , n, (4.69)
n∑
j=1
ψej (x, y) = 1 v oblasti Ω
e, (4.70)
kde δjk je Kroneckerovo delta definovane´
δjk = 1 pro j = k
δjk = 0 pro j 6= k
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Protozˇe wi = ψ
e
j pro i = 1, 2, . . . , n a po za´meˇneˇ porˇad´ı integrace a sumace v (4.71),
rˇesˇen´ı rovnice vede na proble´m rˇesˇen´ı soustavy linea´rn´ıch rovnic. Dosta´va´me tak koneˇcˇneˇ


























F ei = −
∫
Ωe





Kij se nazy´va´ elementa´rn´ı matice tuhosti a Fi je elementa´rn´ı vektor zat´ızˇen´ı.
4.5.4. Ba´zove´ funkce
Prˇedpokla´dejme, zˇe oblast Ω je obde´ln´ıkova´, kterou pokryjeme obde´ln´ıkovou s´ıt´ı S skla´da-
j´ıc´ı se z obde´ln´ıkovy´ch element˚u E takovy´ch, zˇe uza´veˇry kazˇdy´ch dvou r˚uzny´ch obde´ln´ıku





Elementa´rn´ı oblasti se take´ nazy´vaj´ı prvky a jejich vrcholy uzly. S´ıt’ charakterizuje pocˇet
prvk˚u s´ıteˇ (M), pocˇet vsˇech uzl˚u (N) a pocˇet uzl˚u lezˇ´ıc´ıch na Γ (N∗), viz obr.4.16.
Obra´zek 4.16: Obde´ln´ıkova´ s´ıt’
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Linea´rn´ı ba´zove´ funkce pro obde´ln´ıkovou oblast z´ıska´me pomoc´ı soucˇinu jednodimen-
ziona´ln´ıch Lagrangeovy´ch interpolacˇn´ıch polynomu˚. Lagrange˚uv interpolacˇn´ı polynom










Lk(xj) = δjk (4.77)
n∑
k=1
Lk(x) = 1. (4.78)




























Obra´zek 4.17: Elementa´rn´ı oblast
Ba´zove´ funkce jsou definova´ny ve smyslu loka´ln´ıch sourˇadnic x, y.
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4.5.5. Elementa´rn´ı soustava rovnic
















Pro numericky´ vy´pocˇet elemnta´rn´ı matice tuhosti se veˇtsˇinou pouzˇ´ıva´ Gauss−Legend-
reova kvadratura, ale v nasˇem prˇ´ıpadeˇ lze prove´st prˇ´ımy´ vy´pocˇet integra´lu. Nejdrˇ´ıve






















































































































































































































































































Obra´zek 4.18: Vneˇjˇs´ı norma´ly
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Uvazˇujeme−li rovnici (4.5), pak dle vzorce (4.74) slozˇky vektoru elementa´rn´ıho na´hod-
ne´ho zat´ızˇen´ı vyja´drˇ´ıme ve tvaru
F ei = −
∫
Ωe
[ψei (f + T (ξ, x, y)e(x, y))] dxd. (4.81)
Hodnota integra´lu (4.75) pro obde´ln´ıkovou oblast je
Qei = 0,
proto jizˇ v dalˇs´ı cˇa´sti pra´ce nepocˇ´ıta´me s hodnotou Qei .
Tedy rˇesˇen´ı Vj ve vrcholech elementa´rn´ı oblasti Ω







i pro i = 1, 2, . . . , n. (4.82)
4.5.6. Soustava rovnic
Obde´ln´ıkovou s´ıt’ popisuje matice B, ktera´ na´m da´va´ cˇ´ısla (oznacˇen´ı) uzl˚u jednotlivy´ch
prvk˚u s´ıteˇ. Naprˇ´ıklad pro s´ıt’ na obr. 4.16 je
B =

1 2 9 10
2 3 8 9
3 4 7 8
4 5 6 7
7 6 15 14
8 7 14 13
9 8 13 12
10 9 12 11

Pomoc´ı matice B se prvky elementa´rn´ı matice tuhosti a elementa´rn´ıho vektoru na´hod-
ne´ho zat´ızˇen´ı zobraz´ı na prvky matice tuhosti a vektoru na´hodne´ho zat´ızˇen´ı. Naprˇ´ıklad
pro prvn´ı dva prvky s´ıteˇ se elementa´rn´ı matice tuhosti zobraz´ı na prvky matice tuhosti,
viz obr. 4.19.
Matice tuhosti je slozˇena z jednotlivy´ch elementa´rn´ıch matic a je typu N × N (N je
pocˇet uzl˚u). T´ım jsme aproximovali Poissonovu rovnici na soustavu rovnic
KV = F. (4.83)
U´loha mus´ı splnˇovat Dirichletovu okrajovou podmı´nku, proto prˇi rˇesˇen´ı soustavy rovnic
(4.83) vynecha´me ty sloupce a rˇa´dky, ktere´ odpov´ıdaj´ı uzl˚um s prˇedepsanou podmı´nkou.
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Obra´zek 4.19: Prˇechod z Ke na K
4.5.7. U´loha matematicke´ho programova´n´ı
U´lohu (4.5) rˇesˇenou pomoc´ı metody konecˇny´ch prvku je pomeˇrneˇ obt´ızˇne´ implemento-
vat v GAMSu, proto se omez´ıme pouze na vy´pocˇet EV proble´mu˚, ktery´ je pro vy´pocˇet
jednodusˇsˇ´ı. Da´le pro jednoduchost uvazˇujeme na´sleduj´ıc´ı u´cˇelovou funkci
zEV = min
e




(Vi − Ui)2, (4.84)
kde Vi (respektive Ui) je pr˚uhyb membra´ny (respektive pozˇadova´ny´ pr˚uhyb) v i−te´m
uzlu s´ıteˇ. Postupem uvedeny´m v kapitole 4.5 aproximujeme Poissonovu rovnici (4.5).
Dostaneme tak na´sleduj´ıc´ı u´lohu matematicke´ho programova´n´ı.
EV u´loha matematicke´ho programova´n´ı:
zEV = min
e




(Vi − Ui)2 (4.85)
KV = F (4.86)
Vi = 0, ∀Vi ∈ Γ (4.87)
4.5.8. Vy´sledky
EV u´loha (4.85)−(4.87) byla implementova´na do GAMSu se stejny´m zada´n´ım jako v prˇ´ıpa-
deˇ metody s´ıt´ı, viz 4.3.4. Cˇtvercova´ oblast byla rozdeˇlena na 100 cˇtverc˚u, cozˇ znamena´
hledat rˇesˇen´ı Vi v 121 uzlovy´ch bod˚u. Na jednotlivy´ch elementa´rn´ıch oblastech bylo defi-
novane´ rovnomeˇrne´ deˇlen´ı s krokem h = 0, 01 potrˇebne´ pro numericky´ vy´pocˇet prvk˚u
vektoru vneˇjˇs´ıho zat´ızˇen´ı s vyuzˇit´ım slozˇene´ Simpsonovy formule (4.12).
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Bylo dosazˇeno hodnoty u´cˇelove´ funkce
zEV = 3.185014 · 10−5.
Pro prˇesneˇjˇs´ı rˇesˇen´ı proble´mu optimalizace pr˚uhybu membra´ny je zapotrˇeb´ı zave´st
komplexneˇjˇs´ı aproximaci. Jelikozˇ se jedna´ a o prvotn´ı implementaci metody konecˇny´ch
prvk˚u do GAMSu dosazˇene´ vy´sledky nejsou veˇrohodne´, viz na´sleduj´ıc´ı obra´zky pr˚uhyby
membra´ny 4.20 a rˇ´ızen´ı membra´ny 4.21.
Obra´zek 4.20: Pr˚uhyb a zat´ızˇen´ı membra´ny




V diplomove´ pra´ci byla zformulova´na u´loha spojite´ stochasticke´ optimalizace s omeze-
n´ım ve tvaru parcia´ln´ıch diferencia´ln´ıch rovnic popisuj´ıc´ı pr˚uhyb membra´ny. Na´hodnost
v proble´mu byla reprezentova´na na´hodny´m zat´ızˇen´ım. Byly odvozeny matematicke´ mode-
ly pomoc´ı numericky´ch metod, nejdrˇ´ıve metodou konecˇny´ch diferenc´ı (metoda s´ıt´ı), pote´
metodou konecˇny´ch prvk˚u.
V prˇ´ıpadeˇ metody s´ıt´ı jsme formulovali EO, EV, EEV u´lohy. Vy´sledky uka´zaly nehlad-
ky´ pr˚ubeˇh rˇ´ızen´ı, proto tyto u´lohy byly doplneˇny nav´ıc o omezen´ı zohlednˇuj´ıc´ı pr˚ubeˇh
rˇ´ızen´ı. Bylo dosazˇeno prˇijatelny´ch vy´sledk˚u, ktere´ jsme posoudili pomoc´ı hodnoty VSS
urcˇuj´ıc´ı vhodnost pouzˇit´ı stochasticke´ optimalizace a urcˇen´ım kvality rˇesˇen´ı pomoc´ı inter-
valove´ho odhadu chyby aproximace. Stochasticky´m programova´n´ım jsme doc´ılili lepsˇ´ıch
vy´sledk˚u nezˇ deterministicky´m prˇ´ıstupem a dosa´hli jsme dobre´ kvality rˇesˇen´ı.
Da´le jsme odvodili za´kladn´ı aproximaci omezen´ı pomoc´ı metody konecˇny´ch prvk˚u.
Z hlediska na´rocˇnosti implementace a vy´pocˇtove´ na´rocˇnosti jsme odvodili pouze EV u´lohu
matematicke´ho programova´n´ı. Prvotn´ı implementac´ı proble´mu bylo dosazˇeno neveˇrohod-
ny´ch vy´sledk˚u. K dosazˇen´ı lepsˇ´ıch vy´sledk˚u je potrˇeba slozˇiteˇjˇs´ıho rozebra´n´ı aproximace
metodou konecˇny´ch prvk˚u. Odvozeny´ postup je nad ra´mec zada´n´ı diplomove´ pra´ce a je
vyzkousˇen jako prvn´ı krok vy´zkumu, ktery´ bude da´l rozv´ıjen.
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Seznam zkratek a symbol˚u
ξ Na´hodna´ velicˇina
ξs Sce´na´rˇe
(Ξ,Σ, P ) Pravdeˇpodobnostn´ı prostor
v(x, y) Pr˚uhyb membra´ny
u(x, y) Pozˇadovany´ pr˚uhyb membra´ny
f(ξ, x, y) Na´hodne´ vneˇjˇs´ı zat´ızˇen´ı
e(x, y) Regulacˇn´ı s´ıla (konstantn´ı rˇ´ızen´ı prvn´ıho stupneˇ)
T(ξ, x, y) Matice popisuj´ıc´ı neprˇ´ıme´ p˚usoben´ı e(x, y) na memba´nu
Ke Elementa´rn´ı matice tuhosti
Ve Elementa´rn´ı vektor nezna´my´ch
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