orecasting macroeconomic conditions can be challenging. Accurate forecasts require an approach complex enough to incorporate relevant economic data but focused enough to exclude irrelevant data. Most forecasters attempt to balance focus and complexity with one of two approaches: aggregating forecasts from professional forecasters into a consensus prediction or using statistical modeling techniques typically specialized for time-series data. However, both approaches involve discretionary choices about data and methods. Although forecasters underpin the choices they make about models and complexity with economic intuition and judgement, these assumptions can be flawed.
can outperform simpler time-series models as well as a consensus of professional forecasters, with better performance at shorter horizons. In particular, experiments show that a machine learning model can identify turning points in the unemployment rate earlier than competing methods, suggesting that it can provide forecasters with more guidance about cyclical fluctuations than a consensus or autoregressive forecast.
Section I reviews the statistical and consensus approaches for macroeconomic forecasting. Section II discusses how machine learning can be used to optimize model complexity. Section III shows that one machine learning model, the Elastic Net, can outperform traditional models at all horizons, detect turning points earlier, and identify variables that can help predict unemployment from among a broad set.
I. Popular Approaches to Unemployment Forecasting
The unemployment rate is a challenging variable to forecast because it can be influenced by a wide variety of other variables. In the past, forecasters have attempted to overcome these challenges through statistical modeling or consensus forecasting. Statistical modeling benefits from strong mathematical theory that can lead to less biased forecasts and more consistent predictions. One of the most common statistical models for time-series forecasting is an autoregressive (AR) model, which assumes future observations are predicted primarily by recent observations. The unemployment rate is largely consistent with that assumption. In addition to AR models, forecasters often use a random walk model as a control or baseline. In a random walk, predictions for tomorrow's unemployment rate are based on the unemployment rate today plus an additional random shock. If a model cannot perform better than a random walk, it is unlikely it will be useful in making predictions.
Some forecasters might assume that a wide variety of variables, in addition to the past unemployment rate, may be useful in forecasting unemployment and therefore incorporate additional information in their forecasting models (Barnichon and Nekarda 2013) . Still, they may overlook other important information that might influence the unemployment rate, including info on housing markets, consumer sentiment, and interest rates.
Consensus forecasting, contrasted with statistical models, leverages the wisdom of the crowd and benefits from combining as many different kinds of models as there are forecasters. These models range from sophisticated empirical systems of equations to simple gut instinct. Consensus forecasts are available for the unemployment rate from both Blue Chip Economic Indicators and the Survey of Professional Forecasters (SPF). By drawing from a variety of techniques and methods, these consensus forecasts can be more accurate than any particular professional forecast (Clemen 1989) .
Both statistical modeling and consensus forecasting require a range of different choices that affect model complexity and forecasting performance. The AR model requires some very clear choices-specifically, the number of lagged variables to include. This choice can have a significant effect on AR forecasting performance. Although many researchers use some metric such as the Bayesian information criterion to determine the number of lags, they still must choose a metric and the maximum number of lags. There are not many models that do not require any choices, but the random walk model is one example; the model is purely a function of random movements based on past observations of the unemployment rate.
On the surface, the consensus forecast may not seem to involve many choices, as all the choices are being made by the forecasters themselves. This is a desirable quality, which is why the Blue Chip forecasts are commonly used as a competitive benchmark. However, researchers using these forecasts must still make choices about how to use them. Some may decide to use the median forecast instead of the average forecast. Others may choose to average only top-performing forecasters.
Rather than make restrictive modeling assumptions, researchers might alternatively consider a model that can admit any number of variables. Here, the field of choices begins to explode. For example, the FRED economic data platform, housed at the Federal Reserve Bank of St. Louis, advertises 527,000 economic series-which of these should researchers choose to include?
Machine learning techniques and models can simplify this set of choices tremendously. Models such as Elastic Net allow researchers to make a single choice about how to constrain the model's complexity rather than considering the inclusion or exclusion of all potential series. Moreover, other machine learning techniques can help researchers discover the optimal model complexity, eliminating that choice as well.
II. Introducing Machine Learning and Forecasting
The field of machine learning encompasses a wide variety of models. One way to identify the optimal forecasting model is to decompose the source of forecast errors into two parts-bias and variance. The bias of a model describes errors due to inaccurate assumptions about a problem or data. The variance of a model describes errors due to a model's sensitivity to small perturbations in the underlying data. Figure 1 shows the effects of bias and variance on model predictions. In particular, the figure shows four bullseyes arising from the combination of two different conditions: high or low bias and high or low variance. The orange center of the bullseye represents the correct prediction, and the blue dots represent model predictions. Bias indicates how close to the center of the bullseye a model's predictions are, while variance indicates how tightly or loosely the predictions are clustered. Models with high bias and low variance yield observations that are tightly clustered but far from the correct prediction. Models with low bias and high variance, on the other hand, yield observations that are only loosely clustered around the correct prediction. Both of these sources of errors are related to the complexity of a model. Understanding the tradeoff between bias and variance can help forecasters optimize model complexity and thus minimize the total error in their predictions.
The complexity of a model can be assessed in many different ways, which are often dependent on the nature of the model itself. Sources of model complexity include the number of variables in a model, the number of parameters a model "learns," the number of parameters a user defines, or the number of variable relationships a model captures internally.
The relationship between model complexity, bias, and variance is often illustrated as a trade-off. Figure 2 shows that as the complexity of a model increases, the model typically exhibits less bias but more variance. The dashed line indicates optimum model complexity, where the total error due to both bias and variance is minimized and thus the corresponding forecast error for new observations (called the generalization error) is minimized.
To further illustrate this trade-off, consider a forecaster using a linear regression model estimated using ordinary least squares (OLS) to forecast the unemployment rate. In this case, the complexity of the model refers to the number of explanatory variables the forecaster chooses to 
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Total error Optimal complexity Variance include. If the forecaster uses a simple model with a single variable for the previous period's observed unemployment rate, then the model will have large forecast errors from bias due to the likely incorrect assumption that future unemployment is only dependent on current unemployment. However, the model will have small errors due to variance because the model is robust to small perturbations in the underlying data (that is, small changes in the observed variable translate to small changes in the forecast, proportional to the estimated model coefficient).
The forecaster can increase the complexity of their model by adding variables. In doing so, the forecast error from bias will decline because the assumption that only current unemployment determines future unemployment has been relaxed. However, the forecast error from variance will increase because small perturbations in lots of variables (including those that may be irrelevant to the unemployment rate) will now translate to disproportionally large changes in the forecast. The Elastic Net model, which has become popular in machine learning, can precisely balance errors due to bias and variance through regularization. Regularization effectively "disciplines" a model by introducing penalties for overfitting the data. The Elastic Net model blends two different kinds of regularization by penalizing both the number of variables in the model and the extent to which any given variable contributes to the model's forecast (the magnitude of the variable's coefficient). By applying these penalties, Elastic Net learns which variables are most important, eliminating the need for researchers to make discretionary choices about which variables to include (further details on how the penalties are assessed are available in the appendix). In this way, the model is able to pare complex data down to only what is needed to capture the complexity of the problem at hand.
III. Comparing Machine Learning to Consensus and Statistical Forecasts
Machine learning provides a strong set of tools for finding the optimal complexity of a model, freeing forecasters from the need to use strong assumptions or judgement to simplify their models. To assess whether these advantages yield more accurate forecasts, I compare the results from one regularized machine learning model, the Elastic Net, to typical consensus and statistical forecasts of the U.S. civilian unemployment rate at a monthly frequency. I also assess these methods' utility in identify turning points in the business cycle as seen in the unemployment rate.
The benchmark models used for comparison are the consensus forecast from Blue Chip, an AR model, and a random walk. I use Blue Chip forecasts rather than forecasts from the SPF, as the SPF does not forecast at a monthly frequency. 1 The AR model is an integrated model that uses monthly changes in the unemployment rate to forecast the future unemployment rate. I choose the lag length using the Bayesian information criterion, with a maximum lag length of six months. By definition, the random walk and AR models only use past observations of the unemployment rate to forecast future outcomes.
In contrast, the Elastic Net model forecasts the future unemployment rate using FRED-MD, a diverse variable set of 138 macroeconomic variables drawn from a number of economic categories (McCracken and Ng 2015) . Adding these variables allows the Elastic Net model more potential complexity but allows overfitting as well. The combined data set spans March 1959 through April 2017 for a total of 698 monthly observations. I use the first half of this sample (March 1959 through June 1988 to train the initial models and fit the coefficients, and the second half of the sample (July 1988 through April 2017) for the forecast comparison. I use a rolling forecast framework, in which I train a model using data observed up to current period t to fit the coefficients, make a forecast for period t + 1, then advance one period and repeat until the end of the forecast span. I consider forecasting horizons of up to two years ahead at three-month intervals (three, six, nine, 12, and 24 months). Table 1 shows that Elastic Net yields the most accurate forecasts as measured by the mean absolute error (MAE) for all horizons. Elastic Net outperforms even Blue Chip forecasting, indicating that the model is effectively learning the underlying relationships between economic series. Table 2 shows that Elastic Net outperforms Blue Chip by 0.07 percent on average. The advantage is more pronounced at shorter horizons, and the learned relationships are less useful at horizons above 12 months. The performance advantage of Elastic Net over Blue Chip is 
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While comparing the errors of different models provides one way to evaluate their predictive performance, the raw errors themselves do not tell the entire story. One hallmark of the unemployment rate is its cyclical movement: the unemployment rate falls in an expansion and rises in a recession. Training a model to capture and forecast this cyclical pattern has advantages beyond statistically lowering errors. Forecasting turning points in the unemployment rate may provide useful information for policymakers.
I identify turning points in the forecast and actual unemployment rate using the following steps: first, I smooth the forecast and actual unemployment rates using a three-month centered moving window. Second, I find the months of highest and lowest unemployment for each business cycle (spanning peak to trough). Third, I calculate the difference in months between the turning point in the actual unemployment rate and the turning point in the forecast unemployment rate. Table 4 shows that Elastic Net is also able to identify unemployment rate turning points earlier than Blue Chip and other methods. The advantage for Elastic Net is more pronounced at shorter horizons, meaning it identifies upcoming turning points in the near term earlier than other methods. On average, Elastic Net identifies turning points 5.1 months earlier than Blue Chip, as shown in Table 5 . The advantage in the number of months across horizons appears to be fairly consistent, without strong variation between short and long horizons. The earlier turning points for Elastic Net can be identified visually at both short and long horizons, as shown in Charts 1 and 2. Panels A and B of Chart 1 shows that at a three-month horizon, the differences from the actual unemployment rate are relatively minor-specifically, the blue (actual) and orange (predicted) lines often overlap. However, the Elastic Net forecast appears to track (overlap) the actual rate track Smoothed unemployment rate (percent) Smoothed unemployment rate (percent) more closely than the Blue Chip forecast. Indeed, the Blue Chip forecast appears to lag the actual rate by a consistent amount, especially during downward trends. Panels A and B of Chart 2 show that at a 12-month horizon, the forecasts deviate more from the actual rates, as expected. The blue and orange lines in Panels A and B show very little overlap, instead crossing over in the periods between turning points. Again, however, the Blue Chip forecast appears to lag the actual rate by a consistent amount throughout the range of the forecast. The Elastic Net model, on the other hand, appears to respond to turning points earlier to change the forecast trend. These charts provide qualitative support for the differences shown in performance statistics.
Variables identified by Elastic Net
In addition to forecast improvements, Elastic Net can also identify variables potentially important to predicting the unemployment rate. By using regularization to control the size of variable coefficients in the model, Elastic Net can drive some coefficients to exactly zero and thus select a more parsimonious number of variables than an unregularized linear model. Inspecting the model to see how it is making forecasts may uncover new relationships in the data that have been previously overlooked.
The variables identified by Elastic Net cover mostly labor market and housing, with some additional variables covering consumption, output and income, and interest and exchange rates. The coefficients for these variables are shown in Tables 6 and 7 , for forecast horizons of three and 12 months, respectively. At a three-and 12-month horizon, variables from housing, manufacturing, and interest rates have the largest coefficients, indicating they have the largest effect on the unemployment rate forecast. The coefficients listed in these tables are averaged over all forecast steps. Only variables with coefficients greater than two standard errors from zero are included.
Panels A and B of Figure 4 show that the strength of these coefficients can vary over time for some variables while staying constant for others. Examining the coefficients allows us to discover how the learned model changes in response to different economic conditions over time.
For example, Panel A shows that while many of the coefficient series are stable at the three-month horizon (shown by the solid white bands), the housing and interest rate variables change throughout the forecast period (shown by the shifts in color over time). Prior to 1993-94, the coefficients on the housing and interest rate variables were near zero or only briefly below zero. After 1993-94, however, the coefficients were consistently strong (indicated by the more saturated orange bands). 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 This period of inconsistency broadly centers around the 1990-91 recession, but extends both ahead and behind. The coefficients on these variables diminished near the 2001 recession as well. Interestingly, only the coefficient on the federal funds rate variable diminished after the 2007-09 recession, indicating that this variable has diverged from the others and may no longer be relevant. Panel B shows several other interesting patterns in variable coefficients for the 12-month forecast horizons. The conspicuous band of color change on the left side of the heat map shows that coefficients on the labor, housing, and interest variables strengthened. This band corresponds to the late-1989 to mid-1991 recessionary period of negative or slow GDP growth, suggesting the model is picking up disruptions in economic relationships associated with the recession. Another pattern of change across variables is seen in the 1996-98 period and again in 1999-2000. These years correspond to a relatively stable expansion before the 2001 recession, suggesting that the influence of manufacturing, housing, and interest rate variables strengthened after the recession. In contrast, the coefficients on these variables weakened after the 2007-09 recession; however, the coefficients on other variables weakened during this period as well, suggesting these changes may be due to broader conditions.
IV. Conclusions
Forecasting is challenging, and the wealth of new and accessible data describing economic conditions presents an opportunity to explore more complex models that can capture more of the economic data. The field of machine learning provides a number of methods to address and capitalize on this complexity, both through increasingly complex models as well as methods to control and optimize that complexity.
I compare the performance of consensus, statistical, and machine learning methods for forecasting the monthly U.S. unemployment rate. My analysis shows that a more complex model, when properly controlled and provided with enough data from which to learn, can significantly outperform consensus and simpler statistical forecasting methods. The key to this result is the control of model complexity through regularization, a machine learning technique that yields a model complex enough to avoid underfitting the data but not so complex as to overfit it.
