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Resumo 
Apresentam-se neste trabalho as soluções para a equação de evolução 
temporal para um spinor a três componentes, quando a hamiltoniana do 
sistema depende do tempo e quando ela for constante. Discute-se as soluções 
para um sistema de três estados de sabores de neutrinos na presença da 
matéria solar.Quando se assume que o potencial de interação de neutrinos 
com a matéria é independente do tempo as soluções obtidas são exatas. 
Para o caso do potencial dependente do tempo as soluções são aproximadas. 
Discute-se também como se analisar transições ressonantes entre diferentes 
sabores de neutrino quando o potencial for dependente do tempo. 
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Capítulo 1 
Introdução 
A física de neutrinos iniciada na década de trinta com o estudo do decai-
mento beta, apresenta uma evolução avalisada por cuidadosos experimentos 
(1930 a 1962), culminando com uma descrição satisfatória dos neutrinos 
através da teoria padrão das interações eletrofracas de Glashow, Weinberg 
e Saiam. Na década de setenta, no entanto, experimentos com interesses 
astrofísicos, criaram o chamado problema do neutrino solar. O fluxo de 
neutrinos provenientes do Sol detetados na terra apresentava-se menor que 
o fluxo esperado a partir do modelo padrão para o Sol . A frente deste 
problema duas alternativas se apresentam: Ou o modelo do Sol está errado, 
ou a descrição correta dos neutrinos vai além do modelo padrão. 
Partindo da segunda opção apresentada, modelos alternativos ao padrão, 
onde a hipótese de existência de massa para os neutrinos é introduzida, vem 
sendo analisados em vários trabalhos como proposta de solução ao problema 
do neutrino solar. 
Neste contexto, na evolução de um neutrino no vácuo ou na matéria, 
transições entre auto estados de sabor podem ocorrer, o que poderia explicar 
o déficit de neutrinos eletrônicos observado. 
A grande maioria destes trabalhos analisa o problema no contexto da 
existência de dois sabores de neutrinos, existindo umas poucas referência 
sobre o assunto no contexto da existência de três sabores, as quais, lançam 
mão de métodos aproximativos para obtenção de soluções da equação de 
evolução temporal. 
No presente trabalho, apresentamos no capítulo 2 um breve histórico 
da física de neutrinos e os dados experimentais que geram o problema do 
neutrino solar. 
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No capítulo 3 apresentaremos como os neutrinos interagem com a matéria 
à luz do modelo padrão e alguns aspectos de modelos alternativos envolvendo 
neutrinos massivos. 
No capítulo 4 a análise do problema e os resultados existentes até então 
no contexto de dois sabores de neutrinos (v. e vi') são apresentados. 
Nos capítulos 5 e 6 apresentamos soluções para a equação de evolução 
temporal no contexto da existência de três sabores de neutrinos, à densidade 
de matéria constante, (quando uma solução analítica exata pode ser obtida), 
e à densidade de matéria variável . 
Finalmente, no capítulo 7, urna análise dos resultados obtidos é efetuada. 
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Capítulo 2 
O Problema do Neutrino 
Solar 
Os estudos sobre decaimento beta na década de trinta marcam o início da 
física de neutrinos . Por simples considerações de balanceamento energético 
chegou-se a conclusão de que nessas reações se deveria introduzir a existência 
de uma nova partícula de massa muito pequena. Por considerações de carga 
infere-se que esta partícula deve ter carga zero. Essa partícula foi chamada 
por Fermi de neutrino, um neutro de massa muito pequena. Uma série de 
experimentos foram realizados para o estabelecimento definitivo das carac-
terísticas dessa nova partícula: Cowan e Reines [1] ( comprovação da ex-
istência de neutrinos); Davis e Harmer [2] (diferenciação entre neutrinos e 
antineutrinos) ;C.S.Wu [3] (atribuição do número quântico helicidade aos 
neutrinos ( "Todos o neutrinos são left-handed e todos os antineutrinos são 
right-handed" .) ; e os testes experimentais de Brookhaven ,(1962), [4] qnde 
a conservação do número leptônico por famÍlia foi testada. 
Com a comprovação da existência de três sabores de léptons [5], um 
quadro das caracterÍsticas fÍsicas dos neutrinos pode ser apresentado como 
abaixo. 
v Q L e LI' L r mv h 
V e o 1 o o o -1 
VIL o o 1 o o -1 
V r o o o 1 o -1 
tabelai 
Nesta tabela, Q é a carga elétrica do neutrino, L1 corresponde ao número 
leptônico por famÍlia, mv é a massa do neutrino e h sua helicidade (h = 1 
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para partÍculas cujo spin é paralelo à velocidade da partícula e -1 quando 
antiparalelo). 
Na teoria unfficada das interações eletrofracas que descreve muito bem 
as interações de neutrinos com a matéria, os neutrinos apresentam as pro-
priedades da tabela 1, embora os limites experimentais para a massa dos 
neutrinos até então são dados por 
mve < 7.2eV 
mv,. < .27MeV 
mvr < 31MeV 
e tais limites foram obtidos na referência [5]. 
A física dos neutrinos solares é mais recente, começando na década de 
70 com os experimentos de Davis realizados numa mina de ouro ao sul de 
Dakota nos EUA. ' 
Com a evolução da física das interações eletrofracas, a determinação 
teórica de fluxo de neutrinos solares tornou-se possível e ao mesmo tempo 
gerou o problema dos neutrinos solares, uma vez que não há concordãncia 
entre as previsões teóricas e as medidas realizadas em diversos experimentos. 
A seguir faremos uma breve descrição dessas previsões e dos principais re-
sultados experimentais. Uma descrição mais completa a esse respeito pode 
ser encontrada na ref [ 6]. 
2.1 Previsões teóricas para o fluxo de neutrinos 
solares. 
A partir dos dados experimentais para fluxo de neutrinos solares iniciados 
por interesses astrofÍsicos [7], a fÍsica de neutrinos toma um novo impulso. 
Segundo o modelo teórico para o Sol desenvolvido principalmente pelo grupo 
de Bahcall [8], a produção de neutrinos no Sol ocorre principalmente através 
das cadeias ppl (~86% do fluxo), ppii (~14% do fluxo) e ppiii, 
cadeia ppi 
p+p-+ d+e+ +lle ($ .42MeV) 
p +e-+ p-+ d + lle (1.44MeV) 
d + p-+ -y+ 3 H e 
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cadeia ppii 
3He + p-> 4He +e++ Ve ($ 18.77MeV) 
3He+ 4 He-> 7 Be+"f 
7Be+e--> 7 Li+ve (.861MeV) 
7Li+p-> 8B+"' 
cadeia ppiii 
7Be + p-> 8Be+"f 
8 Be -> 8 Be• +é v. ($ 14.06M e V) 
8Be•-> 4 He+4 He 
a energia dos neutrinos produzidos estando indicada entre parênteses. A 
partir destas previsões e levando-se em conta quantidades como densidade 
eletrônica solar, seção de choque para o espalhamento entre neutrinos e 
elétrons, <T(v.,e), distância entre produção e detecção de neutrinos e lumi-
nosidade solar, o fluxo de neutrinos esperado na terra é 
<I> "=' 6 x 1010/ cm2 .s. 
Um espectro detalhado do fluxo esperado em função da energia dos neutrinos 
é apresentado na Figura {2.1}. 
2.2 Detecção de neutrinos e resultados experimen-
tais. 
Os detetores de neutrinos em atividade atualmente, baseiam-se em três 
técnicas. 
1- Detetores de Cerenkov (Kamiokande) . Este experimento utiliza 
aproximadamente 3 Kton de água como detetor de luz Cerenkov. Fotomul-
tiplicadoras vêem luz Cerenkov proveniente de elétrons que são espalhados 
por neutrinos. A energia de limiar do neutrino para que o elétron possa ser 
detetado é 7.3MeV. 
2-Detetores radioqulmicos ( Davis, Gran Sasso e Sage). Utilizam-se do 
decaimento beta inverso para a detecção como por exemplo no experimento 
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Figure 2.1: Fluxo de neutrinos em N/cm2 s x energia em Mev. Figura 
adaptada da referência [6] 
de Davis [9], onde uma piscina contendo cloro absorve neutrinos eletrônicos 
produzindo argônio através da reação 
os átomos de argônio sendo posteriormente contados (obs. vida média do 
argônio"" 35 dias).A energia de limiar do neutrino para que ocorra a trans-
mutação é .814MeV. 
Nos experimentos de Sage e Gran Sasso o elemento químico utilizado é 
o gálio, através da reação 
V e +71 Ga-> 71 Ge +e-, 
a energia de limiar do neutrino para tal reação sendo .23M e V. 
3-Detetores geoquÍmicos. Utilizam-se de processos análogos ao radioqul-
mico com elementos de vida média da ordem de 106 anos (análise de material 
obtido em minas profundas). 
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Os resultados experimentais para o experimento de Davis [10] indicando 
!1"1obs· 2.1 ± .9SNU 
!1"1esp. "" 7.9 ± 2.6SNU 
um SNU correspondendo a w-36 átomos de argônio por átomo de cloro 
por dia. Na Figura {2.2} apresentamos os dados experimentais obtidos por 
Davis entre 1970 e 1990. 
Figure 2.2: Os Dados de Davis. Número de átomos de 37 Ar produzidos x 
tempo em anos. Figura adaptada da referência [12]. 
O segundo experimento efetuado em Kamiokande [11] apresentou o se 
guinte resultado 
:ob•· "".46 ± .13(stat.) ± .08(syst.) entre junbo/87 e maio/88. 
esp. 
!1"/obs· "".39 ± .. 09(stat.) ± .06(syst.) entre junho/88 e maio/89. 
!1"1esp. 
Um terceiro experimento SAGE [12] apresentou o seguinte resultado 
!1"/obs· ~=.52±.09. 
esp. 
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Os dados mais recentes são os dados de GALLEX [13], ( 1992 ), apre-
sentando os seguintes resultados: 
<Pobs· 6 ~=· 0±.09. 
esp. 
2.3 Confronto entre previsão e experimento. 
O problema do neutrino solar. 
Embora não haja efetivamente um acordo entre os dados experimentais, 
todos apontam um déficit do fluxo de neutrinos observado em relação ao 
fluxo esperado para o Sol. Tal déficit é conhecido como problema do neutrino 
solar . Frente a tal problema duas alternativas se apresentam. 
1- Nosso entendimento do Sol é incompleto. 
2- Um melhor entendimento do neutrino vai além do modelo padrão. 
Uma das propostas que vem sendo analisada seguindo a segunda alternar 
tiva apresentada, é a de que por interferência da matéria e campo magnético 
entre a produção e detecção dos neutrinos, alguma coisa acontece com os 
neutrinos tornand<>-os "invisÍveis " . 
No próximo capitulo analisaremos como os neutrinos interagem com a 
matéria a luz do modelo padrão e algumas propostas de modelos que possi-
bilitam a solução ao problema do neutrino solar. 
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Capítulo 3 
Neutrinos à luz do modelo 
padrão e além 
3.1 Os neutrinos e o modelo padrão. 
Tomando como base a ótima concordância entre os dados experimentais exis-
tentes sobre a fÍsica das interações fracas e eletromagnéticas com a teoria das 
interações eletrofracas de Glashow [14], Weinberg [15] e Salan [16], é razoável 
assumir que, na procura de solução para o problema dos neutrinos solares, as 
interações de neutrinos com quarks e léptons são descritas pela lagrangeana 
padrão. Pequenas modificações na teoria padrão ou outros modelos devem 
,em principio , reproduzir os mesmos resultados obtidos na teoria padrão no 
que diz respeito a interação com a matéria, de forma que soluções ao prob-
lema do neutrino solar possam ser encontradas sem causar problemas· em um 
setor cuja fÍsica é fenomenológicamente bem estabelecida. 
No presente capÍtulo apresentaremos como os neutrinos interagem a luz 
do modelo padrão e alguns aspectos de modelos apresentando termos de 
massa para os neutrinos. 
A lagrangeana do modelo padrão é construida de maneira a ser invariante 
sob transformações locais do grupo SU(2)LxU(1)y; desta forma, os termos 
de corrente obtidos são totalmente compatfveis com o que observamos na 
natureza. Os campos descrevendo as componentes LH dos léptons e campos 
de quarks formando dubletos do grupo SU(2)L são 
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WlL = ( ~~ ) ; W2L = ( ~~ ) ; W3L = ( ~ ) 
os campos d', s' e li sendo determinados a partir dos campos de quarks d, s 
e b a partir da relação 
(3.1) 
onde C é a matriz de Kobayashi Maskawa. As componentes RH dos campos 
descrevendo léptons carregados e quarks são singletos com respeito a este 
grupo. A hipercarga fraca dos dubletos de férmions e singletos é escolhida 
de maneira a satisfazer a relação de Gell-Mann Nishijima 
y 
Q=T:' +-2 
onde Q é a carga elétrica (em unidades de carga do próton) e T:' é a terceira 
componente de isospin fraco. Desta forma 
y:lep _ 1 . yquark _ ~ . y:lep _ 2 . y:quark _ 2 L--,L - 3 ,R-->R -eq 
onde eq é a carga do quark. 
A lagrangeana padrão pode ser escrita como 
onde L'H.,F,V correspondem às partes descrevendo os campos escalares, fer-
miônicos e vetoriais respectivamente e L;nt as várias interações possÍveis. 
Preocupando-se apenas com os termos da lagrangeana de interação envol-
vendo os léptons L-(lep) 
L.(lep) =_L {(ii!L, h) ÍÔI-'"fl-' ( ~~ ) + lRiÔ~-<"f"lR- m(hlR + lRlL)} 
l-e,J.',T 
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(3.2) 
onde 9w e g' são as constantes de acoplamento fraco , J~h a corrente quiral 
dada por 
e J~ é a corrente de hipercarga fraca 
J: = 2J;m- J! = L -2ln"f~'ln -ln~'lL- VL"f~'VL. 
l=e,JJ.,T 
Queremos observar que os campos W1,2,3 e B não representam particulas 
fÍsicas, tais sendo descritas por combinações lineares dos mesmos, quais sejam 
A~'= B~'cosOw + WfsenOw 
Zp. = -B~'senOw + Wf cos Ow, 
onde ()w é o ângulo de Weinberg que relaciona as constantes de acoplamento 
fraco e eletromagnético (g.) 
e na expressão (3.2) 
9wSenOw = g' COS Ow = 9e 
JwW~' = J~Wf + J~Wf + J!Wf 
= ~ (J:wt + J~-w~) + J!Wf 
T; são as matrizes de Pauli e 
Explicitando um termo tipico da parte carregada de Lvp(lep) 
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(3.3) 
o qual é o termo responsável pelos seguintes vértices básicos da teoria envol-
vendo léptons e bósons carregados (Fig. {3.1} ). 
----+-
w >------w• I 
Fig.{3.1} 
Podemos ainda escrever a contribuição carregada na forma 
. 9w w+[- >.(1 5)1 . 9w w--z >.(1 5) 
-t ln >. V!'Y - "( - Z ln >. "( - "( Vt 2v2 2v2 
o que define o fator de vértice carregado V-A (vetorial-axial) puro 
. 9w >.(1 5) -z--ry - 'Y . 
2vÍZ 
A contribuição neutra é 
I 
-igwJ!W:f -i~ [senOwJ!B~'] 
ou, em termos dos campos AJL e ZJL 
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de onde, utilizando-se as relações entre as constantes de acoplamento, a con-
tribuição dependente de AI' para alguma famÍlia leptônica resulta 
responsável pelos vértices básicos da figura {3.2} 
Fig.{3.2} 
com o fator de vértice eletromagnético sendo dado por -ige"Y~' . 
Definindo-se 9z = nn ge 9 , C int ( Z Jl) para alguma famÜia de lépton se wcos w 
resulta 
(3.4) 
que gera vértices básicos da figura { 3.3} ,com os fatores de vértice para os 
neutrinos e léptons sendo dados por, 
-i~"Y~'e-l) e -i~"Y~'( -~ + 2sen20.., + t-) respectivamente. 
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---
--z ---z 
Fig.{3.3} 
É comwn apresentar-se os fatores de vértice dos férmions que acoplam-se 
na corrente neutra por 
-i9z "11'( c:;- c)d) 
2 
os valores de Cv e CApara os diversos férmions sendo apresentados na tabela 
2 [17]. 
F c v CA 
V e, Vp., Vr +! +! 2 ~ e- ,J.C,T - _! + 2sen20w 
u,c,t +l- !sen20 ~i ~ ~ w 
-! d,s,b - 0 + ;;sen20w 
Tabela 2 
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No setor de quarks, a mistura ocasionada pela matriz de Kobaiashi Mas-
kawa (eq.3.1) implica na existência de vértices como os da figura {3.4}, 
-~--
w-
Fig.{3.4} 
relacionados a processos como o decaimento do kaon conforme figura {3.5}, 
Fig.{3.5} 
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de forma que, diferentemente do que acontece no setor leptônico, existem 
vértices envolvendo quarks de diferentes famÍlias. Como veremos a seguir, 
modelos com neutrinos massivos podem introduzir na teoria a possibilidade 
da existência de uma matriz de mistura aos moldes da matriz de Kobayashi 
Maskawa para o setor leptônico. Resumindo, a luz do modelo padrão os neu-
trinos interagem fracamente com fatores de vértice V-A puro, tanto no setor 
carregado quanto no setor neutro. Os férmions carregados interagem no setor 
eletrofraco carregado apenas com suas componentes LH e suas componentes 
RH tomando parte somente no setor neutro. 
3.2 Além do modelo padrão. 
Existem modelos alternativos ao modelo padrão, os quais, conseguem dar 
conta das interações dos neutrinos com a matéria sem introduzir complicações 
neste setor, introduzindo porém a possibilidade de conversão entre sabores. 
Destacamos neste sentido, aqueles construidos, (analogamente ao modelo 
padrão), de maneira a procurar ser invariante por transformações do grupo 
SU(2)LxU(1)y. Tais modelos, assim como outros mais sofisticados, implicam 
na possibilidade de introdução de termos de massa para os neutrinos na 
lagrangeana que descreve o setor leptônico por basicamente três caminhos 
alternativos. 
1- Introdução na lagrangeana de um termo de massa do tipo Dirac. (Mak 
et al., (1962) [18]; Elieser e Ross, (1974) [19]; Bilenki e Pontecorvo, (1976) 
[20]; FHtzsch e Minkowski, (1976) [21] ). 
2- Introdução na lagrangeana de um termo de massa do tipo Majorana. 
( Gribov e Pontecorvo, (1969 [22] ). 
3- Introdução na lagrangeana de um termo de massa do tipo Dirac-
Majorana. ( Bilenki e Pontecorvo, (1976) [20]; Barger et al., (1980) [23]; 
Bilenky, Hosek, e Petcok, (1980) [24]; Kobzarev et al., (1980) [25]; Schechter 
e Valle, (1980) [26] ). 
Na presente secção analisaremos as consequências da introdução de tais 
termos, assim como, o comportamento dos mesmos se impomos sobre os 
modelos que os utilizam invariança CP. Queremos salientar que nossa opção 
por discussão sobre os termos de massa e não os modelos que os contém, 
dá-se pelo fato de que são eles os que determinam a forma da equação de 
evolução temporal de um sistema de neutrinos. Uma discussão mais geral 
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sobre modelos alternativos ao padrão pode ser encontrada por exemplo na 
referência [6]. Na referência [27], uma discussão detalhada dos possÍveis 
termos de massa e seus comportamentos sob tranformações CP pode ser 
encontrada. 
3.2.1 O TERMO DE MASSA DE DIRAC. 
Consideremos uma pequena extensão ao modelo padrão, onde além dos cam-
pos já existentes no setor leptônico, 
en; /L R e Tn 
introduzimos os singletos de SU(2) 
de maneira que um termo de massa do tipo 
.CP=- L Vt'nM/?1vtL + h.c. 
l,l1=e,JJ.,T 
possa ser construido.Com o auxilio da matrizes colunas 
tal termo pode ser escrito como 
e é chamado termo de massa de Dirac. 
(3.5) 
(3.6) 
Podemos reduzir o termo de massa de Dirac a forma padrão por diago-
nalização da matriz de massa MD através de uma transformação biunitária 
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onde V e U são matrizes unitárias e m uma matriz com elementos 
Deste modo 
onde 
e 
.CP= -vRVmUtvL + h.c 
= -VR1ffiVL + h.c. 
= -V'mv' 
(3.7) 
v1 , v2 e v3 descrevendo neutrinos com massa mk. Da unitaridade de U tem-se 
que 
3 
VlL = L ulkVkL ; l = e, J.L, T. (3.8) 
k=l 
Se o termo de massa para os neutrinos tem a forma eq.(3.5) os campos 
que descrevem os auto estados de sabor v1L presentes na corrente leptônica 
fraca padrão são combinações lineares das componentes LH de campos que 
descrevem neutrinos com definidas massas. U é a matriz de mistura e evi-
dentemente os neutrinos descritos pelos campos vk são partÍculas de Dirac. 
Invariança sob CP do termo de massa de Dirac. 
Vejamos o que acontece se impomos invariança sob CP ao termo de massa 
de Dirac 
.CP=- L:vaR(x)MabVbL(x) + h.c. (3.9) 
a,b 
onde 
h.c. =- L:vbL(x)MtavaR(x) = -"ihMDtvR. 
a,b 
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Escrevendo J:P em termos dos campos CP tranformados (para maiores de-
talhes ver apêndice A) 
de maneira que 
(vbLf(-x) = i·-/-.,OPLvt(x) 
(vanY( -x) = iv~ (x)Pn -·l·l,O 
Lembrando-nos que, para uma matriz r (4 X 4) genérica e dois spinores 
representando campos fermiônicos 
wrrw' =L: IJ!"r"~IJ!~' 
<>,~ 
=L: w~r"~w" (3.11) 
<>,~ 
= -IJ!'TrTIJ! 
onde o sinal negativo advém da troca na ordenação dos campos fermiônicos, 
podemos escrever 
de maneira que 
CD=- L:VbL(x)MabVan(x) + h.c. (3.12) 
a,b 
ou 
CD= -lh(x)MDTvn(x) + h.c .. 
Se impomos invariança CP 
de maneira que 
Desta forma, se a teoria é invariante sob CP, a matriz de massa é real. Uma 
matriz real pode ser diagonalizada via uma transformação biortogonal 
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Se adicionalmente M for simétrica, 
M=Om0r, 
uma vez que toda matriz real simétrica pode ser diagonalizada via uma trans-
formação ortogonal. 
Em principio, existem fatores de fase associados as transformações CP. 
Se estes são levados em conta, invariança sob CP implica em que a matriz 
de mistura tem a forma 
onde O é uma matriz ortogonal. No apêndice (A) demonstramos que tais 
fatores de fase podem ser desprezados. 
3.2.2 O termo de massa de Majorana. 
Seja a densidade lagrangeana, onde além dos espinores básicos da teoria 
padrão, incluímos os campos conjugados de carga (vzL)c definidos pela relação 
onde C é a matriz de conjugação de carga a qual obedece às relações 
c"'T c-! = -'V • C 1 c= 1- cr = -C 
la 10' ' 
de maneira que um termo de massa do tipo 
(3.13) 
pode ser construído, tal termo é chamado de termo de massa de Majorana. 
Com um pouco de algebra é fácil mostrar que 
(vL)c = -v[C-1 ; (vn)c = -v~c-1 
(vL)c MM VL = (vL)c(MM)T VL 
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o que implica em que 
(MMf=MM 
desta forma, para que um termo de massa de Majorana possa ser construído, 
necessitamos que a matriz de massa seja simétrica.Uma matriz complexa 
simétrica pode ser sempre escrita na forma 
onde m, é a matriz de elementos m;k = mk8iki mk ~ O e utu = UUt = I . 
Substituindo M em (3.13) o termo de massa de Majorana pode ser escrito 
como 
(3.14) 
onde 
nL = utvL; (nL)c = CnLT, 
ou ainda em termos dos campos definidos por X= nL + (nL)c 
1 1 3 
,-M - '"" -'- = --xmx = --L. mkXkXk· 
2 2 k=l 
(3.15) 
Desta forma 
e as componentes LH existentes na corrente eletrofraca padrão são com-
binações lineares de componentes LH de campos de partÍculas com massas 
definidas mk . Os campos descrevendo estas partÍculas são tais que 
de maneira que as partÍculas por eles descritas são partículas de Majorana. 
Invariança sob CP do termo de massa de Majorana. 
Vejamos o que acontece se impomos invariança CP ao termo de massa de 
Majorana com a suposição de que os campos VtL existentes na corrente fraca 
transformem-se sob CP como as componentes LH de campos de Dirac. Es-
crevendo 
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onde 
M 1 T -! M 1_ t-T c = 2VL c M VL- 2VLM VL (3.16) 
em termos dos campos CP transformados 
(3.17) 
de maneira que 
MM= (MM)t. 
Levando-se em conta que M = MT, se a teoria é invariante sob CP, a matriz 
de massa é real. Desta forma, se invariança CP é imposta sobre a densidade 
lagrangeana com termo de massa de Majorana para os neutrinos, a matriz 
de mistura que conecta auto-estados de sabor com auto-estados de massa 
é a principio uma matriz ortogonal O. Queremos salientar que embora O 
diagonalize a matriz de massa simétrica e real M, não podemos garantir 
que os elementos da matriz diagonal são todos não negativos, no entanto, se 
supomos a existência de uma entrada negativa (OMOT);; a matriz U = KO 
onde K é uma matriz diagonal de elementos K;; =i ; Kjj = 1; j =fi é tal 
que U MUT é diagonal com elementos não negativos. 
3.2.3 O termo de massa de Dirac-Majorana. 
No caso de termos de massa de Dirac-Majorana, ( para detalhes ver referência 
[27] ) , pode-se mostrar, que para que tal termo possa ser construído, deve-se 
ter: 
de modo que a matriz de mistura é uma matriz unitária. As partÍculas 
descritas neste caso são partÍculas de Majorana. 
3.2.4 Considerações gerais. 
Para modelos que apresentam termos de massa de Dirac com matriz de massa 
simétrica, de Majorana, ou de Dirac-Majorana , a matriz de mistura é uma 
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matriz unitária U. Uma matriz 3 x 3 unitária U é totalmente determi-
nada pelo conhecimento de quatro parâmetros, três ângulos e uma fase. Nos 
cálculos que efetuaremos nos próximos capÍtulos utilizaremos para U a forma 
(3.18) 
onde A2,5,7 são matrizes de Gell-Mann, 
onde delta é um parâmetro que caracteriza quebra de simétria CP, esta 
parametrização sendo equivalente a outras como a de Maiani [28] ou a parame 
trização canônica [29]. Se a teoria é invariante sob CP envolvendo termos de 
massa de Dirac ou de Majorana, 
é a matriz de mistura, onde fizemos aqui a suposição de que a matriz diagonal 
tem elementos maiores ou iguais a zero. 
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Capítulo4 
Oscilações de neutrinos. 
4.1 Oscilações de neutrinos. 
Existe uma série de trabalhos sobre oscilações de neutrinos no contexto da 
existência de dois sabores, no vácuo, e na matéria, principalmente após a 
derivação por L. Wolfenstein [30], S.P. Mikheyev e A. Yu Smirnov [31] de 
que efeitos de matéria ,(MSW), podem aumentar consideravelmente as pos-
sibilidades de transição entre sabores de neutrinos ou entre neutrinos e an-
tineutrinos. Duas importantes revisões sobre o tema são apresentadas por 
Palash B. Pai [32] e A. Yu. Smirnov [33]. 
Neste capitulo apresentaremos somente alguns resultados que entende-
mos como importantes no que diz respeito a oscilações no contexto da ex-
istência de dois sabores de neutrinos, no vácuo, e na matéria em regime 
adiabático, sem derivar explicitamente estes resultados uma vez que os mes-
mos encontram-se na literatura e podem ser obtidos diretamente do formal-
ismo mais geral (evolução do sistema no contexto da existência de três sabores 
de neutrinos), o qual desenvolveremos explicitamente. 
No que diz respeito a transições em regime não adiabático, a probabili-
dade de transição entre auto estados de energia P( v1 , v2) é tradicionalmente 
calculada na aproximação de Landau-Zener [34], Nas referências[35] e [36] 
uma nova maneira de calcular-se amplitudes de transição em regime não 
adiabático é apresentada por utilização do método dos operadores exponen-
ciais ordenados de Feynman [37] e do método da fase estacionária [38]. Desta 
maneira reproduziremos tais resultados explicitamente, uma vez que boa 
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parte deles serão de utilidade no cálculo mais geral ( oscilações no contexto 
da existência de três sabores de neutrinos ). Na referência [39] S.T. Petcov 
apresenta uma solução analitica para a equação de evolução temporal no 
contexto da existência de dois sabores de neutrinos, sob a influência de uma 
densidade de matéria com variação exponencial. Tais resultados no entanto, 
não apresentam alguma utilidade no que diz respeito à procura de soluções 
envolvendo tres sabores de neutrinos, dada a complexidade apresentada pelas 
expressões para as amplitudes de transição, (expressões em termos de funções 
hipergeométricas confluentes). 
Nos cálculos efetuados neste capÍtulo utilizaremos a matriz de mistura 
unitária U de maneira que estamos com isto abrangendo os casos de matrizes 
de massa simétricas de Dirac e Majorana discutidos no capÍtulo anterior. 
4.2 Oscilações de neutrinos no contexto da 
existência de dois sabores de neutrinos. 
A equação de evolução temporal para um sistema envolvendo dois sabores 
de neutrinos V e e v,.. na presença da matéria [40], tratados como neutrinos de 
Schrõdinger, na aproximação relativistfca 
pode ser escrita como 
onde 
U é a matriz 
~ ) u-1 + Â} v1(t) 
v (t) = ( ve(t) ) 1 v,..(t) 
U- ( cosO 
- -senO 
senO ) 
cosO 
O é o ângulo de mistura tal que 
vt(t) = Uvv(t); v,(t) = L U,;v;; l =e, Jl, 
i=l,2 
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(4.1) 
e 
~ (t) = ( Vt(t) ) 
P v2(t) 
v1 e v2 representando partÍculas de massas definidas m 1,2 . Â é a matriz devida 
a interação com a matéria 
com A= 2..;2GFNeE, obtida por computar-se para Lefet. os diagramas cor-
respondentes aos processos de espalhamento elástico (v1, e) ver apêndice (B). 
G F é a constante de Fermi e N. a densidade de elétrons na matéria. Quere-
mos observar que existe um termo diagonal relativo à corrente neutra a ser 
computado para ambas as componentes de neutrinos igualmente, de maneira 
que pode ser desprezado uma vez que não interfere nas probabilidades de 
transição. 
Com as definições anteriores podemos escrever ( 4.1) como 
(4.2) 
onde 
ÍÍ =_]__{(~+A)+ ( A- Âcos 2(} Âsen2(} ) } (4.3) 4E Âsen20 À cos 2(} - A 
com 
4.2.1 Soluções no vácuo e à densidade de matéria 
constante. 
A solução da equação ( 4.1) no caso da densidade de matéria constante é trivial 
e resulta para as amplitudes de probabilidade de encontrar-se o sistema num 
estado eletrônico ou muônico a partir de um estado inicial eletrônico 
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(t) -i(&tL~)t { ( wt) . (A- À cos 20) wt} Ve = e 4E cos - - t sen-
4E w 4E (4.4) 
( ) . -i(E+A)tÀsen20) wt vp. t = -z e 4E w sen 4E (4.5) 
onde 
w = VÀ2 + A2 - 2AÀcos20. 
Os autovalores para as massas quadráticas efetivas na matéria m~ (auto-
valores da hamiltoniana (4.3)) podem ser obtidos facilmente e resultam 
_ E+A 1 
m 2 = - -v'À2 +A2 - 2AÀcos20 1 4E 4E (4.6) 
-2_E+A ~y'A2 A2-2AA e 
m2- 4E + 4E '-' + ucos2 (4.7) 
assim como a expressão para o ângulo de mistura efetivo na presença da 
matéria 
(4.8) 
ficando evidente na expressão (4.8) que para AR = À cos 20 o ângulo de 
mistura Õ toma o valor ~ o que representa a situação de mistura máxima 
entre as duas componentes de sabor. Tal situação é chamada de ressonante e 
corresponde ao caso em que a diferença entre as massas efetivas quadráticas 
toma o seu menor valor como pode ser observado nas figuras {4.1} e {4.2}. 
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'III •. 
11 •. 
•• 
.ti (4 coa 28 ) 
- A 
Fig.{4.1}: sen2B X A o· 
,_, cos 2 
figura adaptada da referência [32]. 
A/(Acos28) 
-2 A 
Fig.{4.2}: Energia efetiva (E;= mE; +E) x --
0
. 
2 cos2 
figura adaptada da referência [32]. 
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A solução no vácuo pode ser obtida facilmente a partir da solução anterior 
por fazer-se A = O e resulta 
"(") { i),.t . (i),.t)} v.(t) = e-• 4E t cos(
4
E) +zcos20 sen 4E (4.9) 
(4.10) 
as massas quadráticas efetivas e expressões para ângulo de mistura retomando 
seus valores no vácuo. Ressaltamos aqui a diferença entre a frequência an-
gular da amplitude no vácuo 4'7, , com a frequência angular na matéria w 
demonstrando a importância de levar-se em conta o chamado efeito MSW. 
4.2.2 Oscilações em regime adiabático. 
Na matéria o sistema pode evoluir de duas maneiras tratadas de formas dis-
tintas. Em regime adiabático, quando o "potencial" varia lentamente e não 
ocorrem transições entre os auto estados v1 e v2 , e em regime não adiabático 
quando transições entre v1 e v2 podem ocorrer (caso que trataremos na secção 
seguinte). No primeiro caso a solução pode ser tratada por utilização do teo-
rema adiabático [41], o qual determina que a evolução do sistema depende 
essencialmente dos estados inicial e final, de maneira que a amplitude de per-
manência de um sistema criado como neutrino eletrônico no mesmo estado é 
dada por 
A( v., v.) =< v.(x') I v.(x) > 
2 
=L< v.(x') I v;(x') >< v;(x') I v;(x) >< v;(x) I v.(x) > (4.11) 
i=l 
de maneira que a probabilidade de permanência PcuJ(v., v.) resulta em 
pad(v., v.) = I e; f dx' ii;,(x') cos iJ cosO + e; f dx'E2 (x') senÕsen012 
a qual, desprezando-se termos oscilantes [42], resulta em 
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(4.12) 
(4.13) 
Queremos ressaltar que Petcov na referência [42], faz uma análise detalhada 
dos termos oscilantes envolvidos nas probabilidades de troca ou permanência 
entre sabores, concluindo que tais termos podem ser desprezados em todas 
as situações práticas. 
A questão da adiabaticidade ou não do regime de evolução do sistema é 
determinada pelo parâmetro de adiabaticidade 'Y, ver por exemplo referências 
[32] e [43] 
( ) (b../ E)2 sen2(} 1 
'Y x = 2vÍ2G F sen3Õ I d:X·I (4.14) 
e é definido impondo-se que o ângulo de mistura na matéria não varie muito 
fortemente 
Quando 'Y for muito maior que um o sistema evolui em regime adiabático, em 
caso contrário, transições entre auto estados VI e v2 passam a ser importantes. 
4.2.3 Oscilações em regime não adiabático. 
Em regime de ressonância, situações não adiabáticas, ('Y pequeno), podem 
ocorrer. Neste caso, transições entre auto estados VI e v2 modificam a proba-
bilidade de permanência de um neutrino criado como eletrônico atravessando 
uma região adiabática e uma região não adiabática, a qual é dada por [32] 
(4.15) 
onde x é a probabilidade de transição entre auto estados VI e v2 . A proba-
bilidade de transição entre auto estados VI e v2 , (ver por exemplo referências 
[32] e [43]), pode ser calculada pelo método de Landau Zener [34] e resulta 
(4.16) 
onde 
E _ ntlsen22(} L . 
NA- 4cos2(} 0 ' 
1 
-Lo 
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E é a energia do neutrino e p a densidade de matéria. 
Na referência [36] uma nova maneira de calcular a probabilidade x é 
introduzida, a qual passamos a apresentar. 
Seja a equação de evolução (4.1) escrita com o auxilio das matrizes de 
Pauli u 1,2,3 
(4.17) 
com 
e 
!::.s2B A - !::.c2B ~ + A 
a1 = 4E; a3 = 4E ; ao = 4E . 
Definindo um novo spinor 
v~(t) = ei j~(ao1 + aaua)dt, VJ(t) 
podemos escrever ( 4.17) como 
i ~vj.(t) = eif'{a. 1 + aaua)dt, a1(u+ + u_) e-ij'(ao 1 + aaua)dt. v{(t). (4.18) 
Calculando-se as quantidades 
utilizando-se a relação de Backer-Haussdorf e as relações de comutação entre 
as matrizes sigma (vide apêndice A) 
eift aauadt1 a_ e-ift aauadtt = e-ift2aadtta_ = cp*a_ 
( 4.18) pode ser escrita como 
(4.19) 
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ou em termos de suas componentes 
(4.20) 
(4.21) 
A equação (4.19) tem como solução 
v(t) = G(t, t0)v(t0 ) 
onde 
G(t, to) = Exp[-i/ A(t1)dti) (4.22) 
e o simbolo Exp significa um expansional definido como a soma de integrais 
múltiplas ordenadas temporalmente [37) e [44) 
(4.23) 
com 
(4.24) 
Substituindo-se (4.23) e:in (4.22) e utilizando-se as regras de produto entre 
matrizes sigma 
. (4.25) 
onde 
(4.26) 
(4.27) 
L;-+ =- ft~ a1'Pidt! Jf,; a!'P1dt2+ 
Jf. a1'Pidh Jf; a1'P!dt2 Jf; ai'f'idta ft~ a!'P1dt4- ... (4.28) 
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~+- = 1-ft~ a1rp1dt1 ftt; a1rpidt2+ 
ft~ a1 'P1dt1 ft~ a1 rpidt2 ft~' a1 rp1dta ft~' a1 rpidt4- ... (4.29) 
Seja agora o caso em que A = 2v'2G FN.0E onde a densidade eletrônica 
corresponde à densidade eletrônica solar, a qual assumimos seja uma dis-
tribuição decrescendo exponencialmente ao longo da trajetória do neutrino 
[8],(45] 
(4.30) 
onde 
a= 1.25 X 10-11eV; (3 = 3.13 X 10-15eV 
e t = O correspondendo a um ponto no centro do Sol. Em regime de res-
sonância, quando A = Ll cos 20, o expansional G(t, t0 ) envolve integrais do 
tipo 
com () Jt(flcos20-A)d p t = 2E t1 
as quais, dada a distribuição de matéria ( 4.30) são tais que o integrando oscila 
muito rapidamente, a maior contribuição para o valor da integral ficando por 
conta dos pontos em torno de uma fase estacionária [38], determinada pela 
condição 
(dp) -o dt t=tn -
o que nos leva a que nossa fase estacionária corresponde à condição resso-
nante. O cálculo das séries existentes em G(t, t0 ) pode então ser efetuado 
pelo método da fase estacionária, (vide apêndice B), e resulta 
~+ = -i 2~ e-i[p(ta)+il = AR(v v ) 1+Ç2 I'• e ( 4.31) 
(4.32) 
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1-e 1 +E-+ = 1 + Ç2 = An(v., v.) 
onde 
7r d2pll ll. 
2 dt2 t=tR 4E sen2(} 
restritas à condição e < L Queremos observar que 
2 7r ~ = -'Y 16 
(4.33) 
(4.34) 
(4.35) 
(4.36) 
de maneira que situações em que e > 1 correspondem a 'Y muito maior do 
que 1, caso em que a aproximação adiabática pode ser utilizada. 
Definindo os instantes t+ e t_ como os intantes imediatamente posterior 
e imediatamente anterior a ressonância, a amplitude de probabilidade de 
transição entre auto estados de matéria pode ser calculada 
< v2(t+) I v1(L) >= An(v., v.)sÕ(t+)cÕ(t_)- An(v,., v.)sÕ(t+)sÕ(t_) 
+An(v., v,.)cÕ(t+)cÕ(t_)- An(v,., v,.)cÕ(t+)sÕ(t_) 
(4.37) 
de maneira que a probabilidade de transição entre auto estados de matéria 
resulta 
(4.38) 
onde os termos oscilantes foram desprezados. 
Considerando Õ(t+) =O; Õ(t_) =~na figura{4.3} uma comparação entre 
os resultados obtidos para x via uma extensão da aproximação de Landau 
Zener [51] e pelo método da fase estacionária é efetuada. 
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Desta forma, no contexto da existência de dois sabores de neutrinos, 
a expressão para x (4.38) juntamente com a expressão para o ângulo de 
mistura na matéria (4.8) nos fornecem a probabilidade de sobrevivência para 
um neutrino criado como eletrônico (4.15). Parte destes resultados serão 
utilizados no caso mais geral (existência de três sabores de neutrino). 
1 
0.5 
o 
1 
0.5 
o 
1 
~ 0.5 
I ~ 
·r 0.6 
o o 
] 1 
0.5 
o 
1 
0.5 
o 
10 ·I 
6-0.01 ~ 
6-0.03 ~ 
e-o.oa ~ 
11-0.2 ~ 
8·0.5 ~ 
' 
8-n/4 
·• 10 10° 101 10 1 
Adlabatlclty parameter 1 
1 18 
ii 
Fig.{4.3} 
38 
Fig.{ 4.3}: Comparação de nossa expressão para a probabilidade de transi 
ção entre auto estados de energia (x) eq.{4.38} (linha sólida), com a usual-
mente aceita expressão para a mesma quantidade, (extensão baseada na 
eq.(4.16) [51]), (linha pontilhada), em função do parâmetro de adiabaticidade 
"(, para vários valores do ângulo de mistura no vácuo(} e parae = ;61 < 1. 
Nós assumimos variação exponencial para a densidade de matéria eq.(4.30) 
e tomamos Õ(t+) =(}e Õ(L) = ~· 
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Capítulo 5 
Oscilações entre três sabores de 
neutrinos à densidade de 
matéria constante. 
A equação de evolução para um sistema neutrínico no contexto da existência 
de três sabores tem sido analisada por alguns autores. Barger et a!., na re-
ferência [46], apresentam uma solução aproximada para o sistema evoluindo 
a densidade de matéria constante. T.K. Kuo e James Pantaleone, na re-
ferência [43], apresentam solução para a equação diferencial com densidade 
de matéria variável em torno de regiões ressonantes por utilização do método 
de Landau- Zener, nesta referência, expressões aproximadas para os ângulos 
de mistura são obtidas. 
No presente capítulo, apresentamos a solução para a equação de evolução 
temporal no contexto da existência de três sabores de neutrinos no vácuo (a 
solução é trivial neste caso), uma solução analítica exata para a equação de 
evolução sob a influência da matéria à densidade constante é também apre-
sentada. As expressões corretas para os ângulos de mistura na presença da 
matéria são obtidas e o caso da evolução no contexto da existência de dois sa-
bores é derivado como caso particular do formalismo mais geral, ( existência 
de três sabores de neutrinos ) . Finalmente, uma análise dos resultados obti-
dos no capítulo é apresentada. 
Queremos observar que no presente capítulo estaremos assumindo a nota 
çao: 
Cc/J = cos c/J; Sc/J = senc/J 
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com expressões equivalentes para os ângulos de mistura w e '1/J. Definimos 
as quantidades· L). - m 2 - m 2· ~ - m 2 + m 2· A - m 2 + m 2 - 2m2· e 
. - 2 ll - 2 }l '-lt - 2 1 3l 
A = ~- b.C2w, como forma de simplificar as expressões envolvidas nos 
cálculos. Adicionalmente, estaremos trabalhando com a suposição de que 
2 2 2 
m3 > m2 >mi. 
5.1 A equação de evolução temporal. 
A equação de evolução para um sistema neutrínico na aproximação rela-
tivística (eq. 4.1) pode ser generalizada para o caso da existência de três 
sabores [40] e resulta em 
onde U é a matriz de mistura 
ou, de forma mais explicita 
( 
C<jJCw 
U = -C'Ij;Sw - S'ljJS<jJCw 
S'ljJSw - C'ljJS<jJCw 
C<jJSw 
C'lj;Cw- S<jJS'Ij;Sw 
-S'Ij;Cw - C'ljJS<jJSw 
(5.1) 
S<jl ) S'lj;C</1 
C'lj;C</1 
(5.2) 
onde, a partir de (3.18) assumimos invariança sob tranformações CP; E é a 
energia do sistema; A é a matriz (3 x 3) de interação com a matéria cujos 
elementos são: Au = 2.,fiGFNeE e todos os outros elementos iguais· a zero; 
M 2 é a matriz 
M2 = ( ~~ o (5.3) 
e a quantidade v1(t) é dada por 
(5.4) 
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de maneira que v1(t) - Uvp(t) onde vp(t) representa os auto estados de 
energia do sistema 
(5.5) 
5.2 Soluções da equação de evolução tempo-
ral. 
5.2.1 O caso do vácuo. 
A equação de evolução temporal para o sistema no vácuo ( A= O ), escrita 
como 
(5.6) 
tem como solução 
(5.7) 
onde G(t, to) é dado por 
G(t,to) = Uel-,l,M'(t-toJJu-1. (5.8) 
Expandindo M 2 em termos das matrizes de Gell-Mann T;,(vide apêndice B), 
G(t, t0 ) resulta 
G(t, to) = U e-,1, [Ao(O) l+Aa(O)Ta+As(O)Ts)(t-to)u-1. (5.9) 
Utilizando-se o fato de que [T3,T8] =O , e considerando-se os resultados das 
aplicações das exponenciais eiAa,s(O)(t-to)Ta,s sobre os spinores bases 
(5.10) 
a solução (5.7) para a equação diferencial, sujeita à condição 
(5.11) 
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que define um estado inicial eletrônico resulta em 
(5.12) 
(5.13) 
(5.14) 
5.2.2 O caso da densidade de matéria constante. 
Seja a equação de evolução temporal (5.1) com A =constante, escrita como 
(5.15) 
onde H 0 é dado por 
Note-se que a matriz A é invariante por uma rotação e-i.PA7 • Pode-se 
assim definir um novo spinor <.1>( t) por 
'l>(t) = e-i.PA1 v 1(t) 
a equação (5.15) em termos do spinor <.l>(t) torna-se 
:t il>(t) = -iH il>(t) (5.16) 
onde H é dado por 
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Observe-se que a hamiltoniana H admite os mesmos auto valores que a harnil-
toniana H0 • 
A equação (5.16) no caso em que H é independente de t pode ser resolvida 
efetuando-se uma transformação de Laplace [52]. Seja f(p) = L[<I>(t)] então 
pf(p)- <I>(to) = -iH f(p) (5.17) 
e 
<I>(t) = L-1[(pl + iH)-1]<I>(t0 ). 
A solução <I>(t) pode ser expressa em função dos elementos da matriz H 
e das raízes À; (i= 1, 2, 3) de seu polinômio característico [47] 
det[pl + iH] = O, 
as quais são dadas por 
, _ m~ + m~ + m~ +A _ __!__ ~ a 
"I- 6E EV3cos 3 
, m~+m~+m~+A 1 fl-Q a 1 FQ a 
"3 = + - - cos- +- - sen-6E 2E 3 3 2E 3' 
onde 
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(5.18) 
(5.19) 
(5.20) 
(5.21) 
e 
-R 
cosa= r=;;· 2 ~ 
27 
No caso do vácuo, o polinômio característico do sistema pode ser fatorado, 
as raízes .\ neste caso resultam em 
2 2 2 
>." ma >." mi v m2 
1 = 2é 2 = 2é e ).3 = 2E. (5.22) 
Dada a arbitrariedade na escolha das raízes, ( auto valores das massas 
quadráticas efetivas na matéria ) , utilizamo-nos dos limites no vácuo para 
ordená-las. Assim 
Finalmente, a solução da equação (5.15) em termos de uma matriz de 
transição T é dada por 
(5.23) 
onde os elementos da matriz T , dados em termos das raízes >.i e dos elementos 
de H são os seguintes: 
i)elementos diagonais 
3 
T;i = L Cn[(>.n- Hjj)(Àn- Hkk)- HJk]e-iÀnt 
n=l 
ii)elementos não diagonais (T;J=Tii) 
3 
Tij= L Cn[Hij(Àn- Hkk)- HikHjk]e-iÀnt 
n=l 
onde 
Cn = [(>.n- Àt)(Àn- Àm}t1 
com n i' mi' l e n,m,l = (1,2,3). 
(5.24) 
(5.25) 
Note-se que, se as raízes (5.22) são introduzidas em (5.24) e(5.25), (o caso 
do vácuo), a expressão (5.23) fornece os resultados (5.12),(5.13) e(5.14) para 
um estado inicial tomado como eletrônico. 
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Note-se ainda que se cp = 1/J = O , (caso em que o polinómio pode ser 
fatorado ) ,as ráizes À; são 
À = m~ + m~ +A -_!_V l::i.2 A2- 2AI::i.C2w 2 4E 4E + 
À = m~ + m~ +A _l_V 1::;,2 A2 - 2AI::i.C2w 3 4E + 4E + 
m2 
Àl=-3 
2E 
de maneira que, a partir de um estado inicial eletrônico 
os conhecidos resultados no contexto da existência de dois sabores de neutri-
nos são recuperados. 
De uma maneira geral, a partir de um estado inicial eletrônico, podemos 
escrever v1(t) como: 
( 
Tu ) 
v1(t) = C1f;T21 + S1f;T31 , 
-S1/JT21 + C1jJT31 
(5.26) 
note-se que os elementos desse spinor definem as amplitudes de tqmsição 
de um estado inicial eletrônico para estados finais eletrônicos, muônicos e 
tauônicos, respectivamente, tanto para transições no vácuo, como na matéria. 
Na seção 3 apresentaremos alguns resultados obtidos para as probabi 
!idades de transição P(v., v.), P(v., vi') e P(v., Vr) obtidos a partir desta 
expressao. 
5.3 Os ângulos de mistura na matéria. 
As soluções da equação (5.15) na matéria constante podem ser escritas em 
termos de três ângulos de mistura em analogia com as soluções no vácuo, 
uma vez que a matriz de transição na equação (5.23) é simétrica. 
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Assim 
.... .Af2 t- 1 IIJ(t) = ue-' 2E u- IIJ(to) 
onde U é a matriz de mistura na matéria, generalização de .(5.2), substituindo-
se os ângulos de mistura no vácuo por seus valores correspondentes na matéria. 
A solução para a equação de evolução temporal à densidade de matéria con-
stante pode ser escrita, a menos de um fator de fase que depende da energia 
do neutrino como: 
(5.27) 
(5.28) 
(5.29) 
Para obtermos as expressões para os ângulos de mistura na matéria basta 
agora comparar tais expressões com a solução obtida anteriormente (5.26), 
de maneira que, após alguma algebra obtemos: 
82~ = >.r - (H22 + H33)>.1 + H22Haa - Hi3 (>.1->.2)(>.1- >.a) . (5.30) 
(5.31) 
tais expressões repreoduzem os valores corretos nos limites do vácuo (A= O) 
e no contexto da existência de sómente dois sabores de neutrinos ( cp = 1/J = O). 
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Na figura {5.1} _o comportamento das massas quadráticas efetivas e dos 
ângulos de mistura <P e w na matéria são apresentados em função do parâmetro 
A. Os parâmetros físicos do sistema no vácuo neste caso são [43]: 
m~ = 5m~ = 25m~ 
S 2<P = 5 x w-4 
S 2wC2<P = 5 x 10-2 , 
fixados para mostrar o comportamento destas quantidades com a variação 
do parâmetro A. As massas quadráticas efetivas e a quantidade A são apre-
sentadas em unidades de m~ . 
Na figura {5.2}, o comportamento dos ângulos de mistura J e w na 
matéria são apresentados em função do parâmetro A num intervalo maior 
de variação deste parâmetro, de maneira a melhor explicitarmos o compor-
tamento destes ângulos para grandes valores de A. 
Para os parâmetros físicos no vácuo analisados por Barger et al. [46] 
8 2</J = .3832 
S 2wC2<jJ = .6633562 
llm~1 = .9eV2 , 
onde Llm~1 é escolhido por indicações de reatores [47],[48], 8 2</J e S 2wC2<jJ 
são escolhidos a partir de considerações sobre dados de reatores e possíveis 
soluções ao problema do neutrino solar [49], apresentamos as probabilidades 
de sobrevivência P(v., v.) em função da energia no vácuo figura {5.3}, e as 
probabilidades de troca e sobrevivência P(v., vi') , P(v., Vr) e P(v., v.) para 
uma densidade eletrônica constante N. = 2::,;3 (NA= 6 x 1023 ), figuras {5.4} 
e {5.5}. Nestes diagramas consideramos o neutrino criado como eletrônico em 
t0 e as probabilidades são calculadas após o neutrino percorrer a distância de 
5 x 106m . Dois valores da diferença de massa quadrática Llm~1 são assumidos 
(.05eV2 e 10-4eV2). 
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5.4 Análise dos resultados 
Na figura {5.1} observamos claramente que as situações ressonantes 1 e 2 
determinadas pelos valores mínimos das diferenças de massa quadrática efe-
tivas m.~ - m~ e m~ - m~ ocorrem para os valores máximos das quantidades 
S2W e S2~ respectivamente, e o ~guio de mistura efetivo w é tal que S2w 
apresenta um mínimo quando S2</> é máximo. 
As condições ressonantes aqui apreser:tadas como sendo determinadas 
pelos valores máximos das quantidades S2</> e S2w , podem alternativamente 
ser obtidas observando-se que a componente eletrônica na matéria escrita em 
termos dos auto estados de energia é dada por 
Na ressonância 1 a componente eletrônica apresenta uma mistura máxima 
dos auto estados v1 e v2 , os coeficientes associados a estes auto estados devem 
ser iguais nesta situação, desta forma 
C~Cw= C~Sw 
o que reflete o resultado S2W = 1 na situação ressonante 1. 
Na ressonância 2, a mistura máxima entre auto estados v2 e v3 nos leva 
a que: 
- -C<f>Sw = S</>, 
o que, diferentemente do que se pode obter via cálculos aproximados [43] 
(nesta referência (tg~) = 1) determina o valor para tg~ = Sw neste ponto. 
Na figura {5.2} podemos observar que S2~ assume um valor um pouco 
abaixo de 1 no ponto de ressonância 2, diferentemente do que acontece com 
o S2w na ressonância 1. 
Observe-se ainda o comportamento diferenciado de S2W na matéria, fig 
{ 5. 2} quando comparado ao comportamento de S2Õ fig. { 4.1}, a existência 
de um mínimo para S2w no ponto de ressonância 2 apresentando-se como 
um resultado novo e não esperado. 
As figuras {5.3},{5.4}e {5.5} apresentam as probabilidades de permanên-
cia e troca entre sabores a partir de um estado inicial eletrônico, para os 
parâmetros do sistema analisados por Barger et al., no vácuo, fig.{5.3} e 
na matéria, figuras {5.4}e {5.5}. Diferentemente dos resultados obtidos por 
eles na matéria, nossos resultados podem ser obtidos quaisquer que sejam os 
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parâmetros físicos do sistema no vácuo. Uma análise mais clara de possíveis 
diferenças entre os dois resultados não pode ser efetuada devido à inexistência 
naquela referência dos limites de validade associados às soluções por eles 
obtidas. 
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Capítulo 6 
Evolução temporal à densidade 
variável. 
Diferentemente do que acontece no contexto da existência de dois sabores 
de neutrinos, a evolução do sistema sob ação de uma densidade de matéria 
variável não pode ser resolvida pura e simplesmente por algum método apro-
ximativo, como o método de Landau-Zener ou o método da fase estacionária. 
O que acontece no contexto da existência de três sabores de neutrinos é que 
a possibilidade de existência ,"a principio" ,de duas condições propícias para 
ressonância, pode, dependendo dos parâmetros físicos do sistema no vácuo, 
sobrepor as regiões de ressonância. Neste caso, nem uma condição clara de 
ressonância nem de fase estacionária podem ser bem definidas. 
Nos casos em que as regiões de ressonância apresentam-se bem separadas, 
no que diz respeito a energia do neutrino, análises através de um ou outro 
método podem ser realizadas. Acreditamos que pelo menos no que diz re-
speito a estes dois métodos tais situações devem ser analisadas caso a caso. 
No presente capítulo analisaremos a evolução do sistema cujos parâmetros 
físicos são aqueles analisados por Kuo e Pantaleone [43], evoluindo a densi-
dade de matéria por nós assumida para o Sol (eq. 4.30), com estes dados, 
como veremos a seguir, as regiões ressonantes aparecem bem separadas. 
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6.1 Oscilações entre três sabores de neutri-
nos à densidade de matéria variável. 
Seja um sistema de neutrinos cujo valores dos parâmetros físicos no vácuo 
são aqueles analisados por Kuo e Pantaleone [43]: 
S2c/J = 5 x w-4 
S 2w = .050025 
m~ =0 
m~ = w-8eV2 
m~ = 1.44 X 10-4eV2. 
Vamos analisar a questão da evolução temporal para tal sistema no que 
diz respeito a condições ressonantes supondo o centro do Sol como ponto 
de criação de neutrinos com energia variando entre w-s Me V e 105 M e V. 
Tomando como base estes parâmetros e a densidade de matéria por nós 
assumida para o Sol (eq. 4.30), podemos fazer uma análise do comportamento 
das massas quadráticas efetivas em função da energia no intervalo de variação 
de interesse. Na figura {6.1} apresentamos o comportamento de m~ X E. Na 
figura {6.2} a diferença entre as massas quadráticas ~m~1 e as quantidades CJCw e cJsw em função de E são apresentadas. Note-se que o ponto de 
intersecção das curvas cJcw e cJsw coincide com o ponto em quem~ -m~ 
é mínima, nesse ponto ocorre a máxima mistura entre os estados v1 e v2 
, determinando-se assim o primeiro ponto de ressonância. Na figura {6.3} 
apresentamos a diferença entre as massas quadráticas ~m~2 e as quantidades 
cJsw e SJ em função de E. Note-se que o ponto de intersecção das curvas 
cJsw e sJ coincide com o ponto em quem~- m~ é mínima, nesse ponto 
ocorre a máxima mistura entre os estados v2 e v3 ,determinando-se assim o 
segundo ponto de ressonância. Os valores das massas quadráticas e diferenças 
entre massas quadráticas efetivas são dados em unidades de m~. 
Como podemos observar nestes diagramas, as duas possibilidades de res-
sonância apresentam-se bem separadas no que diz respeito a energia dos 
neutrinos, o que nos possibilita ,a principio, resolver a equação de evolução 
pelo método da fase estacionária. Adicionalmente, para neutrinos criados 
no centro do Sol com energia entre 10-5 Me V e 105 Me V ,três possibilidades 
para a evolução dos neutrinos se apresentam: 
1. Neutrinos com energia E< l77eV, os quais evoluem no Sol sem atra-
vessar nenhuma região ressonante (evolução em regime adiabático ). 
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2. Neutrinos com energia 177eV ~E~ 3.16 x 106eV, os quais evoluem 
no Sol atravessando a primeira região ressonante. 
3. Neutrinos com energia E > 3.16 X 106eV, os quais evoluem no Sol 
atravessando duas regiões ressonantes. 
Desta forma, nas seções posteriores apresentaremos as soluções para a 
equação de evolução temporal para neutrinos pertencentes as três classes 
descritas anteriormente, a questão da adiabaticidade ou não do regime nos 
casos 2 e 3 será analisada posteriormente. 
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Antes de apresentarmos soluções à equação de evolução em regime de 
ressonância queremos observar que no cálculo de P(v., v.) para um neu-
trino atravessando regiões cujo regime de evolução é ora adiabático ora não 
adiabático,( quantidade de interesse na procura de solução ao problema do 
neutrino solar ), as probabilidades x1 = P(vr, v2) e x2 = P(v2, va) são as 
quantidades essenciais para o cálculo de P(ve, v e) fazendo parte de uma ex-
pressão análoga à (eq.4.15), extensão da mesma para o contexto da existência 
de três sabores de neutrinos. 
Adicionalmente, queremos observar que o espinor <I>(t), definido pela rela-
ção 
v1(t) = ei1/JA7 <I>(t) 
possui sua primeira componente igual a v.( t), de maneira que a probabili-
dade de sobrevivência da componente eletrônica é igual a probabilidade de 
sobrevivência da componente <1> 1• Desta forma, a solução para a equação 
de evolução do espinor <I>(t) é suficiente para a determinação de P(v., v.) , 
desde que não estejamos interessados nas probabilidades de troca entre sa-
bores. Tais fatos nos levam a uma simplificação nos cálculos, uma vez que 
a equação de evolução para o espinor <I>(t) não envolve o ângulo de mistura 
'lj;. Queremos ainda salientar que, caso as probabilidades de troca sejam de 
interesse, a solução para o espinor v1(t) pode ser obtida de forma análoga a 
que apresentaremos para <I>(t). 
6.2 Solução da equação de evolução 
em regime adiabático. 
Seja inicialmente a equação de evolução temporal para neutrinos com e-
nergia até 177eV. A probabilidade de sobrevivência em regime adiabático 
pad(v., v.) é 
a qual podemos escrever na forma 
3 
Pad(v., v.) =L I< v.(x) I v;(x) >< v;(x) I v;(xo) >< v;(xo) I v.(xo) >1 2 . 
i=l 
Tomando v.(x0 ) como 
v.(xo) = C~Cwv1 (xo) + C~Swv2(xo) + S~va(xo) 
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e v.(x) como a expressão equivalente para o vácuo, podemos escrever 
pad(v., v.) na forma 
Pad(v., v.)= (6.1) 
I CrjJCwCJCwei I:. É,(x!)dx, +CrfJSwCJSwei I:. É,(x,)dx, +SrfJSJei I:. Éa(x!)dx, 12 
onde, conforme o teorema adiabático [41], assumimos: 
Desprezando-se termos oscilantes Pad(v., v.) resulta em 
6.3 Neutrinos em evolução em torno 
da ressonância 1. 
Seja a equação de evolução temporal para neutrinos com energia no intervalo 
177eV ~ E ~ 3.16 X 106 eV. Como vimos anteriormente, interessa-nos a 
solução da equação de evolução para o espinor <I>(t) 
onde H é dado por 
i :t <I>(t) = H<I>(t), 
b.S2wCrjJ 
~+b.C2w 
-b.S2wSrjJ 
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(6.3) 
Similarmente ao que ocorre no caso de dois sabores de neutrinos espe-
ramos a existência de duas fases estacionárias determinadas pelas condições 
Hu - H22 = O; e H11 - H33 = O. 
Como veremos posteriormente, a condição H 11 - H33 = O está relacionada 
com a segunda ressonância. A condição Hn - H22 = O, no entanto, não esta 
relacionada à nenhuma condição de ressonância. 
Definindo um novo espinor 4>' ( t) pela relação 
a equação de evolução em termos deste novo espinor torna-se 
i :t il>'(t) = H'(t)il>'(t) (6.5) 
onde 
.6.S2w 1 ( ~ - .6.C2w + 2AC2 <f> 
H'(t) = 4E .6.S2w ~ + .6.C2w o 
AS24> ) 
o . (6.6) 
AS24> 2(m~ + AS24> 
Essa nova matriz, em princípio, pode definir duas condições de ressonância: 
H' H' - O· H' H' - O 11- 22- • e 11- 33- · 
A condição Hj1 - Hb = O , no entanto, não tem zeros compatíveis com 
nenhuma das condições de ressonância impostas por mistura máxima de auto 
estados de energia. A condição Hj1 - H~2 =O porém, tem um zero no ponto 
de máxima mistura v1 e v2 , coincidindo com a condição para a primeira 
ressonância. 
Com o auxilio das matrizes de Gell-Mann definidas no apêndice B, pode-
mos escrever (6.5) como 
onde 
A _ m~+m~+m~+A. 
o- 6E ' 
A _ .6.S2w. 
I- 2E ' (6.8) 
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A _ AC2 r/J - t:.C'2J.v. A _ E + AC2 4> - 2( m~ + AS24>) (6.9) 3
- 2E ' 8 - 2E.J3 
Definindo ainda um novo espinor \II(t) pela relação 
q,' (t) = e-i J'<Aol+AaTa+AsTs)d-'\ll(t) 
a equação de evolução em termos de \II(t) torna-se 
(6.10) 
i :t \ll(t) = eif'(Aa73+AsTS)d.\[AtTl + A4T4]e-if\AaTa+AsTs)d-'\ll(t). (6.11) 
Introduzindo as matrizes T± = T1 ± iT2 e V± = T4 ± iT5 e por utilização 
da relação de Backer-Hausdorfi ,(vide apêndice),a equação (6.11) pode ser 
escrita como 
(6.12) 
ou, em termos das componentes de \II(t), 
(6.13) 
(6.14) 
(6.15) 
onde 
·j'(A (.\))d.\ ·j'(AeVa+Aa)d.\ 
rp1 = e' 3 ; rp = e' ' . 
Podemos escrever (6.12) como 
:t \ll(t) = 3(t)\II(t) (6.16) 
onde 
~(t) [ .At T .At *T .A4 tr .A4 •tr] 
.::. = -Z-<pt +- z-rp1 _- z-rpv+- z-rp v. 2 2 2 2 -· (6.17) 
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a qual tem como solução 
~(t) == Ci(t,to)~(to), 
onde Ci(t, t0 ) é o expansional dado por 
(6.18) 
Explicitando-se o expansional e utilizando-se as regras de multiplicação das 
matrizes T± e V± (vide apêndice B) podemos escrever Ci(t, t0 ) como 
onde U± == T6 ± iT7 e Ek são certas séries das quais explicitaremos a seguir 
aquelas de interesse. 
Escrevendo ~(to) como 
definindo os espinores ~; como 
e observando-se que 
T+~1 == T+~3 == O;T+~2 == ~1 T_T+~2 == ~2 T-~2 == T-~3 == O;T-~1 == ~2 ~ T+T-~1 == ~1 
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(6.20) 
v+ 11'1 =v+ 11'2 =o; v+ II' a= 11'1 v+ v_w1 = 11'1 
V_w2 = V-Il' a = O; V-11'1 = II' a =* V_ V+ II' a = II' a 
II' ( t) para um instante qualquer resulta em 
(6.22) 
A solução para ll'(t) é obtida com o conhecimento das quantidades L:1,L:3 e 
L:6 , visto que ll'2(t) e 11'3(t) podem ser obtidas via integração de ll'1(t) (vide 
equações (6.14 e 6.15)). 
Explicitando se as séries integrais de interesse, tem-se 
(6.23) 
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(6.24) 
(6.25) 
As séries I:i existentes em G(t, t0 ) envolvem integrais do seguinte tipo 
ou mais geralmente, 
I = {t e'f(À)g(>.)d>.. lto 
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Dada a distribuição de matéria por nós assumida para o Sol, tais inte-
grais possuem integrandos que oscilam muito rapidamente, a menos em tomo 
daqueles pontos onde existam fases estacionárias determinadas por 
d~~) =o. (6.26) 
À=ÀR 
Da expressão para Aa(À) (eq. 6.9) observamos que a integral h apresenta 
uma fase estacionária em ÀRI determinada por 
LlC2w 
A(>.RI) = C2</J (6.27) 
a qual coincide com a condição ressonante 1 por nós analisada no capítulo 
anterior. 
Em tomo da fase estacionária determinada por (6.27), os termos envol-
vendo integrais / 2 não apresentam contribuição relevante para o expansional 
G(t, t0 ) , os termos envolvendo somente / 1 podendo ser calculados resolvendo-
se a integral / 1 pelo método da fase estacionária (vide apêndice B). Desta 
forma, computando-se somente as contribuições mais importantes em tomo 
da ressonância 1 
(6.28) 
(6.29) 
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o que torna o problema equivalente a solução de um sistema de dois sabores de 
neutrinos, como pode ser visto eliminando-se as contribuições ~ dependentes 
nas equações (6.13, 6.14 e 6.15) 
· .A1 IJ!1(t) = -z2rp11J!2(t) (6.30) 
(6.31) 
1Ít3(t) =o (6.32) 
a solução sendo similar àquela obtida para o caso de dois sabores. Calculando-
se as séries pelo método da fase estacionária obtemos as soluções para o 
espinor IJ! ( t) 
(6.33) 
(6.34) 
(6.35) 
onde definimos: 
2 nt::..S22w 
171 
= 16{3EC2w (6.36) 
( ) = [>. (t::..CZw- AC
2 r/>) d>. 
êj À lto ZE I (6.37) 
e tal solução é restrita à condição 1)~ < 1 , situação em que as séries L:6 e L:1 
convergem. 
Efetuando-se as anti-transformações sobre IJ!(t) , <!>(t) é dado por 
(6.38) 
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Observemos que a primeira exponencial atuando sobre o espinor \li(t) resulta 
(6.39) 
onde 
(6.40) 
(6.41) 
Jt A8 K3 = ,j3d>.. (6.42) 
Finalmente, efetuando-se a anti-transformação em </J, obtemos 
<P(t) = G(t, to)<P(to), 
onde 
(6.43) 
com 
1. A(<P1, <PJ)= C2<P g1e-iK, + S2</J eiK3 
2. A(<P2, <P1) = -i/1C</J e-i(F,+KI) 
3. A( <PJ, <PI)= A( <PI, <P3) = C<jJS</J[eiKa- gle-iK'] 
4. A(<P1,<P2) = -i/JC<P ei(F,-K,) 
5. A( <P2, <P2) = 91 e-iK, 
6. A( <P3, <P2) = i/JS<P ei(F,-K,) 
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7. A( <I>2, <I>3) = íf1Scfo e-i(F, +K,) 
8. A( <I>3, <I>3) = S2cfo gle-iK, + C2cfo eiKa 
onde definimos as quantidades 
1- 1]2 
g - I. 
I - 1 + 1]~' (6.44) 
Observe-se aqui a independencia das amplitudes A( <I>;, <I>j) com o estado 
inicial <I>( to). Finalmente, a partir das relações entre as componentes ii>; e os 
auto estados de energia do sistema 
VJ = CcjJCw<I>I - Sw<I>2 - ScjJCw<I>3 
v2 = C cjJSw<I>1 + Cw<I>2 - ScjJSw<I>3 
e das expressões para A( <I>;, <I>j) , podemos calcular a quantidade 
ScjJSwS~CwA( i1>3, i1>3). (6.45) 
Calculando-se o módulo ao quadrado de< v2(t+) I v1(L >,desprezando-
se termos oscilantes, XI= I< v2 (t+) I v1(L >1 2 resulta em 
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(6.46) 
Queremos observar que a condição rd < 1 implica em que a solução a-
presentada anteriormente é válida para neutrinos com energia E > E 1 = 
1.3 X 105e V. A relação entre o parâmetro ry1 e o parâmetro de adiabatici-
dade 'Y (eq.4.36) determina que neutrinos com energia menor que este valor 
atravessam a primeira região ressonante evoluindo adiabaticamente. 
6.4 Evolução do neutrino em torno 
da ressonância 2. 
Sejam neutrinos com energia E > 3.16 X 106eV . A equação de evolução a 
ser resolvida neste caso eq(6.3) é tal que a fase estacionária determinada por 
Hf1 - H!J3 coincide com a condição de ressonância 2 analisada no capítulo 
anterior. 
Conforme procedimento anterior, escrevemos a equação de evolução (6.3) 
com o auxílio das matrizes de Gell-Mann da forma 
. (6.47) 
onde 
m2 +m2 +m2+A B- 1 2 a . 0
- 6E ' 
(m~- !1.)S2<P B - 2 . 4
- 2E ' 
B _ t::..S'liJJC<P. 
1
- 2E ' 
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Definindo um novo espinor w(t) pela relação 
(6.48) 
a equação de evolução em termos de w(t) torna-se 
i.!!__W(t) = eif'{B,Ta+BsTs)d~[B T +BT, + B T.]e-if'(AaTa+AsTs)d~w(t) dt I I 4 4 6 6 . 
(6.49) 
Ou, em termos das matrizes T±, V± eU± 
:t w(t) = -i[~1 ('{i1T++'P'tT-)+ ~4 (cp4V++cp:V-)+ ~6 (cp6U++cp~U-)]w(t). 
(6.50) 
Para as componentes de w(t) têm-se as seguintes equações 
. Bl I B4 W1(t) = -i[2 cp11J12(t) + 2 <p4W3(t)] (6.51) 
(6.52) 
(6.53) 
onde 
e 
Bsv'3 + B3 _ Ho _ Ho. Bsv'3- B3 _ Ho _ Ho B3 = Hf1 - H~2i 2 - 11 33• e 2 - 22 33· 
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A equação diferencial (6.50) tem como solução 
lll(t) = G'(t,t0 )111(to) (6.54) 
onde o expansional G'(t, t0 ) , cuja expressão é análoga a (6.19), possui séries 
envolvendo as integrais Ií, I~ e I3 dadas por 
As integrais Ii e I~ , dada a densidade de matéria por nós assumida 
para o Sol, são tais que os integrandos oscilam muito rapidamente. A maior 
contribuição ficando por conta dos pontos em tomo das fases estacionárias 
determinadas por H'ú - H:J.2 = O, (situação em que I~ não apresenta con-
tribuição relevante), e Hf1 - Hg3 =O, que é a situação de interesse, uma vez 
que a fase estacionária determinada neste caso por 
AR2 = (LlC2w - Lll)C2ç/J 
2 
(6.55) 
coincide com o ponto de ressonância 2 analisado no capítulo anterior. As 
integrais I 3 , no entanto , não são integrais do mesmo tipo das anteriores , 
H:J.2 - Hg3 é t independente e o integrando não oscila muito rapidamente. 
As séries integrais que resolvem o problema não podem a princípio serem 
resolvidas pura e simplesmente pelo método da fase estacionária como ante-
riormente, embora as int.egrais h envolvidas nas séries possam ser resolvidas 
exatamente, as séries que misturam integrais I 3 e I~ não admitem a principio 
uma expressão simples. No entanto, dados os parâmetros físicos para o sis-
tema no vácuo envolvidos no problema, a quantidade t. neste caso é muito 
grande 
de maneira que podemos restringir nosso sistema de equações diferenciais a 
(6.56) 
1Ít2(t) =o (6.57) 
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(6.58) 
o que leva novamente nosso problema a solucionar um sistema de duas com-
ponentes. Analogamente ao caso anterior pode-se definir 
2 7rS22<jJ(D..C2w- D..1) 112 
= 32(3 EC2<jJ 
.::2(-X) = -lo>. Bs~ + B3 d.X!' 
e a solução para o sistema (6.56, 6.57 e 6.58) resulta 
restrita à condição 11~ < 1. 
(6.59) 
(6.60) 
(6.61) 
(6.62) 
(6.63) 
Efetuando-se a antitransformação sobre ll!(t) , obtemos o espinor !l>(t) 
dado por 
. (6.64) 
o qual pode ser escrito como 
(6.65) 
onde 
(6.66) 
com 
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1. Ah(4>t, 4>1) = g2e-iK; 
2. Ah(4J2, 4>t) =O 
3. A h( 4>a, 4>t) = -if2e-i(F,+K;J 
4. Ah(4JI, 4>a) = -if2ei(F,+K;) 
5. A h( 4>t, 4>2) = O 
6. A h( 4>2, 4>2) = e-iK2 
7. A h( 4>a, 4>2) = O 
8. A h( 4>2, 4>a) = O 
onde definimos as quantidades 
1-rli 
92= 1+ri 
21]2 
h= 1 + 2; 172 
K;= / ~dÀ. 
Finalmente, utilizando-se as relações entre as componentes 4>; e os auto 
estados de energia do sistema ,v2 e va , a quantidade!< va(t+) I v2(L >12, 
sem considerar termos oscilantes , resulta em 
x2 = { s2w[S2<PC2~ + C2<PS2~l} g~+ 
{ S2w[C2</YC2~ + S2</YS2~]} g 
(6.67) 
Como no caso anterior, a condição para limite de validade desta solução 
11i < 1 , implica em que neutrinos com energia E < E2 = 1.807 X 107 e V 
atravessam a segunda região ressonante evoluindo adiabaticamente. 
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6.5 A probabilidade de sobrevivência 
Definindo as quantidades P1 e ph por 
P1 = 8(E- EJ)x1 
ph = 8(E- E2)x2 
onde 8(E) é a função de Heaviside, 
(6.68) 
(6.69) 
a probabilidade de sobrevivência de um neutrino criado no centro do sol com 
energia no intervalol0-5 Me V e 105 Me V pode ser escrita como [43] 
(6.70) 
onde 
com 
Uet = Ccj;Cw; Ue2 = Ccj;Sw; e Ue3 = Se/;. 
Na figura {6.4} apresentamos a probabilidade de sobrevivência para neu-
trinos criados no centro do sol com energia no intervalo 10-5M e V < E < 
105 M e V em função da energia. Os parâmetros físicos no vácuo são aqueles 
definidos no início deste capítulo. 
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o.o ~-~-----'--:--:_.__ __ L_,__~-L-'-..L-~----'---
10·• 1 o.. 1 o·• 
E (MeV) 10
1 
Fíg.{6.4}: P(ve,ve) x E(Mev) 
Na figura {6.4} observamos claramente a influência das probabilidades 
de troca entre auto estados de energia v1 e v2 , iniciando-se a partir dos 
valores E 1 e E 2 respectivamente. Os resultados obtidos neste diagrama são 
muito similares àqueles obtidos na referência [43] por utilização do método 
de Landau-Zener. 
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Capítulo 7 
Conclusões. 
7.1 Análise dos resultados 
Nos dois capítulos precedentes obtivemos resultados dos quais desejamos 
discutir alguns aspectos que consideramos importantes. Inicialmente quer-
emos observar que a expressão exata para as amplitudes de probabilidade 
v1(t) de um sistema de neutrinos evoluindo à densidade de matéria con-
stante ,a partir de um estado genérico v1(t0 ), por nós obtida no capítulo 
5 (eq.5.23), jtmtamente com as expressões para os ângulos de mistura na 
matéria equações.(5.30,5.31 e 5.32), consistem num conjunto de expressões 
que entendemos como fundamentais para possíveis análises que possam vir 
a ser feitas de dados experimentais sobre oscilações de neutrinos em experi-
mentos terrestres. Observe que diferentemente da solução obtida por Barger 
et al. [46], a qual para calcular-se as quantidades P(v., v1) para diferentes 
pontos da trajetória do neutrino necessita que soluções numéricas sejam efe-
tuadas a cada passo, nossa solução não apresenta esta demasiada quantidade 
de trabalho. 
Adicionalmente, a partir da expressão conectando o auto estado de sabor 
eletrônico com os auto estados de energia na presença da matéria, 
prevê-se, a partir da expressão _aproximada obtida por Kuo e Pantaleone [43] 
para o ângulo de mistura 824> na situação de mistura máxima entre auto 
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estados de energia V2 e v3 
que nesta situação existe 50% de probabilidade de encontrar-se tal sistema no 
auto estado v3 e 50% de probabilidade de encontrarmos o sistema nos outros 
dois estados. Observe que tg~(KuofPant) = 1 nesta situação. Tal previsão não 
é correta, como pode ser visto através da expressão para o ângulo de mistura 
~obtida a partir da equação (5.30), 
1 = arsen À~- (H22 + H33)Àt + H22H33- H~3 
(Àt- À2}(Àt- À3) 
a qual prevê como pode ser visto na figura {6.3}, (tg~)Ress. = Sw . Tais 
diferentes expressões para os ângulos de mistura na matéria, levam a di-
ferentes resultados para a probabilidade de sobrevivência P(v., ve) eq.(6.70), 
de uma maneira geral. Acreditamos que a similaridade entre os resultados 
por nós obtidos para P(v., l/e) com aqueles obtidos por Kuo e Pantaleone na 
ref. [43] não se verificará para outros valores dos parâmetros físicos do sistema 
no vácuo. 
Queremos ainda enfatizar que, a partir dos resultados do capítulo 6, em-
bora não tenhamos obtido uma forma geral para solução da equação de 
evolução temporal à densidade variável, obtivemos uma forma de resolve-la 
que, embora restrita a algumas situações, (depende dos valores dos parâmetros 
físicos do sistema no vácuo ) , pode ser utilizada para outros valores que não 
aqueles assumidos no capítulo 6. Nosso interesse, portanto, não foi o de ex-
plorar as várias possibilidades, mas sim de apontar um caminho para solução 
em algumas situações. 
7.2 Possíveis extensões ao trabalho. 
Inicialmente entendemos que a primeira extensão que necessita ser efetuada 
ao trabalho consiste em estender a solução para a equação de evolução tem-
poral à densidade de matéria variável eq. (6.3) para um intervalo maior de 
valores dos parâmetros físicos do sistema no vácuo. A solução do sistema de 
equações (6.51, 6.52, e 6.53) sem a restrição t >> 1 sendo o fator primordial 
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para que isto venha a tornar-se possível. Acreditamos que uma análise mais 
cuidadosa sobre os resultados obtidos exatamente no caso da densidade de 
matéria constante possa nos indicar um caminho para alcançar este objetivo. 
Adicionalmente, a partir dos resultados obtidos neste trabalho e de li-
mites experimentais para as massas de neutrinos, uma análise do conjunto de 
parâmetros físicos do sistema no vácuo que resolvem o problema do neutrino 
solar pode ser efetuada. 
Finalmente, a extensão da equação de evolução temporal de maneira a 
incluir a interação com campos eletromagnéticos no contexto da existência 
de três sabores de neutrinos, parece um caminho lógico a ser trilhado. 
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Apêndices 
8.1 Apêndice A. 
8.1.1 As matrizes de Pauli. 
As matrizes de Pauli formam um conjunto de três matrizes u1 , u2 e <Ta dadas 
por 
( o 1 ) ( o -i ) ( 1 o ) u1 = 1 O i u2 = i O i <Ta = O -1 ' 
que obedecem as seguintes regras de comutação, anti-comutação e multi-
plicação respectivamente: 
Definindo-se as matrizes auxiliares <T + e u_ por 
é fácil verificar-se que: 
Lu!=O 
2. ~=O 
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Com as relações entre as matrizes de Pauli e auxiliares, e a relação de 
Backer-Hausforff dada por 
ooa 
e-FaeF =L,: -f; Go = G; e Gn = [Gn-I, F], 
n=O n. 
pode-se mostrar que 
eiAauao-+e-iAaua = e2iAao-+ 
eiAauaO' _e-iAaua = e-2iAao--· 
8.1.2 As matrizes gama. 
(8.1) 
Na representação de Dirac as matrizes gama formam um conjunto de quatro 
matrizes básicas 1°, 1 1 , 1 2 e 1 3 , construídas de maneira a obedecer a regra 
de anticomutação 
{I~'' !"} = 2g"" 
onde (! o o o ) g"" = -1 o o o -1 o 
o o -1 
Nesta representação 
,o= ( ~ o ) ; li= ( o (]'; ) -1 -ai o 
onde u; são as matrizes de Pauli. 
A partir das matrizes básicas podemos construir as matrizes auxiliares 
u~'" e 1 5 
ou 
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as quais obedece às relações 
{i'.-l} =o. 
Das definições acima não é difÍcil mostrar que 
1. (10)2 = 1 
2. (·yi)2 = -1 
3. (oya)T = 'Yai a= o, 2 
4. (oya)T = -oya;a = 1,3 
5. ('Y5)T = •l 
Igualdades adicionais podem ser obtidas em qualquer bom texto de mecânica 
quântica. 
8.1.3 Campos de Dirac. 
Um spinor de Dirac é uma matriz coluna de 4 elementos 
(8.2) 
que se transforma sob tranformações de Lorentz segundo 
111' = Sl11 
onde 
(8.3) 
Com o auxÍlio das matrizes gama e auxiliares podemos construir as quanti-
dades 
111111 
111oy5111 
(escalar sob transformações de Lorentz ) 
( pseudo escalar sob transformações de Lorentz ) 
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W')'~-'W ( vetorial sob transformações de Lorentz ) 
IJ!al-'viJ! ( tensorial sob transformações de Lorentz ) 
onde W é o espinor adjunto definido por 
Os campos descritos por spinores de Dirac são chamados campos de Dirac. 
A partir de um espinor de Dirac podemos construir suas componentes LH 
e RH por aplicação dos operadores de projeção 
h= ~(1- 15); (projeta a parte left handed do campo) 
Pn = ~(1 + 1 5 ); (projeta a parte right handed do campo) 
sobre o espinor de Dirac, de maneira que 
É direto verificar-se que 
W=L+R 
R= ~w(1- 15) 2 
L= ~w(1 + 15 ) 
')'5 R= R; ')'5 L= -L; R')'5 = -R; L')'5 =-L 
\l!W = LR+ RL 
(1 + 15)L = (1- 15)R =O 
W')'~-'W = L')'~-' L + R')'~-' R. 
8.1.4 A matriz de conjugação de carga 
e o operador paridade. 
Seja um campo descrito pelo spinor IJI(x), podemos construir o campo con-
jugado de carga descrito pelo spinor conjugado de carga (IJI(x)}" 
(8.4) 
86 
onde C é a matriz de conjugação de carga a qual obedece as seguintes relações 
c = -c-1 = -ct = -cT 
c1"'Tc-1 = _ 1 "'; c-11sc = 1sT. 
Na representação de Dirac C é escrito como 
O operador paridade P é definido de maneira que sua aplicação sobre um 
espinor lll(x, t) gera a quantidade III( -x, t) 
Plll(x, t) =III( -x, t) (8.5) 
na representação de Dirac P = 1°. A aplicação de P e C sobre os spin ores 
básicos de Dirac u 1,2 e v1,2 (soluções da equação de Dirac) demonstrando que 
existem fatores de fase arbitrários associados a estas transformações os quais 
podem ser desprezados ( não existem evidências de fatores de fase fÍsicos 
associados a partÍculas de Dirac). De uma maneira geral podemos escrever 
Plll(x, t) = 'f/p"f0 lll(x, t) 
(lll)"(x, t) = 'f/cÍ"f2 "(0 "(0 111*(x, t) 
onde 'f/p e 'f/c são fatores de fase arbitrários. 
Invariança sob CP do termo de massa de Dirac. 
rP =- LVaR(x)MabVbL(x) + h.c. 
a,b 
onde 
h.c. =- LVbL(x)MtavaR(x) = -IhMDtvR. 
a,b 
Escrevendo I:P em termos dos campos CP transformados 
(vbL) 0 (-x) = Í"f2"f0hvt(x) 
(vaRn -x) = Í"(2"(0 PRv:(x) = rv;(x), 
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(8.6) 
(8.7) 
(8.8) 
(8.9) 
(8.10) 
e observando que para um spinor genérico IJ!' = rw onde r é uma matriz 
(4 X 4) 
IJ!' = ( w trt )-l = w r -·l ,..,o rt-l = w r 
onde f' = 'yOrf')'O , de modo que 
de maneira que 
(8.11) 
Lembrando-nos que, para uma matriz r (4 X 4) genérica e dois spinores 
representando campos fermiônicos 
wrrw' = ~ I]! ar ai31]i / 
a,/3 
= ~ l]i~r a/31]! a 
a,/3 
= -l]i'TrT 1]i 
onde o sinal negativo advém da troca na ordenação dos campos fermiônicos, 
podemos escrever 
(van(x )Ma~,VbL(x) tp = vtT(x )[Pn')'0 ')'2')'0 Mab')'2')'0 PLjT va(x) 
= vtT(x)PL')'0')'2T ')'o Man2T ')'o Pnva(x) 
= vtT(x)'Y0 Pn')'2')'0 Mab')'2')'0 Pnva(x) 
= vbL(x)'Y2')'0 Mab'l'lvan(x) 
= vbL(x)MabVan(x) 
de maneira que 
f:_'D =- :~:::>bL(x)MabVan(x) + h.c. 
a,b 
ou 
r_ID = -'ih(x)MDT vn(x) + h.c .. 
Se impomos invariança sob CP 
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(8.12) 
(8.13) 
de maneira que 
Desta forma, se a teoria é CP invariante, a matriz de massa é real. Uma matriz 
real pode ser diagonalizada via uma transformação biortogonal 
Se adicionalmente M é simétrica, 
uma vez que toda matriz real simétrica pode ser diagonalizada via uma trans-
formação ortogonal. 
Se os fatores de fase arbitrários associados as transformações CP forem 
levados em conta, CP invariança implica em que a matriz de mistura tem a 
forma 
onde O é uma matriz ortogonal. Tais fatores de fase podem ser absorvidos 
por observar-se que a matriz U' = é-'•'{j11 ,Ue-if3•'8kk' também diagonaliza a 
matriz de massa M as constantes arbitrárias a 1, e fJk' podendo ser utilizadas 
para absorver as constantes de fase arbitrárias. 
Invariança sob CP do termo de massa de Majorana. 
Escrevendo 
onde 
1 1 CM= 2vrc-IMMVL- 2vL(MM)tvLT 
em termos dos campos tranformados sob CP 
( (vL)c)c = VL 
(C M)' = -~v~T ·l MMioy2v~ + h.c. 
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(8.14) 
(8.15) 
de maneira que 
MM= (MM)t. 
E na expressão (8.14 ) utilizamo-nos do fato que 
(vL)c = (i·/vr)t"Yo = -iv[("Y2)t"Yo 
(vLY = iv[ 1 21° = -vrc-1 • 
8.1.5 Diagonalização de uma matriz 
complexa simétrica. 
Uma matriz M complexa sempre pode ser diagonalizada por uma trans-
formação biunitária 
M=Vmut 
onde m = vt MU é tal que mik = mk8iki mk ~ O; e vvt = uut = 1 . 
Uma matriz complexa simétrica pode ser sempre diagonalizada por uma 
matriz unitária U 
Desde que se M = MT 
no entanto 
desta forma 
de onde 
Vmut = (Ulf mVT 
MMt = vmutumvt = Vm2vt 
m 2CFV = urvm2 • 
' 
Mas urv é unitária e pela relação (8.16) diagonal, assim 
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(8.16) 
onde 
Desta forma 
mas 
de onde 
(Ur)tsmut = M. 
É fácil ver que tal relação pode ser escrita como 
de onde, definindo-se 
8.2 Apêndice B. 
(U')t = s~ut, 
m = (U't)T MU't. 
8.2.1 As matrizes de Gell-Mann. 
As matrizes T, são definidas a partir das matrizes de Gell-Mann A, pela 
relação 
A T.·- _. 
'1.- 2' 
e são dadas por: 
1 (o 1 ~);T2=~(~ -~ o) 1 ( 1 o ~} T1="2 1 O o ~ ;T3=2 ~ -1 o o o 2 o o o 
1 (o o 1) 1(0 o -i) (o o ~) T4=- O o O ;Ts=- 00 o ; Ts=~ o o 2 1 o o 2 i o o 2 o 1 
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1(000) 1(100) T7 = - O O -i ; Ts = r.; O 1 O . 2 O i O 2v 3 O O -2 
As regras de comutação, anticomutação e multiplicação entre as matrizes T; 
são 
1 {Ta, n} = 3óab + dabcTc 
TaTb = ~[~óab + (dabc + ifabc)Tc 
respectivamente. As constantes totalmente antisimétricas de SU(3), fabc, e 
as constantes totalmente simétricas ,dabc, independentes e diferentes de zero 
estão listadas na tabela B-1. 
abc fabc klm 2dklm klm 2dklm 
123 1 118 2 366 -1 V3 
147 +I 146 +1 377 -1 2 
156 -I 157 +1 448 -I 2 7a 
246 +I 228 2 558 -I 2 7a 7a 
257 +I 247 -1 668 -I 2 7a 
345 ±.! 256 +1 778 -I 2 V3 
367 -I 338 2 888 -2 2 V3 V3 
458 fl 344 +1 
678 ;h 355 +1 2 
Definindo-se as matrizes auxiliares 
T± = T1 ± iT2; V± = T4 ± iTs; e U± = T6 ± iT1 , 
é fácil mostrar que as relações básicas diferentes de zero envolvendo o produto 
de duas destas matrizes são: 
1. T+T- =v+ v_ 
2. u+u- = T_T+ 
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3. u_u+ =v_ v+ 
4. T+U+ =V+ 
5. T_V+ = U+ 
6. V+U- = T+ 
7. V_T+ = U_ 
8. U+V-=T_ 
9. U_T_ =V_ 
de onde 
1. T+T_T+ = T+ 
2. T_T+T- = T_ 
3. v+ v_ v+ = v+ 
4. v_ v+ v_ = v_ 
5. u_u+u- = u_ 
6. u+u_u+ = u+ 
Seja agora a quantidade F = e-•Eonde E é a matriz dada por 
onde os coeficientes ai são constantes, expandindo F e utilizando-se das 
regras de multiplicação entre as matrizes Tj, podemos escrever: 
e nesta expressão E; são séries envolvendo as constantes ai. 
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Analogamente ao cálculo efetuado em (8.1) podemos calcular a quanti-
dade 
a qual resulta 
8.2.2 O método da fase estacionária. 
A avaliação de integrais do tipo 
(8.17) 
quando {j é um parâmetro real positivo muito grande, pode ser efetuada pelo 
método da fase estacionária[38]. O integrando nestes casos, oscila rapida-
mente, de maneira que a maior contribuição para o valor da integral origina-
se das vizinhanças imediatas dos extremos de integração e das vizinhanças 
daqueles pontos tR para os quais f(t1) é estacionária 
(8.18) 
a contribuição da fase estacionária, se existir, sendo mais importante que a 
dos extremos. Nestes casos, a integral pode ser avaliada, e resulta 
Seja a série ( eq. 4.27) 
onde 
_ D.sen20. ( ) _ -ip(t) 
a1 - 4E , rp1 t - e 
com () _ jt (D.cos20- A)d p t - 2E tJ. 
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Tal série envolve integrais do tipo ( eq. 8.17) que podem ser avaliadas pelo 
método da fase estacionária, a fase estacionária que é determinada pela 
condição (8.18) o que determina 
A(tR) = ~cos20, 
de modo que as integrais de r:- resultam 
-i~~ a1rpjdt1 = -i2~ ei("i+p(tn)) 
com 
[ 
1r ] ! ~sen20 ~ = 2p''(tR) 4E ; (8.19) 
calculando-se mais alguns termos e generalizando-se para mais altas ordens 
obtemos 
r:- = -i2~ [ 1-e+ çt- f! + ... J 
a qual converge para 
quando e< 1. 
Evidentemente a série r:+ 
resulta 
As séries r;+- e r;-+ 
r:+- = 1- f~ a!'P!dt1 ft~ a1rpidt2+ 
f~ UJ<p!dt! fi; U1<pidt2 f~' UJ<pldta J:: UJ<pidt4- ... 
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~-+ = 1- f~ a1cpidt1 J(; a1'P1dt2+ 
/ 1
1
0 a1cpidt1 1:01 a1'P1dt2 f,~' a1cpidta f,~ a1'P1dt4- ... 
podem ser avaliadas pelo mesmo processo e resultam 
2"2 1 + ~+- = 1 + ~-+ = _-___,~c, 
1 +Ç2 
Não é difícil verificar que a série ~1 de (6.28) pode ser avaliada pelo 
mesmo processo. 
8.2.3 O termo de interação com a matéria. 
Podemos escrever a hamiltoniana efetiva relativa à corrente carregada na 
forma: 
Hw± = 
4~ {e(pl)r.\PLve(p2)}{v.(pa)·lPLe(p4)} 
ou, alternativamente, 
onde a segunda forma é obtida via transformação de Fierz. [29]. 
(8.20) 
Para espalhamento elástico tal que: p2 = p3 = p, podemos avaliar a média 
II= L (e-}"'(1- -l)e) 
À 
como forma de avaliar a influência da matéria na evolução temporal do estado 
neutrínico. Explicitando II 
II = (e-le) + (e-/e) - L (e-·/'·le), 
,\ 
onde podemos escrever a parte axial como 
Mas: 
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onde 
Desta forma: 
(e'Y""/e) = (et'Y5e) +L (etEie), 
i 
onde o último termo corresponde à densidade de spin que é negligenciável 
para uma coleção de elétrons não relativísticos [6]. Podemos escrever o 
primeiro termo como 
= (e~eB + ekeA) 
que por misturar as componentes big e litte , pode ser desconsiderado frente 
a termos e~eA no limite não relativístico. Falta-nos agora avaliar as quanti-
dades: 
Escrevendo 
onde UA e u8 são as chamadas componentes upper e lower as quais são para 
o elétron 
e 
desta forma: 
- i N2( t c t (p )t ( O e"( e= uA, E 2uA .r> 
+me ui 
onde N é uma constante de normalização. Após alguma álgebra e utilizando-
se N como [17] 
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obtemos: 
( ) 
cp· 
e'·/ e =< E+ :nc2 > 
que no limite não relativístico resulta simplesmente 
Lançando mão da equação da continuidade 
e interpretando o termo espacial como o fluxo de partículas, no limite não 
relativístico , obtemos para a componente temporal o resultado. 
Desta forma o resultado para Hw± é: 
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Abstract 
We present in this work solutions of the time evolution equation for a three 
component spinor, when the Hamiltonian is constant anda time dependent 
function. Solutions are discussed for a system of three flavor neutrino states 
in the solar matter. The obtained solutions are exact, when we assume that 
matter distribution is constant. Approximated solutions are got when the 
matter distribution is supposed to be a time-dependent function. We also 
discuss how to define mixed angles in the matter, and how to analyze resonant 
transitions between flavor neutrinos in a time-dependent matter distribution. 
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