[1] New measurements of the permittivity of saline water at millimeter wavelengths have the potential to improve the accuracy of ocean surface emissivity models for use with microwave and millimeter-wave imaging and sounding instruments. Recent radiative transfer models employing a range of different treatments of surface ocean emissivity are compared with observations from the following microwave radiometers: Advanced Microwave Sounding Unit, Special Sensor Microwave Imager, TRMM Microwave Imager, Microwave Airborne Radiometer Scanning System, and Deimos. Emissivity models using the new permittivity model fit these observations more closely than those models which use the Klein and Swift extrapolation model.
Introduction
[2] Passive microwave radiometers such as the Advanced Microwave Sounding Unit (AMSU) and Special Sensor Microwave Imager (SSM/I) provide information on temperature, humidity, and surface wind speed over data sparse ocean regions. This information has been used to improve the accuracy of Numerical Weather Prediction (NWP) models . Information on temperature in the lowest 3 km of the atmosphere rises by a factor of 2 as the surface emissivity errors fall from 0.020 to 0.005 [English, 1999] . The accuracy of the ocean surface emissivity model depends upon many factors. This paper will focus upon one of them: the permittivity of saline water. Existing models [Klein and Swift, 1977; Liebe et al., 1991; Stogryn et al., 1995] used for frequencies between 10 and 200 GHz are extrapolation functions based upon laboratory measurements below 10 GHz. In section 2, permittivity measurements of seawater at frequencies up to 105 GHz made at the Laboratoire de Physique des Interactions Ondes-Matière (PIOM) will be described. These measurements have been incorporated into a fast ocean emissivity model [English and Hewison, 1998; Deblonde and English, 2000] which is used at several operational NWP centers to assist in the simulation of microwave brightness temperature measurements. In section 3 measurements from the Advanced Microwave Sounding Unit (AMSU), the Special Sensor Microwave Imager (SSM/I), the TRMM Microwave Imager (TMI) and airborne radiometers, MARSS [McGrath and Hewison, 2001] and Deimos [Hewison, 1995] are compared with simulations using different emissivity models. Some of the comparisons are clean tests of different permittivity models and some comparisons also change other components of the emissivity model. At wind speeds below 7 m s À1 the choice of permittivity model has the largest impact upon the microwave brightness temperature. In section 4 the results of the comparisons are summarized and the main conclusions presented.
New Permittivity Measurements
[3] In the work of Ellison et al. [1996 Ellison et al. [ , 1998 ] an interpolation model for the permittivity of natural seawater, valid in the frequency range 3 n 37 GHz, the temperature range À2 T 30°C, and the salinity range 20% S 40% was described. It was felt that this model could not be extrapolated to higher frequencies with an acceptable accuracy and that further experimental data would be necessary. The effect of salinity variations in the range 20-40% upon the measured permittivity decreases as the frequency increases. From $30 GHz a variation in the salinity in this range produces a variation in the measured permittivity which is much smaller than the 3% experimental uncertainty. For this reason, between 30 and 105 GHz the permittivity was measured at a unique salinity, namely its mean value, 35%. It was also shown that the difference in permittivity between natural seawater and synthetic seawater made according to the recipe given by Grassholf [1976] was less than the 1% experimental error over the frequency range 3 -20 GHz and a fortiori less than the 3% experimental error for higher frequencies.
The New Permittivity Measurements in the Frequency Range 30-105 GHz
[4] The ABmm measuring system, described by Ellison et al. [1997] and Lamkaouchi et al. [2003] , was used to determine the permittivity of synthetic seawater with a salinity of 35/1000 in $2 GHz steps from 30 to 105 GHz and at temperatures of À2°, 5°, 10°, 15°, 20°, 25°, and 30°C. It is shown by Lamkaouchi et al. [2003] that this system is capable of producing permittivity data for aqueous solutions with a dispersion of $3% about the true value. The numerical data is given in Tables 1 and 2. [5] The lack of permittivity data for frequencies greater than $20 GHz obliged one to extrapolate permittivity models valid only at relatively low frequencies. As we shall see below, this extrapolation leads to substantal errors in the permittivity values.
[6] In order to compare the measured values in the frequency range 30-105 GHz with extrapolated values of a permittivity model valid in the frequency range 3 -20 GHz, we also measured the permittivity of synthetic seawater over this frequency range and over the temperature range À2 to 30°C in 1°C steps. This was done using the HewlettPackard measuring system described by Ellison et al. [1997] and Lamkaouchi et al. [2003] . The appropriate permittivity model is that of Debye: e n; t ð Þ ¼ e 0 n; t ð ÞÀje 00 n;
The corresponding parameters for each temperature are given in Table 3 . In Figure 1 we show the comparison between the measured data and the corresponding Debye model. In Figure 2 we compare the measured permittivity data in the frequency range 30-105 GHz at À2°C with the extrapolated Debye model. Clearly the extrapolated values differ from the measured data. This is true at all temperatures. The differences do, however, decrease as the temperature increases from À2°to 30°C. We conclude that the simple Debye model valid for ''low'' frequencies cannot be adequately extrapolated so as to represent the data over the complete frequency range.
[7] The question is, what type of function does represent the data? There are some theoretical reasons [Haggis et al., 1952; Grant and Sheppard, 1974; Barthel et al., 1990 ] to suspect that there may be a second Debye relaxation for pure water ''somewhere in the far or very far infrared.'' However, there is practically no experimental data to either confirm or refute the ''second Debye'' hypothesis. The only reliable data is that of Barthel et al. [1991 Barthel et al. [ , 1992 , at 25°C, who interpret their data with a second Debye term with a relaxation time of 1 psec ($160 GHz for the relaxation frequency). Thus it is reasonable to try and fit our experimental data for synthetic seawater with a salinity of 35/1000 in the frequency range 3-105 GHz with a double Debye model.
[8] At each of the seven temperatures we fitted the experimental data to the model e n; t ð Þ ¼ e 0 n; t ð ÞÀje 00 n;
where the frequency n is in hertz, the relaxation times are in seconds, e* = 8.854 Â 10 À12 , and s, the conductivity of the synthetic seawater in Siemens per meter, as a function of the temperature T, is given by s = 2.906 + 0.09437T. The best ''least squares'' fitting for the parameters is given in Table 4 . [9] The temperature dependence of each parameter was found by regression against temperature polynomials
Figures 3 and 4 compare the measured data and the double Debye interpolation at À2°and 5°C. The ''goodness of fit'' is similar at all the other temperatures.
[10] The above interpolation model was established for synthetic seawater with a salinity of 35/1000 and is valid for the frequency range 3 -105 GHz and the temperature range À2°to 30°C. For frequencies in the range 30 -105 GHz the permittivity values (for the 3% precision of the data) can be considered to be independent of the salinity, so the formula can be used for any salinity in this frequency range. For the frequency range 3 -20 GHz the influence of the second Debye term is negligible, but the effect of salinity variations cannot be ignored. One should use the interpolation function for e(n, T, S) given by Ellison et al. [1998] . (We take this opportunity to correct a typographical error in the published formula: The exprression on page 643 of Ellison et al. [1998] , e 0 (t, S) = a 1 (t) + S.a 2 (t), should read e 0 (t, S) = a 1 (t) À S. a 2 (t)).
Extrapolation of the Model to the Frequency Range 100 -500 GHz
[11] The double Debye function gives a good interpolation for the permittivity of seawater in the frequency range 30 -100 GHz, and it is natural to inquire whether the extrapolated values of this function to higher frequencies corresponds to realistic permittivity values. The second Debye relaxation which we have detected with our measurements up to 100 GHz has its maximum effect at a peak somewhere between 100 and 200 GHz, depending upon the temperature. Error in the measurements gives a large error in the position of the frequency peak. Errors in the peak frequency are then transformed into errors in the value of e 00 . Thus the extrapolated values will give better estimates of e 0 than e 00 but the level of accuracy cannot be reliably estimated. There is no permittivity data for seawater at frequencies >100 GHz with which to characterize the error. The difference between seawater and pure water at these frequencies is probably small, and one can gain some insight about the validity of the extrapolations by comparing them to the permittivity values of pure water.
Comparison of Emissivity Models Against Microwave Radiometer Measurements

Description of Models Used in This Paper
[12] This paper brings together a number of results from different centers, all using slightly different implementations of the radiative transfer model. The calculations from the models are compared to observations from satellite radiometers (AMSU, SSM/I, and TMI) and aircraft radiometers (MARSS and Deimos). This section briefly describes each configuration used, listed in Table 5 . Note that different models for atmospheric absorption can be used, and these are referred to in the relevant sections.
[13] RTSSMI_KS is the model developed at the European Centre for Medium-Range Weather Forecasts (ECMWF) for assimilation of measurements made by the SSM/I [Phalippou, 1993] . RTTOV [Eyre, 1991; Saunders et al., 2002] is a model used for operational processing of Advanced TIROS Operational Vertical Sounder (ATOVS) and other instruments at several NWP centers [e.g., and includes an ocean emissivity model [English and Hewison, 1998; Deblonde and English, 2000] . In section 3.6 a line-by-line model known as Radiative Transfer Microwave Model (RTM) was used. RTM uses Liebe [1989] for water absorption and Liebe et al. [1992] for oxygen, as does RTTOV. RTM uses a line-by-line atmospheric absorption model, and a geometric optics emissivity model, whereas RTTOV uses fast regression based fit to the output of such models. Differences between RTTOV and RTM are negligible and for simplicity we shall not make any further distinction between RTM and RTTOV in discussion, although it will be made clear if results are from an RTTOV or an RTM run. RTTOV and RTM can be run with different permittivity models and the naming convention is given in Table 5 . Note that RTTOV_NEW is the distributed and supported version of RTTOV [Saunders et al., 2002] . A detailed comparison of RTSSMI_KS and RTTOV_NEW is available from Deblonde [2000] where it was found that brightness temperature differences between the RTSSMI and RTTOV setup are largely dominated by the choice of the permittivity for surface wind speeds 7 m s À1 . The Bragg scattering impacts mostly the low frequencies and becomes important for wind speeds >7 m s
À1
. The addition of the Bragg scattering effect leads to higher surface brightness temperatures. The formulation of foam cover is quite different in the RTSSMI and RTTOV/RTM setups. The foam cover for RTSSMI is much larger for high wind speeds than that of RTTOV/RTM. Higher amounts of foam cover imply a higher emissivity and consequently for channels that see the surface this will lead to higher emissivities; thus brightness temperatures will be higher for RTSSMI at high wind speeds (>7m s
). The RTSSMI multiple reflection parameterization will always lead to higher brightness temperatures than those of RTTOV. The percentage of facets for which multiple reflection occurs increases rapidly with incidence angle. GUILLOU_NEW is very similar to the RTTOV_NEW and GUILLOU_ELLISON is similar to RTTOV_ELLISON.
Description of Observations Used in This Study
[14] In sections 3.3 -3.6, observations are used from several microwave radiometer systems. The Advanced Microwave Sounding Unit (AMSU) is a 20 channel microwave radiometer operating from National Oceanic and Atmospheric Administration (NOAA) polar orbiting satellites since 1998. It has a cross-track scan mechanism, so the emissivity has to be modeled at a range of incidence angles. A single polarization is measured which is a mixture of vertical and horizontal polarization determined by the instrument nadir angle. It has surface-sensing channels at 23.8, 31.4, 50.3, 52.4, 89, and 150 GHz. The Special Sensor Microwave Imager (SSM/I) is a conically scanning microwave radiometer which is dual polarized with a fixed incidence angle. It operates on the Defense Meteorological Satellite Program (DMSP) polar orbiting satellites. It has channels at 19.35, 22.235, 37, and 85.5 GHz. The 22.235 GHz channel only measures vertical polarization. The TRMM Microwave Imager is similar to SSM/I but has a lower inclination, so it only provides observations in the tropics and part of the extratropics, up to 40°N/S. It also has a channel at 10.7 GHz. MARSS is a two-channel airborne radiometer at 89 and 150 GHz with an along-track scan mechanism and single polarization. For the observations used here it operated on the C-130 aircraft of the Met research flight. Deimos is a two-channel dual-polarized radiometer at 23.8 and 50.1 GHz, also operated on the C-130 of the Met research flight. Table 6 contains the results of the comparison using GUILLOU_ELLISON. Comparisons are characterized by the number of points, by the bias (simulations-measurements), by the standard deviation, by the correlation coefficient, and finally by the coefficients of the regression line. Table 7 is the same comparison using the GUILLOU_NEW model. In these comparisons the model of Liebe et al. [1993] is used for the atmospheric opacity.
[18] Agreement between measurements and simulations is satisfactory, except for the 10.7 GHz channel where the correlation coefficient is very low. This could be due to the associated spatial resolution (contamination by clouds/rain) or the inadequacies of the surface emissivity model at this frequency (e.g., the effect of wind direction, the inaccuracy in the foam model, and the unsuitability of the geometric optics model). The GUILLOU_NEW model gives a better fit to the TMI observations above 30 GHz. As this is a clean comparison of the permittivity models this improvement must arise from the new permittivity model. This comparison concludes that the SST dependence of permittivity achieved using the new permittivity model agrees more closely with TMI observations than using the work of Guillou et al. [1998] . Figures 5 and 6 show the scatterplots obtained between measurements and simulations for the nine TMI channels and the two different emissivity models.
Comparison of RTTOV_NEW With RTSSMI_KS Using Special Sensor Microwave Imager Observations and ECMWF Meteorological Data
[19] Total column water vapor and near-surface (10 m) wind speed derived from SSM/I radiances have been operationally assimilated at ECMWF since 1997 and 1999, respectively. The methodology is based on the onedimensional variational retrieval (1-D-Var) framework [Phalippou, 1996] which uses RTSSMI_KS. Model biases (including systematic radiative transfer modeling and instrument calibration errors) are corrected as described by Harris and Kelly [2001] . There is a small difference in the radiative transfer model used between RTSSMI_KS and RTTOV_NEW; RTSSMI_KS uses Liebe [1989] , whereas RTTOV_NEW uses Liebe [1989] for water vapor and Liebe et al. [1992] for oxygen. This difference is not important for the data shown.
[20] Figures 7 and 8 summarize the 5 day (6 -10 May 2001) observation minus first-guess statistics for all seven SSM/I channels of DMSP F-14 from RTSSMI_KS and RTTOV_NEW, respectively. A thorough examination of the difference between RTSSMI_KS and RTTOV_NEW [Deblonde, 2000] concluded that at low wind speed the dielectric model was most important, whereas at high wind speed choice of foam model and treatment of multiple reflections can be equally important. The comparisons shown here are for global data, covering a wide range of wind speeds, so reflect the total effect of all the differences between RTSSMI_KS and RTTOV_NEW, not just the dielectic model. Figures 9 and 10 show similar results for NOAA-16 AMSU-A channels 1 -6 and 15. Tables 9 and 10 compile the means and standard deviations of the departures. Shown are uncorrected (FG u ) and bias-corrected (FG c ) first-guess departures as well as analysis departures (AN). Note that the data was screened for cloud contamination using simple regression-type algorithms for SSM/I [Karstens et al., 1994] and AMSU-A [Weng et al., 2000] and a cloud liquid-water threshold of 10 g m À2 which is lower than the cloud threshold in section 3.4.
[21] Comparing Figures 7 and 8 , it becomes evident that RTTOV_NEW gives a closer fit to SSM/I observations than RTSSMI_KS in terms of both average departures and average spread of the distributions. At 19.35 GHz, almost no bias is observed which is explained by the improved seawater permittivity model. Despite the explicit treatment of geometric optics in RTSSMI_KS, the sensitivity to surface roughness seems to be reproduced as accurately as in RTTOV_NEW where this effect is only parameterized. Another obvious effect is the difference in width for the horizontally polarized channels that respond rather sensitively to surface roughness and atmospheric optical depth. On average, RTTOV produces half the spread in the histogram that are generated by RTSSMI_KS (see shown, the ECMWF model resolution was reduced from T L 511 to T L 159 (for both inner and outer minimisation loop) and to the 3-D-Var assimilation configuration to allow a more efficient performance. Since the evaluation only aimed at model first-guess versus observation comparisons, this reduction in model performance was considered acceptable. The view geometry for AMSU is different to the SSM/I and TMI considered in previous sections. It has a variable view angle resulting from the cross-track scanning mechanism.
As shown by Deblonde [2000] , the sensitivity to different aspects of the surface emission model depends on view geometry, and approaches optimized for the SSM/I may not work well for AMSU and vice versa. Both RTTOV_ ULABY and RTTOV_NEW use the same atmopspheric model [Rosenkranz, 1998 ].
[23] The differences for AMSU-A channels 1 -6 and 15 (Figures 9 and 10 ) are less obvious but still noticeable. Biases remaining after bias correction are generated by including all data in the statistics while the bias correction is only tuned to a reduced set of data which is actively used in the assimilation system (Table 9) . Again, the RTTOV_NEW distributions are slightly less biased while the standard deviations are similar. Once surface contributions to the total signal are small, the statistics are very similar. A remaining issue is the non-Gaussian shape of the lower frequency window channel histograms (Figures 9  and 10 ), in particular at 31.4 GHz. The shape of the distribution in Figure 7 may suggest that this is the ACL influence of the horizontally polarized component of the emissivity even though it is only weakly expressed in the SSM/I statistics.
[24] The lack of any significant advantage of the RTTOV_NEW model over RTTOV_ULABY may be considered to be a surprising result given the new science available to RTTOV_NEW. A similar study at the Met Office found no significant benefit in using the RTTOV_ NEW formulation over a model using the work of Guillou et al. [1998] . However, one using the permittivity model of Klein and Swift [1977] did give substantial biases. Therefore in contrast to the TMI results in section 3.3 no obvious advantage is found for the double Debye form for modeling AMSU over the best performing single Debye models.
Comparison of RTSSMI_KS and RTTOV_NEW With Observations From Airborne Radiometers and In Situ Meteorological Data
[25] The results in section 2 show the largest differences for cold sea surface temperatures. During the Measurement Table 10 describes the different runs and some of the ancillary observations. There were a total of 12 runs with 10 m wind speeds ranging between 9.9 and 18.2 m s À1 and total column water vapor ranging from 4.2 to 9.3 kg m À2 . Skin temperature measurements were retrieved from a Heimann infrared radiometer (8-15 mm), which has a quoted accuracy of ±0.5°C. Profiles of temperature and humidity were measured by the aircraft from 15 m to 7 -8 km. The wind speed near the surface was also obtained from dropsonde measurements at a nominal 10 m height, with a quoted accuracy of ±0.5 m s
À1
. However, as these sondes drop at 12 m s À1 , and only report twice a second, the actual altitude could be in error by up to 6 m.
[27] In Table 10 , aircraft runs with the same flight number (e.g., flight A740 has four runs) used the same meteorological fields in the radiative transfer calculations except for the skin temperature and the static pressure at aircraft level (both are listed in Table 10 ). Profiles of meteorological observations were constructed by extracting data at a reduced number of vertical levels. The resulting number of levels for the radiosonde/dropsonde profiles used varied between 95 and 98 levels depending on the flight. Deimos viewed downward in five positions between nadir and 40°f orward. MARSS viewed downward in nine positions, ranging from 46.1°forward of nadir to 36.4°backward of nadir. MARSS also measured nine zenith views in the opposite directions.
Aircraft Validation
[28] Statistics for different combinations of models (RTSSMI or RTTOV) are listed in Tables 11 and 12 . These use the same atmospheric model [Rosenkranz, 1998 ] to allow for the atmosphere between the aircraft and the surface. The sensitivity to this choice of atmospheric model was tested by repeating using the other models [Liebe, 1989; Liebe et al., 1993] . At 23.8 GHz, this made little difference, but at higher frequencies the calculated brightness temperatures using the work of Rosenkranz [1998] are between 0.3 and 1.2 K lower than using Liebe [1989] . The standard deviations have been computed after removal of scan-position-dependent biases, covering the full range of view angles used by AMSU and SSM/I. Note that the Bragg term by English and Hewison [1998] gives a large improve- Note that for the Deimos channels, the results at the 40°view angle were excluded due to aircraft fuselage contamination in the forward view. Results with the Bragg term in the work of English and Hewison [1998] switched off are given in parentheses. ment in the bias at 23.8 GHz. The comparison with this term switched off is also given, so that the impact of the permittivity model alone can be identified. At other frequencies the Bragg term makes little difference to the calculated brightness temperatures.
[29] At 23.8 GHz, RTSSMI_KS gives lower mean brightness temperatures than the new model, arising from the absence of a Bragg term, whereas at 50.1, 89, 150, and 183 GHz, RTTOV_NEW gives lower mean brightness temperatures. This results in a lower mean error using the new data for all channels except 50.1 GHz. For the 50.1 GHz channel, the RTSSMI_KS provides the lowest bias and standard deviation.
Conclusions
[30] A new model for permittivity of seawater at frequencies up to 100 GHz has been presented. It has been compared to several different sources of observations by groups in four different centers using three different sources of meteorological data (two independent NWP models compared to AMSU data, SSM/I data, TMI data, and in situ data compared to aircraft radiometer data) involving implementation within three different radiative transfer models. This scope of testing allows for both clean comparisons of the permittivity models themselves, but also a comparison of other components of the emissivity models. The clean comparison of the permittivity model (section 3.3) showed an improvement in the fit to TMI observations using either the new model compared to using the work of Ellison et al. [1998] . The comparisons in sections 3.4 and 3.5 are not clean, as more than just the permittivity model has been changed. The improvement in fit for SSM/I is larger than would be expected from the permittivity change alone. It is likely therefore that improvement also arises either from the different foam model, or the way in which reflected downwelling radiance is handled. By contrast, the results in section 3.5 for AMSU show the expected improvement in bias but actually show a degradation in terms of standard deviation. This leads to the conclusion that the empirical treatment of roughness [Ulaby et al., 1986] gives a particularly good fit to AMSU. Finally the aircraft validation, which focused on cold seas where the largest permittivity model differences occur, showed mixed results. At 23.8, 89, and 150 GHz the results were as expected with a substantial improvement in bias. However, at 50.1 GHz the bias was worse using the new model. This may suggest that other sources of bias for this channel are important. These results were all obtained at high wind speed, so the treatment of roughness and foam will tend to be at least as important, if not more important, than the permittivity model [Deblonde, 2000] .
[31] There are some robust conclusions which are common to all the experiments, and by other comparisons not all of which could be included. The Klein and Swift [1977] model gives a bias which is very significantly improved using the work of either Guillou et al. [1998] or the new permittivity model. There is reasonable evidence that the new model is giving better results than Guillou et al. [1998] for TMI at high frequency, although this result is not repeated in comparison against AMSU. 
