. Within the single-group regression framework, selectivity problems have been discussed in the context of labor force participation of married women by many writers, for example, Gronau (1974) , Lewis (1974) , and Heckman (1974 and Heckman ( , 1977 . Selection modeling has also been applied to situations of self-selection in the choice of college education and regarding economic returns to schooling, in, for example, Griliches et al. (1978) , Kenny et al. (1979) , and Willis and Rosen (1979) . Selectivity modeling in the analysis of longitudinal data has been considered by Wise (1976, 1979) . Selectivity problems have also been discussed in the context of evaluation of treatment effects in nonequivalent control group designs, for example by Goldberger (1972a, b) , Cain (1975) , in the overview by Reichardt (1979) , and by S6rbom (1981) .
In this article we shall discuss selectivity problems in terms of a model that in some respects is more general than those of previous writers. Selection modeling for a single group is considered in Section 2. Multiple-group issues are discussed in Section 3 and related to conventional analysis of covariance. A general model and its estimation is presented in Section 4. A simulation study is reported in Section 5, and in Section 6 an extension of the general selection model to latent variable models is discussed.
SELECTION IN A SINGLE GROUP
As an example from education, consider the case where y is an achievement test, x is a home background variable, and the model is Figure 1 where f is uncorrelated with x. Figure 1 shows a scatterplot of typical units in the population, say students of a certain age. (This graph is inspired by Hausman and Wise, 1976 .) The straight line (equation 1) represents the population regression of y on x. If one has a random sample of observations on y and x, one can obtain unbiased estimates of /30 and /31 by ordinary least squares (OLS) . If Figure 1 this means that population units below the horizontal broken line have zero probability of inclusion in the sample.
In this case, the error term E will be correlated with x in the sample, the mean of E being larger for units with smaller x-values. When the threshold is zero, this corresponds to the familiar Tobit model (Tobin, 1958; Amemiya, 1973) Olsen, 1979; Stromsdorfer and Farkas, 1980: 13-41 Let p(z) denote the probability density function of 6, and let P(x) denote the corresponding probability distribution function. We assume that p(z) is symmetric about zero so that p(-z) = p(z) and P(-z) = 1 -P(z). Then and Table 1 shows asa, p(z), P(z), and f(X) for some of the well-known distributions: the normal, the logistic, the Student's t and the Laplace (this table is adapted from Goldberger, 1980 Johnson and Kotz, 1972: 81-83 Generalizing the previous model to an arbitrary number q of explanatory variables x' = (xi, X2,..., xq), of which one may be the constant 1, and using vectors of regression coefficients /3 and y, the model with normally distributed errors can be seen as a generalized Tobit model, where the assumption q = y has been relaxed (see Cragg, 1971 ). In addition to consumption and labor force studies in econometrics, where the y-variable is limited, this model has been used to model selectivity in various applications of the kind discussed in Section 1. This generalized Tobit model is the basic model we will use henceforth.
For a recent survey of the statistical treatment of Tobit models, see Amemiya (1982 Several techniques have been proposed for the estimation of equations 9, 10, and 11, using maximum-likelihood methods (e.g., see Griliches et al., 1978; Hausman and Wise, 1979) , and various two-stage estimators applicable to the censored case only (e.g., see Heckman, 1979; Maddala and Lee, 1976 ). We will consider maximum-likelihood estimation, but the Heckman estimator will also be reported in the simulation study in Section 5.
In the first step of the Heckman estimator, y is estimated by maximum-likelihood Probit analysis. In the second step, OLS is applied to equation 13 in the truncated sample using the estimated f(X) as an additional x variable.
Recent contributions to selection modeling in the single-group case include studies pertaining to the robustness against deviations from the assumed functional form and error structure (e.g., see Goldberger, 1980; Hurd, 1979; Nelson, 1979; Olsen, 1979; Ray et al., 1980) , and generalizations to more than one selection relation (e.g., see Tunali et al., 1980; Venti and Wise, 1980 Reichardt (1979) and Weisberg (1979) .
As in the previous section, the nonequivalence of the control and treatment groups may be due to the investigator choosing to treat a certain subset of individuals (such as particularly needy ones) or due to self-selection by the individuals (such as volunteers in a new program). Nonequivalent groups may also arise due to attrition, despite initial randomization.
Data of this sort may be viewed as samples from different groups (populations) to be compared (see Thorndike, 1942 Figure 3 . Ignoring selectivity, ANCOVA for the experimentals and controls will give biased results. This will be studied further in Section 5.2, in a similar artificial data example. Barnow et al. (1980) and Goldberger (1979) also Griliches et al., 1978) .
For the iterative optimization involved, the so-called FLEPOW algorithm is used (see Gruvaeus and Joreskog, 1970 The results are given in Table 2 for Model 1 and in Table 3 for Model 2. For Model 1 there is strong selectivity, where only about half of the full population consists of selectable units. For Model 2 the corresponding figure is about three-quarters. Hence, we find overall more markedly biased estimates from ordinary regression for the first model. The columns &dquo;Truncated Case&dquo; and &dquo;Censored Case&dquo; give ML estimates in accordance with Section 4. In the truncated case, this estimator performs well, and the estimates are in no case more than twice the standard errors from the true values. For N = 1000, some of the standard errors are, however, rather large.
With information corresponding to the censored case, the Probit estimator for y works extremely well in all cases. It is in fact comparable to the also high performance full information ML estimator (censored case), also with respect to precision in the estimates. The Heckman estimator for the /3 parameters performs very well, and is also comparable to the ML estimator. Note that aEE is not consistently estimated (underestimated) and that the standard errors that are given are only approximate and too low, since these quantities are obtained via ordinary regression (see Heckman, 1979; with Pearson (1912) and Lawley (1943 Lawley ( -1944 , and applied to factor analysis models by Meredith (1964 
