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Cograph Editing is to find for a given graph G = (V , E) a set of at most k edge additions
and deletions that transform G into a cograph. The computational complexity of this
problem was open in the past. In this paper, we first show that this problem is NP-hard
by a reduction from Exact 3-Cover. Subsequently, we present a parameterized algorithm
based on a refined search tree technique with a running time of O(4.612k + |V |4.5), which
improves the trivial algorithm of running time O(6k + |V |4.5).
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A graph is a cograph if it can be generated from the single-vertex graph K1 by complementation and disjoint union.
Equivalently, cographs are exactly the graphs containing no induced P4 (a chordless path with four vertices) [20]. In graph
theory, cographs draw much attention in various ways. First, cographs are totally decomposable graphs, making a large
impact on modular decomposition techniques [10]. Second, cographs are extensions of several important subclasses such
as complete graphs, complete bipartite graphs, threshold graphs, and Turán graphs. Third but not last, many NP-complete
problems become polynomial-time solvable, when the input is a cograph [4].
Cograph Editing is to find for a given graph G a set of at most k edges to edit (add or delete) such that G can be modified
into a cograph. Unlike Cograph Deletion/Completion, which are known to be NP-hard [5], the computational complexity of
Cograph Editing was open in the past [1,14,17]. More recently, the parameterized approach has been used to deal with this
problem. Its parameterized version was defined as follows [19].
Parameterized Cograph Editing
Input: An undirected graph G = (V , E) and a parameter k ≥ 0.
Task: Find a set F of at most k edges and non-edges such that G′ = (V , (E\F)∪ (F \E)) is a cograph. (Adding the edges
in F \ E and deleting the edges in F ∩ E results in a cograph).
From the parameterized complexity point of view, a problem is called fixed-parameter tractable (FPT ) if there is an
algorithm with running time f (k)· nα , where f (k) is an arbitrary function and α is a positive constant independent of k.
For small fixed values k, the algorithms for fixed-parameter tractable problems are practically feasible. As pointed out in
[19], Cograph Editing is fixed-parameter tractable.
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Fig. 1. The gadget for Cograph Editing reducing from Exact 3-Cover.
In the field of parameterized computation, graph modification problems have received much attention. In particular,
Cai [2] proposed a general method for studying graph modification problems on all hereditary graph classes that have a
finite number of forbidden subgraphs. By Cai’s result, the parameterized Cograph Editing problem can be solved by a trivial
search tree algorithm of running time O∗(6k). This algorithm identifies an induced P4 in the given graph and branches into
all six possibilities of inserting or deleting one edge such that the P4 is eliminated (three cases of adding a new edge and
three cases of deleting one existing edge). Recently, Guillemot et al. [8] have presented a cubic vertex kernel for Cograph
Editing. In addition, the edge editing problems for some special cographs, such as complete graphs and complete bipartite
graphs, have been studied intensively by the parameterized approach [3,7,9].
Our focus is on the computational complexity and efficient parameterized algorithms for Cograph Editing. We first show
that Cograph Editing is NP-complete, which answers an open problem from [1,14,17]. Based on a refined case study, we then
present an efficient parameterized algorithm with a running time of O(4.612k + |V |4.5), which significantly improves the
previous trivial algorithm.
Throughout this paper, we use the following notations and conventions.
We consider only simple and undirected graphs. For a graph G = (V , E), the set of vertices in G is denoted by V (G),
and the neighborhood of a vertex v is denoted by N(v). A module is a set of vertices M ⊆ V such that for any v /∈ M
either M ⊆ N(v) or M ∩ N(v) = ∅. For two vertices x and y, let (x, y) denote the edge between x and y. A subgraph of G
induced by a set V ′ ⊂ V is denoted by G[V ′] = (V ′, E ′), where E ′ = {(u, v) | (u, v) ∈ E ∧ u, v ∈ V ′}. We denote with
G = (V , E) the complement of G, where E = {(u, v) | (u, v) /∈ E}. Adding an edge e to G and deleting an edge e from G are
denoted by G + e and G − e, respectively. We use +e to denote the addition of edge e and use −e to denote the deletion
of e. Moreover, given a set F of edge modifications, the graph resulting from applying F to G is denoted by G∆F . In graph
G∆F , a vertex v is unaffected if neither edge insertion nor edge deletion is applied on it, otherwise, v is affected. A set F of
edge modifications is called a cograph edge-edition set for G if G∆F is a cograph. The set F isminimal if no proper subset of F
is a cograph edge-edition set for G. The complement edge-edition set F of F = {+e1,+e2, . . . ,+ei,−d1,−d2, . . . ,−dj} is
defined as F = {−e1,−e2, . . . ,−ei,+d1,+d2, . . . ,+dj}. Furthermore, let X and Y be two sets. X \ Y denotes the set that
contains the elements in X but not in Y .
2. NP-hardness
Natanzon et al. [17] summarized the complexity status of edge modification problems for 17 important graph classes.
Later, Burzyn et al. [1] added other 11 classes. However, the complexity status of Cograph Editing has been left open in both
works. Here, we show that Cograph Editing is NP-hard by a reduction from Exact 3-Cover.
Theorem 2.1. Cograph Editing is NP-complete.
Proof. The containedness is clear. For the hardness, we give a reduction from Exact 3-Cover to Cograph Editing, which is
originated from that for Cograph Deletion in [5]. We first introduce Exact 3-Cover and give a description of the reduction in
the following.
Exact 3-Cover has as input a set S = {s1, . . . , sn}with n = 3t for an integer t ≥ 0 and a collection C of 3-element subsets
of S, that is, C = {S1, . . . , Sm}where, for 1 ≤ i ≤ m, Si ⊆ S and |Si| = 3, and asks for a size-t subset C ′ of C withS′∈C ′ S ′ = S.
Hereby, assume that Si ≠ Sj for i ≠ j and m > t . Let (G = (V , E), k) denote the instance to be constructed. First, we
add a clique S = {s1, . . . , sn} to G. Then, for every subset Si ∈ C , we construct a P3-gadget Gi, which consists of three vertex
subsets, Si, Xi, and Yi. Note that Si ⊆ S and, thus, forms a clique. Both Xi and Yi contain only new vertices and build cliques
as well, Xi = {x1i , . . . , xri }with r =
3t
2

and Yi = {y1i , . . . , yqi }with q = 3× [3(m− t) · r + (r − 3t)]. And all possible edges
between Si and Xi and between Xi and Yi are present in Gi. Finally we set k := 3(m− t) · r + r − 3t . Fig. 1 briefly illustrates
this construction.
Next, we show the equivalence between the instances, that is, (S, C) is a yes-instance of Exact 3-Cover if and only if (G, k)
is a yes-instance of Cograph Editing.
(⇒) Given a subset C ′ ⊆ C with |C ′| = t and S′∈C ′ S ′ = S, we can easily construct a solution F for (G, k) which
removes all edges between

Xi and S with the only exception of the edges in the P3-gadgets Gi which correspond to
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the subsets Si ∈ C ′. Moreover, F removes the edges between two elements s1 ∈ S and s2 ∈ S, if there is no S ′ ∈ C ′
with {s1, s2} ⊆ S ′. Observe that the resulting graph consists ofm connected components, corresponding to the subsets in C .
Moreover, each of these components is either a complete P3-gadget or its subgraph induced by Xi ∪ Yi. Therefore, the graph
is P4-free. Obviously, |F | = k.
(⇐) Suppose that we have a solution F with |F | ≤ k for G. Wemainly prove that there is no edge addition in F , indicating
that F contains only edge deletions and deduces an exact cover of S.
Suppose that there is an edge (u, v) added by F . Let G′ = (V , E ′) denote the graph resulting by applying F to G. Since S
is clique in G, one of u and v must be from Xi or Yi for some P3-gadget Gi. Moreover, since |F | ≤ k, the affected vertices in
G′ are no more than 2k. On the other hand, since 2k < |Yh| (1 ≤ h ≤ m), there must be at least one unaffected vertex y in
Yh for each h. Note that for an unaffected vertex y, neither edge insertion nor edge deletion is applied on y. On this basis, we
argue by contradiction that the added edge (u, v) will not occur in the following cases. First we show that u and v cannot
be both from

Yi. If this is not true, then assume u ∈ Yi for the P3-gadget for a subset Si ∈ C and v ∈ Yj. Clearly, i ≠ j. As
shown above, theremust be an unaffected vertex y ∈ Yi and an unaffected vertex z ∈ Yj such that (y, u) ∈ E ′, (z, v) ∈ E ′ but
(y, v) /∈ E ′, (z, u) /∈ E ′, and (y, z) /∈ E ′. Therefore, the vertices y, u, v, and z induce a P4 in graph G′[Yi∪Yj], contradicting the
fact that G′ is a cograph. Similarly, we show that we cannot have u ∈ Yi and v ∈ Xj. If not true, then an unaffected vertex y
in Yi and an unaffected vertex z in Yj, combining with u and v, must induce a P4 in graph G′[Yi ∪ Xj ∪ Yj]. Next, we prove that
u and v cannot be both from

Xi. If not true, then assume u ∈ Xi and v ∈ Xj. Again, i ≠ j. Analogously, an unaffected vertex
y in Yi and an unaffected vertex z in Yj, combining with u and v, must induce a P4 in graph G′[Yi ∪ Xi ∪ Xj ∪ Yj]. Moreover,
we prove the following claim.
Claim. For every element s ∈ S, there is at most one Xi whose vertices are adjacent to s in G′.
Proof of Claim. Suppose that the claim is not true. Let u ∈ Xi and v ∈ Xj with i ≠ j be two vertices adjacent to s ∈ S.
Since 2k < |Yi|, there must be an unaffected vertex y ∈ Yi such that (y, u) ∈ E ′, (y, v) /∈ E ′, and (y, s) /∈ E ′ in G′. We also
know that (u, v) /∈ E ′ by the discussion above. Hence, the vertices y, u, s, and v induce a P4 in graph G′[Yi ∪ Xi ∪ S ∪ Xj], a
contradiction to the fact that G′ is a cograph. This proves the claim. 
The claim implies immediately that F contains at least 3(m − t) · r deletions of edges between Xi’s and S. It remain
only r − 3t edge modifications in F to be specified. Then we can conclude that every s ∈ S is adjacent to exactly one Xi such
that there must be a P3-gadget Gi in G containing both s and Xi. This excludes the possibility that F adds an edge between a
vertex s ∈ S and a vertex x ∈ Xi such that s is not together with Xi in a P3-gadget. Furthermore, we can prove that there is no
edge in G′ between vertices s1, s2 ∈ S such that s1 is adjacent to Xi and s2 is adjacent to Xj in G′ for i ≠ j. Suppose that there is
such an edge. Let x1 ∈ Xi with (x1, s1) ∈ E ′ and x2 ∈ Xj with (x2, s2) ∈ E ′. By the above claim, (x1, s2) /∈ E ′ and (x2, s1) /∈ E ′.
Moreover, we already know (x1, x2) /∈ E ′ and have a P4, a contradiction.
Finally, we continue with proving that F adds no edge (s, y) to G with s ∈ S and y ∈ Yj. Suppose not true. Let Gi denote
the P3-gadget whose Xi is in G′ adjacent to s and let u be a vertex in Xi that is adjacent to s in G′. If j ≠ i, then, by 2k < |Yi|,
there must be an unaffected vertex z ∈ Yi such that (z, u) ∈ E ′, (z, s) /∈ E ′, and (z, y) /∈ E ′ in G′. As shown above, (u, y) /∈ E ′.
We have then a P4 in G′[Yi ∪ Xi ∪ S ∪ Yj], a contradiction. Consider now the case i = j. With all discussions above, we can
conclude that the vertex set V (K) of every connected component K of G′ is a subset of the vertex set of a P3-gadget Gi in G.
Note that Gi is a P4-free graph and thus, the subgraph of Gi induced by V (K) is a cograph as well. This means that there
is no edge modification needed for this subgraph. Thus, if there are edges inside of this subgraph added or deleted by F ,
then we can simply undo this edge modification, arriving at another solution with no edge addition. Hence, there is no edge
between S and Yi’s added.
Altogether, there is no edge addition in F , that is, F contains only edge deletions. On this basis, we further specify the
deleted edges as follows.
As discussed above, F contains a set F ′ of deletions on edges between Xi’s and S. Moreover, |F ′| ≥ 3(m − t) · r , with
equality if and only if every s ∈ S is adjacent to exactly one Xi such that there must be a P3-gadget Gi in G containing both s
and Xi. Next, we mainly specify the other r − 3t edge deletions. Since |Sh| = 3 (1 ≤ h ≤ m) and there is no edge between
vertices s1, s2 ∈ S such that s1 is adjacent to Xi and s2 is adjacent to Xj in G′ for i ≠ j, G′[S] is a union of cliques of size at most
3. In other words, the number of edges in G′[S] is at most 3t , and the maximum number is obtained if and only if G′[S] is a
union of triangles only. Therefore, |F \F ′| ≥ r−3t with equality if and only if there is a partition of S into 3-element subsets,
such that the elements of each subset are adjacent to the same Xi. Hence, |F | ≥ 3(m− t) · r + r − 3t . By the assumption of
this direction, |F | ≤ 3(m− t) · r + r − 3t . Thus, we must have |F | = 3(m− t) · r + r − 3t , indicating the implied partition
into subsets induces an exact cover of S. This completes the proof. 
3. A parameterized algorithm
In this section, we present a parameterized algorithm for Cograph Editing. This algorithm takes advantage of the
properties of P4-sparse graphs as Nastos and Gao [16] do for the related deletion problems. We start with some related
terminologies and results.
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Fig. 2. A thin spider (a) and a thick spider (b) with |S| = |K | = 4 and |R| = 2.
Fig. 3. Forbidden induced subgraphs for P4-sparse graphs.
Definition (Spider graphs [13]). Agraph G is termed a spider if the vertex setV (G) ofG admits a partition into three sets S,K ,
and R such that:
P1: |S| = |K | ≥ 2, S is stable, K is a clique;
P2: Every vertex in R is adjacent to all the vertices in K and misses all the vertices in S;
P3: There exists a bijection f : S → K such that exactly one of the following two statements holds: (i) N(s)∩K = {f (s)}
for all vertices s in S; (ii) N(s) ∩ K = K \ {f (s)} for all vertices s in S .
The triple (S, K , R) is called the spider-partition. If the condition of case P3(i) holds, then the spider G is called a thin spider,
otherwise, G is a thick spider. In other words, the subgraph G[K ∪ S] for thin spider is a matching, and for thick spider being a
co-matching. Note that the complement of a thin spider is a thick spider and vice versa. Throughout this paper, the sets S, K ,
and R are called the feet, body, and head of the spider, respectively. Examples of spiders are given in Fig. 2.
Definition (P4-sparse Graphs [11]). A graph G is P4-sparse if every induced subgraph with exactly five vertices contains at
most one P4.
This definition indicates a forbidden induced subgraph characterization that any 5-vertex subgraph induces two or
more P4’s. Specifically, the forbidden induced subgraphs are listed in Fig. 3 [12].
Lemma 3.1 ([12]). For a graph G, the following conditions are equivalent:
(i) G is a P4-sparse graph;
(ii) for every induced subgraph H of G with at least two vertices, exactly one of the following statements is satisfied: (a) H is
disconnected; (b) H is disconnected; (c) H is a spider.
Let G be a P4-sparse graph and H be a spider of G. In this paper, H is also termed am-spider of G if V (H) is a strongmodule
in G.
It is easy to see that three pairs of subgraphs in Fig. 3 are complementary to each other. In the following, we show the
relationship of the edge modification sets for two complementary graphs.
Theorem 3.2. Given a graph Gwith an edgemodification set F , if F is aminimal cograph edge-edition set for G, then F is aminimal
cograph edge-edition set for G.
Proof. Let Gc be the cograph resulting from applying F to G and let Gc be the complement graph of Gc . Since the complement
graph of a P4 is also a P4, Gc is a cograph. Moreover, the opposite modifications in F can be used to modify the graph G, that
is, the edges added to G are deleted from G and the edges deleted from G are added to G. Consequently, the graph resulting
from applying F to G is exactly the graph Gc . Therefore, F is a minimal cograph edge-edition set for G. 
On the basis above,wepresent the basic strategy of our algorithmas follows: edit the given graph to a P4-sparse graphby a
forbidden subgraph characterization, and then edit the resulting P4-sparse graph to a cograph. Although this strategy follows
the one for Cograph Deletion in [16], two novel techniques make our algorithm different from it. First, since destroying
a forbidden subgraph by editing is more complex than just only by deleting, we adopt some annotation rules to avoid
complicated subcases. Second, by Theorem 3.2, only three (instead of seven!) forbidden induced subgraphs given in Fig. 3
are considered independently during editing the input graph to a P4-sparse graph.
In the rest of this section, we present this algorithm in more detail.
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Algorithm EDP4(G)
Input: A P4-sparse graph G = (V , E)
Output: A cograph edge-edition set for G;
1. decompose G by modular decomposition, and put all m-spiders intoQ ;
2. D = ∅ ;
3. repeat
3.1 pick a spiderM = (S, K , R) inQ ;
3.2 ifM is thin then
delete all but one edges in the matching between K and S,
and put these operations intoD;
3.3 ifM is thick then
add all but one missing edges in the co-matching between K and S,
and put these operations intoD;
3.4 Q=Q-{M} ;
untilQ = ∅ ;
4. returnD .
Fig. 4. An algorithm for editing P4-sparse graphs.
3.1. Editing P4-sparse graphs to cographs
We first show that editing a P4-sparse graph to a cograph can be done in polynomial time. Since spider graphs are the
basic components of P4-sparse graphs, we consider first how to get an optimal cograph edge-edition set for spider graphs.
Lemma 3.3. Let H = (S, K , R) be a spider. There is an optimal cograph editing set that contains (1) deletion of all but one edges
in the matching between S and K if H is a thin spider; (2) insertion of all but one missing edges in the co-matching between S and
K if H is a thick spider.
Proof. Without loss of generality, let H be a thin spider with body K = {k1, . . . , k|K |} and feet S = {s1, . . ., s|K |}, and
(ki, sj) ∈ E if and only if i = j. And assume that F = {−(ki, si) | i = 1, . . . , |K | − 1}. Let A be an arbitrary optimal cograph
edge-edition set for H . Suppose that F * A.
Case 1: |F\A|=1. Assume that the edge-deletion operation in F but not inA is−(kj, sj). And let Z = F∩A. If−(k|K |, s|K |) ∈ A,
then B = A\{−(k|K |, s|K |)}∪{−(kj, sj)} is another optimal cograph edge-edition set forH . Otherwise, if−(k|K |, s|K |) /∈ A, the
vertices sj, kj, k|K |, and s|K | induce a P4 in the resulting graphH∆Z . To destroy this P4, Amust contain the operation+(kj, s|K |)
or+(k|K |, sj). Notate that−(kj, k|K |) and+(sj, s|K |) do not belong to A because they may result in new P4’s again. Then, both
B = A \ {+(kj, s|K |)} ∪ {−(kj, sj)} and B = A \ {+(k|K |, sj)} ∪ {−(kj, sj)} are also optimal cograph edge-edition sets for H .
Moreover, in each subcase, |B| = |A| and F ⊆ B.
Case 2: |F \A|=2. Assume that the edge-deletion operations in F but not in A are−(ki, si) and−(kj, sj). And let Z = F ∩A.
We first show that −(k|K |, s|K |) must be in A. If it is not true, then the vertices si, ki, sj, kj, s|K |,k|K | induce three P4’s in the
resulting graph H∆Z . To destroy these P4’s, Amust contain three edition operations. On the other hand, if we replace these
operations with−(ki, si) and−(kj, sj) into A, we can obtain a smaller solution, a contradiction. Then, in the resulting graph
H∆Z , there is only one P4 induced by si, ki, kj, sj. Thus, A must contain the operation +(kj, si) or +(ki, sj). We can replace
{−(k|K |, s|K |),+(kj, si)} or {−(k|K |, s|K |),+(ki, sj)}with {−(ki, si),−(kj, sj)} into A. Thus, we obtain another optimal solution
that contains F .
Case 3: |F \ A| = r (3 ≤ r ≤ |K | − 1). We show by contradiction that this case will not occur. Suppose this case holds.
LetW={s1, k1, s2, k2, . . . , sr , kr} be the set of vertices occurred in F \ A. And let Z = F ∩ A. Similar to case 2, the operation
−(k|K |, s|K |)must be in A. Thus, in the resulting graph H∆Z , the vertices inW induce
r
2

P4’s. To destroy these P4’s, Amust
contain
r
2

edition operations, and let D1 denote the set of these operations. On the other hand, we can pick an edition set
D2 of size r − 1 in F \ A such that B = A \ D1 ∪ D2 is a cograph edition set for H . Obviously, |B| < |A|, contradicting the fact
that A is optimal.
Since thick spiders are complementary to thin spiders, statement (2) directly follows from (1) by Theorem 3.2. 
Then, we present the algorithm for editing P4-sparse graphs to cographs. It is depicted in Fig. 4.
Theorem 3.4. Given a P4-sparse graph G = (V , E), Algorithm EDP4 produces an optimal set of edge-editing operations that
makes G a cograph, and its running time is O(|V | + |E|).
Proof. Bymodular decomposition in [15], all strongmodules inG can be produced. It is easy to checkwhether a decomposed
module induces a spider or not. Let H be an arbitrary decomposed module. If G[H] and G[H] are all connected, then G[H]
must be a m-spider by Lemma 3.1. Moreover, since the head of any spider is a module, the m-spider contained in head of
another spider will also be produced. Therefore, all m-spiders can be found. Step 1 in Algorithm EDP4 is correct.
Next, we mainly show that the step 3 in algorithm EDP4 is correct. Without loss of generality, letM = (S, K , R) be a thin
m-spider in G and F be a set of deletions on all but one edges in thematching between S and K . By Lemma 3.3, F is contained
in an optimal solution T forM . In the following, we argue that F is also contained in an optimal solution for G.
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Case 1: V (M) is not contained in head of any other spider. IfM = G, then F is obviously contained in an optimal solution
for G. Otherwise, let G′ = G[V (G) \ V (M)] and M ′ be an arbitrary m-spider in G′. By Lemma 3.1, there are only two types
of relationships between M and M ′. (1) M is disconnected from M ′ in G. It is obvious that the edge-insertion between M
and M ′ cannot destroy any P4 in M . (2) M is disconnected from M ′ in G. Since P4-sparse graph is self-complementary, the
edge-deletion between M and M ′ also cannot destroy any P4 in M . Therefore, the edge-edition between M and G′ cannot
destroy any P4 inM . The optimal solution T forM must be contained in an optimal solution for G, and so is F .
Case 2: V (M) is contained in the head of another spiderM ′. Without loss of generality, assume thatM ′ = (S ′, K ′, R′) is a
thinm-spider,M = M ′[R′], and F ′ is a set of deletions on all but one edges in thematching between S ′ and K ′. By Lemma 3.3,
F ′ is contained in an optimal solution for M ′. Moreover, there is no P4 that intersects K ′ ∪ S ′ in the resulting graph M ′∆F ′.
Then, T ′ = T ∪ F ′ is an optimal solution for M ′. Since F ⊆ T , F is contained in the optimal solution T ′ for M ′. As discussed
in case 1, if V (M ′) is not contained in head of any other m-spider, F is contained in an optimal solution for G. Otherwise, by
recursive deducing, we can conclude that F is also contained in an optimal solution for G.
The time complexity of Algorithm EDP4 can be easily analyzed. By the modular decomposition algorithm in [15], step 1
can be done in O(|V | + |E|) time. In step 3, identifying the spider structure of P4-sparse graphs can be done in O(|V | + |E|)
time [13]. The total number of editions is no more than |E|. Hence, step 3 can be done in O(|V | + |E|) time. Therefore, the
running time of Algorithm EDP4 is bounded by O(|V | + |E|). 
3.2. Editing graphs to P4-sparse graphs
Assume that the input graph is not a P4-sparse graph, that is, it contains at least one forbidden subgraph shown in Fig. 3.
In this subsection, we will show how to eliminate these forbidden subgraphs by using a search tree approach. According
to Theorem 3.2, these seven forbidden induced subgraphs in Fig. 3 can be reduced to three seminal subgraphs (C5 can also
be reduced to P5 and co-P5). The basic strategy is to destroy the P4’s in the subgraph by branching into six cases, three of
them adding one edge and the other three deleting one edge. As in [7], we annotate some vertex pairs in the graph with the
labels ‘‘forbidden’’ and ‘‘permanent’’. A forbidden vertex pairmeans that it is not allowed to have an edge between these two
vertices; if the input graph has an edge here, then it must be deleted. In contrast, a permanent label enforces the addition
of an edge between these two vertices, if not present in the input graph, and this edge cannot be deleted by any solution.
There are two rules for annotating vertex pairs: (1) After an edge is deleted (or added), the corresponding vertex pair is
labeled as forbidden (or permanent). (2) While branching on a P4, we sort the six cases in an arbitrary order. If one case adds
(or deletes) an edge between a vertex pair, then all succeeding cases annotate this vertex pair as forbidden (or permanent).
These rules are trivially correct and can be implemented in constant time.
Next, we present the branching rules. The branching rule for P5 (and co-P5) is depicted in Fig. 5. The edge modifications
applied by these subcases are as follows: {−(j, h)}, {−(h, l)}, {−(l, u), −(i, j)}, {−(l, u), +(i, h)}, {−(l, u), +(i, l)}, {−(l, u),
+(j, l)}, {+(h, u),−(i, j)}, {+(h, u),+(i, h)}, {+(h, u),+(j, l),+(i, u)}, {+(h, u),+(i, l),+(i, u)}, {+(j, u),−(i, j)}, {+(j, u),
+(i, l)}, {+(j, u),+(j, l)}, {+(j, u),+(i, h),+(i, u)}, {+(j, l),−(i, j)}, {+(j, l),+(i, l)}, {+(j, l),+(i, u),+(i, h)}. For co-P5 we
consider the same 17 subcases. However, the edge modifications of the subcases are the complement of modifications of
the subcases for P5.
Lemma 3.5. The branching rule shown in Fig. 5 is correct and the corresponding branching number is less than 4.588.
Proof. Let ijhlu be the P5 that we branch on. The P4 induced by j, h, l, u is first edited by six possible modifications. In the
resulting graphs 1⃝ and 3⃝, there is no longer a P4. Then, {−(j, h)} and {−(h, l)} are two minimal edge modification sets for
P5. In other cases, we execute annotation rules and make branching further.
Case 1: the graph resulting by deleting (l, u) (see 2⃝). We branch on the P4 induced by i, j, h, l. Since (j, h) and (h, l) are
permanent, only four possibilities are to be considered: −(i, j), +(i, h), +(i, l), and +(j, l). The resulting graphs 21⃝, 22⃝, 23⃝,
and 24⃝ are all cographs. Thus, four minimal edgemodification sets for P5 are also obtained, that is, {−(l, u),−(i, j)}, {−(l, u),
+(i, h)}, {−(l, u),+(i, l)}, {−(l, u),+(j, l)}.
Case 2: the graph resulting by adding (h, u) (see 4⃝). Analogously, the P4 induced by i, j, h, l is branched by four ways.
The resulting graphs 41⃝ and 42⃝ are cographs. In the resulting graph 43⃝, the P4 induced by i, j, h, u is to be branched further.
Note that (i, j) is permanent and (i, h) is forbidden. Moreover, since {+(j, u),+(j, l)} is a minimal solution for P5 and will be
considered in case 3, adding (j, u) is not optimal and should be forbidden. Therefore, adding (i, u) is the only way to destroy
this P4. In the resulting graph 44⃝, the P4 induced by i, j, h, u is destroyed by adding (i, u). Hence, there are 4 solutions in this
branch: {+(h, u),−(i, j)}, {+(h, u),+(i, h)}, {+(h, u),+(j, l),+(i, u)}, and {+(h, u),+(i, l),+(i, u)}.
Case 3: the graph resulting by adding (j, u) (see 5⃝). Analogously, the P4 induced by i, j, h, l is branched by four ways.
The resulting graphs 51⃝, 52⃝, and 53⃝ are all cographs. In the resulting graphs 54⃝, the P4 induced by i, h, l, u is destroyed by
adding (i, u). Hence, there are 4 solutions in this branch: {+(j, u),−(i, j)}, {+(j, u),+(i, l)}, {+(j, u),+(j, l)}, {+(j, u),+(i, h),
+(i, u)}.
Case 4: the graph resulting by adding (j, l) (see 6⃝). The P4 induced by i, j, l, u is to be branched. Since (l, u) is permanent
and (j, u) is forbidden, there are only 3ways to destroy this P4:−(i, j),+(i, l), and+(i, u). The resulting graphs 61⃝ and 62⃝ are
cographs. In the resulting graph 63⃝, the P4 induced by i, u, l, h is destroyed by adding (i, h). Therefore, there are 3 minimal
solutions in this branch: {+(j, l),−(i, j)}, {+(j, l),+(i, l)}, {+(j, l),+(i, u),+(i, h)}.
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Fig. 5. Branching on a P5 . All bold lines and dashed lines are annotated as permanent and forbidden, respectively. Moreover, the dashed lines on the P5
denote deleted edges, while the bold lines not on the P5 are added edges.
Altogether, P5 can be branched by 17 minimal solutions. Moreover, the recurrence relation on this branching rule is
T (k) = 2T (k− 1)+ 11T (k− 2)+ 4T (k− 3). Correspondingly, the branching number α < 4.588. Furthermore, according
to Theorem 3.2, co-P5 can also be branched into 17 subcases and the solutions are exactly complementary to that of P5. 
The branching rule for 4-pan is depicted in Fig. 6. The corresponding edgemodifications are as follows: {−(l, u)}, {+(j, l)},
{+(j, u)}, {−(i, l), −(j, h)}, {−(i, l), −(h, l)}, {−(i, l), +(h, u), −(i, j)}, {−(i, l), +(h, u), +(i, h)}, {−(i, j), −(j, h)}, {−(i, j),
−(h, l)}, {−(i, j), +(h, u), +(i, h)}, {+(i, u), +(h, u)}, {+(i, u), −(j, h), −(h, l)}, {+(i, u), +(i, h), −(j, h)}, {+(i, u), −(h, l),
+(i, h)}. As in the case of P5 and co-P5, co-4-pan can be handled in a similar way as 4-pan.
Lemma 3.6. The branching rule shown in Fig. 6 is correct and the corresponding branching number is less than 4.434.
Proof. Let ijhlu be the 4-pan that we branch on. The P4 induced by j, i, l, u is first edited by six ways. The resulting graphs
1⃝, 2⃝ and 3⃝ indicate corresponding solutions: {−(l, u)}, {+(j, l)}, and {+(j, u)}. In the following, we branch on other cases
further.
Case 1: the graph resulting by deleting (i, l) (see 4⃝). The P4 induced by j, h, l, u is branched by three ways: −(j, h),
−(h, l), and +(h, u). The resulting graphs 41⃝ and 42⃝ are cographs. In the resulting graph 43⃝, the P4 induced by i, j, h, l is
further branched by deleting (i, j) and adding (i, h). Therefore, there are 4 solutions in this branch: {−(i, l),−(j, h)}, {−(i, l),
−(h, l)}, {−(i, l),+(h, u),−(i, j)} and {−(i, l),+(h, u),+(i, h)}.
Case 2: the graph resulting by deleting (i, j) (see 5⃝). Analogously, the P4 induced by j, h, l, u is branched by three ways,
resulting 3 corresponding solutions: {−(i, j),−(j, h)}, {−(i, j),−(h, l)} and {−(i, j),+(h, u),+(i, h)}.
Case 3: the graph resulting by adding (i, u) (see 6⃝). Analogously, the P4 induced by j, h, l, u is branched by threeways. The
resulting graph 61⃝ is already a cograph. In the resulting graph 62⃝, the P4 induced by j, i, l, h is further branched by deleting
(l, h) and adding (i, h). In the resulting graph 63⃝, the P4 induced by h, j, i, l is destroyed by adding (i, h). Therefore, there
are 4 solutions in this branch: {+(i, u), +(h, u)}, {+(i, u), −(j, h), −(h, l)}, {+(i, u), +(i, h), −(j, h)}, and {+(i, u), −(h, l),
+(i, h)}.
Altogether, 4-pan can be branched by 14 minimal solutions. Moreover, the recurrence relation on this branching rule is
T (k) = 3T (k − 1) + 5T (k − 2) + 6T (k − 3), and the branching number α < 4.434. Furthermore, co-4-pan can also be
branched into 14 subcases, and its solutions are exactly complementary to that of 4-pan. 
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Fig. 6. Branching on a 4-pan.
The branching rule for fork (and kite) is shown in Fig. 7. The corresponding edge modifications are as follows: {−(l, u)},
{−(h, l)}, {+(h, u)}, {−(i, h),−(j, h)}, {−(i, h),+(j, l)}, {−(i, h),+(j, u)}, {+(i, l),−(j, h)}, {+(i, l),+(j, l)}, {+(i, l),+(i, j),
+(j, u)}, {+(i, u),−(j, h)}, {+(i, u),+(j, u)}, {+(i, u),+(j, l),+(i, j)}.
Lemma 3.7. The branching rule shown in Fig. 7 is correct and the corresponding branching number is less than 4.612.
Proof. Let ijhlube the fork thatwebranch on. The P4 induced by i, h, l, u is first edited by sixways. The resulting graphs 1⃝, 2⃝
and 3⃝ indicate corresponding solutions: {−(l, u)}, {−(h, l)}, and {+(h, u)}. In the following, we branch on other cases
further.
Case 1: the graph resulting by deleting (i, h) (see 4⃝). The P4 induced by j, h, l, u is branched by three ways: −(j, h),
+(j, l), and +(j, u). The resulting graphs 41⃝, 42⃝ and 43⃝ are all cographs, leading to 3 solutions: {−(i, h), −(j, h)}, {−(i, h),
+(j, l)}, and {−(i, h),+(j, u)}.
Case 2: the graph resulting by adding (i, l) (see 5⃝). Analogously, the P4 induced by j, h, l, u is branched by three ways.
The resulting graphs 51⃝ and 52⃝ are cographs. In the resulting graph 53⃝, the P4 induced by i, l, u, j is further destroyed by
adding (i, j). Therefore, there are 3 solutions in this branch: {+(i, l),−(j, h)}, {+(i, l),+(j, l)}, and {+(i, l),+(i, j),+(j, u)}.
Case 3: the graph resulting by adding (i, u) (see 6⃝). Analogously, the P4 induced by j, h, l, u is branched by three ways
and the corresponding solutions are obtained: {+(i, u),−(j, h)}, {+(i, u),+(j, u)}, and {+(i, u),+(j, l),+(i, j)}.
Altogether, fork can be branched by 12 minimal solutions. Correspondingly, the recurrence relation on this branching
rule is T (k) = 3T (k− 1)+ 7T (k− 2)+ 2T (k− 3), and the branching number α < 4.612. Moreover, kite(co-fork) can also
be branched into 12 subcases, and its solutions are complementary to that of fork.
Finally, we consider C5, which can be reduced to the case of P5 or co-P5. Applying the branching rule for P5 and co-P5 and
eliminating duplicated solutions, we can obtain 40 solutions for C5.
Lemma 3.8. The branching rule for C5 is correct and has a branching number less than 4.151.
Proof. Let ijhlu be the C5 that we branch on. The P4 induced by i, j, h, l is first branched by six ways. The resulting graphs
are shown in Fig. 8. Obviously, these resulting graphs are isomorphic to either P5 or co-P5. With Lemma 3.5, we can directly
obtain the final solutions for each case.
Case 1: the P5 induced by h, j, i, u, l (see 1⃝). Eleven solutions in this branch are as follows: {−(h, l), −(j, i)}, {−(h, l),
−(i, u)}, {−(h, l), −(u, l), +(h, i)}, {−(h, l), −(u, l), +(h, u)}, {−(h, l), −(u, l), +(j, u)}, {−(h, l), −(h, j), +(i, l)}, {−(h, l),
+(h, i),+(i, l)}, {−(h, l),−(h, j),+(j, l)}, {−(h, l),+(j, u),+(j, l)}, {−(h, l),−(h, j),+(j, u)}, and {−(h, l),+(h, u),+(j, u)}.
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Fig. 7. Branching on a fork.
Fig. 8. Six subcases for C5 .
Case 2: the P5 induced by j, i, u, l, h (see 2⃝). Eight solutions in this branch are as follows: {−(j, h), −(i, u)}, {−(j, h),
−(u, l)}, {−(j, h), −(j, i), +(u, h)}, {−(j, h), +(j, u), +(u, h)}, {−(j, h), −(j, i), +(i, h)}, {−(j, h), −(j, i), +(i, l)}, {−(j, h),
+(i, l),+(i, h)}, and {−(j, h),+(j, l),+(i, l)}.
Case 3: the P5 induced by i, u, l, h, j (see 3⃝). Seven solutions in this branch are as follows: {−(i, j), −(u, l)}, {−(i, j),
−(i, u), +(l, j)}, {−(i, j), +(i, l), +(l, j)}, {−(i, j), −(i, u), +(u, j)}, {−(i, j), +(u, j), +(u, h)}, {−(i, j), −(i, u), +(u, h)}, and
{−(i, j),+(i, h),+(u, h)}.
Case 4: the co-P5 induced by j, h, l, u, i (see 4⃝). Six solutions in this branch are as follows: {+(h, i), −(l, u), −(u, i)},
{+(h, i),−(l, u),+(l, i)}, {+(h, i),+(h, u),−(l, u)}, {+(h, i),+(h, u),−(u, i)}, {+(h, i),+(j, l)}, and {+(h, i),+(j, u)}.
Case 5: the co-P5 induced by u, i, j, h, l (see 5⃝). Four solutions in this branch are as follows: {+(i, l), −(u, i), −(l, u)},
{+(i, l),−(u, i),+(j, l)}, {+(i, l),+(u, j)}, and {+(i, l),+(u, h)}.
Case 6: the co-P5 induced by h, l, u, i, j (see 6⃝). Four solutions in this branch are as follows: {+(l, j), −(u, i), −(l, u)},
{+(l, j),−(u, i),+(u, j)}, {+(l, j),−(l, u),+(u, j)}, and {+(l, j),+(h, u)}.
Altogether, we have totally 40 solutions for C5. The recurrence relation on this branching rule is T (k) = 10T (k − 2) +
30T (k− 3), and the branching number α < 4.151. 
The next theorem summarizes the findings from this and the previous subsections.
Theorem 3.9. Cograph Editing can be solved in O(4.612k + |V |4.5) time.
Proof. Given a graph G, we first verify whether it is a P4-sparse graph. If G is not a P4-sparse graph, then there exists at least
one forbidden subgraph induced by five vertices inG. To destroy all these forbidden subgraphs, we apply the branching rules
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from Lemmas 3.5 to 3.8. Thus, we can compute a P4-sparse graph from G in O(4.612k(|V | + |E|)) time, since the search tree
has a size bounded by 4.612k and the forbidden subgraphs can be found in O(|V | + |E|) time.
Moreover, Cograph Editing admits a problem kernel with O(k3) vertices [8]. Although the time of this kernelization
algorithm is not specified in [8], we can analyze its time to O(|V |4.5). Its time is dominated by the time needed by the
sunflower rule. For this rule, we count the number of P4’s, that contain one specified vertex pair as the unique common edge
(or non-edge), mainly by finding a maximum matching on a bipartite graph in O(|V |2.5) time. Since there are at most |V |2
vertex pairs, the time for applying this rule exhaustively is O(|V |4.5).
By employing the interleaving technique [18], the running time of computing a P4-sparse graph from G can be improved
to O(4.612k + |V |4.5). Since, by Theorem 3.4, the step from P4-sparse graphs to cographs is linear-time doable, the theorem
follows. 
4. Conclusion
In this paper, we study the computational complexity of Cograph Editing and present a parameterized algorithm for it.
We show that Cograph Editing is NP-hard, settling an open problem in [1,17]. There are still some edge edition problems,
whose computational complexity is unknown, for instance, Trivially Perfect Editing and Threshold Editing [1,14,17].
Another possible research direction would be to use the automated approach from [6] to improve the running time of our
parameterized algorithm.
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