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Abstract
As technology scales, the improved speed and energy efficiency make the successive-
approximation-register (SAR) architecture an attractive alternative for applications
that require high-speed and high-accuracy analog-to-digital converters (ADCs). In
SAR ADCs, the key linearity and speed limiting factors are capacitor mismatch and
incomplete digital-to-analog converter (DAC)/reference voltage settling. In this the-
sis, a sub-radix-2 SAR ADC is presented with several new contributions. The main
contributions include investigation of using digital error correction (redundancy) in
SAR ADCs for dynamic error correction and speed improvement, development of
two new calibration algorithms to digitally correct for manufacturing mismatches,
design of new architecture to incorporate redundancy within the architecture itself
while achieving 94% better energy efficiency compared to conventional switching al-
gorithm, development of a new capacitor DAC structure to improve the SNR by four
times with improved matching, joint design of the analog and digital circuits to create
an asynchronous platform in order to reach the targeted performance, and analysis of
key circuit blocks to enable the design to meet noise, power and timing requirements.
The design is fabricated in standard 1P9M 65nm CMOS technology with 1.2V
supply. The active die area is 0.083mm2 with full rail-to-rail input swing of 2.4VP−P .
A 67.4dB SNDR, 78.1dB SFDR, +1.0/-0.9 LSB12 INL and +0.5/-0.7 LSB12 DNL are
achieved at 50MS/s at Nyquist rate. The total power consumption, including the
estimated calibration and reference power, is 2.1mW, corresponding to 21.9fJ/conv.-
step FoM. This ADC achieves the best FoM of any ADCs with greater than 10b
ENOB and 10MS/s sampling rate.
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Title: Professor of Electrical Engineering and Computer Science
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Title: Professor of Electrical Engineering and Computer Science
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Chapter 1
Introduction
Modern electronic systems store and process information in the digital domain. For
these systems to interface with real-world analog signals, conversions between the
analog and digital signals are required. As a result, one of the keys to the success of
these systems has been the advance in analog-to-digital converters (abbreviated A/D
or ADCs).
Pure analog circuits can do substantial signal processing in a low-cost and well-
established fashion. For example, analog circuits are more than sufficient for simple
processing functions such as filtering and amplification. With the complexity of ad-
vanced electronic systems, implementing them with pure analog solutions becomes
too costly or even unfeasible. Digital signal processing (DSP) offers crucial extensions
to these required functionalities as DSP provides perfect storage capability, unlimited
signal-to-noise ratio and options to carry out complex algorithms to enable new fea-
tures with the DSP’s unprecedented computation power. To take advantage of such
capabilities, analog signals have to be converted to digital signals in the early stage of
the processing chain, making the analog-to-digital converter a critical design block.
In many cases, the performance of today’s digital system is defined by the quality
and speed of the data converters.
Continuous and aggressive scaling of complementary metal-oxide-semiconductor
(CMOS) technologies has dramatically increased the speed, power efficiency and inte-
gration of electronic systems. Moore’s law continues to predict the scaling and levels
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of integration fairly well and the rate of scaling even outperforms the prediction in
recent years [10]. This scaling improvement in system performance has driven the
need for improvement in its corresponding data converters. The trend is to continue
development in high-performance data converters while simultaneously reducing ADC
power consumption. Another trend is to shift the A-to-D conversions “upstream” to
allow more signal processing to be done in the digital domain in order to take full
advantage of digital scaling and to eliminate unwanted interferers and noise.
The number of ADC applications is also expanding. The application is as diverse
as industrial process controls, communication infrastructure, automotive controllers,
audio/video functions and medical devices among numerous others. Moving the data
conversion upstream in these applications generally requires much higher sampling
rate and resolution. For high performance applications, such as wireless communi-
cation devices, software radio, and millimeter-wave imaging systems, among others,
moving the ADC upstream would require resolutions of 12 bits or higher and sampling
rates of a few tens of megahertz (MHz), and the requirements are steadily headed
toward a few hundreds of MHz or even in the gigahertz (GHz) range. Moreover, the
increased popularity in portable/battery-powered electronics demands better energy
efficiency in data converter design. This creates a number of challenges to achieve
high performance, high resolution and low power in the same design, especially in the
deeply scaled CMOS technologies.
1.1 Challenges of Technology Scaling
Technology scaling benefits digital integrated circuits in terms of improved integration
and unity gain frequency fT , but scaling does not necessarily benefit analog circuits,
such as operational amplifiers, in the same way. As feature size shrinks, voltage
headroom (VDD), intrinsic gain of transistors (gmro) and gate oxide thickness (tOX)
all decrease with scaling. Despite the benefits in speed, these factors make designing
analog circuit extremely difficult.
Scaling lowers the supply voltage and reduces the available signal for critical analog
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blocks, but unfortunately, it does not lower the noise floor and the rate of threshold
voltage scaling is not proportional to that of the supply voltage in order to prevent
excessive increases in “off-leakage” current. These further aggravate the difficulties
caused by supply voltage shrinkage. For example, when the supply voltage reduces
by half from 1.8V to 0.9V, the SNR automatically decreases by 6dB. To maintain the
same SNR, the noise power needs to be four times smaller. To achieve such noise level,
the capacitor size has to be increased by four times since noise power is proportional
to kT/C. If the system is designed to have certain bandwidth of gm/C, the increase
in capacitance needs to be accommodated by the increase in transconductance gm.
This will result in two1 times the power consumption to maintain the same bandwidth
as in the original design.
Due to limited voltage headroom, it also becomes increasingly impractical to use
cascoding techniques to improve the DC gain of operational amplifiers. To increase
the DC gain, designers have resorted to using boosted cascoding or multi-stage de-
signs [13, 14]. Even though these techniques can provide enough DC gain, they can
introduce multiple poles at low frequencies, making it challenging to design a closed-
loop stable system.
Device variation is another important factor. Variation manifests itself particu-
larly in the variation of threshold voltage, given in Equations 1.1 and 1.2.
2φB = 2
kT
q
ln
Na
ni
(1.1)
VT = Vfb + 2φB +
√
qNa2εs
Cox
(
√
2φB + Vsb −
√
2φB) (1.2)
The equations show that threshold voltage depends on the doping concentration (Na),
the flat-band voltage (Vfb) and oxide thickness (tox). The doping concentration es-
pecially suffers from random dopant fluctuation arising from the ion implantation
and thermal annealing steps. This makes it difficult to develop techniques to miti-
gate the variation in threshold voltage, and this variation in threshold voltage makes
matching difficult for deeply-scaled devices. Device variation leads to random offsets
1Total capacitance is increased by four times but VDD is reduced by two times.
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Figure 1-1: A plot of the resolution versus the input sampling frequency for recent
published analog-to-digital converters in ISSCC and VLSI (data adopted from [1]).
in analog circuits, which can limit the achievable performance. Other short channel
effects, such as drain-induced barrier lowering (DIBL), gate current leakage, velocity
saturation, and parasitic source/drain resistance also raise concerns for analog-heavy
design. Our goal is to take the benefits of digital scaling and design around these
analog limitations.
1.2 ADC Architecture Overview
Figure 1-1 shows the resolution and sampling frequency for all ADCs published in key
technical conferences in this field (ISSCC and VLSI) between 1997 and 2012 [1]. The
plot shows the trend that increasing sampling frequency goes with decreasing resolu-
tion. Of the classical architectures, Σ∆ converters dominate the high resolution and
low sampling frequency region, flash and folding ADCs have the highest sampling
frequency but with the lowest resolution, successive-approximation-register (SAR)
converters are used for low-to-medium speed and medium-to-high resolution applica-
tions, and pipelined converters are used for applications that require medium-to-high
speed and resolution.
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The flash topology, along with its folding and interpolating variants, has been
the choice for high-speed and low-resolution applications. It is able to achieve the
highest throughput, but it suffers from a number of drawbacks due to its high level
parallelism. Since the number of comparators grows exponentially with the resolution,
these ADCs require excessive power and area for resolutions above 8 bits. The large
number of comparators also gives rise to other problems such as large input loading
and kickback noise. Large input loading limits the speed of the ADCs, and kickback
noise can affect the accuracy of references or the analog input. The ensuing difficulty
motivates the use of other ADC architectures.
Sigma-delta converters are traditionally used for high resolution, low bandwidth
digital audio applications. Bandwidth is typically in the kilohertz range and resolution
can be as high as 18 bits. Recently, work has demonstrated converters with improved
speed at a few megahertz samples per second [11, 12]. Sigma-delta converters trade
off speed for resolution, and sample the input many times faster than the Nyquist
rate in order to perform noise shaping. Because the internal circuits have to run at
speed much faster than the sampling rate, the power consumption can be significantly
higher compared to Nyquist rate ADCs. The design of digital decimation filters can
also be challenging.
Pipelined ADCs are traditionally used for medium-to-high speed and resolution
applications. One advantage of pipelined ADCs is that the hardware requirement
scales linearly with the number of bits. By adding another pipelined stage, we can
potentially increase the resolution of the overall pipelined ADC by the resolution of
that extra stage. The parallelism enables high throughput at the cost of extra power
consumption and latency. For example, a six-stage pipelined ADC would have a
latency of at least six clock cycles between the analog input and the digital output.
At the heart of the pipelined operations, it relies on the operational amplifier to
multiply the residue from the previous stage to the next stage. The op-amp must
be designed to have high gain/bandwidth to achieve the desired performance. In
deeply scaled CMOS technologies, however, as discussed in Section 1.1, it would be
difficult to achieve such gain with limited power supply while being closed-loop stable.
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Recent work has demonstrated using an open-loop comparator or a zero-crossing-
based detector in place of an op-amp to mitigate problems due to scaling [15–18]. In
this thesis, though, we explore other architectures to overcome these difficulties.
Capacitor array successive-approximation-register (SAR) ADCs were introduced
in 1975 by McCreary et al. [4] and have been extensively used for medium-speed ap-
plications. A conventional SAR ADC includes a digital-to-analog converter (DAC)
driving a comparator. The comparator output is then processed by the digital control
logic, which in turn feeds back a control signal to the DAC. This feedback logic is
performing a binary search to find the correct digital output bits to minimize the
difference between the voltage on the DAC and the analog input. The DAC is typi-
cally composed of binary-weighted capacitors, which also serve as the input sampling
capacitor. A sub-DAC can be used to avoid large capacitor values and enable high
resolution implementations. The architecture has very high energy efficiency since
other than the comparator, the remaining blocks only consume dynamic power. One
drawback of the SAR architecture is that it takes multiple clock cycles, usually the
same as the number of bits, to generate an output. This has made it difficult for the
SAR architecture to run at sampling rate more than 5MHz in the past. Digital scaling
helps improve the speed of CMOS technologies, now making SAR a viable option for
higher speed applications. Moreover, scaling issues affecting other architectures are
not present in SAR ADCs because of its high digital composition.
1.3 Trend of Analog-to-Digital Converters
A widely adopted Figures of Merit (FoM ), also called Walden’s Figures of Merit
[3], that incorporates resolution, speed and power consumption in order to provide a
platform for energy efficiency comparison is shown below:
FoM1 =
P
2fsig · 2ENOB (1.3)
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ENOB =
SNDR− 1.76
6.02
(1.4)
where P is the total power consumption, ENOB is the effective number of bits,
defined in Equation 1.4, and fsig is the input frequency of the signal. SNDR is
the signal-to-noise-distortion ratio in dB measured with a sinusoidal input. This
FoM is intended to provide a measure of how much energy is required to perform a
conversion step, expressed in picojoules (pJ) per conversion step. The development of
this FoM is mostly based on empirical data after surveying a large number of ADCs
in academic publications or commercial ADCs. This metric is created under the
assumption that power tends to scale linearly with the input frequency and SNDR. It
allows designers to compare energy efficiency across ADCs operating under different
conditions. However, this metric suffers from an important limitation. In a higher
accuracy ADC that is 10 bits or more, the resolution is mostly limited by thermal
noise, which is in the form of
√
kT/C. In order to increase the resolution by 1 bit
(or SNR by 6dB), C has to quadruple. If the operating frequency is kept constant,
the power consumption has to be increased by a factor of four for an improvement
of a factor of two in resolution. This implies that improving the resolution by 1 bit
automatically worsens the FoM by a factor of two.
To address these limitation due to thermal noise, a modified FoM is proposed by
[8] as shown in Equation 1.5,
FoM2 =
P
2fsig · SNTR2 (1.5)
where SNTR is the signal-to-thermal-noise ratio. In the absence of distortion and
quantization noise, SNTR = 2ENOB. Since the sampled thermal noise of an ADC is
in the form of
√
kT/C, the square of signal-to-thermal-noise-ratio (SNTR2) is thus
proportional to C. In other words, at a fixed sampling frequency, the increase in
power requirement is the same as the increase in SNTR2, making the overall FoM2
constant. This makes FoM2 more suitable for comparing high-accuracy ADCs that
are thermal-noise limited.
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Figure 1-2: The Schreier Figure of Merit (FoM3) versus CMOS process nodes from
1µm to 28nm of state-of-the-art ADCs published at ISSCC and VLSI Symposium
(data adopted from [1]). Even though technology scaling does not directly benefit
analog integrated circuits, steady improvement in conversion energy efficiency, FoM3,
is still shown. This trend is the result of using more digital friendly architectures in
recent designs.
Another variant of a figure of merit is named the Schreier FoM , listed below as
FoM3 [2]. It inverts the previous FoM2 and expresses the term in dB, increasing in
values for higher performance ADCs at the same frequency.
FoM3 = SNDRdB + 10 · log
(
2fsig
P
)
(1.6)
Figure 1-2 and Figure 1-3 plot Schreier’s FoM (FoM3) versus technology and years
for the state-of-the-art ADCs published at ISSCC and VLSI Symposium between
1997 and 2012 [1]. It shows a general increasing trend; on average, FoM3 increases
by 1.3dB per year. This is surprising given that scaling makes designing analog
circuits more challenging as described in Section 1.1. This improvement in FoM3
could partially be attributed to the use and invention of more digital friendly ADC
architectures.
Figure 1-4 and Figure 1-5 show the values of (1.3) plotted against sampling fre-
quency and resolution, respectively. The best converters can achieve figure of merit
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Figure 1-3: The conversion energy efficiency FoM3 from year 1997-2012 (data adopted
from [1]). This trend emphasizes the importance of energy efficiency in recent designs.
at tens of femtojoule per conversion step; however, these ADCs tend to be at resolu-
tion lower than 10 bits and sampling rate less than a few mega-samples per second.
In terms of energy efficiency, Figure 1-4 shows that the SAR architecture dominates
the figure of merit over all other architectures for all sampling frequencies between
10KS/s and 1GS/s. When sampling frequency increases, it becomes more difficult
to achieve the same energy efficiency as for designs with lower frequencies. These
so-called “high-speed” ADCs rely more heavily on the speed capability of the under-
lying transistors. To run at faster speed, extra power needs to be burnt to hit the
performance targets.
In terms of resolution, Figure 1-5 shows another interesting trend. Converters with
ENOBs between 6 and 10 bits are able to achieve the best Walden’s FoM (FoM1).
This window is the “sweet spot” for achieving energy efficient designs, and we refer
to this as the Energy Efficiency Window (EEW). The EEW is especially suited for
designs that are used for the battery-sensitive portable devices. For resolution lower
than 6 bits, the design is typically targeted for very high-speed ADCs, where, as
explained before, it is difficult to improve energy efficiency due to technology limita-
tions. For resolution more than 10 ENOBs, thermal noise degrades FoM1. Because
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Figure 1-4: Walden’s FoM versus sampling frequency of state-of-the-art ADCs pub-
lished at ISSCC and VLSI Symposium (data adopted from [1]).
the designs are noise-limited, various oversampling techniques are needed to lower
the effective thermal noise within band. These techniques are typically hard to im-
plement in an energy-efficient fashion due to its high oversampling ratio. As shown
in Figure 1-5, within the EEW, the SAR architecture again dominates the energy
efficiency over other architectures. One of the goals in this thesis is to expand the
width of the EEW to allow energy efficient design in higher resolutions that have
more than 10 ENOBs.
Because the goal of this thesis is to advance higher resolution ADC design, looking
at the energy efficiency using another metrics will give us additional perspective. We
re-plot Figure 1-4 in terms of FoM3 in Figure 1-6, which is a more desirable figure
of merit for comparing higher accuracy converters. For frequency less than roughly
30MHz, the top performance ADCs are clustered below what is called the “archi-
tecture front” by Schreier and Temes [2]. These ADCs have low input bandwidth
but rather high resolution. The performance is typically noise-limited and FoM3 is
limited by the energy efficiency of the architecture, not by process technology. The
diagonal line in Figure 1-6 is called the “technology front.” Converters clustered near
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Figure 1-5: Walden’s FoM versus resolutions of state-of-the-art ADCs published at
ISSCC and VLSI Symposium (data adopted from [1]).
this line typically have higher speed and moderate resolution. These ADCs rely on
the speed capability of process technology and frequently, a less energy efficient archi-
tecture is used to enable higher-speed operations. An FoM3 corner, marked on the
plot, represents the intersection between the “architecture front” and the “technology
front.” The work presented in this thesis helps push the “FoM corner” further to the
right by using various new architectural techniques and energy efficient switching.
Figure 1-7 plots conversion energy versus SNDR. Both Walden’s and Schreier’s
figures of merit (FoM and FoM3) are drawn on the same plot. We can see that most
ADCs are operating on the left of the red line (FoM3 = 170dB), which represents the
“architecture front” described previously. In regards to FoM1, most recent ADCs are
moving towards achieving FoM close to a few tens of femtojoules per conversion step.
The ADC designed in this thesis pushes the boundary further by showing an ADC
with better SNDR and lower conversion energy. To meet this competitive energy
efficiency at ENOB more than 10 bits, we choose to explore the SAR architectures
because of its high energy efficiency, small feature size and good digital compatibility.
Being free of precision analog circuitry (besides the comparator), SAR ADCs scale
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Figure 1-6: Schreier’s FoM versus sampling frequency of state-of-the-art ADCs pub-
lished at ISSCC and VLSI Symposium (data adopted from [1]). The plot shows the
architecture front, the technology front, and the FoM3 corner. These terminologies
are introduced by Schreier and Temes in [2].
very well with technology as they are less affected by the degraded intrinsic gain and
shrunk voltage headroom than opamp based architectures such as pipeline ADCs.
They can take better advantage of the speed and energy efficiency in deeply scaled
CMOS processes.
Despite the architectural advantage in its energy efficiency, there are still several
pending limitations within the SAR architecture that need to be solved to push the
energy efficiency below FoM = 50fJ/conv.-step and performance beyond 10MS/s
at resolution more than 10b ENOB. The key linearity and speed limiting factors are
capacitor mismatches and incomplete DAC/reference voltage settling. Unfortunately,
both of these errors do not scale as technology advances and can significantly limit
the design from achieving the targeted performance. New precision techniques are
crucial for the SAR architecture to cross such barriers.
Previous precision techniques include trimming and calibration. Post-fabrication
laser trimming is often needed to achieve higher resolution. For example, the AD574
by Analog Devices used laser trimmed thin-film resistors to achieve the desired ac-
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curacy and linearity. The process adds additional cost and complexity to the man-
ufacturing process. Since the trimming process is done during manufacturing, any
subsequent drifts in the trimmed parameters cannot be corrected. For example, stress
during packaging, temperature changes, aging, etc., may all change the trimmed pa-
rameters and re-trimming is typically not an option after the chip is shipped to the
customers.
Pre-fabrication techniques have also been developed to mitigate this problem [9].
Techniques such as common-centroid layout, dummy device insertion and large device
sizing are employed. These techniques help improve matching to a certain extent, but
are insufficient to achieve our targeted precision level. Another category of precision
techniques uses digital post-processing to correct for analog issues digitally. Since
analog-to-digital converters are typically followed by a digital signal processor, this
makes these digital calibration circuits easy to incorporate into the overall system.
There are two types of digital calibration: foreground calibration and background
calibration. Foreground calibration relies on having prior-knowledge of the input
calibration signal. Depending on the difference between the analog input and the
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observed digital output signals, the conversion errors can be measured and corrected
accordingly. One problem associated with foreground calibration is that in order to
apply the stimulus at the input, it has to interrupt the normal A-D conversion opera-
tions. On the other hand, background calibration is transparent to the normal ADC
operations. It analyzes the characteristics of the input and output relationship, and
based on its specific system architecture, the calibration engine can optimize for the
correct parameters. Typically, background calibration requires additional hardware
or test input signals to fully explore the system and create enough observability of
the errors.
1.4 Thesis Contributions
This work focuses on the design of high-precision, high-speed and energy efficient
SAR ADCs, with particular emphasis on doing such design in deeply scaled CMOS
processes. Our goal is to create an ADC that runs faster than 10 MS/s at more than
10b ENOB, while achieving FoM lower than 50fJ/conv.-step. The main contribu-
tions are investigation of using digital error correction (redundancy) in SAR ADCs for
dynamic error correction and speed improvement, invention of two new calibration
algorithms to digitally correct for manufacturing mismatches, design of new archi-
tecture to incorporate redundancy within the architecture itself while achieving 90%
better energy efficiency compared to conventional switching algorithm [39], devel-
opment of a new capacitor DAC structure to improve the SNR by four times with
improved matching, joint design of the analog and digital circuits to create an asyn-
chronous platform in order to reach the targeted speed and resolution, analysis of key
circuit blocks to enable the design to meet noise, power and timing requirements, and
the design and implementation of the entire SAR ADC in a standard CMOS digital
process.
In Chapter 2, we review the operation of traditional successive-approximation-
register ADCs. The architectural advantages of SAR ADCs and the common error
sources that limit the SAR performance are discussed. The error sources are broken
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down into static and dynamic error sources in this chapter, where each individual er-
ror source is analyzed in terms of their contribution to the overall ADC non-linearity.
Chapter 3 presents the redundancy algorithm in the SAR architecture. Implementa-
tions using sub- and super-radix-2 are contrasted in terms of their digital calibrata-
bility. We derive the needed radix to accommodate for different levels of mismatches
in the manufacturing processes. The effectiveness of using redundancy to improve
the operational speed is also examined. All crucial building blocks of SAR ADCs in
the critical path are taken into consideration while analyzing the potential benefits.
Chapter 4 introduces two new background calibration algorithms designed specifically
for our architecture to digitally correct for analog mismatches. Both algorithms are
compared with previous calibration schemes in terms of their effectiveness and added
complexity. Their effectiveness in correcting digital errors is demonstrated. A new
architecture that incorporates redundancy, a new switching algorithm and a new split-
capacitor array are presented in Chapter 5. Key design considerations and analysis
of noise, matching, timing, clock distribution and bandwidth are shown. Chapter 6
presents the test setup and the measurement results. Both static and dynamic results
are shown and compared with existing ADCs in the literature. Chapter 7 concludes
our research findings and suggests potential future work.
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Chapter 2
Approaches and Challenges in
Traditional SAR ADCs
In the previous chapter, we described the importance of an ADC design to help push
the boundary of modern electronic systems to a new level. Three different figures
of merit are introduced to analyze the trend in recent converter design. Using the
published data from ISSCC and VLSI, the trend shows that designs are moving
towards having ADCs that run at faster speed and with higher resolution, but at
the same time, achieving unprecedented levels of energy efficiency. Our goal is to
design an ADC that resides in the region where it runs faster than 10MS/s and with
SNDR better than 60dB. Together, our goal is to achieve a FoM that is better than
50fJ/conv.-step. Based on the analysis of different ADC architectures, the successive-
approximation-register (SAR) ADC is chosen due to its energy-efficient switching and
digital scalability with technology.
In this chapter, we dive further into the operation of a traditional SAR ADC. We
first introduce the conventional search algorithm for Nyquist-rate ADCs. Knowing the
search algorithm can help us better understand the deficiencies existing in different
architectures. The second part of this chapter discusses the implementation and
operation of a SAR ADC. The architectural requirements of the individual circuit
blocks are also analyzed. Due to the non-idealities of these circuit components, errors
will occur during the conversion process; these errors limit the achievable speed and
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accuracy of a SAR design. The third part of this chapter focuses on analyzing these
errors. Errors are broken down into static and dynamic parts based on the sources of
these errors.
2.1 Search Algorithms for Nyquist-rate ADCs
Analog-to-digital converters convert continuous analog signals into discrete digital
outputs. This process can be broken down into two parts. The first part is sampling
and holding the analog input signal, and the second part is quantizing the sampled
analog signal into digital bits. Sampling is a simpler process compared to quantization
and therefore, there is less research and design variation in sampling circuits. On the
other hand, the design of quantization methods and circuits is a much richer topic. As
already hinted in the previous chapter, various architectural solutions cover different
combinations of bandwidth, resolution and energy efficiency.
An ideal N -bit quantizer divides the full input range into 2N distinct output de-
cision levels. For each analog input, the goal of the quantizer is to search for the
decision level that is nearest to the analog input. In the ideal case, the difference
between the analog input and the quantized digital output should be less than half of
the LSB, corresponding to VFULL/2
N+1, where VFULL is the full signal swing of the
ADC. Fundamentally, depending on the required signal bandwidth, some architec-
tures require one clock cycle to complete the search process, while others may require
more than one clock cycles. For modest signal bandwidth, the allocated time for each
conversion is long enough to allow the search algorithm to use multiple clock cycles to
complete one conversion; for high signal bandwidth, on the contrary, the conversion
process is required to be done as soon as possible to maximize the speed of the overall
system, and therefore, only one or limited number of clock cycles is permitted for each
conversion.
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Vin = 6.2
[0, 1, 2, …
 31]
Figure 2-1: An example of 5-bit quantization using “brute-force” direct search. It is
done by directly comparing the analog input with all 2N − 1 decision levels.
2.1.1 Flash Algorithm
Flash ADCs find the digital output codes in a “brute force” fashion by directly com-
paring the analog input with all 2N − 1 possible decision levels at once. If the analog
input falls between the ith and (i+ 1)th decision levels, the input is mapped to the ith
digital output. By convention, the largest analog input is mapped to 11 · · · 1 and the
smallest analog input is mapped to 00 · · · 0. Figure 2-1 shows an example of a 5-bit
ADC with full signal range from 0 to 32, quantizing an analog input of 6.2. As 6.2 is
greater than the 00110 decision level, but smaller than the 00111 decision level, it is
converted to the binary code 00110.
A typical flash implementation is shown in Figure 2-2. In flash ADCs, the resister
ladder on the left generates the decision levels, the comparators generate the limits in
which the input is greater than one of the decision levels and produce thermometer
output codes, and finally, the decoder decodes the thermometer codes and converts
them into binary output bits. As demonstrated by this example, the hardware re-
quirement grows exponentially (as 2N) with the number of bits, N . As a result, even
though it is a time-efficient architecture, it can become too expensive for applications
that required higher resolutions.
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Figure 2-2: Basic architecture of a flash converter. The resister ladder generates the
needed decision levels and the following comparators generate thermometer output
codes that represent the limit in which the input is greater than one of the decision
levels. The decoder then converts the thermometer output codes into binary-weighted
output bits. The number of the required comparators scales exponentially with the
number of bits.
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[0 ‐ 31]
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[0 ‐ 7] [4 ‐ 7] [6 ‐ 7]
0 0 1 1 0
Figure 2-3: An example of 5-bit quantization using a binary search algorithm. Instead
of using just one clock cycle per conversion, it requires five clock cycles to complete
the conversion process and to realize the final 5-bit output.
2.1.2 Binary Successive Approximation Algorithm
Binary search resolves the output one bit at a time. It generates the first bit by
comparing the input to the mid-full-scale-level of the current search range. Depend-
ing on the comparison outcome, it eliminates half of the search range and continues
the same process until the entire conversion is completed. Instead of using one clock
cycle per conversion, it requires N clock cycles and thus, N comparisons to complete
a conversion. While binary search takes more clock cycles to complete a conversion
than flash, it significantly relaxes the hardware complexity because all N comparisons
share and use the same set of hardware. In this respect, binary successive approxi-
mation search is the exact opposite of the flash search algorithm: binary successive
approximation search is hardware efficient but time consuming, while flash search is
time efficient but hardware intensive.
Figure 2-3 shows an example of a 5-bit quantization of input 6.2 using binary
successive approximation search. The solid black lines represent the mid decision
level of the current search range and the solid red line indicates the location of the
input level. In the beginning of the process, the search range is from 0 to 31. During
the first comparison, VIN (equal to 6.2) is compared with the mid-full-scale level of
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Figure 2-4: The transfer function of each multiply-by-two pipeline stage for the second
type of binary search algorithm.
the initial search range. Since 6.2 is less than 16, the ADC outputs a ’0’ and the
search range becomes the lower half of the previous search range. The search process
continues for a total of five clock cycles to produce the final binary output equal to
00110. The last search reduces the range of uncertainty to one LSB, resulting in
quantization error within ±0.5LSB.
Binary conversion is quite sensitive to errors made during the conversion process.
In a typical binary implementation, none of the search ranges overlap. This implies
that once a search range is dropped from the search process, it can never be re-
entered, so if an error is made, there is no decision path that recovers or returns to
the correct search range and thus the digital output can never be corrected. As a
result, to produce correct digital outputs, it is important that each conversion step
is accurate and correct, which is difficult to accomplish in practice. Traditional SAR
ADCs use the binary search algorithm; however, we will see in a later chapter that
digital error correction (or redundancy) can be used to greatly alleviate this problem.
2.1.3 Pipeline Algorithm
Binary search can be done in another way to speed up the overall conversion process,
using what is typically called the pipeline architecture. The transfer function of each
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clk
dN‐1 dN‐2 dN‐3 d0
…
Figure 2-5: The block diagram for a traditional pipeline ADC. By cascading N 1-bit
stages together, the ADC is able to produce N -bit resolution outputs.
multiply-by-two stage is drawn in Figure 2-4. Each stage determines whether the
input is greater or less than the mid decision level and generates an output bit, d.
The stage then produces a residue signal by subtracting 0 (when d = 0) or VFS/2
(when d = 1) from the input. Finally, the residue is multiplied by two to restore
the full signal swing for the next pipeline stage. This process essentially involves
removing what is known and amplifying the leftover quantization error, which is
unknown, for the next stage. The signal range stays constant and the input of each
stage is always compared to the same decision level. This significantly relaxes the
design complexity and reference voltage generation. By cascading N stages together,
as shown in Figure 2-5, we can achieve a total of N -bit resolution.
Even though all stages are performing essentially the same function, the later
stages can be designed with much relaxed noise and matching specification because
the input signal has been amplified by 2x times, where x is the total number of
preceding stages assuming each stage has a multiplication factor of 2. In other words,
due to signal amplification, we achieve noise suppression as a side benefit. To illustrate
the operation in an example, Figure 2-6 demonstrates a 5-bit quantization process
using the pipeline operation.
In the first stage, since VIN is less than 16, the ADC outputs a ’0’ and subtracts
0 from the input. The remaining residue, 6.2, is multiplied by two to generate the
input level, 12.4, for the next stage. In the second stage, since VIN is still less than
16, the same process of residue amplification repeats and we obtain 24.8 as the input
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Figure 2-6: An example of a 5-bit quantization using the second type of binary search.
to the third stage. In the third stage, we now have VIN = 24.8, which is greater than
16. Therefore, 16 is subtracted from the input first and the residue is again amplified
by 2 times. The same conversion process continues until it reaches the last bit and
the ADC successfully converts 6.2 to the final bit-sequence of 00110. In general, the
pipeline architecture can have more than 1-bit of resolution per stage and each stage
does not need to have the same number of bits. The total resolution of the ADC is
the sum of bits at individual stages.
2.1.4 Summary of the Search Algorithms
We have described three basic search algorithms for Nyquist-rate ADCs in this sec-
tion. In real implementations, these algorithms are realized by analog circuits, such
as amplifiers, comparators, filters and references along with digital control logic. Each
algorithm requires various degrees of accuracy from each component, and depending
on its composition, it has its own merits and disadvantages. As discussed in Chapter
1, the SAR architecture implementing the binary search algorithm has gained great
popularity in recent years. The architecture is relatively simple to design and scales
well with technology due to its high digital composition. Scaling benefits SAR in
terms of its switching speed and energy efficiency. At the same time, a SAR design
usually has much smaller feature size compared to ADC designs with the same reso-
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Figure 2-7: Basic block diagram of a SAR ADC. It includes a S&H, a DAC, a com-
parator and a SAR control logic block.
lution but implemented with flash or pipeline architectures. The flash architecture is
losing its advantage in speed because of technology scaling and improvement in time-
interleaving techniques. Designs now do not have to sacrifice power consumption,
resolution and hardware complexity for speed. The pipeline architecture requires
precision amplifiers at the core of its operations; technology scaling makes it more
challenging to design a high gain and bandwidth amplifier that is closed-loop stable.
2.2 The SAR Architecture
The SAR architecture performs the A-to-D conversions over multiple clock cycles by
using the information of the previous determined bit to assist in finding the next
significant bit. Figure 2-7 depicts a typical block diagram of a SAR ADC. It in-
volves four basic building blocks: sample and hold (S&H), DAC, comparator and
SAR control. The S&H samples one instance of the continuous analog input signal
during the first clock period and holds the value for the remaining conversion process.
The comparator resolves each bit by comparing Vhold with VDAC . The SAR control
reconfigures and updates the DAC according to the output bits of the comparator.
An effective implementation of the DAC is the so-called charge redistribution or
capacitor array scheme [4, 6]. It merges the sample/hold function together with the
capacitive DAC to perform subtractions in the charge domain using capacitors. At
the end of the conversion process, the charge is properly re-distributed such that the
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Figure 2-8: Schematics of the charge redistribution SAR implementation.
top plate voltage on the DAC is the same as the voltage on the other input of the
comparator, which in this case is zero as depicted in Figure 2-8. The SAR consists
of an N -bit binary-weighted capacitive DAC, a comparator and a SAR control logic
block. Each capacitor within the DAC can be re-configured to connect to either the
input or the pulse/minus reference voltages. The total capacitance sums up to CTot,
where
CTot =
N−1∑
i=0
2i · Cu + Cu = 2N · Cu. (2.1)
During the sample and hold phase, the DAC array samples the input signal by
connecting the bottom plates of the array to the input and the top plate of the array
to ground (Figure 2-9(a)). The total charge stored in the array is
QTot = (0− VIN) · CTot = −VIN · CTot. (2.2)
After the sampling phase, we enter the conversion phase. During the first step,
we connect the most-significant-bit (MSB) capacitor to VREF+ and the remaining
capacitors to VREF− as shown in Figure 2-9(b). For simplicity, in our example, we
assume VREF+ = VREF and VREF− = 0. Using the superposition principle, the voltage
on the top plate of the array, V+, becomes
V+ = −VIN + 2
N−1 · Cu
CTot
· VREF = −VIN + 1
2
· VREF . (2.3)
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The first term represents the contribution of input sampling and the second term
represents the contribution from the MSB capacitor. By comparing V+ directly to
ground, we can determine the first output bit dN−1 and set the configuration for the
next bit calculation. If dN−1 = 1, 2N−1Cu stays connected with VREF ; if dN−1 = 0,
2N−1Cu is switched to ground for the remaining cycles. In both cases, 2N−2Cu is
switched to VREF . The two different configurations can be shown in Figure 2-9(c)
and Figure 2-9(d), respectively. The top plate voltages of the two configurations
become Equations 2.4 and 2.5. The process of comparing and reconfiguring continues
until we reach the last bit.
V+ = −VIN + (2
N−1 + 2N−2)Cu
CTot
· VREF = −VIN + 3
4
· VREF (2.4)
V+ = −VIN + 2
N−2Cu
CTot
· VREF = −VIN + 1
4
· VREF (2.5)
At the end of the conversion, the ADC converts the input into binary-weighted
bit sequences, [dN−1, dN−1, ...d0], and the final voltage on V+ is
V+ = −VIN +
N−1∑
i=0
2di · 2
iCu
CTot
· VREF − Cu
CTot
· VREF . (2.6)
This voltage represents the quantization error of the entire conversion process. Note
that both the top and bottom plates of the DAC can have parasitic capacitances
contributed from non-ideal layout/wiring, channel capacitances of MOS switches and
gate capacitance of comparators. The parasitic capacitances on the bottom plate
are driven by low impedance reference supplies, VREF+ and VREF−. Typically, these
do not affect the conversion process as long as the reference voltages are completely
settled. The parasitic capacitance on the top plate, on the other hand, attenuates
the amplitude of sampled input. The attenuation factor can be calculated as
β =
CTot
CTot + CP
(2.7)
where CP is the total parasitic capacitance on the top plate. This attenuation reduces
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Figure 2-9: Switching scheme of a conventional SAR ADC.
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the effective signal power, but does not change the polarity of the comparison result,
which is the only relevant information for determining the correct output bits. The
bottom-plate sampling essentially enables this feature. In the sampling phase, the top
plate is pre-charged to ground before the node becomes floating and remains floating
until the end of the conversion phase. During the conversion, the voltage on the top
plate moves but returns to a voltage that is near zero at the end of the process. As
a result, the total charge on CP is the same at the beginning and at the end of the
process and therefore, from the perspective of charge, capacitor CP does not cause
any charge error. Therefore, it does not affect the overall accuracy of the conversion
process.
In summary, the advantages of using a charge redistribution scheme in a SAR ADC
is that it is energy efficient and only has dynamic but no DC power consumption,
if no pre-amplifier is used in the comparator design. The ADC is robust against
circuit non-idealities, such as parasitic capacitances. The architecture is less limited
by technology and supply voltage scaling compared to other architectures; instead,
it has the potential to take full advantage of improved energy efficiency and speed in
deeply-scaled CMOS due to its high digital composition. If implemented correctly, a
SAR ADC typically supports full rail-to-rail input range, which can be advantageous
for high-resolution designs. Lastly, since it shares the sampling capacitors with the
configurable DAC, SAR ADCs can save significant areas and result in small chip area.
2.3 Static Error Sources in SAR ADCs
Even with all the architectural benefits discussed in the previous section, the con-
verter resolution is contingent on the matching of analog components. For example,
mismatches in the capacitive DAC can lead to incorrect charge distribution during
the conversion phase; mismatches in transistors can lead to offset errors in the com-
parator. To fully characterize and evaluate the performance of an ADC, in addition
to using dynamic metrics, such as ENOB, SNDR, SFDR, etc., discussed in Chap-
ter 1, static metrics are also important to look at. The most common static metrics
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are differential nonlinearity (DNL), integral nonlinearity (INL), offset error and gain
error.
The offset error quantifies the amount by which the actual transfer function is
linearly shifted from the ideal transfer function. The gain error quantifies the slope
deviation of the transfer function from the actual staircase slope. Both gain and
offset errors do not introduce harmonics and nonlinearity and therefore, they typically
are given less design attention; however, in some applications, such as in test and
measurement, they are important error sources and need to be removed or calibrated
out.
DNL is defined as the deviation of the actual step width from the ideal value
of 1 LSB. For an ideal N -bit ADC, the output is divided uniformly into 2N equal
analog steps, each with size 1 LSB, and therefore, DNL is equal to 0 LSB for all
steps. When the specified DNL is within ±1 LSB, monotonicity is guaranteed with
no missing codes. Monotonicity implies that digital output increases or remains the
same for increasing analog input, and therefore, there are no sign changes in the
transfer function. The DNL is usually characterized after the static gain error has
been removed and defined as follows,
DNLi = [(Vin(i+ 1)− Vin(i))/VLSB−IDEAL − 1] (2.8)
where Vin(i) is the analog transition voltage for the ith digital output code and
VLSB−IDEAL is the ideal spacing between two adjacent digital codes.
The step-size error quantized by DNL can lead the transfer function to move away
from the ideal straight line. This deviation of the actual transfer function from an
ideal straight line transfer function is quantized by the INL. Since it is the total
deviation from the ideal straight line transfer function, INL for a specific code can be
obtained by summing all the previous DNL’s up to that code as given by Equation 2.9.
INLi =
i∑
x=0
DNLx (2.9)
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2.3.1 Capacitor Mismatches
Good capacitor matching is the key for high accuracy ADCs. Matching is controlled
and influenced by manufacturing processes and physical design. The variation sources
can be broken down into random statistical fluctuation and systematic mismatches.
Random mismatches include fluctuations in device dimensions, wire sizing, doping,
oxide thickness and other effects that change component values. These type of mis-
matches cannot be completely eliminated. Typically, the best solution is to increase
the overall dimension to improve matching; this approach works in some cases, for
example when a constant (small) deviation can be reduced by averaging over a larger
size area. Systematic mismatches are the result of temperature gradients, diffusion
interactions, mechanical stresses, biases in the processing steps, and a host of other
causes. Even though some of these mismatch sources can be combated through careful
design and layout, it is still difficult to attain more than 10 bits of resolution.
When capacitors within the DAC are perfectly matched in a SAR ADC, the
input/output transfer function resembles a straight curve, shown as a dotted line in
Figure 2-10. This implies that all the steps have equal size and they are evenly spaced
over the full range to create a linear mapping between the inputs and the outputs.
This 12-bit example is free of any DNL and INL errors.
On the other hand, when mismatch errors are present, the transfer function devi-
ates from the straight line and the decision levels are no longer uniformly spaced. As
shown by the solid blue curve in Figure 2-10, misalignments occur in both the verti-
cal and horizontal directions. Misalignment in the vertical direction creates missing
codes, which implies that certain digital output codes do not occur at the outputs
and the DNL exceeds −1. Misalignment in the horizontal direction creates missing
levels, which implies that multiple analog inputs map to the same digital outputs
and some part of the original analog information is lost. Typically, missing codes
are digitally correctable and missing levels are not. As a result, ADCs should be de-
signed to avoid missing levels. More details on digital calibration will be discussed in
Chapter 3 and 4. Figure 2-11 shows the plot of ENOB versus the standard deviation
55
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 10
500
1000
1500
2000
2500
3000
3500
4000
4500
Normalized input voltage
D
i g
i t a
l  o
u t
p u
t  c
o d
e
 
 
Without capacitor mismatch
With capacitor mismatch
Figure 2-10: An example ADC transfer function for SAR ADCs with/without capac-
itor mismatches.
of the unit capacitor, simulated using behavioral models. Using Pelgrom’s mismatch
model, the standard deviation of the larger capacitors is scaled up by a factor that is
proportional to the square root of its normalized area to the unit capacitor [5]. The
standard deviation is swept from 0 to 0.1, each time with 40 runs. We see a strong
correlation between the achievable ENOB and the variance in capacitors. Even at 1%
standard deviation in Cu, the ENOB can be degraded by more than 1 bit without tak-
ing into consideration thermal noise or other non-idealities in the design. Therefore,
for high-resolution design, it is important to control and calibrate for the mismatches
in capacitors.
2.3.2 Offset Errors
The offset error in a SAR ADC only causes a linear shift in the transfer function, but
does not introduce linearity problems since the error is signal-independent. There are
two sources of offset. The first source is a result of charge injection from the sampling
switches. When the switch turns off at the sampling instance, the charge stored in the
gate-to-channel capacitors is injected onto the top plate of the DAC. Since bottom-
plate sampling is typically employed during sampling, the amount of charge injected
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Figure 2-11: Effective number of bits (ENOB) versus normalized capacitor mismatch
σCu/Cu in a 12-bit binary weighted SAR ADC. The plot shows that 1% unit capacitor
mismatch can sometimes lead to 1b loss in ENOB.
onto the plate is mostly constant and independent of the input signal, at least to the
first-order estimation. The second source of offset errors in a SAR ADC is the offset
of the comparator. The offset in the comparator is also signal-independent for two
reasons. First, unlike in some other architectures (for example, the flash ADC), only
one comparator is used repeatedly during the conversion phase. Therefore, only the
offset of that comparator affects the operation. Second, for different input voltages,
the top plate always returns to zero at the end of the conversion phase. This implies
that the input common mode voltage of the comparator at the end of the conversion
is the same regardless of the input signal, and thus, the offset voltage is always the
same.
The residue at the end of the conversion is given by Equation 2.10. It shows that
the additional terms introduced by offset voltages do not depend on the input voltage,
Vin. Even though it does not introduce nonlinearity, offset voltage can become an
important factor in measurement application or ADCs intended for time-interleaving
purposes. Offset cancellation techniques may be used for these applications, but this
comes at a cost of increased design complexity and degraded energy efficiency and
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Figure 2-12: Schematic of a SAR ADC with offset errors.
speed.
V+ = −VIN +
N−1∑
i=0
2di · 2
iCu
CTot
· VREF − Cu
CTot
· VREF − VCOMP,OS − Q+
CTot
(2.10)
2.4 Dynamic Error Sources in SAR ADCs
When analyzing the static error sources, we assume that during the SAR operations,
each conversion is given enough time for V+ to completely settle within the necessary
resolution. In reality, conversion errors can occur when the comparator makes its
decision before V+ settles adequately. Because it is using a binary search and each
analog input always maps to one distinct digital output code, errors made during the
conversion process cannot be recovered at the end of the search process. As a result, to
ensure correct operation, it is essential that each comparison is made correctly during
the conversion process. The RC settling of the DAC sets the minimal time that
needs to be allocated for each conversion step and therefore also sets the maximum
operation speed of the ADC. Equation 2.12 gives the required time for an N -bit ADC
to settle within 0.5× LSB, where τ = RTot · CTot, RTot is the total resistance of the
switches and CTot is the total capacitance of the DAC. To improve speed of operation,
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small RTot should be used in the design.
VREF × e−t/τ ≥ VREF
2N+1
(2.11)
t ≥ τ × ln(2N+1) (2.12)
Other factors in a practical design can also affect the conversion accuracy and
further lengthen the settling time requirement. In our previous analysis, we assume
that all voltage sources, VREF+, VREF− and ground, are ideal with zero impedance.
However, in real implementation, the references have non-zero finite impedance. In
addition, if the references are off-chip, they have to go through the bond wires and
IO-pads, which can introduce both parasitic capacitance and inductance. When the
DAC is switching, capacitors can be connected or disconnected from the references
for charging or discharging, and this could introduce voltage spikes/ringing due to
the parasitic inductance (L0) and parasitic capacitance (C0). The ringing frequency
is approximately equal to the resonance frequency of the LC tank, 1/(2pi ×√L0C0).
Depending on how large is the real part of the impedance (or the Q of the resonance
circuit), the ringing will decay at different rates.
This is especially problematic for the first few MSB transitions due to their poten-
tial large voltage and current swings. These problems are difficult to model because
it is highly dependent on packages. On-chip input and reference buffers provide iso-
lation between the on-chip circuit and the external world, but due to the increasing
bandwidth requirement of modern ADC design, the approaches add significant design
complexity and power consumption. Our goal in the next few chapters is to describe
the techniques we developed in this research in order to combat these challenges.
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Chapter 3
Redundancy in SAR ADCs
In Chapter 2, we discussed the operation of a traditional binary weighted SAR ADC.
Even though it has many architectural advantages, such as its unparalleled energy
efficiency, small chip size, amenability to digital scaling, rail-to-rail input swing, 100%
capacitance utilization for input sampling, and ease of implementation, its resolution
and speed are still limited by a few key design challenges that need to be resolved.
The main linearity and performance limiting factors are capacitor mismatches and
incomplete reference voltage settling due to high switching activities.
In this chapter, we introduce and analyze the redundancy algorithm in SAR ADCs
and see how it can help mitigate these limitations discussed previously. We begin the
chapter by giving a conceptual overview of SAR redundancy and discuss its benefits in
terms of speed and achievable resolution over the traditional binary search algorithm.
We can see that having redundant bits provides the extra leverage during the search
process so that conversion errors in the earlier steps can be corrected later. In the
second part of this chapter, we establish that redundancy can provide the necessary
digital calibratability to calibrate out the mismatches in the capacitor array. The
expected random mismatches within the capacitors determine the amount of redun-
dancy that is necessary to cover this variation. We analyze and build the relationship
between the two parameters. In the last part of this chapter, we analyze under what
conditions redundancy can help improve sampling rate in a SAR ADC. Although,
redundancy has been used in the past to improve sampling rate, we will show in this
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section that redundancy is only beneficial in certain cases. It does not always help
improve sampling rates.
3.1 Redundancy Overview
In Chapter 2, we’ve described the binary search algorithm and demonstrated the
quantization process for a particular input level (VIN = 6.2). We previously men-
tioned that in a binary search process, no conversion errors can be tolerated. This is
because for every analog input value, there is a unique corresponding digital output
code. Once a decision error is made, the ADC cannot recover and produce the correct
output codes due to its one-to-one mapping property. This becomes even clearer from
Figure 3-1. The plot highlights the decision levels, search range, and search sequence
for a 4-bit binary-weighted SAR ADC. The x -axis indicates the sequences of binary
search and the y-axis shows the full search range. The plot shows that none of the
ranges within the same search cycle overlaps, meaning that once a range is eliminated
during the searching process, the range is dropped from the search procedure and it
will never be reconsidered again. This confirms our previous conclusion that errors
made during the conversion process cannot be corrected in a binary search.
The search presented in Figure 3-1 has no error tolerance capability, but does sug-
gest that if the search ranges within the same cycle do overlap, the already dropped
search range can potentially be recovered and produce the correct digital output. For
overlapped search ranges, a less than radix-2 (sub-binary) search is needed. Essen-
tially, a sub-binary search takes more than N steps to convert an analog input into
a N -bit digital output. Even though this search algorithm is less efficient in terms of
the number of steps required to reach a certain resolution, it provides the necessary
tolerances to boost the robustness of the overall operation.
Figure 3-2 compares the two search algorithms. Here, s(i)’s represent the step
sizes during the search process. In an N -bit binary weighted algorithm, s(i)’s are
binary weighted with values 2N−i, where i is between 0 and N − 1. On the other
hand, a SAR ADC with redundancy requires M steps to realize N -bit digital output,
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Figure 3-1: Binary search algorithm without redundancy. The search step sizes in
this example are binary weighted with values equal to 8, 4, 2 and 1.
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step level are possible.
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Figure 3-3: Digital error correction using redundancy in SAR ADCs. We’ve seen that
even though the digital output bits are different in all three cases, they all represent
the same Dout.
where M > N . As an example, in Figure 3-2, the binary case only requires four steps
with binary weighted s = [8, 4, 2, 1], while the sub-binary case requires six steps to
achieve the same resolution with s = [8, 2, 2, 1, 1, 1]. s adds up to 15 in both cases,
implying that the two algorithms have identical search range. The final digital output
for an N -bit M -step ADC can be calculated using Equation 3.1.
Dout = s(M) +
M−1∑
i=1
[2 · b [i]− 1]× s(i) + [b [0]− 1] (3.1)
where Dout is the final digital output expressed in decimals, b [n] is the i
th digital
output bit, N is the effective resolution and M is the total number of steps. In our
example, the extra two steps added to the original binary search provide tolerance to
bit decision errors; Figure 3-3 gives an example demonstrating this error resilience.
The left-most plot in Figure 3-3 shows an ideal example where all decisions are
made correctly during the conversion process; the middle plot shows an example
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where a decision error is made in the first step during the conversion process; finally,
the right-most plot shows an example in which a decision error is made in the second
step during the conversion process. For VIN = 6.2, each of these gives different
digital output bit sequences: [010010], [100010] and [100010], respectively. Their
digital outputs can be calculated according to Equation 3.1 and they all result in
the same Dout(= 6) as shown in Equation 3.2, 3.3 and 3.4. This demonstrates that
redundancy has the capability to digitally correct for at least some bit decision errors.
[010010] 7−→ 8 + (2 · 0− 1)× 2 + (2 · 1− 1)× 2 + (2 · 0− 1)× 1
+(2 · 0− 1)× 1 + (2 · 1− 1)× 1 + (0− 1) = 6 (3.2)
[100010] 7−→ 8 + (2 · 1− 1)× 2 + (2 · 0− 1)× 2 + (2 · 0− 1)× 1
+(2 · 0− 1)× 1 + (2 · 1− 1)× 1 + (0− 1) = 6 (3.3)
[001110] 7−→ 8 + (2 · 0− 1)× 2 + (2 · 0− 1)× 2 + (2 · 1− 1)× 1
+(2 · 1− 1)× 1 + (2 · 1− 1)× 1 + (0− 1) = 6 (3.4)
3.1.1 Error Tolerance Windows for Redundancy
Even though redundancy gives the SAR algorithm additional tolerance to decision
errors, it does not provide unlimited amount of error tolerance. If the decision errors
are too large during the conversion process, even with redundancy, the errors still
cannot be recovered and incorrect digital outputs will be generated. As a result, for
each conversion step, a range of recoverable analog voltage can be highlighted around
the decision level. This implies that during the transition, if an analog voltage falls
within this range and error is made, the ADC can recover from the errors if no mistakes
are made in the rest of the conversion process. We denote this error tolerance window
as t. For the n
th output bit, t(n) can be calculated according to Equation 3.5.
t(n) =
n−1∑
i=1
s(i)− s(n− 1) (3.5)
As an example, Figure 3-4 shows a redundant SAR ADC with s = [8, 2, 2, 2, 1].
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Figure 3-4: Highlighted error tolerance windows (t) for a sub-binary search SAR
ADC. The error tolerance windows are as follows: t(5) = ±3, t(4) = ±1, t(3) = 0,
t(2) = 0 and t(1) = 0.
For the 5th output bit, the error tolerance window is given by Equation 3.6.
t(5) = s(3) + s(2) + s(1)− s(4) = 2 + 1 + 1− 2 = 3 (3.6)
This quantity implies that for the 5th output bit (or the 1st conversion step), an error
can be tolerated as long as the input voltage sits between 5 (= 8−3) and 11 (= 8+3).
The formula can be intuitively understood as follows. For the nth output bit, once
a decision is made, the next decision level will either move up or down by the step
size of s(n− 1). If this decision is erroneous, then the sum of the follow-on step sizes,
s(n− 2), s(n− 3), ..., s(1), must be large enough and exceed the value of the current
step size to counteract this mistake. The exceeded amount is the tolerance window
for that decision level.
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Figure 3-5: Transfer functions for SAR designs with step sizes that are binary, sub-
radix-2 and super-radix-2 weighted.
3.2 Digital Calibratability
In the last section, we discussed how redundancy can help resolve dynamic conversion
error. In the section, we explore the condition of digital calibratability in the presence
of static mismatches in capacitors. These mismatches lead to mismatches in the
searching steps, s(n).
3.2.1 Condition of Digital Calibratability
Three transfer functions are shown in Figure 3-5. The leftmost plot shows the ideal
transfer function in which the analog input is linearly mapped to digital output code.
For example, an zero input is converted to digital output code 000 · · ·0, the maximum
input (VFS) is converted to digital output code 111 · · · 1 and VFS/2 is converted
to 100 · · · 0 or 011 · · · 1. The other two plots in the same figure show specific
variations from the ideal transfer function. Figure 3-5 (b) has the MSB step size
smaller than its nominal value and Figure 3-5 (c) has the MSB step size larger than
its nominal value. As defined previously, one is referred as the sub-radix-2 search
and the other one is referred as the super-radix-2 search. In a super-radix-2 search, a
horizontal misalignment (missing level) appears in the transfer function. This shows
that multiple analog inputs are mapped to the same digital output code, in this
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case, the analog information is lost and the errors cannot be corrected digitally. In
contrast, in a sub-radix-2 search, vertical misalignments (missing codes) appear in
the transfer function. In this case, there are missing digital output codes; one analog
input could potentially be mapped to more than one digital output codes while some
of the digital output codes never show up during normal operations. This error is
digitally correctable since the analog information is not lost in this case. For example,
by linearly shifting the upper-segment of the curve down to align it with the lower-
segment of the curve in Figure 3-5 (b), the large vertical jump in the transfer function
is removed and the errors due to mismatches are digitally corrected. The large vertical
jump is embodied in the redundant search algorithm. By designing s(N) intentionally
larger than the sum of the remaining s(n), we can create digitally correctable codes.
This idea can be extended into every search step in the sub-binary search to build
redundancy into all decision levels
n−1∑
i=0
s(i)− s(n) ≥ 0, (3.7)
where i = 1, 2, ..., N . As long as all decision levels satisfy Inequality 3.7, there are no
missing levels and all static errors are digitally correctable. We see that the analysis
on static error calibration here leads to the same conclusion as the one we derived
for dynamic error correction in the previous section, and redundancy is an effective
method to mitigate both problems at once.
3.2.2 Amount of Redundancy
From the previous discussion, we understand that when step sizes satisfy Inequal-
ity 3.7, we have redundancy built into the search algorithm. One simple way to
achieve this inequality is by choosing a fixed radix α that is less than 2. Since the
step size in a real implementation is proportional to the size of the capacitors in the
DAC and the capacitors experience random manufacturing variation, it is expected
to see variation in the search step as well. Even though the design is originally built
to satisfy Equation 3.7, the added variation can break this relationship and create
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missing levels that are not digitally correctable. In this section, we discuss and estab-
lish a relationship that determines the amount of redundancy needed to guarantee
Inequality 3.7 with respect to different amounts of DAC capacitance variation.
When the ADC is designed with a fixed radix, α, we have the following relationship
α = s(i)/s(i− 1) ≤ 2 (3.8)
where i = M − 1,M − 2, ..., 1. Since the radix is less than 2 in this case, the required
number of conversion steps, M , to complete a conversion is more than the resolution
N . The effective number of bits, N , can be calculated using Equation 3.9,
N ≤ log2
sTot
s(0)
= log2
αM + α− 2
α− 1 (3.9)
where sTot is the sum of all the step sizes, N is the effective number of bits and M is
the total number of conversion steps. Figure 3-6 shows that converters with smaller
radix, α, require more steps to achieve the same resolution as the converter with
larger radix; however, converters with smaller radix has built-in redundancy and is
more resilient against both dynamic and static conversion errors.
3.2.3 Radix and the Number of Steps
In order to incorporate redundancy to improve robustness in dynamic operation and
to provide the capability to digitally calibrate for static random mismatches, Inequal-
ity 3.7 must be satisfied at all times even with the presence of variation. Due to
manufacturing variation, when using capacitors with small dimensions, random vari-
ation is unavoidable. Since the step sizes (s(M), s(M − 1), ..., s(0)) are proportional
to the capacitor sizes (CM , CM−1, ..., C0), Equation 3.7 can be re-written as follows
n−1∑
i=0
Ci − Cn ≥ 0 (3.10)
where Ci = α
i×C0 is the desired (or designed) relationship between the capacitances
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Figure 3-6: Effective number of bits (N) versus number of steps (M) for different
radices (α). Converters with smaller α require additional conversion steps to achieve
the same effective resolution, but they have more built-in redundancy against dynamic
and static conversion errors.
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in the DAC. Manufacturing variation in Ci’s can break this relationship. Our goal is to
find the appropriate radix number and the number of steps such that Inequality 3.10
is satisfied with high probability, even in the face of variation.
Let us assume that the mismatches in the capacitors are independent and the
unit capacitor observes a Gaussian distribution in capacitance with the mean equal
to C0,mean and the variance equal to σ
2
C0 × C20,mean. Then the mean and variance of
the ith capacitor are αi×C0,mean and α2i×σ2C0×C20,mean, respectively, assuming each
Ci is composed of α
i of these unit capacitors. The left side of Equation 3.10 is a sum
of independent Gaussian variables and observes an overall normal distribution with
mean and variance specified below:
µ =
(2− α)(αn − 1)
α− 1 × C0,mean (3.11)
σ2 = σ2C0 ×
α2(n+1) + α2 − 2
α2 − 1 × C
2
0,mean (3.12)
For Equation 3.10 to be true with a probability of 99.865% (+3σ of the normal
cumulative distribution function), the following inequality needs to be true,
µ− 3σ ≥ 0⇐⇒ (2− α)(α
n − 1)
α− 1 − 3×
√
σ2C0 ×
α2(n+1) + α2 − 2
α2 − 1 ≥ 0. (3.13)
By looking at the equation, we see that once the variance of the capacitor (σ2C0) is
known, an appropriate radix α can be chosen so that Inequality 3.13 is satisfied for
every capacitor in the DAC. The variance σ2C0 can typically be found in the design
manual provided by individual foundries. In theory, all n from n = M to n = 1
have to satisfy this inequality; however, here, we only check whether this equation
is held for the first few MSB capacitors because they are the main contributors to
DNL and INL errors. In this case, we make another assumption that αn >> 1. This
is an appropriate assumption because typically, redundancy is only needed for high
resolution ADCs, in which designs are very sensitive to capacitor mismatches. For
lower resolution ADCs, manufacturing matching may already be sufficient. With this
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Figure 3-7: The maximum radix α and the minimum number of conversion steps
M versus the standard deviation of the unit capacitor, in order to achieve digital
calibratability in a 12-bit ADC.
additional assumption, Inequality 3.13 can be simplified to
2− α
α− 1 − 3.0× σC0
α√
α2 − 1 ≥ 0 (3.14)
Using Inequality 3.14, for a given σC0 we can calculate the maximum α we need to
build a capacitive DAC with guaranteed digital calibratability. Now we have σC0 from
the design manual, targeted resolution N and the calculated α; the only remaining
parameter we need is the number of conversion steps M . This should be chosen such
that Equation 3.9 is satisfied with high probability to prevent yield loss. Using a
similar approach as before, we can calculate the mean and the variance of the terms
on the left hand side of Equation 3.9 and subsequently, find the condition when this
equation is true with probability 99.865%. This leads to Inequality 3.15.
αM + α− 2
α− 1 − 2
N − 3× σ ×
√
α2N + α2 − 2
α2 − 1 ≥ 0 (3.15)
These inequalities agree with our intuition that larger capacitor mismatches re-
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quire smaller radix (α) and a larger number of conversion steps. Figure 3-7 shows a
plot of maximum radix and the minimum number of conversion steps needed for a
given amount of capacitor mismatches in a 12-bit ADC. From the example, we see
that when σ is 0%, α = 2.0 and M = 12; this corresponds to the classic non-redundant
binary search ADC case. On the other hand, when σ is 40%, α = 1.186 and M = 37.
This shows that it takes three times the number of conversion steps when σ = 40%
compared to when σ = 0% in order to maintain the same digital calibratability.
3.3 Redundancy and its Speed Benefit
In the past, there has been a common belief that even though redundancy requires a
larger number of steps to complete the conversion process compared to binary search,
redundancy could improve the overall speed because the first few MSBs do not have
to be completely settled within 0.5LSB, as errors can be corrected by later steps.
As a result, it is believed that each step can take significantly less time compared
to the binary case, and in aggregate, the total conversion time can be reduced even
though more steps are required. In this section, we will challenge this belief by
analyzing the effectiveness of redundancy in relationship to DAC settling time, latch
delay, digital logic delay and sampling rate in SAR ADCs. Behavioral models of
SAR ADCs are developed which run at a speed that is four orders of magnitude
faster than simulations done in FastSPICE, to predict ADC time progression and to
quickly identify the maximum sampling rates that can be used in both redundant and
non-redundant cases. The result obtained from behavioral-model simulation shows
good matching with the result from SPICE simulation. Using these, we are able to
show that redundancy does not always improve sampling rate; instead, the maximum
sampling rate depends on the relative magnitudes of different ADC delay components.
More importantly, this analysis provides guidance in ADC design with redundancy
such that overall performance can be improved.
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3.3.1 Prior Work
Kuttner in [48] uses a sub-binary scaling of the DAC capacitors to introduce redun-
dancy in each bit decision cycle; a reconfigurable capacitor array is built to vary
the amount of redundancy in SAR ADCs. Kuttner shows improvement in converter
accuracy as the redundancy increases from 0% to ±6.4% and ±12.7% for a fixed sam-
pling rate and a fixed clocking frequency, leading to the conclusion that redundancy
increases sampling rate. For a fixed clocking frequency, a redundant ADC requires
extra cycles to complete the conversions compared to an ADC without redundancy; as
a result, it would be an unfair comparison if a fixed sampling rate is assumed for both
cases. Here, we extend and improve the previous analysis by taking into account the
effect of extra clock cycles in redundant SAR ADCs by comparing maximum sampling
rates.
Ogawa et al. in [19] show that redundancy can be used to increase sampling
rate, by analyzing the relationship between the achievable sampling rate and different
redundancy patterns; however, the analysis is specific to the case where the conversion
time is dominated by capacitive DAC settling. Other factors such as the settling time
in the latch preamplifier or the latch delay can impact the effectiveness of redundancy
in increasing sampling rate. In this section, these issues are addressed by analyzing
the role of redundancy in a more general scenario.
3.3.2 Behavioral Models
A behavioral model of a SAR ADC is depicted in Figure 3-8. The model comprises
three main delay components: latch (TC), logic (TL) and DAC settling (TD) delays.
The latch delay refers to the delay between the enable signal and the output of the
latch. TC , in this case, only includes the delay through the regenerative latch but not
the delay through the latch pre-amplifier (if one is placed in front of the latch). The
logic delay refers to the delay through the control logic block, and the DAC delay
refers to the delay through capacitive DAC settling. The delay through the latch
pre-amplifier can be lumped into TD because both delay components contribute to
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Figure 3-8: Behavioral model of a SAR ADC. The critical delay path is divided into
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Figure 3-9: Behavioral model when the ith capacitor in the DAC is being charged or
discharged.
incomplete settling on the inputs of the latch.
Figure 3-9 provides a representative scenario of a DAC charging condition for the
nth capacitor in the DAC array. Cn and Rn represent the capacitance and the series
resistance of the MOS switch, respectively, associated with the nth capacitor. C
(n)
eq
and R
(n)
eq represent the capacitance and the series resistance, respectively, looking
into the capacitive DAC, excluding Cn and Rn. VDAC(t)
(n) is the voltage contribution
from the nth capacitor on the DAC at time t, Vfn (and V0n) represent the final (and
initial) voltage on the bottom plate of the nth capacitor. Equation 3.16 and 3.17
model the TD delay as a first-order RC circuit, where t0n represents the time when
the nth capacitor begins charging (or discharging). The DAC output voltage at time
t can be calculated using Equation 3.18.
VDAC(t)
(n) =
R
(n)
eq
Rn +R
(n)
eq
×
[
1 +
(
1− e− t−t0nτ
) CnRn − C(n)eq R(n)eq
R
(n)
eq (Cn + C
(n)
eq )
]
(Vfn − V0n) (3.16)
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τ =
Cn + C
(n)
eq
CnC
(n)
eq
(
Rn +R
(n)
eq
) (3.17)
VDAC(t) = VDAC(0) +
N∑
n=1
VDAC(t)
(n) (3.18)
Equation 3.16 can be simplified into Equation 3.19 to approximate the DAC settling
behavior for conservative estimation of settling time. Equations 3.16 and 3.19 share
the same RC time constant, τ , but differ in their initial conditions. The initial voltage
in the simplified model is 0, while the initial voltage in the more complex model is
R
(n)
eq
Rn+R
(n)
eq
×(Vfn−V0n). We see that the predicted time-to-settle is less using the complex
model, compared to using the simpler model. In principle, the settling transient can
be completely eliminated if resistance and capacitance are sized inversely proportional
to each other such that CnRn = C
(n)
eq R
(n)
eq for all n’s. In reality, it is difficult to achieve
such perfect matching because the on-resistance of MOSFET switches changes with
the operating condition of the circuit. Therefore, Equation 3.16 typically produces
results that are too optimistic and Equation 3.19 is a better approximate model for
a real DAC.
VDAC(t)
n =
[(
1− e− t−t0nτ
)]
× Cn
Cn + Cneq
× (Vfn − V0n) (3.19)
The latch delay, TC , is modeled by Equation 3.20, where ω0 is the bandwidth of the
latch and Vin is the input voltage of the latch when the enable signal goes high. When
Vin of the latch is too small, the latch can go into metastability and is not able to
resolve the output to logic levels; in this case, we force the output to logic 0 after time
0.75 × TS. The delay through the control logic block, TL, is modeled as a constant,
TL0.
TC =
ω0 × ln
Vref
2×Vin TC < 0.75× TS
0.75× TS otherwise
(3.20)
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3.3.3 Effectiveness of Redundancy
The analysis to evaluate the effectiveness of redundancy in SAR ADCs is done for
two different cases: one case assumes that the DAC settling time (TD) dominates
the total allowed settling period (TS), and the other case assumes that the latch
delay (TC) takes up the majority of the total allowed settling period. The ADC
decision errors introduced by large TD are due to incomplete settling on the capacitive
DAC array: the latch output would have been different if the capacitive DAC had
settled completely. The ADC decision errors introduced by large TC are due to latch
metastability, where small input differences cannot be resolved by the latch within
0.75 × TS. In this case, the latch output is forced to logic 0, resulting in a wrong
decision made by the latch.
In the following examples, we focus on the comparison between a 10-bit non-
redundant SAR ADC and a 10-bit 15-step redundant SAR ADC with search steps s =
[512, 106, 150, 95, 59, 38, 24, 15, 9, 6, 4, 2, 1, 1, 1] (≈ radix-1.6). The simulation uses
a differential SAR ADC with unit capacitor Cu = 10fF, Vref = 1V and VCM = 0.5V.
Case 1: TD Dominates
In the first analysis, the DAC settling delay TD is the dominant portion of the total
allowed settling period (TS), TC is set to a constant value at 50ps and TL is set to 0ps
in order to focus on the impact of TD. The analysis, shown in Figure 3-10, is done
in two dimensions, sweeping the allowed period (TS) to find the maximum sampling
rate and the time constant, τ , of the DAC. Each rectangle represents the integrated
INL errors over the full digital range of an ADC configuration. For an N -bit ADC,
we test it by putting in 2N analog inputs that correspond to the 2N distinct digital
outputs in the ideal case. We then subtract the actual digital output code from the
ideal digital output code for each input, and sum the absolute of the differences to
get the integrated INL errors. A functional ADC in this case is defined is as an ADC
that does not make any integrated INL errors. These functional operating conditions
are highlighted in dark blue (with 0 integrated INL error) in all the figures presented
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Figure 3-10: The effectiveness of redundancy in SAR ADCs when the delay through
the DAC array (TD) dominates.
this section.
The results in Figure 3-10 shows that redundancy can be used to reduce problems
due to incomplete settling of the capacitive DAC, especially when τ is large. At small
τ , the non-redundant SAR ADC can run at the same clock speed as the SAR ADC
with redundancy, resulting in a faster sampling rate because it takes fewer clock cycles
to complete the conversion. As τ increases, the non-redundant SAR ADC begins to
fail at a higher clock speed when the allowed sampling period decreases compared
to the one with redundancy. The difference between the minimum allowed period of
the two cases continues to widen as τ increases, showing that redundancy can help
improve sampling rate when TD is the main delay contributor. For example, when
τ = 15ps and TC = 50ps, the minimum conversion time improves from 1400ps (10
cycles with 140ps/cycle) in the non-redundant SAR ADC to 900ps (15 cycles with
60ps/cycle) in the redundant one.
Case 2: TC Dominates
In the second analysis, the latch delay is assumed to dominate TD and TL, so more
careful modeling of this delay component is needed. In this case, TC is set according
to Equation 3.20 and TL is set to 0. The impact of TD is assessed by sweeping only
the smaller values of τ , in order to study the relationship between the effectiveness
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Figure 3-11: The effectiveness of redundancy in SAR ADCs when the delay through
the latch (TC) dominates the other delay components.
of redundancy and TC .
Figure 3-11 shows that redundancy is not helpful in terms of reducing the problems
due to the latch delay. In general, redundancy provides the needed additional steps for
the outputs of the DAC to gradually approach zero. When there is latch metastability,
the latch output is forced to logic 0, regardless of its input voltage. Even with the
added redundancy, the output of the capacitive DAC is not driven towards zero
because of the erroneous latch outputs. Figure 3-12 shows the number of runs (out
of 1024) in which a metastability event happens. The strong correlation between
Figure 3-11 and 3-12 shows that whenever a metastability event occurs, both the
redundant and non-redundant cases produce erroneous digital values. Thus, correct
operation of the ADC requires operation away from regions where latch metastability
can occur, and thus redundancy provides little benefit.
Case Study with SPICE Simulation
To verify the behavioral models, 10-bit SAR ADCs with and without redundancy
are designed in 65nm bulk CMOS technology and in behavioral models. The same
s, Cu, Vref and VCM as in the previous simulations are adopted here. Bandwidth,
ω0, of latch is designed to be 100GHz; average DAC time constant, τ , is 40ps; and
delay through the digital control block, TL, is estimated to be 225ps from SPICE
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Figure 3-12: The number of metastability events when the delay through the latch
(TC) dominates the other delay components.
simulation. The architecture of the SAR ADC follows that described in Chapter 4.
Figure 3-13 shows the SPICE simulation results of SAR ADCs with and without
built-in redundancy. The y-axis shows the total integrated INL errors and the x-axis
shows the allowed or given period per cycle. The fastest clock period that an ADC
can run is defined as the clock frequency when no integrated INL errors are made. As
an example, when the allowed period per cycle is 400ps, the non-redundant ADC has
a total of 58 errors (non-functional), and the redundant SAR ADC makes no errors
(functional) in Figure 3-13. Using this, we find that the fastest period that a non-
redundant SAR ADC can run is 500ps, and the fastest clock period that a redundant
SAR ADC can run is 320ps, with total conversion time of 5ns (10 clock cycles and
500ps/cycle) and 4.8ns (15 clock cycles and 320ps/cycle), respectively. Thus, for this
particular example, the redundant ADC can run marginally faster. Figure 3-14 shows
the same simulation done in the behavioral model. Since it takes significantly less
time to simulate using the behavioral model, a two-dimensional plot, that allows us to
sweep different time constants (τ), can be generated. We then take a horizontal slice
at τ = 40ps, which is the designed RC time constant used in our SPICE simulation,
from Figure 3-14 and the result is plotted in Figure 3-15. The results in Figure 3-
13 and 3-15 indicate good matching between the behavioral and SPICE simulations.
This verifies that our behavioral model can accurately capture the important settling
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Figure 3-13: Effectiveness of redundancy in SAR ADCs (SPICE). The results show
that the fastest clock period that a non-redundant SAR ADC can run is 500ps while
the fastest clock period that a redundant SAR ADC can run is 320ps.
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Figure 3-14: Effectiveness of redundancy in SAR ADCs using behavioral model sim-
ulation.
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Figure 3-15: Effectiveness of redundancy in SAR ADCs using behavioral model sim-
ulation. This figure is a one-dimensional slice taken at τ = 40ps from Figure 3-14.
behavior.
The effectiveness of redundancy in terms of per-cycle and total ADC speed im-
provement is shown in the left and right plots of Figure 3-16, respectively. The left
plot indicates that regardless of the values of the time constant (τ), a redundant
design is always able to run at a faster per-cycle rate compared to a non-redundant
design. The right plot indicates that even though a redundant design is always able to
run at a faster per-cycle rate, it requires more cycles to complete the conversion pro-
cess and therefore, only when the time constant is large enough, a redundant design
has advantages over a non-redundant design in terms of the overall sampling rate. In
this particular case, the time constant (τ) has to be greater than 50ps for the system
to see improvement in overall sampling rate. The behavioral model developed in this
section runs at 10,000 times faster compared to FastSPICE simulation. It provides
a quick approach at the design stage, before doing lengthy simulations in SPICE, to
accurately determine whether there is speed loss or speed improvement from using
redundancy.
Additional SPICE simulation is done with a pre-amplifier added in front of the
latch-based comparator, similar to the architecture presented in [48, 49]. A pre-
amplifier is frequently placed in front of a latch comparator in order to provide buffers
and reduce the effect of kickback noise. The additional settling delay introduced
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Figure 3-16: Speed improvement from adopting redundancy. The left plot shows per-
cycle speed improvement and the right plot shows the overall speed improvement of
the ADC.
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Figure 3-17: Effectiveness of redundancy in SAR ADCs with an added pre-amplifier
in front of the latch comparator in SPICE simulation.
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by the pre-amplifier is added to the TD delay components discussed previously, and
therefore, this effectively increases the total settling time τ . The increase in τ increases
the effectiveness of redundancy in improving the overall sampling rate. As shown in
Figure 3-17, the minimum per cycle period in a non-redundant and a redundant
SAR ADC is 1200ps and 620ps, respectively. This corresponds to the minimum total
conversion time of 12ns(= 1200ps×10) and 9.3ns(= 620ps×15), respectively. In these
ADC configurations, redundancy significantly increase maximum sampling rate.
In summary, depending on the relative magnitudes of different delay components,
it is shown that redundancy is not always useful in increasing the overall sampling rate
of SAR ADCs. When the latch delay dominates, redundancy is generally not helpful
because it does not reduce latch metastability. When DAC settling time dominates,
redundancy becomes increasingly useful as the DAC settling time becomes larger.
Even though redundancy may not always be able to improve sampling rates, it may
still be useful to improve tolerance to bit decision errors and to provide redundant
information for digital calibration as will be discussed in Chapter 3.
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Chapter 4
Digital Background Calibration of
SAR ADCs
In Chapter 3, we introduced the redundancy algorithm in successive approximation
register analog-to-digital converters. We are able to show that, if implemented cor-
rectly, redundancy can provide tolerance to both dynamic and static error sources
during the conversion process. In terms of dynamic error sources, redundancy pro-
vides room for making early decision mistakes such that these errors can be corrected
in the later conversion steps. We are also able to show that depending on the spe-
cific design parameters, redundancy has the potential to improve the overall sampling
rates. In terms of static error sources, we analyzed the requirements on redundancy
to guarantee digital calibratability in the presence of mismatches. We provided a
simple relationship between the maximum radix number, the minimum total number
of conversion steps and the expected manufacturing random variance of capacitors.
This relationship can help us quickly identify the design parameters to be used to
ensure good linearity.
In this chapter, we will take another step towards designing higher resolution SAR
converters by providing two new digital background calibration schemes that can
utilize the redundant information to digitally remove the nonlinearity. In the absence
of trimming or calibration, SAR design usually suffers from static nonlinearities which
prevent the resolution from going above 8-10 bits [22]. These nonlinearities motivate
85
active research in developing new calibration techniques to achieve designs with higher
accuracy. For example, to achieve exact multiplication by a factor of two regardless
of capacitor mismatch error in a pipelined ADC, Li et al. in [23] came up with a
ratio-independent algorithmic technique, and Song et al. in [24] proposed a capacitor
error averaging technique. These techniques [23–28] remove static nonlinearity using
analog components in the signal path. Even though they are effective ways to remove
static nonlinearities in the design, these techniques typically come at the expense
of degraded conversion speed and added circuit noise. The circuit noise based FoM
degradation is roughly 12X and 9X in [23] and [24], respectively.
On the other hand, digital calibration techniques, which can realize the benefit
of technology scaling in terms of energy efficiency and speed, have also been devel-
oped. They can be classified into two groups: foreground calibration and background
calibration. Foreground calibration is done during a calibration phase at startup, mea-
suring nonlinearity by driving the inputs with specific calibration signals to extract
the mismatch information. For example, Lee et al. in [21] developed a self-calibrated
capacitor array in a SAR ADC, exploiting a binary weighted capacitor array. Dur-
ing calibration, the ratio errors of the capacitors are measured sequentially from the
MSB capacitor to the LSB capacitor. The mismatch data is stored in a RAM. During
the normal operation, the mismatch data is used to correct matching errors of the
capacitor array. Other calibration schemes use statistically-based methods to extract
nonlinearities based on histogram measurements or code density [29, 30]. Because
these calibration schemes require collection of measurement data at the beginning of
the operation, they interrupt the normal operation of the ADC. To minimize the ef-
fect, it is typical to run these calibration schemes during manufacturing or at startup,
meaning that they cannot track parameter drifts.
In contrast, digital background calibration runs transparently in the background
so it does not interrupt the normal conversion process. A common approach is to
inject a known calibration signal, δa, onto the signal path [31–35]. Assuming the
corresponding digitized output for the injected calibration signal δa is δd, with an
ideal linear transfer function, a constant shift of δd in its output, independent of
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the input signals, is expected. In other words, when δd is subtracted from the final
digitized output, there should be no correlation between the injected signal and the
output signal. The calibration engine is, therefore, designed to null such correlation
by adjusting the calibration parameters. Using this approach, because the signal path
must accommodate the addition of the calibration signal, the signal range and the
over-range protection is reduced in the design, in which the headroom may be already
limited. Moreover, the effectiveness of calibration also depends on the matching
between δa and δd.
Rather than tampering with the input signal path, another approach uses the
input signal itself to estimate the static errors without using a calibration signal
[36–38]. Adaptive equalization techniques, prevalent in the digital communication
community, are used to resolve nonlinearity problems for pipelined and SAR ADCs in
[36,37] and [38], respectively. These techniques typically require an accurate reference
ADC to estimate and correct the errors. Even though the reference ADC may run at
a slower speed compared with the core ADCs, the added complexity associated with
the implementation translates into either higher power consumption or reduction in
conversion speed. In summary, the previous techniques are to different degrees either
hardware or algorithmically expensive.
As a result, our goal in this chapter is to develop new calibration algorithms that
have the following characteristics. First, digital background calibration is preferred so
that the calibration process does not interrupt the normal ADC operation. Second,
the calibration algorithm uses the input signal itself as stimulus rather than requir-
ing an accurate external calibration signal. Third, the calibration approach uses the
original ADC core without adding an additional reference or a calibration channel in
the design. Finally, the calibration needs to be built with simple digital hardware.
Our calibration schemes are similar to the statistically-based methods that use code
density measurements to estimate the capacitor mismatches within the SAR design.
The first calibration method that we introduce requires the knowledge of the value of
the input signal. The second calibration algorithm requires knowing the statistics of
the input waveform, while the third calibration method does not require any knowl-
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edge of the input signals as long as the input has a smooth probability distribution
function.
The first section of this chapter explains why redundancy in SAR ADCs leads to
missing codes in the output code histogram. This helps give us a deeper understanding
of redundancy, which leads to the formation of our later calibration algorithms. We
then introduce a preliminary calibration algorithm, which requires accurate knowledge
of the analog input signal. This approach is impractical in a real implementation but
gives us better intuition of the search operation and how to design a calibration
scheme without needing knowledge of the analog input. The next part of the chapter
discusses the second calibration algorithm we propose, in which the only necessary
information we need for the calibration is the statistics of the input. For example,
the algorithm has to know whether the input is a sinusoid or an input ramp. The last
algorithm we propose improves further upon previous calibration schemes and does
not require any knowledge of the signal or the statistics of the input signals; rather,
the signals are only required to have smooth statistics. All of these new calibration
algorithms have been tested in simulation to verify their effectiveness.
4.1 Missing Codes in Code Density Histogram
As discussed in Section 3.2, the condition that allows digital calibratability of static
mismatch errors is
∑n−1
i=0 s(i)− s(n) ≥ 0 for all i’s between 1 and M . This condition
guarantees that the transfer function only includes missing codes with no missing lev-
els. With no missing levels, sufficient analog information is kept so digital calibration
is possible to recover the lost resolution.
For an N -bit M -step redundant SAR ADC, the histogram or output code density
is created by counting the number of times each of the 2M raw-bit combinations has
occurred. Because of redundancy (M > N), some bins in the histogram or output
code density can be zero. The zero code bin represents a missing code. A constant
offset error is represented by a shift in the code density map. The number of counts
in each code bin is defined as the width of the bin. In the linear ramp case, the
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width of the bin is proportional to the size of the analog input range that maps into
this bin. In an ideal binary weighted ADC (N = M), a full-scale input ramp will
generate a code density with equal number of codes within each bin, which means
that the width of each bin is equal to VFS/2
N = 1 LSB. In an ADC with redundancy
(N < M), some zero code bins are expected. If all the step sizes are integer multiples
and no dynamic errors occur during the search process, with full-scale input ramp,
the number of non-zero code bins is exactly 2N and the number of zero code bins
is 2M − 2N . Each bin has an equal number of occurrences. We will see this in the
following example.
Figure 4-1 shows an example of missing codes in a normalized output code density
plot. The example is plotted for a 3-bit 4-step redundant SAR ADC with s =
[4, 1, 1, 1, 1]. The equation to calculate Dout for a N -bit M -step ADC is repeated here
from Chapter 3 as Equation 4.1. For example, when the raw output bin is “0101”,
its Dout is calculated as 2
2 − 1 + 1 − 1 = 3. To assure the symmetry of the search
algorithm in our design, the search always starts at the mid-level of the full input
range, meaning that s(M) is equal to 2N−1 in Equation 4.1. This symmetry allows
equal tolerance windows during the “up” and “down” transitions of the searching
process so that the search is not more sensitive to errors in one half of the input
range compared to the other half.
Dout = s(M) +
M−1∑
i=1
[2 · b [i]− 1]× s(i) + [b [0]− 1] (4.1)
In this example, code bins 3, 4, 6, 7, 8, 9, 11 and 12 are empty. Table 4.1 gives
the relationship between the raw output bits, the progression of decision levels, the
digitized output and an indication that shows whether the bin is empty or not. The
empty code bin is the result of contradicting logic statements during the transition
of decision levels. For example, the output code bin “3” corresponds to raw bits of
“0011”, in which it has decision level progressions: (1) Vin < 4, (2) Vin < 3, (3)
Vin > 2, and (4) Vin > 3. The second logic statement and the forth logic statement
clearly contradict one another since the same input cannot be greater and less than 3
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Figure 4-1: Normalized code density histogram with missing codes: 3, 4, 6, 7, 8, 9,
11 and 12. The histogram is generated with a linear input ramp over the full scale.
The missing codes are the result of redundancy.
Raw bits Transition of decision levels Missing codes? Dout
1111 Vin > 4 7−→ Vin > 5 7−→ Vin > 6 7−→ Vin > 7 7
1110 Vin > 4 7−→ Vin > 5 7−→ Vin > 6 7−→ Vin < 7 6
1101 Vin > 4 7−→ Vin > 5 7−→ Vin < 6 7−→ Vin > 5 5
1100 Vin > 4 7−→ Vin > 5 7−→ Vin < 6 7−→ Vin < 5 Y
1011 Vin > 4 7−→ Vin < 5 7−→ Vin > 4 7−→ Vin > 5 Y
1010 Vin > 4 7−→ Vin < 5 7−→ Vin > 4 7−→ Vin < 5 4
1001 Vin > 4 7−→ Vin < 5 7−→ Vin < 4 7−→ Vin > 3 Y
1000 Vin > 4 7−→ Vin < 5 7−→ Vin < 4 7−→ Vin < 3 Y
0111 Vin < 4 7−→ Vin > 3 7−→ Vin > 4 7−→ Vin > 5 Y
0110 Vin < 4 7−→ Vin > 3 7−→ Vin > 4 7−→ Vin < 5 Y
0101 Vin < 4 7−→ Vin > 3 7−→ Vin < 4 7−→ Vin > 3 3
0100 Vin < 4 7−→ Vin > 3 7−→ Vin < 4 7−→ Vin < 3 Y
0011 Vin < 4 7−→ Vin < 3 7−→ Vin > 2 7−→ Vin > 3 Y
0010 Vin < 4 7−→ Vin < 3 7−→ Vin > 2 7−→ Vin < 3 2
0001 Vin < 4 7−→ Vin < 3 7−→ Vin < 2 7−→ Vin > 1 1
0000 Vin < 4 7−→ Vin < 3 7−→ Vin < 2 7−→ Vin < 1 0
Table 4.1: Relationship between the output bit combinations, decision level progres-
sions, the location of missing codes and their corresponding Dout’s for integer step
sizes. This shows why missing codes can occur in the output code density map when
there is redundancy.
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Figure 4-2: Normalized code density histogram with fractional capacitor values. The
histogram is generated with a linear input ramp over the full scale.
at the same time. As a result, no input can fall into this output bin. By going through
all possible bit combinations and their corresponding decision-level transitions, we can
identify bins with missing codes.
Another way to think about why missing codes occur in this case is that for an
ADC with 3-bit effective resolution, the ADC can only differentiate 23 = 8 distinct
input levels. Therefore, even though there is 16 possible raw output bit-combinations
with 16 possible output bins, only 8 bins can be filled. This observation is contingent
upon having integer multiple step sizes, s, along with the assumption that the ADC
has no circuit noise. For example, Figure 4-2 shows the code density plot with frac-
tional step sizes, s = [4, 0.8, 1.2, 1, 1]. In the previous case with integer step sizes, the
code bin “0011” was empty, but the same bin is now filled with normalized density
of 0.2. Again, following the same procedure as before, we can write down the four
logic statements: (1) Vin < 4, (2) Vin < 3.2, (3) Vin > 2 and (4) Vin > 3. The
second and the forth statements no longer lead to contradiction. However, the range
of analog inputs that fall into this bin (or the width of this code bin) is small and
can be calculated as 3.2− 3 = 0.2.
91
Raw bits Transition of decision levels MC? Dout
1111 Vin > 4 7−→ Vin > 4.8 7−→ Vin > 6.0 7−→ Vin > 7.0 7
1110 Vin > 4 7−→ Vin > 4.8 7−→ Vin > 6.0 7−→ Vin < 7.0 6
1101 Vin > 4 7−→ Vin > 4.8 7−→ Vin < 6.0 7−→ Vin > 5.0 5
1100 Vin > 4 7−→ Vin > 4.8 7−→ Vin < 6.0 7−→ Vin < 5.0 4
1011 Vin > 4 7−→ Vin < 4.8 7−→ Vin > 3.6 7−→ Vin > 4.6 4
1010 Vin > 4 7−→ Vin < 4.8 7−→ Vin > 3.6 7−→ Vin < 4.6 4
1001 Vin > 4 7−→ Vin < 4.8 7−→ Vin < 3.6 7−→ Vin > 2.6 Y
1000 Vin > 4 7−→ Vin < 4.8 7−→ Vin < 3.6 7−→ Vin < 2.6 Y
0111 Vin < 4 7−→ Vin > 3.2 7−→ Vin > 4.4 7−→ Vin > 5.4 Y
0110 Vin < 4 7−→ Vin > 3.2 7−→ Vin > 4.4 7−→ Vin < 5.4 Y
0101 Vin < 4 7−→ Vin > 3.2 7−→ Vin < 4.4 7−→ Vin > 3.4 3
0100 Vin < 4 7−→ Vin > 3.2 7−→ Vin < 4.4 7−→ Vin < 3.4 3
0011 Vin < 4 7−→ Vin < 3.2 7−→ Vin > 2.0 7−→ Vin > 3.0 3
0010 Vin < 4 7−→ Vin < 3.2 7−→ Vin > 2.0 7−→ Vin < 3.0 2
0001 Vin < 4 7−→ Vin < 3.2 7−→ Vin < 2.0 7−→ Vin > 1.0 1
0000 Vin < 4 7−→ Vin < 3.2 7−→ Vin < 2.0 7−→ Vin < 1.0 0
Table 4.2: Relationship between the output bit combinations, decision level transi-
tions, the location of missing codes and their corresponding Dout’s for fractional step
sizes. It shows that some code bins can have different sizes.
4.2 Calibration Algorithm I
The main goal of the calibration algorithm in a SAR ADC is to determine the actual
step sizes during the search. Since the final Dout is calculated based on the values of
S as given in Equation 4.1, the effective resolution of the ADC directly depends on
how accurately we know these s parameters. In a SAR ADC, the step sizes, s, are
designed by ratioing the capacitors within the DAC. Due to manufacturing variation,
it is difficult to achieve matching beyond 10 bit resolution between these capacitors.
As a result, calibration is necessary for high resolution design. In this section, we
introduce a simple method to calibrate for capacitor mismatches. This first method
is not practical in a real implementation, but it provides details that are helpful to
motivate the design of our subsequent calibration algorithms.
Figure 4-3 plots a search tree that shows the progression of decision levels graph-
ically. The ADC discussed here is an N -bit M -step ADC with step sizes S(M),
S(M − 1)..., S(1), and output bits b [M − 1], b [M − 2]..., b [0]. The u and d super-
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Figure 4-3: Tree representation of a sub-binary search. The diagram shows how a
decision level is reached from a previous decision level.
script in the figure distinguish whether it is an “up” or a “down” transitions. In the
nominal case, they are the same value. The search begins by comparing Vin to the first
decision level, S(M). If Vin is greater than S(M), then b [M − 1] = 1; if Vin is less than
S(M), then b [M − 1] = 0. After the first step, the search continues by comparing
the input to the second decision level. Depending on whether the value of b [M − 1]
is 0 or 1, the next decision level is either S(M) + S(M − 1)u or S(M)− S(M − 1)d,
respectively. The next decision level is reached by adding S(M − 2)u or subtracting
S(M−2)d from the previous decision level. This process continues until the searching
process is complete.
In this specific example, we have the following condition,
S(M) < S(M − 2) + S(M − 1) ←→ S(M − 2) > S(M)− S(M − 1) (4.2)
as shown in Figure 4-4. This condition verifies that redundancy is built within the
search algorithm as it satisfies the redundancy criterion described by Equation 3.7 in
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Figure 4-4: Tree representation of a sub-binary search with marked decision levels.
Chapter 3. The effect of redundancy can be viewed graphically in Figure 4-4, where
the highlighted path (LS → L0 → L01) shows one particular progression of decision
levels. We can see that the third decision level L01 is higher than the first decision
level LS. In the nominal case in which no decision errors are made, the decision
level L01 is redundant because the first comparison of the highlighted path already
determines that Vin is less than LS. Since L01 is larger in magnitude compared to
LS, the decision level L01 will always output a “0” in the ideal case. In other words,
this shows that the search algorithm has inherent built-in redundancy that it will
re-search the region that has already been searched before. However, if no conversion
errors are made, all codes begin with “011” are missing.
Figure 4-5 highlights the input range along with its corresponding output bits
for the first three transitions of the SAR algorithm. In a binary search case, all the
decision levels act as boundaries for one or more input regions, R. In the redundant
case, however, this is not always true. For example, in Figure 4-5, decision level LS
acts as boundary for R0, R1, R01, R10, R010, R101, but decision levels L01 and L10;
are buried within the input ranges R010 and R101 and do not act as boundaries for
any of the input ranges during the entire search process. The reason why L01 and
L10 do not act as boundaries is the same as the reason why there are redundancy and
missing codes. As explained previously, since decision level L01 is above decision level
LS, and an earlier decision already determines that Vin in this search path is less than
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LS, there is no output codes that begin with “011”. At the same time, even though
Vin can be less than decision level L01, the range of inputs that fall into this region is
not between L01 and L0, but between LS and L0. This not only means L01 will not
be the boundary of any input ranges, it also means that from the data we collected,
it cannot be used to extract the value of L01 since it is buried within the input range.
In this example, we call decision levels L01 and L01 “un-extractable decision levels
(UEDL)” and decision levels L00 and L11 “extractable decision levels (EDL).” We
also define the regions that are bounded by the decision level of the current search
step and its immediate preceding search step the “bounded region (BR),” and regions
outside are defined as the “unbounded region (UBR).” For example, R001 is a bounded
region because it bounded by the decision level of the current search step L00 and
of its immediate preceding search step L0; on the other hand, R010 is an unbounded
region because it is not bounded by the decision level of the current search step. An
unbounded region can, however, be bounded by any previous decision levels in the
search path, but the exact decision levels it is bounded by are unknown only until
the actual step sizes are extracted. As a result, due to this uncertainty, they cannot
be used to extract the decision levels.
As this example suggests, decision levels with all ones or zeros (L11···1 or L00···0)
are always extractable decision levels. This is because to get to these decision lev-
els, the SAR algorithm always moves in one direction after the first decision level.
This guarantees that the next decision level always falls in a region that has not
been searched before. For instance, decision progression LS 7−→ L1 7−→ L11 only
moves upwards to a region without any previous decision levels. This helps prevent
overlapping with previous decision levels and allow these decision levels to always be
the boundary of an input range. On the other hand, for decision level with both 1’s
and 0’s, meaning that the decision path moves in both directions during the search,
without knowing the exact S values, we cannot determine for certain whether it will
be an un-extractable decision level or an extractable decision level.
If we want to extract the actual value of S(M), the easiest and most intuitive
way is to sweep the input voltage slowly from 0 to full scale, at a resolution that
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Figure 4-5: A sub-binary search tree with highlighted regions RC , indicating the input
range corresponds to code C.
is a fraction of the LSB. The goal is to find the voltage level at which b [M − 1]
switches from 0 to 1 and this voltage level corresponds to LS or S(M). To extract
S(M − 1), we follow the same procedure as before. In this case, we have two options.
We can either sweep the input voltage to find when the bit pattern changes from
00??? · ··? to 01??? · ··? or when the bit pattern changes from 10??? · ··? to 11??? · ··?.
These correspond to L0 and L1, respectively. Since we know L0 = S(M)− S(M − 1)
and L1 = S(M) + S(M − 1), once S(M) is known from the first extraction, both
equations can be used to calculate the value of S(M − 1). To extract S(M − 2), the
same procedure is followed, but we can no longer use all decision levels. As shown
in Figure 4-5, sweeping the input voltage can only identify where L00 and L11 are
located since L10 and L01 are both buried within the input range, and consequently,
they do not act as decision boundaries and cannot be used to extract S(M − 2). In
other words, in order to extract the S parameters, only extractable decision levels are
used. Continuing with the same procedure, all S can be extracted.
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Figure 4-6: Spectrum data before and after calibration scheme I. The effective number
of bits (ENOB) improves from 8.18b to 11.35b.
Table 4.3 demonstrates the application of this calibration algorithm on a simu-
lated 12-bit 16-step ADC. “Sdesign,” “Actual S,” “Ext S,” and “Ext S w n” represent
the designed value, the actual value, the extracted value and the extract value in the
presence of noise of the step sizes, respectively. The actual step sizes are generated
assuming the unit step has additive random normal variation with standard devia-
tion of 0.05. The extraction simulation is done by sweeping the input linearly in the
increment of 0.01 LSB. We see that this algorithm does a good job in extracting the
actual step sizes as shown in Table 4.3. Figure 4-6 shows the spectrum data before
and after the calibration. The ENOB increases from 8.18b to 11.35b and the harmonic
distortion is significantly reduced with the spurious-free dynamic range (SFDR) im-
proved from 58.25dB to 89.2dB. In this first simulation, however, we assume there
is no circuit noise. Circuit noise can blur the transition voltage because noise allows
the same input near the decision boundary to be mapped to different digital output
codes. Since the algorithm uses the minimum and maximum voltage around the bit
transition to estimate the step sizes, it is sensitive to any variation in the voltage
around the decision levels. As a result, this blurring can degrade the effectiveness of
this algorithm; we can see that the extracted step sizes in the presence of noise are
less accurate compared to the case without noise, shown in the same table. In this
simulation, the noise is assumed to have standard deviation of 0.5 LSB.
Even though this method provides an effective and accurate way to extract the true
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M Sdesign Actual S
u Ext Su Ext Su w n Actual Sd Ext Sd Ext Sd w n
16 448 447.77 447.77 448.44 449.93 449.96 450.53
15 608 613.27 613.28 614.21 610.15 610.18 611.03
14 384 383.82 383.83 384.29 379.42 379.43 380.31
13 240 236.79 236.80 237.13 245.78 245.79 245.89
12 144 144.35 144.35 144.50 143.47 143.48 143.68
11 96 94.17 94.18 94.14 96.90 96.90 97.13
10 48 48.46 48.46 48.73 44.94 44.94 44.75
9 32 32.87 32.87 32.62 30.92 30.92 31.06
8 16 16.14 16.14 15.93 15.55 15.55 15.47
7 16 14.62 14.62 14.07 14.52 14.52 14.22
6 5 4.93 4.93 5.08 5.22 5.22 4.86
5 4 3.99 3.99 3.69 4.02 4.02 3.95
4 2 2.02 2.02 1.91 2.02 2.02 1.72
3 2 1.94 1.94 1.23 2.06 2.06 1.30
2 1 1.06 1.06 0.58 0.94 0.94 0.62
1 1 1.00 1.00 0.44 1.01 1.01 0.44
Table 4.3: Estimation of step sizes using the first calibration algorithm. Without
adding circuit noise, this extraction procedure is able to extract the actual step sizes
with high accuracy; with the addition of circuit noise, this extraction procedure begins
to lose accuracy.
stepping sizes, S, it has a few limitations. First, the accuracy of S is a direct function
of the accuracy of the input voltage. To extract S for a high-resolution ADC, an
external instrument is needed to generate an accurate input signal for this calibration
approach. This is not a practical solution since all chips have to go through this
post-fabrication procedure. The calibration cannot track parameter drift over time,
but which also increases the overall cost of the design. Also, the algorithm depends
on finding the minimum and maximum of a range to extract the extractable decision
levels. The presence of circuit noise blurs such boundaries and the accuracy of the
extraction decreases.
4.3 Calibration Algorithm II
From the previous section, we see that using the absolute magnitude of the input
signal as stimulus for calibration puts a stringent requirement on the resolution of the
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input and at the same time, the calibration procedure is very sensitive to circuit noise.
Rather than relying on the absolute magnitude, in this section we introduce another
calibration algorithm that uses signal statistics to calibrate for mismatches. Because
it is based on the statistics of code counts, the effect of circuit noise is averaged out
when more data is collected. This method is especially suited for high resolution
converters (≥ 12 bits), where circuit noise is the major limiting factor. Compared
with the first algorithm in which each code is collected once, this algorithm allows
more accurate and consistent extraction.
Similar to what was done before, we estimate the location of decision level L in
order to extract the actual step sizes S. Rather than sweeping the input voltage to find
L, we collect enough counts over the full input range and create a code density map.
The exact code count requirement is based on factors such as the input waveform,
the percent confidence and the resolution of the ADC. The code density along with
the knowledge of the probability distribution of the input waveform can then be used
to estimate the location of the decision levels. Using Figure 4-5 as an example, to
estimate the decision levels, the ADC is stimulated using an input signal with known
probability distribution function. The amplitude of the input waveform has to be
greater than the full scale to exercise all codes, but it is not necessary to know the
exact amplitude. To extract LS, the total code counts in R0 and R1 are attained
from the collected data. Based on their relative counts and the knowledge of input
probability distribution function, LS can be calculated. To calculate L0, the code
density in region R01 between LS and L0 is used; and likewise, to calculate L00, the
code density in region R10 between L0 and L00 is used. Again, as in the case of the
first calibration algorithm, the unbounded regions (UBR) cannot be used to extract
the decision levels, because they are bounded by decision levels that are unknown
until the actual step sizes are extracted.
4.3.1 Choice of Calibration Signal
The natural choice of the input waveform would be a ramp or a uniformly distributed
random input. Both inputs will generate an approximately equal number of samples
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Figure 4-7: Statistics of a sinusoid signal. The sinusoid signal is assumed to have
amplitude A and offset voltage V0.
within each bin except for the first and last bin since all codes outside the input range
will accumulate in these bins. The fundamental limitation of using a ramp is that it
is difficult to generate a ramp with high linearity. A few percentage changes in the
slope of the ramp would directly translate into the same percentage change in INL
after calibration. This error can skew the extraction result of the decision levels and
consequently affect the accuracy of the extracted step sizes. A uniformly distributed
random input is expected to have equal likelihood of the voltage over the full scale
input range. One approach to generate such a signal is by using a pseudorandom
digital sequence generator. The digital sequence then goes through an ideal low-pass
filter to generate a “random” analog voltage. The drawback of such an approach is
that the digital input amplitude must stay constant and the filter must be ideal to
avoid introducing any distortion into the input signal. Another difficulty associated
with using a ramp is that it is difficult to quantify its distortion levels. On the other
hand, a sinusoid input can be generated with very low distortion and the distortion
level can easily be quantified by taking the FFT of the waveform. Commercial filters
(such as ones made by TTE, Inc.) have total harmonic distortion of roughly 96dB,
meaning that a very low distortion sine wave signal can be obtained. It is difficult to
generate a ramp with comparable distortion level.
Figure 4-7 shows a sine wave with amplitude A and offset voltage V0. The proba-
bility density function of a sine wave is defined as the relative likelihood for the sine
wave A · sin(X) + V0 to take on a given value over one period where 0 ≤ X ≤ 2pi.
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The function can be described by Equation 4.3.
P (V ) =
1
pi
√
A2 − (V − V0)2
(4.3)
Integrating this function with respect to voltage can give us the probability distribu-
tion function of a sine wave, as shown in Equation 4.4.
Pa,b = P (Va, Vb) =
1
pi
{
sin−1
[
Vb − V0
A
]
− sin−1
[
Va − V0
A
]}
(4.4)
where Pa,b represents the probability that a voltage falls in the range between Va and
Vb. The sine wave must be sampled at random. To sample at random means to
sample at a rate that is not harmonically related to the input frequency; otherwise,
the same voltage is going to be sampled repetitively over time resulting in a code
density that has many empty codes bins. To prevent improper sampling, the samples
are collected with a sampling frequency that is not harmonically related to the input
frequency. The following analysis builds upon a previous analysis done in [20].
4.3.2 Calibration using a Sine Wave
In this section, we discuss how to extract the decision levels by looking at the code
density generated using a sine wave input. The sampled frequency and the input
frequency are non-harmonically related.
Calibration Step I
The first step of the calibration algorithm is to extract the offset voltage, which is
the same as the first decision level LS given in Figure 4-5. This is done by counting
the number of samples in regions R0 and R1 and dividing the number by the total
number of counts. We denote the total counts in region R0 and R1 by N0 and N1,
respectively, and the total number of counts by Ntot.
Going back to Figure 4-7, the probability that the ADC output is positive (pp) is
the probability that the sampled voltage is between V0 and A. Substituting Vb = A
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and Va = V0 in Equation 4.4, the probability of being positive (pp) can be calculated
as follows,
pp =
1
pi
{
sin−1
[
A
A
]
− sin−1
[
V0
A
]}
(4.5)
Since the ADC output is either positive or negative, the probability that a sampled
voltage is negative (pn) can be calculated from pp as follows,
pn = 1− pp (4.6)
Solving Equation 4.5 and 4.6 together, a closed-form solution of V0 can be obtained
as follows,
V0 = A
pi
2
sin(pp − pn) (4.7)
pp can be estimated from the sampled data using N1/Ntot and pn can be estimated
from the sampled data using N0/Ntot. The estimated V0, Vˆ0, is calculated by replacing
pp and pn with these estimated values.
Vˆ0 = A
pi
2
sin(
N1 −N0
Ntot
) (4.8)
Note that the solution Vˆ0 is expressed as a function of the unknown amplitude A. This
will not be a problem as we will see later that all extracted step sizes are expressed
as a function of A. Since we know the sum of all steps must be equal to 2N where N
is the total number of bits, A can easily be calculated. The value of Vˆ0 corresponds
to the first decision level LS and S(M) = LS.
Calibration Step II
The next step of the calibration algorithm is to extract the remaining decision levels
from the collected data. Taking the cosine of both sides of Equation 4.4 can lead to
a solution of Vb in terms of Va. The result yields:
Vb = V0 + (Va − V0) cos(pi · Pa,b) + (−1)s · sin(pi · Pa,b)
√
A2 − (Va − V0)2 (4.9)
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s =
0 : if Vb ≥ Va1 : if Vb < Va
This equation gives a way to calculate Vb once we know Va and the code counts
between Va and Vb. In this case, since we already have an estimate of V0 from the
previous calibration step, to estimate the next decision level L1 (or L0), we can
substitute Vˆ0 for Va and count the total number of codes between V0 and L1 (or L0)
to estimate these decision levels.
As an example, to estimate L1 (or L0) in Figure 4-5, we count the number of
codes that fall in region R10 (or R01) and denote this quantity as N10 (or N01). An
estimate of L1 (or L0) can then be calculated as follows:
Lˆ1 = Vˆ0 + (Vˆ0 − Vˆ0) cos(pi · N10
Ntot
) + sin(pi · N10
Ntot
)
√
A2 − (Vˆ0 − Vˆ0)2 (4.10)
Lˆ0 = Vˆ0 + (Vˆ0 − Vˆ0) cos(pi · N01
Ntot
)− sin(pi · N01
Ntot
)
√
A2 − (Vˆ0 − Vˆ0)2 (4.11)
Subsequently, S(M − 1) can be calculated:
S(M − 1)u = +(Lˆ1 − LˆS) (4.12)
S(M − 1)d = −(Lˆ0 − LˆS) (4.13)
Similarly, to extract the next step size, S(M − 2), we follow the same procedure by
counting the number of codes that fall in the regions R110 and R001 and denote these
quantities as N110 and N001, respectively. Estimates of L11, L00 and S(M − 2) can be
calculated as follows:
Lˆ11 = Vˆ0 + (Lˆ1 − Vˆ0) cos(pi · N110
Ntot
) + sin(pi · N110
Ntot
)
√
A2 − (Lˆ1 − Vˆ0)2 (4.14)
Lˆ00 = Vˆ0 + (Lˆ1 − Vˆ0) cos(pi · N001
Ntot
)− sin(pi · N001
Ntot
)
√
A2 − (Lˆ1 − Vˆ0)2 (4.15)
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Figure 4-8: Using the “bounded regions” to extract the actual step sizes. The bounded
regions are highlighted in black. This calibration scheme uses the statistics of the
input signals rather than relying on the exact knowledge of the input signals as in
the case of the first calibration algorithm.
S(M − 2)u = +(Lˆ11 − Lˆ1) (4.16)
S(M − 2)d = −(Lˆ00 − Lˆ0) (4.17)
Note that in this case, again, we do not use the code counts in the “unbounded
regions” R101 and R010. The code counts in this example correspond to the step size
S(M − 1), rather than S(M − 2). In a more general case, however, we do not know
which step size is calculated when using the code counts in the “unbounded region”
until the actual step sizes are extracted. This procedure can be done recursively by
counting the number of codes in the “bounded regions” of each step to extract the
corresponding step sizes as shown in Figure 4-8.
Table 4.4 shows the extraction results of using the second calibration algorithm
for our simulated 12-bit 16-step ADC. Again, the actual step sizes are generated
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M Sdesign Actual S
u Ext Su Ext Su w n Actual Sd Ext Sd Ext Sd w n
16 448 451.41 451.39 451.30 439.09 439.10 439.05
15 608 607.10 607.15 607.14 614.39 614.41 614.41
14 384 382.97 382.96 383.07 382.63 382.61 382.62
13 240 239.50 239.48 239.48 236.92 236.93 236.99
12 144 145.14 145.16 145.12 146.28 146.26 146.28
11 96 95.17 95.16 95.15 98.15 98.18 98.15
10 48 48.01 48.00 48.04 49.31 49.30 49.23
9 32 32.29 32.30 32.27 32.81 32.82 32.87
8 16 15.03 15.03 15.01 16.13 16.12 16.18
7 16 15.68 15.69 15.69 16.98 16.97 16.91
6 5 4.92 4.90 4.89 4.76 4.78 4.79
5 4 4.06 4.07 4.05 3.80 3.80 3.78
4 2 1.87 1.87 1.88 1.95 1.93 1.98
3 2 2.00 2.00 1.99 1.85 1.85 1.84
2 1 0.92 0.91 0.91 1.04 1.05 1.03
1 1 0.96 0.95 0.98 0.91 0.91 0.92
Table 4.4: Estimation of step sizes using the statistical calibration algorithm. The
accuracy of this extraction procedure is not affected by circuit noise. Due to the
statistical nature of this calibration scheme, the extraction precision can be increased
by collecting more samples.
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Figure 4-9: Spectrum data before and after using the statistical calibration algorithm.
ENOB improves from 8.18b to 11.35b and SFDR improves from 60.71dB to 87.01dB.
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assuming the unit step size has additive random normal variation with standard
deviation of 0.05. The simulation is done by sampling a 24.7MHz sinusoid waveform
at 50MS/s, with a total of 220 samples. The sinusoid has amplitude A = 1.1 × Vref
and offset voltage V0 = 20 LSB. The results show that the extraction procedure is
able to extract the actual step size with high accuracy. Another simulation is done by
assuming there is additive random circuit noise that has a standard deviation equal
to 0.5 LSB. Because of the statistical nature of the extraction procedure, the effect
of circuit noise is averaged out when a large amount of data is collected. Therefore,
unlike in the case of the first calibration algorithm, the accuracy of the extraction
result is not affected as shown in the same table. The spectrum data before and
after using this calibration algorithm is plotted in Figure 4-9. We see that the ENOB
improves from 8.18b to 11.35b, and the SFDR improves from 60.71dB to 87.01dB.
All harmonic distortions are significantly reduced.
This calibration algorithm has several benefits over the previous calibration algo-
rithm. First, the calibration process can be done much faster because it is no longer
necessary to sweep the input in small and high-resolution steps. The resolution of
the extracted step size is a function of the resolution of the input in the previous
approach, but in the statistical approach here, the resolution can be increased ar-
bitrarily by collecting more samples. Second, the accuracy of the extraction is not
affected by circuit noise, since noise is averaged out when more data is collected.
Although this calibration scheme is more practical compared to the first calibration
algorithm, it still requires the knowledge of the probability distribution function of
the input signal. Moreover, as discussed before, even though it is easier to generate
a sine wave with higher linearity and low distortion, an external instrument is still
needed. In the next section, we will introduce another calibration algorithm that does
not require any prior knowledge of the input signal while still able to extract the step
sizes accurately.
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4.4 Calibration Algorithm III
In this section, we introduce a new calibration algorithm that does not require the
knowledge of the input signal. The only requirement of this calibration scheme is that
the input waveform needs to have a smooth probability distribution function, meaning
that there are no abrupt changes in the code densities. To understand this algorithm,
for simplicity, we will assume that the input is a ramp with equal probability of
generating any analog voltages over the full input range. We will generalize the
algorithm in the later parts of this section to allow any input signals with unknown
probability distribution function.
4.4.1 Integer Step Sizes Extraction
Equation 4.1 describes the relationship such that an N -bit digitized output (Dout) can
be calculated from the actual step sizes (S’s) and M digital output bits. Since Dout
has to be an integer, when we used this equation in the past, we assume that all the
step sizes are integer multiples of each other. In real implementation, however, S(i)’s
are typically not integer multiples of each other due to manufacturing variation. As
a result, Dout can be a non-integer if using Equation 4.1. To avoid this problem, we
rewrite the previous relationship to generate Fout rather than Dout, given by Equa-
tion 4.18. The new parameter Fout now represents the final decision level during the
search process, which could be a non-integer due to non-integer step sizes. Dout is
now obtained by taking the floor operation on the new parameter Fout as shown in
Equations 4.18 and 4.19. In this section, we focus on integer S(i)’s, with Dout = Fout.
Fout = S(M) +
M−1∑
i=1
[2 · b [i]− 1]× S(i) + [b [0]− 1]× S(0) (4.18)
Dout = floor (Fout) (4.19)
Figure 4-10 plots the code density for a 3-bit 4-step ADC with step sizes, S =
[4, 1, 1, 1, 1]. For each code bin, the plot shows the range of analog inputs that fall
into this bin, the digital output bit sequences, and the procedure of calculating its
107
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
0
0.2
0.4
0.6
0.8 1
R
aw
 digital output code
Code density (LSB)
0000
0001
0010
0101
1010
1101
1110
1111
[0.0  1.0]
[1.0  2.0]
[2.0  3.0]
[3.0  4.0]
[4.0  5.0]
[5.0  6.0]
[6.0  7.0]
[7.0  8.0]
4 െ 1 െ 1 െ 1 െ 1 ൌ 0
4 െ 1 െ 1 െ 1 ൅ 0 ൌ 1
4 െ 1 െ 1 ൅ 1 െ 1 ൌ 2
4 ൅ 1 ൅ 1 െ 1 ൅ 0 ൌ 5
4 ൅ 1 ൅ 1 ൅ 1 െ 1 ൌ 6
4 ൅ 1 ൅ 1 ൅ 1 ൅ 0 ൌ 7
4 െ 1 ൅ 1 െ 1 ൅ 0 ൌ 3
4 ൅ 1 െ 1 ൅ 1 െ 1 ൌ 4
Analog 
input
range b[3]b[2]b[1]b[0]
ܦ௢௨௧ ൌ floor ܨ௢௨௧
ܨ௢௨௧ ൌ ݏ ܯ ൅ ෍ 2 ∙ ܾ ݅ െ 1 ൈ ݏ ݅ ൅ ܾ 0 െ 1
ெିଵ
௜ୀଵ
Figure 4-10: Calculating Dout when all the step sizes are integer multiples of each
other. In this case, Dout = Fout.
corresponding Dout. The code density has eight non-empty code bins and each has
a normalized bin size of 1 LSB. Since the input is a ramp with uniform probability
distribution function, the normalized bin size is equal to the width of the digital
output code. In this case, when all code bins have width of 1 LSB, the ADC has
perfect static linearity.
The code density plot is generated assuming that no dynamic errors are made dur-
ing the conversion process. This implies that even with the presence of redundancy,
when one output bit sequence is larger than another output bit sequence, its corre-
sponding analog input is also larger than the analog input of this other sequence. We
can think of the output bit sequences as the record of the comparison results during
the search process. While comparing two different output bit sequences, X and Y ,
from the MSB to the LSB bits, we assume that the first bit they differ in is bit i and
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X [i] = 1 and Y [i] = 0. This means that at this bit comparison, the search process
determines that the analog input voltage (XA) corresponding to X is larger than a
decision level and the analog input voltage (YA) corresponding to Y is smaller than
that same decision level. If no conversion errors are made during the search process,
this means that XA > YA.
This monotonicity allows us to determine the input range of each code bin by
accumulating the bin width from the LSB bin to the MSB bin. For example, we know
that the smallest analog input, 0, must fall into bin 0 because it has the smallest bit
sequence “0000.” Since 0 is the smallest analog input, it must also be the lower bound
of the analog input range for bin 0. To calculate the upper bound of the input range,
we add its bin width (= 1 LSB), to the lower bound of the input range. This leads to
the analog input range that is equal to [0 1]. Next, we know the analog input ranges
must be continuous without gaps since all analog inputs are mapped to some digital
outputs. This means that the adjacent input ranges must have equal upper and lower
bounds. As a result, the lower bound of bin “0001” must be the same as the upper
bound of bin “0000.” To obtain the upper bound of the input range for this bin, we
follow the same procedure by adding its bin width to the lower bound and obtain the
analog input range for bin 1 equal to [1 2]. This can be done successively to find all
the input ranges. Note that Dout in this example is the same as the lower bound of
the analog input range, which can be obtained by accumulating the bin width from
LSB to the MSB bin, with the first Dout being equal to 0.
To extract the actual step sizes, similar to the previous calibration algorithm,
the ADC has to sample enough input points to generate a code density map that is
statistically significant. Since the bin size is proportional to the width of the digital
output code, the code density is first being normalized by making the sum of all bin
widths equal to 2N , and in this case, equal to 8. For each code bin, an equation can
then be written according to Equation 4.18. Their corresponding Fout’s are obtained
by accumulating the bin width from the LSB bin to the MSB bin. The resulting
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equations are listed in 4.20.
S(4)− S(3)− S(2)− S(1)− S(0) · 1 = F0000 = 0
S(4)− S(3)− S(2)− S(1) + S(0) · 0 = F0001 = 1
S(4)− S(3)− S(2) + S(1)− S(0) · 1 = F0010 = 2
S(4)− S(3) + S(2)− S(1) + S(0) · 0 = F0101 = 3
S(4) + S(3)− S(2) + S(1)− S(0) · 1 = F1010 = 4
S(4) + S(3) + S(2)− S(1) + S(0) · 0 = F1101 = 5
S(4) + S(3) + S(2) + S(1)− S(0) · 1 = F1110 = 6
S(4) + S(3) + S(2) + S(1) + S(0) · 0 = F1111 = 7
(4.20)
These equations are solved by first subtracting the ith equation from the (ith + 1)
equation. The results are re-arranged in a matrix form given in Equation 4.21. The
equation is then solved by the ordinary least square solution, which leads to a closed-
form expression for the estimated value of the step sizes, given in Equation 4.22.
0 0 0 1
0 0 2 −1
0 2 −2 1
2 −2 2 −1
0 2 −2 1
0 0 2 −1
0 0 0 1

×

S(3)
S(2)
S(1)
S(0)
 =

1
1
1
1
1
1
1

←→ X × S = Y (4.21)

S(3)
S(2)
S(1)
S(0)
 =
(
X>X
)−1
X>Y =

1
1
1
1
 (4.22)
Note that the value of S(4) cannot be extracted by solving the above linear equa-
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tions. To extract the value of S(4), a similar approach that compares the total counts
of the positive outputs versus negative outputs can be used here as in the case of the
second calibration algorithm. However, since the value of S(4) only introduces a con-
stant offset, it does not affect linearity of the converter. The exact value of S(4) is
typically not as important compared to the values of other step sizes. Overall, we see
that the calibration procedure introduced here is able to extract the actual step sizes
accurately in this simple example.
One concern may be that at higher resolution, the size of the matrix X can grow
considerably larger and require a much longer computation time in order to solve. In
this case, however, the matrix X is a simple matrix with beneficial structure. First,
it is filled with only a few distinct elements, ±1, ±2. Second, the matrix is sparse,
meaning that it is populated primarily with zeros. Techniques such as Markowitz
reordering can be used to minimize fill-in and a follow-up iterative or direct method
can be used to solve this sparse matrix very efficiently. In addition, the sparse matrix
also has benefits in terms of storage. To store a typical two-dimensional N by M
matrix, a total of N×M memory elements are needed. In a sparse matrix, substantial
memory reduction can be realized by only storing the non-zero elements in the array.
Depending on the exact distribution of the non-zero entries, different data structures
can be adapted to yield significant savings in memory.
4.4.2 Fractional Step Sizes Extraction
Figure 4-11 plots the code density for a 3-bit 4-step ADC with non-integer step sizes
S = [4, 0.9, 1.1, 1, 1]. Similar to what was done in the integer case, for each bin, the
range of analog inputs, the output bit sequences and the Fout are marked on the same
figure. From this code density plot, unlike in the integer case, not all of the code
bins have bin width equal to 1 LSB. This implies that there is static nonlinearity in
this ADC. Again, the code density is generated assuming there are no dynamic errors
during the conversion process.
As alluded to in the previous discussion, when the step sizes are not integers,
the calculated final decision level (Fout) can also become non-integer. This is evident
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Figure 4-11: Calculating Dout when step sizes are fractional. Since not all the code
bins have 1 LSB bin width, there is static nonlinearity in this ADC.
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from Figure 4-11, where F0100, F0101, F1010 and F1011 are all fractional values. Another
observation, which is different from the integer case, is that Fout of a bin is not always
the same as the lower bound of its analog input range. Taking bin “0100” as an
example, the lower bound of its input range is 3.1, but F0100 is calculated to be 2.2.
This can be understood by observing the progressions of the decision levels during
the search process. For bin “0100” the progressions are 4 7→ 3.1 7→ 4.2 7→ 3.2 7→ 2.2.
The four comparisons imply that the input of this bin is less than 4, greater than
3.1, less than 4.2 and less than 3.2. Since the last comparison states that the input
is less than 3.2, Equation 4.19 calculates F0100 to be equal to the last decision level
minus 1. This is because this formula does not know the bin width beforehand and
therefore, it has to make an assumption on the bin width when calculating Fout; it is
only natural to assume a bin has a nominal width of 1 LSB for this purpose.

S(4)− S(3)− S(2)− S(1)− S(0) · 1 = F0000 = 0
S(4)− S(3)− S(2)− S(1) + S(0) · 0 = F0001 = 1
S(4)− S(3)− S(2) + S(1)− S(0) · 1 = F0010 = 2
S(4)− S(3)− S(2) + S(1) + S(0) · 0 = F0011 = 3
S(4)− S(3) + S(2)− S(1)− S(0) · 1 = F0100 = 3.1
S(4)− S(3) + S(2)− S(1) + S(0) · 0 = F0101 = 3.2
S(4) + S(3)− S(2) + S(1)− S(0) · 1 = F1010 = 4
S(4) + S(3)− S(2) + S(1) + S(0) · 0 = F1011 = 4.8
S(4) + S(3) + S(2)− S(1)− S(0) · 1 = F1100 = 4.9
S(4) + S(3) + S(2)− S(1) + S(0) · 0 = F1101 = 5
S(4) + S(3) + S(2) + S(1)− S(0) · 1 = F1110 = 6
S(4) + S(3) + S(2) + S(1) + S(0) · 0 = F1111 = 7
(4.23)
We follow the same extraction procedure as in the integer case and generate an
equation for each code bin. The right hand side of the equation (Fout) is still ob-
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tained by accumulating the bin width from the LSB to the MSB bins, even though
we know in this case, we cannot estimate the actual value of F0100 from the lower
bound of the input range as described by the F0100 example previously. The list of
equations is shown in 4.23. By subtracting the neighboring equations, we can obtain
a similar matrix as before. The actual step sizes can then be solved using the so-
lution for linear least square as shown in Equation 4.24. As expected, the solution
[1.12, 1.22, 0.83, 0.67] does not match the actual step sizes [0.9, 1.1, 1, 1] since the es-
timation of Fout using the lower bound of a input range is not accurate if the step
sizes are fractional.
0 0 0 1
0 0 2 −1
0 0 0 1
0 2 −2 −1
0 0 0 1
2 −2 2 −1
0 0 0 1
0 2 −2 −1
0 0 0 1
0 0 2 −1
0 0 0 1

×

S(3)
S(2)
S(1)
S(0)
 =

1
1
1
0.1
0.1
0.8
0.8
0.1
0.1
1
1

7−→

S(3)
S(2)
S(1)
S(0)
 =

1.12
1.22
0.83
0.67

(4.24)
This problem can be fixed with a simple observation. Comparing the Fout esti-
mated using the lower bound of the input range and the actual Fout calculated using
Equation 4.23, we can see that the bins with the smaller bin width have larger discrep-
ancy compared to the bins with larger bin width. For example, Fout’s are calculated
incorrectly for bins “0100,” “1010” and “1100”. Among these bins, the largest bin
(“1010”) with width 0.8 LSB estimates Fout to be 4 LSB from the cumulative his-
togram while the actual Fout is equal to 3.8 LSB, making an error of 0.2 LSB. The
smaller bin (“0100’) with width 0.1 LSB estimates Fout to be 3.1 from the cumulative
histogram while the actual Fout is equal to 2.2 LSB, making an error of 0.9 LSB.
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This result can be understood intuitively. Equation 4.18 assumes that all the
step sizes are integer multiples of each other and all the bins have ideal width of 1
LSB. If the bin has a width of ∆, which is different from 1, the estimated Fout can
be 1 −∆ outside its desired analog input range. The parameter “1 −∆”, therefore,
also represents the minimum error we make while estimating Fout using the cumula-
tive histogram. When the step sizes are designed correctly to sufficiently cover the
manufacturing variation, ∆ ≤ 1. In the ideal case when ∆ = 1, ∆ − 1 = 0 and the
estimated Fout experiences little error; in the case when ∆ is small and 1−∆ is large,
the estimated Fout tends to experience larger error.
The goal here is to find a better estimate of Fout, rather than always using the
lower bound of an input range. Define the lower bound of an input range, RL, and the
upper bound of an input range, RH . From the previous discussion on the progression
of decision levels, when the last decision bit is a “0,” the final decision level (Fout) is
larger than the input signal, meaning that Fout should be closer to (or equal to) RH
of the input range; when the last decision bit is a “1,” on the other hand, the final
decision level (Fout) is closer to (or equal to) RL of the input range. As a result, when
b [0] = 0, it is more accurate to use RH to estimate Fout; when b [0] = 1, it is more
accurate to use RL to estimate Fout. The final expression is given in Equation 4.25.
Fout =
RL if b [0] = 1RH − 1 if b [0] = 0 (4.25)
The new approach here makes two modifications to the previous approach. First,
since the bins with smaller width are more likely to create a larger error while esti-
mating Fout from the code density, we do not use any equations associated with the
bins that have bin width smaller than a pre-determined threshold, β. Second, for the
rest of the bins, we estimate Fout according to Equation 4.25. Note that when a bin
has size equal to 1 LSB, the two expressions in Equation 4.25 lead to the same result.
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
S(4)− S(3)− S(2)− S(1)− S(0) · 1 = F0000 = 0
S(4)− S(3)− S(2)− S(1) + S(0) · 0 = F0001 = 1
S(4)− S(3)− S(2) + S(1)− S(0) · 1 = F0010 = 2
S(4)− S(3) + S(2)− S(1) + S(0) · 0 = F0101 = 3.2
S(4) + S(3)− S(2) + S(1)− S(0) · 1 = F1010 = 3.8
S(4) + S(3) + S(2)− S(1) + S(0) · 0 = F1101 = 5
S(4) + S(3) + S(2) + S(1)− S(0) · 1 = F1110 = 6
S(4) + S(3) + S(2) + S(1) + S(0) · 0 = F1111 = 7
(4.26)
As an example, we can set β = 0.6 and re-write Equation 4.23 according to the
two new rules. The resulting list of equations is given in 4.26. Following the same
procedure by subtracting the ith equation from the (i + 1)th equation, we can again
put the list of equations into matrix form, and the matrix can be solved by linear
least square solution. In this case, we are able to obtain the correct step sizes as
shown in Equation 4.27.

0 0 0 1
0 0 2 −1
0 2 −2 1
2 −2 2 −1
0 2 −2 1
0 0 2 −1
0 0 0 1

×

S(3)
S(2)
S(1)
S(0)
 =

1
1
1.2
0.6
1.2
1
1

7−→

S(3)
S(2)
S(1)
S(0)
 =

0.9
1.1
1
1

(4.27)
4.4.3 Unknown Input Statistics
As discussed in the earlier part of this section, this calibration algorithm is not lim-
ited to only inputs with uniform distribution. For input signals with non-uniform
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probability density, the histogram is locally normalized over a small input range for
which the probability density of input remains reasonably constant.
When the input has non-uniform probability distribution, the number of code
counts that represent the same bin width can be quite different. For example, in
an area with high probability density (P0), a 1 LSB bin may correspond to code
count of 1000, but in another area with lower probability density (P0/2), a code bin
representing a 1 LSB bin width may only have code count of 500. Thus, to normalize
locally in each region of the code, our approach is to find the code count that represents
a reference bin width with size 1 LSB, and divide the neighboring bins by the counts
of this reference bin. We call the resulting bin width after normalization, the true bin
width.
If the step sizes are designed correctly with enough redundancy to accommodate
for mismatches, all bins should have width ∆ ≤ 1 LSB; otherwise, the ADC would
experience static nonlinearity. In other words, while looking at any input ranges,
the bins with the highest code count typically represent the true bin width of 1 LSB
since that is the largest that ∆ can go. As a result, before applying the calibration
algorithm to a code density, the algorithm goes through each region of the code and
finds the bins with the highest number of counts. These counts are then averaged
together to provide an estimate for the counts of a 1 LSB bin. The neighboring bins
are then normalized by this estimated number.
4.4.4 Calibration Examples
The new calibration algorithm is simulated under many different conditions. Shown
here is a 12-bit 16-step ADC. The unit step size is assumed to have random variation
with a standard deviation of 20%. The variance of the larger step sizes are scaled up
proportionally. The circuit is simulated with random circuit noise that has standard
deviation of 0.5 LSB. The algorithm is tested with a wide range of inputs including a
sine wave, ramp, uniformly random and other inputs with smooth probability distri-
bution function. With no assumption or prior knowledge of the input signal, the local
normalization technique is able to have consistent performance over a variety range of
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input distributions as long as enough counts are collected over the full scale. We do
observe one limitation in our approach; an input with zero probability at particular
codes is problematic, since the algorithm has no way to distinguish whether the zero
comes from the input or from the ADC itself. Applications of such zero probability
input characteristics would not be a good candidate for this calibration algorithm.
For this particular example, the input is simulated with a sine wave that runs at
24.7MHz with 50MS/s sampling rate. The amplitude of the sine wave is 1.1 times the
full scale. A total of 220 samples are collected during simulation. Table 4.5 shows good
matching of the actual step sizes and the extracted step sizes even in the presence
of noise. The maximum absolute error in extracting the step sizes is 0.15 LSB12.
Figure 4-12 shows the static performance of the ADC before and after calibration.
The DNL improves from +2.53/− 1.00 LSB12 to ±0.56 LSB12 and the INL improves
from +7.8/− 7.9 LSB12 to ±0.6 LSB12. Figure 4-13 shows the dynamic performance
of the ADC before and after calibration. The spurious-free dynamic range goes from
59.5dB to 92dB, the SNR goes from 55dB to 71.6dB, the THD goes from -58.9dB to
-87.2dB and ENOB improves from 8.6b to 11.6b. We do not achieve perfect ENOB
because of the added circuit noise, which reflects the condition of real operation.
4.4.5 Comparisons of the Calibration Algorithms
In this chapter, we have introduced three new background calibration algorithms.
All three algorithms do not require significant extra hardware on-chip to perform the
calibration. The first algorithm requires knowing the exact input waveform, and the
resolution of the extraction depends on how accurately the input signal is known. This
algorithm uses the minimum and maximum voltages around the decision boundaries
to estimate the step sizes. Even though it is able to extract the actual step sizes
correctly when provided with a high precision input signal, this scheme is sensitive
to the presence of circuit noise since noise can blur the boundary significantly.
The second calibration algorithm improves upon the previous algorithm by using
the statistics of the input signal rather than the absolute magnitude. Even though
this calibration algorithm does not require the knowledge of the input signal to a
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M Sdesign Actual S Extracted S with Nstd = 0.5 Differences
15 1820 1815.94 1816.09 -0.15
14 1050 1045.54 1045.57 -0.03
13 560 560.69 560.58 0.11
12 280 284.05 284.00 0.05
11 140 139.41 139.38 0.03
10 105 106.99 107.10 -0.11
9 70 71.71 71.69 0.02
8 35 34.92 35.04 -0.12
7 16 17.36 17.42 -0.06
6 8 8.26 8.29 -0.03
5 6 4.89 4.92 -0.03
4 2 2.03 2.03 -0.00
3 2 1.96 1.83 0.13
2 1 1.18 1.05 0.13
1 1 1.06 1.00 0.07
Table 4.5: Estimation of step sizes using the third calibration algorithm. The differ-
ence between the actual and the estimated step sizes are small, with largest difference
equal to 0.15. This shows the effectiveness of the calibration algorithm even in the
presence of circuit noise.
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Figure 4-12: Static nonlinearity before and after using the third calibration algorithm.
The DNL improves from +2.53/-1.0 LSB12 to +0.56/-0.56 LSB12; the INL improves
from +7.8/-7.9 to +0.6/-0.6 LSB12.
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Figure 4-13: Spectrum data before and after using the third calibration algorithm.
The ENOB improves from 8.6b to 11.6b; and the SFDR improves from 59.5dB to
92.0dB.
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high precision, it requires the knowledge of the exact statistics of the input waveform.
A sine wave input was used as an example for calibration. Since this calibration
algorithm is statistically-based, circuit noise can be averaged out when many samples
are collected during simulation. The result shows good extraction precision in the
presence of noise.
The third calibration algorithm further improves upon the previous two algo-
rithms. It also uses statistics for calibration as in the case of the second calibration
algorithm; however, it does not require the knowledge of the exact statistics of the
waveform. The input waveform only needs to have a smooth probability distribution
with no zero probability of any codes. A local normalization technique is developed
to take in a code density map and normalize it such that the code density resembles
the code density of a ramp. Because it is also a statistically based algorithm, circuit
noise again can be averaged out as more data is collected. The calibration is tested
with different input signals without prior assumption on the exact probability distri-
bution. The results show improvements in both static and dynamic performance. We
use the third calibration algorithm on real silicon data in Chapter 6.
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Chapter 5
Design and Implementation of a
SAR ADC with Redundancy
In Chapter 4, we introduced three new calibration algorithms that are able to utilize
the redundancy information to digitally correct and remove variation in the step sizes.
The effectiveness of the calibration scheme was explained in theory first, followed by
a case study. The case study validates the methodology in simulation, while also
comparing the calibration schemes in terms of their requirements on input waveforms,
accuracy of the extraction procedure, and tolerance to circuit noise.
The first algorithm requires knowing the input signal to a high precision in order
to extract the step sizes to the same precision. Even though this algorithm is able
to extract the step sizes accurately with good knowledge of the input signals, it is
proven to be impractical due to the precision requirement on the input signal and its
sensitivity to thermal noise. The second algorithm uses a statistically-based approach
for extraction. The extraction does not rely on knowing the input signals to a high
precision, but rather, the precision and noise tolerance can be improved by sampling
more times. However, this algorithm still requires knowing the exact statistics of
the input waveform. The third calibration algorithm is able to improve upon the
deficiencies of the previous two algorithms by not requiring the knowledge of the input
signal or the input statistics. Any input signal with smooth probability distribution
functions can be used as stimuli. The third calibration scheme is able to achieve the
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same extraction precision in the presence of thermal noise without knowing the exact
input values or distribution.
Thus far, our discussion has focused on the benefits of incorporating redundancy
in the SAR architecture and how to use this redundant information for digital cal-
ibration. All the analysis is based on the assumption that redundancy described
previously can be implemented in hardware. In this chapter, we the real implemen-
tation of a redundant SAR ADC is described. In the first part, we will focus on the
implementation at the architectural level with discussion of several new contributions.
First, we develop a new DAC switching scheme that is able to achieve higher energy
efficiency while removing some of the shortcomings in previous switching schemes.
Second, we improve the original design of the split-capacitor architecture and elimi-
nate the over-range problems while achieving better matching properties. Third, we
introduce a new way to incorporate redundancy into the SAR architecture without
increasing the design complexity and area overhead. This simple solution is able to
maintain symmetric error-tolerance windows as well.
The next part of the chapter discusses the design at the circuit level. We begin by
deriving the high-level requirements on various circuit blocks. We specifically focus on
the noise, mismatch, bandwidth and timing requirements in order to achieve the target
speed, resolution, and asynchronous operation. We then dive further into analyzing
the design of each individual circuit component, including the design of sampling
circuit, comparators, pulse generators, timing circuits, switches, clock generation,
and the capacitive DAC. We conclude the chapter by combining the circuit blocks
and analyzing how all these blocks work together.
5.1 Architecture
The design of our new SAR architecture is divided into several parts. The first part of
this section discusses the evaluation of the energy consumption in different switching
algorithms and compares them to our new switching scheme in terms of different
figures of merit. We are able to show that the new switching algorithm retains
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Figure 5-1: Energy consumption when charges change on capacitor CA.
all the benefits of previous switching schemes [39–43], but is able to achieve better
energy efficiency. The second part reviews the conventional split-capacitor array
architecture and provides new solutions to previous limitations. These limitations
include matching and over-range problems. The third part of this section shows how
redundancy can be implemented in the SAR architecture with minimal additional
hardware complexity.
5.1.1 Energy Consumption in Switching Scheme
Conventional Switching Algorithm
The DAC in a SAR ADC serves two purposes: it samples the input voltage, and it
generates error residues between the input and the current digital estimate. Figure 5-2
shows the conventional SAR switching algorithm for a 3-bit ADC in a fully-differential
implementation; Figure 5-3 shows the top-plate waveform for a 6-bit ADC using
the conventional switching algorithm when input is equal to 0.9 with VIN+ = 0.95,
VIN+ = 0.05 and VREF = 1.0. Even though this switching algorithm is able to
produce the correct logic operations by moving the charges between the capacitors
according to the value of the input signal, the scheme does not move the charges
around efficiently, wasting energy during operation. Figure 5-1 explains a sampled
DAC array that shows how much total energy is consumed when charges are moved
between capacitors.
Assume at time 0+, the bottom plate of CA is switched from VA,ini to VA,final. VX
is initially at VX(0) at time 0
−. When the bottom plate of the CA capacitor switches,
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the voltage on VX settles completely by time t = T . The total energy drawn from
voltage source VA can be calculated using Equation 5.1.
E =
∫ T
0+
iA(t)× VAdt = VA
∫ T
0+
iA(t)dt (5.1)
Since iREF (t) = −dQCA/dt, Equation 5.1 can be simplied to
E = −VA
∫ T
0+
dQCA
dt
dt = −VA
∫ T
QCA (0
+)
dQCA
= −VA × CA × (QCA(T )−QCA(0+))
= −VA × CA × ((VX(T )− VA,final)− (VX(0)− VA,init)) (5.2)
Following the same procedure, we can calculate the energy consumption of each tran-
sition in Figure 5-2. During the first phase, the differential inputs are sampled onto
the upper and lower arrays of the DAC, respectively. After sampling, the input is
disconnected from the DAC. The MSB capacitor of the DAC is charged to VREF
and the remaining capacitors are charged to ground for the top array. For the bot-
tom array, the opposite is done. The total energy consumption for this operation is
4CV 2REF .
1 The first bit decision is generated by comparing the voltage on the plus
and minus nodes of the comparator. Depending on whether the bit is a “0” or a
“1,” the switching scheme either takes the “up” or “down” transitions, respectively.
If it takes the “up” transition, the total energy consumption is CV 2REF ; if it takes the
“down” transition, the total energy consumption is 5CV 2REF .
Observing the first two transitions, we see a few potential areas where energy
efficiency can be improved. For this simple example, the first transition compares the
magnitude of VIN+ and VIN− and generates the sign bit of the input signal. There are
a total of four potential transition paths that the SAR algorithm can take depending
on the values of the input signal, as shown in Figure 5-2. Taking the upper most path
1To be more rigorous in this case, V 2REF should be replaced by VREF ×VDD. This is because due
to noise reasons, VREF is generated from a linear regulator using VDD in most systems. Therefore,
the power drawn from VDD must be considered, not power drawn from VREF and V
2
REF should be
replaced by VREF × VDD. In this thesis, for simplicity, we just use V 2REF .
126
1
VIN+
4
VIN+
4
VCM
VCM
2 1
VIN+ VIN+
2 1 1
VIN‐VIN‐VIN‐ VIN‐
+
‐
14
4
2 1
2 1 1
+
‐
VREF
VREFVREFVREF
14
4
2 1
2 1 1
+
‐
VREF
VREFVREF
VREF
14
4
2 1
2 1 1
+
‐
VREFVREF
VREF
VREF
14
4
2 1
2 1 1
+
‐
VREF
VREF
VREFVREF
14
4
2 1
2 1 1
+
‐
VREF
VREF
VREF
VREF
14
4
2 1
2 1 1
+
‐
VREF
VREF
VREF
VREF
14
4
2 1
2 1 1
+
‐
VREFVREF
VREF
VREF
4ܥ ோܸாி
ଶ
5ܥ ோܸாி
ଶ
ܥ ோܸாி
ଶ
1
4ൗ ܥ ோܸாி
ଶ
13
4ൗ ܥ ோܸாி
ଶ
5
4ൗ ܥ ோܸாி
ଶ
9
4ൗ ܥ ோܸாி
ଶ
Figure 5-2: Conventional SAR switching algorithm, showing energy consumption
related to capacitor switching transitions.
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Figure 5-3: The top-plate waveform when using the conventional switching algorithm.
The input is assumed to have magnitude equal to 0.9 with VIN+ = 0.95, VIN− = 0.05
and VREF = 1.0. The final output bit sequence is 111100.
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as an example, the first step makes up more than 75% of the total energy consumption
to just generate the sign bit. Intuitively, the sign bit can be generated by comparing
VIN+ and VIN− directly after sampling without consuming any energy. It implies
that simpler methods can be developed to replace the present first step to avoid this
energy loss.
We also observe that the energy consumption in “up” and “down” transitions is
greatly imbalanced during the second phase. The “down” transition requires 5CV 2REF ,
which is five times more energy compared to the “up” transition. This phenomenon
can be understood intuitively. The discussion from now on will only refer to the
upper capacitive DAC, since the bottom half is just the complementary opposite of
the upper half. During an “up” transition, only capacitor 2 is charged to generate
the next digital estimate; during a “down” transition, however, not only capacitor 2
is charged, the previously charged capacitor 4 also is discharged back to ground. The
inefficiency exists in that the charge in capacitor 4 is not recycled and used to charge
capacitor 2. In other words, during this transition, the previously stored energy in
capacitor 4 is lost and new energy is drawn from the supply to charge capacitor 2.
The average switching energy of an n-bit conventional switching algorithm can be
derived as follows:
Econv =
n∑
i=1
2n+1−2i(2i − 1)CV 2REF (5.3)
Methods have been investigated to find ways to reuse the previously stored energy
to charge the later capacitors. Several attempts in the past [40–43] have successfully
improved energy efficiency compared to the conventional switching algorithm. In the
following sections, we will first review a few representative works that show how energy
efficiency has improved. It will be followed by a new energy switching algorithm and
its comparison with prior art.
Split-Capacitor Switching Algorithm
Ginsburg et al. in [40] proposed a switching scheme to solve the imbalanced energy
consumption in the “up” and “down” transitions. The scheme modifies the conven-
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Figure 5-4: Split-capacitor switching algorithm, showing reduced energy consumption
compared to Figure 5-2.
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tional algorithm by splitting the MSB capacitor into a binary weighted sub-capacitor
array. As shown in Figure 5-4, the original capacitor 4 is split into binary weighted
sub-capacitors, [2, 1, 1]. During the first bit cycle, the MSB capacitor array is charged
to VREF , while the remaining capacitors are connected to ground. During the next
bit cycle, if it is an “up” transition, a capacitor of size 2 is charged to VREF , similar
to what is done in the conventional case. If it is a “down” transition, instead of
discharging capacitor 4 and charging capacitor 2, a capacitor of size 2 is available for
discharging. In the conventional implementation, this capacitor is not available.
For any subsequent “up” transition, a capacitor in the original array is connected
to VREF and for any subsequent “down” transition, a capacitor in the MSB array is
connected to ground. This can avoid any previously charged capacitor from discharg-
ing during the “down” transition as in the conventional design. Even though this
approach requires twice as many switches and more complex switching algorithm,
the average switching energy is reduced by 38% compared to previous implementa-
tion. The average switching energy of an n-bit split-capacitor switching algorithm
can be derived as follows
Esplit−cap = 2n−1 +
n∑
i=2
2n+1−2i(2i−1 − 1) (5.4)
Splitting the MSB capacitor into a binary weighted sub-capacitor array does not
change the voltage transitions on the top plates so the top-plate waveform in this
case is the same as the one given in Figure 5-3.
Energy Saving Switching Algorithm
Chang et al. in [41] proposed an energy-saving switching algorithm to further reduce
the average energy consumption. The algorithm is shown in Figure 5-5 and the top-
plate waveform is shown in Figure 5-6. It modifies the conventional algorithm such
that rather than consuming 4CV 2REF during the first bit decision cycle, this algorithm
consumes no power during this cycle. It is achieved by setting the initial voltage on
the top plate of the DAC to VREF instead of VCM as in a conventional switching. With
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Figure 5-5: Energy-saving switching algorithm, showing reduced energy consumption
compared to Figures 5-2 and 5-4.
this change, during the first transition, all the bottom-plate voltages are discharged
to ground, which consumes no energy. Moreover, this switching scheme merges the
previous split-capacitor technique [40] into its switching scheme. One difference is that
in this case, rather than splitting the MSB capacitor, it splits the MSB−1 capacitor
into a binary weighted sub-capacitor array to reduce the energy consumption during
the “down” transition of each switching phase. As a result, it consumes 57% less
energy compared to the conventional implementation. The average switching energy
of an n-bit energy saving algorithm can be derived as follows
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Figure 5-6: The top-plate waveform when using the energy-saving switching algo-
rithm. The input is assumed to have magnitude equal to 0.9 with VIN+ = 0.95,
VIN− = 0.05 and VREF = 1.0. The final output bit sequence is 111100. Comparing
the top-plate waveform in a conventional algorithm and in a energy-saving algorithm,
they are differed in that in a conventional switching algorithm, the top-plate voltage
begins with VCM , but in the energy-switching algorithm, the top-plate voltage begins
with VREF .
Eenergy−saving = 3 · 2n−3 +
n∑
i=3
(2i−1 − 1)CV 2REF (5.5)
Note that in the previous two switching algorithms, the voltages on the top plates
of the DAC begin and return to the same voltage VCM , such that the charges across
these parasitic capacitors are the same at both time instances. From the perspective
of the switching scheme, these parasitic capacitors are thus transparent to the DAC
operation. In this implementation, however, the top plates begin at voltage VREF ,
and return to VCM at the end of the conversion process as shown in Figure 5-6; as
a result, the parasitic capacitances on the top plates affect the conversion accuracy.
If the parasitic capacitors stay constant and the capacitances do not vary with the
voltage across the capacitors, it would only introduce a gain error. On the other hand,
if the parasitic capacitors behave like a varactor and the capacitances vary with the
voltage across the capacitors, the effect becomes signal-dependent, which introduces
harmonic distortion at the output spectrum.
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Monotonic Switching Algorithm
Liu et al. in [42] proposed a monotonic switching algorithm as shown in Figure 5-
7. The switching sequence of this approach only has discharging with no charging
operation. For an n-bit ADC, instead of requiring a total of 2n capacitors, it only
requires 2n−1, which is half of the previous requirement. This is because the monotonic
switching algorithm does not need the MSB capacitor. This switching algorithm is
able to tackle both potential areas that could improve energy efficiency. First, the sign
bit is generated by directly comparing VIN+ and VIN− without consuming any energy.
Second, it does not include any operation that requires charging up a capacitor and
discharging the same capacitor in the later phase. As a result, it consumes 81%
less energy compared to the conventional implementation without splitting or adding
additional switches. The average switching energy of an n-bit monotonic switching
algorithm can be derived as follows:
Emonotonic =
n−1∑
i=1
2n−2−iCV 2REF (5.6)
This algorithm also has a similar problem as in the energy-saving switching
scheme, in that the top plates do not begin and return to the same voltage; thus
the accuracy of this scheme would be affected by the parasitic capacitances of the top
plates. Another drawback of this scheme is that the common-mode voltage of the
DAC decreases from VCM towards ground during the conversion as shown in Figure 5-
8. This changes the common-mode of the input of the comparator and changes the
comparator offset during the conversion, which can degrade the achievable linearity
of the ADC.
Merged Capacitor Switching Algorithm
Hariprasath et al. in [43] proposed a merged capacitor switching (MCS) based SAR
ADC as shown in Figure 5-9. During the first bit cycle, the bottom plate of the
capacitive DAC is connected to VCM while the top plate is connected to the input
signal, VIN . The first sign bit can be determined immediately after sampling without
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Figure 5-7: Monotonic switching algorithm, showing reduced energy consumption
compared to Figures 5-2, 5-4 and 5-5.
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Figure 5-8: The top-plate waveform when using the monotonic switching algorithm.
The input is assumed to have magnitude equal to 0.9 with VIN+ = 0.95, VIN− = 0.05
and VREF = 1.0. The final output bit sequence is 111100. Rather than converging
towards VCM at the end of the conversion progress, the top plate voltages of the
upper/lower DACs both converge to ground.
consuming any energy from the capacitor array. Depending on the bit value of the
first comparison, the next bit cycle either charges capacitor 2 from VCM to VREF or
discharges capacitor 2 from VCM to ground.
If we compare this switching algorithm with the monotonic switching scheme,
there are a few similarities and differences. First, both switching schemes have in-
trinsically one more bit resolution than other switching schemes, such that it only
requires half of the total capacitance. Second, the monotonic switching scheme moves
the voltage by a full VREF on either the top or bottom half of the capacitive DAC; on
the other hand, the MCS algorithm moves the voltage by VREF − VCM = (1/2)VCM
on both the top and bottom half of the DAC. Since the energy consumption is
proportional to CV 2, the energy consumption in the monotonic case is propor-
tional to CV 2REF , and the energy consumption in the MCS case is proportional to
2 × C(VREF/2)2 = (1/2)CV 2REF . We can see that the MCS algorithm has even
higher energy efficiency compared to the monotonic switching algorithm. Third, the
common-mode voltage of the DAC in the MCS algorithm does not change as in the
case of the monotonic switching algorithm. This simplifies the design of the compara-
tor and improves the linearity of the ADC. Fourth, it has a similar drawback as in
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Figure 5-9: Merged capacitor switching algorithm, showing reduced energy consump-
tion compared to Figures 5-2, 5-4, 5-5 and 5-7.
some of the previous algorithms in that the voltage on the top plate does not begin
and return to the same voltage during the conversion process. As a result, it is sensi-
tive to the parasitic capacitors on that node. The MCS algorithm consumes 94% less
energy compared to the conventional implementation. The average switching energy
of an n-bit merged capacitor switching algorithm can be derived as follows:
EMCS =
n−1∑
i=1
2n−3−2i × (2i − 1)CV 2REF (5.7)
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Figure 5-10: The top-plate waveform when using the MCS algorithm. The input
is assumed to have magnitude equal to 0.9 with VIN+ = 0.95, VIN− = 0.05 and
VREF = 1.0. The final output bit sequence is 111100. This switching scheme requires
an additional reference voltage VCM compared to previous switching algorithm.
Inverted Merged Capacitor Switching Algorithm
In this section, we propose an inverted merged capacitor switching (IMCS) algorithm
as shown in Figure 5-11. The key idea is to invert the sampling by sampling VCM
on the top plates and the inputs on the bottom plates of the DAC. Both sources
are then disconnected from the DAC and VCM is applied to the bottom plates of
the DAC for the first comparison. The rest of the steps remain the same as in the
previous MCS algorithm. The top-plate waveform is shown in Figure 5-12. Without
costing additional energy, the IMCS ensures that the voltages on the top plates of the
DAC begin and end at the same voltage, VCM , thereby eliminating its sensitivity to
parasitic capacitances on that node as well as signal dependence of charge injection.
The average energy consumption of the IMCS algorithm is the same as the average
energy consumption of the MCS algorithm. Figure 5-13 picks one of the four final
configurations from Figure 5-11 to show how the IMCS algorithm removes the effect
of the parasitic capacitances CP . The voltages on node V+ and V−, assuming they
have both settled completely, are calculated for this final configuration. We can see
from Equation 5.8 that the effect of the parasitic capacitance is canceled out and does
not affect the accuracy of conversion.
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Figure 5-11: Inverted merged capacitor switching (IMCS) algorithm, achieving the
same energy efficiency as the MCS algorithm. It inverts the first charging sequences
such that the conversion accuracy is not affected by the parasitic capacitance on the
top plates of the DAC.
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Figure 5-12: The top-plate waveform when using the IMCS algorithm. The input
is assumed to have magnitude equal to 0.9 with VIN+ = 0.95, VIN− = 0.05 and
VREF = 1.0. The final output bit sequence is 111100. This switching algorithm
achieves the same energy efficiency as the MCS algorithm, but the accuracy of the
IMCS algorithm is not sensitive to parasitic capacitances on the top plates of the
DAC.
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Figure 5-13: Configuration to consider the effect of parasitic capacitance on IMCS
algorithm.
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Summary and Comparison of the Switching Algorithms
Figure 5-14 compares the average energy consumption of the five switching schemes
versus different number of bits. The MCS and IMCS switching schemes are able
to achieve the highest energy efficiency. Figure 5-15 shows the common figures of
merit that are used to evaluate switching algorithms. Across the board, in terms
of the total number of switches, whether the switching scheme allowing rail-to-rail
input swing, total capacitance, common mode remaining fixed during the conversion
process, insensitivity to parasitic capacitance, and energy consumption, the IMCS
algorithm is able to resolve previous limitations and achieve the best overall figures
of merit.
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Number of 
Switches
Rail‐to‐
Rail Input
Total 
Capacitors
Common 
Mode
Sensitive 
to Parasitic
Energy
Conventional 1 X yes 1 X constant no 100%
Split Capacitor 2 X yes 1 X constant no 62%
Energy Saving 2 X no 1 X constant yes 43%
Monotonic  1 X yes (1/2) X varying yes 18%
MCS 1 X yes (1/2) X constant yes 6%
IMCS 1X yes (1/2) X constant no 6%
Figure 5-15: Comparison of different switching schemes in terms of various figures
of merit. The IMCS algorithm is able to achieve the best figure of merit across the
board.
5.1.2 Main-Sub-DAC Array
As the resolution increases, the size of the MSB capacitor increases exponentially and
at certain resolution, it may become impractical to implement the large capacitor
on-chip. For example, if the unit capacitor is 50fF, the MSB capacitor of a 16-bit
ADC would need to be 216−2 ·50fF= 820pF, if implemented using the IMCS switching
algorithm. If the capacitance has density of 1.0fF/µm2, the area of this one MSB
capacitor is roughly 900 by 900 µm2. This size is impractical and too costly to
implement on chip, especially in sub-micron technologies. Moreover, with such large
input capacitance, it becomes increasingly difficult to design an input buffer to drive
such load with high bandwidth, good linearity and low noise.
One method of reducing the size of the capacitors is by introducing a bridge capac-
itor and splitting the DAC into two parts, main and sub DACs. An 8-bit example is
shown in Figure 5-16, in which the total weight of the sub-DAC is equal to the weight
of the LSB capacitor in the main DAC. The sum of the total capacitance before and
after applying the main-sub-dac array architecture is 128C and 40C, respectively.
This architecture is able to reduce the total size of the capacitor by more than three
times in this example. For the more general case where there are is a total of L bits
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Figure 5-16: An 8-bit example of using the main-sub-dac array architecture. Using
the main-sub-dac array architecture the total capacitance can be reduced from 128C
to 24C.
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Figure 5-17: A more general representation of the main-sub-dac array architecture.
The LSB DAC has a total of L-bit resolution and the MSB DAC has a total of M -bit
resolution. The bridge capacitor CB is a fractional value.
in the sub-DAC, the bridge capacitor CB can be calculated as follows:
CB // 2
L · C = C
CB =
2L
2L − 1C (5.9)
Equation 5.9 suggests that the bridge capacitor has to have a fractional value for the
equivalent weight of the LSB DAC to be 1 with respect to the MSB capacitors. This
imposes a limitation on the matching properties between the bridge capacitor and
the remaining capacitors on the DAC.
One problem associated with the main-sub-dac array architecture is that the volt-
age on the sub DAC output (VLSB node), in Figure 5-17, can go beyond or below
the rails during the conversion process. This can happen because the comparator is
connected to the VMSB nodes, and therefore, the digital control block only looks at
the voltage on the VMSB nodes and tries to configure the DAC such that this node
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converges to the common mode voltage at the end of the conversion process. In other
words, the voltage on the VLSB is not relevant to the operations of the conversion
process and potentially can go to an undefined value.
The ADC experiences the worst over-range problem for an input voltage that
generates all 0’s MSB bits and all 1’s LSB bits or vice versa. This worst case can be
understood as follows. At the beginning of the conversion process, the voltages on
the VMSB and VLSB nodes begin at the same value. In this specific case, when all the
MSB bits are 0’s, the initial voltages on VMSB (and VLSB) are close to VREF+. After
all the MSB bits are switched to VREF−, the voltage on VMSB is moved down by an
amount that drives the voltage on VMSB below the common mode voltage VCM . We
know this because the remaining bits are all 1’s.
The voltage on VLSB, though, is not moved down by the same amount as the
voltage on VMSB when the MSB bits are switched to VREF−. Since there is an at-
tenuation by the bridge capacitor CB, when the MSB bits are switched, the voltage
on VLSB barely moves. In other words, VLSB is still near its initial value, which is
close to VREF+. Now since the voltage on VMSB is below VCM , all the LSB bits have
to be switched to 1’s to drive the VMSB node back near VCM . The already near-the-
rail voltage node, VLSB, will move further up and beyond the rail. The first-order
approximation of this effect can be described by Equation 5.10.
VLSB,worst = 2 · VCM − VIN +
Contribution to voltage on VLSB from the MSB caps︷ ︸︸ ︷
CB/(CB + CLT )
CMT +
CB×CLT
CB+CLT
× CMT × (VREF− − VCM)
+
1
CLT +
CB×CMT
CB+CMT
× CLT × (VREF+ − VCM)︸ ︷︷ ︸
Contribution to voltage on VLSB from the LSB caps
(5.10)
where CLT is the sum of the total capacitance on the LSB DAC, and CMT is the sum
of the total capacitance on the MSB DAC. The worst case configuration for the final
voltage on VLSB occurs when all MSB bits are 0’s and all LSB bits are 1’s. If we
make the approximation that CMT >> CB and CLT >> CB, the above equation can
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be simplified as follows:
VLSB,worst ≈ 2 · VCM − VIN + 1
CLT
× (VREF− − VCM) + (VREF+ − VCM)
≈ VCM − VIN + VREF+ (5.11)
In this particular case, since all the MSB bits are 0’s and all the LSB bits are 1’s, the
input voltage is close to VREF−.2
If VIN = VREF− and we want VLSB,worst to stay within the rail and less than VDD,
then the following inequality must be satisfied, assuming VCM = VDD/2:
(VREF+ − VREF−) ≤ VDD/2 (5.12)
From Inequality 5.12, we see that in order for VLSB to stay within the rails, the
effective input signal range has to be reduced by two times or equivalently, the signal
power has to be reduced by four times. To maintain the same SNR and the same
speed, four times the total capacitance and power are needed.
To resolve the matching issues, Agnes et al. in [45] replace the fractional bridge
capacitor by a unit capacitor and remove one of the size 1 capacitors from the LSB
array. Even though the total weight of the LSB DAC is the same as the lowest bit
in the MSB array, this approach introduces a 1 LSB gain error. Chen et al. in [44]
picks a value for the bridge capacitor that is slightly larger than the calculated size
in Equation 5.9. A tunable capacitor is added on the LSB side to adjust the total
weight of the sub DAC and calibrate out the mismatches resulting from the fractional
capacitor value. To prevent the over-range problem, the approaches in [44,46] reduce
the input signal swing.
Figure 5-18 shows a new split-capacitor array architecture that is able to solve
both problems at once. An intentional grounding capacitor, CX , is added on the LSB
side of the array. Using the same principle, we can calculate the new bridge capacitor
2This is especially true for high-resolution ADCs.
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Figure 5-18: New main-sub-dac array architecture. This new architecture resolves
the matching and over-range problem together.
value as follows:
CBX // (2
LC + CX) = C
CBX = (
2L
2L − 1 +
CX
2L − 1)C (5.13)
If the value of the intentional grounding capacitor is properly picked, the value of the
new bridge capacitor (CBX) can be an integer, as shown in the example of Figure 5-18
with L = 4, 5 and 6. The size of the capacitor CX is roughly equal to the total size
of the capacitor in the LSB array. In other words, when the LSB bits are switching,
the voltage jumps are now attenuated by a factor equal to CX
CLT+CX
≈ 1
2
. Thus, the
grounding capacitor also helps prevent the VLSB node from going beyond or below the
rails. This approach not only improves the linearity because of better matching, but
it also allows rail-to-rail signal range, which can significantly improve signal-to-noise
ratio (SNR). This is especially important in advanced CMOS technologies in which
the supply rail is limited. In a real design, before adding the grounding capacitor CX ,
there will be existing parasitic capacitance at the output of the sub-DAC already. An
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intentional grounding capacitor is added such that the total capacitance on the node,
including the parasitic capacitance, is equal to the desired capacitor size calculated
according to Equation 5.13.
5.1.3 Redundancy Implementation
Figure 3-2 shows the map of the desired searching scheme for the redundant SAR
ADC. We have discussed the benefits of redundancy and its corresponding calibration
algorithm in the previous chapters and we assumed that this search pattern can be
realized in real implementation. In this section, we will discuss the realization of this
redundant search pattern in our SAR design with minimal added digital complexity
and power consumption.
Kuttner and Hesener et al. in [48, 49] introduce redundancy by making a DAC
array with only unit capacitors. All of the capacitors in the array are individually
controllable using two thermometer decoders. The redundancy is not built into the
DAC, but rather is calculated in the digital part of the converter with an arithmetical
unit. Compared to the original SAR architecture, it requires one decoder unit for each
individual capacitor, row and column thermometer decoders, an arithmetical unit and
complex digital control. Even though this implementation provides the flexibility to
program the amount of redundancy even after fabrication, the added complexity and
power consumption can be the main bottleneck of this approach.
Another technique, by Liu et al. in [35], bypasses such complexity and implements
the redundancy algorithm directly by sizing the capacitors with a sub-binary ratio.
This technique allows the design to incorporate redundancy directly without the
previous complexity, but the search steps become asymmetric, thus the tolerance
to errors becomes asymmetric. As an example, in Figure 5-19, we show the first
two bit decision cycles of a redundant SAR ADC if the redundancy is implemented
directly with the conventional switching algorithm. During the first bit cycle, the
sign bit is determined. Depending on the value of this bit comparison, the switching
algorithm either takes an “up” or a “down” transition. According to the decision
level progressions in Figure 3-2, the search steps should move up or down by the same
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Figure 5-19: Redundancy implementation using conventional switching algorithm. It
is done by directly sizing the capacitors proportional to the desired searching step
sizes.
amount. In this example, however, it moves up by 2 LSBs and it moves down by 6
LSBs, giving an asymmetric search window size. In addition, the energy efficiency is
compromised because it uses the conventional switching algorithm.
In the new prototype, we incorporate redundancy directly into the IMCS algo-
rithm as shown by an example in Figure 5-20. Using the IMCS algorithm, the step-
ping size during the sub-binary search is directly proportional to the sizing of the
capacitors. After the first comparison, the input is compared with (±2/8)VREF , step-
ping up/down by the amount equal to the size of the first capacitor in the DAC.
The stepping size would be asymmetric if redundancy were directly implemented into
the conventional switching scheme without the extra complexity in [48]. Figure 5-21
shows the decision levels and highlights their corresponding error-tolerance windows
(t). In the conventional switching scheme, the stepping size and the error-tolerance
windows are both asymmetric, while in the IMCS implementation, they are both
symmetric around each decision level. The asymmetry implies that errors made in
one direction can be corrected while the same error cannot be corrected in the other
direction. In real implementation, the input has equal likelihood of making errors in
either direction; if the error tolerance is asymmetric, then the redundancy algorithm
has less tolerance for correcting dynamic errors than it was originally designed for.
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Figure 5-20: Redundancy implementation using IMCS algorithm. It can be done by
directly sizing the capacitors proportional to the desired searching step sizes, while
still maintaining a symmetric search window size.
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Figure 5-21: Comparison of error tolerance windows (t) between two redundancy
implementations. Implementing redundancy using the IMCS algorithm allows sym-
metric search window size and symmetric tolerance to dynamic settling errors.
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In preview, the new prototype is able to implement redundancy directly into the
DAC by just sizing the capacitors proportional to the desired stepping sizes during the
search algorithm. At the same time, it is able to maintain the symmetry during the
search process, which allows equal tolerance to settling errors regardless of whether
it is a “up” or a “down” transition. Even though this implementation does not have
the flexibility to program the amount of redundancy after fabrication as the case
in [48], it avoids the extra power, complex digital circuitry and delay introduced by
the added arithmetical unit and decoders. Moreover, the IMCS switching algorithm
is 94% more energy efficient compared to the conventional switching algorithm used
in [35]. A better figure of merit is expected when combining all of the benefits of this
redundancy implementation.
5.1.4 The Overall Architecture
The new architecture is able to combine all the new techniques discussed previously
in this section. First, we are able to incorporate the inverted merged capacitor switch-
ing (IMCS) algorithm to achieve the highest switching efficiency and eliminate the
linearity limiting factor of the previous MCS algorithm. Second, by introducing an
intentional grounding capacitor on the sub capacitive DAC, both the matching and
the over-range problems are eliminated. This not only helps improve linearity, but
also allows full rail-to-rail input range that can significantly increase the achievable
SNR. Third, redundancy is incorporated directly into the capacitive DAC using the
IMCS algorithm without introducing significant power consumption or digital com-
plexity. Combining all these new techniques, we will use the statistically-based digital
background calibration algorithm developed in Chapter 4 to further improve the lin-
earity.
Figure 5-22 shows the overall architecture and the key building blocks of the
prototype. This ADC has effective resolution of 12 bits with four redundant decisions,
making a total of 16 decisions. An intentional grounding capacitor of size 15 is added
to the LSB DAC such that an integer value of bridge capacitor can be used and the
voltage VLSB does not go beyond or below the rails. Redundancy is built directly into
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Figure 5-22: The overall architecture incorporating previous new architectural tech-
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the DAC as the ratio between the capacitors is less than binary. The ADC is built
with a radix that is roughly equal to 1.6 and the resulting sub-binary search step sizes
are equal to [875, 420, 280, 175, 105, 70, 52.5, 35, 17.5, 8, 4, 3, 1, 1, 0.5, 0.5]. The sum of
these steps is equal to 2048, which is the required sum for a 12-bit ADC using the
IMCS algorithm. The building blocks include the DAC, the sampling circuit, the
ready signal generator, the pulse generator, output registers, digital control logic and
bootstrapped switches.
In a conventional implementation of the SAR algorithm, the sampling phase and
each conversion period is driven by an external clock. For a 10-bit SAR ADC with
sampling rate of FS, an external clock that runs at (10+1)×FS is needed. To generate
and distribute the clock at such high speed would likely consume significant power.
From the perspective of speed, in a synchronous design, every clock cycle must provide
the worst-case comparison time, which includes the maximum DAC settling time and
maximum comparator delay to resolve the minimum resolvable input level [51]. It is
also more difficult to generate a low-jitter clock at such a high speed. The prototype,
therefore, employs asynchronous operation.
Figure 5-23 shows the important waveforms during the conversion process when
using the new IMCS switching algorithm. The conversion begins by sampling the
input signal and the common mode voltage on the bottom and top plates of the
capacitive DAC, respectively. During the sampling phase, both ΦCM and ΦV IN are
high. After enough time for the input signal to settle onto the DAC, ΦV IN goes low
first before ΦCM goes low to allow “bottom plate sampling.” This avoids the signal-
dependent charge injection effect to first order3. After the sampling phase, both ΦCM
and ΦV IN go low and ΦCM2 goes high to charge all the bottom plates of the DAC to
VCM . This specific step is what differentiates the IMCS algorithm from the regular
MCS algorithm.
At the end of this phase, ΦCM2 goes low. The falling edge of ΦCM2 triggers the
latch clock to go high and the comparator compares the voltages at the outputs of
3This signal dependent effect will be analyzed when the sampling circuit is discussed in Sec-
tion 5.2.2.
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Figure 5-23: Timing waveform of the asynchronous SAR ADC using the inverted
merged capacitor switching (IMCS) algorithm.
the differential DAC. Depending on the magnitude of the input differential signal, the
latch outputs will begin to diverge at different rates. The “ready generator” block
detects the time when the two outputs of the latch have a large enough difference and
generates a “ready” signal. This “ready” signal does three things. First, it latches the
output onto a control register and subsequently, this control register will re-configure
the DAC to generate the next digital estimate of the analog input signal. Second,
it will reset the comparator and both outputs of the comparator will go back high.
Third, it generates a pulse with controllable pulse width. This pulse width represents
an estimate of the total time needed for the DAC outputs to settle. The falling edge
of this pulse triggers the latch clock to go high and the same procedure repeats until
all bit comparisons are done.
5.2 Key Circuit Building Blocks
In this section, we will discuss in detail the key building blocks of the SAR ADC.
Performance matrices are analyzed and related to transistor parameters. Simulations
152
MCLK
M1 M2
M3 M4
M5 M6S1 S2S3 S4
CLK
CLK CLK CLK CLK
IN+ IN‐
OUT+OUT‐
VDD
VX+VX‐
Figure 5-24: The design of StrongARM latch comparator. It consumes no static power
during standby period and only dynamic current is present during regeneration.
are done to verify the design.
5.2.1 Latch Comparator
One of the key building blocks of the SAR architecture is the comparator. To ensure
ultra-low-power operation, a StrongARM latch comparator has proven to be very
suitable for these applications as it consumes no static current during the standby
period and only dynamic current is present during regeneration [53]. Moreover, a
StrongARM latch comparator maximizes the speed of operation by using positive
feedback to regenerate its outputs to logic levels. Because of its high speed and
power efficiency, a StrongARM latch comparator is chosen for the ADC prototype.
Figure 5-24 shows the design of the StrongARM latch comparator. The design uses
no pre-amplifications, and therefore, it avoids using any static bias current. Besides
the operational speed and power consumption, another key factor in designing a
latch comparator is its thermal noise. The dynamic latch noise becomes especially
important in the absence of linear analog components. If not designed properly, the
comparator thermal noise can degrade the ENOB [55]. Since the biasing conditions
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are continuously changing during the regeneration, traditional small signal analysis
that linearizes the parameters around one biasing condition does not produce an
accurate estimate of noise. The noise analysis must be done in the large signal
domain, in which the circuit is analyzed under varying biasing conditions.
The operation can be divided into three different phases based on the transitions
of transistors from one operating region to another. Assumptions are made such that
the transitions between phases are instantaneous, thus the circuit can be analyzed
separately in each region. Noise is analyzed in the time domain using stochastic dif-
ferential equations (SDE), following the approach in [54]. We will use the convention
Xi,j to denote the parameter Xi in phase j.
Figure 5-25 shows the transient simulation of our latch comparator. During the
reset phase, the voltages on nodes V X+, V X−, OUT+ and OUT− are all reset
to VDD. When the clock goes high, transistor MCLK begins conducting, turning
transistor M1−2 on to discharge nodes V X+ and V X−. When nodes V X+ and V X−
are sufficiently discharged, nodes OUT+ and OUT− begin to go down at slightly
different rates due to the differential input. The rates depend on the magnitude of
the input differential signal. When the outputs reach roughly VCM (= VDD/2), the
two outputs diverge and one moves to VDD while the other continues to move towards
VSS.
The operation can be divided into three different phases. Phase 1 is defined as
the time when only transistors MCLK and M1−2 are on. During this phase, transistor
MCLK is in the linear region while transistors M1−2 are in the saturation region.
When the voltage on V X reach VDD − VT3−4, thus turning on transistors M3−4, the
transient reaches Phase 2. This is defined as the time interval when transistors M1−4
are all in the saturation region. When node VX finally discharges below VCM − VT1,
transistors M1−2 move out of the saturation region and enter the linear region. This
concludes Phase 2 and the transient enters Phase 3. During Phase 3, only the cross-
coupled inverters are active and the input differential voltage has negligible effect on
the output. With the three phases defined, in each phase, the noise can be separately
characterized using the linearized small signal parameters in that region. The detailed
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Figure 5-25: Large signal transient response of the latch comparator. After clock
signal goes high, the differential outputs begin to discharge together before one output
starts moving to VDD and the other output continues to discharge towards ground.
derivation can be found in [54] and the results are presented here:
σ2M1 =
2kTγ
CXF
σ2S1 =
kT
2COF2 +
kT
2CXF2H +
kTCO
8C2XF2H2
σ2M3−5 =
kTγ
2CXF2H +
kTγCO
8C2XF2H2
σ2S3 =
kT
2CXF2 (5.14)
F = VT3
Vov1,1
H = VDD − VCM
Vov3,2
ID3,2
ID1,2 − ID3,2 (5.15)
where CX is the total capacitance on the VX node, CO is the total capacitance on the
OUT node, ID is the average current, Vov is the over-drive voltage, VT is the threshold
voltage and γ is the noise factor (typically equal to 2/3 in CMOS).
From the noise expressions in Equation 5.14, we see that they have the typical
kT/C form, with the addition of a few noise factors. The equations suggest that
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besides the typical way of adding more capacitance to lower the total integrated noise,
increasing parameters F and H also have the effect of reducing noise. Comparing
the two strategies, the latter strategy focuses on decreasing the thermal noise using
the most influential factors. As a result, this strategy may be more energy efficient
compared to adding more capacitance directly.
Increasing the two parameters F and H helps decrease the integrated thermal
noise, based on the following intuition. F is the threshold voltage of M3 by the over-
drive voltage of M1 during Phase 1. Larger VT3 and smaller Vov1,1 both imply that the
transient will spend more time in phase 1. As discussed previously, the transient only
enters phase 2 when the VX voltage is discharged below VDD−VT3. Larger VT3 means
that the amount of charge that needs to be discharged is more compared to smaller
VT3. On the other hand, Vov1,1 is proportional to the rate of discharging during Phase
1. Smaller Vov1,1 implies that the discharging rate is lower than larger Vov1,1. As a
result, more charge to be discharged and lower discharging rate both lead to more
time spent in Phase 1.
During Phase 1, all transistors are in saturation regions. Similar to the linear
amplification case, the input differential voltage is multiplied by the transconductance
of the input pairs and the resulting differential current is integrated onto the output
nodes. More time in Phase 1 means that the input has longer time to integrate
onto VX , which consequently implies that the relative signal-to-noise ratio is higher
compared to the case when the latch comparator spends less time in Phase 1. Similar
logic can be applied to parameter H to understand why larger H can also help lower
the thermal noise.
To increase the parameter F , a larger input pair with low over-drive voltage should
be used. This can be done by increasing the W/L of the input pairs, decreasing the
discharging current in phase 1 by reducing the W/L of MCLK , and decreasing the
input common mode voltage VCM .
Figure 5-26 shows a plot of input referred noise, power consumption versus the
(W/L) ratio, ρ, between transistor M1−2 and transistor MCLK . The comparator is
designed in 65nm CMOS technology with supply voltage (VDD) of 1.2V and input
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Figure 5-26: Input referred noise, power consumption and speed as a function of
ρ = W1/L1
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Figure 5-28: Simulation setup to extract the noise variance. The simulation is done
in Cadence SpectreRF using transient noise analysis.
common mode voltage (VCM) of 600mV. The power consumption is simulated under
the assumption that the comparator is clocked at 1 GHz. The thermal noise is
estimated using the transient-noise simulation in SpectreRF. Figure 5-28 shows the
simulation setup. The input signal is a ramp with each input value denoted as xi, and
its corresponding output value denoted as yi. The input to the latch comparator is
assumed to have input common-mode voltage equal to 600mV. In an ideal comparator
with no thermal noise, for all input xi below 600mV, its output yi is a 0, and for all
input greater than 600mV, its output is a 1. For a comparator with Gaussian noise,
the output yi is the error function, which is a cumulative probability density function
of a normal distribution. From this plot, the noise variance can be extracted.
From Figure 5-26, we observe that increasing ρ can help reduce the total input
referred noise, but the noise reduction has diminishing return, as evidenced by the
decreasing slope while ρ increases. In other words, initially, increasing ρ has a large
effect on noise reduction, but gradually, it becomes less effective. It can also be
observed that using this method to reduce thermal noise is more energy efficient
compared to just adding more capacitance. For example, in the traditional approach,
increasing the capacitance by four times, thus consuming four times more power, can
help reduce the noise RMS voltage by two times at constant speed. In this case,
however, when ρ increase from 0.5 to 1, the noise RMS voltage is reduced by 16%
while the power consumption only increases by 11.5%. Since the noise power and the
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comparator power shows an opposite and non-linear trend, we can optimize the design
from the product of the two, dividing by operating speed as shown in 5-27. From
the figure, it can be shown that when ρ = 3, the comparator is able to achieve the
optimal figure of merit in terms of noise power, speed and total power consumption.
5.2.2 Sampling Circuit
The main criteria for designing a sampling circuit are input bandwidth, distortion,
input voltage swing and sampling noise. Our prototype, it does not have a dedi-
cated front-end sample-and-hold circuit; rather, the input is sampled directly onto
the capacitive DAC of the SAR ADC. The switches are bootstrapped to reduce the
on-resistance variation of the switches. This helps maintain a more constant resistance
even when the value of the input signal changes to improve the achievable dynamic
linearity. Bottom-plate sampling is used to reduce signal dependent charge injection
and consequently, lower the potential distortion introduced at the output. Figure 5-
29 shows the demonstration of bottom-plate sampling. The switch connected to the
top plate is open first before opening the bottom-plate switch. Since the voltage
connected to the top plate switch is always VCM , independent of the input signal, the
charge injection is supposed to be constant. However, in real implementation, even
with bottom plate sampling, the top plate charge injection is still not constant. This
is because even though the bottom-plate switches has constant VGS, the VSB voltage
still varies with the input voltage.
The on-resistance of the switch is given by Equation 5.16.
Ron =
1
µnCox
W
L
(VGS − VT )
(5.16)
where VT is given by Equation 5.17
VT = VT0 + γ
(√
|2ΦF + VSB| −
√
|2ΦF |
)
(5.17)
VT0 is the threshold voltage when VSB = 0, γ is the body effect coefficient, ΦF is
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Figure 5-29: Bottom plate sampling circuit to help improve linearity. “1” represents
at time 1 and “1d” represents a delay after time 1.
the surface potential and VSB is the source to body voltage. As shown by the two
equations, the on-resistance is a function of the threshold voltage and the thresh-
old voltage is a function of the source-to-body voltage VSB. When the input voltage
varies, it modulates the on-resistance of the switches even with the bootstrapped con-
figuration. Therefore, given different input voltages, the on-resistance of the bottom
plate switch is different and this causes the injected charge from the bottom plate
switch to vary with the input voltages at the sampling instant. Figure 5-30 shows
the simulation result of this effect. The input range is swept from 0V to 1.2V and
the resulting charge injection varies almost linearly from −8.32mV to −8.29mV. The
difference between the maximum and the minimum charge injection is roughly 30µV.
Since this effect displays a linear behavior, it simply scales the input signal by a factor
1.2V
1.2V+30µV
and does not affect SNDR. Even if the entire effect is nonlinear, 30µV is
approximately 1/10 of the LSB12 at the 12 bit level.
We can re-examine the Ron expression given in Equation 5.16. To design a re-
sistor with low impedance to increase the sampling bandwidth, µn, VT and Cox are
process dependent parameters and cannot easily be changed. The channel length L is
typically chosen to be the minimum value to minimize the on-resistance. The only re-
maining parameters are W and VGS. Increasing W can help reduce the on-resistance
of the switch, but it will also increase parasitic capacitance. This can increase charge
injection. Another drawback of using large W is that it can increase the amount
of charge injection when the switch turns off. Another common way to lower the
on-resistance of a switch is by using bootstrapped switch [52]. This technique has
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Figure 5-30: Difference in charge injection versus different input value.
become very popular in scaled CMOS processes to achieve low resistance. It keeps
a constant voltage between the gate and source terminals of the switch. The circuit
implementation is shown in Figure 5-31.
The bootstrapped switch is designed to keep a constant gate-to-source voltage
of the switch while achieving low impedance. This is done in such a way that the
gate oxide would not exceed VDD to avoid stressing the device and ensure device
reliability. The actual switch is not drawn in Figure 5-31. The gate of the switch is
connected to “VGATE” and the source of switch is connected to “VIN.” In the “off”
state, the gate of the switch is connected to ground and the device is in cutoff. In
the “on” state, a constant voltage of roughly VDD is always across VGS, regardless
of what the input voltage is. Although the absolute voltage can go beyond VDD, no
terminal-to-terminal voltage exceeds VDD during operations.
Figure 5-32 shows the simulation result of the bootstrapped switches. The clock
runs at 100 MS/s and the input is a 10 MHz sinusoid wave. When the clock is low,
transistors M9 and M10 discharge “VGATE” to ground and transistors M4 and M3
charge the voltage across the capacitor C3 to VDD. This will serve as a battery across
the gate and source terminal during the “on” state. Transistors M7 and M11 isolate
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Figure 5-31: Bootstrapped sampling switches. This circuit allows the gate voltage
to track the source voltage to maintain a constant VGS, regardless of what the input
voltage is.
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Figure 5-32: Simulation of the bootstrapped sampling circuit. The gate voltage is
able to track the input voltage.
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Figure 5-33: Comparison between the switch resistances. Even though the boot-
strapped switch is not perfectly constant, its resistance is much flatter compared to
switches made out of NMOS, PMOS or transmission gates.
the capacitor C3 from the input and the switch during charging. When the clock
goes high, transistors M4 and M3 turn off and transistors M7 and M11 connect the
capacitor C3 across the gate and source terminal of the switch. This allow the gate to
track the input voltage with constant VGS of VDD. Transistors M1 and M2 together
with capacitors C1 and C2 form a clock multiplier that enable M4 to unidirectionally
charge C3 during the “off” state. The lower plot in Figure 5-32 shows successfully
bootstrapping the VPUMP voltage to roughly 2× VDD.
A plot of on-resistance for four different types of switches versus input voltage is
shown in Figure 5-33. The switch is on and a voltage is connected to both the drain
and the source terminals in this simulation. The types include an NMOS transistor
with W = 1µm and L = 65nm, a PMOS transistor with W = 1µm and L = 65nm,
a transmission gate with the previous two switches in parallel and a bootstrapped
switch. As shown in the plot, the NMOS bootstrapped switch has almost constant
resistance over the input range compared to the other three cases. However, the resis-
tance still experiences a slight increase when increasing VIN from 0 to 1.2V. First, this
is due to the increased back-gate effect. Since the body terminal of the switch is tied
to ground, not to the source terminal, as the source-to-body potential increases, the
threshold voltage of the device also increases, which results in higher on-resistance. If
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n X
8 ≥ 6.24
10 ≥ 7.62
12 ≥ 9.01
14 ≥ 10.40
16 ≥ 11.78
Table 5.1: The minimum number of time constants needed for a first-order RC circuit
to settle within half a LSB for an n-bit ADC.
a triple-well process is available, the switch should have its source and body terminals
tied together to minimize such effect. Second, the varying on-resistance is also due
to charge sharing between capacitor C3 and parasitic capacitances in the signal path
between C3 and the switch. These parasitic capacitances are non-linear capacitances,
which change their values when different input voltages are applied through the boot-
strapped switch. Therefore, it also introduces additional input-dependent non-linear
effect.
The bandwidth of the sampling circuit is designed to be sufficient to track and
sample the input signal onto the DAC. For a simple first-order RC sampling circuit,
a sinusoid input signal (given in Equation 5.18) will generate an output, given in
Equation 5.19.
Vin(t) = A · cos(ωt+ φ) (5.18)
Vout(t) = −A · cos(φ− θ)√
1 + ω2τ 2
e−
t
τ +
A · cos(ωt+ φ− θ)√
1 + ω2τ 2
(5.19)
where τ = R × C and θ = arctan(ωτ). The first term in Equation 5.19 represents
the error due to the exponential settling of the initial transient response. In order to
minimize this error, more settling time must be given to the transient. The number
of time constant cycles (X) needed for the sampling circuit to settle within 1
2
LSB in
a n-bit ADC is as follows:
X ≥ ln(2× 2n) (5.20)
Table 5.1 shows a few examples of such calculation. For a 12-bit ADC, it requires at
least 10 time constants to guarantee half LSB12 settling.
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The second term in Equation 5.19 represents the magnitude attenuation and phase
shift in the steady state form. This error depends on the RC time constant and cannot
be reduced by extending the settling period. In the prototype, we set the RC time
constant such that the maximum magnitude attenuation is less than 1
4
LSB.
5.2.3 Pulse Generator
Figure 5-23 in Section 5.1.4 shows the timing waveform of the asynchronous operation,
where we include “READY” and “PULSE” signals in the timing waveform. The
“READY” signal represents that the comparison result is ready to be latched onto
the register, and the width of the “PULSE” represents the total time that is allocated
for DAC voltage settling. As discussed in the previous section, redundancy can be
used to improve sampling frequency if designed correctly. As a result, the pulse width
used here is programmable to accommodate different sampling rates and to test the
limit of the speed operation.
The circuit implementation to generate the two signals is shown in Figure 5-34.
The circuit is designed to minimize the timing of the critical path, which includes the
delay through the comparator, the digital control logic and the DAC settling time.
First, observing that the voltage on the output nodes of the comparator (OUT+
and OUT-) are reset to VDD at the end of each conversion cycle, this voltage drop
in either node would indicate the start of the latching process. The circuit on the
left of Figure 5-34 implements the ready detection function. Rather than using the
conventional XOR gate to detect when the output of the comparator is ready, we use
dynamic logic here. This can significantly improve the power efficiency and the speed
of the operation. The “READY” node, in this case, is pre-charged to VSS before the
start of each comparison. The OUT+ and OUT- go down together initially to almost
VDD/2 before one moves back to VDD and the other one goes down to VSS. As a result,
both PMOS transistors M1 and M2 are turned on to charge the “READY” node in
the beginning. This can significantly speed up the “READY” signal generation. The
timing diagram of the key circuit nodes is given in Figure 5-35.
The “READY” signal activates the pulse generation circuit to generate a pulse.
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Figure 5-34: Asynchronous pulse generator. A Schmitt trigger is added to avoid
voltage spikes in dynamic operation and to improve the robustness against noise.
OUT+/OUT‐
READY
PULSE
VX ’
VX
VH
Pulse Width
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Figure 5-35: Timing diagram for the asynchronous pulse generation. By tuning the
node VTUNE, the pulse width can be increased (or decreased) to slow down (or speed
up) the asynchronous operation.
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This pulse creates a signal to reset the comparator, and at the same time, it also starts
the charge redistribution process on the DAC. The width of this pulse is designed to
allow sufficient time for the DAC voltage to settle within 1
2
LSB. The circuit for
generating such pulse is presented on the right of Figure 5-34. When the ready signal
goes high, it turns off transistor M4 and turns on transistor M5. The node VX’
begins to discharge from VDD toward VSS through transistors M5 and M6. The rate
of discharging is governed by the gate voltage (VTUNE) of the transistor M6. The
VTUNE voltage is made tunable in this case to allow programmable pulse width. In
the original design of pulse generator in [50], no buffer is inserted between the node
VX’ and digital logic gates. Since dynamic logic is more sensitive to coupling noise,
it may introduce a voltage spike on the VX’ node that causes a false pulse. In our
implementation, we introduce a Schmitt trigger between the two nodes. A Schmitt
trigger has different transition thresholds for inputs moving in opposite directions.
As we can see from Figure 5-35, the voltage on VX’ must move below VL for the
buffer to trigger and pull down VX to VSS. This adds additional noise immunity and
improves the overall reliability of the circuit.
By the time node VX goes low, the comparator is already reset for a sufficient
amount of time to allow nodes OUT+ and OUT- to return back to VDD, thus turning
off transistors M1 and M2. Therefore, when node VX goes low, it can discharge the
ready signal back to VSS through transistor M3 without having to compete with the
pull-up transistors (M1 and M2) and avoids any short-circuit current. Meanwhile, the
pulse signal also gets pulled down to VSS, signaling the conclusion of the DAC settling
period. The pulled-down PULSE will turn off transistor M5 to stop the discharging
on node VX’. The pulled-down ready signal will enable transistor M4 to start charging
VX’ back to VDD. The falling edge of the pulse signal serves as the stroke signal for
the latch comparator. The comparator will begin the next comparison and the same
procedure repeats.
In real implementation, we put two pulse generators in parallel and the ADC can
be configured to activate either pulse generator. This allows the design to have two
modes of operations: a fast mode and a slow mode. The fast-mode pulse generator
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Figure 5-36: The pulse width in the fast and slow modes of operation. The slow mode
is designed for debugging purposes.
can produce any pulse width between 100ps and 400ps and the slow-mode pulse
generator can produce any pulse width between 400ps and 2ns. Using two pulse
generators together, our design can generate any pulse width between 100ps and 2ns.
The VTUNE voltage is only tuned between 650mV and 1.2V, since in this input
range, transistor M6 operates in the linear region and the pulse width changes slowly
with the gate voltage.
5.2.4 Capacitive DAC array
In Chapter 4, we introduced a calibration algorithm that is able to calibrate out the
capacitor mismatch due to manufacturing variation. Therefore, the size of the unit
capacitor in our design is limited by thermal noise. Figure 5-37 shows the simplified
noise model for the RC sampling network. The resistor generates a thermal noise that
can be expressed according to Equation 5.21. The thermal noise is approximately
white, implying that its power spectral density is constant over the entire frequency
spectrum.
Sn,R(f) = v
2
n,R(f) = 4kTR (5.21)
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Figure 5-37: A simple noise model for sampling circuits.
where k is the Boltzmann constant (1.38 × 10−23 J/K) and T is the temperature
expressed in Kelvin. The total mean-square noise is the integral of Sn,R(f) over the
entire frequency range. If the noise is not filtered, the integration is infinity. In real
implementation, however, the circuit cannot be designed to have infinite bandwidth,
and therefore, the spectral noise is always filtered, resulting in finite total integral
noise. The input noise signal in Figure 5-37 is filtered by the low-pass RC circuit.
The transfer function between the input and output is given in Equation 5.22.
vout
vn,R
(s) =
1
RCs+ 1
(5.22)
The output noise spectral density can be obtained by multiplying the input spectral
density by the power transfer function. The power transfer function is the square
magnitude of the transfer function given in Equation 5.22, and the resulting output
noise spectral density is given in Equation 5.23.
Sout(f) = 4kTR
1
(2pifRC)2 + 1
(5.23)
The total mean-square noise can be obtained by integrating the output noise spectral
density over the entire frequency range as given in Equation 5.24.
Sout =
∫ ∞
0
4kTR
1
(2pifRC)2 + 1
df =
kT
C
(5.24)
Even though the noise is generated by the resistor, from Equation 5.24, we see that the
sampling noise here is only a function of the capacitor. This is because the spectral
noise density is proportional to the value of the resistor, but the bandwidth of the
169
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
Number of LSB
R
e d
u c
t i o
n  
i n
 E
N
O
B
Figure 5-38: Reduction in ENOB due to thermal noise. Here, the thermal noise is in
the unit of LSBs.
sampling network is inversely proportional the value of the resistor. When multiplying
the two factors together, the effect of the resistor cancels out. Even though the total
noise in this case is only a function of the capacitor, it is still important to know
that the power spectral density is a function of the resistor in the case when noise is
further filtered by subsequent circuits.
Figure 5-38 shows a plot of the reduction in effective number of bits versus the
amount of thermal noise. The amount of thermal noise is expressed in relation to the
size of the LSB signal. As shown in the plot, when the thermal noise is 0.5×LSB, the
ENOB is reduced by 1 bit. In our design, we pick the total noise to be roughly equal
to 0.15×LSB12.
The capacitive DAC is designed using metal-oxide-metal (MOM) capacitors. Even
though the MOM capacitors have more parasitic capacitance and worse matching
compared to metal-insulator-metal (MIM) capacitors, they are compatible with any
standard digital process without any specialized process options. On the other hand,
MIM capacitors require a more specialized process, which are not offered in all digital
technologies. This may cause the SAR architecture to lose one of its main advantages,
its digital compatibility. The layout of the capacitive array presented in Figure 5-22
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Figure 5-39: Capacitor layout for our DAC. Even though the capacitors are not
binary weighted, common-centroid layout practice is still employed here to minimize
mismatch.
is shown in Figure 5-39. The cells in yellow represent the MSB part of the capacitive
DAC, the cells in dark blue represent the LSB part of the capacitive DAC, the cells
in green are the bridge capacitor, the cells in orange form the dummy capacitor CX
placed on the LSB DAC, and the cells in light blue form the dummy capacitors to
ensure better layout matching.
Common-centroid layout practice is also used here. The unit capacitor is sized
at 11.5fF with roughly 1.6pF of total capacitance. Even though the calibration al-
gorithm can be used to remove the mismatch due to manufacturing variation, it is
still a good practice to try to minimize variation as much as possible. As discussed in
Chapter 3, although calibration can remove mismatch, larger mismatch between ca-
pacitors requires more redundancy. Since the amount of redundancy is pre-configured
in the design and cannot be changed after the chip is fabricated, if too much variation
occurs after fabrication exceeding the capability of the redundancy, calibration may
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Figure 5-40: Kickback noise generation. Unequal charges are injected onto the input
nodes if the impedances looking back are different.
not able to completely correct the mismatch.
5.2.5 Kickback Noise
Figure 5-40 shows the latch comparator used in our prototype. During the reset phase,
OUT+ and OUT- both get pulled up to VDD. When the clock goes high, MCLK pulls
VB towards ground and begins discharging OUT+ and OUT-. This rapid change
in voltage on VB and the output nodes will capacitively couple charges onto IN+
and IN- through device capacitance Cgs and Cgd of the input pairs. The disturbance
of the input nodes due to the rapid change in voltage on the internal nodes of the
comparator is called the kickback noise.
If the on-resistances of the switches connected to the DAC capacitors are mis-
matched, the total impedance looking into the IN+ and IN- nodes would be different.
As a result, when VB suddenly drops in voltage, different amount of charge is in-
jected onto the gates of the input pairs. If the sign of the injected charge is different
from the sign of the sampled input, when the injected charges are unequal, it can
flip the polarity of the comparator output and produce erroneous results. Moreover,
the mismatch in kickback noise is signal-dependent since the impedances looking into
the gate terminal of the input pairs depend on the configuration of the DAC. During
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Figure 5-41: Array of bootstrapped switches to reduce the effect of kickback noise.
All the switches share a common clock multiplier circuit.
the conversion process, the DAC configures itself to generate the closest digital esti-
mate of the current input signal. As a result, the kickback noise can be highly signal
dependent, which can lead to a high level of harmonic distortion at the output.
If the on-resistance of the switches connecting the reference voltages to the bottom
plates of the capacitors are similar enough, the kickback noise affects the input pairs
equally, which consequently do not introduce any harmonic distortion. In the inverted
merged capacitor switching (IMCS) algorithm, there are three different types of refer-
ence voltages, VCM , VREF+ and VREF−, that can connect to the bottom plates of the
DAC as shown in Figure 5-11. At the beginning of the conversion, all of the bottom
plates are connected to VCM . Depending on the comparison result, the capacitors in
the same position of the differential DAC (DAC+ and DAC- in Figure 5-40) would
switch to opposite references, one to VREF+ and the other one to VREF−. Therefore,
in order to match the impedance looking into the two terminals, we have to match
the on-resistance of the switches connected to VREF+ and VREF−. Traditionally, an
NMOS switch is used to charge the bottom plate to VREF− and a PMOS switch is
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used to charge the bottom plate to VREF+; however, it is difficult to match the on-
resistance of NMOS and PMOS switches, especially in the presence of process and
temperature variations.
To avoid this issue, two design techniques are adopted here. First, the switches
are sized large enough to have low impedance. Second, only NMOS switches are used
even for switches charging to VREF+. All of the NMOS switches are bootstrapped in
this case to lower the on-resistance and to improve matching between the switches
charging to opposite reference voltages. This ensures that the coupling noise to the
two input terminals is approximately equal even under process and temperature vari-
ation. Figure 5-41 shows the schematics of the array bootstrapped switches. The
switches are built using low-threshold-voltage (LVT) devices to further reduce their
on-resistance. The basic structure of the array bootstrapped switches is the same as
the bootstrapped switch used in the sampling circuit. One difference is that there is
only one clock multiplier circuit and it is shared among all the switches. During the
reset stage, the capacitor C3 of all the switches is pre-charged to VDD. After pre-
charging, the transistors M3/M4 are turned off. Transistors M10/M11 do not turn
on immediately after transistors M3/M4 turn off as in the sampling circuit. Rather,
the ith switch only turns on when the ith bit decision is ready. All transistors inside
the bootstrapped circuit are scaled proportional to the size of the capacitor that it is
designed to charge or discharge.
5.3 Summary
In this chapter, we discussed a real implementation of a redundant SAR ADC. With
many newly-developed architectural techniques, this design allows improved energy
efficiency, less digital complexity, smaller die area and input load, higher signal-to-
noise ratio (SNR), easier implementation and better dynamic noise/error tolerance
than previous approaches. In the second part of this chapter, key circuit building
blocks are presented, along with a discussion of the main design challenges and limi-
tations. Various circuit techniques are used here to resolve and improve upon existing
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solutions. The system is simulated with post-layout extracted model in SpectreRF.
The output is sent to Matlab for further analysis of noise and linearity. The operations
and the accuracy of the ADC are verified.
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Chapter 6
Packaging, Test Setup and
Measurement Results
In this chapter, we focus on the silicon implementation of the design. The chapter
is divided into three sections. The first section discusses the floor planning and the
placement of the IO pins; these are important issues because the location of the pins
can affect the amount of signal feedthrough and noise coupling, which subsequently
reduces the achievable accuracy. The second section focuses on the setup of the
testing environment. It includes discussion of the testing equipment, the making of
the printed circuit board (PCB), and the testing flow that allows different blocks
to communicate and enables the collection of final measurement results. Finally, in
the last part of this chapter, we discuss the measurement results of our fabricated
chip. The design has two versions, the first version includes more configurability than
the second version; however, because of this extra configurability, it consumes more
power compared to the second revision. Figure 6-1 shows the die photo of the second
fabricated chip in TSMC 65nm technology.
6.1 Packaging
The mixed-signal nature of our SAR ADC design contains both analog and digital cir-
cuit. Combining both analog and digital components onto a single system frequently
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Figure 6-1: Die micrograph of the fabricated chip in TSMC 65nm technology.
leads to noise issues. Therefore, it is important to consider the potential noise sources
at the design stage to prevent degradation in accuracy and difficulties during chip de-
bugging. To capture all the noise sources, simulation must include as much of the
existing parasitic capacitance and inductance effects as possible; however, this can
significantly increase the simulation time and complexity, and it becomes harder to
complete such simulations as the design gets larger. Moreover, it is difficult to cap-
ture all of the possible noise effects, especially those related to off-chip components.
In this section, we introduce a few guidelines that we followed to determine the pin
placements, power/ground decoupling capacitors, interconnect coupling and the de-
sign of our printed circuit board (PCB) in order to create a robust system against
noise.
At high frequencies, the impedance associated with the interconnection and bond
wires can significantly affect the stability of the internal power and ground. For the
digital section where ringing can be less of an effect, the simplest solution is to add
more parallel power/ground pins to reduce the total impedance. To reduce noise in
the analog section, a common practice is to separate the digital and analog power
supplies to improve the isolation between the noisy digital switching and quieter
analog switching. Independent power/ground interconnect should be considered for
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analog cells that have large current transients.
The configuration in Figure 6-2(a) is very sensitive to noise coupling and is poor
for stability in power supplies. This configuration provides no isolation between the
analog and digital cells, which means that any transient current that occurs in either
analog or digital cells will directly couple onto the other cell. A better design for
noise isolation is shown in Figure 6-2(b), where an internal resistors are added to
help reduce the noise coupling between the two blocks. This method is typically
adopted when there is limited number of output pins available for power supplies.
The best configuration to provide maximum noise isolation is shown in Figure 6-2(c).
It uses separate pads for analog and digital power supplies and grounds. There exists
no direct path for noise coupling in this case. It is important to note that even
using the separate pins, noise coupling can still occur through the substrate, parasitic
capacitors, and mutual inductance. Therefore, the noisy circuit should be placed as
far from the quiet analog blocks as possible.
To further reduce the power supply noise, decoupling capacitors between the power
and ground nodes should be used. Off-chip capacitors have a maximum frequency at
which they behave as a capacitor, because capacitors also have a series inductance.
At certain frequencies, the impedance begins to look more inductive than capacitive.
Large capacitors have lower self-resonance frequencies. As a result, to maintain ca-
pacitive characteristic even at high frequencies, it is important to put capacitors with
different values in parallel. To achieve better results, off-chip capacitors should be
placed as close to the packaged chip as possible.
At high frequencies, off-chip capacitors are not able to provide as much filtering
due to the bond-wire, interconnect and package inductance. Typically, bond wires
have between 1-2nH inductance. On-chip decoupling capacitors are needed to reduce
this high-frequency noise. Empty areas on the die can be filled with decoupling
capacitors. The capacitors are built by putting layers of MOM capacitors (using
all metal layers) and MOSCAP in parallel. Instead of using the core devices, the
MOSCAP is built with I/O transistors to reduce the leakage current. This can provide
significant improvement in power supply noise without increasing the size of the die.
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Figure 6-2: Separation between the analog and digital supplies can help improve
isolation to reduce noise coupling. Our design uses approach (c) above.
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Combining the techniques introduced previously help provide significant filtering
that enables lower impedance and cleaner supplies for the analog circuits on the die.
Long analog signal routing is avoided to prevent potential noise coupling. Digital and
analog parts of the circuit are kept as far away from each other as possible. For the
cases where analog and digital wiring cannot be separated, shielding is used to reduce
noise coupling. Shielding is done by routing the sensitive analog signal in between
two quiet ground wires.
The same theory can be applied to I/O pin placement. Analog output pins should
be separated from the digital output pins, preferably in the opposite side of the chip.
Neighboring analog output pins are also isolated by quiet pins. Typically, the quiet
pins include the ground pin and the static digital pins that are used for programming
or enabling the chip. The bonding diagram and the location of the I/O pad placement
are shown in Figure 6-3. The die has a total of 72 output pins and the QFN package
has a total of 56 output pins. The package has less pin counts compared to the die
since many pins are ground pins, which are bonded directly to the round paddle. The
design follows the general guideline introduced previously. As shown in the diagram,
all of the sensitive analog signals are placed on the top side of the die, the noisy digital
output pins along with digital power supply (VDD and VDDIO) are placed on the left
and right side of the die, and finally, the quiet analog power supply (AVDD) and the
reference voltages (VREF+, VREF- and VCM) are placed on the bottom side of the
die. Sensitive pins are shielded by ground pins. For example, the clock signal (clk)
and the differential input signal (VP and VN) are separated by analog ground pins,
the reference voltage (VCM), or the analog power supply (AVDD). As many power
and ground pads are used as are available in order to lower the on-resistance and the
inductance of the bond wire. The empty areas are filled with decoupling capacitors.
A total of 1.8nF decoupling capacitors are placed between VDD/VSS, AVDD/VSS
and VRER+/VREF- on-chip.
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Figure 6-3: Die bonding diagram, following the design principle described in Sec-
tion 6.1.
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6.2 Test Setup
The ADC test setup is an important part of the design in order to obtain accurate
measurement results. After the design comes back, the first step is to choose a
suitable package for the die. To minimize the parasitic inductance of the package,
QFN packages were used. Other options, such as chip-on-board (COB), can be used
to further reduce the bond wire inductance, but this option greatly increases the
complexity of post processing. The second step is to design a printed circuit board
(PCB) that can be used as an interface between the dies and external test equipment.
Linear regulators with low dropout voltage (LT3021) are used on the PCB to supply
clean power and reference voltages. Separate linear regulators are used for different
supplies and references. As a result, there are a total of six regulators on the PCB in
order to generate VDD, AVDD, VDDIO, VREF+, VREF- and VCM. The separation
of analog power supply, digital power supply and reference voltage ensures low noise
coupling between them. The tuning voltage (VTUNE) that controls the pulse width
of the conversion period is generated by an external DAC.
The ADC has different speed configurations that can be programmed externally
through the XEM6010-LX45 FPGA board made by Opal Kelly. The same FPGA is
also used to program the DAC to create the correct tuning voltage (VTUNE). A single
ended sine wave signal is generated using an Agilent 8644B signal generator. A band-
pass filter is used at the output of the signal generator to improve the purity of the
input signal. This input signal is then transformed into differential signal using two
transformers made by mini-circuit (ADT1-6T+). The use of two transformer helps
reduce the second order distortion caused by the transformers. The CMOS clock is
generated by a Synthesized Clock generator (CG 635) made by Stanford Research
Systems. Two such clock generators, outputting clocks with the same frequency, are
phase-locked together with a phase offset. The two waveforms are then regenerated
on-chip and combined using an AND gate. This generates a clock waveform with
non-50% duty cycle. The phase difference between the two clock signals is controlled
externally, and this circuit generates a clock with variable duty cycles. The duty
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M Cdesigned Cextracted
15 1750 1733.21
14 840 838.73
13 560 561.04
12 350 354.03
11 210 211.90
10 140 144.55
9 105 106.60
8 70 70.17
7 35 35.62
6 16 17.75
5 8 8.89
4 6 6.73
3 2 2.26
2 2 2.26
1 1 1.19
1 1 1.02
Table 6.1: Designed versus extracted capacitor values. Some capacitors show large
discrepancy between the designed and the extracted values. These results confirm
that calibration is necessary to achieve high resolution in a SAR ADC design.
cycle here represents the amount of time given for sampling. This variable duty cycle
allows us to explore the ADC performance by changing the time allocated for the
sampling and the conversion phases. The digital output data is collected by a logic
analyzer (TLA715) made by Tektronix. The probes of the logic analyzer adds very
small capacitive load to the output drivers of the die. A block diagram that shows
the testing flow is given in Figure 6-4.
6.3 Measurement Results
The prototype ADC is fabricated in standard TSMC 1P9M 65nm low-power CMOS
technology with 1.2V supply voltage. Two identical channels are time-interleaved.
The active area of each channel is roughly 0.0412mm2 (330µm × 125µm) with the
total active area of 0.083mm2. The implementation allows full input swing of 2.4VP−P .
The DAC is implemented with standard MOM capacitors from metal 3 to metal 5
with a total capacitance of 1.6pF. Several chips are measured and all measurements
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Figure 6-4: ADC evaluation test setup. The setup includes a DC power supply, a
signal generator, a clock generator, a logic analyzer, a FPGA and our PCB board.
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are performed at room temperature.
While the ADC operates at 50MS/s, a 24.7MHs full-scale sine wave input is used
to test the static and dynamic performance. Figure 6-5 shows the measured DNL and
INL before and after the calibration. Before calibration, the maximum DNL and INL
errors are +1.3/ − 1.1LSB12 and +14.3/ − 14.0LSB12, respectively. The linearity is
mainly limited by the capacitor mismatch. The calibration algorithm, introduced in
Chapter 4, is applied here on the collected data to extract the actual capacitor sizes.
A sine wave input is used here as the calibration stimuli and 1 million data points are
collected to ensure that the information is statistically significant. The designed and
extracted capacitor values are shown in Table 6.1. After calibration, the maximum
DNL and INL errors improve to +0.5/−0.7LSB12 and +1.0/−0.9LSB12, respectively.
Figure 6-6 shows the measured dynamic performance of the SAR ADC, calculated
based on 8192-point FFT. Before calibration, the ADC has 51.4dB of SNDR, 51.9dB
of SFDR and achieves 8.2b ENOB. After calibration, the ADC has 67.4dB of SNDR,
78.1dB of SFDR and achieves 10.9b ENOB. The calibration engine is built in simu-
lation and the estimated power is roughly 68µW running at 50Hz. The total power
consumption including the estimated calibration and reference power is 2.1mW, cor-
responding to 21.9fJ/conv.-step of FoM. The SNDR/SFDR versus input frequency
at 50MS/s before and after calibration is shown in Figure 6-7. The same figure also
shows the performance summary of the ADC. Figure 6-8 shows the comparison with
the state-of-the-art as published in ISSCC and VLSI between 2009 and 2012. This
ADC achieves the best FoM of any ADC that has resolution greater than 10b ENOB
and speed over 10MS/s.
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Figure 6-5: Measured DNL and INL for 12-bit resolution with 1.2 supply at 50MS/s
with 24.7MHz input sine wave.
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Figure 6-6: Measured spectrum data for 12-bit resolution with 1.2V supply at 50MS/s
with 24.7MHz input sine wave.
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Figure 6-7: Measured SNDR and SFDR at different input frequencies and the sum-
mary of measurement result.
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Chapter 7
Conclusion and Future Work
7.1 Conclusion
Continuous and aggressive scaling of CMOS technology has dramatically increased
the energy efficiency, speed and the amount of integration of electronic systems. The
improvement in system performance has driven the need for corresponding improve-
ments in data converter performance, which serves as the interface between the analog
front-end and digital back-end circuitry. The trend is to shift the analog-to-digital
conversions “upstream” so that more processing can be done in the digital domain in
order to perform more complex algorithms and to conserve energy. This motivates
the development of higher-speed and higher-precision data converters while simultane-
ously the ADC has to consume less power. The choice of ADC architecture also tends
to follow a similar trend: architectures that are composed of more digital circuitry are
becoming preferable compared to more analog-based counterparts. Because of its high
digital composition, in this thesis, we focus on the design of a high-precision, high-
speed and energy efficient ADC using the successive-approximation-register (SAR)
architecture in deeply scaled CMOS technology.
The conventional architectural implementation of a SAR ADC and its switching
algorithm are reviewed and discussed. Even though the SAR architecture is very en-
ergy efficient and has high compatibility with deeply scaled digital technologies, the
accuracy and speed of the conversion process is still limited by capacitor mismatch
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and incomplete DAC settling due to its high switching activities. Redundancy has
been introduced to resolve both issues. We are able to show that redundancy (or sub
radix-2) search is able to provide the additional information needed for digital calibra-
tion. Conditions for digital calibratability are also discussed and derived. In general,
missing codes in the input-output transfer function can be digitally corrected while
missing levels cannot. Smaller radix and more conversion steps are needed to tolerate
larger expected mismatch. Moreover, using redundancy, the DAC and comparator
pre-amplifier settling errors made in the earlier conversion steps can be corrected in
the later step. This means that if designed correctly, even though redundancy requires
more conversion steps, each step takes much less time and the overall conversion speed
can be improved.
Three new calibration algorithms are presented here. They are designed specif-
ically to use the redundant information provided by our redundancy algorithm to
extract the actual step sizes during the searching process. The first algorithm re-
quires knowing the exact input signal value to the same precision as the precision
we need to know in the step sizes. Even though it is an impractical solution in real
implementation, this algorithm provides great intuition to understand the latter two
calibration algorithms. Rather than using the input signal value, the second algo-
rithm uses the statistics of the input signal to perform the calibration. Even though
the exact input shape is not needed in this case, the calibration algorithm requires
knowing the statistics of the input signal. The last algorithm further improves upon
the previous two algorithms. It does not require any knowledge of the input value
or the input statistics; the only requirement is that the signal has to have a smooth
and non-zero probability distribution function. The effectiveness of these calibration
algorithms are verified in simulation. Compared to other calibration algorithms in-
troduced in the literature, the last calibration algorithm introduced here does not
require injection of a known calibration signal, any redundant channel or a reference
converter to calibrate against. This calibration algorithm is either less hardware or
less algorithmically expensive.
The physical implementation of the SAR ADC is discussed. A new DAC switching
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scheme is developed to achieve the highest energy efficiency while eliminating some
of the shortcomings in previous work. The switching algorithm is combined with
the revised main-sub-dac array architecture. This revised architecture is able to
improve matching and remove the over-range problem to achieve better signal-to-
noise performance. Finally, the design is able to incorporate redundancy into the
SAR architecture without increasing the design complexity and area significantly.
The performance requirements and implementations of various key circuit building
blocks, including the latch comparator, sampling circuit, pulse generator and DAC
design/layout, are described. These blocks are optimized for energy efficiency and
speed.
In the last part of this thesis, we summarize a few techniques to reduce noise
coupling between analog and digital circuits when designing the pad ring and the
printed circuit board. The testing setup is also presented to show how to obtain
correct and accurate measurement results. Two channels are time-interleaved. Our
design generates 16 raw output bits for a 12-bit effective resolution. The calibration
is done off chip. The estimated calibration power is included in the total power
consumption. The prototype ADC is fabricated in standard 1P9M 65nm LP CMOS
with 1.2V supply. The active die area is 0.083mm2. The implementation allows
full input swing (2.4Vp−p) because of the intentional dummy capacitor. The DAC is
implemented with standard MOM cap with a total capacitance of 1.60pF. A 67.4dB
SNDR, 78.1dB SFDR, +1.0/-0.9LSB12 INL and +0.5/-0.7LSB12 DNL are achieved
at 50MS/s with 24.7MHz input frequency. Total power consumption including the
estimated calibration and reference power is 2.1mW for 21.9fJ/conv.-step FoM.
7.2 Future Work
Although this prototype SAR ADC is able to achieve the best FoM for any ADC
reported to date that has higher than 10MS/s sampling rate with more than 10b
ENOB, there are still many opportunities for improvement. The main goal is to
push the SAR architecture to achieve higher resolution with higher sampling rates,
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while still being able to achieve low power consumption. Using the same calibration
technique and design principles, we are able to demonstrate, in simulation, that the
calibration algorithm can calibrate for ADCs with resolution between 12b and 16b.
As a result, it is theoretically possible to apply the same principles introduced in this
thesis to obtain an ADC with much higher ENOB.
The serial operation of a SAR ADC limits the achievable sampling rates compared
to other architectures (such as pipelined and flash ADCs) that use more parallel
architectures. To further improve the sampling rate of a SAR architecture, there are
two options. One option is to combine the SAR architecture with another architecture
to create a hybrid design. The combinations of different ADC architectures could
help leverage their strengths together to create a design with higher performance and
better energy efficiency. Another option is to time-interleave an array of SAR ADCs to
take advantage of parallelism to achieve higher sampling rate. Such designs usually
experience a high level of spurious tones due to timing, offset and gain mismatch
between different channels. Simple and automatic solutions need to be researched
and developed to resolve these issues.
A latch comparator is an important building block, especially for design in deeply
scaled CMOS technology with limited supply headroom. The goal of many such
designs is to replace the traditional analog building blocks, such as an operational
amplifier, with a digital comparator. Since the latch comparator has internal positive
feedback and cannot be linearized easily like an operational amplifier, it is difficult to
develop a closed-form solution to ease the design and simulation process. Therefore,
it is important to be able to come up with a new design approach to quickly identify
various performance parameters, such as bandwidth and noise, of a latch comparator.
Moreover, the large kickback noise is still an important issue for the comparator.
Adding a preamplifier can slow down the comparator speed significantly and it also
requires an additional analog biasing circuit. One example of such new comparator
design is proposed by Miyahara et al. in [56]. This new comparator design is able to
minimize kickback noise without requiring a preamplifier. It also consumes no DC
power. More efforts are still needed to explore new topologies for latch comparators.
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