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Abstract 
Quantitative estimates of the continuous dependence on the underlying probability measure, are established for the 
value of stochastic programming problems. Lipschitz dependence is derived as a particular case. The class of problems is 
a general one; examples show how the conditions can be verified for more structured cases. The general result is used to 
establish the continuous dependence estimates for the value of sensors for the stochastic problems. 
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1. Introduction 
Aspects of sensitivity analysis in optimization in general, and in optimization under uncertainty 
in particular, have received extensive attention in the literature. See [6] for the general theory, [lS], 
and references therein, for the stochastic theory, and also the papers by Wang [16], Dupacova [S], 
Riimisch and Wakolbinger [14] and Romisch and Schultz [l l-131, for a treatment of the 
stochastic case. The latter papers address also the problem of sensitivity with respect to the 
probability distribution that depicts the uncertainty. This sensitivity is of major importance when 
the programmer has only partial knowledge of the true underlying probability. In this paper we 
present a general result of quantitative continuous dependence of the value of stochastic problems 
on the underlying probability, in the two cases of chance-independent and chance-constrained 
decisions. Lipschitz dependence is derived as a particular case. The Lipschitz dependence, and 
actually Holder dependence in a more general case, were established using a different technique in 
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112, 14]. We also establish a quantitative estimate of the continuous dependence of the value of 
sensors, as introduced in [l]. These are probability distributions on the space of underlying 
uncertainties; they are used as a tool to evaluate, say, market research into the uncertainty. 
Our basic optimization model is of the general type 
maximize 
s 
,-“(xy m)P(do), (*) 
XSX 
where X and fi are both complete separable metric spaces, and rR is endowed with its Bore1 
structure. (In the chance-constrained case, the set X depends on the probability P.) For a fixed 
probability P, we denote the supremum of the integrals in (*) by 
val (P) . 
It is the sensitivity of val(P) as a function of P that we seek. The metric on the space of probability 
measures is taken to be the Prohorov metric, that in particular represents the weak convergence of 
measures, see [2]. 
The paper is organized as follows. In the next section we recall the basic definitions (including the 
Prohorov distance), and prove a useful lemma on the uniform continuity of integrals. The 
quantitative continuous dependence of the value of (*) is derived in Section 3. In Section 4 the 
technique is modified to get estimates for chance-constrained problems, namely where the decision 
x is bound to be in a set that depends on P. The application to sensors is established in Section 5, 
where we will recall briefly the sensors model. In the closing section, the results are illustrated on 
some concrete examples. 
2. A lemma 
Let a be a separable complete metric space, endowed with its Bore1 structure; let d( . , - ) denote 
the metric on CK For a subset A of 52 we denote d(o, A) = inf{d(o,a): a E A), and A” = {w: 
d(~, A) < E}, i.e., A” is the c-neighborhood of A. 
The space of probability measures on 52 is denoted by 9. We consider the space 9 with the 
Prohorov metric which we denote by p(. , . ). Recall (see, e.g., [2, p. 238-J) that p(P, Q) is the infimum 
of all positive E such that P(A) < Q(A”) + E and Q(A) 6 P(A”) + E, for all Bore1 sets A. The 
Prohorov metric induces on 9’ the weak convergence of measures; it is a natural metric to describe 
variations of the information structure in stochastic problems (see also Remark 2.5). We note that 
&? is not assumed to be compact, thus a continuous function on 9 may not be uniformly 
continuous. 
Recall that a modulus of continuity is a function y( *): [0, co) + [0, co], with y(O) = 0, y( .) 
nondecreasing and continuous at 0. Let h : A4 + R be a function on the metric space M, with metric, 
say, a( * ;). We say that h admits y(a) as a modulus of continuity if 1 h(q) - h(m,)l < y(o(mI, ml)), 
for all ml, m2 in M. A function admitting a modulus of continuity is uniformly continuous. 
A particular case is the linear modulus Y(E) = a&, with c1 > 0 a constant. Then h( *) is a Lipschitz 
function with a Lipschitz constant a. The following result relates the modulus of continuity of an 
integrand, to a modulus of continuity of the integral, with respect o the probability measure. 
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Lemma 2.1. Let g:sZ + R be uniformly continous, admitting y( .) as a modulus of continuity. Suppose 
that g is bounded, and let b = sup g - inf g. Then the mapping 
G(P) = do)f’(W s R (2-l) 
from 9 into R, is untformly continuous with respect to the Prohorov metric on g‘, admitting as 
a modulus of continuity, the modulus yl(&) = y(s) + /?E. 
Proof. Let P and Q be in 9, and such that ,o(P, Q) = E. By adding the constant inf g to g(o), we may 
assume, without loss of generality, that 0 d g(o) < /I. Then the integral G(P) can be written as 
follows 
P 
G(P) = 
s 
P{o: g(o) > r} dr (2.2) 
0 
with dr the Lebesgue measure. See, e.g., [2, p. 2231. The modulus of continuity property of g implies 
that 
(0: g(0) 3 r}” c {ox g(0) 2 r - Y(s)). (2.3) 
Since p(P, Q) < E, the inclusion (2.3) and the definition of the Prohorov metric imply that 
P{o: g(w) 2 r} < Q {ox g(o) 2 r - Y(E)} + E. (2.4) 
Hence, by (2.2), we get 
G(P) < 
s 
’ Q (ox g(o) 3 r - Y(E)} dr + BE. (2.5) 
0 
A change of variables in the integration in (2.5) yields 
G(P) < 
s 
P-Y(E) 
Q {w: g(w) 3 r} dr + PE < G(Q) + Y(E) + PC. (2.6) 
-Y(E) 
Hence G(P) - G(Q) < Y(E) + BE, and since the argument is symmetric, we conclude that 
IW') - G(Q)IGYM +P E, which is the desired estimate. This concludes the proof. 0 
Corollary 2.2. Let g : i2 -+ R be Lipschitz with Lipschitz constant ~1, and suppose that g is bounded, 
and let /? = sup g - inf g. Then the mapping G(P) = sag(co) P(dw), from 9’ into .4? is Lipschitz with 
respect to the Prohorov metric on SJ, with Lipschitz constant CI + /I. 
Proof. Apply Lemma 2.1 with y(r) = ccr. 0 
Remark 2.3. The uniform continuity or, respectively, the Lipschitz property of g and the bounded- 
ness of g not only cannot be dropped, but also form necessary conditions for the consequences in 
the preceding two results. Indeed, since G(~(cD)) = g(w), for 6(a) being the probability measure 
concentrated on o, it follows that g not uniformly continuous, respectively, not Lipschitz, implies 
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G not uniformly continuous, respectively not Lipschitz. Likewise, G(G(co,)) - G(*6(o,) + $S(oZ)) 
ig(ol) - 3g(ao2), while p(6(co,), *S(o,) + f6(0~)) d f, which shows that the uniform continu- 
ity property of G fails if, say, 1 g(coZ)l can be chosen arbitrarily large. 
Remark 2.4. The estimate Y(E) + PE is sharp. We demonstrate it in the Lipschitz case. Consider 
g(c0) = 0 on Q = [O,l]. Let P = 6(O) and Q = (1 - &)8(c) + &d(l). Then q(P,Q) = E, while 
JG(P) - G(Q)1 = 2~ - E’. Letting E + 0 verifies that the Lipschitz constant is 2, which is cc + fi in 
the case of the example. A similar argument would show that in the general Lipschitz case, and 
Q a continuum, a lower bound for the Lipschitz constant of the integral can be found, namely, if CI is 
the smallest Lipschitz constant for g, then CI + # is a lower bound for the Lipschitz constant for G. 
Indeed, consider P = 6(q) and Q = (1 - d(col, w,))~(oJ~) + d(o,, 02)S(o,), where 
Id%) - S(%)I.4%,%) -’ is arbitrarily close to c(, and lg(03) - g(02)l > 3/?. Such ol, w2 and 
co3 can always be found, with d(wl, w2) positive and arbitrarily small. Then p(P, Q) = d(o, , LI)~) 
while JG(P)- G(Q)I~d(o,,co2) -I is either bigger than or arbitrarily close to CY + $. Likewise, if 
Y(E) is a minimal modulus of continuity for g(o), then for E small, Y(E) + @E is a lower bound on the 
modulus of continuity of G(P). 
Remark 2.5. The Prohorov metric is not the only natural metric for the underlying probability 
measures. It is worthwhile to examine the questions analyzed in this paper, for other metrics, but 
note, for instance, that Lipschitz dependence for the Wasserstein W, metric follows from our case; 
indeed the W, distance is always bigger than or equal to the Prohorov distance, see [7, 
Proposition 51. In turn, the Lipschitz dependence that Ramisch and Wakolbinger [14, Theorem 
2.11 derived with respect to the bounded Lipschitz p metric on 9, is stronger than ours, as /3 d 2p 
(see [3, Corollary 21). In general, relations among such metrics (e.g., p < (@)1’2, see [4, p. 312]), 
enable translating, in an obvious way, continuity estimates from one metric to another. 
3. Uniform continuity estimates 
We consider now the optimization problem (*), and derive uniform continuity and Lipschitz 
estimates for the value function val(P). It should be noted (and I thank a referee for pointing this 
out to me) that the Lipschitz dependence was established, using a different technique, already by 
Riimisch and Wakolbinger [14] and Riimisch and Schultz [ 131, who addressed actually a more 
general case, and established Hiilder continuity for cases of unbounded integrands. 
Theorem 3.1. Suppose f(x,w) is uni$ormly bounded, and suppose f(x;) is a uniformly continuous 
function of co, admitting a modulus of continuity independent of x. Then val(P) is uniformly continuous 
with respect to the Prohorov metric. Furthermore, if y( .) is the common modulus of continuity for 
f(x;), and vsupf(x;) - inf f(x;) < pfor all x, then Ye = Y(E) + /? E is a modulus of continuity for 
val(P). In particular, if f(x;) is Lipschitz, with a common Lipschitz constant, say a, then val(P) is 
Lipschitz with a Lipschitz constant a + 8. 
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Proof. For each x denote 
G(x, P) = 
s 
f(x, o) P(do). 
R 
By Lemma 2.1, for each fixed x, the mapping G(x, P) is uniformly contit,,ous in P, with Y(E) + DE 
a modulus of continuity. It is an easy exercise to show that the supremum of functions that share 
a common modulus of continuity, itself admits the same modulus of continuity. Since 
val (P) = sup G(x, P), 
the proof is complete. 0 
Remark 3.2. As the examples in Remark 2.3 show, the conditions that f(x,w) be bounded, and 
f(x, .) uniformly continuous, respectively Lipschitz, cannot be dropped. In the present case 
however, they do not form necessary conditions for val(P) to be uniformly continuous or Lipschitz; 
indeed, the values of ,f(x;) for x which is not a candidate for being optimal, do not affect the 
function val(P) at all. 
Remark 3.3. The space of probability measures on G is endowed also with the affine structure, 
induced by addition of measures. The perturbation (1 - a)P + EQ of P is called contamination of P, 
and it is of interest to check the Gateaux differentiability of the value with respect to the 
contamination; see [S]. In the framework of the chance-independent problem (*) the Gateaux 
differentiability is easy to verify. Indeed, G(x, P) is linear in P, hence G(x,(l - E)P + EQ) is affine in 
c. Thus val((1 - E)P + EQ) is a maximum of affine maps, and therefore a concave function of E; for 
E E [0, 11. Hence, the directional derivative of val(P) in the direction Q exists. Since the Prohorov 
distance p(P,(l - e)P + eQ) is less than or equal to E, it follows that the Lipschitz estimates of 
Theorem 3.1 provide a bound for the Gateaux derivative (but note, as was pointed out to me by 
a referee, that in this case, the Gateaux derivative is anyway easily computable). 
4. Chance-constrained problems 
In many practical problems of stochastic programming, the choice x is constrained to be in 
a feasible set, determined by the underlying probability P itself. A prime example is where the 
choice x is constrained to guarantee a level of success, say P(z E E(x)) 3 q, with prescribed E( .) and 
4. See [l l-131 for examples and analysis. In the abstract case (that we confine ourselves to), such 
problems can be written as a modified version of (*), namely 
maximize (4.1) 
xtX(P) s 
/(x, O)P(dw)> 
where X(P) is a multifunction, assigning to P a subset of the space X. We denote again by val (P) 
the optimal value of (4.1) and establish a uniform continuity and a Lipschitz dependence results for 
val(P), with respect to the Prohorov metric on 9. 
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Notice that in the analysis of the previous section, no regularity of f(x,o) on the decision 
variable x was needed. The situation is different when facing chance-constrained problems. To this 
end denote by d,(. , .) the metric on the space X. 
Lemma 4.1. Suppose If(x, o)l is bounded on X x D and that f(. , co) is uniformly continuous in the 
variable x, with a modulus of continuity, say y(. ), independent of CO. Then 
G(x, PI = s f(x, NP(do) 0 
admits the same modulus of continuity y( . ), independently of P; in particular, if f(. , co) is Lipschitz with 
Lipschitz constant independent of x, then G(x, P) is Lipschitz with the same Lipschitz constant. 
Proof. Straightforward. 0 
We say that the multifunction X(P) admits the modulus 8( .) as a modulus of continuity on the 
subset J&’ of 9, if whenever x E X(P), Q E A, and p(P, Q) < E, then an element y E X(Q) exists with 
dI(x, y) < e(c). This concept corresponds to a uniform continuity property with respect to the 
Hausdorff distance between sets, see, e.g., [S]. In the following result we assume the nice depend- 
ence of the multifunction X( .). In concrete models, this nice dependence can be verified, see 
Remark 4.4. 
Theorem 4.2. Suppose that 1 f(x, o)l is bounded on X x Q and suppose that f(x, CO), is uniformly 
continuous on X x 0. Suppose X( * ) is a unzformly continuous multtfunction on 4 c 9; then val (P) is 
a uniformly continuous function on A. Furthermore, if y(.) is a modulus of continuity for f and 
fi = sup f - inff on X x 52, and fI( .) a modulus of continuity for X( *) on A?‘, then 
YZ(4 = r(W)) + Y(E) + P E is a modulus of continuity for val(P) on ~2’. 
Proof. Let P and Q be in J?‘, such that p(P, Q) = E. 
Let r] > 0 be given. An element x E X(P) exists such that 
val(P) - G(x, P) < y, 
where G(x, P) = lf(x, co)P(d ) w , as defined in Lemma 4.1. By the Lipschitz property of X( .), on J&Z, 
an element y E X(Q) exists with d,(x, y) < O(E). Although x may not belong to X(Q), we do know 
from Lemma 2.1 that 
I G(x, Q) - G(x, P) I d ~(4 + 0~. 
From Lemma 4.1 we learn that 
I G(Y>Q) - W,Q)l d Y(@)). 
Employing the triangle inequality we conclude that 
val(P) - WY, Q) d r + Y(@)) + ~(4 + PE. 
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Replacing G(y, Q) by val(Q) in the preceding formula is certainly allowed, and since y can be 
chosen arbitrarily small we conclude that 
val(P) - val(Q) < y(O(c)) + Y(E) + PC. 
Since the argument is symmetric in P and Q, we can add an absolute value sign to the left-hand side 
of the preceding inequality, and get the desired estimate. 0 
Corollary 4.3. Suppose f(x, o) is Lipschitz on X x Q, with Lipschitz constant CC. Let j3 = sup f - inf f 
on X x l2 be$nite. Suppose X( .) is a Lipschitz set-valued map dejned on A!‘, with Lipschitz constant 
e. Then val(P) is a Lipschitz function on 4, with Lipschitz constant (1 + [)a + 0. 
Proof. Replace the general moduli in the preceding result by the linear functions y(r) = cIr, or 
O(r) = &r. 0 
Remark 4.4. The Lipschitz dependence of the preceding result was established in [14, Section 41, 
see also [13], under more general conditions. Furthermore, these references verify (rather than 
assume, as we do) the Lipschitz dependence of X( .) in some concrete models of chance-constrained 
dependence. What our corollary adds to the Lipschitz case is a new proof, and the estimates. 
5. Sensitivity for sensors 
Sensors were introduced in [l] as a model that allows evaluation of inquiries into the underlying 
information of (8). We present now, very briefly, the model and the motivation behind it, and then 
establish the uniform continuity and, respectively, the Lipschitz dependence of the values of the 
sensors. 
The information available to the decision maker in (*) is captured in the underlying probability 
measure P. Inquiry into the uncertainty, say market research, may improve the information. The 
result of such a market research is another probability measure, say Q, which yields more precise 
information, say has a smaller variance than P. But the outcome Q is not known to the decision 
maker before the decision to conduct the market research is taken. Rather, he may know that 
Q belongs to a family of probability measures, and he may know the distribution on that family, 
which governs the occurrence of Q. Such is the case when the market research is done via sampling. 
The possible measures Q are the conditional probability measures, obtained by conditioning P on 
the outcome of the sample. The characteristics of the sample, e.g., its size, determine this family of 
conditional probabilities. But such a family may be obtained in different ways, and not enjoy the 
nice properties that the conditioning on prior yields. For instance, techniques other than sampling 
may be used, and nonstatistical errors may occur, yet a parametrized family of possible probabilit- 
ies is determined. It is such a family, endowed with the distribution on the possible outcomes, that 
the decision maker faces before the market research is executed (see [l] for elaborate discussions). 
Therefore, a sensor is defined to be a probability measure, say S, on the space 9 of the 
probability measures that may appear in (*). 
Given a sensor S, the decision maker has to choose x = x(P), for all P in the support of S; indeed 
the decision maker will be aware of the outcome P before his decision for (*) has to be taken. Thus, 
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the value of S, denoted val(S), is the supremum of the expected cost for all such decisions x(P). It is 
proved in [l] that 
val(S) = 
s 
val(P)S(dP). (5.1) 
We use now the results of the previous sections to establish the uniform continuity and Lipschitz 
dependence of val(S). In fact, the relation (5.1), together with the observations in the previous 
sections of the paper, make the extension to the case of sensors very simple. We analyze both the 
free problem (*), and the chance-constrained problem (4.1). As the metric on the space of sensors, 
we take the Prohorov metric among probability measures, now over the space Y’, endowed itself 
with the Prohorov metric (see Section 2). 
Theorem 5.1. Consider the problem (*). Suppose If(x, w)l is bounded on X x Q, and suppose f(x, a) is 
a uniformly continuous function of ok, with a modulus of continuity independent of x. Then val(S) is 
uniformly continuous with respect to the Prohorov metric. Furthermore, if y( .) is the common modulus 
of continuity for all f(x, .), and sup f - inf f = /? ( w h ere the sup and inf are taken over all (x, co)), then 
Y(E) + 2/j& is a modulus of continuityfor val(S). In case f is Lipschitz with Lipschitz constant a, val(S) 
is Lipschitz with Lipschitz constant a + 28. 
Proof. Theorem 3.1 implies that val(P) is uniformly continuous admitting yl(s) = Y(E) + /% as 
a modulus of continuity. Since val(P) is clearly bounded, with its supremum minus its infimum 
bounded by fi, it follows from the relation (5.1) and from Lemma 2.1 that val(S) is uniformly 
continuous with a modulus of continuity y(e) + BE + P.s. The Lipschitz version is a clear conse- 
quence. This completes the proof. 0 
Theorem 5.2. Consider the problem (4.1). Suppose that 1 f(x, w)l is bounded, and f(x,o) is uniformly 
continuous on X x Sz. Suppose X( .) is a uniformly continuous multi-function on the set A c pp. Let S1 
be the family of sensors supported on AZ’. Then val (S) is a uniformly continuous function on S1. 
Furthermore, if y( .) is a modulus of continuity for f, and p = sup f - inff, and O( .) a modulus of 
continuityfor X( .) on A’, then Ye = y(Cj(s)) + Y(E) + 2p E is a modulus of continuity for val (S) on S1. 
In case f is Lipschitz with Lipschitz constant a, and X( .) is Lipschitz with Lipschitz constant 8, then 
val(S) is Lipschitz with Lipschitz constant (1 + 6’)cc + 2j?. 
Proof. By Theorem 4.2 the function val(P) is uniformly continuous on JZ?‘, with modulus of 
continuity Y(~(E)) + Y(E) + I(jc. Since sup val(P) - inf val(P) for P E J@ is clearly bounded by /?, the 
desired estimate follows from the relation (5.1) and Lemma 2.1. The Lipschitz case follows by 
inserting the appropriate linear functions Y(E) = CM and O(E) = 8s. This completes the proof. 0 
6. Examples 
In this section we give simple illustrations of the previous results in some concrete examples. All 
the examples here are variants of the classical newsboy problem, as displayed, e.g., in [9], and 
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analyzed in detail in [l]. We note, however, that other types of examples, e.g., the two-stage linear 
programs with complete recourse as displayed in [ 10, Section 31, can also easily be checked for the 
conditions offered in the present paper; also note that Romisch and Wakolbinger [14], and 
Riimisch and Schultz [13] have also computed interesting examples. 
A newsboy buys his copies for c dollars each, and sells them for r dollars (r > c) apiece. If he 
orders x copies, and the demand is 5, his payoff is r. min(x, 5) - cx. 
The demand 5, however, is not known, and the newsboy places his order based on a probability 
distribution P, according to which < is realized. It is the sensitivity with respect to errors in P that 
we wish to analyze. 
We assume that all the possible distributions P are supported on a finite interval [a,b]. If the 
newsboy maximizes expected payoff, then given P, he should solve the problem 
maximize 
s 
b 
(r . min(x, 5) - cx) P(dc) (6.1) 
xe[a,b] a 
and we denote by val(P) the optimal payoff obtained this way. 
We note that Theorem 3.1 implies that for (6.1), val(P) is Lipschitz with respect to the Prohorov 
metric on 9. A Lipschitz constant is then r( 1 + b - a). Indeed, for x fixed, r is a Lipschitz constant 
for the integrand of (6.1) and r(b - a) is an estimate for the sup minus inf of these integrands. 
Therefore, r(1 + b - a) is the constant derived in Theorem 3.1. (The Lipschitz constant then 
depends on the interval [a, b]. On an unbounded support, it is easy to see that val(P) is neither 
Lipschitz nor uniformly continuous). 
A chance-constrained newsboy problem makes sense as well. Indeed, the choice x could be 
restricted by a requirement that the demand must be met with a prescribed probability, say 4. To 
formulate then the problem, denote 
m(P) = min(5: P([a, tl) 3 4). 
The newsboy then faces the problem 
maximize 
s 
b( r.min(x,c) - cx)P(d<). (6.2) 
xc[m(P),bl n 
The value val(P) of (6.2) may not be Lipschitz in P with respect to the Prohorov metric. Indeed, 
m(P), and hence the set-valued map P + [m(P), b], may not be Lipschitz or even continuous. Thus 
the conditions of Corollary 4.3 do not hold, and it is easy to find a counterexample for the Lipschitz 
property. However, m(P) may be Lipschitz on a subset J?’ of 9. For instance, if J$’ is a family of 
probability measures with respect to which the Lebesgue measure dt is absolutely continuous, and 
the Radon-Nikodym derivatives dt/dP are bounded away from zero uniformly for P E J&T’, then it 
is easy to see that m(P) is Lipschitz, compare with Theorem 4.6 in [ 143. A consequence of Corollary 
4.3 is then that val(P) is Lipschitz on &‘. If the derivatives d</dP are only uniformly integrable, 
then M(P), hence by Theorem 4.2 also val(P), are uniformly continuous. 
Values of sensors for the newsboy problem (6.1) were computed in [l] (analytically for some 
sensors, numerically for more complicated sensors). We note that Theorem 5.1 of this paper implies 
that the value val(S) of the sensor S is a Lipschitz function of S, with Lipschitz constant r(1 + 2b), 
as can easily be computed from the data. 
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