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ABSTRACT
Kayyalha, Morteza PhD, Purdue University, May 2018. Electrical, Thermoelectric,
and Phase Coherent Transport in Two-dimensional Materials.
Major Professor:
Yong P. Chen.
Over the past few years there has been a growing interest in layered two dimensional (2D) materials such as graphene, transition metal dichalcogenides (TMDs),
and three dimensional topological insulators (TIs). In this thesis, we experimentally
study electrical, thermoelectric, and phase coherent transport in these 2D materials and work on three main projects. First, we investigate the low frequency (f )
ﬂicker (also called 1/f ) noise of single-layer graphene devices on h-BN along with
those on SiO2 /Si. We observe that the devices fabricated on h-BN have on average
one order of magnitude lower noise amplitude compared with devices fabricated on
SiO2 /Si despite having comparable mobility at room temperature, a result that can
be associated with the lower densities of impurities and trap sites in h-BN. Our study
demonstrates that the use of h-BN as a substrate or dielectric can be a simple and
eﬃcient noise reduction technique valuable for electronic applications of graphene and
other 2D materials.
Secondly, we present a systematic study of the thickness-dependent electrical and
thermoelectric properties of single- and few-layer MoS2 . We observe that the electrical
conductivity (σ) increases as we reduce the thickness of MoS2 and peaks at about
two layers, with six times larger conductivity than the bulk. We also show that
the thermoelectric power factor (P F ) increases with decreasing thickness then drops
abruptly from double-layer to single-layer MoS2 , a feature, which according to our
theoretical modeling, is due to a change in the energy dependence of the electron
mean-free-path.

xx
Lastly, we focus on Josephson eﬀects and phase coherent transport in bulkinsulating topological insulator BiSbTeSe2 ﬂakes and nanoribbons (TINRs) with superconducting Nb contacts. We observe an ambipolar ﬁeld eﬀect critical current
(IC ) and multiple Andreev reﬂections (MAR), indicating high quality of the junctions including the TI-superconductor interfaces. We also study the nature of the
induced superconductivity in such junctions, where we observe (i) an anomalous lowtemperature enhancement of IC , (ii) Aharonov-Bohm oscillations of the normal-state
resistance and IC in TINR-based Josephson junctions, and (iii) highly skewed (nonsinusoidal) current-phase relation in TI-based junctions, revealing the induced superconductivity is carried by ballistic topological surface states (TSS) of the TI/TINR.
Such TSS in TI-based junctions are predicted to support topological superconductivity and host Majorana fermions, particles that are their own anti-particles and hence
are of paramount importance in topological quantum computing applications.
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1. INTRODUCTION
Two-dimensional (2D) layered materials where atoms are structured in 2D sheets,
which are bonded together with a weak van der Waals force, have recently gained a
lot of attention due to their unique properties, potentials for applications in future
electronics, and the novel physical phenomena that can occur in two-dimension [1–
4]. These atomically thin materials exhibit various electrical, thermal, and optical
properties that are quite distinct from their bulk counterparts. 2D materials can be
easily isolated into thin layers of various thickness by breaking the van der Waals
force. For instance, single layer graphene can be exfoliated from bulk graphite using
a scotch tape.
Graphene is the most studied 2D material. Its linear Dirac fermion-like energymomentum (E - k) and extremely high mobility make it appealing for a variety of
applications for transparent electronics and optoelectronics to radio frequency (RF)
and sensing applications. However, absence of a bandgap in graphene makes it useless
for some applications such as digital electronics, where a bandgap is required. Fortunately, besides graphene, there are many other 2D materials that span the entire
spectrum of electrical properties. For instance, hexagonal Boron Nitride (h-BN) is an
insulator with a bandgap as large as 5 eV. transition metal dichalcogenides (TMDs)
where a unit cell consists of atomic layers of transition metals encapsulated with two
layers of Chalcogen atoms are typically semiconducting with direct and indirect gap
ranging from 0.3 - 3 eV. Furthermore advancement in technology has enabled us to
stack 2D materials with similar and dissimilar properties to obtain interesting heterostructures, which can exhibit novel phenomena that are quite distinct from their
parental material systems [5].
Notably, in TMDs, there is no inversion symmetry and hence they usually have
bandgaps. However, presence of strong spin-orbit coupling, which arises from the
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heavy transition metal elements, splits their valence band into two spin polarized
bands. Furthermore, due to time reversal symmetry, valleys located at K and K’
points in the band structure will have opposite spin polarizations. Such unique properties of TMDs give rise to several novel phenomena. For instance, the spin-valley
texture will result in pseudo-magnetic ﬁeld in the system, which in turn gives rise
to valley Hall eﬀect even without applying any external ﬁeld. This spin-valley texture can further result in valley and spin dependent optical properties that are useful
for information technology [5, 6]. Moreover, in most of TMDs, the band structure
exhibits an interesting transition from an indirect bandgap in multilayer samples to
a direct bandgap in a monolayer sample. Such a transition had profound eﬀects on
the optical properties of TMDs. Also, due to their reduced dimensionality and reduced dielectric screening, excitons (electron-hole pairs created by a single-photon
light) will have stronger binding energy which allows them to have longer lifetime.
Therefore, we can explore the novel quantum optical eﬀects in such systems even at
room temperatures [5, 6].
Heterostructures made from stacking dissimilar 2D materials can also lead to
emergence of new quantum systems, where a variety of diﬀerent phenomena/features
can be observed. These phenomena include: (i) interlay excitons where an electron in
one layer is paired with a hole in another layer and they can form an condensate [7].
(ii) Specular Andreev reﬂection between material with Dirac-fermion like E-k, such as
graphene, and conventional superconductors [8]. (iii) novel thermoelectric materials
consisting of heterostructures of topological insulators and h-BN, where electrical
and thermoelectric transport are carried in vertical and horizontal directions through
topological exciton condensate, resulting in ultrahigh power factor and ZT [9]. (iv)
Formation of super-lattice structures, for instance between two single layer graphene
which are stacked with a twisting angel or between graphene and h-BN. This twisting
angle provides an additional degree of freedom and results in even more intriguing
properties. Such properties include appearance of superlattice Dirac points in double
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layer graphene and Hofstadter’s butterﬂy [10–12]. (v) Atomically thin p-n junction,
and so on.
Due to their electrical, optical and thermoelectric properties and their atomicscale thickness, ﬂat surface, and reduced dimensionality, 2D materials provide excellent electrostatic control through gating and can be used in a variety of applications
including high performance and low power electronics, optoelectronics, RF, transparent and ﬂexible electronics, gas and bio sensing and etc. In what follows we focus
our attention in three important examples of the family of 2D materials namely:
graphene, 2D transition metal dichalcogenides (TMDs) particularly MoS2 , and threedimensional (3D) topological insulators (TIs).

1.1

Graphene and TMDs
Graphene is composed of a single layer of carbon atoms arranged in a 2D hon-

eycomb lattice. Unlike other semiconductors that have parabolic band dispersions
and a non-zero energy gap, carriers in single-layer graphene have linear Dirac fermion
energy-momentum (E - k) dispersion and no bandgap, i.e., the conduction and valence
bands cross at the Dirac point. Dirac fermion nature of charge carriers in graphene
is best observed in graphene ﬁeld-eﬀect transistors where the chemical potential can
be tuned from the valence band to the conduction band and ambipolar ﬁeld eﬀect is
observed. Even at one-atom thick, graphene is an excellent thermal and electrical conductor and has a wide range of applications from transparent conductors to thermal
interface materials to radio frequency (RF) devices, and sensors where large thermal
conductivity, high mobility, gate tunability, and sensitivity to external stimuli are of
paramount importance [3, 4, 13].
Even though sensitivity to external stimuli (such as external impurities, trap sites
inside the substrate material, and surface scatterings) can be useful in sensing applications, it can hinder the performance in other applications where high carrier
mobility is required. The most typically used substrate for conventional applications
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of graphene is SiO2 /highly doped Si. In graphene on SiO2 , carrier mobility is limited
by scattering from charged surface states, impurities, substrate surface roughness, and
SiO2 surface optical phonons. Hexagonal boron nitride (h-BN), on the other hand, is
a 2D insulator where boron and nitride atoms sit in a similar hexagonal structure as
that of graphene. The large band gap of around 5.97 eV and small lattice mismatch
with graphene make h-BN a promising substitute for SiO2 as the dielectric/substrate
for graphene-based devices. Furthermore, owing to its 2D nature, h-BN is expected
to be free of dangling bonds or surface charge traps and should suppress rippling in
graphene [4, 14, 15].
Transition metal dichalcogenides (TMDs) consist of hexagonal layers of metal
atoms (M) sandwiched between two layers of chalcogen atoms (X) with a MX2 stoichiometry. Such materials span a wide range of electronic structures, from metals and
superconductors to semiconductors, and display interesting properties. The ability
to exfoliate them into ﬂat 2D sheets of atom with a few dangling bonds distinguish
2D TMDs from bulk semiconductors. The reduced dimensionality in these TMDs
together with a diverse range of electrical, optical, and thermal properties that they
cover make them promising candidate in a variety of applications. Furthermore, heterostructures made out of stacking diﬀerent TMDs create new material systems with
a completely new functionality, that is otherwise inaccessible [3, 4, 13, 16].

1.2

Three-dimensional topological Insulators
In solid state physics, materials are conventionally divided into two distinct cate-

gories of metals and insulators. However, discovery of the integer quantum Hall (QH)
eﬀect introduced a new quantum system where the bulk is insulating and the electronic current is carried through the ballistic edge modes. Such edge modes gives rise
2

to quantized Hall conductance in the transverse direction, i.e. σxy = ν eh where ν is
the landau level ﬁlling factor, e is the electron charge, and h is the Plank constant. In
QH state, presence of an external magnetic ﬁeld, which breaks the time reversal sym-
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metry, is necessary for the formation of landau levels. However, there exists another
class of topological materials where time reversal symmetry is preserved and strong
spin-orbit coupling (SOC) results in appearance of an insulating bulk and topologically protected edge/surface states. Three-dimensional (3D) topological insulators
(TIs) belongs to this class of the quantum matter. 3D TIs have an insulating bulk
with metallic surface states, topologically protected against backscattering by nonmagnetic impurities such as crystalline defects, and surface roughness [17–20]. These
topological surface states (TSS) are spin-helical states with linear Dirac fermion-like
energy-momentum dispersion.
The spin texture of TSS is shown in Fig. 1.1. Due to strong spin orbit coupling,
the spin of the carriers in the TSS is tangential to the surface and always perpendicular to the momentum. Such spin-helical TSS give rise to the current/momentuminduced spin polarization and hence have many potential application in spintronics.
Moreover, TSS in TI nanowires (TINWs) including nanoribbons (TINRs) resemble
a hollow metallic cylinder. Due to the enhanced surface to volume ratio, uniform
cross-sectional area, and relatively small size, TINR-based devices can display several signatures of topological transport such as ballistic conduction and half-integer
(π-Berry-phase) Aharonov-Bohm eﬀects [21–23].
Another exciting property of TIs emerges when they are placed next to a conventional superconductor. Superconductor-TI interfaces can give rise to novel states
known as Majorana bound states. In 1937, Ettore Majorana showed that Dirac’s
equation for spin-1/2 particles can be modiﬁed to permit real wavefunctions [24, 25].
The complex conjugate of a real number is the number itself, which means that such
particles are their own antiparticles. A natural system to look for Majorana fermions
(MFs) is superconductors (where fermions pair and condensate). Cooper-pair condensate violates charge conservation, i.e. quasiparticles in a superconductor consist
of superpositions of electrons and holes. In conventional superconductors, however,
spin degeneracy prevents the emergence of spin-less MFs. Therefore, a non-degenerate
sytem is required to create MFs. Earlier suggestions for condensed matter systems
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Fig. 1.1. (a) Energy E vs. momentum k of the topological surface states,
displaying the spin-texture (red arrows) on the TSS. The circles are Fermi
surfaces in the conduction and valance bands. (b) A current ﬂowing from
the left to right (red arrow) induces spin polarization on the TSS, spin
directions are marked by the white arrows on the top, bottom, and side
surfaces of the TI. Note that the carrier’s spins are in opposite direction
for the top and bottom surfaces.
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that support MFs include fractional quantum Hall states at ﬁlling factor ν = 5/2 [26]
and Helium-3 [27]. However, due to experimental challenges, neither of these early
proposals has been successful. A more recent proposals involve proximity eﬀects between a conventional superconductor and a topological insulator or a semiconductor
with a strong spin-orbit coupling [28–30].
In strong spin-orbit coupling semiconductors, the spin-helical (or “spinless”) state
(basis to induce MFs) requires a large external magnetic ﬁeld B and occurs in a narrow
window (∼ 1 meV) in chemical potential. Moreover, the spin-helical bandstructure
(with chemical potential in the Zeeman gap) and its transport signatures have not
been demonstrated experimentally using normal contacts. In contrast, the spin-helical
surface state in TI (as shown in Fig. 1.1a) does not require a magnetic ﬁeld, occurs
in a much wider window (∼ 300 meV, bulk gap) of chemical potential, and has
been clearly demonstrated in experiments. The energy bands in TIs follow E(kF ) =
±vF |kF |, where vF nd kF are Fermi velocity and Fermi wave vector, respectively.
This band structure is ideal to form a topological superconducting phase, because
for any chemical potential inside the bulk gap, the “spinless” regime is automatically
accessed (Fig. 1.1a), and the TI-S interface is topologically non-trivial even at zero
magnetic ﬁeld. Furthermore, due to its topological surface states (TSS), transport
in TIs is immune to disorder, making TIs good candidate for realizing MFs even
at elevated temperatures. Finally, since the electrons along the entire Fermi surface
are not spin-polarized, px + ipy pairing can be induced using the proximity eﬀect
with a conventional s-wave superconductor. So far, however, the majority of the
experimental works on TI materials show notable bulk conducting states, which can
mask or complicate the detection of MFs from topological surface states. Therefore,
high quality TIs, where chemical potential is inside the bulk bandgap and in the
topological surface states are required to probe the intrinsic properties of the TSS
including the spin-polarized current and emergence of MFs.
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1.3

Outline of the thesis
In this thesis, we study novel properties of two-dimensional materials and inves-

tigate their prospective applications in future nanoelectronic devices.
• In Chapter 2, we study the substrate eﬀects on the noise performance of singlelayer graphene. Particularly, we demonstrate that hexagonal-BN substrates can
reduce impurity and charge traps in the graphene devices. Therefore, they can
oﬀer an eﬃcient technique to signiﬁcantly reduce the noise and improve the
performance of graphene-based devices. [31].
• In Chapter 3, we study thermoelectric performance of single and multilayer
MoS2 devices. More speciﬁcally, we demonstrate that the thickness of MoS2
is a powerful knob to engineer better thermoelectric devices. Furthermore, we
observe a large thermoelectric performance in double-layer MoS2 , making it a
suitable candidate for thermoelectric cooling applications. These observations
bring new insights to understanding of the electronic and thermoelectric properties of MoS2 and help us to explore the possibility of using MoS2 and other
2D materials in future thermoelectric applications [32].
• In Chapter 4, we fabricate superconductor - topological insulator - superconductor Josephson junctions and perform basic characteristics measurements including measurement of the critical current versus the gate voltage. We also
study the Andreev reﬂection process in our junctions and characterize the transparency of the superconductor - topological insulator interface [33].
• In Chapter 5, we set out to experimentally examine the nature of induced superconductivity in 3D topological insulators. In particular, we demonstrate the
induced superconductivity in topological surface states of 3D TIs as evident
from (i) observation of anomalously strong enhancement of the critical current
at low temperatures, (ii) demonstration of Aharonov-Bohm eﬀect in the su-
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percurrent of TI-based Josephson junctions, and (iii) measurement of highly
skewed current-phase relation.
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2. LOW FREQUENCY NOISE IN GRAPHENE
2.1

Introduction to low frequency noise
The low frequency or 1/f , where f is the frequency, is a random process which

manifests itself at low frequencies. It is generally described by the shape of the noise
power spectral density S(f ) as:
S(f ) =

constant
,
fα

(2.1)

where α is a parameter close ot 1. Such 1/f behavior of noise has been observed
in many dissimilar systems including vacuum tubes, transistors, diods, carbon based
devices, rate of traﬃc ﬂow etc. Therefore, many believe that 1/f noise originates from
some fundamental laws of the nature. Even though there are many mathematical
models describing the 1/f noise in diﬀerent systems, there is no universal consensus
on its origin. In other words, among all these mathematical modes, 1/f dependence
of S(f ) is probably the only thing common among the models. Hence, describing
the origin of 1/f noise and whether or not there is any universal law governing it are
among the most important unsolved problems in the condensed matter physics [34,35].
The simplest system to study noise is usually a resistor. If a constant DC current
Idc is applied to a resistor, a time-dependent voltage V (t) = Idc R, where R is the
resistance, is generated across the resistor. In the steady state, this voltage will
ﬂuctuate around its average value < V (t) >. Interestingly, for Idc = 0, the noise
power spectral density is independent of the frequency. Such ﬂuctuations are known
as Johnson noise ad their origin is well understood. In the case of non-zero Idc ,
however, the noise power spectral density shows a 1/f dependence versus f at low
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frequencies. Such ﬂuctuation are hence called 1/f or ﬂicker noise. In semiconductors,
the noise power spectral density is described by the Hooge’s empirical formula:
2
Idc
S(f ) = A α ,
f

(2.2)

where α ≈ 1 and A is the noise amplitude [36]. To describe or compare diﬀerent devices based on their 1/f noise performance, we usually compare their noise amplitude
A, where smaller A indicates lower noise. Although many experiments describe their
results using Equation (2.2), it is important to note that this equation is purely empirical and there is no theory that support such universal equation. In other words, S(f )
may exhibit similar dependence on f in diﬀerent systems, yet mechanism governing
that dependence maybe completely diﬀerent between those systems [34].
In simple system such as a resistor, it is known that the noise power spectral
density of the ﬂicker noise is (i) proportional to the current squared, (ii) inversely
proportional to the sample volume, and (iii) inversely proportional to f α . Such powerlaw dependence of S(f ) indicates that there are lower and upper frequency bounds
for the processes responsible for the ﬂicker noise. In other words, at suﬃciently low
frequencies α < 1 such that < V (t) > will still be deﬁned at f = 0 [34, 35, 37].
In the case of transistors, the ﬂuctuation in the current I = eN µ is δI = e(δN )µ+
eN (δµ), where N is the number of carriers, e is the electron charge, and µ is the
mobility of the carriers. Therefore, the source of noise can be either (i) δN or the
ﬂuctuations in the number of the carriers, (ii) δµ or the ﬂuctuions in the mobility of
the carriers, and (iii) a correlated process in which both δN and δµ are responsible
for noise [37].
In general for Si complementary mental oxide semiconductor (CMOS) transistors,
1/f noise originates from the ﬂuctuations in the number of carriers as shown in
Fig. 2.1. However, in metals, mobility ﬂuctuations are the dominant mechanism
giving rise to 1/f noise. In the case shown if Fig. 2.1, diﬀerent sources of electron/hole
generation recombination (traps) inside the oxide layer or at Si-oxide interface cause
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ﬂuctuation in the current. The total noise power spectral density is a superposition
of all these generations or recombinations at diﬀerent trap sites. This gives rise to a
1/f spectra for S(f ) as shown in Fig. 2.1b [37].
Low frequency (f ) noise or 1/f noise is a complementary and versatile probe to
study the charge dynamics, density ﬂuctuations, and dielectric screening that are
otherwise inaccessible by resistivity measurements.1 In most nanoscale applications,
low frequency ﬂicker (1/f ) noise plays a signiﬁcant role in the performance of the
devices; particularly because the noise amplitude generally increases as the device
dimensions shrink. The spectral density (SI ) of the 1/f noise in the current (I) can
be expressed as SI = AI 2 /f α , where A is the (dimensionless) noise amplitude, and
α is the frequency exponent with a value around 1 [37]. It is generally believed that
ﬂicker noise originates from the ﬂuctuations in the number of charge carriers in the
channel due to trapping/detrapping of carriers in the oxide layer and/or ﬂuctuations
in the mobility of carriers [37–43]. In graphene, the carrier mobility can be highly
sensitive to the substrate material, with signiﬁcant enhancement in mobility at low
temperatures when SiO2 is replaced with h-BN [14, 44–46]. Therefore, a study of low
frequency noise in graphene transistors with h-BN as the substrate is desired for a
more complete understanding of the device performance of graphene on h-BN. Such a
study is also of interest for the nano-electronics community, where diﬀerent techniques
are actively being explored to reduce the low frequency noise of new materials and
devices.
Several experimental studies have investigated the ﬂicker or 1/f noise performance
of single-layer or multi-layer graphene devices fabricated on SiO2 substrates [38, 40,
47–52] and on SiC substrates [41, 53]. Here, we investigate the low frequency noise
performance of single-layer graphene ﬁeld eﬀect transistors on h-BN substrates and
compare it to those on SiO2 substrates (standard doped Si wafer with 300-nm SiO2
on top), at otherwise similar conditions.

1

The content of this chapter is adapted/reproduced from Ref. [31] with permission from Applied
Physics Society
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(a)

(b)

Fig. 2.1. (a) Trapping and detrapping process in a CMOS transistor.
Diﬀerent trap sites have diﬀerent time constants. (b) The total noise
spectral density S(f ) is a supperposition of ﬂuctuations due to diﬀerent
trap sites. This process gives rise to a 1/f dependence of S(f ) vs. the
frequency. Figure is taken from [37].
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2.2

Material preparation and device fabrication
We prepare h-BN ﬂakes (with thickness ranging from 20 to 50 nm) using the

standard scotch tape exfoliation technique from commercial h-BN (Momentive Performance Materials Inc.). We then transfer them onto a 500-µm highly doped Si/300nm SiO2 substrate (Nova Electronic Materials). The doped Si will be used as the back
gate for our devices. Single-layer graphene ﬂakes are also exfoliated using the scotch
tap technique from high quality polycrystalline graphite (Momentive Performance
Materials Inc.) onto a polymer ﬁlm consisting of a thin layer of positive resist (polymethyl methacrylate, PMMA) on top of a thin layer of polyvinyl alcohol (PVA).
Using a homemade transfer stage, the graphene ﬂakes are then transferred either on
top of SiO2 or h-BN substrates. The single layer thickness of graphene is conﬁrmed
by its characteristic optical contrast and Raman spectrum (measured by a Horiba
XploRA Raman microscope with 532 nm excitation laser, with an example of such
Raman spectrum of single-layer graphene on h-BN shown in Fig. 2.2b). Finally, ebeam lithography is used to design the contact patterns followed by deposition of Cr
(10 nm) and Au (60 nm) contact electrodes. Fig. 2.2a shows an optical image of a
representative device on top of an h-BN substrate.
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Fig. 2.2. (a) Optical microscope image of a back-gated field effect transistor based on single-layer graphene on h-BN (on a SiO2 /Si substrate).
Scale bar is 10 µm. (b) Raman spectrum (excitation laser wavelength =
532 nm) of a single-layer graphene measured after transfer on h-BN. The
2D peak at 2680 cm−1 has higher intensity than G-peak and has a singleLorentzian shape with full-width-at-half-maximum (FWHM) ∼ 30 cm−1 ,
indicating a single-layer graphene. The absence of the D peak around
1350 cm−1 indicates a low defect density.
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2.3

Electrical and low frequency noise measurements
All our electrical measurements were performed under ambient conditions (room

temperature and atmospheric pressure, and our devices did not go through any thermal annealing processes). A two-probe measurement technique depicted in Fig. 2.3a is
used for our noise measurements. In this technique, a low noise preampliﬁer (SR570,
input impedance ∼ 1-100 Ω) provides a “silent” (low noise) constant DC voltage bias
(VDS = 40 mV for all presented data in this chapter unless stated otherwise) across
the source and drain of the transistor and the same ampliﬁer is utilized to amplify the
signal (and noise) of the source-drain current (I). The spectral density of the current
noise (SI ) is then monitored using a dynamic signal analyzer (Agilent 35670A Dynamic Signal Analyzer). The back-gate voltage (Vg ) is supplied by a Keithley 2400
source-meter.
We observe that the noise spectral density of our devices, regardless of their substrates, is proportional to I 2 (varied by varying VDS at ﬁxed Vg ) [54] as previously
reported for graphene on SiO2 [37, 38, 49, 55]. Normalized spectral densities of the
measured noise signal (SI /I 2 ) on a representative graphene device on 40 nm h-BN
vs. frequency (f ) and at three diﬀerent Vg ’s are plotted in Fig. 2.3b. As it can be
seen, SI /I 2 is proportional to 1/f α with α ranging from 0.85 to 1.2 for our device.
We also characterize the background noise by replacing the graphene device with 0.5,
1, and 8 KΩ resistors (an exemplary result measured for an 8 KΩ resistor is also
plotted in Fig. 2.3b), where the noise amplitude exhibits very weak f dependence
and is much smaller than that of our graphene device.
Fig. 2.4a shows the four-probe resistances (R) of two graphene transistors on
SiO2 and h-BN substrates, respectively, vs. the back-gate voltage (Vg − VDirac , with
respect to the Dirac voltage, VDirac , which is ∼ 25 V and ∼ 5 V for the two devices,
respectively). Using the Drude’s formula
µF E =

1 dσ
,
Cox dVg

(2.3)
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Fig. 2.3. (a) Schematic of a two-probe noise measurement set-up used in
our experiment. A preampliﬁer (SR570) is used to bias the device and also
amplify the current signal (converted to a voltage output) that contains
the noise. The spectral density of the current noise is measured with a
dynamic signal analyzer. (b) Normalized spectral current noise density
(SI /I 2 ) of the device shown in Fig. 2.2a as a function of frequency (f ) at
various back-gate voltages (Vg ). Green line (slope = -1 on this log-log plot)
is a guide to eyes for the 1/f behavior. Background noise is characterized
by replacing graphene with an 8 KΩ resistor.
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where Cox is the gate capacitance per unit area and σ is the four-probe conductivity
of the channel material, we obtain the ﬁeld eﬀect mobility µF E ∼ 4000-6000

cm2
V −s

for both devices. Fig. 2.4b shows the drain current (I) vs. Vg − VDirac of the same
devices of Fig. 2.4a. These measurements are also done at room temperature and
immediately before the noise measurements. Measured drain current values here are
later used to calculate the normalized noise spectral density (SI /I 2 ) as well as the
noise amplitude (A).
In order to have a better comparison between the noise behavior of graphene
devices on top of diﬀerent substrates, we calculate the noise amplitude as

A = 1/n

n
X
fi SI
i=1

I2

i

,

(2.4)

which is a noise characteristic independent of the current passing through the transistor and averaged over “n” diﬀerent frequencies. The quantity A and also the
normalized noise amplitude A × W × L (where W and L are the width and length of
the channel, respectively) will be used as metrics to indicate how much improvement
in noise we gain by changing diﬀerent parameters in our devices (e.g. changing the
substrate from SiO2 to h-BN), with larger A indicating a worse noise performance.
Fig. 2.4c and d show the noise amplitude (A) and the normalized noise amplitude
(A×W ×L) vs. Vg −VDirac in devices studied in Fig. 2.4a and b at room temperature.
We notice two signiﬁcant diﬀerences between the graphene device on SiO2 and that
on h-BN. First, the normalized noise amplitude is around one order of magnitude
lower in the graphene device on h-BN compared to that on SiO2 . Previous experiments have demonstrated that h-BN substrate has much lower densities of charge
impurities and trap sites compared with SiO2 , and can lead to signiﬁcantly increased
mobility of graphene (particularly at low temperatures, where impurity scattering is
especially important and limits the mobility) [14, 44, 56, 57]. Since the ﬂicker noise
originates from ﬂuctuations in the number or mobility of the carriers, the reduced
impurities in the h-BN is expected to help reduce these ﬂuctuations and result in
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lower noise. Secondly, we observe an M-shaped behavior (with a minimum at the
Dirac point) in the noise amplitude near the Dirac point in the graphene device on
SiO2 , consistent with previous experiments [49]. This behavior is attributed to the
existence of electron-hole puddles and charge inhomogeneity near the Dirac point. In
contrast, such an M-shaped behavior is not observed for the device on h-BN, where
the measured noise amplitude vs. Vg shows a qualitatively similar trend as R vs. Vg
and a maximum around the Dirac point. The absence of the M-shaped behavior in
graphene on h-BN (which we conﬁrmed in multiple devices) is consistent with the expectation that the h-BN substrate can substantially reduce the charge inhomogeneity
and electron hole puddles in graphene. The observed gate-dependence of the noise
amplitude in graphene devices on h-BN is qualitatively consistent with Hooge’s empirical relation: A = αH /N , where N is the total number of carriers, which is tuned
by the gate, and αH is the Hooge’s noise parameter [36, 38].
Fig. 2.5 plots a histogram of the normalized noise amplitudes measured at all the
gate voltages for all graphene devices studied, both on h-BN (data in blue, from 6
devices) and SiO2 (data in red, from 3 devices; we also included 3 devices from a
previous study [49], shown as data in black). We observe that the noise amplitude
of graphene devices is reduced on average by one order of magnitude with h-BN
substrate vs. SiO2 substrate.
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Fig. 2.4. (a) Four-probe resistance (R) of the graphene channel measured
using an AC technique with an SR830 lock-in ampliﬁer vs. Vg − VDirac
(gate voltage with respect to the Dirac point voltage) for a device on h-BN
substrate (red curve) and another on SiO2 (black curve). (b) DC drain
current (I) vs. Vg −VDirac of the same devices in (a) measured right before
the noise measurements. (c) Amplitude of the noise (A) vs. Vg − VDirac
and (d) normalized noise amplitude (A × W × L) vs. VG − VD for the
devices presented in (a).
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Fig. 2.5. Histogram of the normalized noise amplitude (A × W × L) at
all the gate voltages measured in all graphene transistors on h-BN (blue,
including 6 devices) and on SiO2 substrates (red, including 3 devices and
black, including 3 devices of [49])
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2.4

Summary and concluding remarks
The low frequency noise consideration is of paramount importance in many ap-

plications including nanoelectronics and radio frequency (RF) devices. As S(f ) is
inversely proportional to the volume, further shrinking of the device size results in
larger and larger noise. Furthermore, 1/f noise can be up-converted into higher frequencies in RF applications and hence hinder the performance of the device. This
is of particular importance for graphene-based electronics. Due to the absence of an
energy gap, future applications of graphene-based devices rely heavily on graphene
high mobility, which makes it a perfect candidate for RF applications [37]. Moreover,
study of 1/f noise can reveal diﬀerent properties of the system that are diﬃcult ot
investigate solely based on electrical conductance measurements. Over the past few
years, there have been many studies focused on 1/f noise performance of single-layer
graphene and other 2D materials. Notably, it was experimentally demonstrated that
in superlattices between hexagonal boron nitride (hBN) and graphene, 1/f noise is
sensitive to the position of super lattice Dirac point with much larger noise amplitude
when Fermi energy is neat these points [58]. Furthermore, 1/f noise at an individual
grain boundary (GB) of graphene was investigated, where it was revealed that not
only does the GB lead to additional scattering in electrical transport, but also it is a
major source of noise with 3-4 orders of magnitude larger noise compared to graphene
itself. The 1/f noise was also studied in MoS2 . Interestingly, It was shown that unlike graphene, the noise in few-layer MoS2 changes with the gate voltage according
to McWhorter model. It was also revealed that the noise amplitude is mych larger in
MoS2 devices compared to graphene [59, 60].
In this chapter, we have measured the current noise spectral density of graphene
ﬁeld eﬀect transistors on two diﬀerent substrates, h-BN and SiO2 . We have observed
that the normalized noise amplitude of graphene transistors measured at room temperature is reduced by ∼ 10 times for devices on h-BN compared to devices on SiO2 .
Furthermore, the gate voltage dependence of the noise amplitude exhibits qualita-
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tively diﬀerent behaviors for devices on h-BN (with a noise amplitude maximum at
Dirac point) versus those on SiO2 (with a noise amplitude minimum at Dirac point
and an M-shaped gate dependence). Our observations can be attributed to the signiﬁcantly reduced charge impurities and traps in h-BN compared to SiO2 , leading
to signiﬁcantly reduced ﬂuctuations in the carrier mobility and density (including
charge puddles) in graphene. Our work demonstrates that the use of h-BN substrates
can oﬀer an eﬃcient technique to reduce the noise and improve the performance of
graphene-based devices.

24

3. THERMOELECTRIC TRANSPORT IN FEW-LAYER
MOS2
3.1

Introduction
Tranport in solids are due to quasi-free electrons in conduction or valence bands,

where the mass of a free electron is replaced by an eﬀective mass m∗ . Electrical
conductance measurements alone often do not tell us everything about the nature
of transport inside the solid. In other words, connecting a battery to the two ends
of a conductor will always result in electrons ﬂowing from the negative to the positive terminals. However, thermoelectricity, which is direct conversion of temperature
diﬀerence to electrical power and vice versa, is more sensitive to the nature of transport such as particle-hole symmetry and hence it will reveal information about the
conductor that were otherwise diﬃcult ot obtain by means of electrical conductance
measurements [61, 62].
The ﬁrst thermoelectric eﬀect is Seebeck eﬀect which was discovered by Thomas
Johann Seebeck in 1821 [61]. The Seebeck eﬀect is the direct conversion of temperature diﬀerence into electrical voltage. It was originally studied in junctions made
between diﬀerent conductors in a set-up as shown in Fig. 3.1. Thirteen years after
the discovery of the Seebeck eﬀect, Peltier discovered the second thermoelectric effect, that is, a current passing through a thermocouple can produce heating/cooling
eﬀects depending on its direction. Such an eﬀect is known as the Peltier eﬀect and
it is very diﬀerent from the Joule-heating caused by an electrical current, since it
can result in both heating and cooling of the system [61]. Furthermore, it is very
diﬃcult to distinguish the Peltier eﬀect from the Joule-heating as both are present
in a current-carrying conductor. A few years after the discovery of the Peltier eﬀect,
Lord Kelvin formulated the relation between the two thermoelectric eﬀects. He also
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Fig. 3.1. Experiment to demonstrate both Seebeck and Peltier eﬀects [61].

showed that in a homogenous conductor in presence of both electrical current and
temperature gradient, there should be reversible cooling/heating. This is the third
thermoelectric eﬀect and is known as the Thomson eﬀect [61].
The concept of the Seebeck eﬀect can be understood by looking at the Fermi
distribution function:
f (E) =

1
,
1 + exp( Ek−BETF )

(3.1)

where E is the energy of the carriers, EF is the Fermi energy, kB is the Boltzmann
constant, and T is the temperature. Equation (3.1) reveals that f (E) is a function of
both EF and T . Therefore, in a material shown in Fig. 3.2, a temperature gradient ΔT
will cause imbalance in f (E) at its the two ends and will lead to a voltage diﬀerence
due to the Seebeck eﬀect. This eﬀect is characterized by:
S=−

Vhot − Vcold
,
Thot − Tcold

(3.2)

where S is the Seebeck coeﬃcient. Remarkably the sign of this voltage, i.e. the sign
of the Seebeck coeﬃcient, will reverse depending on whether the material is n-type
or p-type. In the Seebeck eﬀect, the carriers are diﬀusing from the hot end to the
cold end. Considering that the transport is dominated by electrons (holes) in n-type
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Fig. 3.2. Thermoelectric current induced by a temperature gradient. Electrons are ﬂowing in the opposite direction for a n-type compared with a ptype conductor, giving rise to opposite sign of the Seebeck coeﬃcient [62].

(p-type) conductors, one would expect that the voltage created by the Seebeck eﬀect
would be reversed in n-type vs. the p-type conductor [61, 62].
Possibility of converting waste heat to electricity makes thermoelectric eﬀects intriguing for many applications. Researchers have been working on possible application
of thermoelectric devices for several decades. The important ﬁgures of merit in this
regard are (i) how much power can be generated from a constant temperature difference and (ii) how eﬃcient the thermoelectric device is in converting the heat into
electricity. The quantity S 2 σ is known as the thermoelectric power factor P F and is
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a measure of the maximum power a thermoelectric device can deliver to a load. The
second important ﬁgure of merit is called ZT , which is derived from the ratio between
the maximum power delivered to a load (P F ) and the power supplied by the external
heat source, i.e. ZT = S 2 σ/κ, where κ is the thermal conductivity. Thermoelectirc
devices have many applications in thermal coolants, space crafts etc. However, their
true potential is hindered by their ZT. So far the best materials have ZT on the
order of 2-3, yet a ZT of ∼ 10 is required to think about meaningful applications for
thermoelectric devices [32, 61, 62].
While the main focus so far has been on the electrical and optoelectronic properties
of TMDs, less attention has been paid to their thermoelectric properties [2, 63–67].
Thermoelectric power (TEP) measurements are particularly sensitive to the particle/hole asymmetry and can provide unique insights into the electronic structure
that may be more diﬃcult to probe solely from standard electrical transport measurements [68–71] 1 . As a 2D TMD, molybdenum disulﬁde (MoS2 ) is particularly
promising because of its ﬁnite bandgap (1.8 eV in single layer and 1.2 eV in bulk),
large ION /IOF F ratio, good mobility and steep subthreshold slope (∼ 75 mV/dec)
at room temperature. Additionally, the band structure of MoS2 shows a remarkable
evolution with the thickness, transitioning from indirect to direct bandgap as the
thickness decreases down to monolayer [3, 63–66, 72, 73]. This band structure change
is expected to strongly aﬀect the electrical and thermoelectric properties. Previous
studies have suggested that low dimensional systems can potentially achieve an improved thermoelectric power factor P F and ﬁgure of merit ZT = P F/κT = S 2 σ/κT ,
where T is the temperature and κ is the thermal conductivity [61,74,75]. Researchers
have also experimentally probed photo-thermoelectric and thermoelectric eﬀects in
single-layer MoS2 [76, 77]. A few theories have also predicted large ZT values in
MoS2 and other TMD ﬂakes of less than ﬁve-layer thick at appropriate doping levels [78, 79]. However, a careful experimental study of the thermoelectric transport in
few-layer MoS2 with tunable doping is needed to critically examine the thermoelectric
1

The content of this chapter is adapted/reproduced from Ref. [32] with permission from Applied
Physics Society
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performance in realistic MoS2 materials. In this chapter, we investigate gate-tunable
electrical and thermoelectric transport in single and few-layer MoS2 ﬁeld eﬀect transistors (FET). Our observations help to better understand the electrical and thermoelectric performance of MoS2 -based devices and also other TMDs and provide insight
to their future applications as thermoelectric devices.

3.2

Material preparation and device fabrication
MoS2 ﬂakes with diﬀerent thicknesses (t) ranging from single layer (t ∼ 0.65 nm)

to 23 layers (t ∼ 15 nm) were exfoliated (from bulk MoS2 , obtained from 2dsemiconductors company) using the standard scotch-tape technique and then transferred onto
a degenerately doped silicon substrate with a 300 nm SiO2 layer on top (see Fig. 3.3a
for a schematic). Electron-beam (e-beam) lithography followed by deposition of Al
(70 nm) was utilized to make the contact probes, heater, and micro-thermometers.
Previous studies report that low work function metals provide Ohmic contacts to
MoS2 . We, therefore, choose Al because it has a low work function (∼ 4.1-4.3 eV),
comparable to the electron aﬃnity of MoS2 (∼ 4 eV) [72], and at the same time provides good adhesion for the following wire-bonding step. A combination of Atomic
Force Microscopy (AFM) and Raman Spectroscopy was used to characterize the MoS2
ﬂakes. For thin (≤ 5 layers) MoS2 ﬂakes, the diﬀerence between the two dominant
peaks (E21g and A1g ) in Raman spectra increases monotonically with the number of
layers, and is used to determine the number of layers in this material [80]. For thicker
ﬂakes, AFM was employed to characterize the ﬂakes and measure their thickness
(Fig. 3.3c and d). Our ﬂakes are n-type with typical carrier mobility as measured by
ﬁeld eﬀect around 20-60 cm2 /V-s.
Fig. 3.3a shows a three dimensional schematic of a typical device used for TEP and
electrical conductance measurements in our study (the optical image of a two-layer
MoS2 device, device 1, is shown in Fig. 3.3b). In this structure, two metal stripes (R1
and R2 ) simultaneously act as the source/drain contacts and micro-thermometers,
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Fig. 3.3. (a) Schematic of a typical device used for thermoelectric and
electrical measurements. Metal lines are 1 µm wide. (b) Optical image
of the device. Dashed white envelope highlights the MoS2 flake. Scale
bar is 10 µm. (c) Raman spectra of single to four-layer MoS2 flakes. (d)
Atomic force microscope (AFM) image of the six-layer MoS2 flake showing
a thickness of around 3.9 nm. The height profile was measured along the
white horizontal line in the AFM image in the inset.

4

30
while another metal line located adjacent to but not in direct contact with the ﬂake
acts as a micro-heater. In addition to the TEP measurement, this structure enables
us to independently measure the two-probe and four-probe electrical conductance of
the device. Moreover, the degenerately doped silicon substrate can be used as the
back gate to tune EF or the carrier density in the MoS2 channel.

3.3

Measurement methods
Electrical and thermoelectric transport measurements for our devices were per-

formed in an evacuated cryostat, with pressure ∼ 10−6 Torr. Semiconducting ﬁeld
eﬀect devices, especially in their subthreshold regime, have a large channel resistance.
This large resistance can become comparable with or larger than the input impedance
of the measurement instrument. Therefore, careful consideration must be taken into
account for the electrical and TEP measurements of these FETs, see Appendix A for
more details about the measurement techniques. We use the voltage-biasing technique to measure the two-probe electrical conductance (G2p ) of our devices both in
their ON and OFF regimes of operation. The four-probe electrical conductance (G4p ),
however, was measured only in the ON state utilizing the standard current-biasing
technique.
For a consistency check of our reported TEP, we used both DC and AC measurements and made sure that both techniques result in similar TEP values. In the DC
conﬁguration, a DC current is applied to the heater to create a temperature diﬀerence
(ΔT ) across the channel, monitored by changes in the four-probe resistance of the
thermometers R1 and R2 . A thermally induced DC voltage (Vthermal ) between R1 and
R2 is then measured using a Keithley 2182A nanovoltmeter and the resulting TEP
is calculated from S = −Vthermal /ΔT . When our devices enter their subthreshold
regime, the channel resistance becomes very large. Therefore, a resistive coupling
from the heater to the channel material (facilitated mostly through the contact pads)
results in a deviation from the expected parabolic behavior in Vthermal as a function
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of the heater current. This deviation becomes more pronounced as we go further into
the subthreshold regime and can generate a spurious voltage signal that overwhelms
the actual thermoelectric signal. Furthermore, the resistive coupling from the back
gate to the channel and the small oﬀset current from the nanovoltmeter will result in
an oﬀset voltage in Vthermal . This oﬀset voltage, which is present even at zero heater
current and is unrelated to the thermoelectric eﬀect, as previously noted in other
semiconducting channels such as Si MOSFETs [81], could make TEP measurements
further unreliable. When the device is in the ON state, the channel resistance is small
and hence, these spurious eﬀects become rather small and insigniﬁcant.
In the AC conﬁguration, a low frequency (ω) AC heater current is applied to create
a temperature diﬀerence ((2ω), 90 deg phase shifted from the AC current) across the
channel (between thermometers R1 and R2 ), monitored through changes in the fourprobe resistance of R1 and R2 . A thermally induced 2ω voltage (Vthermal (2ω), 90 deg
phase shifted from the AC current) is then monitored by a SRS 830 lock-in ampliﬁer
(Fig. 3.4) and the resulting TEP is calculated from S = −Vthermal (2ω)/ΔT (2ω). Our
presented results here are measured using the AC technique (with ω = 2π × 5.117
rad/sec) over a range of back-gate voltages where a reliable measurement could be
performed. Fig. 3.4c illustrates the temperature proﬁle (caused by the Joule heating) in our double-layer MoS2 structure calculated from the ﬁnite-element simulation
(using the software package COMSOL). The simulated temperature diﬀerence is 12%
lower than that we measure experimentally.
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Fig. 3.4. (a) The temperature rise at each thermometer as a function of
2
IHeater
for device 1 at room temperature. (b) Room temperature Vthermal
2
as a function of IHeater
for two diﬀerent back-gate voltages (VG ) in the ON
state. (c) Amplitude of the temperature in the device geometry presented
in Fig. 3.3a calculated from a ﬁnite-element simulation (using COMSOL)
for IHeater = 4.8 mA. The simulated temperature diﬀerence across the
MoS2 channel is 12% lower than that we measure experimentally.

33
3.4

Thermoelectric effects in single and few-layer MoS2
Fig. 3.5a shows the output characteristic, the drain current (ID ) as a function of

the drain voltage (VDS ), for various back-gate voltages (VG ) of a representative field
effect device (device 1) based on a two-layer MoS2 (t ∼ 1.3 nm) at room temperature.
The linear behavior of ID versus VDS is an indication of Ohmic contacts. A room
temperature transfer characteristic, ID versus VG , of the device 1 is also shown by the
dashed blue line in Fig. 3.5b. The increasing ID vs. VG indicates n-type conduction.
Two distinct regimes (the “ON” and “subthreshold”) of operation can be seen. The
threshold voltage (Vth ) is extracted by extrapolating the linear part of the transfer
characteristic to zero ID as shown in Fig. 3.5b. In the ON state (VG > Vth ) and with
the small drain voltage applied (VDS = 400 mV), the device is in its linear regime
of operation and the current increases approximately linearly with VG . While in the
subthreshold regime, the current drops exponentially as we lower VG .
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Fig. 3.5. (a) Room temperature output characteristic (ID − VDS ) of the
device 1 (two-layer MoS2 ) for various back-gate voltages (VG ). Inset is an
optical image of the device. Scale bar is 10 µm. (b) Room temperature
transfer characteristic (ID − VG ) of the same device measured with VDS =
400 mV. The blue and red data curves correspond to ID displayed in log
(left axis) and linear (right axis) scales, respectively.

34
Plotted in Fig. 3.6a and b are the two-probe electrical conductance (G2p ) and
Seebeck coeﬃcient (−S = |S|) as functions of VG at six diﬀerent temperatures ranging
from 80 K to 300 K for device 1. The n-type behavior observed in the gate-dependent
conductance of this device is in agreement with the negative sign of S observed in
the TEP measurement. In Fig. 3.6b, we plot −S only in the ON state, where the
MoS2 channel is suﬃciently conducting for S to be measured reliably. For lower VG ,
EF is lowered further into the band-gap and fewer charge carriers contribute to the
transport. Even though we expect TEP to be signiﬁcantly enhanced, the exceedingly
large channel resistance can make TEP measurements unreliable.
Fig. 3.6c shows the four-probe electrical conductance (G4p ) of the device 1 as a
function of VG (above -20 V where the device is in the ON state) for six diﬀerent
temperatures. The n-type behavior, as seen by the increasing G4p with increasing
VG (which raises EF further away from the mid-gap and toward/into the conduction
band) is consistent with that seen in G2p and −S. On the other hand, G4p , as a
more intrinsic probe of the channel conduction compared to G2p , reveals additional
information in its temperature dependence. For VG ≥ 10 V, G4p increases as we lower
the temperature (metallic behavior), while for VG ≤-10 V, G4p decreases as we lower
the temperature (insulating behavior). This transition from metallic to insulating
behavior in G4p is further shown in Fig. 3.6d where G4p is plotted as a function of
1/T for three diﬀerent back-gate voltages. No metallic to insulating transition is seen
in G2p , which is likely dominated by the contact resistance due to Schottky barrier
that increases as the temperature goes down. As a result, G2p decreases as we lower
the temperature for all the back-gate voltages.
Next we study how the thickness (number of layers) of MoS2 aﬀects the electrical
and thermoelectric transport properties in the ON state (VG > Vth ), where TEP
measurements are reliable and appreciable thermoelectric PF may be expected due
to a larger electrical conductivity compared to the OFF state. Fig. 3.7a and b show
the four-probe electrical conductivity (σ4p =

G4p L
,
Wt

where L and W are the length and

width of the MoS2 channel, respectively) and Seebeck coeﬃcient (−S) as functions
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Fig. 3.6. (a) Two-probe electrical conductance (G2p , log scale) and (b)
TEP (−S) for device 1 (two-layer MoS2 ) as a function of VG at six diﬀerent
temperatures (T ) from 80 to 300 K. (c) Four-probe electrical conductance
(G4p , log scale) as a function of VG in the ON state for device 1. (d) Arrhenius plot of G4p (log scale) vs. 1000/T for three diﬀerent VG ’s showing
a transition from metallic to insulating behaviors with decreasing VG .
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Fig. 3.7. (a) The four-probe electrical conductivity (σ4p ) and (b) TEP
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voltage (VG − Vth , relative to the threshold voltage) measured at room
temperature. (c) σ4p and (d) TEP of MoS2 as functions of the thickness
(number of layers) measured at diﬀerent VG − Vth values. These values
correspond to a certain charge carrier density inside the MoS2 channel.

of the back-gate voltage for devices with various channel thicknesses (t), respectively.
The electrical conductivity shows an n-type behavior (σ4p increases with increasing
VG ) for all our samples regardless of their thickness. Thickness dependent σ4p and S
for diﬀerent back-gate voltages are also presented in Fig. 3.7c and d, respectively. As
we change the channel thickness, the electrical conductivity shows a maximum at two
layers, while TEP has a peak at four layers. In particular, our results show as large
as six-time improvement in σ4p , as we reduce the channel thickness from 23 layers
down to two layers. The dependence of S on the channel thickness is much weaker
compared to σ4p for devices thicker than single layer, whereas the single-layer ﬂake
gives notably smaller TEP (∼ 200 µV) compared to thicker ﬂakes.
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We observe a maximum P F (measured at the largest VG − Vth used in this experiment) of around 30 µW/cm-K2 , in the two-layer device, which is six times larger
than P F of around 5 µW/cm-K2 observed in the 23-layer device. In another doublelayer MoS2 , where we could apply larger VG , a maximum P F ∼ 53 µW/cm-K2 was
observed. Such a large P F is notable given the highest P F measured in the best
bulk thermoelectric material Bi2 Te3 is ∼ 50 µW/cm-K2 . Since the in-plane thermal
conductivity (κ) of MoS2 is relatively large, ZT would still be small (∼ 0.05, assuming
reported values of κ ∼ 30-50 W/m-K [82,83]). On the other hand, we were unable to
observe any peak in P F within the range of the back-gate voltage used (VG < 70-100
V, where the leakage current IG starts to increase for higher VG ). Our results suggest
that stronger gating towards more positive voltages (deeper in the ON state) may be
needed to demonstrate the full thermoelectric potential of this material.

3.5

Theoretical modeling of the thermoelectric properties
In this section, we calculate the in-plane thermoelectric properties of single- and

double-layer MoS2 using the Landauer transport formalism, which is equivalent to
solving the Boltzmann equation in the case of diﬀusive transport [75, 84–87] 2 . Here,
we will brieﬂy describe our approach to calculate the Seebeck coeﬃcient and electrical
conductivity using the full band dispersions obtained from the ﬁrst-principles density
functional theory. More elaborate discussion of our method can be found elsewhere
[86, 87].
Utilizing ﬁrst-principles density functional theory (DFT), we have calculated the
band structure and the density of states (DOS(E)). Fig. 3.8a and b show the electronic dispersion and DOS(E) for single-layer and double-layer MoS2 , respectively.
Our calculated band structure shows that single-layer MoS2 is a direct gap semiconductor with a 1.68 eV band gap and double-layer MoS2 is an indirect gap semiconductor with a 1.34 eV band gap. The electronic states were calculated using the DFT2

This calculation was done by Jesse Maassen and Mark Lundstrom
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based VASP simulation software [88, 89], which uses a plane-wave basis to expand
the eigenfunctions (energy cutoﬀ of 400 eV for single-layer and double-layer MoS2 )
and the projector augmented-wave method to treat the atomic cores. The Perdew,
Burke, and Ernzerhof (PBE) ﬂavor of the generalized gradient approximation (GGA)
was employed, along with the optimized lattice constants taken from Ref. [90]. A
7 × 7 × 1 Monkhorst-Pack-generated k-grid was utilized for the self-consistent charge
density calculations.
We model the thermoelectric properties of single and double-layer MoS2 using
Landauer formalism. In this approach, the four-probe sheet conductance (Gsheet ) and
Seebeck coeﬃcient (S) can be expressed as:

Gsheet

2e2
=
h

Z

R∞ �
1
S=−
eT

−∞

"

#
∂f (E)
Me (E)λ(E) −
dE,
∂E
−∞
∞

"

E − EF Me (E)λ(E) −
"

R∞
−∞

Me (E)λ(E) −

#
∂f (E)
∂E

#
∂f (E)
∂E

(3.3)

dE
,

(3.4)

dE

where e is the electron charge, h is the Planck constant, T is the temperature, Me (E)
is the number of modes, λ(E) is the electronic mean-free-path for backscattering, EF
is the Fermi energy, and f (E) =

1
exp(

E−EF
kB T

)+1

is the Fermi distribution function.

Me (E) depends only on the calculated electronic dispersion of single-layer and
double-layer MoS2 [85], which we extract using the LanTraP tool [90], see Fig. 3.8c.

r
E −EC
For λ(E), we assume an expression of the form λ = λ0 kB T
, where λ0 and r
are two ﬁtting parameters independent of energy. With λ, we can compute the
sheet conductance (Gsheet ) and Seebeck coeﬃcient (S) as functions of 2D carrier conR∞
centration n2D = EC DOS(E)f (E)dE from equations Equation (3.3) and Equation (3.4), respectively. Furthermore, using the parallel-plate capacitor model n2D =
Cox (VG − Vth0 )/e we can relate n2D and VG . Here Vth0 is an intrinsic threshold voltage
that we obtain from our ﬁtting (determined from the procedure described below) and
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can be slightly diﬀerent from Vth extracted from the ID − VG curve, e.g., Fig. 3.5b.
The procedure to calculate the ﬁtting parameters is as follows. First we ﬁt S vs. VG
to extract r and Vth0 , note that λ0 cancels out in the Equation (3.4) for S. Then,
we ﬁt Gsheet vs. VG to determine λ0 . We only vary r in increments 0.5 instead of
continuously to obtain the best possible ﬁt. Through our ﬁtting procedure, we ﬁnd
that for single-layer MoS2 the optimal parameters are λ10L =0.7 nm, r1L = 0 and for
double-layer MoS2 , the ﬁtted parameters are λ20L = 0.8 nm, r2L = 1. Additionally,
from ﬁtted Vth0 we obtain EF − EC = −70 meV with n2D = 4.8 × 1011 cm−2 for
single-layer, and EF − EC = −120 meV with n2D = 1.7 × 1011 cm−2 for double-layer
MoS2 , all evaluated at VG = Vth .
Fig. 3.9a and b plot −S and Gsheet as functions of EF −EC . We observe a fair agreement between our theory and experiment once an appropriate energy-dependence of
λ is used. The extracted r2L = 1 value for double-layer MoS2 implies that the average mean-free-path increases with increasing VG , and suggests that ionized impurity
scatterings may be playing a role. This diﬀerence in the energy-dependence of λ is
important in explaining the smaller TEP observed in our single layer MoS2 compared
to double layer. More notably, our theoretical analysis shows that the scattering
mechanism can be used to engineer a thermoelectric device with larger S (eg. twice
larger in 2L compared to 1L MoS2 ), and yet comparable electrical conductivity. We
note that since EF − EC for both devices is always negative, the Mott formula (equation Equation (3.5) [61, 71]) cannot be used here. To demonstrate this fact, we have
plotted −S vs. VG − Vth (black dashed line) calculated from the Mott relation using
the measured electrical conductivity for the double-layer device.

S=−

2
T 1 dσ4p
πm∗ kB
2
3Cox ~ σ4p dVG

(3.5)

Fig. 3.9c shows the dependence of −S on the four-probe conductivity. Using the
extracted relationship between the back-gate voltage and Fermi level position, we
plot the measured and calculated thermoelectric P F vs. EF − EC in Fig. 3.9d. We
predict a peak of ∼ 95 µW/cm-K2 around EF − EC ∼ 82 meV in the calculated
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Fig. 3.9. Theoretically ﬁtted (solid blue lines) (a) thermoelectric power
(−S) and (b) four-probe electrical conductivity σ4p vs. VG −Vth for singlelayer and double-layer MoS2 , plotted along with corresponding experimental data of Fig. 3.7 (dashed red lines). A Mott relation ﬁt (dashed black
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(−S) vs. four-probe electrical conductivity (σ4p ) and (d) thermoelectric
P F vs. Fermi energy (EF − EC , with resect to the bottom of the conduction band, EC ) for single and double-layer MoS2 . Solid lines are theoretical
results and dashed lines show experimental measurements.

thermoelectric P F of the double-layer MoS2 . Considering this theoretical maximum
power factor and assuming a thermal conductivity of κ ∼ 30-50 W/m-K, we obtain
a maximum ZT ∼ 0.1 for the double-layer device.
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3.6

Summary and concluding remarks
In this chapter, we measured gate modulated electrical conductivity and TEP in

MoS2 ﬂakes with diﬀerent thicknesses. We have observed the largest thermoelectric
power factor in two-layer MoS2 , about six times improved compared to the thickest
MoS2 ﬁlm. This increase in P F stems from a larger σ4p with comparable TEP to that
of thicker ﬂakes. We also explained the signiﬁcant drop in Seebeck coeﬃcient with
the single-layer MoS2 compared to double-layer MoS2 as due to energy dependences
of λ (constant for the single layer and linear for the double layer). Our observations
bring new insights to understanding of the electronic and thermoelectric properties
of MoS2 and will help to explore the possibility of using MoS2 and other TMDs in
the future thermoelectric applications. More notably, our theoretical calculations
demonstrate that scattering mechanisms could be advantageous in thermoelectric
applications. In other words, energy-dependent scatterings, arising for instance from
impurity scatterings, can result in signiﬁcant enhancement of the Seebeck coeﬃcient
without aﬀecting the electrical conductivity. Devices with such improved Seebeck
coeﬃcients could be useful in thermoelectric cooling applications.
The thermoelectric eﬀects in 2D materials including graphene, MoS2 , and other
TMDs have been further studied in the past year. In a similar work to the one
presented in this chapter, the thermoelectric P F was studied in one- to three-layer
thick MoS2 , where a large P F of ∼ 80 µW/cm−1 K−2 was observed in a double-layer
device [91]. In another work, a double-layer gating (using an ionic gate as the top
gate and a highly doped Si/Si2 as the bottom gate) was exploited to improve the electrostatic gating eﬃciency in WSe2 [92]. In this work, electrical and thermoelectric
transport were studied both in the electron-doped and hole-doped regimes and a thermoelectric P F as large as 40 µW/cm−1 K−2 was observed. The eﬀects of the substrate
in the thermoelectric properties of graphene was also investigated [93]. This study
shows that the use of h-BN instead of SiO2 as the substrate/dielectric helps to signiﬁcantly improve not only the electrical perfomance (like carrier’s mobility) but also the
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thermoelectric P F . The thermoelectric P F as large as 345 µW/cm−1 K−2 , which is 4
times larger than that of MoS2 on SiO2 and conventional Bi2 Te3 , is observed; making
hBN/gaphene heterostructure suitable for future thermoelectric cooling applications.
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4. JOSEPHSON JUNCTIONS BASED ON
TOPOLOGICAL INSULATOR NANORIBBON
4.1

Introduction
Three-dimensional (3D) topological insulators (TIs) are a new class of quantum

matter with an insulating bulk and conducting topological surface states (TSS), topologically protected against time-reversal-invariant perturbations (scattering by nonmagnetic impurities such as crystalline defects and surface roughness) [17, 20]. After
the discovery of TIs, topological superconductors (TSCs) and superﬂuids were predicted. Topological superconductors are another important class of quantum matter
and are analogous to TIs, where the superconducting gap and Majorana fermions
of TSCs replace the bulk bandgap and Dirac fermion surface states of the TI, respectively [94, 95]. Controlling the Majorana modes is considered one of the important approaches for developing topologically protected quantum computers. Threedimensional TIs in proximity to s-wave superconductors have been proposed as one
of the promising platforms to realize topological superconductivity and Majorana
fermions [28]. Furthermore, due to the enhanced surface to volume ratio, uniform
cross-sectional area, and relatively small size, TINR-based devices have shown to
be an excellent platform to study topological transport, exhibiting ballistic conduction and π-Berry-phase Aharonov-Bohm eﬀects [21–23], and are also predicted to
be promising for the study of topological superconductivity [96–98]. In order to get
a better insight into the nature of the induced superconductivity in the TSS of TIs,
however, we ﬁrst study the superconductivity induced by proximity coupling of s-wave
superconductors in superconductor-TI-superconductor (S-TI-S, including S-TINR-S)
junctions.
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In recent years, S-TI-S Josephson junctions (JJ’s) with 3D TIs have been extensively studied. Gate-tunable supercurrent and Josephson eﬀects, such as Fraunhofer
patterns and Shapiro steps, have also been observed [33, 99–112]. However, in many
of the devices studied so far, the bulk of the TI have notable contributions to the
transport properties of the junction and make it diﬃcult to separate the contribution
of the surface states. In this chapter, we study S-TI nanoribbon (TINR)-S Josephson
junctions, where S = Niobium (Nb) and the TINRs are mechanically exfoliated from
bulk BiSbTeSe2 (BSTS) TI crystals. Our BSTS is among the most bulk-insulating TIs
with surface states dominated conduction, and chemical potential located close to the
surface state Dirac point in the bulk bandgap [113,114]. Therefore, our study enables
us to investigate the proximity eﬀects and induced superconductivity in such “intrinsic” (bulk-insulating) and gate-tunable TINRs with both electron (n) and hole (p)
dominated surface transport. Moreover, we are able to investigate the transparency
of our superconducting contacts to TINR both in the electron and hole dominated
transport regimes through the observation of multiple Andreev reﬂections (MAR)1 .

4.2

Josephson eﬀects
A detailed understanding of the carrier transport at the interface of superconductor-

normal metal (S-N) is essential for the study of more sophisticated phenomena such
as Josephson eﬀects and Majorana fermions. At the interface of a normal conductorsuperconductor hybrid devices, a unique reﬂection process, called Andreev reﬂectan,
can take place. When an electron in the normal conductor with an energy E < Δ,
where Δ is the superconducting gap of the superconductor, is moving towards the
interface of N-S; it can form a cooper pair in the superconductor by taking an extra
electron from the Fermi sea of the normal conductor and consequently leave a hole
behind. Since a cooper pair is constructed out of two electrons with opposite spins
and momentums, the reﬂected hole will have the same wave vector as that of the
1

The experiments in this chapter were performed together with Luis Jauregui. The preliminary
results were published in his thesis [115] and the complete results were later published in [33]
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incident electron. The wave vector and group velocity of a hole are opposite to each
other; therefore, the incident electron and the reﬂected hole will move on the same
path but in opposite directions as shown in Fig. 4.1 [116]. Due to the opposite charge
and group velocity of the starting electron and the reﬂected hole in the Andreev reﬂection process, the conductance is twice as large as the case where the ideal normal
transmission occurs at the interface.
In 1962 Josephson predicted that a supercurrent can ﬂow between two superconducting electrodes which are separated by a thin insulating material and that the
supercurrent depends not on the voltage diﬀerence across the electrodes but on the
phase diﬀerence between the two superconductor. Further works showed that this
phenomenon can be extended to normal metals and semiconductors. The dependence of the supercurrent on the phase diﬀerence between the two superconducting
electrodes is called the current-phase relation (CPR) and is an important characteristic of any Josephson junction (JJ) [116–118].
In superconductor - insulator - superconductor (S-I-S) JJs, the supercurrent is
carried by the tunneling of cooper pairs between the two superconducing electrodes
thus the amplitude of the critical current, the maximum supercurrent that the junction can carry before entering its normal state, is proportional to the thickness of the
insulating layer as well as the phase coherent length ξ, the characteristic exponent of
the variations of the density of superconducting component. However, in superconductor - normal metal - superconductor (S-N-S) JJs, presence of Andreev reﬂection at
the interfaces of the superconductor and the normal material results in electron-hole
interference in the quantum well, formed due to the pairing potentials, which acts
as an energy gap for the electronic states, of the superconducting electrodes. Thus,
standing waves with quantized energy E appear in the weak-link region that are referred to as Andreev bound states and are carrying the supercurrent in the normal
region [116–118].
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Fig. 4.1. (a) Energy diagram of the Andreev reflection process: a coming electron from the normal-conductor side forms a Cooper pair in the
superconductor and leaves a hole behind. (b) In real space: the reflected
hole moves on the same path as the incident electron but in the opposite
direction [116].
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4.3

Material preparation and device fabrication
In most commonly studied TI materials such as Bi2 Se3 , Bi2 Te3 , and Sb2 Te3 , it

is often challenging to observe characteristic TSS transport due to bulk conduction
caused by unintentional impurity doping. In other words, the transport can be dominated by the bulk states even when surface-sensitive measurements such as angleresolved photoemission spectroscopy (ARPES) reveal the existence of the spin-helical
TSS bands. For this study, we grow high-quality single crystals of Bi-Sb-Te-Se solid
solution, such as BiSbTeSe2 (or simply BSTS), by the Bridgman technique. ARPES
reveals a Dirac TSS band with a chemical potential located well inside the bulk band
gap (∼ 0.3 eV) and close to the Dirac point. Transport measured in our BiSbTeSe2
reveal the bulk carrier concentration is negligible at low temperatures and transport
is fully dominated by the TSS [113]. Most importantly, they exhibit “topological
transport” signatures unique to spin-helical TSS, including “half-integer” quantum
Hall eﬀect [113,114] and “half-integer” Aharonov-Bohm eﬀect [22,23] (see section 5.2
for more details.
We obtain BSTS ﬂakes and nanoribbons using a standard mechanical exfoliation
technique and transferred them onto a 500-µm thick highly doped Si substrate (used
as the back gate) covered with 300-nm SiO2 on top. We locate BSTS nanoribbons
(NRs), which are randomly dispersed on the substrate, by an optical microscope.
An atomic force microscope (AFM) image of a representative NR, along with its
height proﬁle, is shown in Fig. 4.2a. Multiple electrodes, with electrode separation
L < 100 nm, between the adjacent electrodes, are deﬁned by e-beam lithography
for each TINR. We then deposit ∼ 30-50 nm Nb by a DC sputtering system as the
superconducting electrodes. Prior to the metal deposition, a short (∼ 5 sec) in situ
ion milling with Ar plasma is used to remove any residues left from the lithography
step and native oxides on the TINR surface and improve the quality of TINR-Nb
interface. Fig. 4.2b depicts an AFM image of a representative S-TINR-S junction.
In this chapter, we present the basic characteristics of one such Josephson junction
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Fig. 4.2. (a) Left: atomic force microscope (AFM) image of a typical topological insulator nanoribbon (TINR) mechanically exfoliated onto 300-nm
SiO2 /500-µm Si substrate. The thickness of the TINR is ∼ 20 nm. Right:
the height proﬁle measured along the red line in the left panel showing
thickness of 20 nm for the TINR. (b) AFM image of a 250 nm wide and
20 nm thick TINR multi-terminal device with Nb electrodes. Scale bar is
0.5 µm.

fabricated on a representative TINR with a thickness t ∼ 20 nm, width W ∼ 250 nm,
and the electrode separation L ∼ 60 nm.

4.4

Field eﬀect measurements
All the electronic measurements here are performed in a He-3 refrigerator for

temperatures (T ’s) down to T = 0.25K, and in a 3He-4He refrigerator for T ’s between
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100 mK to 30 mK. Fig. 4.3 depicts two-terminal resistance R vs. the back-gate voltage
Vg at T = 10 K (above the critical temperature of our deposited superconductor,
TCN b ∼ 6.5 K). We observe an ambipolar ﬁeld eﬀect in this device with the charge
neutrality-point (CNP) located close to =VCN P ∼ 0 V. The contact resistance is ∼
100 Ω in the n-doped regime and ∼ 300-400 Ω in the p-doped regime. Fig. 4.4a also
plots R vs. Vg for another device (the rest of the data presented in this chapter is
taken from this device). The CNP for this sample is VCN P ∼ 4 V. The electron- and
hole-dominated regimes can be easily observed in Fig. 4.4a as we tune Vg away from
the VCN P .
Fig. 4.4b shows the T -dependence of the relative resistance with respect to the
resistance at T = 9K, i.e. R/R(T = 9K), for various Vg ’s. We label the ﬁrst two drops
in R vs. T as Tc1 and Tc2 , corresponding to the Tc of Nb electrodes with diﬀerent
widths of 10 µm and 1 µm, respectively. The drop at T ∼ 6.5 K is identiﬁed as Tc3 and
it is the critical temperature of the electrode with width ∼ 700 nm (in direct contact
with the TINR). Using Tc3 and the BCS theory, we estimate the zero-temperature
Nb superconducting gap ΔN b (T = 0) = ΔN b0 = 1.76kB Tc3 ∼ 975 µeV.
When the sample is cooled below TcN b , the electronic transport in the junction is
strongly aﬀected by the superconducting proximity eﬀect. The evidences of this eﬀect
manifest themselves as the ﬂow of a supercurrent in the junction and the appearance
of multiple Andreev reﬂections (MAR) [119, 120]. Fig. 4.5a shows the colormap of
the diﬀerential resistance (dV /dI) vs. Vg and Idc at T = 30 mK. The DC voltage
Vdc vs. the DC current Idc of the junction at T = 30 mK for a few diﬀerent Vg ’s
is also presented in Fig. 4.5b. As we increase Idc from zero, the junction is in its
superconducting state and its resistance is zero. However, once Idc is increased above
a critical value (Ic , marked by an arrow in Fig. 4.5b), the junction transitions from
the superconducting state to a normal state with a non-zero resistance. The junction
critical current Ic is highlighted by a white curve in Fig. 4.5a. First, we observe that
Ic is gate tunable, with larger Ic for Vg > VCN P . However, when Vg is tuned near the
charge neutrality point VCN P ∼ 4 V, Ic decreases and eventually saturates for more
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Fig. 4.3. Two-terminal resistance R vs. the back-gate voltage Vg , measured at T = 10 K, above the critical temperature (TcN b ) of the Nb electrodes. The contact resistance is ∼ 100 Ω in the n-doped regime and ∼
300-400 Ω in the p-doped regime.
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negative Vg ’s as previously observed in Bi2 Se3 ﬂakes [107] and graphene [121, 122].
One possible explanation for the saturation of Ic for Vg below the VCN P is that
the Nb electrodes electron-dope the underlying material (TINR). Therefore, when
Vg < VCN P , a p-n junction is formed in the TINR. This p-n junction can weaken
and eventually break the induced superconductivity as was shown in graphene [123].
Furthermore, despite that the total charge of the system is neutral close to the CNP,
the top and bottom surfaces may be oppositely charged due to the diﬀerence in
their coupling to the back gate. This charge inhomogeneity may also contribute to
the saturation of IC for Vg ≤ VCN P . Another plausible explanation may be the
poor injection of the holes into TINR’s by Nb, as will be demonstrated from the low
transparency of the contacts for Vg < VCN P from our analysis of MAR’s (see Fig. 4.7).
We note that in some of our S-TINR-S Josephson junctions, we observe an ambipolar
ﬁeld eﬀect both in the normal-state resistance as well as the Ic vs. Vg . Fig. 4.5c
plots an example of a TINR-based JJ, where Ic exhibits an ambipolar ﬁeld eﬀect
and reaches a minimum of ∼ 120 nA near its charge neutrality point VCN P ∼ −15
V. We do not completely understand why some of our S-TINR-S junctions exhibits
ambipolar ﬁeld eﬀect while others do not. Further instigations are required to fully
understand the nature of the TI-S interface.
Fig. 4.5d shows the dependence of Ic on the Fermi momentum (kF ), where kF =
p
4πCox (Vg − VCN P )/e and Cox is the parallel plate capacitance per unit area of a
300-nm SiO2 (∼ 12 nF/cm2 ). For kF > 0.4 nm−1 , we observe Ic varies linearly with
kF , as experimentally demonstrated in ballistic graphene Josephson junctions [124].
We also observe the junction critical temperature (Tc , the temperature below which
the junction resistance goes to zero and supercurrent starts to ﬂow in the junction)
changes with Vg from Tc = 1.6 K for Vg = 40 V to Tc = 0.7 K for Vg = 10 V.
Using BCS theory, we extract the zero-temperature induced superconducting gap
(Δ(T = 0) = Δ0 ) in the TINR as Δ0 = 1.76kB Tc = 242 µeV and 106 µeV for Vg =
40 V and Vg = 10 V, respectively. We note that the diﬀerential resistance (dV /dI)
of the junction does not change as we increase Vdc above ΔN b0 /e (∼ 975µV) and
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Fig. 4.4. (a) Two-terminal resistance R vs. the back-gate voltage Vg ,
measured at T = 10 K, above the critical temperature (TcN b ) of the
Nb electrodes. The arrow marks the charge neutrality point VCN P ∼
4 V. (b) Temperature dependence of the relative two-terminal resistance
R(T )/R(T = 9K) of the junction measured at different Vg ’s.
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even slightly beyond 2ΔN b /e as will be discussed later. As a result, the normal-state
resistance RN in our junctions is obtained at Vdc slightly above ΔN b /e. We obtain
Ic RN ∼ 304 µV and 266 µV for Vg = 40 V and 10 V, respectively. Overall, We
have a few pieces of evidence pointing toward the ballistic nature of transport in our
systems: (i) based on the previous transport measurements we can estimate the mean
free path l ∼ 100 nm in the BiSbTeSe2 ﬁlms [113,114]. Given the channel length L ∼
60 nm < l, we believe our junctions are in the ballistic limit, (ii) linear dependence
of IC vs. kF for Vg > VCN P points toward the ballistic nature of superconducting
transport [124], and (iii) the large IC RN ∼ 300 µV (compared to Δ) again points
toward the ballistic nature of superconducting transport in our sample as recently
reported in other TI junctions [125].

4.5

Multiple Andreev reﬂections and gate-tunable supercurrent
Fig. 4.7a displays dI/dV vs. Vdc for Vg = 40 V at T = 30 mK. Several peaks

(within the Nb superconducting gap) in dI/dV are observed. These dI/dV peaks
are identiﬁed as sub-harmonic gap structures due to MARs [119] at voltages Vn =
2ΔN b /en (where n = 2, 3, 4, 5, 6, 9, and 13 in our experiment) as marked by the
arrows in Fig. 4.7a. We note that these peaks are symmetric around Vdc = 0 V and
thus we only focus on the positive peaks. No feature in dI/dV vs. Vdc is identiﬁed
for n = 1 and RN is achieved for V > ΔN b /e instead of V > 2ΔN b /e. The absence of
the ﬁrst (n = 1) MAR peak has been noted in some superconductor-(normal metal)superconductor (SNS) junctions [111, 120] and may be related to the presence of
mid-gap zero-energy states as described elsewhere [126, 127]. From the linear ﬁt of
dI/dV peaks vs. 1/n, we obtain ΔN b0 ∼ 900µ eV, which is in excellent agreement with
the ΔN b0 obtained from the BCS theory and TcN b ∼ 6.5 K. Moreover, the observed
dI/dV peaks are reproducible and independent of Vdc sweep direction. While we do
not observe any dI/dV peaks corresponding to n = 7 and 8, higher-order peaks (n
= 9 and 13) are present, a feature that needs further investigation. The observation
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of the high-order MAR peaks is an indication of high transparency of contacts in our
junctions.
Fig. 4.7b depicts the diﬀerential conductance dI/dV , normalized by 1/RN , vs.
(positive) Vdc for T = 30 mK at three diﬀerent Vg ’s. First, we observe that the
position of the dI/dV peaks remains relatively constant with Vg , in contrast to the
oscillatory behavior of dI/dV peaks around a resonant level in a quantum dot [128].
This suggests the absence of localized states in our TINR devices. The high-order
dI/dV peaks observed for Vg > VCN P further indicate that the contacts are highly
transparent. However, for Vg < VCN P , the amplitude of the dI/dV peaks decreases
with more negative Vg , e.g. with vanishing peak amplitudes for n = 3, 4, 5, 6,
and 9 at Vg = -40 V as depicted in Fig. 4.7b. It has been previously reported that
in Josephson junctions [129, 130], the MAR peak amplitude depends on the ratio
between the superconducting coherence length ξ in the channel [129] and the channel
length L, with larger amplitudes for larger ξ/L. For Vg = 40 V, the amplitude of the n
= 2 peak in the normalized dI/dV is ∼ 2, indicating ξ > L, which is also corroborated
with the observation of supercurrent. The vanishing of dI/dV peaks for Vg < VCN P
may be related to the pinning of the Fermi level to the electron-doped regime under
the Nb electrodes and hence the formation of p-n junctions for Vg < VDP , as has been
observed in graphene Josephson junctions [121, 122].
Fig. 4.8a depicts the T -dependence of the dI/dV (normalized by 1/RN ) vs. Vdc
for Vg = 40 V, exhibiting a reduction of the Nb superconducting gap with increasing
T . Dashed lines are guides to the eyes corresponding to the expected T -dependence
of dI/dV peak positions Vn from the BCS theory. We observe a nearly ﬂat and
featureless dI/dV vs. Vdc for T = 6.6 K, slightly above TcN b ∼ 6.5 K. We also
observe that while dI/dV peaks are noticeable up to high temperatures ∼ 5.2 K,
the amplitude of the peaks reduces with increasing T , and some of the peaks merge
together at higher T , e.g. peaks for n = 3 and 4 merge at T = 3.5 K. Fig. 4.8b shows
the T -dependence of Vn for n = 2, 3, 4 and 6. Using the BCS theory [119], to ﬁt Vn
vs. T , we extract a Tc ∼ 6 K, in fair agreement with TcN b ∼ 6.5 K. Fig. 4.8c displays
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Fig. 4.5. (a) Color map of the two-terminal resistance dV /dI vs. the
gate voltage Vg and the DC bias current Idc for T = 30 mK in the same
sample as in Fig. 4.4. Critical current Ic is represented by a white trace on
the color map. We observe a strong gate eﬀect in the electron dominated
transport regime, i.e. Vg > 4. However, no ambipolar ﬁeld eﬀect is
observed in this sample, i.e. Ic saturates in the hole dominated regime for
Vg < 4. The charge neutrality point VCN P ∼ 4 V for this device. (b) DC
Voltage Vdc vs. DC current Idc characteristic of the device for diﬀerent
Vg ’s at T = 30 mK. (c) Color map of dV /dI vs. Vg and Idc for T = 20 mK
in another sample. Critical current Ic is represented by a white trace on
the color map. We observe an ambipolar ﬁeld eﬀect in the critical current,
consistent with that observed in the normal-state resistance. The charge
neutrality point is VCN P ∼ -15 V for this device. (d) Ic vs. the Fermi
momentum kF extracted from data in (a). Blue curve is a linear ﬁt for
kF > 0.4 nm−1 . Data in (a) and (b) were measured with sweeping Idc from
−1µA to 1µA, while data in (c) were measured by sweeping Idc from 0
to 300 nA. The remaining of the data presented in this chapter are taken
from the same sample as in (a).
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the T -dependence of ΔN b extracted from each dI/dV peak (for n = 2, 3, 4 and 6),
where ΔN b = neVn (T )/2, together with the ﬁt of ΔN b (T ) vs. T obtained from the
BCS theory, which is seen to describe the data well.
We use the BCS self-consistent integral to numerically calculate the superconducting gap [131]:
1
=
N (0)V

Z

~ωd

tanh
0

!
p
Δ(T )2 + ε2
dε
p
,
2kB T
Δ(T )2 + ε2

(4.1)

where ωd = 3.6 × 1013 Hz is the Debye frequency, N (0) is the density of states
at the Fermi level, V is the BCS interaction strength, and ε is the kinetic energy.
We also use, following Refs. [119, 131], the zero-temperature superconducting gap
Δ(T = 0) = Δ0 = 1.76kB Tc and
N (0)V = log(1.134

~ωd
).
kB Tc

(4.2)

Numerically solving Equation (4.1), we obtain the temperature-dependent Δ(T ) as
depicted by the black curve in Fig. 4.6. We have also plotted in Fig. 4.6 (red curve)
Δ(T ) vs. T extracted from the approximated formula:
Δ(T ) = Δ0

p
1 − (T /Tc )2 .

(4.3)

Observation of high-order MARs is an indication of high transparency of our
contacts, which allow electrons/holes inside the TINR to undergo several Andreev reﬂections (instead of normal reﬂections) before they can overcome the superconducting
gap of Nb and exit the junction. Arvin et al. [132] predicted that for short-channel
junctions, the high-order MAR would be observed for junctions transparencies D ∼
0.4-0.7. However, transport in our TINRs is more complicated than the simple shortjunction picture (see Section 5.2 for more details). Therefore, it is diﬃcult to extract
D only based on the MAR results and further theoretical calculations are needed.
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(a) Diﬀerential conductance dI/dV vs. Vdc for Vg = 40 V.
Each dI/dV peak position Vn , expected to be 2ΔN b0 /en, is labeled with
its index n, starting with n = 2 for the peak near Vdc = 900 µeV. (b)
dI/dV normalized by 1/RN vs. Vdc for three representative Vg ’s = 40, -40
and 5 V, corresponding to n-type, p-type and near the charge neutrality
point, respectively. All the measurements were performed at T = 30 mK.
(c) Vn vs. 1/n. Solid line is a linear ﬁt with a corresponding slope of ∼
1.8 meV, which agrees with the 2ΔN b0 calculated from the BCS theory
for the observed junction critical temperature TC ∼ 6.5 K.
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(a) Normalized dI/dV vs. Vdc for diﬀerent T ’s at Vg = 40
V. Dashed lines are guides to the eyes corresponding to the expected T dependence of Vn from the BCS theory for n = 2, 3, 4 and 6. (b) Vn vs.
T for n = 2, 3, 4 and 6. Dashed lines are BCS ﬁts. (c) Temperature
dependence of the normalized ΔN b /ΔN b0 , where ΔN b = enVn (T )/2 is
obtained from diﬀerent dI/dV peaks corresponding to n = 2, 3, 4 and 6.
Solid line is a BCS-theory ﬁt.
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4.6

Shapiro steps
The periodicity of the supercurrent and the nature of the induced superconduc-

tivity can be indirectly revealed by measuring the height of the voltage steps in the
inverse AC Josephson eﬀect, referred to as the Shapiro steps. In the inverse AC
Josephson eﬀects, a junction is irradiated with a radio frequency (RF) signal at frequency f0 and the DC voltage is quantized in steps (Shapiro steps) = hf0 /q. In
conventional Josephson junctions, supercurrent is carried by charge-2e Cooper pairs
and hence q = 2e. However, in topological junctions, supercurrent is carried by Majorana fermions, a fusion of two fermions resulting in a charge-e transfer or q = e, thus
doubling the height of the Shapiro steps. Fig. 4.9a depicts Vdc vs. Idc of a S-TINR-S
Josephson junction when an rf signal with a frequency f0 = 6 GHz and power VRF
= 5 mV is applied. The voltage steps, step height ΔV = hf0 /e = 12 µV, are clearly
observed in Vdc . Fig. 4.9b depicts the color map of dV /dI vs. Idc and VRF at T =
30 mK. The sample is irradiated with a 6 GHz RF signal. We observe interference
pattern due to the inverse ac Josephson eﬀects.
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Fig. 4.9. (a) Shapiro steps observed in Vdc vs. Idc curves when a S-TINR-S
junction is irradiated by a radio frequency (RF) signal at frequency f0 =
6 GHz. Steps in the Vdc vs. Idc , step height ΔV = hf0 /e = 12 µV, is
observed. (b) Color plot of dV /dI vs. Idc and VRF exhibiting interference
patterns due to invers AC Josephson eﬀects.
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4.7

Fraunhofer patterns
We also investigate the eﬀects of perpendicular/out-of-plane magnetic ﬁeld B⊥ in

the critical current of our S-TINR-S Josephson junctions. When an external magnetic
ﬁeld B⊥ (corresponding to a magnetic ﬂux Φ⊥ = B⊥ A, where A is the area of the
junction) is applied, the critical current displays interference patterns as
Ic ∝

sin(πΦ/Φ0 )
,
πΦ/Φ0

(4.4)

where Φ0 = h/2e is the superconducting ﬂux quanta. Such interference patterns in
Ic are referred to as Fraunhofer patterns due to their analogy with the case of light
penetrating through a narrow rectangular slit [119]. Fig. 4.10c plots the color map
of dV /dI as functions of Idc and B⊥ , where interference patterns with characteristic
period of ΔB ∼ 25 mT is observed. This period corresponds to an area that is three
times larger than W ×L of the junction. Such Fraunhofer patterns with a reduced ΔB
(increased area) have been previously observed in other TI-based Josephson junctions
and are argued to be related to either the unconventional induced superconductivity
in TI [102] or the ﬂux focusing due to supercondcuting Nb contacts [103]. However,
we believe that this discrepancy may be a result of ﬂux focusing as well as the increased eﬀective channel length in the planar S-TINR-S junctions. In other words,
the suppercurrent may ﬂow from any point underneath the Nb-TINR interface (see
AFM image of Fig. 4.2b), thus giving rise to an eﬀective channel length that is larger
than the electrode separation L. We note that this increased eﬀective length will
depend on the width of the Nb electrodes and may vary between diﬀerent devices.
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Fig. 4.10. The color map of dV /dI vs. Idc and B⊥ . We observe that
Ic exhibits interference (Fraunhofer) patterns. The characteristic period
ΔB ∼ 25 mT corresponds to the an area that is three times larger than
W × L of the junction.
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4.8

Conclusion
In this chapter, we studied Josephson junctions based on mechanically exfoliated

bulk-insulating 3D topological insulator nanoribbons in proximity to superconducting
Nb electrodes. We performed basic characterization of our junctions and observed
high-order (n = 13) multiple Andreev reﬂections, demonstrating high transparency
of superconductor-TINR interface. Furthermore, the critical current exhibited gate
eﬀects and could be gate-tuned around one order of magnitude from ∼ 50 nA to
∼ 430 nA at 30 mK. Our basic-characteristics measurements of the supercurrent in
Josephson junctions based on TINRs provide the building block to study the nature
of the induced superconductivity in such junctions, which is the topic of the next
chapter.
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5. INDUCED SUPERCONDUCTIVITY IN
TOPOLOGICAL SURFACE STATE OF TI
5.1

Introduction
It was ﬁrst predicted by Fu and Kane [28] that topological superconductivity

and Majorana fermions can be realized in S-TI-S Josephson devices. The energy
bands in TIs follow E(kF ) = ±vF |kF |, where vF and kF are the Fermi velocity and
Fermi wave vector, respectively. This band structure is ideal to form a topological
superconducting phase, because for any chemical potential inside the bulk gap, the
“spinless” regime is automatically accessed, and the TI-S interface is topologically
non-trivial even at zero magnetic ﬁeld. Furthermore, due to its topological protection,
transport in TIs is immune to disorder, making TIs good candidate for realizing
Majorana at elevated temperatures. Finally, since the electrons along the entire
Fermi surface are not spin-polarized, spin-triplet pairing can be induced using the
proximity eﬀect with a conventional s-wave superconductor [17, 28].
Fig. 5.1a and b show the energy spectrum E of the Andreev bound states and
the current I, normalized by IC , as a function of the the phase diﬀerence φ between the two superconductors for topological (red curve) and trivial (blue curve),
respectively. In Josephson junctions between two s-wave superconductors and a trivial channel, the supercurrent I(φ) ∼ IC sin(φ). In a topological Josephson junction,
however, the supercurrent becomes I(φ) ∼ IC sin(φ/2). Therefore, measurements of
the current-phase relation (CPR) and its periodicity can reveal the topological nature
of the superconductivity, i.e. 2π-periodic CPR for topologically trivial (blue curve
in Fig. 5.1b) and 4π-periodic CPR for topologically non-trivial (dashed red curve in
Fig. 5.1b) junctions. The 4π-periodicity in topological junctions is originated from
the zero-energy crossing (at φ = π) of the Andreev bound states (as shown by the red
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solid and dashed curves in Fig. 5.1a) and is protected by the fermion parity conservation. However, if the temporal variation of φ is slower than the quasiparticle poisoning
time, the topologically protected modes give rise to highly non-sinusoidal 2π-periodic
components in the CPR (as shown by the solid red curve in Fig. 5.1b) [133, 134].
Therefore, the 2π-periodicity of the CPR is restored, which masks the topological
nature of the Josephson junctions. Fig. 5.1c and d also plot E and I/IC vs. φ in
a trivial junctions with diﬀerent junction transparencies D, respectively. We note
that for perfectly ballistic junctions with a junction transparency D = 1, the CPR
(black curves in Fig. 5.1d) is also highly skewed. Indeed, we observe in Fig. 5.1d
that the CPR becomes more skewed with increasing D and eventually it becomes
indistinguishable from the CPR of a topological junction in presence of quasiparticle
poisoning (red curve in Fig. 5.1b). Therefore, observation of highly skewed CPR is
not a suﬃcient evidence for the existence of topologically protected modes. In order to reveal the 4π-periodic nature of the CPR, high frequency measurements, with
frequencies above the quasiparticle poisoning frequency, is required.
Our measurements on TI-based Josephson junctions have revealed three distinct
signatures demonstrating that superconductivity is induced in the TSS of TI. First,
in contrast to conventional junctions, we observe an anomalous low-temperature enhancement of the critical current Ic for temperatures T below ∼ 20% of the junction
critical temperature Tc . The second signature of the induced superconductivity in
the TSS is observed through Aharonov-Bohm (AB) oscillations of the supercurrent
in S-TINR-S junctions when an axial magnetic ﬁeld is applied. Finally, we observe
a highly skewed (non-sinusoidal) CPR in S-TI-S junctions, an evidence of low-energy
Andreev bound states (ABS) and an indication of ballistic transport in the junctions.
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Fig. 5.1. (a) Energy spectrum E of the Andreev bound states (ABS) vs.
the phase diﬀerence φ between the two superconducting leads in topological (red curve) and trivial (blue curve) Josephson junctions. (b) The
current I, normalized by IC , vs. φ for topological (red solid and dashed
curves) and trivial (blue curve) junctions [134]. Here, I is proportional
to dE/dφ. For the topological junction, if the temporal variation of φ
is faster than the quasiparticle poisoning time, the CPR would be 4π
periodic (dashed red curve). However, in the presence of the quasiparticle poisoning, the CPR of the topological junction is highly skewed but
2π periodic (solid red curve). (c,d) The energy spectrum E (c) and the
normalized current I/IC (d) for a trivial junction with diﬀerent junction
transparencies D. We observe that for a perfectly ballistic trivial junction
(D = 1), the CPR is highly skewed (black curve). Legends for panels (c)
and (d) are the same.
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5.2

Anomalous enhancement of Ic at low temperatures
We ﬁrst examine the temperature dependence of Ic in our TINR-based JJs and

look for signatures of induced superconductivity in the TSS. Fig. 5.2a shows the T dependence of Ic for three diﬀerent Vg ’s in sample 1 (see Fig. 4.2c for an AFM image
and Fig. 4.5c for its gate-tunable Ic ). Starting from Tc , Ic increases with decreasing
T . Notably, we observe an anomaly in Ic vs. T at an upturn temperature (T∗ ∼
0.36 K marked for the Vg = 45 V dataset with Tc ∼ 2.2 K as an example), below
which Ic increases sharply and eventually reaches its largest value Icmax at the lowest
accessible temperature (T ∼ 20 mK). The normalized critical current Ic /Icmax vs. the
normalized temperature T /Tc for this sample is depicted in Fig. 5.2b. Interestingly, T∗
is always ∼ 0.2Tc for this sample regardless of the applied Vg . Fig. 5.2c plots Ic /Icmax
vs. T /Tc for ﬁve diﬀerent samples, with each sample measured at a few Vg ’s. We
observe that T∗ /Tc remains ∼ 0.2 for all our TINR-based JJs, regardless of their Tc
and Vg . Noteworthy, we observe an exponential enhancement of Ic with decreasing T
for T < T∗ as highlighted by the solid red lines in Fig. 5.2b and c. Table 5.1 provides
detailed parameters for all the samples used for this temperature dependence study.
The anomalous temperature dependence of Ic observed in our samples is radically
diﬀerent from that of conventional JJs. In conventional short junctions, depending
on the junction transparency, Ic is expected to saturate at low temperatures without
exhibiting any exponential behavior [117, 118]. In contrast, for long junctions, it
has been demonstrated that Ic increases exponentially with decreasing temperature
[118,135–138]. Therefore, the increase in Ic vs. decreasing T for T∗ < T < Tc followed
by an exponential enhancement of Ic for T < T∗ as observed in Fig. 5.2b suggests that
Ic in our samples may be dominated by a short junction behavior for T > T∗ and a long
junction behavior for T < T∗ . Such a transition from short to long junction behaviors
may be related to the nature of the TSS in the TINR. Because, the TSS extend over
the entire circumference of the TINR, the superconducting transport is carried by
modes on both the top (corresponding to I1 depicted in the inset of Fig. 5.2b) and
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Fig. 5.2. (a) Temperature dependence of Ic for diﬀerent Vg ’s for sample
1. (b) Normalized Ic /Icmax vs. normalized T /Tc in a log-linear scale.
max
The solid blue line is the normalized Ic1 /Ic1
(Equation (5.2)) divided by
factor 2.2 and the solid red line is a ﬁt to exp(− kBδ T ) with δ ∼ 0.08Δ0 .
The symbols have the same legends as in (a). Inset: cartoons of the
TINR JJ depicting the current I1 corresponding to the modes on the
top surface and the current I2 corresponding to the modes that extend
around the circumference and ﬂow through the bottom surface. Due to
the exponential decay of I2 with increasing T , only I1 contributes to the
critical current at high temperatures. (c) Ic /Icmax vs. T /Tc in a log-linear
scale for ﬁve diﬀerent TINR-based Josephson devices measured at a few
(1-3) Vg ’s for each device. The exponential ﬁt and the experimental data
in (b) are also included in this plot as the solid red line and black symbols,
respectively.
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bottom (corresponding to I2 depicted in the inset of Fig. 5.2b) surfaces of the TINR,
i.e., the total supercurrent I = I1 + I2 .
For the TINR with a circumference C = 2W + 2t, the transverse momentum
ky , perpendicular to the current, is quantized as ky =

2π
(n
C

+ 1/2), where n is an

integer [139, 140]. Therefore, the modes with ky near zero remain on the top surface
and contribute to I1 , while the modes with |ky |  0 extent around the perimeter of
the TINR and contribute to I2 . We note that the ky = 0 mode is prohibited in the
TINR.
The modes (corresponding to I1 ) on the top surface travel a short distance L, the
separation between the two Nb contacts, and are supposedly in the short-junction
limit. We found our experimental data of Ic vs. T for T > T∗ can be described
using the temperature-dependent supercurrent calculated for a ballistic short junction
[118, 141, 142], given by:
� Δ(T ) cos
eπΔ(T )
φ
sin( ) tanh
I1 (φ, T ) = N1
h
2
2kB T

�φ
2



,

(5.1)

where h is the Plank constant, kB is the Boltzmann constant, e is the electron charge,
N1 is the number of modes in the top surface, φ is the phase diﬀerence between the
two superconductors, and Δ(T ) is the induced superconducting gap. We assume a
BCS temperature dependence for Δ(T ) with Δ(T = 0) = Δ0 = 1.76kB Tc [119]. We
obtain the critical current Ic1 (T ) by maximizing I1 (φ, T ) over φ as:


Ic1 (T ) = max I1 (φ, T ) .
φ

(5.2)

We have plotted Ic1 (T ) obtained from Equation (5.2) with the solid blue curve in
max
max
, where Ic1
= Ic1 (T = 0), is divided by 2.2 in
Fig. 5.2b. The computed Ic1 (T )/Ic1

order to show its agreement with experimental results for T > T∗ .
In contrast, the modes (corresponding to I2 ) ﬂowing through the bottom surface
extend over the entire circumference (C ∼ 700 nm for sample 1 shown in Fig. 5.2a
and b) of the TINR (through the side surface) and hence travel a longer distance d
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Table 5.1.
Diﬀerent parameters of TINR-based JJs presented in Fig. 5.2.
Sample
Name

!"
(V)

!#$%
(V)

&'()*
(nA)

+'
(K)

T+∗
(K)

(μm)

Δ/
(μeV)

0
(μeV)

1
(μm)

2
(μm)

Sample 1

0

-15

142

2.1

0.32

0.7

310

25

0.64

1.2

Sample 1

-20

-15

123

1.7

0.33

0.7

250

20

0.79

1.5

Sample 1

45

-15

199

2.2

0.36

0.7

330

26

0.6

1.2

Sample 2

-20

-10

16.3

0.67

0.17

0.61

100

16

1.9

1.9

Sample 2

10

-10

39

0.75

0.22

0.61

110

14

1.8

2.2

Sample 2

40

-10

75

1

0.265

0.61

150

16

1.3

1.9

Sample 3

0

-30

186

1.63

0.38

0.87

240

22

0.8

1.5

Sample 3

45

-30

245

2

0.49

0.87

300

30

0.65

1

Sample 4

50

25

15

0.55

0.12

0.58

83

5

2.4

6.5

Sample 5

0

-10

70

1.6

0.19

0.67

240

37

0.8

0.85
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(d ≥ C  L). We assume such modes are in the ballistic long-junction limit with
d ≥ ξ, where ξ = ~vF /Δ0 ∼ 640 nm is the superconducting coherent length of the
junction and vF is the Fermi velocity. As a result, we observe a reduced energy gap
δ = ~vF /2πd for these modes [118, 138, 143–145]. In the limit of Tsat < T < T∗ ,
where Tsat  δ/kB is the temperature below which Ic saturates, the critical current
of these modes exhibits an exponential dependence on T , i.e. Ic ∝ exp(−kB T /δ).
This exponential dependence is clearly seen in the experimental data in Fig. 5.2b.
To extract δ, we perform an exponential ﬁt to Ic for Tsat < T < T∗ (where we take
Tsat ∼ 0.04Tc ) as depicted by the solid red line in Fig. 5.2b. The ﬁt gives δ ∼ 0.08Δ0 ,
corresponding to d ∼ 1.2 µm (∼ 2ξ, and moderately lager than C ∼ 700 nm). We
have found similar trends in other samples shown in Fig. 5.2c (see Table 5.1). We note
that the eﬀect of impurity in TIs can lead to an eﬀective length that is longer than the
physical length of the junction [146]. This impurity eﬀect may also be a contributing
factor in the increased eﬀective length d experienced by the modes ﬂowing around
the circumference and through the bottom surface.
We can extract N1 ∼ 1-5 for diﬀerent samples from the ﬁt of Ic1 as determined
by Equation (5.2) to the experimental results. The extracted value of N1 is much
smaller than the estimated total number of modes N = kF C/2π ∼ 24-114, where
q
kF = 4π Ceox (Vg − VCN P ) is the Fermi wave vector and Cox = 12 nm/cm2 is the
parallel plate capacitance per unit area of a 300-nm SiO2 . Furthermore, we can
estimate the number of modes N2 corresponding to I2 as N2 = N − N1 ∼ (10 − 20)N1 .
This suggests that the majority of the modes in our TINRs are going around the
circumference and through the bottom surface to contribute to I2 , consistent with
the expectation that only modes with ky near zero contribute to I1 . We note that
Ic at the lowest T is proportional to the number of modes and the energy scale of
the ABS in both the long and short junction limits (i.e. the low-T I1 and I2 are
proportional to N1 Δ0 and N2 δ, respectively). The extracted large N2 ∼ (10 − 20)N1
and the small δ ∼ 0.1Δ0 imply that the contribution of I1 and I2 to the total critical
current at low T should be comparable, which is consistent with our experimental
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observations in Fig. 5.2b and c. For instance, Ic1 represented by the solid blue line in
Fig. 5.2b approaches ∼ 50% of the total Ic when extrapolated to the lowest T .
Fig. 5.3a plots extracted T∗ (left axis) and δ (right axis) vs. C in diﬀerent TINR
JJs. Overall, we observe that δ (or T∗ ) increases with an increasing C in our TINRs,
a feature that seems to be in contrast with our phenomenological description. This
discrepancy between extracted δ (or T∗ ) and C may be due to the following reasons.
First, in samples with smaller circumference, the modes corresponding to I2 may wrap
around the circumference more than one time resulting in their longer characteristic
distance or smaller δ. Secondly, these modes (corresponding to I2 ) have a transverse
momentum ky > 0 and hence may not perfectly be ballistic. As a result, due to
their diﬀusion, the distance they travel may be extended, which in turn results in
smaller δ. This increase in the distance due to diﬀusion may be diﬀerent for diﬀerent
devices. Lastly, in the case of d ∼ ξ, the extracted δ is proportional to 1/(d + ξ)
rather than 1/d [138]. Therefore, for samples with larger ξ, the extracted δ is smaller.
For instance, since sample 1 has larger C, we expect it to have smaller δ (or T∗ )
than sample 2. However, the extracted δ (or T∗ ) is larger in sample 1 because it has
smaller ξ compared to sample 2. To highlight the inﬂuence of ξ on δ (or T∗ ), we have
plotted δ (right axis) and T∗ (left axis) vs. 1/(C + ξ) in Fig. 5.3b. We observe that
δ (or T∗ ) increases with increasing 1/(C + ξ), consistent with the expectation that δ
is proportional to 1/(C + ξ). The blue line is a linear ﬁt to δ vs. 1/(C + ξ) with a
slope of ∼ 48 µeVµm.
In the above phenomenological model, we have used one eﬀective reduced gap δ
to describe all the modes ﬂowing around the circumference and through the bottom
surface. However, in reality these modes can have diﬀerent gaps depending on how
far they travel between the two superconductors. Currently, there is no theory for
the temperature dependence of Ic speciﬁc to TINRs (considering the wrapping of
the electronic wavefunction around the circumference). Therefore, further studies
are required to fully understand the nature of the induced superconductivity in this
system.
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Fig. 5.3. The crossover temperature T∗ (left axis) and characteristic energy δ (right axis) in diﬀerent TINR-based JJs as functions of (a) the
circumference C and (b) 1/(C + ξ), where ξ is the coherence length of the
junction. The blue line is a linear ﬁt to δ vs. 1/(C + ξ) with a slope of ∼
48 µeVµm.
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5.3

Aharonov Bohm eﬀect in S-TINR-S Josephson junctions
The spin-helical nature of the TSS in the TINR causes the spin to be tangential

to the surface and perpendicular to the momentum. As a result, a particle moving
around the permitter of the TINR will pick up an additional π Berry’s phase due to
rotation of spin around the circumference, see Fig. 1.1a. Furthermore, when an axial
magnetic ﬁeld is applied along the length of the TINR, the electronic wavefunction
picks up an Aharonov-Bohm (AB) phase of 2πΦ/Φ0 , where Φ0 = h/q is the magnetic
ﬂux quanta and q is the charge of the carries contributing to the transport, i.e. q = e in
the normal state and q = 2e in the superconducting state. Considering the additional
π Berry’s phase due to the spin rotation, the transverse momentum ky , perpendicular
to the current direction, will be quantized as:

ky =

2π
1
(n + − Φ/Φ0 ),
C
2

(5.3)

where n is an integer. As a consequence of this quantization, two interesting cases
occur. At even multiples of Φ0 /2, including zero, the energy-momentum dispersion
(E vs. kx , where kx is the parallel component of the momentum along the current
direction) is gapped at kx = 0 and no Dirac point is observed, see Fig. 5.4b. However,
for odd multiples of Φ0 /2, the linear Dirac fermion energy dispersion is restored and
a spinless one-dimensional band reemerges. We note that at kx = 0, the adjacent
subbands in the TINR are separated by ΔE = ~vF Δk. Therefore, if the Fermi
energy EF lies near the Dirac point, i.e |EF | < ΔE/2 depicted by the dashed red line
in Fig. 5.4a, the conductance G vs. the axial magnetic ﬂux Φ exhibits AB oscillations
with a phase of π (π-AB) as demonstrated by the red curve in Fig. 5.4b [23,139,140].
However, if ΔE/2 < EF < ΔE, G vs. Φ demonstrates AB oscillations with a phase of
zero (0-AB). For ΔE < EF < 3/2ΔE the oscillations become π-AB again and so on.
Therefore, the conductance of the TINR will exhibit AB eﬀects with an alternating
phases of 0 and π depending on the chemical potential [22, 23, 96, 140].
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Fig. 5.4. (a) The TINR surface subbands (energy E vs. longitudinal
momentum kx ) for three diffrent magnetic fluxes Φ = 0, Φ = Φ0 /4, and
Φ = Φ0 /2, where Φ0 = h/e is the magnetic flux quanta. For each Φ,
several subbands arise for each quantized transverse momentum ky according to Equation (5.3). (b) The predicted magnetoconductance ∆G
vs. Φ exhibiting Aharonov-Bohm (AB) oscillations with phases of 0 (blue
curve) and π (red curve). 0-AB/π-AB oscillations correspond to the Fermi
energy EF , as shown by the dashed blue/red horizontal lines in (a), respectively [23].
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In order to investigate the eﬀects of axial magnetic ﬁeld B on the supercurrent,
we fabricated a device (Sample A) with both normal (Cr/Au) and superconducting
(Nb) contacts, see Fig. 5.5a for an optical image. When an axial magnetic ﬁeld
B is applied along the length of the TINR, the normal-state magneto-conductance,
ΔG(B) = G(B) − f (B), where f (B) is a smooth polynomial background subtracted
from the raw G(B), vs. B displays periodic oscillations as depicted in Fig. 5.5b with
a period of ΔB ∼ 0.5 T. The measured period fairly agrees with the expectation
based on ΔB = Φ0 /A =

h
eA

∼ 0.48 T, where A = 8700 nm2 is the TINR cross

sectional area. We observe that by changing the gate voltage, the phase of the AB
oscillations changes from 0 to π. For instance, at Vg = 28 V, ΔG(B) exhibits 0-AB
oscillations with maxima at even multiples of φ0 /2 and minima at odd multiples of
Φ0 /2. However, at Vg = 21 V, ΔG(B) displays π-AB with maxima at odd multiples
of Φ0 /2 and minima at even multiples of Φ0 /2. These results are consistent with
previous experiments on TINR [22, 23] and provide an unambiguous evidence for
normal-state topological transport in the TSS of our TINR.
Similar AB oscillations are expected for the supercurrent vs. the axial B ﬁeld in
the Josephson junction conﬁguration [96–98]. These oscillations should have a period
of h/q, where q = 2e, as they are interferences of the Cooper-pair’s wavefunctions.
Fig. 5.6a shows the oscillations of the normal-state conductance vs. the magnetic
ﬁeld at a few diﬀerent Vg ’s measured in the S-TINR-S junction of the sample shown
in Fig. 5.5a (Nb electrodes are used for the measurement). For this measurement, we
use Idc = 7 nA > Ic = 5 nA to ensure the junction is in its normal state. We observe
ΔG oscillates with the axial B ﬁeld. Remarkably, the amplitude of the oscillations
approaches 80% of the theoretical limit h/e2 , indicating the ballistic nature of transport through the TSS in our TINR. We note that the small conductance amplitudes
ΔG  h/e2 observed in the previous experiments were assumed to be related to scatterings from the interface between the TINR and normal metal contacts [23], which
does not occur in our S-TINR-S junctions, due to the superconducting nature of Nb
electrodes.
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Fig. 5.5. (a) Optical microscope image of a topological insulator nanoribbon (TINR) device with both normal (N, Cr/Au) and superconducting
(SC, Nb) contacts, Sample A. A magnetic ﬁeld B is applied along the
TINR length, parallel to the current direction. (b) Magnetoconductance
ΔG(B) = G(B) − f (B) (where f (B) is a smooth polynomial background
subtracted from the raw G(B)) measured using the normal contacts vs.
B for diﬀerent Vg ’s at T = 20 mK. Curves are shifted vertically for clarity.
AB oscillations with period of ΔB ∼ 0.5 T is observed.
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Fig. 5.6b shows the color map of the dV /dI vs. Idc and B measured at Vg = 28 V
and T = 20 mK in a representative S-TINR-S junction, Sample A. We observe that the
supercurrent (dark blue region in this ﬁgure) oscillates with the axial B ﬁeld. Fig. 5.6c
depicts Ic as a function of B for various Vg ’s, where the AB oscillations in the critical
current are clearly seen. Such an AB eﬀect in the superconducting state indicates
that the supercurrent indeed ﬂows on the TSS of the TINR and points toward the
topological nature of the induced superconductivity in our junctions. However, the
period of the AB oscillations (ΔB ∼ 0.18 T) in the superconducting state is slightly
smaller than the expected h/2eA ∼ 0.24 T. The reduction in the period of oscillations
may be related to the magnetic ﬂux penetration into the Nb. Notably, the alternation
between 0- and π-AB oscillations is also absent in the superconducting state, likely due
to a similar reason. In other words, as the ﬂux or consequently current penetrates into
Nb, the π Berry’s phase of the carriers in the TSS become unobservable. Therefore,
the oscillations in the supercurrent do not display any 0 to π alternation as we change
the gate voltage (Fermi energy).
Fig. 5.7a shows the AB oscillation of the supercurrent in another TINR-based
JJ (Sample B with A = 7800 nm2 ) measured at Vg = 10 V and T = 20 mK. The
solid blue line highlights the critical current, which oscillates with the axial B ﬁeld.
Fig. 5.7b depicts the critical current vs. B at a few diﬀerent temperatures. The
period of oscillations ΔB ∼ 0.28 T is in good agreement with the expectation based
on h/2eA ∼ 0.27 T. We observe that the amplitude of the oscillations decays with
increasing temperature and eventually no oscillation is observable for T > 330 mK.
Interestingly, the critical current for this device remains non-zero all the way up to
T ∼ 0.7 K. Moreover, the oscillations in the normal-state conductance (i.e. when
Idc > Ic ) persist all the way up to 1 K (the highest stable temperature of our dilution
refrigerator). These observations are consistent with the anomalous temperature dependence of Ic , studied in the Section 5.2. In other words, the modes contributing
to the AB oscillations have to extend around the entire circumference of the TINR.
Therefore, these modes are in the long junction limit in the TINR-based JJ, i.e. L > ξ,
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Fig. 5.6. (a) Normal-state magnetoconductance ΔG measured in the STINR-S junction of Fig. 5.5a (sample A) with a DC current Idc = 7 nA > Ic
= 5 nA for diﬀerent Vg ’s at T = 20 mK. The amplitude of AB oscillations
approaches 0.8e2 /h indicating the ballistic nature of transport in S-TINRS junctions. (b) Color map of the two-terminal diﬀerential resistance
dV /dI as functions of Idc and B measured at Vg = 28 V and T = 20 mK.
Remarkably, we observe AB oscillations in the induced suppercurrent as
well. (c) The critical current IC vs. B measured for diﬀerent Vg ’s at T
= 20 mK. AB oscillations with period of ΔB ∼ 0.18 T is observed in the
S-TINR-S junction.
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Table 5.2.
Sample dimensions and diﬀerent parameters of the AB oscillations in our
TINRs.
Sample
Name

Contacts

!"#$ (V)

Sample A

Cr/Au

~0

Sample A

Nb (normal-state)

~0

Sample A Nb (superconducting)
Sample B

Nb (normal-state)

Sample B Nb (superconducting)

~0
~ -10

() (+
%
& (nm) '-AB
= 20/0)
(nm)

Area
(nm2)

Period of
Osc.

Amp. Osc.

400

50

Yes

N/A

8700

0.5 T

Δ3 ~0.2 4 5 /ℎ

400

50

No

40 nA

8700

0.18 T

Δ3 ~ 0.8 4 5 /ℎ

400

50

No

40 nA

8700

0.18 T

ΔI9 ~1 nA

800

60

No

5 nA

7800

0.28 T

N/A

800

60

No

5 nA

7800

0.28 T

ΔI9 ~6 nA

~ -10

and their critical current decays exponentially with the increasing temperature and
eventually becomes negligible for T > 330 mK > T∗ . As a result, the AB oscillations in the critical current disappear for T > 330 mK, because the modes spreading
around the circumference of the TINR are not carrying supercurrent anymore (for
T > 330 mK). However, these modes still contribute to the AB oscillations in the
normal-state conductance even for T > 330 mK. We also note that there are peculiar time-dependent non-equilibrium processes occurring during the measurement of
supercurrent vs. magnetic ﬁeld in our S-TINR-S Josephson junctions. We currently
do not have a clear understanding of these phenomena. Appendix B summarizes our
experiments and observations regarding such time-dependent processes. Table 5.2
summarizes the sample dimensions and diﬀerent parameters of the AB oscillations in
our TINRs.
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Vg = 10 V
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IC (nA)
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-0.84 -0.56 -0.28 0.00 0.28 0.56 0.84
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Fig. 5.7. (a) Color map of the DC voltage Vdc as functions of Idc and B at
Vg = 10 V and T = 20 mK measured in sample B. AB oscillations with
period of ΔB ∼ 0.28 T is observed in this sample. (b) the critical current
Ic vs. B measured in sample B at a few diﬀerent T ’s and Vg = 10 V. The
amplitude of AB oscillations becomes negligible at T ∼ 330 mK.
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5.4

Highly skewed current-phase relation in S-TI-S Josephson junctions
Due to their strong spin-orbit coupling, backscattering from non-magnetic impuri-

ties is prohibited in the TSS [17,19,20]. Therefore, the S-TI-S junctions are expected
to demonstrate striking features in their current-phase relation (CPR). While for the
conventional junctions the CPR is 2π-periodic, for a TI-based Josephson junction the
CPR is predicted to be 4π-periodic [28]. This 4π periodicity, however, can only be
revealed if the temporal variation of φ is faster than the quasiparticle poisoning time.
In fact, in the presence of quasiparticle poisoning, the CPR of a topological junction,
will become highly skewed but 2π periodic. In this section, we use an asymmetric superconducting quantum interference device (SQUID) technique [147, 148] to measure
the CPR in BiSbTeSe2 -based JJs. The measurement of the CPR in 3D TI ﬂakes help
to understand the nature of the induced superconductivity in the surface states of 3D
TIs and pave the way toward the search for the topological superconductivity in these
materials. Moreover, the asymmetric SQUID technique used here has several advantages over the other existing methods: (i) this technique explicitly reveals the CPR
of the junction under test without a need to perform any further computation, hence
reducing the analytical error, (ii) once used with a high frequency pulsed signal (MHz
or higher), this technique can be performed in the presence of quasiparticle poisoning
and in fact it can be used to measure the quasiparticle poisoning time and study the
processes in which the fermion parity change occurs, and (iii) this technique can be
used to distinguish between the topologically trivial and non-trivial junctions [134].

5.4.1

Measurement of the current-phase relation

The asymmetric SQUID consists of two Josephson junctions (JJ) in parallel as
shown by the scanning electron microscope (SEM) image of Fig. 5.8a. The ﬁrst
JJ is the S-TI-S junction with an unknown CPR and is highlighted by the dashed
white rectangle in Fig. 5.8a (Sample C). While, the second JJ is a conventional SS’-S junction (also called REF junction), where S and S’ are 300-nm and 80-nm
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Fig. 5.8. (a) A scanning electron microscope (SEM) image of an asymmetric SQUID used to measure the current-phase relation (CPR) in the
topological insulator (TI)-based Josephson junction (JJ). The asymmetric
SQUID is formed between a TI-based JJ with superconducting Nb contacts and a reference (REF) junction in parallel. The REF junction is a
conventional S-S’-S JJ with the suppercurrent I(χ) = IcREF sin(χ), where
IcREF and χ are the critical current and the phase difference across the
REF junction, respectively. (b) Schematic of the CPR measurement setup.
We use a low-frequency pulsed current IS , frequency ∼ 17 Hz, to bias the
asymmetric SQUID. The voltage VS across the SQUID is monitored with
a lock-in amplifier, which is locked to 17 Hz. A perpendicular magnetic
field B is applied to control the phase difference inside the SQUID loop.
(c) Color map of VS as functions of IS and B. The solid white curve marks
the critical current ICS of the SQUID and the dashed red line is the critical current IcREF of the REF junction. (d) The current-phase relation
(symbols): the normalized current I/IC of the TI-based JJ vs. the normalized flux ∆Φ/Φ0 , where Φ0 = h/2e is the superconducting flux quanta,
measured in sample C, shown in SEM image of (a), at temperature T =
20 mK. Dashed blue curve is a reference sin(2π∆Φ/Φ0 ). Since the absolute value of the magnetic flux is not known in our SQUID, we move the
experimental curve in the horizontal direction so that φ/2π = ∆Φ/Φ0 .
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wide Nb lines, respectively. Due to its trivial nature, the current IREF of the REF
junction follows a sinusoidal behavior vs. its phase χ and hence it can be represented
by IREF (χ) = IcREF sin(χ), where IcREF is the critical current of the REF junction.
The total current IS inside the SQUID is a sum of IREF (χ) and I(φ), i.e. IS (χ, φ) =
IREF (χ)+I(φ), where I(φ) is the current of the S-TI-S junction with a phase diﬀerence
φ. Furthermore, the phase diﬀerence across the two JJs and the external magnetic
ﬂux are related to each other by
φ − χ = 2π

Φ − LS I
,
Φ0

(5.4)

where Φ is the external magnetic ﬂux, Φ0 = h/2e is the superconducting magnetic
ﬂux quanta, and LS is the self-inductance of the SQUID loop. We extract LS =
80 pH according to LS = ~RN /πΔ0 [149, 150], where RN ∼ 100 Ω is the normalstate resistance of the SQUID (measured slightly above its critical temperature Tc ∼
2 K) and Δ0 = 1.76kB Tc ∼ 0.3 meV is the zero-temperature superconducting gap
(calculated from the BCS theory). The extracted LS results in LS I/Φ0 ∼ 0.07 ≤
1. Therefore, we can ignore the contribution of LS in the phase diﬀerence, thus
φ − χ = 2πΦ/Φ0 and IS (χ, Φ) = IREF (χ) + I(2πΦ/Φ0 + χ). Furthermore, the REF
junction is designed so that its critical current IcREF is much larger than the critical
current Ic of the S-TI-S junction (IcREF  Ic ). Consequently, the critical current of
the SQUID ICS is reached once χ = π/2, hence
ICS (Φ) = IcREF + I(2πΦ/Φ0 + π/2).

(5.5)

Therefore, the modulations of the ICS vs. Φ will directly probe the CPR of the
TI-based JJ. The data presented here comes from two devices, sample C (L ∼ 100
nm, W ∼ 2 µm, and t ∼ 40 nm) and sample D (L ∼ 100 nm, W ∼ 4 µm, and t ∼
13 nm). All our measurements are performed in a dilution refrigerator with a base
temperature T ∼ 20 mK.
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Fig. 5.9. (a) The CPR of sample C measured at the gate voltage Vg = 0
V for diﬀerent temperatures. Symbols are experimental data and dashed
curves are theoretical calculations. All curves are shifted vertically for
clarity. (b) Temperature dependence of the critical current (amplitude of
the CPR) in sample C. Solid blue curve is the theoretical calculation. (c)
The amplitude of the Fast Fourier transform (FFT) of the data presented
in (a, red symbols) normalized to the amplitude (A1 ) of the ﬁrst harmonic
vs. B0 /B, where B0 =1.1 Gauss. (d) Total harmonic distortion (T HD)
and the normalized amplitude of the second (A2 /A1 ) and third (A3 /A1 )
harmonics vs. T at Vg = 0 V, where Aj is the amplitude of the j th
harmonic. Dashed horizontal lines show T HD (green), A2 /A1 (red), and
A3 /A1 (blue) of I(φ) as given in Equation (5.6) for a perfectly ballistic
junction.
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Fig. 5.8b depicts the set-up for the measurement of the CPR in our TI-based JJs.
We use a pulsed current (frequency f ∼ 17 Hz) to bias the SQUID, while the voltage
across the SQUID (VS ) is measured by a lock-in ampliﬁer (locked to f = 17 Hz). The
magnetic ﬂux in the SQUID is also varied by an external magnetic ﬁeld. For a ﬁxed
Φ, once the amplitude of the pulsed current is increased above ICS , a non-zero voltage
(measured with a lock-in ampliﬁer) appears across the SQUID. The application of the
pulsed current helps to reduce the uncertainty of the measured ICS due to thermal
and quantum ﬂuctuations. Fig. 5.8c depicts a color map of VS as functions of IS and
the external magnetic ﬁeld B applied out of the plane of the SQUID. The solid white
curve highlights ICS vs. B. We extract IcREF ∼18 µA by taking average of ICS vs.
B, see the dashed red line in Fig. 5.8c.
Fig. 5.8d shows a representative CPR (symbols) measured in sample C for Vg = 0 V
at T = 20 mK. The CPR is obtained by subtracting IcREF from ICS , then normalizing
it by its maximum value, IC . The measured CPR is contrasted with a reference
sin(2πΔΦ/Φ0 ) shown by a dashed blue curve. Since the absolute value of the ﬂux in
the SQUID is unknown, we shift the experimental curve in the horizontal direction
to compare it with the sinusoidal function. We choose ΔΦ such that φ/2π = ΔΦ/Φ0 .
The measured CPR in sample C is forward skewed, i.e. the phase at which its
maximum value occurs is φ = 0.75π.
Fig. 5.9a shows the normalized suppercurrent I/IC vs. the normalized magnetic
ﬂux ΔΦ/Φ0 measured at a few diﬀerent temperatures in sample C. The amplitude of
the CPR (i.e. IC ) as a function of T is also plotted in Fig. 5.9b. We observe that
the CPR remains highly non-sinusoidal up to T ∼ 400 mK, but transitions to a more
sinusoidal form at T = 1.3 K. Furthermore, IC exhibits a strong T dependece and
increases as we decrease the temperature down to the lowest accessible T = 20 mK.
Such temperature dependence is in contrast to the conventional junctions, where IC is
expected to saturate at low temperatures [118]. Fig. 5.9c depicts the amplitude of the
fast Fourier transform (FFT) normalized by the amplitude of the ﬁrst harmonic as a
function of B0 /B, where B0 = 1.1 Gauss. The FFT is calculated for the T = 20 mK
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data presented in Fig. 5.9a (red symbols) in the range −5 ≤ ΔΦ/Φ0 ≤ 5 and reveals
that the CPR can be described by a Fourier series with up to six harmonics. The
blue curve in Fig. 5.9c is the FFT for the theoretical CPR (also in the range −5 ≤
Δφ/2π ≤ 5 and at T = 20 mK) of a perfectly ballistic short junction [117, 118, 151]
with I(φ) given by:
�φ
I(φ) = sin
tanh
2

!
cos( φ2 )
.
2kB T

(5.6)

The black curve is also the FFT of the CPR calculated using our theoretical model (see
Section 5.4.2 for more details). Notably, we observe that while the perfectly ballistic
model provides reasonable agreement with the second harmonic, it fails to describe
the higher harmonics in our measured CPR. On the other hand, our theoretical model
is in a reasonable agreement with the higher harmonics.
In order to describe the shape of the CPR in our samples, we deﬁne the total
harmonic distortion T HD as
sP
T HD =

6
2
j=2 Aj
,
A21

(5.7)

where Aj is the amplitude of the j th harmonic. We observe that T HD, A2 /A1 ,
and A3 /A1 are almost temperature independent up to T ∼ 400 mK as depicted in
Fig. 5.9d. Moreover, at T = 1.3 K, A3 /A1 ∼ 0 and the T HD is exactly the same as
A2 /A1 , indicating that at this temperature, only the ﬁrst and second harmonics are
present in the CPR. Thus, the CPR of the TI junction is less skewed compared to
that at the base temperature.
Fig. 5.10a demonstrates the CPR measured at various Vg ’s in sample D at T =
20 mK. Fig. 5.10b plots the T HD vs. Vg for both Sample C (red) and Sample D
(blue). Fig. 5.10c depicts the two-terminal resistance R of the SQUID (consisting of
the resistance of the TI-based JJ in parallel with the resistance of REF junction) vs.
Vg measured at T = 8 K above the critical temperature (TcN b ∼ 7 K) of Nb electrodes
in sample D. In contrast to sample C, sample D has stronger gate dependence and
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exhibits an ambipolar ﬁeld-eﬀect in its normal-state resistance. We observe that in
this sample the skewness changes as a function of Vg . Notably, the CPR is most
skewed in sample D at Vg = 30 V, where the chemical potential is inside the bulk
bandgap yet away from the CNP (see Fig. 5.10c). The reduced skewness at Vg ∼ 0
V may be a result of the charge inhomogeneity and electron/hole puddles near the
CNP.

5.4.2

Theoretical Model

In this section, we introduce a theory based on induced superconductivity in
the spin-helical surface states of topological insulators 1 . Since the superconducting contacts in our case are only 300 nm wide (a value roughly comparable to the
expected value of the coherence length), in the theoretical description, we cannot
assume existence of Andreev bound states but should suppose instead that all wavefunctions of the surface fermions extend over the entire circumference of the sample
(see Fig. 5.11a). We denote the circumference Cx and deﬁne the longitudinal coordinate x to be in the range −Cx /2 ≤ x ≤ Cx /2, where Cx is the circumference in x
direction. We adopt a model, based on the Hamiltonian of Fu and Kane [28], in which
we take the pairing amplitude to be a piecewise constant function of x, as follows:
Δ(x) = Δ0 eiφ/2 for L/2 < x < L/2 + b, Δ0 e−iφ/2 for −L/2 − b < x < −L/2, and zero
otherwise. Here Δ0 > 0, and L and b are the parameters that determine the separation and width of the contacts. The fermion wavefunctions are subject to antiperiodic
boundary conditions in x. In this simplest version of the theory, we assume that the
system is translationally invariant in the y direction, so the wavefunctions depends
on y as exp(iky y) for some ky . This renders the problem eﬀectively one-dimensional.
Our explanation of the CPR and the temperature dependence of the critical current is based on an interplay between the proximity and ﬁnite-size eﬀects, i.e. the
width of the Nb contacts, the channel length, and the ﬁnite size of the TI. To compute
1

The theoretical model was developed by Sergei Khlebnikov
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Fig. 5.10. (a) The CPR measured in sample D at T = 20 mK for diﬀerent
Vg ’s. Curves are shifted vertically for clarity. Dashed black and red curves
are theoretically calculated CPR with chemical potential µ ∼ 0 and 50
meV (corresponding to Vg = 0 and 30 V), respectively. (b) T HD of the
CPR as a function of Vg for samples C (red) and D (blue) at T = 20 mK.
(c) Two-terminal resistance R of the SQUID (TI-based JJ in parallel with
the REF junction) vs. Vg measured in Sample D at T ∼ 8 K above the
critical temperature of Nb electrodes (T > TcN b ∼ 7 K).
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the CPR, we ﬁrst rewrite, following [28], the Hamiltonian of the surface fermions as
H = Ψ† HΨ, where Ψ is an extended (four component) fermion multiplet and is a
4×4 matrix in the component space. For given values of ky and the chemical potential
µ, the Fermi surface corresponds to kx = k 0 , where ~vF k 0 = (µ2 − (~vF )2 ky2 )1/2 , and
vF is the Fermi velocity. We choose a band of kx near k 0 and consider the Fourier
expansion of Ψ in the corresponding set of plane waves. Amplitudes with diﬀerent
values of kx are connected by the Fourier transform of the pairing amplitude Δ(x).
This converts the eigenvalue problem for H into a matrix problem, which we diagonalize numerically for various values of the phase diﬀerence φ. H has a particle-hole
symmetry (or rather redundancy), which stems from our using four fermionic components in place of two: at each φ, the energy levels come in ±E pairs. In terms of
the positive En , the total free energy at temperature T is
F (φ) = −

X

En (φ) − T

n

X



ln 1 + e−En (φ)/T ,

(5.8)

n

and the current is obtained as I(φ) = (2e/~)dF/dφ.
Because the wavefunctions extend over the entire circumference Cx , while the
Nb contacts occupy only a small part of it, the proximity induced energy gap is
only a fraction of the full Δ0 . Our results can be understood qualitatively using the
perturbation theory in this reduced gap. For Δ0 = 0, the system would have a strictly
zero energy state whenever k 0 deﬁned above equals one of the quantized free-fermion
momenta
k0 =

2π
(n + 1/2),
Cx

(5.9)

where n is an integer. When Δ0 6= 0, these states will be gapped roughly by
2W Δ0 /Cx . For Cx = 6.2 ∼ µm and the contact width b = 300 nm, this is about 0.1Δ0 .
Crucially, these low-energy states exist for the entire range of phases, 0 ≤ φ < 2π,
in contrast for instance to the case of a ballistic point contact between two large superconductors (the the Kulik-Omelyanchuk, KO-2, theory [151]), where the minimal
energy remains of the order Δ0 except for a narrow vicinity of φ = π. Fig. 5.11b plots
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Fig. 5.11. (a) Schematic representation of the TI-based Josephson junction
used in our theoretical calculation. We assume the TSS wavefunctions
extend over the entire circumference of the TI as shown by the black
circle in this ﬁgure. (b) Energy spectrum (energy E vs. phase φ) of
the modes within the superconducting gap Δ0 for Sample C computed
using Equation (5.8). Theoretical calculations were performed by Sergei
Khlebnikov.

the computed energy spectrum (En vs. φ) of sample C for the modes within the gap,
i.e., |En | ≤ Δ0 . Interestingly, we observe modes with energy-scale much smaller than
Δ0 that extend over the entire range of φ, red curves in Fig. 5.11b. These low-energy
states will lead to non-saturation of the junction’s critical current down to unusually
low temperatures as seen in the theoretical (blue) curve and experimentally results
depicted in Fig. 5.9b.
For a given µ, the condition of Equation (5.9) will be satisﬁed better for some
ky than for others. In practice, however, the translational invariance in the y direction is not precise, so ky is not an exact quantum number. For this reason, in
comparison with the experimental data, we have used µ0 = ~vF k 0 , rather than µ, as
a free parameter and have taken into account the presence of modes with diﬀerent ky
by multiplying the result by a phenomenological parameter, the eﬀective number of
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transverse channels (Nch ). The latter was determined by matching the overall magnitudes of the experimental and computed currents. For sample C, we ﬁnd Nch ∼ 19
at Vg = 0 V and for sample D, we ﬁnd Nch ∼ 46 at Vg = 30 V.
We plot the computed CPR for sample C as dashed curves in Fig. 5.9a, where
an excellent agreement with the measured data is observed. The computed CPR
for sample D is also plotted with dashed curves in Fig. 5.10a at two diﬀerent Vg ’s.
While the theoretical CPR agrees well with the experiment for Vg = 30 V, we see a
deviation between the theory and experiment for Vg = 0 V. In sample D, the TI ﬂake
is very thin (t ∼ 13 nm). In such a thin TI, there may be a gap opening in the TSS
close to the Dirac point due to hybridization of the top and bottom surface states.
This gap opening is also reﬂected in the normal-state resistance of the TI-based JJ
in sample D (R ∼ 1.7 KΩ), which is larger compared to that in sample C (R ∼ 0.9
KΩ). This gap causes the TI to transition into a trivial insulator. Moreover, there
are electron-hole puddles and charge inhomogeneity near the charge neutrality point.
Therefore, transport may be more diﬀusive, i.e. the CPR is more sinusoidal, close to
the CNP due to eﬀects of disorder and hybridization. Such eﬀects are not included in
our theory and may be responsible for the discrepancies between the calculated and
measured CPR at Vg = 0 V in sample D.
We have also measured the CPR in our TINR junction at T = 20 mK and found the
CPR to be sinusoidal. The measured CPR (symbols) is shown in Fig. 5.12 alongside
a sinusoidal function (black curve), which describes well the measured CPR. We note
that the CPR in long ballistic junctions (which is the case in our TINRs at the lowest
temperature) is predicted to have a saw-toothed form for T < Tsat but transitions
to a sinusoidal form for T  Tsat [118]. We suspect that the electron temperature
in our SQUID device may be higher than the sample T ∼ 20 mK possibly due to a
large critical current ∼ 10 µA ﬂowing through the reference junction. Observation of a
higher electron temperature has been previously reported in similar experiments [147,
152]. Therefore, the measured sinusoidal CPR may reﬂect a high electron temperature
(T > Tsat ) in the the SQUID device used in the experiment. Furthermore, in the
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a TINR-based JJ.

TINRs, the ky = 0 modes, which are topologically protected against backscattering,
are prohibited [139,140] and the modes with ky  0 (corresponding to I2 in Fig. 5.2b)
are subject to scattering. Thus, they give rise to a sinusoidal CPR at the measurement
temperature. On the other hand, TI ﬂakes can support the topologically protected
ky = 0 modes and hence exhibit a highly skewed CPR, which is consistent with our
experimental observations.

5.5

Conclusion
We have studied the induced superconductivity in topological insulator (BiSbTeSe2 )

based Josephson junctions with superconducting Nb electrodes. We observed several
signatures of induced superconductivity in the surface states of this TI. First, we
demonstrated that the temperature dependence of Ic exhibits a kink below an upturn temperature, i.e. T < T∗ . Such anomalous temperature dependence indicates
that the suppercurrent is carried by modes that extend around the entire circumfer-
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ence of the TINR, i.e. supercurrent is carried by the TSS. Secondly, our S-TINR-S
junctions display Aharonov-Bohm oscillations in both the normal and superconducting states, revealing that the superconductivity is induced in the TSS. Lastly, we
observe highly skewed CPR in S-TI-S junctions. Such a skewed and non-sinusoidal
CPR point towards the ballistic nature of transport in our TI-based JJs and may
be related to the topological nature of induced superconductivity in such junctions.
However, one needs to perform CPR measurements at relatively high frequencies, i.e
MHz or higher, to overcome the quasiparticle poisoning processes that may mask the
4π-periodic nature of the CPR.
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Gilbert, and N. Mason, “AharonovâBohm oscillations in a quasi-ballistic threedimensional topological insulator nanowire,” Nature Communications, vol. 6,
p. 7634, 2015.
[23] L. A. Jauregui, M. T. Pettes, L. P. Rokhinson, L. Shi, and Y. P. Chen, “Magnetic ﬁeld-induced helical mode and topological transitions in a topological
insulator nanoribbon,” Nature Nanotechnology, vol. 11, no. 4, pp. 345–351,
2016.

99
[24] E. Majorana, “A symmetrical theory of electrons and positrons,” Nuovo
Cimento, vol. 14, p. 171, 1937.
[25] F. Wilczek, “Majorana returns,” Nature Physics, vol. 5, p. 614, 2009.
[26] G. Moore and N. Read, “Nonabelions in the fractional quantum hall eﬀect,”
Nuclear Physics B, vol. 360, pp. 362–396, 1991.
[27] G. E. Volovik, The Universe in a Helium Droplet, Oxford University Press., Ed.
Oxford University Press., 2003.
[28] L. Fu and C. L. Kane, “Superconducting proximity eﬀect and Majorana
fermions at the surface of a topological insulator,” Physical Review Letters,
vol. 100, no. 9, p. 096407, 2008.
[29] Y. Oreg, G. Refael, and F. von Oppen, “Helical liquids and Majorana bound
states in quantum wires,” Physical Review Letters, vol. 105, no. 17, p. 177002,
2010.
[30] R. M. Lutchyn, J. D. Sau, and S. Das Sarma, “Majorana Fermions and a Topological Phase Transition in Semiconductor-Superconductor Heterostructures,”
Physical Review Letters, vol. 105, no. 7, p. 077001, 2010.
[31] M. Kayyalha and Y. Chen, “Observation of reduced 1/f noise in graphene ﬁeld
eﬀect transistors on boron nitride substrates,” Applied Physics Letters, vol.
107, no. 11, 2015.
[32] M. Kayyalha, J. Maassen, M. Lundstrom, L. Shi, and Y. Chen, “Gate-tunable
and thickness-dependent electronic and thermoelectric transport in few-layer
MoS2 ,” Journal of Applied Physics, vol. 120, no. 13, 2016.
[33] L. A. Jauregui, M. Kayyalha, A. Kazakov, I. Miotkowski, L. P. Rokhinson, and
Y. P. Chen, “Gate-tunable supercurrent and multiple Andreev reﬂections in
a superconductor-topological insulator nanoribbon-superconductor hybrid device,” arXiv:1710.03362, 2017.
[34] P. Dutta, P. M. Horn, and I. Thomas, “Low-frequency ﬂuctuations in solids:
1/f noise IV. Thermal Fluctuation Model of Voss and Clarke V. Temperature
Dependence of the Noise in Metals; Failures of the Thermal Fluctuation Model
VI. Model for’the Noise in Metals VII. Conclusions,” Review of Modern Physics,
vol. 53, no. 3, pp. 497–516, 1981.
[35] M. Keshner, “1/F Noise,” Proceedings of the IEEE, vol. 70, no. 3, pp. 212–218,
1982.
[36] F. Hooge, “1/F Noise Sources,” IEEE Transactions on Electron Devices, vol. 41,
no. 11, pp. 1926–1935, 1994.
[37] A. A. Balandin, “Low-frequency 1/f noise in graphene devices,” Nature
nanotechnology, vol. 8, no. 8, pp. 549–55, 2013.
[38] Y.-M. Lin and P. Avouris, “Strong suppression of electrical noise in bilayer
graphene nanodevices,” Nano letters, vol. 8, no. 8, pp. 2119–25, 2008.

100
[39] Y. Zhang, E. E. Mendez, and X. Du, “Mobility-dependent low-frequency noise
in graphene ﬁeld-eﬀect transistors.” ACS nano, vol. 5, no. 10, pp. 8124–30,
2011.
[40] A. N. Pal, S. Ghatak, V. Kochat, A. Sampathkumar, S. Raghavan, and
A. Ghosh, “Microscopic Mechanism of 1 / f Noise in Graphene : Role of Energy,” ACS nano, vol. 5, no. 3, pp. 2075–2081, 2011.
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A. MEASUREMENT TECHNIQUES
In this appendix we summarize diﬀerent measurement techniques that we used to
measure electrical, thermoelectric and superconducting transport in our devices.

A.1

Electrical and thermoelectric measurements

Fig. A.1a and b show our measurement set-up for the four-probe and two-probe
electrical measurements, respectively. In semiconducting ﬁeld eﬀect transistors (FET’s),
especially in their OFF state, the channel resistance can become comparable to or
larger than the instrument impedance. Therefore, two-probe or four-probe currentbiasing techniques could result in unreliable measurements of the electrical conductance in the OFF state (where the voltmeter could shunt away a notable part of the
current). Additionally, applying a small current (as small as 100 nA) in the OFF
state where the channel resistance is large will result in a signiﬁcant voltage drop VD
across the channel. This large VD will put the device in its high-ﬁeld region and results in inaccurate conductance measurements. Therefore, we use the voltage-biasing
technique to measure the two-probe conductance of the device in both the ON and
OFF states. In this way, we make sure that having a large channel resistance will not
aﬀect our measurements. At the same time, VD is always small, VD ∼ 100 − 400 mV,
to ensure that we are in the low-ﬁeld region. We use an AC current-biasing technique
for the four-probe electrical measurement. This measurement is performed in the ON
state where the channel is suﬃciently conductive for G4p to be measured reliably.
The temperature dependence of G4p for the device studied in Fig. 3.6 is presented
in Fig. A.2a for the insulating part of Fig. 3.6c. We observe that for the high-
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Fig. A.1. Schematics of (a) the AC current biasing four-probe and (b) DC
voltage biasing two-probe electrical conductance/resistance measurements.
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Fig. A.2. (a) Arrhenius plot of G4p (log scale) vs 1/T for various VG values
for the insulating part the device studied in Fig. 3.6c. Solid lines are ﬁts to
Equation (A.1). (b) Activation energy Ea vs. VG .

temperature part (T ≥ 120 K), G4p can be modeled by thermally activated transport
[73]:
G = G0 e(

−Ea
),
kB T

(A.1)

where Ea is the activation energy, kB is the Boltzmann constant, and G0 is a parameter
that can be extracted from the ﬁtting. The thermal activation model, however, cannot
be used at temperatures below T < 120 K. At these low temperatures, transport
might be dominated by a variable range hopping through localized states [65,73,153].
Fig. A.2b shows Ea as a function of VG .
Fig. A.3 depicts the details of our Seebeck measurement set-up. In the AC conﬁguration, as we apply a low frequency AC current to the heater IHeater with a SR830
lock-in ampliﬁer, a temperature diﬀerence is built up across the device, causing a
thermally-induced voltage Vthermal , at frequency of 2ω and 90 deg phase shifted from
the AC current, between the two voltage probes R1 and R2 , which are also used as
thermometers. The temperature rises δT1 (2ω) and δT2 (2ω)) at R1 and R2 are measured through changes in the four-probe resistance of each thermometer ΔR. These
temperature rises as well as the thermoelectric voltage Vthermal are all found to be
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Fig. A.3. The measurement set-up used to measure Seebeck coeﬃcient in
AC and DC modes.

2
proportional to IHeater
as shown in Fig. 3.4a and b, note all quantities are lock-in

detected root-mean-square (RMS) values. The resulting Seebeck coeﬃcient is then
calculated through S = −Vthermal /ΔT , where T (2ω) = δT1 (2ω) − δT2 (2ω) is the temperature diﬀerence across the channel. in our thermometers (R1 and R2 ) is measured
by applying a DC current (Idc ∼ 100 − 200µA) to each thermometer and monitoring the voltage drop across the thermometer at 2ω frequency (ΔV (2ω)) while the
AC heater current (I(ω)) is gradually raised. The change in the resistance of each
thermometer can then be calculated by ΔR(2ω) = ΔV (2ω)/Idc . We have also calibrated the temperature coeﬃcient α = ΔR/RδT of each thermometer separately by
monitoring R1 and R2 (measured by the standard 4-probe method using the lock-in
ampliﬁer) as we varied the temperature T of our samples using an external heater.
We can then extract δT for each thermometer as δT = ΔR/Rα.
In the DC conﬁguration, the thermally induced voltage was measured with a
Keithley 2182A nanovoltmeter, which has an input impedance > 10 GΩ. This will
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help reduce the uncertainty of the measured voltage, especially in the subthreshold
(OFF) regime of operation. However, in this DC approach due to additional problems
that will be discussed next, the heater current must be swept at each VG in order to
make sure that the open-circuit voltage Vopen−circuit is indeed caused by the thermoelectric eﬀects, which should show parabolic behavior for Vopen−circuit as a function of
IHeater .

A.1.1

Notes on the electrical and thermoelectric measurements in the
OFF state of a FET

In the OFF state, the channel resistance becomes comparable with or larger than
the input resistance of the voltmeter. In this case, having a small gate leakage current,
which is normal for our back-gated devices, or a small leakage current of the voltmeter
itself might become problematic.
Here, we perform extensive AC and DC measurements in order to identify whether
the measured Vopen−circuit is in fact due to the thermoelectric eﬀects from the channel
material, e.g. Vopen−circuit = Vthermal , or it is simply a result of instrumental or
experimental artifacts. For this investigation, another MoS2 device with only one
heater and two microthermometers was fabricated (see inset of Fig. A.4a for an optical
image). Fig. A.4a plots the R2p (left) and G2p (right) of the channel, measured by
applying a constant VD of 100 mV. The threshold voltage (Vth ) of the device is around
-1.5 V.
In the DC mode and in order to measure Vopen−circuit , we use a Keithley 2182A
nanovoltmeter, with more than 10 GΩ input resistance. The heater current and the
back-gate voltage are supplied by a Keithley 2162A source meter. Fig. A.4b shows the
resulting Vopen−circuit vs. IHeater for VG = -40 and -30 V. We observe that Vopen−circuit
vs. IHeater does not behave in a parabolic fashion that is expected for a thermallyinduced voltage, and there is also an oﬀset voltage at zero heater current. Both these
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Fig. A.4. (a) The two-probe resistance (R2p , left) and conductance (G2p ,
right) of the MoS2 ﬂake as functions of VG . Inset shows the optical image
of the thermoelectric device. (b) Vopen−circuit across the channel measured
as a function of IHeater deep into the OFF state of the device. No parabolic
behavior is observed in this region. (c) Vopen−circuit across the channel measured as a function of IHeater close to the onset of ON state (blue curve
on the left axis) and deep into the ON state of the same device (red curve
on the right axis). (d) Gate-dependent Vopen−circuit in the OFF state for
IHeater = 4, 0, −4 mA.

phenomena can be explained considering that the device resistance is very large in
the OFF region.
In the OFF state, a resistive coupling (through the 300-nm-thick SiO2 ) from the
heater to the channel material (facilitated mostly through the contact pads) results
in a deviation from the parabolic behavior in the open-circuit voltage as the heater
current changes from -4 to 4 mA. Similarly, a resistive coupling from the back gate
to the channel results in a constant oﬀset voltage (even at zero heater current) in
Vopen−circuit , e.g. notable in the blue curve in Fig. A.4c. For example, a gate-oxide
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resistance of around 0.3 TΩ and a channel resistance of around 10 MΩ can be calculated from our data for the back-gate voltage of -10 V. This will result in an oﬀset
voltage (through the resistive coupling) of around 300 µV (∼ 10 V × (10 MΩ)/(0.3
TΩ)), which is on the same order as that observed in the blue curve in Fig. A.4c. It
should be mentioned that nanovoltmeter oﬀset current (60-100 pA) is also partially
responsible for this constant oﬀset voltage [81]. As we get closer to the onset of the
ON state, more parabolic behavior is observed in the open-circuit voltage and eventually the behavior is completely parabolic once we are inside the ON regime of the
FET (Fig. A.4c, red curve). Gate-dependent open-circuit voltage in the OFF state of
the device for three diﬀerent heater currents is shown in Fig. A.4d. As it can be seen
from this ﬁgure, just by looking at the open-circuit voltage, when the heater is ON,
one can report Seebeck coeﬃcient values as large as 10 V/K. However, thermoelectric
eﬀects are not responsible for this open-circuit voltage. In order to give an estimate of
how much these spurious eﬀects contribute to the measured signal in one special case,
we have ﬁtted the blue line (VG = −10 V) in Fig. A.4c to a second-degree polynomial
2
(a0 +a1 IHeater +a2 IHeater
). We note that the constant term a0 corresponds to the con-

tribution of the resistive coupling from the back-gate voltage and also nano-voltmeter
oﬀset current. The linear term, a1 IHeater , indicates the contribution of coupling from
the heater pads to the channel (through the back gate). And ﬁnally the second-order
2
is the contribution of the thermoelectric eﬀects in the measured signal.
term a2 IHeater

Using this ﬁtting, we obtain a0 = −312 µV, a1 = 7.77 µV/mA, and a2 = −14.35
µV/mA2 . We, therefore, ﬁnd that the constant term a0 is 136% and the linear term
2
= −229.6 µV/K, when
a1 IHeater is 13.5% of the actual thermoelectric signal a2 IHeater

IHeater = 4 mA.
In the AC mode, we designed two diﬀerent experiments to investigate the eﬀect of
channel resistance in the thermoelectric measurements in the OFF state. In the ﬁrst
experiment, a SR830 lock-in ampliﬁer (input impedance ∼ 10 MΩ) is directly used to
measure Vopen−circuit across the channel. In this case, we observe a strong frequencydependence for Seebeck coeﬃcient, especially when the device enters its OFF state
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Fig. A.5. (a) A comparison between AC measurements when the lock-in
ampliﬁer is directly used and when a SR560 pre-ampliﬁer is used. (b) The
phase shift between the heater current and Vopen−circuit as a function of the
back-gate voltage for three diﬀerent frequencies when the lock-in ampliﬁer
is directly used.

(Fig. A.5a red and green dashed lines). In the second experiment, a SR560 PreAmpliﬁer (input resistance > 100 MΩ) is used to reduce the loading eﬀects on the
lock-in ampliﬁer. We observe that the measured Seebeck coeﬃcients are independent
of the frequency for f < 20 Hz.
When the device enters the OFF state, the phase shift (θ, between IHeater and
Vopen−circuit ) deviates from 90 deg. This can be seen in Fig. A.5b, where θ is plotted
as a function of VG when the lock-in ampliﬁer is directly used. As a result, the inphase component (90 deg phase shifted from IHeater ) of the lock-in ampliﬁer is not a
good measurement of Vopen−circuit and the AC measurement becomes unreliable. The
frequency dependence and substantial out-of-phase component seen in the measured
signal likely occurs when the input impedance of the lock-in ampliﬁer becomes comparable or even smaller than that of the device in the OFF state. Using a preampliﬁer
helps to reduce this loading eﬀect and thus the phase shift observed is similar to the
case where we directly use a lock-in ampliﬁer with f = 5.117 Hz.
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Fig. A.6. Schematic of the set-up used to measure diﬀerential resistance in
our devices.
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A.2

Diﬀerential resistance measurements

The diﬀerential resistance measurements are crucial in investigating the diﬀerent
properties of superconducting junctions including the critical current, position and
amplitude of the multiple Andreev reﬂection peaks, the current-phase relation etc.
Fig. A.6 show the set-up we use to measure the diﬀerential resistance in our S-TI-S
junctions. Typically an AC excitation current ∼ 0.25 nA is used. The DC voltage
is provided by a home-made digital to analog converter (DAC) which has 20 bits
accuracy. The voltage is ﬁrst ampliﬁed using a voltage ampliﬁer and then measured
by a digital voltmeter in the DC mode or a lock-in ampliﬁer in the AC mode.
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B. TIME DEPENDENCE OF THE CRITICAL CURRENT
AND AB OSCILLATIONS IN THE SUPERCONDUCTING
STATE
In our S-TINR-S junctions studied in Chapter 5, we observe a peculiar time dependence in the supercurrent once the axial magnetic ﬁeld is increased/decreased
around zero B ﬁeld. This time dependence is only observed in the vicinity of zero
magnetic ﬁeld (i.e. -0.2 T < B < 0.2 T) and may be related to the ﬂux trapping
inside the TINR-based Josephson junctions. However, the exact mechanism of this
time-dependent non-equilibrium eﬀect is not fully understood. In the following we
summarize our observations related to such time dynamics in our TINR JJs.
Fig. B.1a and b depict the color map of Vdc vs. Idc and axial B measured at Vg =
10 V and T = 20 mK in sample B. The data set presented in Fig. B.1a is measured
under the following conditions: B is swept from -1 T to 1 T in 20 mT steps. Sweeping
rate of the magnetic ﬁeld is 50 mT/min. For each Vdc vs. Idc curve at a given B, once
B reaches this value, we allow the system to relax for 30 seconds (referred to as the
delay time τd ). Each Vdc vs. Idc measurement also takes around 30 seconds (referred
to as the measurement time τm ) to complete. We observe that within -0.12 T < B <
0.12 T, there is a signiﬁcant reduction in the amplitude of the critical current. We
refer to the conditions of this measurement as “fast-sweep” conditions. However, if
we keep all the measurement conditions the same and increase τd from 30 seconds
to an hour, we obtain the color map of Fig. B.1b, where there is no reduction of Ic
around zero magnetic ﬁeld and the color map is symmetric around B = 0 T.
In order to further investigate this time-dependent process and determine its dependence on the magnetic ﬁeld, we perform the following measurement. In this
measurement, we always let the system relax at B = 0 T for a very long time (> 1
hour). We then sweep B to a ﬁnite value, for instance B = 0.1 T. Once B reaches
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Field sweep direction
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Field sweep direction

Fig. B.1. Color map of the DC voltage Vdc as functions of Idc and B at Vg =
10 V and T = 20 mK measured in sample B under diﬀerent measurement
condition of (a) fast with the delay time τd ∼ 30 seconds and (b) slow with
τd > 1 hour. Magnetic ﬁeld B is swept from -1 T to 1 T. Arrows show the
B ﬁeld sweep direction.
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B = 0.1 T

T = 20 mK
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Fig. B.2. Color map of Vdc vs. Idc and time for (a) B = 0.1 T and (b) B =
0.5 mT. The dashed red curves are ﬁt to the Equation (B.1). For data in
(a) we obtain Ic0 = 14.5 nA, τr ∼ 14 min, and I0 = 9 nA. For data in (b)
Ic0 = 31 nA, τr ∼ 2 min, and I0 = 18 nA.

its ﬁnal value (0.1 T in this case), we immediately measure Vdc vs. Idc and time with
τd = 0 and τm = 30 seconds. The resulting Ic vs. time is used to quantify the time
dynamics of this process and its dependence on B. Fig. B.2a and b show the color
map of the Vdc vs. Idc and time at T = 20 mK and for ﬁnal value of B = 0.1 T and B
= 0.5 mT, respectively, in this measurement. The critical current exhibits a sudden
drop at time = 0. However, Ic gradually increases and eventually saturates after long
enough time, which depends on the magnetic ﬁeld. This behavior is consistent with
the following exponential expression:

Ic = Ic0

� −t 
1 − exp
τr

!
+ I0 ,

(B.1)

where I0 = Ic (time = 0), Ic0 = Ic (time = inf) + I0 , and τr is the relaxation time. We
obtain τr ∼ 14 min and 2 min for B = 0.1 T and 0.5 mT, respectively. Remarkably,
we observe that even extremely small B = 0.5 mT is enough to drive the system into
a non-equilibrium state with a relaxation time as large as ∼ 2 min.
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Fig. B.3. The relaxation time τr vs. the magnetic ﬁeld B (bottom axis)
and the magnetic ﬂux Φ/Φ0 (top axis), where Φ0 = h/e, and B is swept
from a relaxed state at B = 0 T to its ﬁnal value. For this measurement τd
= 0 and τm = 30 seconds.

Fig. B.3 depicts τr as a functions of B (bottom axis) and the normalized magnetic
ﬂux Φ/Φ0 (top axis), where Φ0 = h/e, in Sample B. We clearly see that τr reaches
its maximum value at ∼ Φ0 /2 = h/2e. Notably, we also observe that the asymmetric
behavior in the supercurrent around B = 0 under fast sweep condition depends
strongly on the B-ﬁeld sweep direction and moves to the other side of B = 0 T if we
change the sweep direction from (-1 T to 1 T) to (1 T to -1 T) as shown in Fig. B.4a
and b. However, this asymmetry does not depend on the direction of Idc and does
not change if we change the Idc sweep direction from (0 nA to 50 nA) to (0 nA to -50
nA) as depicted in Fig. B.4c and d.
Fig. B.5a to d show the color map of Vdc vs. Idc and B at four diﬀerent temperatures for Sample B. We observe that as we increase the temperature the relaxation
time becomes smaller and eventually vanishes for T > 330 mK. The temperature
dependence of τr can be better analyzed when instead of taking color maps, we study
our S-TINR-S junction using its resistance R = dV /dI at Idc = 0 nA. Fig. B.6a
shows the time dependence of R at Idc = 0 nA and B = 0.1 T measured in sample
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A (shown in Fig. 5.5 and Fig. 5.6) at Vg = 28 V. In this measurement, we increase
B-ﬁeld from zero (once the sample is relaxed for a long time) to 0.1 T and immediately measure R vs. time. We observe an exponential behavior for R vs. time.
�

Using R ∝ exp − t/τr we extract a relaxation time τr ∼ 90 seconds for this sample.
Fig. B.6b depicts R(Idc = 0nA) vs. B at a few diﬀerent temperatures measured in
sample A at Vg = 28 V. Similar to Ic , R(Idc = 0nA) vs. B also exhibits asymmetry
around B = 0 T which reverses once the ﬁeld-sweep direction is reversed. Fig. B.6c
plots the temperature dependence of τr measured from R(Idc = 0nA) and B = 0.1 T.
We observe that τr remains non-zero up to remarkably high temperatures, e.g. T >
650 mK.
Fig. B.7 plots R = dV /dI measured at three diﬀerent Idc = 0, 5, and 10 nA vs.
the magnetic ﬁeld B in the normal-TINR-superconductor (N-TINR-S) junction of
Sample A, see Fig. 5.5a for a optical image of the device. Notably, we observe that
no slow time dynamics or asymmetry around B = 0 T is observed. We conclude
that such time dynamics only takes place in the superconducting states when both
superconducting Nb electrodes are used. Such a time-dependent process has not been
previously reported in S-TINR-S or other Josephson junctions. The exact mechanisms
governing the slow time dynamics are not clear to us and further investigations as
well as theoretical works are required to have better understanding of the induced
superconductivity in our S-TINR-S junctions, particularly under an axial magnetic
ﬁeld.
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Fig. B.4. The color map of Vdc vs. Idc and B, when B and Idc are swept
from (a) -1 T to 1 T and 0 to 50 nA, (b) 1 T to -1 T and 0 to 50 nA, (c)
-1 T to 1 T and 0 to -50 nA, and (d) 1 T to -1 T and 0 to -50 nA. Arrows
show the B-ﬁeld sweep directions. In these measurements τd = 30 seconds
and τm = 30 seconds.
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(c)
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T = 330 mK
VG = 10 V
Fast sweep

Fig. B.5. Eﬀect of temperature on the relaxation time and asymmetry of
Ic vs. B as shown in the color map of Vdc vs. Idc and B at four diﬀerent
temperatures (a) T = 20 mK, (b) 148 mK (c) 225 mK, and (d) 330 mK.
Arrows show the B-ﬁeld sweep directions. In these measurements τd = 30
seconds and τm = 30 seconds.
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Fig. B.6. (a) The resistance R = dV /dI measured at Idc = 0 nA vs. time
when the magnetic ﬁeld is swiftly swept from a relaxed state at B = 0 T to
B = 0.1 T at T = 20 mK. We obtain
time τr ∼ 90 seconds
� the relaxation

from an exponential ﬁt as R ∝ exp − t/τr . This data is obtained from
sample A shown in Fig. 5.5 and Fig. 5.6. (b) R(Idc = 0nA) vs. B at a few
diﬀerent temperatures measured in sample A at Vg = 28 V. Magnetic ﬁeld
is swept with a rate of 50 mT/min. (c) The relaxation time τr obtained
from a similar measurement as that in (a) at a few diﬀerent temperatures.
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Fig. B.7. The resistance R = dV /dI measured at three diﬀerent Idc = 0,
5, and 10 nA vs. the magnetic ﬁeld B in the normal-TINR-superconductor
(N-TINR-S) junction of Sample A, see Fig. 5.5a for an optical image of the
device. Sweeping rate of the magnetic ﬁeld is 50 mT/min. The data is
taken at T = 20 mK and Vg = 28 V.
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