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1. Introduction
Ecological systems are open systems in which the interaction between the component parts is nonlinear and the re-
markable variety of dynamical behaviours exhibited by many predator–prey species has stimulated a great interest in the
development of mathematical models of ecological systems [1,2]. From a mathematical as well as biological point of view
the predator–prey models can be formulated as systems of differential or difference equations and has been studied by
many authors [3–10, and references therein].
Now a days attention have been paid by many authors to Holling–Tanner predator–prey model (see [11–14]). This type
of model takes the form of⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dN
dt
= rN(t)
(
1− N(t)
k
)
− mN(t)
N(t) + q P (t),
dP
dt
= P (t)
[
s
(
1− h P (t)
N(t)
)]
,
N(0) > 0, P (0) > 0.
(1.1)
In system (1.1), N(t) and P (t) stands for prey and predator density at time ‘t ’. r, k, m, q, s, h are positive constants that
stand for prey intrinsic growth rate, carrying capacity, capturing rate, half capturing saturation constant, predator intrinsic
growth rate, conversion rate of prey into predators biomass respectively.
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S.B. Hsu and T.W. Hwang [11] obtained results on global stability of the positive equilibrium. They showed that the local
stability of the positive equilibrium implies its global stability. A. Gasull, R.E. Kooij and J. Torregrosa [12] showed that the
local asymptotic stability of the positive equilibrium does not imply global stability for the model system (1.1). They obtained
results under which the stable positive equilibrium of (1.1) is surrounded by two limit cycles, the innermost is unstable and
the outermost is stable. E. Saez and E. Gonzalez-Olivares [13] described the bifurcation curves when the two limit cycles
collapse on a semi-stable limit cycle and disappear. They also showed that local stability and global stability of the positive
equilibrium are not equivalent for the model system (1.1).
Recently, there is a growing explicit biological and physiological evidences (see [15–17]) that in many situations, espe-
cially when predators have to search for food (and therefore has to share or compete for food), a more suitable general
predator–prey theory should be based on the so-called ratio-dependent theory, which can be roughly states as that the per
capita predator growth rate should be a function of the ratio of prey to predator abundance, and so would be so-called
predator functional responses. This is supported by numerous ﬁelds and laboratory experiments and observations [18,19].
Ratio-dependent predator–prey models differs from prey dependent predator–prey models in two directions (i) equilib-
rium abundances are positively correlated along a gradient of enrichment (see [18]) and (ii) the “paradox of enrichment”
(see [20]) either completely disappears or enrichment is linked to stability in a more complex way. For further information
of ratio-dependent predator–prey model one can refer [21–26]. Generally, a ratio-dependent Holling–Tanner predator–prey
model takes the form of⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
dN
dt
= rN(t)
(
1− N(t)
k
)
− mN(t)P (t)
N(t) + qP (t) ,
dP
dt
= P (t)
[
s
(
1− h P (t)
N(t)
)]
,
N(0) > 0, P (0) > 0.
(1.2)
Z. Liang and H. Pan [27] obtained results for the global stability of the positive equilibrium of (1.2). They showed the
existence of unique limit cycle for the model system (1.2). However, one of the important problems for predator–prey
dynamics is to analyze the effect of time delays on the stability of the systems. In this paper we focus our attention on
the delayed ratio-dependent Holling–Tanner predator–prey model where the time delay ‘τ ’ is incorporated into the resource
limitation of the prey logistic equation and this takes the form of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dN
dt
= rN(t)
(
1− N(t − τ )
k
)
− mN(t)P (t)
N(t) + qP (t) ,
dP
dt
= P (t)
[
s
(
1− h P (t)
N(t)
)]
,
(1.3)
with initial conditions
N(θ) = φ(θ) 0, P (θ) = ψ(θ) 0, θ ∈ [−τ ,0), φ(0) > 0, ψ(0) > 0, (1.4)
where φ(θ), ψ(θ) are continuous bounded functions in the interval [−τ ,0].
The model system (1.3) is not well deﬁned at the origin (0,0) and hence cannot be linearized at (0,0). In this paper,
following [22,24,26] we redeﬁne the model system (1.3) at the origin (0,0) and using the terminology of Zhang et al. [28]
we study the qualitative feature of the model system (1.3) around the critical point (0,0) in the interior of the ﬁrst quadrant.
We also study the global stability results of the model system (1.3).
This paper is organized as follows. In the next section we present preliminary results including the boundedness and
permanence of the system (1.3). In Section 3, we analyze the local asymptotic stability of the equilibria except the origin
and it is shown that a Hopf bifurcation arises whenever the time delay ‘τ ’ crosses a critical value ‘τ0’. In Section 4, qual-
itative behaviour of the singularity (0,0) is discussed. In Section 5, by constructing suitable Lyapunov function we derive
suﬃcient conditions for global stability of the positive equilibrium. Finally the paper ends with a concluding section where
a comparison is made between the results obtained in [27] for the non-delayed system (1.2) and the results obtained for
our delayed model system (1.3).
2. Boundedness and permanence
In this section we shall present some preliminary results including boundedness and permanence of the model sys-
tem (1.3). Before proceeding further we nondimensionalize our model system (1.3) with the following scaling
rt → t, N(t)
k
→ N(t), mP (t)
rk
→ P (t), rτ → τ ,
and this results into
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⎪⎪⎩
dN
dt
= N(t)(1− N(t − τ ))− N(t)P (t)
N(t) + αP (t) ,
dP
dt
= β P (t)
(
δ − P (t)
N(t)
)
,
(1.5)
where α = qrm , β = shm and δ = mhr . The model system (1.5) is not deﬁned at (0,0) and consequently we redeﬁne the model
system (1.5) as follows⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dN
dt
= N(t)(1− N(t − τ ))− N(t)P (t)
N(t) + αP (t) ≡ F (N, P ),
dP
dt
= β P (t)
(
δ − P (t)
N(t)
)
≡ G(N, P ),
F (N, P ) = G(N, P ) = 0 when (N, P ) = (0,0).
(1.6)
Lemma 2.1. Every solution of the model system (1.6) with the initial conditions (1.4) exists in the interval [0,∞) and remain positive
for all t  0.
Proof. The proof is similar as is presented in [6]; we omit the proof here. 
Lemma 2.2. For any positive solution of the model system (1.6) there exists a T > 0 such that N(t) m1 and P (t) m2 for t > T ,
where m1 = eτ and m2 = δeτ .
Proof. From the ﬁrst equation of (1.6), we have
N˙(t) N(t)
(
1− N(t − τ )).
This shows
N˙(t) N(t).
Integrating the above inequality from t − τ to t , we get
N(t) N(t − τ )eτ .
Hence, we have
N˙(t) N(t)
(
1− N(t)e−τ ).
By comparison theorem there exists a T1 > 0 such that for t > T1 + τ , we have
N(t) eτ =m1.
From the second equation of the model system (1.6) for t > T1 + τ , we have
P˙ (t) β P (t)
(
δ − P (t)e−τ ).
By comparison theorem there exists a T > T1 + τ such that for t > T , we have
P (t) δeτ =m2.
The lemma is proved. 
We recall that the model system (1.6) is said to be permanent if there exist ξ1, ξ2, 0< ξ1 < ξ2, such that for all solutions
of (1.6) with the initial conditions (1.4),
min
{
lim inf
t→∞ N(t), lim inft→∞ P (t)
}
 ξ1,
and
max
{
limsup
t→∞
N(t), limsup
t→∞
P (t)
}
 ξ2.
Theorem 2.1. Suppose the condition (H1): α > 1 holds, then the model system (1.6) is permanent.
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N(t) + αP (t) αP (t).
This implies
N˙(t) N(t)
(
1− N(t − τ ) − 1
α
)
.
Now by the use of Lemma 2.2, whenever t > T ,
N˙(t)−N(t)eτ .
We then have
N˙(t) N(t)
(
1− N(t)eτeτ − 1
α
)
.
By comparison theorem there exists a T2 > T such that for t > T2,
N(t)
(
1− 1
α
)
e−τeτ = M1 > 0 if α > 1.
Again from the second equation of the model system (1.6), for t > T2
P˙ (t) β P (t)
(
δ − αe
τeτ
α − 1 P (t)
)
.
By comparison theorem there exists a T ′ > T2 such that for t > T ′ , we have
P (t) δ
(
1− 1
α
)
e−τeτ = δM1 = M2 > 0 if α > 1.
This shows that there exists a T ′ > 0, such that for t > T ′ , M1  N(t) m1 and M2  P (t) m2 and the proof is com-
pleted. 
3. Local asymptotic stability
The equilibrium points for the model system (1.6) are given by (i) E0(0,0) (trivial equilibrium), (ii) E1(1,0) (axial equi-
librium), and (iii) E∗(N∗, P∗) (positive equilibrium), where
N∗ = 1+ αδ − δ
1+ αδ , P∗ = δN∗. (1.7)
The existence of most interesting equilibrium state E∗ , where both prey and predator population coexist demands the
condition (H2): αδ + 1> δ holds. To study the local stability of the equilibrium points of the model system (1.6) we are to
linearize the model system (1.6) around the equilibrium points of (1.6) and then to look at the roots of the characteristic
equations corresponding to the jacobian matrices of the linearized systems. In the presence of time delay ‘τ ’, stability of
the equilibrium points of the model system (1.6) carries two notions: one is absolute stability and the other corresponds to
conditional stability. In case of absolute stability, the equilibrium point under consideration is asymptotically stable for all
τ  0, but for conditional stability, the equilibrium point is asymptotically stable for ‘τ ’ in some ﬁnite interval. The ﬁrst one
corresponds to the case that the real parts of characteristic roots are negative for all τ  0 and the second one shows an
existence of critical time delay τ0 (smallest delay) such that for 0 τ < τ0, the real parts of characteristic roots are negative
and for τ > τ0, there exists at least one root of the characteristic equation whose real part is positive.
The common approach of linearization to discuss the stability behaviour of the equilibrium point E0 fails due to non-
linearizability of the vector ﬁelds F (N, P ) and G(N, P ) at E0. A discussion regarding this issue is provided in the next
section.
The jacobian matrix at E1 is given by
J1 =
(−e−λτ −1
0 δβ
)
.
The characteristic equation is given by
G1(λ, τ ) =
(
λ + e−λτ )(λ − δβ) = 0. (1.8)
Now whatever the value of τ , one root of the characteristic equation (1.8) is always positive and consequently E1 is a saddle
point.
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J∗ =
(
a1 + a2e−λτ a3
b1 b2
)
,
where a1 = δ(1+αδ)2 , a2 = −N∗ , a3 = − 1(1+αδ)2 , b1 = βδ2, b2 = −βδ.
The characteristic equation is given by
G2(λ, τ ) = λ2 − λ
(
b2 + a1 + a2e−λτ
)+ b2(a1 + a2e−λτ )− a3b1 = 0. (1.9)
In absence of time delay τ , the characteristic equation (1.9) reduces to
λ2 − λ(a1 + a2 + b2) + a2b2 = 0. (1.10)
In absence of time delay τ , a detailed study of local and global asymptotic stability of E∗ is presented in [27] and just for
consistency of our article we state the results here:
Theorem 3.1. Suppose the following conditions hold
H(2): αδ + 1> δ,
H(3): δ(2+ αδ) < (1+ δβ)(1+ αδ)2,
then the positive equilibrium E∗ of the model system (1.6) is locally asymptotically stable in absence of τ .
In addition to this we have the following
Theorem 3.2. Suppose the following conditions hold
H(2): αδ + 1> δ,
H(4): δ(2+ αδ)
(1+ αδ)2 − 1> 0,
then in absence of τ , the model system (1.6) undergoes a Hopf bifurcation around E∗ whenever β = β∗ = δ(2+αδ)(1+αδ)2 − 1.
Let τ = 0 and λ = iω, be a root of Eq. (1.9). Then by separating real and imaginary parts, we have
−a2ω sinωτ + a2b2 cosωτ = ω2 + a3b1 − a1b2,
a2ω cosωτ + a2b2 sinωτ = −ω(a1 + b2). (1.11)
Squaring and adding, we get
ω4 + (a21 + b22 − a22 + 2a3b1)ω2 − a22b22 = 0. (1.12)
Now it follows that Eq. (1.12) has a unique positive real root, say ω0 and consequently the phenomena switching of stability
does not occur for our model system (1.6), also E∗ never will be absolutely stable. The value of ω0 is given by
ω0 =
√√√√−(a21 + b22 − a22 + 2a3b1) +
√
(a21 + b22 − a22 + 2a3b1) + 4a22b22
2
. (1.13)
Putting this value of ω0 in (1.9) and solving for τ , we obtain
τk = 1
ω0
arccos
[ −a1ω20
a2(b22 +ω20)
]
+ 2kπ
ω0
, k = 0,1,2, . . . . (1.14)
We now state the following lemma:
Lemma 3.1. Suppose that the positive equilibrium E∗ exists for the model system (1.6), then for τ = τk = 1ω0 arccos[
−a1ω20
a2(b22+ω20)
]+ 2kπω0 ,
k = 0,1,2, . . . , the characteristic equation (1.9) has a pair of imaginary roots ±ω0 , where ω0 is given by (1.13).
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λ = u(τ ) + iω(τ) be a root of Eq. (1.9). Substituting λ = u(τ ) + iω(τ) in (1.9) and then separating real and imaginary parts,
we get
H1(u,ω, τ ) = u2 − (a1 + b2)u −ω2 − a2e−uτ (u cosωτ +ω sinωτ) + a2b2e−uτ cosωτ + (b2a1 − a3b1) = 0,
H2(u,ω, τ ) = 2uω − (a1 + b2)ω + a2e−uτ (u sinωτ −ω cosωτ) − a2b2e−uτ sinωτ = 0.
Now it follows that H1(0,ω0, τk) = H2(0,ω0, τk) = 0. Also we have | J |(0,ω0,τk) > 0, where J =
(
∂H1
∂u
∂H1
∂ω
∂H2
∂u
∂H2
∂ω
)
. Hence by implicit
function theorem, H1(u,ω, τ ) = 0 = H2(u,ω, τ ) deﬁnes u, ω as a function of τ in a neighborhood of (0,ω0, τk) such that
u(τk) = 0, ωτk = ω0 and dudτ |τ=τk,ω=ω0 > 0. We now state the following theorem regarding Hopf-bifurcation.
Theorem 3.3. For the model system (1.6), suppose the following conditions are satisﬁed
H(2): αδ + 1> δ,
H(3): δ(2+ αδ) < (1+ δβ)(1+ αδ)2,
then E∗ is asymptotically stable whenever 0  τ < τ0 and unstable whenever τ > τ0 . The model system (1.6) undergoes a Hopf
bifurcation at E∗ for τ = τ0 .
4. Qualitative behaviour at the origin (0,0)
The trivial equilibrium E0(0,0) always exists for the model system (1.6). The local stability of E0 cannot be studied by
normal linearization approach as the model system (1.6) is not linearizable at E0. To discuss the qualitative behaviour of the
model system (1.6) at E0, we perform a blow up transformation
N = N, P = LN (1.15)
and this results in⎧⎪⎪⎨
⎪⎪⎩
dN
dt
= N(t)(1− N(t − τ ))− N(t)L(t)
1+ αL(t) ,
dL
dt
= βL(δ − L) − L(1− N(t − τ ))+ L2
1+ αL .
(1.16)
The aim of this transformation is to decompose the relatively complex qualitative behaviour near a trivial equilibrium point
E0 of (1.6) into simpler topological structures of several equilibrium points of (1.16). The inverse transformation maps L-
axis to E0. Structurally, the inverse transformation leaves the pattern on the ﬁrst and fourth quadrant in the (N, L) plane
“qualitatively unchange”, reﬂects the pattern in the second and third quadrant with respect to the negative axis and then
the entire L-axis collapses into one point. Therefore to discuss the qualitative behaviour at E0 of the model system (1.6) we
only need to do the same around the equilibria of the model system (1.16) in the L-axis.
The trivial equilibrium E00(0,0) always exists for the model system (1.16). The other equilibrium points on the L-axis
are given by the roots of the equation
L
1+ αL − βL = 1− δβ. (1.17)
We now analyze the following cases:
Case I. 1− δβ < 0.
In this case Eq. (1.17) has only one positive real root and one negative real root, but due to biological signiﬁcance we
will consider the positive real root only. Let the positive real root of Eq. (1.17) be denoted by L01. Then the value of L01 is
given by
L01 = − + 1
2αβ
, (1.18)
where
 = (α + β − 1− αβδ), 1 =
√
2 − 4αβ(1− δβ). (1.19)
Thus it follows that the trivial equilibrium E0 of the model system (1.6) splits into two equilibria, E00(0,0) and E01(0, L01)
on the L-axis of the model system (1.16).
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J01 =
(1− L011+αL01 0
L01e−λτ −βL01 + L01(1+αL01)2
)
. (1.20)
The equilibrium E01 is a stable node whenever H(5): (2αβδ + ) − 1 < 0. By the inverse blow up transformation (1.15)
there exists a trajectory of the model system (1.6) such that it tends to E0(0,0) as t → ∞.
The equilibrium E01 is a saddle point whenever H(5)c: (2αβδ + ) − 1 > 0 and there exists a separatrix of this
equilibrium in the ﬁrst quadrant of the model system (1.16), which tends to E01 as t → −∞. By the inverse blow up
transformation (1.15) there exists a trajectory of the model system (1.6) such that it tends to E0(0,0) as t → −∞.
Case II. 1− δβ > 0.
In this case we also assume the condition H(6): 1 > 0,α <
1−β
1−βδ , so that we always have two positive equilibria on the
L-axis of the model system (1.6). The equilibrium points are given by E0(0,0), E
+
01(0, L
+
01) and E
−
01(0, L
−
01), where the values
of L±01 are given by
L±01 =
− ± 1
2αβ
. (1.21)
The trivial equilibrium E00 is a saddle point and hence by the inverse blow up transformation (1.15) there exists a trajectory
of the model system (1.6) such that it tends to E0(0,0) as t → −∞.
The jacobian matrices at the equilibrium points E±01 are given by
J±01 =
⎛
⎝ cc1− L
±
01
1+αL±01
0
L±01e−λτ −βL±01 + L
±
01
(1+αL±01)2
⎞
⎠ . (1.22)
The equilibrium E+01 is a stable node or a saddle point according as H(5) or H(5)c holds. By the use of inverse blow up
transformation (1.15), it follows that there exists a trajectory of the model system (1.6) such that it tends to E0(0,0) as
t → ±∞ according as H(5) or H(5)c holds.
The equilibrium E−01 is a saddle point or an unstable node whenever H(7): (2αβδ +)+1 < 0 or H(7)c: (2αβδ +)+
1 > 0 holds. Consequently it follows with the help of the inverse transformation (1.15) that there exists a trajectory of the
model system (1.6) such that it tends to E0(0,0) as t → −∞ whenever H(7) holds.
Case III. 1− δβ = 0.
In this case the equilibria are E00(0,0) and E ′01(0, L′01), where the value of L′01 is given by
L′01 = −
(β − 1)
αβ
. (1.23)
To be of biological interest we naturally assume H(8): β < 1. After some lengthy computation it follows by [29] that the
equilibrium E00 is a saddle node and the stable node part is in the ﬁrst quadrant of the model system. The equilibrium point
E ′01 is a stable node whenever H(9): α + β < 1 holds. For both the cases it follows by the inverse blow up transformation
(1.15) that there exists a trajectory of the model system (1.6) such that it tends to E0(0,0) as t → ∞.
The equilibrium point E ′01 is a saddle point whenever H(9)c: α +β > 1 holds and by the inverse blow up transformation
(1.15) there exists a trajectory of the model system (1.6) such that it tends to E0(0,0) as t → −∞.
We now state the results for the stability of the trivial equilibrium E0(0,0) of the model system (1.6) by the help of
following theorems:
Theorem 4.1. In Case I, suppose that the condition H(5) holds, then the positive equilibrium point E∗ does not exist and there exists a
trajectory of the model system (1.6) such that it tends to the origin (0,0) as t → ∞.
Theorem 4.2. In Case II, suppose that the conditionsH(5) and H(6) hold, then the positive equilibrium point E∗ may exist but unstable
and there exists a trajectory of the model system (1.6) such that it tends to the origin (0,0) as t → ∞.
Theorem 4.3. In Case III, suppose that the conditions H(8) and H(9) hold, then the positive equilibrium point E∗ does not exist and
there exists a trajectory of the model system (1.6) such that it tends to the origin (0,0) as t → ∞.
396 T. Saha, C. Chakrabarti / J. Math. Anal. Appl. 358 (2009) 389–4025. Global asymptotic stability
This has been shown in the article [27] that in absence of time delay τ the positive equilibrium E∗ of the model
system (1.6) is globally asymptotically stable if H(10): αδ + 1 > max{δ, 1
β
} holds. In this section we will study the same
but in presence of τ . To do so we shall use Lyapunov–LaSalle’s invariance principle and try to ﬁnd an estimation for time
delay τ . Prior to this we write the model system (1.6) as of the following form⎧⎪⎪⎨
⎪⎪⎩
dN
dt
= N(t)
[(
N∗ − N(t − τ )
)+ f( P∗
N∗
)
− f
(
P
N
)]
,
dP
dt
= β P (t)
[(
P∗
N∗
)
−
(
P
N
)]
,
(1.24)
where f (θ) = θ1+αθ . Now by the use of the change of variables (N(t), P (t)) → (N(t), L(t) = P (t)N(t) ), the model system (1.24)
reduces to⎧⎪⎪⎨
⎪⎪⎩
dN
dt
= N(t)[(N∗ − N(t − τ ))+ f (L∗) − f (L)],
dP
dt
= L(t)[β(L − L) − (N∗ − N(t − τ ))− f (L∗) + f (L)].
(1.25)
We also introduce the following transformation
x = N − N∗, y = L − L∗, (1.26)
and write the term f (L) − f (L∗) in the following form
g(y) = f (L) − f (L∗) = y
(1+ αL)(1+ αL∗) . (1.27)
Then it follows that g(y)y  0 and = 0, when y = 0. We also have
g′(y) = 1
(1+ αy + αL∗)2 . (1.28)
With the help of (1.26) and (1.27) the model system (1.25) takes the form of⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
dx
dt
= (x+ N∗)
[ t∫
t−τ
x′(s)ds − g(y) − x(t)
]
,
dy
dt
= (y + L∗)
[
−β y −
t∫
t−τ
x′(s)ds + g(y) + x(t)
]
.
(1.29)
The positive equilibrium E∗ in (1.6) corresponds to the trivial equilibrium point of the model system (1.29) and the global
asymptotic stability of this trivial equilibrium point implies the global asymptotic stability of E∗ . We now state the following
theorem:
Theorem 5.1. Suppose the positive equilibrium E∗ exists for the model system (1.6), then E∗ is globally asymptotically stable if the
following condition holds
H(11): η < min{1, β(1+ αδ) − 1}, with β(1+ αδ) − 1> 0,
where η = τ +m21τ .
Proof. To prove the theorem by the help of Lyapunov–LaSalle’s invariance principle, we choose the following Lyapunov
functional
V1
(
x(t), y(t)
)= [x− N∗ log
(
x+ N∗
N∗
)]
+
L∫
L∗
f (s) − f (L∗)
s
ds. (1.30)
Then the time derivative of V1(x(t), y(t)) along (1.29) gives
V˙1
(
x(t), y(t)
)= ( x+ N∗)x˙+ g(y) y˙. (1.31)
N∗ L
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V˙1
(
x(t), y(t)
)= −x2 + g2(y) − βg(y)y + (g(y) − x)
t∫
t−τ
N(s)
[
g
(
y(s)
)+ x(s − τ )]ds. (1.32)
We now use the following inequalities⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g(y)N(s)g
(
y(s)
)
 1
2
g2(y) + 1
2
N2(s)g2
(
y(s)
)
,
g(y)N(s)x(t − τ ) 1
2
g2(y) + 1
2
N2(s)x2(s − τ ),
−x(t)(y)N(s)g(y(s)) 1
2
x2(t) + 1
2
N2(s)g2
(
y(s)
)
,
−x(t)N(s)x(s − τ ) 1
2
x2(t) + 1
2
N2(s)x2(s − τ ).
(1.33)
With the help of these inequalities, (1.32) reduces to
V˙1
(
x(t), y(t)
)
 (τ − 1)x2 + τ g2(y) − βg(y)y + g2(y) +
t∫
t−τ
N2(s)
[
g2
(
y(s)
)+ x2(s − τ )]ds. (1.34)
Owing to the structure of (1.34), we now consider the functional
V2
(
x(t), y(t)
)= V1(x(t), y(t))+
t∫
t−τ
dν
t∫
ν
N2(s)
[
g2
(
y(s)
)+ x2(s − τ )]ds. (1.35)
The time derivative of V2(x(t), y(t)) along (1.29) gives
V˙2
(
x(t), y(t)
)= V˙1(x(t), y(t))+ τN2(t)[g2(y(t))+ x2(t − τ )]
−
t∫
t−τ
N2(s)
[
g2
(
y(s)
)+ x2(s − τ )]ds. (1.36)
Hence, using (1.34), we have
V˙2
(
x(t), y(t)
)
 (τ − 1)x2 + τ g2(y) − βg(y)y + g2(y) + τN2(t)[g2(y(t))+ x2(t − τ )]. (1.37)
By Lemma 2.2, we know that there exists a T ′ > 0 such that for t > T ′ , N(t)  m1. We now set t > T ′ and obtain the
following results:
V˙2
(
x(t), y(t)
)
 (τ − 1)x2 + τ g2(y) − βg(y)y + g2(y) + τm21g2(y) + τm21x2(t − τ ). (1.38)
Again looking at the structure (1.38), we consider the following Lyapunov functional
V
(
x(t), y(t)
)= V2 +m21τ
t∫
t−τ
x2(s)ds. (1.39)
We then obtain
V˙
(
x(t), y(t)
)
−(1− τ −m21τ )x2 − g(y)y
[
β − τ g(y)
y
− m
2
1τ g(y)
y
− g(y)
y
]
. (1.40)
We now assume η = τ +m21τ and get the following
V˙
(
x(t), y(t)
)
−(1− η)x2 − g(y)y
[
α(1+ αδ)βL + β(1+ αδ) − (1+ η)
(1+ αL)(1+ αL∗)
]
. (1.41)
We have g(y)y > 0 for y = 0 and = 0 for y = 0. It then follows that whenever the condition H(10) holds, V˙ (x(t), y(t)) 0
except at the trivial equilibrium of (1.29). This is obvious that the condition H(11) coincides with the condition H(10)
whenever time delay τ is zero. We thus complete the proof of our theorem followed by Lemma 2.2 and Lyapunov–LaSalle’s
invariance principle. 
398 T. Saha, C. Chakrabarti / J. Math. Anal. Appl. 358 (2009) 389–402Fig. 1. The positive equilibrium point E∗ of the model system (1.6) is locally asymptotically stable for τ < 1.48, where α = 0.4, β = 0.4 and δ = 1.2.
Fig. 2. The positive equilibrium point E∗ , with the same parametric values bifurcates into a small amplitude periodic solution for τ = 1.48.
6. Conclusions
In this paper we have considered a delayed ratio-dependent Holling–Tanner predator–prey model by redeﬁning at the
origin (0,0). Our result show that under the condition (H1): α > 1, the model system is permanent. The axial equilibrium
E1(1,0) is always a saddle point with the positive N-axis as its stable manifold. The local stability of (0,0) cannot be
analyzed by normal linearization approach and to do so we used a blow up transformation given in (1.15). Under this
transformation the qualitative behaviour of the given model system at the origin (0,0) remain equivalent to the qualitative
T. Saha, C. Chakrabarti / J. Math. Anal. Appl. 358 (2009) 389–402 399Fig. 3. The phase portrait of the model system (1.6). The origin (0,0) has a parabolic sector and an elliptic sector. The parameter values are α = 0.4, β = 0.4,
δ = 3 and with these parametric restrictions the positive equilibrium point E∗ does not exist (Case I).
Fig. 4. The phase portrait of the model system (1.6). The origin (0,0) has a hyperbolic sector and a parabolic sector. The positive equilibrium point E∗ exists
and is stable for τ < 6.49. Here the parameter values are α = 0.7, β = 0.6, δ = 2 (Case I).
behaviour of the equilibria on the L-axis of the transformed system. The qualitative features of the model system at the
origin (0,0) are classiﬁed into the following three cases: (I) 1 − δβ < 0; (II) 1 − δβ > 0; and (III) 1 − δβ = 0. In case (I),
the stability of the origin (0,0) implies the non-existence of the positive equilibrium point E∗ , provided the condition H(5)
holds (see Fig. 3). On the other hand the reverse condition (H5)c implies that E∗ is stable of which the stability depends on
time delay ‘τ ’ and the origin (0,0) is unstable (see Fig. 4). In Case II, the conditions (H5) and (H6) show that the positive
equilibrium point E∗ exist but unstable with the stability of the origin (0,0) (see Fig. 5). The reverse condition of (H5)
implies that the origin is a saddle point (see Fig. 6). In Case III, the origin (0,0) is stable and the positive equilibrium point
400 T. Saha, C. Chakrabarti / J. Math. Anal. Appl. 358 (2009) 389–402Fig. 5. The phase portrait of the model system (1.6). The origin (0,0) has a parabolic sector and an elliptic sector, the positive equilibrium point E∗ exists
but unstable. Here the parameter values are α = 0.4, β = 0.2, δ = 1.4 (Case II).
Fig. 6. The phase portrait of the model system (1.6). The origin (0,0) has a hyperbolic sector and a parabolic sector, the positive equilibrium point E∗ exists
and is stable for τ < 6.10. Here the parameter values are α = 0.12, β = 0.9, δ = 1.1 (Case II).
E∗ does not exist under the conditions (H8) and (H9) (see Figs. 7 and 8). In general it is shown for our model system (1.6)
that both the prey and predator species may extinct and time delay ‘τ ’ does not have any effect on such phenomena.
It has been shown in the article [27] that the positive equilibrium E∗ is locally asymptotically stable under the conditions
H(2): αδ + 1 > δ and H(3): δ(2 + αδ) < (1 + δβ)(1 + αδ)2, but we have established here the result that time delay ‘τ ’ can
cause a stable equilibrium to become unstable. This result is stated in Theorem 3.3 showing the existence of a critical
time delay value ‘τ0’ such that for τ < τ0, E∗ is stable, E∗ bifurcates into small amplitude periodic solution whenever τ
T. Saha, C. Chakrabarti / J. Math. Anal. Appl. 358 (2009) 389–402 401Fig. 7. The phase portrait of the model system (1.6). The origin (0,0) has a parabolic sector and an elliptic sector, the positive equilibrium point E∗ does
not exist. Here the parameter values are α = 0.4, β = 0.5, δ = 2 (Case III).
Fig. 8. The phase portrait of the model system (1.6). The origin (0,0) has a hyperbolic sector and a parabolic sector, the positive equilibrium point E∗ exists
and is stable for τ < 5.9. Here the parameter values are α = 0.7, β = 0.5, δ = 2 (Case III).
approaches to τ0, τ > τ0, E∗ becomes unstable (see Figs. 1 and 2). We have obtained a restriction on the length of time
delay for global asymptotic stability of E∗ and the result is presented in Theorem 5.1 (see Fig. 9). In other words, we have
shown that time delay destabilizes E∗ for the model system (1.6).
402 T. Saha, C. Chakrabarti / J. Math. Anal. Appl. 358 (2009) 389–402Fig. 9. The positive equilibrium point E∗ is globally stable for τ < 0.3, where α = 10, β = 0.4, δ = 1.2.
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