Abstract. In this paper the potential of discharge-based indirect calibration of the probability-distributed model (PDM), a lumped rainfall-runoff (RR) model, is examined for six selected catchments in Flanders. The concept of indirect calibration indicates that one has to estimate the calibration data because the catchment is ungauged or scarcely gauged. A first case in which indirect calibration is applied is that of spatial gauging divergence: because no observed discharge records are available at the outlet of the ungauged catchment, the calibration is carried out based on a rescaled discharge time series of a very similar donor catchment. Both a calibration in the time domain and the frequency domain (also known as spectral domain) are carried out. Furthermore, the case of temporal gauging divergence is considered: limited (e.g. historical or very recent) discharge records are available at the outlet of the scarcely gauged catchment. Additionally, no time overlap exists between the forcing and discharge records. Therefore, only an indirect spectral calibration can be performed in this case. To conclude also the combination case of spatio-temporal gauging divergence is considered. In this last case only limited discharge records are available at the outlet of a donor catchment. Again the forcing and discharge records are not concomitant, which only makes feasible an indirect spectral calibration. For most catchments the modelled discharge time series is found to be acceptable in the considered cases. In the case of spatial gauging divergence, indirect temporal calibration results in a better model performance than indirect spectral calibration. Furthermore, indirect spectral calibration in the case of temporal gauging divergence leads to a better model performance than indirect spectral calibration in the case of spatial gauging divergence. Finally, the combination of spatial and temporal gauging divergence does not lead to a notably worse model performance compared to the case of spatial gauging divergence.
Introduction
The practical application of rainfall-runoff (RR) models requires a proper assignment of the parameter values, also known as the process of parametrisation or calibration (Duan et al., 1992) . Ideally, this calibration process should be fed by in situ measurements or remote sensing data. Practical considerations, however, implicate an alternative strategy. In a classic calibration framework, the parameter values are adjusted until the match between the modelled and observed output (e.g. discharge) is found to be acceptable. In practice the conditions to perform an ordinary direct calibration are not always fulfilled. This implies an indirect calibration strategy (Montanari and Toth, 2007) . In the past decade, the research concerning indirect calibration has gained attention in the hydrologic community through the Prediction in Ungauged Basins (PUB) initiative (Sivapalan et al., 2003) set up by the International Association of Hydrological Sciences (IAHS). In scarcely gauged regions, discharge records may lack entirely for the catchment of interest, and may only be available at the outlet of a nearby catchment. This situation will be indicated in this paper by the term "spatial gauging divergence". A technique that copes with this problem and that has already received a lot of attention in the literature is that of parameter regionalisation (Seibert, 1999; Merz and Bloschl, 2004; Parajka et al., 2005; Bardossy, 2007;  Published by Copernicus Publications on behalf of the European Geosciences Union. Oudin et al., 2008) . According to this approach the model parameters of an ungauged catchment are estimated based on the model parameters of other gauged catchments and other relevant information, e.g. spatial proximity or physical landscape properties. Another occurring problem in many scarcely gauged catchments is that of non-concomitant forcing (e.g. precipitation) and discharge records. Consequently, the modelled discharge cannot be compared to the observations. Hereafter, this case will be indicated by the term "temporal gauging divergence". In the case of an indirect calibration approach, it can be expected that the resulting predictive power of the model will be lower than the predictive power obtained by an ordinary direct calibration. Therefore, the research question is whether an acceptable predictive power of the model can be obtained in a certain case of gauging divergence.
N. De Vleeschouwer and V. R. N. Pauwels: Assessment of indirect calibration
An interesting technique useful for parameter estimation in ungauged and scarcely gauged catchments is spectral calibration (Montanari and Toth, 2007; Winsemius et al., 2009; Quets et al., 2010; Castiglioni et al., 2010; Pauwels and De Lannoy, 2011) . In the ordinary form the spectral properties (e.g. the spectral density S) of both the observed and modelled output are matched instead of the time series themselves. In order to obtain those properties, one has to perform a transformation of the time series to the frequency domain. In the aforementioned cases of spatial and temporal gauging divergence, it is impossible to carry out a direct spectral calibration because observed outputs are missing in the calibration period for the catchment under consideration. Consequently the spectral properties of the non-observed discharge response need to be estimated. Montanari and Toth (2007) first illustrated the opportunities of indirect spectral calibration in hydrological modelling using a maximum likelihood estimator proposed by Whittle (1953) . Under the condition of stationarity, the spectral densities of two observed time series separated in time have a higher degree of agreement than the observations in the time domain. This demonstrates the possibility of obtaining a proper estimate of the spectral density of a time series based on non-concomitant records. Furthermore, it is possible to carry out the calibration in absence of discharge records at the outlet of the considered catchment. The spectral density estimates can then be based on discharge time series in nearby catchments.
In this paper indirect calibration is applied to the probability-distributed model (PDM) (Moore, 2007) for six catchments in Flanders. By alternately considering these catchments gauged and ungauged, indirect calibration can be compared to direct calibration in terms of the predictive power of the RR model. Both the cases of spatial and temporal gauging divergence are examined. Additionally, the combination of temporal and spatial gauging divergence is considered. (Thibos, 2003) : (Shannon, 1984) and 
As a consequence the spectral densities for k > 0 are related to the amplitudes of the contributing goniometric functions. The spectral density for k = 0, however, is an estimate of the mean of the process. The spectral densities in function of the harmonic number k are also called the density spectrum.
Since discharge time series usually contain record gaps, it is often not possible to perform this computationally efficient approximation of the discharge density spectrum. Therefore, the latter has to be estimated through the Wiener-Khinchin relationship (Papoulis, 1965; Brown and Hwang, 1992) :
F stands for the Fourier transformation. R(τ ) [L 6 T −2 ], known as the correlation function in signal processing disciplines, is calculated as follows (Papoulis, 1965; Brown and Hwang, 1992) :
Herein τ [T] stands for the temporal lag. For the calculation, stationarity of the time series is assumed. It could also be chosen to use the more commonly known autocorrelation function: numerator, the first spectral density will become zero. Because this is considered as a potential information loss, in the following calibration experiments a preference is given to Eq. (3). Calculating the entire correlation function (τ ∈ [0, 1, . . ., D − 1]) becomes computationally intensive in the case of long time series. For this reason lower values are chosen for the maximum lag τ max [T] in this paper. Consequently, the resulting variables are only approximations of the spectral density estimates, calculated with the full correlation function.
Model description
In this study the PDM, a lumped RR model, is used to simulate the discharge response in the considered catchments. The model basically consists of three storages to represent the water flow paths (see Fig. 1 ). The probabilistic distributed soil moisture storage S 1 [L] receives the net precipitation in-
] respectively being the gross precipitation and actual evapotranspiration. Based on the concept of Dunnian runoff (Dunne and Black, 1970) , the net precipitation is partitioned into direct runoff
] through a fast surface storage (cascade of two linear reservoirs), the latter to base flow
] through a slow subsurface storage. The sum of surface runoff and base flow equals the total discharge
], which can be multiplied by the catchment area
] in order to get the volumetric discharge (see remainder of the article). The more detailed mathematical description of the PDM can be found in Appendix A. The model version in this research makes use of 12 parameters. An overview is given in Table 1 . Additionally, the estimated lower and upper boundaries of these parameters in Flemish catchments are provided (Cabus, 2008) . 
4 Site description and data availability Figure 2 shows a preselection of 32 catchments in the Scheldt and Yser basins in Flanders. The drainage areas range from 2 to 265 km 2 . The size of the catchments considered in this study is thus rather small. The catchments are delineated based on a digital elevation model (DEM) with a spatial resolution of 25 m using the algorithms described in Jenson and Domingue (1988) . For every catchment hourly discharge records are available at the outlet for five consecutive years (2006) (2007) (2008) (2009) (2010) . Hourly precipitation and potential evapotranspiration forcing records were obtained from the Flemish Environment Agency (VMM) monitoring network. Precipitation and potential evapotranspiration time series were available for the period 2005-2010 in respectively 14 and 4 weather stations (see Fig. 2 ). The year 2005 is used to initialise the PDM. Catchment specific forcing data were obtained using inverse square distance weighing (see Eq. 5) (Weber and Englund, 1992) . It was decided to only include the three most nearby weather stations in the interpolation (N = 3).
Herein z(x i , y i , t) is the interpolated forcing z at the point of gravity (x i ,y i ) of catchment i at timestep t. z(x k , y k , t) is the forcing record measured at the k-th weather station out of N at location (x k ,y k ) and at timestep t. Furthermore, raster data with a spatial resolution of 25 m regarding land cover and soil type were obtained from the Flemish Geographical Information Agency (FGIA). A subgroup of six catchments (see Table 2 ) is further selected for the calibration experiments. In the remainder of this paper, these catchments are considered to be ungauged or scarcely gauged and will be referred to with the term "autochthonous catchments". The subgroup is chosen in order to obtain a certain diversity with respect to geographical location, drainage area, land cover, soil type, geomorphology and morphometry. In this way a certain bias in the conclusions of the calibration experiments should be minimised. In Fig. 2 the autochthonous catchments are coloured green.
Estimation of the spectral densities
First it should be made clear that the density spectra calculated following Eq. (2) are already approximations of the real spectra because of the finiteness of the used time series and the observation error. However, this is not indicated in the mathematical notation of Eq. (2) (S instead ofŜ). The notationŜ is used in this study to indicate that the spectrum is indirectly estimated because the catchment is ungauged or scarcely gauged (see below).
Case of spatial gauging divergence
In order to estimate the density spectrum of the autochthonous discharge time series in the case of spatial gauging divergence, a donor catchment approach is introduced. This implies for every autochthonous catchment the identification of the catchment in the population of 31 remaining catchments with the most similar discharge density spectrum. In practice, this identification has to be performed indirectly because the autochthonous density spectrum is unknown. In this research a selection based on five catchment properties is proposed to identify the best donor catchment. The difference in drainage area and the mutual distance between the points of gravity are considered to be the most determining properties. The drainage area is an important indicator of the discharge magnitude and thus the spectral density magnitude. Also the time constant of the hydrological response is influenced by this property (Post and Jakeman, 1996) , which in turn influences the density spectrum. The drainage area dissimilarity between catchments i and j is expressed by a normalised dissimilarity index NDI A [−]:
] is the drainage area of catchment i. The subscripts max and min indicate respectively the higest and lowest drainage area value in the population of 32 catchments. The mutual distance between the points of gravity of two catchments can serve as a measure for the difference in the observed meteorologic pattern. Significant differences in the latter can be reflected in the spectral properties of the discharge time series. The normalised dissimilarity with respect to the mutual distance is calculated by the NDI D [−]:
is the maximum distance between two catchments in the population. Another catchment property having an influence on the spectral density of a discharge time series is the land topography. For instance, steeper catchments are generally characterised by a higher surface runoff. Therefore, the high frequency parts of the discharge density spectrum (large k) will be higher than will be the case in horizontal catchments. In order to let this property interfere in the selection of the donor catchments, the following normalised dissimilarity index is introduced:
is the mean local slope of catchment i. The local slope is calculated at the grid cell scale. The subscripts max and min indicate respectively the highest and lowest mean local slope in the population of 32 catchments. Soil composition and land cover are also incorporated in the selection framework. Both properties have an important influence on the infiltration rate and thus the runoff in a catchment. Therefore, soil composition and land cover can possibly have a proper influence on the pattern of the discharge density spectrum. The NDI S [−] and NDI L [−] are proposed to respectively account for dissimilarities in soil composition and land cover. . Those are equal to the mean relative area of a particular soil or land cover class in the two catchments to be compared. In this way rare soil or land cover classes cannot have a large influence on the donor catchment selection.
To assess the total dissimilarity between two catchments, a weighted sum of the aforementioned indices is calculated. In this study the following weights are used: 0.3 for the NDI A and NDI D , 0.2 for the NDI R and 0.1 for the NDI S and NDI L .
A high weight is given to the NDI D because proximity is generally an important indicator for the hydrological resemblance between two catchments (Oudin et al., 2008) . The weights given to the other (catchment specific) indices are based on the analysed strength of the relationships between the spectral densities and those properties (drainage area > mean local slope > soil composition, land cover). For every autochthonous catchment the catchment with the lowest general dissimilarity is selected as the donor catchment. Table 3 gives an overview of the selected donor catchments. The same order is preserved as in Table 2 ; so for example catchment Reninge-Kemmelbeek is the donor catchment for catchment Merkem-Martjevaart. In Fig. 2 the six donor catchments are coloured red.
Subsequently, a rescaling of the donor discharge records is performed in order to improve the autochthonous timeseries estimate. This rescaling (see Eq. 11) is based on the drainage area of the autochthonous and donor catchment because of the proper linear relationship (Pearson's correlation coefficient R = 0.87) between mean discharge (period 2006-2009) and the drainage area in the population of 32 Flemish catchments.
] are the drainage areas of the autochthonous and donor catchment, respectively. Based on the aforementioned relationship between a time series and the corresponding spectral density spectrum, the estimated density spectrum of the autochthonous catchment
] can be calculated as follows:
Herein
] is the density spectrum of the donor discharge records. In Figs. 3 (k = 0) and 4 (k > 0) the actual and estimated root squared spectral densities of the discharge time series (period 2006-2009) in the six autochthonous catchments are presented. The maximum time lag τ max [T] considered is 3 months. For certain catchments (e.g. Oostkamp-Rivierbeek and Bertem-Voer) a good match is obtained. This is however not the case for all catchments (e.g. Merkem-Martjevaart: spectral density for k = 0, Rummen-Melsterbeek: spectral densities for k > 0).
Case of temporal gauging divergence
The assumption of stationarity has as a consequence an invariable density spectrum. In the case of temporal gauging divergence, it is thus assumed that the density spectrum of the limited non-overlapping discharge time series is a good estimate of the density spectrum of the time series overlapping with the forcing records. In Figs. 5 (k = 0) and 6 (k > 0) the root squared density spectra of the periods 2006-2007 and 2008-2009 are compared for the six catchments under consideration. A proper match is found, and this to a greater extent for the high frequency parts of the spectra.
Calibration and validation

Test set-up
In this section, different calibration experiments are carried out in order to optimise the PDM for the autochthonous catchments considered in this study. Evaluation of the overall performance of the RR model is the main objective in this study. Therefore a multiple-year calibration period and a oneyear validation period are considered. Furthermore the evaluation is carried out by aggregate assessment indicators. The calibration period runs from 1 January 2006 through 31 December 2009. The year 2005 serves as a initialisation year for the RR model. The first experiment encompasses a comparison between direct temporal calibration and direct spectral calibration. With regard to the latter, also the relationship between the maximum lag τ max of the correlation function and the resulting model performance is examined. Furthermore the effect of assigning more weight to particular parts of the density spectrum in the objective function is examined. In a second experiment, the case of spatial gauging divergence is further examined. Direct spectral calibration is compared to indirect calibration in the time and frequency domain. For both indirect calibration set-ups, the estimates for the time series and spectral density are based on discharge records at the outlet of the donor catchments. The third experiment focusses on the case of temporal gauging divergence. The autochthonous discharge time series used in the calibration is limited and does not overlap with the forcing records. Additionally, in a fourth experiment a non-overlapping donor discharge time series is used in the calibration to examine the combined effect of spatial and temporal gauging divergence on the calibration of the hydrological model. The code names and properties of all calibration set-ups are listed in Table 4 .
Because of the stochastic nature of the calibration algorithm (see below), each calibration set-up is applied three times for every autochthonous catchment. All repeated optimisations are assessed using four aggregate indicators: the Pearson correlation coefficient (R), the relative absolute bias (BIASn), the relative root mean square error (RMSEn) and the Nash-Sutcliffe coefficient ( 
F-IST-3-0 Frequency Spatio-temporal 3 - (Nash and Sutcliffe, 1970) :
RMSEn = 1 ] are the mean observed and simulated discharge, respectively. For every autochthonous catchment and calibration set-up, the assessment indicators of the repetition characterised by the lowest RMSEn are retained. The absolute bias and RMSE are divided by the mean observed discharge in order to obtain four dimensionless indicators. In this form it is possible to average the retained indicators over the six catchments without giving more weight to the indicators of catchments characterised by a high mean discharge. As hydrologic models increasingly become more sophisticated, the iterative parameter adjustments in the calibration process are usually performed by specific optimisation algorithms. Commonly used algorithms in hydrologic modelling are, for example, genetic algorithms (Reed et al., 2000) like the shuffled complex evolution algorithm (SCE-UA) (Duan et al., 1992) , local and multistart simplex methods (Gan and Biftu, 1996) , particle swarm optimisation (PSO) (Kennedy and Eberhart, 1995) , simulated annealing (SA) (Thyer et al., 1999) , etc. In this research particle swarm optimisation (PSO) (Kennedy and Eberhart, 1995) is applied as optimisation algorithm. The ability of PSO to find optimal solutions for hydrological modelling issues has already been demonstrated in various studies (Gill et al., 2006; Scheerlinck et al., 2009; Tolson et al., 2009; Zhang and Chiew, 2009; Mousavi and Shourian, 2010; Liu and Han, 2010; Pauwels and De Lannoy, 2011) . This swarm intelligence algorithm is based on the movement of different particles throughout the n-dimensional parameter space. This movement is controlled by the particle's own history of positions (and thus related values of the objective function) and that of neighbouring particles, resulting in a so-called global behaviour. In order to adjust this behaviour so that a convergence to the global optimum is found, a parametrisation of the calibration algorithm is required. The type of PSO applied in this paper is characterised by the parameter vector ψ = [N i N k c 1 c 2 w δ] T (for description parameters, see Table 5 ). There is a problem of equifinality (Beven and Binley, 1992) as a high amount of parameter combinations give near optimal RMSEs. Due to practical considerations the abovementioned most optimal set is applied in all of the following calibration set-ups. N i and N k have an influence on the convergence of the algorithm. Because the case presented in Pauwels and De Lannoy (2011) is not entirely comparable to this study, the convergence had to be checked for the following calibration experiments. Convergence is indeed obtained in the experiments, which indicates that the values for N i and N k are well chosen.
The model calibration is followed by a validation. The validation period runs from 1 January 2010 till 31 December 2010. For this the year 2009 is used to initialise the PDM. As in the calibration the same four dimensionless indicators are used (averaged over the six autochthonous catchments) to make an assessment of the calibration set-ups.
Results and discussion
Experiment 1: direct temporal vs. spectral calibration
In this first experiment direct temporal calibration is compared to direct spectral calibration. With regard to the former, the RMSE between the observed and simulated discharges is used as objective function, which implicitly assumes a normal distribution of the residuals. Spectral calibration on the other hand makes use of a spectral objective function. For example this can be the RMSE between the spectral densities of the observed and simulated time series. However, better results are achieved by an RMSE between the root squared spectral densities (Quets et al., 2010; Pauwels and De Lannoy, 2011) . This type of calibration is fundamentally different from the above-mentioned time domain calibration. Because the spectral properties are calculated by a Fourier transformation of the correlation function, a matching of the those properties will result more in a matching of the correlation structure of the observed and modelled time series (Montanari and Toth, 2007) . So a calibration in the spectral domain is more about matching the shape characteristics of the observed and modelled time series. As the spectral density for k = 0 is an estimate of the time-series mean, giving a considerate weight to this density in the objective function should also result in a bias minimisation. Furthermore, it should be emphasised that the error between observed and modelled root squared spectral densities cannot be assumed to be normal in the case of normal time domain residuals. However, for sake of simplicity the RMSE between the root squared spectral densities is applied as objective function in this research. As mentioned in the introduction, Montanari and Toth (2007) made use of another objective function, based on the Whittle likelihood estimator. First of all this objective function does not include the first harmonic. Furthermore, statistically seen this estimator is more appropriate as a spectral objective function. However, the use of this estimator requires a full characterisation of the model error, which is in fact not entirely known. Therefore it is chosen not to use this estimator. First, the influence of the maximum lag of the correlation function τ max on the post-calibration model performance is examined. Three values for τ max are proposed: 1, 3 and 12 months. In Fig. 7 (upper-left subplot) It is clear that discharge is mostly better simulated after a calibration in the time domain (higher R, higher NS coefficient and lower RMSEn). A clearly poorer model performance can be noted when applying a low τ max . This is probably due to the information loss, which is a consequence of the limitation of the correlation function. As can be expected in the validation period (see Fig. 7 , upper-right subplot), the BIASn and RMSEn worsened for all four set-ups compared to the calibration period. This is however not entirely the case for the R and NS coefficient. Furthermore, the set-ups relate differently with regard to model performance. For three out of four assessment indicators, temporal calibration still leads to better results; however, the differences with spectral calibration using a τ max of 3 months are very small. Spectral calibration with the longest correlation function (τ max = 12 months) leads to a poorer BIASn, RMSEn and NS coefficient compared to spectral calibration based on the correlation function with τ max = 3 months. Correlation function values at higher lags represent more noise effects than physical system characteristics. If longer correlation functions are considered, more weight is given to noise effects in the calibration process. This could explain why spectral calibration with a longer correlation function does not necessarily lead to the best model performance in the validation period. Because of this observation a τ max value of 3 months is proposed for all following spectral calibration set-ups. A second influence on the calibration exercise examined in this experiment is giving weights to certain parts of the density spectrum in the objective function. This is performed by the principle of exponential clustering (see Fig. 8 ). Three types of weights are proposed: -Type 1: the spectral densities for k < 9 retain their value. Exponential clustering and averaging over those clusters is applied from k = 9 to k = N . Higher weights are thus assigned to the low frequency part of the density spectrum.
-Type 2: the spectral density for k = 0 is not considered in the objective function. Exponential clustering and averaging over those clusters is applied from k = 1 to k = N . Higher weights are thus assigned to the low frequency part of the density spectrum with a zero weight for the first spectral density.
-Type 3: exponential clustering and averaging over those clusters is applied from k = N to k = 0. Higher weights are thus assigned to the high frequency part of the density spectrum.
It can be concluded from Fig. 7 (middle subplots) that giving weights to certain parts of the density spectrum generally does not lead to a better model performance in the calibration and validation period. This applies to a greater extent for weight types 2 and 3. It is clear that barely or not taking into account the density for k = 0 generally leads to a worse model performance. Bias minimisation apparently results in a better model performance. Because of the aforementioned conclusions, no types of weight are applied in the indirect spectral calibrations of experiments 2, 3 and 4.
Experiment 2: indirect spectral calibration in the case of spatial gauging divergence (set-up F-IS-3-0)
This second calibration experiment focusses on the discharge prediction in an autochthonous catchment without available discharge records at the outlet. However, discharge records are available at the outlet of a donor catchment in the same time window as the forcing records monitored in the autochthonous catchment (spatial gauging divergence). Two calibration strategies are undertaken: a temporal calibration on the rescaled donor discharges (see Eq. 11) (set-up T-IS) and a spectral calibration on the root squared spectral densities of the rescaled donor discharges (see Eq. 12) (set-up F-IS-3-0). A first observation in the calibration period (see Fig. 7 , lower-left subplot) is the reduced model performance after an indirect calibration compared to a direct calibration. Amongst others this can be explained by the rescaling of the donor discharges. Donor catchment selection and rescaling based on the drainage area namely is not a perfect estimating framework for the mean and shape of the discharge signature. Furthermore indirect temporal calibration clearly leads to a better model performance than indirect spectral calibration. R, BIASn and NS do not change strongly in the validation period (see Fig. 7 , lower-right subplot). RMSEn on the other hand again increases more clearly. In the case of spatial gauging divergence, it seems to be recommended to apply indirect temporal calibration. This should however be nuanced. The spatial dimensions considered in this research are rather small (magnitude kilometres). Due to this proximity the time lapse for a certain meteorological event to happen in the autochthonous and donor catchment will be rather small (magnitude minutes-hours). If however the distance between the autochthonous and donor catchment is larger, the time lapse increases (magnitude hours-days). It is even possible that the same meteorological event will not pass over both catchments. The applicability of indirect temporal calibration should therefore be evaluated in advance based on the proximity between the autochthonous and donor catchment.
Experiment 3: indirect spectral calibration in the case of temporal gauging divergence (set-up F-IT-3-0)
In this experiment limited discharge records are available for the autochthonous catchments; however, they are not concomitant with the forcing records. Specifically for this ex- In this way there is no overlap between the forcing and discharge records. The density spectrum of the observed discharge time series serves as an estimate for the density spectrum of the discharge time series concurrent with the available forcing records. The indicator values of set-up F-IT-3-0 in Fig. 7 (lower-left subplot) are based on the discharge simulations over the shortened calibration period (2006) (2007) . With exception of the NS coefficient, both direct spectral calibration and indirect spectral calibration in the case of temporal gauging divergence exhibit, almost similar indicator values during the calibration period. Compared to indirect spectral calibration in the case of spatial gauging divergence almost similar (R) or better indicator values (BIASn, RMSEn and NS) are obtained in the case of temporal gauging divergence. This will be due to the fact that the calibration data are observed at the outlet of the autochthonous catchment itself and not in a donor catchment. For the considered data set interannual discharge variation within the same catchment is thus smaller than discharge variation between the most similar catchments within the same year (in the calibration period). It should be emphasised that in this experiment the non-concomitant discharge and forcing time series are situated very close together in time. It is not unimaginable that the assessment indicators could turn worse in case of a larger time lapse. For example many former colonies dispose of historical hydrological data because post-colonial civil warfare hindered hydrological monitoring (Winsemius et al., 2006 (Winsemius et al., , 2009 . These historical time series are often incomplete and are characterised by a larger measurement uncertainty. It is also possible that over time the meteorological conditions or the hydrological response of the catchment changes, for example, by an anthropogenic influence (Immerzeel and Droogers, 2008; Coe et al., 2011 ). All of this can limit the success of indirect spectral calibration in the case of temporal gauging divergence. In the validation period (see Fig. 7 , lower-right subplot) the following is observed: all assessment indicators of the indirect spectral calibration (set-up F-IT-3-0) are almost comparable to those obtained with direct spectral calibration (set-up F-D-3-0). Furthermore only the RMSE and NS coefficient are notably worse compared to the value obtained in the calibration period. It can be concluded that indirect spectral calibration based on limited autochthonous discharge time series (set-up F-IT-3-0) results in a better model performance than indirect spectral calibration based on rescaled donor discharges (setup F-IS-3-0).
Experiment 4: indirect spectral calibration in the case of spatio-temporal gauging divergence (setup F-IST-3-0)
Experiment 4 is a combination of experiments 2 and 3. In this case no discharge observations are available at the outlet of the autochthonous catchment. In a very similar donor catchment, limited discharge records are available. However, no overlap exists between the time windows of the donor discharges and the forcing records in the autochthonous catchment. In this particular experimental design, discharge time series are available in the donor catchment from 1 January 2008 through 31 December 2009 and forcing data from 1 January 2006 through 31 December 2007. The density spectrum of the donor discharges will serve as an estimate for the density spectrum of the autochthonous discharge time series concurrent with the available forcing records. The indicator values of set-up F-IST-3-0 in Fig. 7 (lower-left subplot) are also based on the discharge simulations over the shortened calibration period (2006) (2007) . Because of the double introduced uncertainty in the calibration data, it is not illogical to assume that calibration set-up F-IST-3-0 would lead to a poorer model performance than set-ups F-IT-3-0 and F-IS-3-0. However, the assessment indicators in the calibration and validation period (see Fig. 7 , lower subplots) indicate that the model performance is comparable to set-up F-IS-3-0. This again indicates that in this study the introduced error on donor-based calibration data is much larger than the error on non-concomitant autochthonous-based calibration data. The values presented in Fig. 7 only show values averaged over all six catchments. This is interesting in order to assess the general performance for an average catchment in Flanders. However, a significant variability is observed over the six catchments. As illustration in Figs. 9 and 10 the scatter plots are shown resulting from the direct temporal calibration set-up (T-D) and the four indirect calibration set-ups (T-IS, F-IS-3-0, F-IT-3-0 and F-IST-3-0) for catchment OostkampRivierbeek and Rummen-Melsterbeek. Figure 11 shows corresponding observed and simulated hydrograph for a certain part of the validation period. In catchment OostkampRivierbeek very good indirect estimates of the calibration data are obtained. This results in very good indirect calibrations which could, depending on the set-up (e.g. set-up F-IST-3-0), be comparable to the time domain calibration. This shows the real potential of the presented indirect calibration techniques. However like the spectral density estimates and discharge simulations for catchment Rummen-Melsterbeek make clear, so far indirect calibration does not always lead to good model performances. In future research making use of other relevant information as for example correlation properties of precipitation time series (Toth, 2013) could possibly lead to an improved estimation of the calibration data. It should therefore be made clear which catchment properties have the highest predictive power for calibration data in a particular ungauged catchment. In this way more robust estimation frameworks for calibration data could be developed.
Conclusions
In this paper, an assessment is made of indirect calibration of the PDM for six (autochthonous) catchments in Flanders, considered to be ungauged or scarcely gauged. As calibration, algorithm PSO is applied. The described results are based on rather small catchments (magnitude 10-100 km 2 ) with a high proximity to each other (magnitude kilometres). The different calibration set-ups are evaluated on the basis of four assessment indicators (R, BIASn, RMSEn and NS). Those are averaged over the six autochthonous catchments. Consequently, the discussed results are valid for an average catchment in Flanders. The first calibration experiment focusses on direct spectral calibration. For this, the root squared spectral densities of the autochthonous discharge time series are incorporated in the objective function. The experiment revealed that higher values for the maximum lag of the correlation function (τ max ) result in a better model performance during the calibration period. This is not necessarily the case in the validation period. Furthermore giving more weight to certain parts of the density spectrum during the spectral calibration generally does not lead to better model performances. In experiments 2, 3 and 4 indirect calibration is examined in the cases of spatial, temporal and spatio-temporal gauging divergence. In those cases the calibration is based on the root squared spectral densities of rescaled donor discharge records, non-overlapping autochthonous discharge records and non-overlapping rescaled donor discharge records. Except for some specific indicator values, the model performance decreased compared to direct calibration but remained at an acceptable level for most catchments. With regard to indirect calibration in the case of spatial gauging divergence, better results were obtained using indirect temporal calibration vs. indirect spectral calibration. Indirect temporal calibration is however impossible to execute in the case of temporal and spatio-temporal gauging divergence. Therefore only indirect spectral calibration is applied in experiments 3 and 4. Generally better model performances were obtained in experiment 3 compared to experiment 2. This is due to the high uncertainty associated with the estimation of a density spectrum of an autochthonous discharge time series based on donor discharges. For certain catchments this can introduce a bias in the model results. It was expected that the model performance in experiment 4 would be worse than in experiment 2 and 3 because a double source of uncertainty is introduced in the calibration data. However, the assessment indicators show that this does not have to be the case. This paper has shown that a certain potential exists for indirect calibration of a rainfall-runoff model (in particular indirect spectral calibration) in the case of spatial, temporal and spatio-temporal gauging divergence in ungauged catchments. Future research should focus on a refinement of the calibration framework (e.g. more complex objective functions, better estimation of the spectral densities, etc.) and on making the estimation of the calibration data more robust to guarantee a good indirect calibration. It could be challenging but interesting to examine the link between specific catchment properties (e.g. topography, land cover, precipitation signatures, etc.) and the resulting model performance after indirect calibration. For example it may be worthwhile to test whether indirect spectral calibration is more suitable in catchments with certain shape characteristics of the hydrograph (e.g. a short time to peak, a long recession period).
Appendix A Equations of the PDM (Moore, 2007)
In the following section not further specified variables are model parameters and can be found in Table 1 .
In the preparatory first step, five constants need to be calculated. The calculation of the maximum store capacity of the soil moisture storage S max [L] is based on the minimum (c min [L] ) and maximum absorption capacity (c max [L] ):
