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Abstract
We discuss the solvability of the Dirichlet problem for the semilinear equation of the vibrating string xtt (t, y) − x(t, y) +
f (t, y, x(t, y)) = 0 in higher dimensions with sides length being irrational numbers and superlinear nonlinearity. To this effect we
derive a new dual variational method.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of the paper is to look for solutions to the following problem:
xtt (t, y)−x(t, y)+ f
(
t, y, x(t, y)
)= 0,
x(0, y) = x(T , y) = 0, y ∈ (0,π)n,
x(t, y) = 0, t ∈ (0, T ), y ∈ ∂(0,π)n, (1)
with T being some irrational number. We put Q = (0, T )×Ω with Ω = (0,π)n. To the knowledge of the authors the
above problem with n 2 is considered for the first time. In most papers dealing with Dirichlet boundary condition
only the case n = 1 is treated (see, e.g., [3] and reference therein).
We assume that
(T) T = πα, α irrational and satisfies |α − p/|q||  c|q|−2 for all p ∈ N, |q| =
√∑n
i=1 q2i , qi ∈ N, i = 1, . . . , n,
with c > 0 fixed.
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mention that the case of Ω being of n dimension is a little bit more complicated than n = 1, as some numbers |q| are
irrational.
We shall study (1) by variational method, i.e., we shall consider (1) as the Euler–Lagrange equation of the func-
tional:
J (x) =
T∫
0
∫
Ω
(
1
2
∣∣∇x(t, y)∣∣2 − 1
2
∣∣xt (t, y)∣∣2 + F (t, y, x(t, y)))dy dt, (2)
where Fx = f , defined on some subspace of the Sobolev space (notations from [3]) W 1,20 ((0, T ) × Ω) of Dirichlet
in t and in y functions discussed below.
In [3] problem (1) was studied using coincidence topological degree arguments and fixed-point theorems for non-
expansive mappings. The set Q (of two dimensions) is a little bit more general, but as it is proved therein it is reducible
to rectangular domains. Moreover the assumptions on f in [3] are much more stronger than those we impose in this
paper: generally f should be, to some extent, sublinear at infinity with respect to the last variable. As it is known
to the authors there are no papers in which (3) and (1) were studied by variational methods. However the periodic-
Dirichlet problem for (1) was more extensively studied. In the last decade of the former century there appeared many
papers dealing with it by variety of methods, compare [1,4–8,10,12,15]. The main difficulty which appears here is
that the linear wave equation with right-hand side being a fixed function (instead of our nonlinear function Fx ) does
not possess solutions (even generalized) for all values of α (see comments in [14, pp. 242–249]). This is why most of
the sources mentioned tried to find the nature of irrationality of α by extending KAM method, Lyapunow–Schmidt
method or topological and classical variational methods. All these methods are based on the study of the spectrum of
the linear equation whose structure relates strongly to the Diophantine character of α and next on developing nonlinear
methods that use the properties of the spectrum of the linear d’Alembert operator .
Our approach is different. We use the same definition of α (see (T) above) but quite different variational method.
Our purpose is to investigate (1) by studying critical points of functional (2) or its some modification. To this ef-
fect we apply a new duality approach which is based on ideas developed in [9], however we dropped out some
unpleasant assumptions in [9], e.g., convexity of F(t, y, ·). As we mentioned above, functional (2) is unbounded in
W
1,2
0 ((0, T ) × Ω) and this is a reason for which we are looking for critical points of J of “min–max” type. Our
aim is to find a nonlinear subspace X of W 1,20 ((0, T ) × Ω) and study (2) just only on X. The main difficulty in our
approach is just the construction of the set X. One-dimensional case of (1) under convexity assumption on F(t, y, ·)
was described in [13].
Some motivation to study (1) were also the boundary problems for Fornasini–Marchesini equation which are very
popular in various engineering applications [11]. The continuous counterpart of the Fornasini–Marchesini equation is
the multidimensional Goursat system:∑
i
zξηi (ξ, η) = f˜
(
ξ, η, z(ξ, η)
)
for (ξ, η) ∈ Ω˜,
z(ξ, η) = 0 for (ξ, η) ∈ ∂Ω˜, (3)
where Ω˜ = {(ξ, η) ∈ R × Rn: |ξ + η1| 1, |ξ | 1, |η1| 1, |ηi | 1, |ξ + ηi | 2, i = 2, . . . , n} is a set in Rn+1,
f˜ : Ω˜ × R → R. If we make the substitution of variables: ξ = t + y1 − 1, η1 = y1 − t , ηi = 2yi − 1, i = 2, . . . , n,
then (0,1)× (0,1)n  (t, y) → (ξ, η) ∈ Ω˜ . Putting f (t, y, z) = f˜ (ξ, η, z) the existence of Dirichlet solutions to (3) is
equivalent to the existence of Dirichlet solutions to the problem:
xtt (t, y)−x(t, y)+ f
(
t, y, x(t, y)
)= 0,
x(0, y) = x(1, y) = 0, y ∈ (0,1)n,
x(t, y) = 0, t ∈ (0,1), y ∈ ∂(0,1)n. (4)
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Let L= C0((0, T );W 2,2(Ω)∩W 1,20 (Ω)) and let L ⊂ Zn be the lattice of the integers vectors k = (k1, . . . , kn) such
that ki  1 for i = 1, . . . , n. Put |k| =
√∑n
i=1 k2i , |k|2 = k21 + · · · + k2n,
U = W 2,2((0, T )×Ω)∩W 1,20 ((0, T )×Ω),
U1 = W 1,20
(
(0, T );W 1,20 (Ω)
)
.
We apply consideration concerning Theorem 6.3.1 from [14] for the case of higher dimension Dirichlet boundary
conditions (1). We prove the following
Proposition 1. Let g ∈ L. Then there exists x¯ ∈ U ∩U1, x¯ ∈ L being a unique solution to
xtt (t, y)−x(t, y) = g(t, y),
x(t, y) = 0, t ∈ (0, T ), y ∈ ∂Ω,
x(0, y) = x(T , y) = 0, y ∈ Ω, (5)
with
x¯(t, y) =
(
2n+1
πnT
)1/2∑
j,k
(−j2α−2 + |k|2)−1gj,k sin j π
T
t sin k1y1 . . . sin knyn,
gj,k =
(
2n+1
πnT
)1/2 T∫
0
∫
Ω
g(t, y) sin j
π
T
t sin k1y1 . . . sin knyn dy dt, (6)
∑
j,k =
∑∞
j=1
∑
k∈L and such that
‖x¯‖U  B‖g‖L2((0,T );W 2,2(Ω)), (7)
‖x¯‖U1  C‖g‖L∞((0,T );W 2,2(Ω)) (8)
with some B and C independent on g.
Proof. We repeat some considerations from [14] because we have slight differences in the problem under considera-
tion and in the spaces we work in. We know that x ∈ L2((0, T );L2(Ω)) belongs to U if and only if∑
j,k
(|k|4 + j4)|xj,k|2 < ∞, (9)
where
xj,k =
(
2n+1
πnT
)1/2 T∫
0
∫
Ω
x(t, y) sin j
π
T
t sin k1y1 . . . sin knyn dy dt.
Hence
x(t, y) =
(
2n+1
πnT
)1/2∑
j,k
xj,k sin j
π
T
t sink1y1 . . . sin knyn. (10)
The square root of the (9) defines a norm in U . Similarly for g ∈ L⊂ L2((0, T );W 2,2(Ω)) we have
g(t, y) =
(
2n+1
πnT
)1/2∑
j,k
gj,k sin j
π
T
t sink1y1 . . . sin knyn. (11)
Substituting (10) and (11) in (5)
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By our assumption (T) we can write a solution x¯ of the Dirichlet problem (5) in the form (6). This function belongs
to U since∑
j,k
(|k|4 + j4)(−j2α−2 + |k|2)−2|gj,k|2  c‖g‖L2((0,T );W 2,2(Ω)) (12)
with c independent of g. This inequality is a direct consequence of the relation
sup
{(|k|4 + j4)(−j2α−2 + |k|2)−2|k|−4; (j, k) ∈ N × L}< ∞.
To prove it let us put∑
1
= {(j, k) ∈ N × L; 2α−1j < |k|},
∑
2
= {(j, k) ∈ N × L; |k| < 2α−1j < 4|k|},
∑
3
= {(j, k) ∈ N × L; 2|k| < α−1j}.
We confine ourselves to estimation on the set
∑
2 (the other cases are more simply)—we again apply assumption (T):(|k|4 + j4)(−j2α−2 + |k|2)−2|k|−4  ( j4|k|4 + 1
)
α4
(
α + j|k|
)−2(
α − j|k|
)−2
|k|−4

(
16α4 + 1)α4(3
2
α
)−2
c−2 < ∞.
Hence we get also the estimation (7). To obtain that x¯ ∈ U1 and the estimation (8) we rewrite (12) for x ∈ U1,∑
j,k
(1 + j)2|k|2(−j2α−2 + |k|2)−2|gj,k|2  c‖g‖L2((0,T );W 2,2(Ω))
and again we note that it is true if
sup
{
(1 + j)2|k|2(−j2α−2 + |k|2)−2|k|−4; (j, k) ∈ N × L}< ∞.
We show that in the set
∑
2 using assumption (T)
(1 + j)2|k|2(−j2α−2 + |k|2)−2|k|−4  ( j|k| + 1|k|
)2
α4
(
α + j|k|
)−2(
α − j|k|
)−2
|k|−4
 (2α + 1)2α4
(
3
2
α
)−2
c−2 < ∞.
The function x¯ belongs to L∞((0, T );W 2,2(Ω)) since for each t ∈ (0, T ),∑
k
|k|2(−j2α−2 + |k|2)−2∣∣gk(t)∣∣2  c∥∥g(t, ·)∥∥W 2,2(Ω) < constant,
where
gk(t) =
(
2n
πn
)1/2 ∫
Ω
g(t, y) sin k1y1 . . . sin knyn dy,
i.e., since
sup
{|k|2(−j2α−2 + |k|2)−2|k|−4; (j, k) ∈ N × L}< ∞.
Because [0, T ]  t → gk(t) ∈ W 2,2(Ω), k ∈ L, are continuous therefore x¯ defined by (6) belongs to L. 
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to W 1,20 (Ω). Thus, solution x¯ defined by (6) may be estimated by∥∥x¯(t, ·)∥∥
W
1,2
0 (Ω)
 C1 sup
t∈(0,T )
∥∥g(t, ·)∥∥
W 2,2(Ω), t ∈ [0, T ],
where C1 is some constant independent on g.
Remark 3. Let us notice that constant C and consequently C1 depends on α and c.
We assume the following hypotheses:
(G1) F is continuously differentiable with respect to the third variable in R, Fx(t, y,0) = 0, for a.e. (t, y) ∈
(0, T )×Ω , (t, y) → F(t, y,0) is integrable on (0, T )×Ω .
Let us take a function z¯ ∈ L and define the interval
I =
[
−C1 sup
t∈(0,T )
∥∥z¯(t, ·)∥∥
W 2,2(Ω),C1 sup
t∈(0,T )
∥∥z¯(t, ·)∥∥
W 2,2(Ω)
]
.
(G2) For x ∈ U ∩U1 and such that ‖x(t, ·)‖W 2,2(Ω) ∈ I, t ∈ (0, T ), Fx(·,·, x(·,·)) ∈ L and∥∥Fx(t, ·, x(t, ·))∥∥W 2,2(Ω)  sup
t∈(0,T )
∥∥z¯(t, ·)∥∥
W 2,2(Ω), t ∈ (0, T ). (13)
The assumption Fx(t, y,0) = 0, for a.e. (t, y) ∈ (0, T ) × Ω , we impose as we want to exclude from our consider-
ations the trivial solution to (1). The main limitation for Fx is (13) which essentially bounds the class of admissible
function F . Below we give an example of a function satisfying (G1), (G2) and a function which does not satisfies (G2).
Example 4.
1. Take Fx(t, y, x) = a(t)((1/4)x4 − (1/4)x3 + 1/2 sin(ty)), Ω = (0,π), a—continuous, a(0) = a(T ) = 0,
T = 2√2/2, |a(t)| < 1/2, z¯ such that supt∈(0,T )‖z¯(t, ·)‖W 2,2(Ω) = 1 and C1 = 1. Then I = [−1,1], so
‖x(t, ·)‖W 2,2(Ω) ∈ I means that ‖x(t, ·)‖W 2,2(Ω)  1. Hence, for those x(·,·),∥∥Fx(t, ·, x(t, ·))∥∥W 2,2(Ω)  ∣∣a(t)∣∣∣∣1/4∥∥x(t, ·)∥∥6W 2,2(Ω) + 1/4∥∥x(t, ·)∥∥3W 2,2(Ω) + 1/2 + 2√2/4 + 1/6∣∣
<
∣∣a(t)∣∣1.6 < 0.8 < sup
t∈(0,T )
∥∥z¯(t, ·)∥∥
W 2,2(Ω).
2. Take now Fx(t, y, x) = x6 +1, T = 2
√
2/2, Ω = (0,π) and C1 = 1. We have no chance to find z¯ which will satisfy
(13) in corresponding interval I. If supt∈(0,T )‖z¯(t, ·)‖W 2,2(Ω)  1, then for x = 0, ‖Fx(t, ·, x(t, ·))‖W 2,2(Ω) > 1, if
supt∈(0,T )‖z¯(t, ·)‖W 2,2(Ω) > 1, then there exists x˜(t, ·) with ‖x˜(t, ·)‖W 2,2(Ω) > 1 that ‖Fx(t, ·, x(t, ·))‖W 2,2(Ω) >
supt∈(0,T )‖z¯(t, ·)‖W 2,2(Ω).
Define the following set:
X =
{
x ∈ U ∩U1: ∥∥x(t, ·)∥∥
W
1,2
0 (Ω)
∈ I, t ∈ (0, T ), ‖x‖U1  C sup
t∈(0,T )
∥∥z¯(t, ·)∥∥
W 2,2(Ω)
}
.
We now consider (1) as the Euler–Lagrange equation for the following action functional J :
J (x) =
T∫
0
∫
Ω
(
1
2
∣∣∇x(t, y)∣∣2 − 1
2
∣∣xt (t, y)∣∣2 + F (t, y, x(t, y)))dy dt, (14)
where J : W 1,2((0, T )×Ω) → R.0
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JD(p,q) = −
T∫
0
∫
Ω
F ∗
(
t, y,−(pt(t, y)− divq(t, y)))dy dt
− 1
2
T∫
0
∫
Ω
∣∣q(t, y)∣∣2 dy dt + 1
2
T∫
0
∫
Ω
∣∣p(t, y)∣∣2 dy dt, (15)
where F ∗ is the Fenchel conjugate of F with respect to third variable and JD : W 1,2((0, T ) × Ω) ×
W 1,2((0, T )×Ω) → R.
We will look at two kinds of relationships between the functional J and JD on the set X: the Duality Principle
and the Variational Principle. The former, Theorem 10, relates the critical values of both functionals while the latter,
Theorem 13, provides the necessary conditions that must be satisfied by the solution to problem (1).
Now we may state the main result of the paper which is the following existence theorem.
Theorem 5. There exists x¯ ∈ U such that
inf
x∈XJ (x) = J (x¯).
Assume that the functional x → ∫ T0 ∫Ω F(t, y, x(t, y)) dy dt is subdifferentiable at the point x¯ ∈ U . Then there exists
(p¯, q¯) ∈ H 1 ×H 1 such that
JD(p¯, q¯) = J (x¯) (16)
and the following system holds:
x¯t (t, y) = p¯(t, y), (17)
∇x¯(t, y) = q¯(t, y), (18)
p¯t (t, y)− div q¯(t, y) = −Fx
(
t, y, x¯(t, y)
)
. (19)
3. The auxiliary results
Now we construct the sets on which J and JD will be considered. Exploiting the definition of the set X and using
Theorem 1 one could formulate the following lemma.
Lemma 6. Define in X the map X  x → H(x) = v where v is a solution of the Dirichlet problem for
vtt (t, y)−v(t, y) = −Fx
(
t, y, x(t, y)
)
a.e. on (0, T )×Ω. (20)
Then there exists a constant C2 > 0 such that for all v ∈ H(X)
‖v‖U  C2.
Moreover H(X) ⊂ X.
Proof. Fix arbitrary x ∈ X. Since x ∈ U ∩ U1 and by the assumptions on F , see (G2), it follows that Fx(x) ∈ L
(Fx(h) = Fx(·,·, h(·,·))). Hence by Theorem 1 there exists a unique solution v ∈ U of the Dirichlet problem for
Eq. (20) satisfying
‖v‖U  B
∥∥Fx(x)∥∥L2((0,T );W 2,2(Ω)).
Taking into account (G2) we get the following estimation for some B˜ and C2:
B
∥∥Fx(x)∥∥ 2 2,2  B˜∥∥Fx(x)∥∥ ∞ 2,2  C2.L ((0,T );W (Ω)) L ((0,T );W (Ω))
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‖v‖U1  C sup
t∈(0,T )
∥∥Fx(t, ·, x(t, ·))∥∥W 2,2(Ω). (21)
Now by (21) it follows that
‖v‖U1  C sup
t∈(0,T )
∥∥z¯(t, ·)∥∥
W 2,2(Ω). (22)
Then by the remark following Proposition 1, we have∥∥v(t, ·)∥∥
W 2,2(Ω)  C1 sup
t∈(0,T )
∥∥Fx(t, ·, x(t, ·))∥∥W 2,2(Ω)  C1 sup
t∈(0,T )
∥∥z¯(t, ·)∥∥
W 2,2(Ω).
Hence, it follows that ‖v(t, ·)‖W 2,2(Ω) ∈ I . Thus the last relation and (22) imply that for an arbitrary x ∈ X there exists
v = H(x) ∈ X. 
Now we define the set on which the dual action functional will be considered. To this effect let us put
W 1t = W 1t
(
(0, T )×Ω)= {p ∈ L2((0, T )×Ω): pt ∈ L2((0, T )×Ω)}
and
W 1y = W 1y
(
(0, T )×Ω)= {q ∈ L2((0, T )×Ω): divq ∈ L2((0, T )×Ω)}.
Definition of Xd . We say that an element (p, q) ∈ W 1t × W 1y belongs to Xd provided that there exists x ∈ X such
that for a.e. (t, y) ∈ (0, T )×Ω ,
pt(t, y)− divq(t, y) = −Fx
(
t, y, x(t, y)
)
with
q(t, y) = ∇x(t, y)
or else
p(t, y) = xt (t, y)
with
q(t, y) = ∇x(t, y).
We will also consider sets
Xd1 =
{
p ∈ W 1t : (p, q) ∈ Xd
}
,
Xd2 =
{
q ∈ W 1y : (p, q) ∈ Xd
}
.
We observe that both X and Xd are not subspaces. Thus even standard calculations using convexity arguments, the
tool which is indispensable if one wants to apply a variational approach, are rather difficult. What helps us is a special
structure of the sets X and Xd which despite their nonlinearity make these calculations possible.
We observe that functionals J and JD are well defined on X and Xd . Moreover by (G2) and mean value theorem
we get the following lemma.
Lemma 7. There exist constants M1, M2 such that
M1 
T∫
0
∫
Ω
F
(
t, y, x(t, y)
)
dy dt M2
for all x ∈ X.
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We shall construct the duality theory for the functional JD : Xd → R. To avoid a calculation of a Fenchel–Young
transform with respect to a nonlinear subset we introduce a perturbation functional defined on the whole space. Let
Jp : Xd ×L2((0, T )×Ω;R) → R be given by the formula
Jp(p,q, v) =
T∫
0
∫
Ω
F ∗
(
t, y,−(pt(t, y)− divq(t, y)))dy dt
+ 1
2
T∫
0
∫
Ω
∣∣q(t, y)∣∣2 dy dt − 1
2
T∫
0
∫
Ω
∣∣p(t, y)+ v(t, y)∣∣2 dy dt.
It is clear that Jp is well defined on L2((0, T ) × Ω;R). We observe that Jp is concave and upper semicontinuous in
the third variable for a fixed (p, q) ∈ Xd and Jp(p,q,0) = −JD(p,q).
We define a kind of a Fenchel–Young transform, J #p : Xd ×X → R, with respect to a duality pairing for the space
L2 = L2((0, T )×Ω;R) by
J #p(p, q, x) = sup
v∈L2
{ T∫
0
∫
Ω
〈
xt (t, y), v(t, y)
〉
dy dt + 1
2
T∫
0
∫
Ω
∣∣p(t, y)+ v(t, y)∣∣2 dy dt}
+ 1
2
T∫
0
∫
Ω
∣∣q(t, y)∣∣2 dy dt + T∫
0
∫
Ω
F ∗
(
t, y,−(pt(t, y)− divq(t, y)))dy dt.
Using properties of the Fenchel–Young transform we obtain
J #p(p, q, x) =
T∫
0
∫
Ω
F ∗
(
t, y,−(pt (t, y)− divq(t, y)))dy dt + T∫
0
∫
Ω
〈
x(t, y),pt (t, y)
〉
dy dt
+ 1
2
T∫
0
∫
Ω
∣∣q(t, y)∣∣2 dy dt + 1
2
T∫
0
∫
Ω
∣∣xt (t, y)∣∣2 dy dt + T∫
0
∫
Ω
〈
x(t, y),divq(t, y)
〉
dy dt
−
T∫
0
∫
Ω
〈
x(t, y),divq(t, y)
〉
dy dt.
We provide now two lemmas which will be used in the proof of the Duality Principle.
Lemma 8. For any x ∈ X,
inf
p∈Xd1
inf
q∈Xd2
J #p(p, q, x) J (x).
Proof. It suffices to show that
inf
q∈Xd2
{
−
T∫
0
∫
Ω
〈∇x(t, y), q(t, y)〉dy dt + 1
2
T∫
0
∫
Ω
∣∣q(t, y)∣∣2 dy dt}= −1
2
T∫
0
∫
Ω
∣∣∇x(t, y)∣∣2 dy dt
and
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q∈Xd2
inf
p∈Xd1
{
−
T∫
0
∫
Ω
〈
x(t, y),−(pt(t, y)− divq(t, y))〉dy dt
+ 1
2
T∫
0
∫
Ω
G∗
(
t, y,−(pt (t, y)− divq(t, y)))dy dt
}
−1
2
T∫
0
∫
Ω
G
(
t, y, x(t, y)
)
dy dt (23)
using the structure of sets Xd1 and X
d
2 . For this x there exists a pair (p
x, qx) ∈ Xd such that
pxt (t, y)− divqx(t, y) = −Gx
(
t, y, x(t, y)
)
,
∇x(t, y) = qx(t, y).
In a consequence
1
2
T∫
0
∫
Ω
∣∣∇x(t, y)∣∣2 dy dt = T∫
0
∫
Ω
〈∇x(t, y), qx(t, y)〉dy dt − 1
2
T∫
0
∫
Ω
∣∣qx(t, y)∣∣2 dy dt
 sup
q∈Xd2
{ T∫
0
∫
Ω
〈∇x(t, y), q(t, y)〉dy dt − 1
2
T∫
0
∫
Ω
∣∣q(t, y)∣∣2 dy dt}
 sup
q∈L2
{ T∫
0
∫
Ω
〈∇x(t, y), q(t, y)〉dy dt − 1
2
T∫
0
∫
Ω
∣∣q(t, y)∣∣2 dy dt}
= 1
2
T∫
0
∫
Ω
∣∣∇x(t, y)∣∣2 dy dt.
Analogously we prove (23). Thus we obtain the assertion of the lemma. 
Now by Fenchel–Young inequality it follows the next lemma.
Lemma 9. For any (p, q) ∈ Xd ,
inf
x∈XJ
#
p(p, q, x) JD(p,q).
5. Duality and variational principles
Proposition 10.
inf
x∈XJ (x) infp∈Xd1
inf
q∈Xd2
JD(p,q).
Proof. By Lemmas 8 and 9 we obtain
inf
x∈XJ (x) infx∈X infp∈Xd1
inf
q∈Xd2
J #p(p, q, x)
= inf
p∈Xd1
inf
q∈Xd2
inf
x∈XJ
#
p(p, q, x) inf
p∈Xd1
inf
q∈Xd2
JD(p,q).
This ends the proof. 
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Corollary 11. Let {xj } ⊂ X be a minimizing sequence for a functional J and let {pj , qj } ⊂ Xd be the sequence
corresponding to {xj } accordingly to the definition of the set Xd . Then
inf
xj∈X
J
(
xj
)
 inf
pj∈Xd1
inf
qj∈Xd2
JD
(
pj , qj
)
. (24)
Remark 12. Let us note that from the proof of Theorem 10 and Lemmas 8 and 9 we can take in the right-hand site
of (24) for each pj in “inf” only at the most two values of qj corresponding to pj , accordingly to the definition of the
set Xd . Therefore we have obvious inequalities:
inf
xj∈X
J
(
xj
)
 inf
pj∈Xd1
inf
qj∈Xd2
JD
(
pj , qj
)
 lim inf
j
JD
(
pj , qj
)
.
We state the necessary conditions. We observe that due to the construction of the set X and by Lemma 6 it follows
that a minimizing sequence may be assumed weakly convergent in U and strongly in U1.
Theorem 13. Let infx∈X J (x) = J (x¯), where x¯ ∈ X is a limit, strong in U1 and weak in U , of a minimizing sequence
{xj } ⊂ X. Assume that the functional x → ∫ T0 ∫Ω F(t, y, x(t, y)) dy dt is subdifferentiable at the point x¯ ∈ U . Then
there exist p¯ ∈ Xd1 and q¯ ∈ Xd2 such that for a.e. (t, y) ∈ (0, T )×Ω,
p¯(t, y) = x¯t (t, y), (25)
q¯(t, y) = ∇x¯(t, y), (26)
p¯t (t, y)− div q¯(t, y)+ Fx
(
t, y, x¯(t, y)
)= 0 (27)
and
J (x¯) = JD(p¯, q¯).
Proof. Let x¯ ∈ X be such that J (x¯) = infxj∈X J (xj ) and let {pj , qj } ⊂ Xd denote the sequences corresponding
to {xj } accordingly to the definition of the set Xd . We define
p¯t (t, y) = div q¯(t, y)− Fx
(
t, y, x¯(t, y)
)
,
for all (t, y) ∈ (0, T )×Ω , j = 1,2, . . . , with q¯ given by
q¯(t, y) = ∇x¯(t, y).
It is clear that the above (p¯, q¯) is a limit of a certain sequence of {pj , qj } ∈ Xd . By the definitions of J , JD , relations
(26), (27) and the Fenchel–Young inequality it follows that
J (x¯) =
T∫
0
∫
Ω
(
1
2
∣∣∇x¯(t, y)∣∣2 − 1
2
∣∣x¯t (t, y)∣∣2 + F (t, y, x¯(t, y)))dy dt
−
T∫
0
∫
Ω
〈
x¯t (t, y), p¯(t, y)
〉
dy dt + 1
2
T∫
0
∫
Ω
∣∣p¯(t, y)∣∣2 dy dt + T∫
0
∫
Ω
〈∇x¯(t, y), q¯(t, y)〉dy dt
− 1
2
T∫
0
∫
Ω
∣∣q¯(t, y)∣∣2 dy dt + T∫
0
∫
Ω
F
(
t, y, x¯(t, y)
)
dy dt
= −
T∫ ∫
F ∗
(
t, y,−(p¯t (t, y)− div q¯(t, y)))dy dt0 Ω
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2
T∫
0
∫
Ω
∣∣q¯(t, y)∣∣2 dy dt + 1
2
T∫
0
∫
Ω
∣∣p¯(t, y)∣∣2 dy dt = JD(p¯, q¯).
Therefore we get that
J (x¯) JD(p¯, q¯).
We observe that there are two possible sequences {pj , qj } ⊂ Xd corresponding to the sequence {xj } accordingly to
the definition of the set Xd with qj = ∇xj . Namely
qj (t, y) = ∇xj (t, y), pj (t, y) = xjt (t, y) (28)
or
p
j
t (t, y) = divqj (t, y)− Fx
(
t, y, xj (t, y)
)
, qj (t, y) = ∇xj (t, y). (29)
First we investigate the convergence of both sequences. As for the sequence (28) we obviously get, since {xj } con-
verges strongly in U1,
x
j
t → x¯t = p¯, ∇xj → ∇x¯ = q¯.
Therefore system (25)–(27) is satisfied. In case of sequence (29) we have similarly qj → q¯ = ∇x¯ and divqj ⇀
div q¯ = x¯ in L2, possibly up to a subsequence. Moreover
−(pjt (t, y)− divqj (t, y))= Fx(t, y, xj (t, y)). (30)
From (30) we infer, that the sequence {pjt − divqj } is bounded in L∞ and so in L2 and up to a subsequence it is also
weakly convergent to some −Fx(t, y, x¯(t, y)). Since xj converges pointwise to x¯ therefore {pjt − divqj } converges
pointwise to −Fx(t, y, x¯(t, y)) too. We first investigate the convergence of the sequence {pj }. By (30) we get
p
j
t (t, y) = −Fx
(
t, y, xj (t, y)
)+ divqj (t, y).
Hence {pjt } and consequently {pj } are bounded in L2. Therefore {pj } is convergent weakly in L2 to p¯, possibly up to
a subsequence. We assume that the subsequences have been selected and denoted by j . By Corollary 11 and remark
following this corollary we have
J (x¯) inf
pj∈Xd1
inf
qj∈Xd2
JD
(
pj , qj
)
 lim inf
j→∞ JD
(
pj , qj
)
.
We observe that in both cases
lim inf
j→∞ JD
(
pj , qj
)
 JD(p¯, q¯). (31)
Indeed, by the properties of sequence {qj }
lim inf
j→∞
(
1
2
T∫
0
∫
Ω
∣∣pj (t, y)∣∣2 dy dt − 1
2
T∫
0
∫
Ω
∣∣qj (t, y)∣∣2 dy dt)
= lim inf
j→∞
1
2
T∫
0
∫
Ω
∣∣pj (t, y)∣∣2 dy dt − lim
j→∞
1
2
T∫
0
∫
Ω
∣∣qj (t, y)∣∣2 dy dt
 1
2
T∫
0
∫
Ω
∣∣p¯(t, y)∣∣2 dy dt − 1
2
T∫
0
∫
Ω
∣∣q¯(t, y)∣∣2 dy dt.
Moreover, since {pjt − qjy } converges pointwise, we have that
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j→∞
( T∫
0
∫
Ω
F ∗
(
t, y,−(pjt (t, y)− divqj (t, y)))
)
=
T∫
0
∫
Ω
F ∗
(
t, y,−(p¯t (t, y)− div q¯(t, y)))dy dt. (32)
Inequality (31) implies equality J (x¯) = JD(p¯, q¯). Moreover J (x¯) = JD(p¯, q¯), implies
T∫
0
∫
Ω
F ∗
(
t, y,−(p¯t (t, y)− div q¯(t, y)))dy dt + T∫
0
∫
Ω
F
(
t, y, x¯(t, y)
)
dy dt
+ 1
2
T∫
0
∫
Ω
∣∣q¯(t, y)∣∣2 dy dt + 1
2
T∫
0
∫
Ω
∣∣∇x¯(t, y)∣∣2 dy dt
= 1
2
T∫
0
∫
Ω
∣∣p¯(t, y)∣∣2 dy dt + 1
2
T∫
0
∫
Ω
∣∣x¯t (t, y)∣∣2 dy dt.
Therefore by (26), (27) and standard convexity arguments
1
2
T∫
0
∫
Ω
∣∣p¯(t, y)∣∣2 dy dt + 1
2
T∫
0
∫
Ω
∣∣x¯t (t, y)∣∣2 dy dt = T∫
0
∫
Ω
〈
x¯t (t, y), p¯(t, y)
〉
dy dt.
Hence by the properties of the Fenchel–Young transform we obtain (25). 
6. The proof of the main result
By definitions of the set X and Lemma 7 we see that the functional J is bounded in X. We denote by {xj } a
minimizing sequence for J in X. This sequence has subsequence which we denote again by {xj } converging weakly
in U and strongly in U1, hence also strongly in L2((0, T )×Ω;R) to a certain element x¯ ∈ U . By construction of the
set X we observe that x¯ ∈ X. Moreover {xj } is also convergent almost everywhere and the sequence {xjt } is convergent
strongly in L2((0, T )×Ω;R). Hence
lim inf
j→∞ J
(
xj
)
 J (x¯).
Thus
inf
x∈XJ
(
xj
)= J (x¯).
Therefore by Theorem 10 we get the main result of the paper.
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