The details of a full simulation of an inline side-coupled 6 MV linear accelerator ͑linac͒ from the electron gun to the target are presented. Commissioning of the above simulation was performed by using the derived electron phase space at the target as an input into Monte Carlo studies of dose distributions within a water tank and matching the simulation results to measurement data. This work is motivated by linac-MR studies, where a validated full linac simulation is first required in order to perform future studies on linac performance in the presence of an external magnetic field. Methods: An electron gun was initially designed and optimized with a 2D finite difference program using Child's law. The electron gun simulation served as an input to a 6 MV linac waveguide simulation, which consisted of a 3D finite element radio-frequency field solution within the waveguide and electron trajectories determined from particle dynamics modeling. The electron gun design was constrained to match the cathode potential and electron gun current of a Varian 600C, while the linac waveguide was optimized to match the measured target current. Commissioning of the full simulation was performed by matching the simulated Monte Carlo dose distributions in a water tank to measured distributions. Results: The full linac simulation matched all the electrical measurements taken from a Varian 600C and the commissioning process lead to excellent agreements in the dose profile measurements. Greater than 99% of all points met a 1%/1mm acceptance criterion for all field sizes analyzed, with the exception of the largest 40ϫ 40 cm 2 field for which 98% of all points met the 1%/1mm acceptance criterion and the depth dose curves matched measurement to within 1% deeper than 1.5 cm depth. The optimized energy and spatial intensity distributions, as given by the commissioning process, were determined to be non-Gaussian in form for the inline side-coupled 6 MV linac simulated. Conclusions: An integrated simulation of an inline side-coupled 6 MV linac has been completed and benchmarked matching all electrical and dosimetric measurements to high accuracy. The results showed non-Gaussian spatial intensity and energy distributions for the linac modeled.
I. INTRODUCTION
In order to track intratreatment organ and tumor motion, our group is developing a linear accelerator ͑linac͒-MR system using a standard inline side-coupled 6 MV linac waveguide coupled to an 70 cm bore low field biplanar magnetic resonance ͑MR͒ imager.
1 This system will be able to image internal structures in 3D during irradiation and thus track the motion of tumors and organs-at-risk in real-time. Real-time images have been acquired during irradiation from our small scale linac-MR prototype using a 6 MV x-ray source and a 27.9 cm magnet bore. 2 With real-time images showing the location and orientation of tumors, dose escalation and enhanced normal tissue sparing can be achieved using real-time dose adaptation, which is expected to improve patient survival. Due to the close integration of the MR imager and linac, the linac waveguide is affected by the far reaching magnetic fringe fields of the biplanar magnet. With no magnetic shielding between the magnet and linac waveguide, the fringe fields will cause the electrons to deflect from their straight path within the waveguide, causing beam loss and, ultimately, a clinically nonusable beam. In order to investigate the effect of this magnetic field on linac operation, a full linac simulation ͑from the electron gun to the target͒ is required. The electron gun design presented here, together with the inline side-coupled 6 MV linac waveguide simulation presented by our group previously, 3 generated an electron phase space at the linac target in the absence of a magnetic field. Validation of the full linac simulation ͑from electron gun to target͒ was performed by ensuring the full simulation matched electrical and dosimetric measurements taken from a Varian 600C linac. Magnetic field effects on the linac and magnetic shielding optimization is not within the scope of this paper and is not presented here, but is the subject of future work.
X-ray modeling of a linac for radiotherapy typically involves Monte Carlo simulation of radiation transport through a linac head comprised of a target, primary collimator, flattening filter, monitor chamber, secondary collimators, multileaf collimators ͑MLCs͒ and/or various accessories such as wedges using algorithms such as BEAMnrc, [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] GEANT, 17, 18 and PENELOPE. [19] [20] [21] In order to be accurate, these Monte Carlo simulations require precise knowledge of the initial electron energy and spatial intensity distribution at the target. One measurement made by the National Research Council of Canada ͑Winnipeg, Canada͒ on a linac, which utilizes a bending magnet and energy slit, showed a Gaussian energy and spatial intensity distribution at the target. 22 However, it has also been shown that other linacs of varied energies and comprised of different beam-line components and electron injectors produce non-Gaussian intensity distributions at the target. 23, 24 Despite these discrepancies, Monte Carlo simulations of these linacs typically begin with an assumed Gaussian nominal electron intensity distribution at the target, as well as a Gaussian energy distribution. Commissioning of the simulated linac is then performed by adjusting the FWHM of the intensity distribution and the mean energy of the energy distribution until a "best match" between measured and simulated dose distributions is reached. 5, [9] [10] [11] [12] 14 In contrast to simply assuming a Gaussian spatial intensity and energy distribution of the electrons at the target for the Monte Carlo studies, a better estimate can be determined through a full simulation of a linac including the modeling of an electron gun, solving for the electromagnetic field within the waveguide, and particle simulations. In this type of linac simulation, the design of an electron gun geometry, determination of the electrostatic field solution within that geometry, and the electron phase space injected into the linac waveguide are all required. All of these can be obtained from numerical programs such as the 2D program EGN2W ͑for-merly EGUN͒. 25 EGUN has served as a tool to design electron guns and characterize the injection electron phase space for a variety of applications in the past. [26] [27] [28] [29] [30] [31] In addition to the electron beam solution within the electron gun, the radiofrequency ͑RF͒ field solution within the linac waveguide which captures the injected electrons and accelerates them to the target is required. The RF field within the waveguide is typically solved numerically due to the generally complex linac cavity geometries. Superfish 32 is a commonly used 2D finite difference ͑FD͒ program which solves for the RF field within axisymmetric linac waveguide systems. [33] [34] [35] [36] When waveguide cavities possess no symmetry, 3D programs are used to obtain the RF field solution, but due to computational constraints on memory and solution time for long complex linac structures, small sections of the waveguide are typically modeled separately. 33, [37] [38] [39] [40] [41] The last step in this full linac simulation is to implement particle simulations which utilize the electron injection phase space, together with the RF field solution within the waveguide, to track the electrons or ions as they accelerate through the linac. A common particle simulation program is the widely used phase and radial motion in electron linear accelerators ͑PARMELA͒ program. [42] [43] [44] [45] [46] [47] [48] [49] From the full linac simulation ͑electron gun, linac RF field solution, and particle simulation͒, an electron phase space is generated at the linac target. This phase space includes spatial intensity and energy distributions specific to the linac being modeled and Monte Carlo packages such as BEAMnrc and DOSXYZnrc can then be used to generate dose distributions in a patient, water tank, or phantom. Commissioning of the full linac simulation is performed in a similar way to what is currently practiced. However, instead of changing the FWHM of the target Gaussian distributions, physical aspects of the gun and/or linac are adjusted. This paper outlines the techniques and steps needed to create a full model of a linac ͑from gun to target͒ and the steps taken to commission it. With this information, a precise electron phase space can be determined at the target which is specific for the linac being modeled.
II. METHODS AND MATERIALS

II.A. Electron gun design and simulation
The initial stage in designing a Pierce-type electron gun requires the determination of desired injection beam properties. Laminar beams are a common design criterion for Pierce-type electron guns, 25 where for medical accelerators a perveance of approximately 0.1ϫ 10 −6 is common. 50 Incorporating these requirements, a beam described by CourantSnyder parameters 51 of ␣ = Ϯ 4.899 ͑positive for a converging beam, negative for a diverging beam͒, ␤ = 0.08 mm/ rad, and a normalized root-mean-square ͑rms͒ emittance of 0.47 mm mrad provided a good match to the given perveance and measured electron gun and cathode potential; the results of the current and potential measurements are given in Sec. III A. Courant-Snyder parameters are mathematical parameters that describe the transverse phase space of a beam as an ellipse. The transverse phase space for all charged particle beams can be described by rms CourantSnyder parameters. With the beam parameters set by the Courant-Snyder parameters, determining whether the laminar beam converged toward the central beam axis or diverged from it was the next design study. This was performed with the injection of a beam whose transverse phase space was described by the above given Courant-Snyder parameters. The waveguide model used for this study incorporated a 1.5 mm first side cavity shift as described by our previous work. 3 This waveguide design was used due to the small RF field magnitude in the first half accelerating cavity minimizing the electron blooming and hence beam loss. The injected current and energy of the diverging and converging electron beams were set equal to the Varian 600C measurements given in Sec. III A.
Upon the determination of the desired beam characteristics, a Pierce-type diode electron gun was designed using the 2D program EGN2W ͑Stanford Linear Accelerator Center, CA͒. EGN2W models the electron emission from the cathode as space charge limited and calculates the total current generated using Child's law which can be expressed
In Eq. ͑1͒, the emission current I is determined by the cathode-anode potential difference V and the perveance K, which is determined solely by the geometry. With the emission being space charge limited, explicit modeling of the cathode temperature is not required since the assumption is that the temperature is simply high enough so the electrons have enough energy to overcome the work function of the metal. Any increase in temperature above this threshold would yield no larger emission ͑space charge limited͒ and thus Child's law can completely determine the emitted current. EGN2W then calculates the electron trajectories within the gun including the effects of space charge and selfmagnetic field. The electron gun geometry was optimized to not only obtain the previously determined design criteria stated above, but also to match the gun current and cathode potential measured from a Varian ͑Palo Alto, CA͒ 600C linac. The final gun geometry was determined after numerous design iterations of cathode area and radius of curvature, anode aperture radius, anode nose cone length and curvature, focusing electrode shape and angle, and anode-cathode distance.
II.B. Electron trajectories within the linac waveguide
With the electron gun phase space calculated, PARMELA was used to track the electrons within the waveguide. The design of an inline side-coupled 6 MV linac waveguide was outline previously, 3 where the finite element method ͑FEM͒ RF solution calculated with COMSOL Multiphysics ͑Burl-ington, MA͒ was used as an input into PARMELA. 4 ϫ 10 6 macroparticles were tracked through the linac over two RF periods and only the central electron bunch was used in the analysis disregarding the first and last half electron bunches. This removed all of the simulation end effects such that the analyzed beam represented a steady-state electron bunch.
Before the Monte Carlo simulations were performed, two different operations on the PARMELA generated phase space were required. The first involved a rotation of the PARMELA generated phase space. In a Varian 600C linac, the waveguide is rotated several degrees with respect to the inline and crossline axes, such that the plane of the coupling cavities and port cavity does not fully lie along either axis. The simulated waveguide was thus also rotated by the same angle in order to accurately represent the effects of the side and port couplings in the inline and crossline profiles. The second operation involved a translation of the asymmetric electron intensity distribution with respect to the target coordinates to obtain symmetric dose distributions. The shifting was analogous to the commissioning of a medical linac where the waveguide is moved transversely with respect to the flattening filter until symmetric dose distributions are generated.
II.C. Monte Carlo simulations
II.C.1. Linear accelerator head simulation with BEAM
The simulation of particle transport through a Varian 600C linac head was performed using the Monte Carlo software package BEAMnrcMP 2007 ͑for brevity, we shall refer to this as BEAM͒ from information provided from the manufacturer. For all field sizes roughly 3 ϫ 10 8 initial histories were run. Directional bremsstrahlung splitting was used with a splitting number of 1000 with the splitting field source-tosurface distance ͑SSD͒ being 100 cm. The splitting field radius was chosen to be equal to the field size ͑i.e., for a 10ϫ 10 cm 2 field the splitting radius was 10 cm͒, and Russian roulette was turned on with the splitting plane chosen to be 0.16 cm above the bottom of the flattening filter. The values of electron transport cutoff ͑ECUT͒ and photon transport cutoff ͑PCUT͒ energies were 0.70 and 0.01 MeV, respectively, for all field sizes and range rejection was turned on with an ESAVE value of 0.7 MeV in the target and 2.0 MeV for the rest of the linac components with no photon forcing. With ESAVE and ECUT set to 0.70 MeV in the target, less than 0.3% of the PARMELA phase space electrons were rejected.
II.C.2. Dose calculations with DOSXYZ
The dose distribution generated in water from the simulated linac was performed using the DOSXYZnrc 2007 Monte Carlo code ͑DOSXYZ͒. The number of particles simulated in DOSXYZ depended strongly on the field size. The 40ϫ 40 cm 2 field size required the largest number of particles to be simulated. The number of particles that would be required to be scored in the BEAM generated phase space file from initial 3 ϫ 10 8 histories run exceeded a 32 bit representation ͑Ϸ8 ϫ 10 9 particles generated͒. In order to overcome this problem, BEAM and DOSXYZ were run in unison using the isource 9 input in DOSXYZ for the 40ϫ 40 and 20ϫ 20 cm 2 fields and thus no phase space was scored for these field sizes. The dose distributions for the 10ϫ 10 and 5 ϫ 5 cm 2 field sizes were run by using a BEAM phase space file scored at a distance of 30 cm from the surface of the water tank. The total number of histories run in DOSXYZ was 7.8ϫ 10 9 , 2.0ϫ 10 9 , 2.0ϫ 10 9 , and 1.5ϫ 10 9 for the 40ϫ 40, 20ϫ 20, 10ϫ 10, and 5 ϫ 5 cm 2 field sizes, respectively. The depth of the voxels for all depth dose ͑DD͒ simulations was 0.2 cm down to a depth of 1.5 cm and then 0.5 cm to a depth of 30 cm, while the lateral dimensions were set to 1 ϫ 1 cm 2 for the two largest field sizes and 0.5ϫ 0.5 cm 2 for the two smallest field sizes. The total size of the water tank simulated was 66ϫ 66ϫ 48 cm 3 , which approximated the size of the IBA Dosimetry ͑Bartlett, TN͒ water tank used for the measurements. The voxel sizes in which the dose was scored for the profiles varied in size depending on the field size that was simulated and were created such that the voxels width in the penumbra was 0.5 cm to approximate the volume averaging effect of the ion chamber used for the measurements. In order to ensure a sufficient number of points were obtained in the penumbra, all profiles were obtained through two simulations, with the voxel centers staggered to create points every 0.25 cm in the penumbra. The 40ϫ 40 and 20ϫ 20 cm 2 profiles had voxel dimensions of 1 ϫ 1 ϫ 0.5 cm 3 except in the penumbra where the voxel size was reduced to 0.5ϫ 1 ϫ 0.5 cm 3 while the 10ϫ 10 and 5 ϫ 5 cm 2 profiles were generated using a uniform voxel size of 0.5ϫ 0.5ϫ 0.5 cm 3 for the entire profile. The ECUT and PCUT values were again set to 0.70 MeV and 0.01 MeV for the DOSXYZ simulation, but this time no range rejection was used. All dose profiles were normalized to the central axis dose ͑CAX͒, while the DD curves were normalized to the dose at 10 cm depth ͑D 10 ͒. In order to evaluate the goodness of agreement between the simulated and measured dose profiles, the simulated profiles were initially smoothed using a median filter and a piecewise cubic interpolation was used. The comparison of the simulated and measured profiles was performed through the creation of a gamma index 52 with a 1%/1 mm acceptance criterion.
A flow chart summarizing the steps and programs used in the simulation process is shown in Fig. 1. 
II.D. Measurements
In order to design an electron gun with similar characteristics as the gun currently used in conjunction with the Varian 600C waveguide, and to ensure the simulated waveguide gun combination produced a similar capture efficiency, measurements of the cathode potential, electron gun current, and target current were made. The cathode potential in a Varian 600C linac is dropped from ground to its maximum value in a pulsed fashion according to the duty cycle of the linac. The cathode potential measurement was made through an oscilloscope with a Hewlett Packard ͑Palo Alto, CA͒ 35111A high voltage probe attached to the electron gun high voltage line. A correction factor of 2 was multiplied to the readout of the oscilloscope to account for the 1 M⍀ input impedance of the oscilloscope and the 1 M⍀ output impedance of the high voltage probe. The gun current was also measured on the high voltage line using a Stangenes Industries Inc. ͑Palo Alto, CA͒ 1-1.0 pulsed current transformer terminated in an impedance of 50 ⍀ at the oscilloscope. The output of the pulsed current transformer was designed to give 1 A/V. The target current measurement was taken at the linac 600C console connected directly to the oscilloscope. The measurement was taken across a known resistance and the voltage measurement was converted to current using Ohm's law.
The dose measurements against which the Monte Carlo simulations were compared were taken using a Varian 600C linac with an IBA Dosimetry Scanditronix CC13 ion chamber with an active volume of 0.13 cm 3 . The measurements for all field sizes were scanned with an IBA Dosimetry blue phantom water tank. All measured profiles were first centered using the D͑50͒ values and then made symmetric by taking the mean value of two points equidistant from the central axis, and finally smoothed using Bezier smoothing. This was all done within the OMNIPRO-ACCEPT ͑Bartlett, TN͒ version 6.6B software package. The measured profiles were made symmetric ͑as explained above͒ in order to remove discrepancies in the comparison of measured and simulated profiles caused by slight asymmetries ͑within clinical standards͒ in the measured profiles. In the Monte Carlo simulations, it was expected that the dose profile would be symmetric for a proper electron focal spot position with respect to the flattening filter, and any asymmetries would arise from some error in this focal spot positioning. Thus in the comparison with an ideal electron focal spot on the target, an "ideal" measured dose profile was used. The measured dose profiles were normalized to the CAX dose and the DD curves were normalized to D 10 to avoid the uncertainty in the dose maximum measurement.
III. RESULTS AND DISCUSSION
III.A. Electrical measurements
The simulated electron gun was designed with a cathode potential and a gun current matching measurements made on a Varian 600C linac. Figure 2͑a͒ shows the measured electron gun current, Fig. 2͑b͒ shows the potential to which the cathode is dropped over the same time frame, and Fig. 2͑c͒ gives the current measured at the target. The ordinate axis on Fig. 2͑a͒ reflects the pulsed transformers conversion of 1.0 A/V, the ordinate axis of Fig. 2͑b͒ reflects the correction factor of 2 accounting for the identical 1 M⍀ impedances of the high voltage probe and oscilloscope, and the ordinate axis in Fig. 2͑c͒ represents the result in amperes after conversion of the measured potential over a known resistance using Ohm's law. The steady-state electron gun current was determined to be 0.36Ϯ 0.01 A as represented by the dotted line in Fig. 2͑a͒ . The value was determined near the end of the pulse to avoid the oscillations in current seen over most of the pulse. The cathode potential was determined to be −30.8Ϯ 0.2 kV as represented by the dotted line of Fig. 2͑b͒ and was again taken near the end of the pulse and the target current was determined to be 0.134Ϯ 0.003 A evaluated at the same time as the other measurements. The target current together with the cathode current measurement gave a capture efficiency of 37Ϯ 2%.
III.B. Electron gun simulations
Based on results from PARMELA simulations using an injection phase space described by the Courant-Snyder parameters, our electron gun was designed in order to achieve a converging beam. The results from these simulations showed that the diverging beam produced a capture efficiency of just 33%, eliminating it as a possibility since this value is below measurement. The converging beam, however, produced a capture efficiency of 45%, meaning that through appropriate electron gun and first side cavity shift designs, a capture efficiency matching measurement could be obtained. Thus the electron gun designed in EGN2W was required to achieve a laminar converging beam producing a current of 0.358Ϯ 0.002 A from a cathode potential of Ϫ30.8 kV. The final design of the electron gun ͑Fig. 3͒ was achieved through numerous geometric iterations in a trial and error fashion. The complexity of the electron gun design process can be understood as follows: The cathode area and radius of curvature help define the initial electron trajectories as they are emitted from the metal, the focusing electrode angle and length further shape the beam shortly after emission. The length and diameter of the rounded edge of the focusing electrode help define the magnitude of convergence as does the radius of the anode. In effect, all these geometries help determine the focal length of the system and hence the beam shape. All are required to be optimized to ensure a laminar converging beam. However, each alteration in the geometry changes the perveance, and hence the current ͓Eq. ͑1͔͒ in a complex way. Thus, numerous iterations were required to ensure all design parameters were met. Other geometries shown in Fig. 3 not discussed here were simply designed to further adjust the perveance in a way to ensure all design parameters were met.
The characteristics of the electron beam generated from the designed electron gun can be represented by the beam emittance and a transverse phase space plot taken at the electron gun exit ͑see Fig. 3͒ . Figure 4 shows the phase space plots for the EGN2W model. The ordinate of the phase space plot given in Fig. 4 is the transverse divergence coordinate xЈ which is a ratio of momenta p x / p. The same is true for yЈ where the momenta ratio is p y / p, but only the x component phase space plots are shown since the y plot is identical to the x plot. An ideal laminar beam has linearly increasing trajectory angles with increasing distance away from the cathode center. In an ideal laminar beam ͑which is never fully realized practically͒, particles near the cathode center travel with little angular deflection, while particles near the cathode edge have the largest angular deflection creating a beam with no trajectory crossings. However, in the simulations, the larger cathode area compared to the smaller injected beam cross section creates spherical aberrations causing the outer electrons to cross the paths of inner electrons producing some of the nonlaminar aspects seen in the electron phase spaces of Fig. 4 . This effect may be a real effect, but can also be caused by the way space charge is allocated near the cathode edges. 25 An additional cause of the nonlaminar portion of the injected electron phase space is due to nonlinear electric forces on the beam. 53 The nonlaminar aspects of the injected electron beam coming from nonlinear electric forces were minimized through optimization of the cathode, anode, focusing electrode, and anode radius designs. The emittance serves as a metric to measure the electron beam quality ͑a measure of how ordered and coherent a beam is͒, with an ideal laminar beam having the highest beam quality with a normalized rms emittance of zero. The electron beam from the EGN2W simulation gave a normalized rms emittance of 0.148 mm mrad.
III.C. Validation of the full linac simulation
III.C.1. Target focal spot size
The target focal spot size and the capture efficiency both were controlled by the magnitude of the first side cavity shift in the waveguide ͑nearest the electron gun͒. 3 A larger side cavity shift toward the gun resulted in a larger coupling iris near the gun. The two coupling irises of the first side cavity thus became asymmetric in size causing changes in the RF field within the adjacent accelerating cavities. In order to maintain a node ͑zero RF field͒ within the side cavity, the RF field magnitude in the first accelerating cavity connected to the side cavity via the larger iris decreases while the RF field magnitude of the accelerating cavity coupled via the smaller iris increases. With the RF field decrease in the first accelerating cavity, less electron blooming results and hence less electron loss within the waveguide is achieved. It was found that a side cavity shift of 0.5 mm yielded a target current of 0.143Ϯ 0.001 A ͑39.9Ϯ 0.5% capture efficiency͒, 0.25 mm gave a target current of 0.136Ϯ 0.001 A ͑38.0Ϯ 0.5% capture efficiency͒, and no cavity shift gave a target current of 0.126Ϯ 0.001 A ͑35.2Ϯ 0.5% capture efficiency͒. From this, it can be seen that a shift of 0.25 mm gives the correct capture efficiency and target current within error of the measurement. With a side cavity shift of 0.25 mm, the electron blooming created a beam diameter that was larger than the diameter of the beam tube diameter. Thus the maximum extent of the focal spot was restricted to the 5 mm diameter of the beam tube.
The cross sectional spatial intensity distributions, in x and y, generated from the PARMELA runs are shown in Fig. 5 . The circular focal spot extends 5 mm and has a FWHM of 0.116 mm. As shown in previous work, the effects of side and port coupling causes the shifting and skewing of the electron distributions 3 seen in Fig. 5 . The peak shifts are Ϫ0.19 and Ϫ0.18 mm, and the center of gravity shifts are Ϫ0.09 and Ϫ0.06 mm for the x and y distributions, respectively. The largest shift is seen in the x direction, but the largest skewing is in the y direction ͑as measured by the difference between the peak and the center of gravity͒. The simulation of the spatial intensity distribution at the target shown in Fig. 5 is in direct contrast to the Gaussian distribution typically used in BEAM simulations of inline linacs.
The phase space at the target generated from PARMELA was run through BEAM and DOSXYz to produce 5 ϫ 5 cm 2 profiles to validate the calculated focal spot size, since smallfield profiles are very insensitive to energy changes but highly sensitive to the focal spot size. 12 It was found that by translating the PARMELA phase space by +0.08 mm in the x and y directions, symmetric dose profiles were obtained and the resulting 5 ϫ 5 cm 2 inline and crossline profiles are shown in Fig. 6 . Excellent agreement to measurement was found with 99.8% of all points meeting the 1%/1 mm acceptance criterion. The shape of the focal spot seems to have a negligible impact on the dose profiles, considering a Gaussian intensity distribution typically used for BEAM simulations of low energy inline linacs 14 show a similar agreement to measurement. 
III.C.2. Electron beam energy
The COMSOL finite-element waveguide simulation does not account for the real effects of power loss in the transmission waveguide, circulator, ceramic RF window separating the SF 6 gas and vacuum, manufacturing defects, etc., so the exact power in the RF fields, and hence the exact electron beam energy, is unknown. However, through the Monte Carlo commissioning process the electron beam energy can be determined. Wide field 40ϫ 40 cm 2 profiles have been shown to be sensitive to both the focal spot size and the electron beam energy, 11 where a 0.2 MeV change in energy resulted in an approximately 2% change in the magnitude of the profile horn. Therefore, with the focal spot size verified using the 5 ϫ 5 cm 2 field profiles, the wide field profile was used to determine the mean energy of the electron beam, and this energy was then verified by comparing DD curves. By adjusting the input power in the COMSOL FEM waveguide model 3 by very small amounts, three different electron beams with mean total energies ͑kinetic plus rest energy͒ of 5.4, 5.6, and 5.8 MeV incident on the target were simulated and used as input into BEAM and DOSXYZ to generate the three 40ϫ 40 cm 2 profiles shown in Fig. 7 . An energy spectrum giving a mean and maximum total energy of 5.6 and 6.3 MeV, respectively, provided the best match between simulation and measurement with 98.2% of all points meeting a 1%/1 mm acceptance criterion while the mean beam total energies of 5.4 and 5.8 MeV had only 50% and 60% of all points meeting the acceptance criterion, respectively.
The electrons being injected over all RF phases gives the energy spectrum shown in Fig. 8 . The electrons with total energy greater than 5.8 MeV were captured within an "RF bucket," meaning they experience nearly the same RF phase in each accelerating cavity and hence the same field gradient in each cavity. The lower energy electrons experience a sequentially lower field gradient as they enter each accelerating cavity at different phases of the RF wave. Electrons that experience slightly different phases in each accelerating cavity gain slightly less energy, and those that experience drastically different RF phases in each accelerating cavity gain very little energy. In the extreme case, electrons can experience a decelerating field causing them to be lost outside the beam tube, or accelerated back toward the electron gun. This distribution of electrons accelerating at all phases of the RF wave produces the long low energy tail of the energy spectrum seen in Fig. 8 . The bimodal peaks of the total energy spectrum found at 5.8 and 6.3 MeV results from two stable but separate phases in the RF bucket for the captured electrons. The bimodal energy spectrum shown in Fig. 8 again differs from the assumed Gaussian model used for inline linacs.
The total power required from the linac simulation to accelerate the electrons to a total energy of 6.3 MeV did not exceed the power generated from clinically used magnetrons, which is roughly 2 MW for e2v technologies ͑Chelmsford, Essex, England͒ magnetrons at a frequency around 2998.5 MHz. The power required to accelerate the electrons to the given maximum energy was determined to be 1.3 MW from the FEM simulations. The power requirement for a manufactured clinical linac is, however, expected to be somewhat more than what was determined through the FEM solution since the simulation does not account for power loss in the transmission waveguide, circulator, ceramic RF window separating the SF 6 gas and vacuum, manufacturing defects, etc.
III.C.3. Dose distributions at various field sizes and depths
The electron beam with the spatial intensity distribution and energy spectrum shown in Figs. 5 and 8 was used to generate DD curves for 40ϫ 40, 20ϫ 20, 10ϫ 10, and 5 ϫ 5 cm 2 field sizes and profiles at the same field sizes at depths of 1.5, 5, 10, and 20 cm. Figure 9͑a͒ shows the inline profiles for all field sizes at a depth of 5 cm, Fig. 9͑b͒ shows the crossline profiles for all field sizes at a depth of 10 cm, and Fig. 10 gives the DD curves for all field sizes. The inline and crossline profiles for all field sizes and depths show similar symmetry and agreement to measurements, therefore only representative profiles at 5 and 10 cm depths are given in Fig. 9 . Greater than 99% of all points in the simulated profiles met the 1%/1 mm acceptance criterion for the 20ϫ 20, 10ϫ 10, and 5 ϫ 5 cm 2 field sizes and greater than 98% of all points met the given acceptance criterion for the largest 40ϫ 40 cm 2 field size. It is expected that the penumbra of the largest field will have extreme sensitivity to differences between modeled and physical linac components, in particular in the flattening filter. The discrepancies for the DD curves at all field sizes also showed excellent agreement within statistical uncertainty with agreement to within 1% or less after a depth of 1.5 cm.
III.C.4. Sensitivity of the dose distributions on the electron gun parameters
A change in the cathode-anode potential of the electron gun directly affects the injection electron beam energy, which in turn affects the shape of the electron energy distribution at the target and the dose distributions. For example, a 15 kV reduction in the cathode-anode potential, all else being constant, changed the bimodal energy distribution into a single peak. This can be understood by the slower energy electrons being captured in a single stable phase of the RF as compared to the dual stable phases of the bimodal energy peak. The 15 kV reduction in the injection energy corresponded to a 0.2 MeV reduction in the mean beam energy at the target which produced no change in the DD curve within statistical uncertainty, but showed an approximately 2% increase in the magnitude of the profile horns of the 40ϫ 40 cm 2 field. In addition, for a constant mean beam energy of 5.6 MeV, the DD curves resulting from using either a Gaussian, bimodal, or single peaked electron energy spectrum showed less than 1% difference from each other. Thus, the DD curves are very insensitive to changes in the cathode-anode potential and the shape of the electron energy spectrum at the target. However, since the bimodal energy distribution was derived through the matching of electrical measurements as explained above, it is expected to be the best approximation of the energy spectrum for this linac waveguide.
Changes in the electron gun geometry will affect the divergence and beam diameter of the electrons injected into the waveguide ͑as explained in Sec. II A.͒, but not their energy. An example of this is a 0.1 mm reduction in the injected beam diameter changed the focal spot size at the target by about 0.3 mm which had no effect on the DD curves. However, this change resulted in a 1% increase in the magnitude of the dose profile horns for the 40ϫ 40 cm 2 field. Changes in the divergence of the injected beam largely affected the capture efficiency ͑Sec. III B.͒, but not the focal spot size ͑less than 1% change͒ or the DD curve within statistical uncertainty.
IV. CONCLUSIONS
An integrated inline side-coupled 6 MV linac model has been developed, benchmarked, and commissioned against measurements. A Pierce-type diode electron gun simulation was designed according to parameters measured from a Varian 600C. Specifically a cathode potential of Ϫ30.8 kV was modeled producing a fairly laminar converging electron beam at a current of 0.358Ϯ 0.002 A. The designed electron gun was used together with a simulated inline side-coupled waveguide incorporating a 0.25 mm first side cavity shift to obtain a target current of 0.136Ϯ 0.001 A and a capture efficiency of 38.0Ϯ 0.5%, matching measurement within error. The resulting focal spot size and designed mean beam energy of 5.6 MeV was used to generate simulated dose distributions through Monte Carlo. These simulated profiles were compared to measurements and showed excellent agreement with greater than 99% of all points meeting a 1%/1 mm acceptance criterion for the 20ϫ 20, 10ϫ 10, and 5 ϫ 5 cm 2 field sizes at all depths with the exception of the largest 40ϫ 40 cm 2 field for which 98% of all points met the acceptance criterion. The simulated DD curves also matched measurement to 1% within uncertainty after 1.5 cm.
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