A VEP study on visual processing of figural geometry  by Oka, Sadanori et al.
Vision Research 41 (2001) 3791–3803
A VEP study on visual processing of figural geometry
Sadanori Oka *, Gert van Tonder, Yoshimichi Ejima
Graduate School of Human and Enironmental Studies, Kyoto Uniersity, Yoshida-Nihonmatsu-cho, Sakyo-ku, Kyoto 606-8501, Japan
Received 27 April 2000; received in revised form 9 March 2001
Abstract
The possibility of a link between medial axes (hereafter called symmetries) and figure salience has recently been proposed
[Vision Res. 38 (1998) 2323; Vision Res. 38 (1998) 2429]. In this paper we investigated the characteristics of transient visual evoked
potentials (VEPs) associated with stimulus figures designed to have different symmetries. Significant trends were observed for VEP
components N1 (160–190 ms) and P2 (220–250 ms). N1 and P2 had shorter peak latencies for stimuli with greater symmetry peak
amplitudes. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction
The primary visual cortex (V1) exhibits restricted
processing in orientation and spatial frequency of con-
tours (DeValois & DeValois, 1988; Hubel & Wiesel,
1968), often compared to Gabor filters (Daugman,
1989). Yet, little is known about how local contours in
V1 are integrated into global boundary contours which
could facilitate our perception of objects. Considering
that it is vital for the visual system to detect and
recognize natural objects, one can expect that the neu-
ral mechanisms for integration of local contour ele-
ments will be highly efficient. This efficiency was
dramatically demonstrated by Koffka (1935), a founder
of the Gestalt school of psychology, who noted that a
closed contour figure seemed to immediately stand out
among other figures in a way that suggested that our
perception depended on the entire figure at once.
Kova´cs and Julesz (1993) have shown psychophysi-
cally that figures with closed contours are more con-
spicuous than open contours. They considered
physiological correlates underlying perception of closed
contours, and concluded that specific short and long
range interactions between oriented filters in V1 (see
Polat & Sagi, 1993, 1994a,b; Polat & Norcia, 1996;
Polat, Mizobe, Pettet, Kasamatsu, & Norcia, 1998) do
not fully account for human perception of closed con-
tours. In their extended work, Kova´cs and Julesz (1994)
and Kova´cs, Fehe´r, and Julesz (1998) found interesting
characteristics of figures with closed contours. They
showed that human perceptual thresholds are altered at
locations of figure symmetry axes (hereafter called sym-
metries). Specifically our sensitivity to visual cues such
as luminance contrast is enhanced at symmetries, sug-
gesting that the visual system may use local maxima in
symmetries (what they refer to as medial points) as an
indication of figure salience.
Besides the psychophysical results of Kova´cs et al.
(1998), the most intriguing evidence of symmetry pro-
cessing comes from the report by Lee, Mumford,
Romero, and Lamme (1998) that V1 simple cell re-
sponses at specific latencies correspond to boundary
contour sharpening, smoothing of figure interiors (see
also Lamme, 1995; Zipser, Lamme, & Schiller, 1996)
and symmetry axis (Blum, 1973) detection. Lee et al.
(1998) conjectured that such a stream of cell responses
in V1 reflects a process of contour evolution, beginning
with local contour elements and settling at the level of
holistic figure boundaries, implying that feedback loops
between V1 and extrastriate cortices such as V2 and V4
are involved. This raises the question of what role
symmetries might play in figure-ground segmentation.
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A visual evoked potential (VEP) investigation in
figure salience by Romani, Caputo, Callieco, Schin-
tone, and Cosi (1999) is closely related to our inter-
ests in figure processing. Their VEP data was related
to contour formation in vision, using checkerboard
stimuli. They concluded that VEPs contain an early
component corresponding to segregation of edges and
a later part related to surface ‘filling-in’. Interestingly,
Lamme, Rodriguez-Rodriguez, and Spekreijse (1999)
recently found from the recordings of V1 cells in
macaque monkeys that surface reconstruction may
occur at around 160 ms followed by contour forma-
tion at around 120 ms, approximately corresponding
to the results by Romani et al. (1999). On the other
hand, Caputo and Casco (1999) related the shift in
peak latencies around 230 ms in VEP difference com-
ponents to figure-ground segmentation. Shorter laten-
cies were associated with faster figure-ground
segmentation. They suggested that these latencies in
VEPs may correspond to the symmetry responses
found by Lee et al. (1998), but elaborated no further
on this topic.
While symmetry processing is attractive as a theo-
retical stepping stone in the transformation of local
contours into global shape boundaries, the only meth-
ods used so far to investigate symmetry processing in
primate vision are either psychophysical or based on
recordings from monkey visual cortex. This chal-
lenged us to determine whether it is possible to find
correlations between symmetries and VEPs. If success-
ful it could open a new avenue for the investigation
of symmetry processing in human subjects.
In this paper we show that a specific trend in VEP
peak latencies can be revealed to relate figure percep-
tion with figural symmetries. Because many different
factors such as closure, contour curvature and surface
reconstruction probably coincide in determining our
visual perception we do not attribute the observed
trend in VEPs exclusively to the presence of a sym-
metry detection process, but we will show that results
are in good agreement with predicted symmetries
computed for experimental stimuli.
2. Methods
2.1. Computation of symmetries and selection of stimuli
The demonstration that humans internally represent
the retinal image in terms of surfaces and bounding
contours (Koenderink, van Doorn, & Kappers, 1992)
implies that the visual system will reconstruct surfaces
and boundaries for even the simplest visual stimulus
and that the entire visual apparatus will be at work
even for simple visual patterns. But an advantage of
using simpler figures as stimuli may be that more
subtle effects of visual perception could become emi-
nent in data recorded during experiments. Caputo
and Casco (1999) argue convincingly for the use of
simplified stimuli rather than checkerboard patterns
which are popular as stimuli in VEP experiments on
figure-ground phenomena (Bach & Meigen, 1992,
1997; Fahle, Skiera, & Quenzer, 1999; Lamme, Van
Dijk, & Spekreijse, 1994, 1992; Meigen & Bach,
1993).
Hence for stimuli we designed figures for which our
symmetry computation model (Van Tonder & Ejima,
2000a,b. See the appendix) predicts different maximal
strengths in the symmetry axis response (see Fig. 1).
Stimuli ideally should have different symmetry axes
but have to be as similar in shape as possible to
reduce the introduction of differences during VEP
recordings so that comparison and interpretation of
VEPs in terms of symmetries are possible. This is
only approximately possible because symmetry is so
closely related to shape, but with the above symmetry
computation model it was possible to construct fairly
similar shapes for which different symmetries were
predicted. Starting with a blueprint square figure (A)
we used the same figure with non-collinear elements
(B) and less densely packed Gabor elements (C), and
also separated the square figure (A) into its vertical
(D) and horizontal (E) vertices.
The top row of Fig. 1 shows the five chosen
figures, superimposed on their corresponding com-
puted symmetry responses. Note that the order of the
maximum symmetry amplitude of stimuli is A (100%),
B (81%), C (79%), and finally D and E (69%). For
experimental purposes line elements were replaced
with Gabor patches with an aspect ratio of 1 (bottom
row, Fig. 1). If latencies of significant VEP peaks are
related to figure salience and stronger symmetry max-
ima reflect higher figure salience then one may at
least expect that certain VEP peak latencies will agree
with relative computed symmetry strength.
2.2. Subjects
Seven subjects (age 21–29) with normal or cor-
rected-to-normal visual acuity participated in the
present experiment. Two of them were the authors.
The others were undergraduate and graduate stu-
dents, naı¨ve to the purpose of the present study. Sub-
jects gave their informed consent to participate in the
experiment.
2.3. Stimuli
Stimuli were presented on a visual display unit
(Sony GDM-17SE2) driven by a VSG 2/4 stimulus
generator (Cambridge Research Systems) with a reso-
lution of 800×600 pixels and a frame rate of 100
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Fig. 1. Top row: computed symmetries for different line element figures (superimposed in black). (A) had the strongest symmetry maximum and
prominent symmetries. The symmetry maximum of (B) was at 81% that of (A) and (B) had a more scattered symmetry response. The symmetries
of (C) were less sharp, although a peak 79% of the maximum of (A) still appears. Symmetry maxima of open figures (D) and (E) were both at
69% of (A). Bottom row: the stimuli used in experiments. Line elements were replaced with Gabor patches with wavelength () of 0.218° and
standard deviation  equal to  (see the text in more detail). The amplitude was 0.56 peak to peak.
Hz. The mean luminance of the display area was 28
cd/m2. Gamma nonlinearity of the monitors was cor-
rected using a look-up table.
The stimuli were viewed binocularly at a viewing
distance of 114 cm and the visual angle of the uni-
form field for background was 14.5°×10.9°. The
figures themselves extended 3.63° and were composed
of even Gabor patches on a gray background (see
Fig. 1). The luminance profile of a vertical or hori-











(x cos +y sin )

where I0 is the background luminance (28 cd/m2), A
is the amplitude (28 cd/m2), ==0.218° of visual
angle and  is equal to 0 (vertical orientation) or 0.5
(horizontal orientation) radian. Inter-element distance
of Gabor patches was three wavelengths, except for
stimulus C (60% density of Gabor patches in stimulus
A, that was six wavelengths). A crosshair was dis-
played for fixation in the center of the images.
2.4. Procedure
Five different stimuli per session would demand too
much effort from subjects and hence two experiments
with fewer stimuli each were performed. In condition
1 the VEPs produced by the three square stimuli (A,
B and C) were compared. In condition 2 we com-
pared the square stimulus A with the two sets of
vertices, stimuli D and E.
Subjects were seated inside a shielded room and
instructed to look at the fixation point. No other
tasks were required. Per session either stimuli from
condition 1 or condition 2 were shown, and the order
in which sessions (i.e. condition 1 or 2) were dis-
played was randomized. The order of trials per ses-
sion was similarly randomized.
Each stimulus per trial was displayed on a uniform
background for 500 ms and then disappeared. The
stimulus interval was 1000 ms. A session comprised
of 200 presentations per stimulus type, resulting in a
total of 600 presentations per session.
2.5. VEP recordings
The VEP was sampled at 1 kHz and recorded from
three electrodes placed at O1, O2 and Oz following
the international 10/20 convention. We used a linked-
ears reference and an Fpz ground. Electrode
impedance was kept below 5 k. The VEP was am-
plified (NEC Medical Systems, Synafit5000) and
filtered (0.5–50 Hz) and digitally converted on a per-
sonal computer. Artifact rejection was done off-line
when the signal amplitude exceeded 50 V.
Traces were vertically aligned by taking as baseline
their mean amplitude in the 0–50 ms range after
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stimulus onset. Recorded data from all three electrodes
were very similar and hence only VEPs recorded from
Oz are presented here. VEP components are called P1,
N1, P2, N2 and P3 according to the order and polarity
of significant peaks in the VEPs.
2.6. Analysis of latencies of VEPs
We took great care to test significant difference of
latencies of a waveform peak because the peak (the
maxima or minima of the component) is one point
and the most sensitive to recording noise and mea-
surement error. We adopted the time to the half-
height of the component as a more appropriate index
of the peak latency. Moreover, since it took about 20
min for each session to finish, some indication of
variability of the component latencies for a single
stimulus and a single subject was essential for assess-
ing how significant the latency shift was. Hence, we
split the 200 responses into five groups of 40 re-
sponses per stimuli and obtained five latencies of the
half-height of the component from averages over 40
responses for each stimulus. Next a repeated-measure
one-way ANOVA was applied on data for each sub-
ject followed by post-hoc pairwise t-tests for each
comparison among the stimuli.
3. Results
3.1. Condition 1: square images with different symmetries
(stimuli A, B and C)
Fig. 2 shows VEPs for stimuli A, B and C
recorded for each subject individually and the average
over all subjects. We classified VEPs into five main
components. As an example consider the plot of sub-
ject S1 (top left) for stimulus A, where the main com-
ponents P1, N1, P2, N2 and P3 are indicated by
arrows.
Evoked potentials after the P2 component show
relatively large variations among subjects and among
the three stimuli. P2 and N2 are difficult to see in
subjects S5 and S7 because they are fused with P3.
Throughout recordings stimulus A has shorter N1
and P2 latencies compared to stimuli B and C. This
trend is consistent for all subjects. No significant
trend is noticed in P3. P1 can be clearly seen for
subjects S1, S2, S3 and S6. In the other subjects P1 is
not clearly visible compared to N1 and P2. Whereas
the latencies of N1 and P2 show specific trends, their
amplitudes do not.
It is probable that shifts in P2 latencies depend on
shifts in latencies of the earlier N1 component. The
nature of transient traces from P1 to N1 and from
N1 to P2 is similar among stimuli, but P2 peaks are
not visible for all subjects. We therefore mainly fo-
cused on VEP peak latencies for N1 component.
To test for significant differences in N1 peak laten-
cies between the three stimuli for a single subject, the
five half-height latencies computed from each average
VEP over 40 trials were analyzed via a repeated-mea-
sure one-way ANOVA for subject S2. It showed sig-
nificant differences between the stimuli (F2,8=15.64,
P0.01). Post-hoc pairwise t-tests revealed that the
VEP latency for stimulus A was indeed shorter than
for the other two stimuli B and C (=0.01) while
the latencies for stimuli B and C were not signifi-
cantly different. The latency with standard deviation
was 1393.3 ms for A, 151.23.4 ms for B and
159.28.1 ms for C. For the rest of subjects, S1, S3,
S4 and S5 who had clear N1 peaks were tested as
well. All four subjects showed significant difference
between the stimuli, and post-hoc t-tests revealed that
the VEP latency for stimulus A was shorter than for
the other two stimuli B and C (=0.05), while the
latencies for stimuli B and C were not significantly
different. We are therefore confident that the differ-
ences in peak latencies at N1 are significant among
the three stimuli.
3.2. Condition 2: square ersus ertice figures (stimuli A,
D and E)
Individual and averaged data appear in Fig. 3.
Looking at the plot of subject S1 (top left) one can
again see the five components P1, N1, P2, N2 and
P3. For all presented data the latencies of N1 and P2
peaks are shorter for the square figure A than for
vertice figures D and E.
VEPs after P2 show large variations among sub-
jects and among the three stimuli. Interestingly P2
itself is much less prominent for stimuli D and E
than for stimulus A (except for subject S7, where P2
is really very weak and the true latency of P2 had to
be guessed). This trend is quite apparent and implies
a qualitative difference between the two conditions
presented in Figs. 2 and 3.
Interpretation of results was again based on N1
half-height latencies. For subject S2, the ANOVA
with repeated measures showed that the latency dif-
ference of N1 was significant (F2,8=16.87, P0.01).
Post-hoc pairwise t-tests revealed that the latency for
stimulus A was shorter than for the other two stimuli
D and E (=0.01). On the other hand, the latency
difference for stimuli D and E did not reach a signifi-
cant level. The latency with standard deviation was
140.41.9 ms for A, 154.62.9 ms for D and
162.28.7 ms for E. The other three subjects (sub-
ject S1, S3 and S4) who had apparent N1 peaks were
analyzed as well. The ANOVAs showed a significant
difference of latencies between three stimuli, and post-
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Fig. 2. Condition 1: VEPs for each subject and average data of all seven subjects. VEP voltage amplitude (V) is plotted as a function of time
after stimulus onset (ms). Data averaged over all seven subjects are shown on the lower right. In each plot, a bold solid line (A), thin solid line
(B) and dashed line (C) indicate plots obtained for different stimuli. Note that the latencies of N1 and P2 are shorter for the bold solid line
(stimulus A) than for plots obtained for stimuli (B) and (C).
hoc t-tests showed that a significant difference be-
tween stimulus A and either stimulus D or E was
found for all subjects (=0.01).
In Fig. 4, the half-height latencies to N1 peaks for
subject S2 were plotted against stimulus type. The
graph shows that the variability of N1 latencies for a
single stimulus is not so large and the half-height
time of N1 peak for stimulus A is shorter than any
other stimulus. We observed similar results for the
other subjects S1, S3 and S4 (data not shown).
In order to compare the latencies averaged over
seven subjects for five stimuli, both symmetry peak
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Fig. 3. Condition 2: VEPs for each subject and average data of all seven subjects. Again, VEP amplitude (V) is plotted as a function of time
after stimulus onset (ms) with the average data shown in the lower right of the figure. In each plot, a bold solid line (A), thin solid line (D) and
dashed-line (E) represent data recorded from different stimuli. Note that the latencies of N1 and P2 are shorter for the bold solid line (A) than
for plots obtained for stimuli (D) and (E), and that P2 seems to be largely reduced in (D) and (E) compared to those in Fig. 2.
amplitude (Fig. 5, top) and average N1 peak latency
for each stimulus (Fig. 5, bottom) were plotted
against stimulus type. Latency for each subject and
for each stimulus was determined from 200 responses
except for stimulus A (the average over two sessions,
that is 400 responses). Comparison of the top and
bottom graphs of Fig. 5 clearly reveals that latency
decreases as peak symmetry amplitude increases. The
order of symmetry strength as shown in Figs. 1 and 5
is the opposite of that of latency shown in Fig. 5
(bottom). It should be mentioned here that the com-
puted symmetry is insufficient to explain the differ-
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Fig. 4. Subject S2 plot of N1 half-height latencies for each stimulus with standard deviation: Stimulus A has the shortest latency and differs
significantly from the other four stimuli. The latency for stimulus B and C is significantly shorter than that for stimulus E, respectively, though
not if compared to stimulus D.
ence in latencies between horizontal and vertical vertice
stimuli.
Because we were interested in the significant differ-
ence in peak latency between the averages over seven
subjects for the five stimuli, we analyzed the peak
latency (not the half-height latency) via one-way
ANOVAs over subjects. It showed significant difference
between five stimuli (F4,24=11.88, P0.05). Except for
the three pair comparisons ((B vs. D), (C vs. D) and (D
vs. E)), all pair comparisons reached a significant level
(=0.05). These observations are in good agreement
with the trend spelled out by the computed symmetry
peak amplitudes.
4. Discussion
4.1. Total and local contrast energy effect on P1 and
N1 latency
In the present study, all Gabor patches used in
stimuli have the same contrast (hereafter called local
contrast). But the five stimuli have different total con-
trast energies according to the number of Gabor
patches used in each pattern. Stimuli C, D and E
differed in the amount of total contrast energy from A
and B, while C differed in this respect from D and E as
well. It is well known that higher contrast stimuli
produce shorter latency transients, especially in compo-
nent P1 (for review, Regan, 1989). Can one expect this
difference in total contrast energy to significantly bias
our results? More specifically, could the peak latencies
observed in our results, especially that of P1 become
shorter as the total contrast energy of stimuli?1 If so,
the latencies of P1 for stimuli A and B would be shorter
than for stimuli C, D and E since the total contrast
energy for A and B is larger than for C, D and E.
However, this is not the case in our experimental
results.
Closer scrutiny of plots for subject S3 in Figs. 2 and
3 reveals that for S3 clear P1 peaks show up for all
stimuli. Repeated-measure one-way ANOVAs of P1
1 When contrast of a checkerboard or grating stimulus is manipu-
lated without changing spatial configuration, higher contrast leads to
larger amplitude and shorter latency of P1 (Bach & Ullrich, 1997;
Kubova´ et al., 1995; Regan, 1989). In the present study, P1 ampli-
tudes or latencies for the stimuli cannot be compared with each other
in terms of total contrast energy computed from the number of
Gabor patches because they have different spatial configurations.
Thus we cannot deduce P1 amplitude or latency from the total
contrast energy hypothesis based on the previous findings. However
the assumption of total contrast energy can provide useful hints
about visual processing around the occurrence of P1. Let us assume
here that higher total contrast energy is correlated with P1 amplitude
increase and latency decrease independent of spatial configuration.
Note the plot for subject S3 in Fig. 2. There, P1 peak latency for
stimulus A seems to be shorter than for stimuli B and C, though there
was no significant difference. Note that P1 amplitude for stimulus A
also seems smaller than that for stimulus C, contrary to the assump-
tion. This is one reason why we cannot relate total contrast energy to
P1 amplitude or latency ignoring spatial configuration, suggesting
that future VEP research on spatial configuration and contrast effect
should lead to interesting new insights on figural processing. The fact
that stimulus A leads to a shorter P1 latency but smaller P1 ampli-
tude than stimuli B or C implies that stimulus A is processed more
speedily in the visual system. The speed of figural processing provides
yet another branch along which the relation between visual process-
ing from P1 onwards and spatial configuration of stimuli can be
investigated.
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peak latency (not the time to half-height) for S3 showed
that latencies did not significantly differ between stimuli
in both conditions (condition 1 with F2,8=2.91 and
condition 2 with F2,8=0.16) as opposed to N1 latency.
Second, stimuli A and B had the same overall contrast
energy but showed significantly different N1 latencies
over five subjects. This suggests that some visual process
during the interval from P1 to N1 caused N1 latency
difference between stimuli, and that this process is
dominated by spatial configuration, i.e. symmetry.
Looking at local stimulus contrast we may question
again how our present findings are affected. Manipula-
tion of stimulus contrast without changes in spatial
configuration leads to larger amplitude and shorter
latency of P1 component (Bach & Ullrich, 1997; Kubova´,
Kuba, Spekreijse, & Blakemore, 1995; Regan, 1989) as
local contrast is increased. To examine the effect of local Fig. 6. VEPs of subject S1 for stimuli A with 50% contrast and with
100% contrast: VEP amplitude (V) is plotted as a function of time
after stimulus onset (ms). A bold solid line (50% contrast) and thin
solid line (100% contrast) represent data recorded from different
stimuli. It should be noted that stimulus A with 50% contrast has
smaller amplitude and longer latency with respect to P1 compared to
A with 100% contrast. However it seems that P1 onwards to N1 and
P2 are almost the same for both stimuli.
Fig. 5. Top: computed normalized peak symmetry amplitude per
figure. Bottom: plot of N1 peak latencies for each stimulus. Mean
latency of seven subjects with standard deviation is shown for each
stimulus. As in Figs. 2 and 3, stimulus A (the average over condition
1 and 2) has the shortest latency and differs significantly from the
other four stimuli. The latency for stimulus B and C is significantly
shorter than that for stimulus, E respectively, though not if compared
to stimulus D.
Fig. 7. VEPs of subject S1 for stimulus A with 50% contrast and
stimulus C: VEP amplitude (V) is plotted as a function of time after
stimulus onset (ms). A bold solid line (A with 50% contrast) and thin
solid line (C) represent data recorded from different stimuli. Note
that the latencies of P1 are longer for the bold line (A with 50%
contrast) than for the thin line (C), and that N1 latencies of both
stimuli seem to be almost the same.
contrast we manipulated local contrast energy keeping
spatial configuration unchanged for stimulus A. Fig. 6
showed two VEPs for stimulus A with half contrast (50%)
and with full contrast (100%) for subject S1 averaged
over 200 responses per stimulus.
It is clear from the plot that the difference between P1
components among the stimuli exactly reflects the predic-
tions from the previous studies, which have showed that
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P1 latency increases and P1 amplitude decreases in
proportion to local contrast. It should be noted here that
the two traces from P1 onwards to N1 and P2 are almost
the same. This suggests that P1 reflects local contrast, but
the trace from P1 onwards is related to a common feature
such as symmetry amplitude. As an alternative test of this
interpretation we carried out an additional experiment
using test stimuli with different symmetry amplitudes but
almost identical total contrast energy. In this experiment
the contrast of each Gabor patch in stimulus A was
lowered to half (50%) contrast and compared with
stimulus C (100% contrast). Fig. 7 showed VEPs for
stimuli A with 50% contrast and C recorded for subject
S1 averaged over 200 responses per stimulus. Note that
the latency of P1 is longer for the bold solid line (stimulus
A, 126 ms) than for the thin line (stimulus C, 120 ms),
corresponding to weaker local contrast energy for stim-
ulus A. Interestingly, the latencies of N1 for stimuli A
(184 ms) and C (183 ms) seem to be almost the same. P1
for stimulus A shows a delay which is recovered as N1
is reached. The period from P1 to N1 peak is 58 ms for
stimulus A (50% contrast) and 63 ms for C. The shorter
interval from P1 to N1 peak may reflect the stronger
symmetry of stimulus A. To confirm this observation
statistically, we divided 200 responses into five groups
averaged over 40 responses and performed a pairwise
t-test for the duration from P1 to N1 (we chose the time
from P1 to N1 as index). The results showed a significant
difference between stimuli A and C (=0.05). Data from
two other subjects (not engaged in the initial experi-
ments) exhibit similar trends for both subjects (data not
shown). Intervals from P1 to N1 for subjects were 53 ms
for stimulus A and 60 ms for C, and 33 ms for A and
40 ms for C, respectively. Significant differences in
latencies from P1 to N1 for each subject was also
confirmed via a pairwise t-test (=0.05). These results
lead us to confidently hypothesize that duration from P1
to N1 is mainly related to a more complex process rather
than an early process dependent on local contrast energy.
In summary, overall contrast energy does not fully
account for the latency difference of N1 component
following P1. P1 may be modulated by very early visual
processes which do not mainly depend on the figural
complexity presented by our stimuli but rather rely on
the local contrast energy or the registering of local image
features. Thus, the trace from P1 onwards to N1 could
instead be interpreted in terms of some factors related to
spatial configuration of stimuli.
4.2. Duration of P1 to N1 and symmetry
The duration of P1 to N1 (at around 120–180 ms) is
in approximate agreement with the time during which
Lee et al. (1998) found symmetry related responses in
some V1 cells. They proposed that the later symmetry
related responses may play an important role in figure-
ground perception, and that such responses are closely
related to feedback from extrastriate visual cortical areas.
If the symmetry responses observed by Lee et al. (1998)
in V1 simple cells result from a general process occurring
in the primate visual cortex, one could expect to see its
correlate in recorded VEP traces. The fact that we could
observe a consistent trend in N1 latencies in agreement
with the trend in computed symmetry peak amplitudes
therefore leads us to hypothesize that one may eventually
more selectively probe symmetry related processes via
VEPs.
4.3. Figure salience and symmetry
There were considerable differences in latency for N1
among stimuli. Ranking them according to ANOVAs
shows that stimulus A had shorter N1 latencies at about
176 ms, followed by stimuli B at 184 ms and C at 188
ms. Stimuli D and E had the slowest N1 latencies, 192
and 197 ms. The fact that D and E did not have the same
latencies may be due to asymmetrical retinotopical
representation of the upper vs. lower visual field in the
visual cortex. The order of N1 latencies is approximately
the inverse of the order of peak symmetry amplitudes
computed for each stimulus (see Fig. 5). We therefore
believe to have found evidence which suggests that
symmetry amplitude and VEP latency are related.
Caputo and Casco (1999) recently suggested that
higher figure salience leads to shorter VEP peak latencies.
Polat and Norcia (1996) found that a salient stimulus
composed of collinearly arranged Gabor patches reveals
advanced phase in steady-state VEPs. Our finding that
stronger symmetries also lead to shorter VEP latencies
therefore hints at a close link between figure salience and
symmetry.
When Gabor patches of randomized orientation are
densely scattered in the visual field, some patches that
happen to be aligned may be integrated into a perceptu-
ally salient contour (Field, Hayes, & Hess, 1993). Kova´cs
and Julesz (1993) showed that with increased element
separation between adjacent elements the detection of
fragmented closed contours against a cluttered back-
ground is reduced. This implies that increasing the
element separation reduces figure salience. This is the
case with condition 1 in the present experiment. Stimuli
A and C differ in their element separation (A-3 wave-
length, C-6 wavelength). Thus, it follows that the figure
salience for stimulus A is greater than that for stimulus
C.
On one hand, Kova´cs and Julesz (1993) and Braun
(1999) showed that a closed contour is perceptually more
salient than an open contour. In condition 2, we used
closed stimulus A and open stimuli D and E. Given the
above findings, stimulus A is undoubtedly perceptually
more salient than stimuli D and E.
For our experimental stimuli, the order of figure
S. Oka et al. / Vision Research 41 (2001) 3791–38033800
salience is stimuli A, C and D (or E), being consistent
with the order of peak symmetry amplitudes computed
for each stimulus. Thus, the present study provides
strong support for the hypothesis that figure salience and
symmetry may be closely linked. This is echoed by a more
recent report by Kova´cs et al. (1998) where it is shown
at least in theory that concentrated parts of symmetry
axes, e.g. peaks in the symmetry response can be very
useful in finding and tracking of salient parts of objects.
4.4. Symmetry and VEP component P2
It is possible that differences in P2 latencies (around
230 ms) may depend heavily on shifts in latencies of the
earlier N1 component (around 180 ms), and hence we
concentrated on N1 latencies in our analysis of recorded
data. But P2 may also result from finer aspects of figural
processing which only indirectly depend on symmetry
processing (and thus the latency of N1). This is suggested
by the result of Lee et al. (1998) that neural responses
related to symmetries occur from 110 ms until after 250
ms.
VEPs for condition 1 have prominent P2 components
for each stimulus type, whereas in condition 2 stimuli D
and E give rise to reduced P2 peaks. The possibility that
P2 reflects finer aspects of symmetry and closure, which
are both related to figural geometry cannot be ruled out.
P2 components show the same trend in shifts of latencies
between stimuli as for N1 in the case of figures with
spatially compact symmetries. For closed figures with
spatially concentrated symmetries P2 seems to be more
prominent than for open figures with spread out sym-
metries. It is probable that other factors, which cannot
be accounted for only by symmetry amplitude, might
contribute to VEPs especially at around P2.
It should be pointed out that guiding attention such
as eye movements may effect the outcome of potentials
as early as 160 ms after stimulus onset time. Julesz (1981)
defined effortless perception as the ability to perceive a
stimulus property within less than 160 ms exposure time
because this is the earliest latency at which eye move-
ments are initiated. After 160 ms a subject can start
perceiving and searching with scrutiny. Therefore, the
plots from P1 to N1 in Figs. 2 and 3 would rather
represent symmetry computation from local features,
whereas the trace from N1 onwards to P2 may arise from
more complex visual processing. Romani et al. (1999)
associated VEPs obtained from texture stimuli with a
surface filling-in process, for example. Future work is
needed to clearly answer this question.
Caputo and Casco (1999) speculated that peaks in VEP
difference components at around 230 ms may be related
to symmetries. The latencies of P2 or N2 components in
our data support this claim. However we also showed
corresponding latency difference as early as N1 at around
180 ms. Caputo et al. discussed that their discrimination
task, where a subject is required to judge the orientation
of a figure, has greatly amplified the processing of
symmetries. If their results can be equated with symmetry
detection for global figures, it is possible to believe that
during this time range (at around 230–260 ms) local cues
are combined into a global feature. From the above we
prefer to associate N1 with symmetry detection from
local image features whereas P2 is thought to be related
to more global symmetries and hence global figural
geometry. This will be explained in more detail in the
following section.
4.5. Symmetry and a model of isual processing
How does the above influence our ideas about a model
of primate visual processing? Marr’s (1982) concept that
the visual system solves the ill-posed problem of vision
through a method of surface reconstruction has been
investigated intensively by Koenderink et al. (1992). They
confirmed that the internal cortical representation of the
retinal image exists in terms of surfaces and boundary
contours of surface areas on objects. One should hence
expect that visual processing from P1 and onwards would
heavily emphasize the reconstruction of surfaces and
boundaries.
How and where will symmetries be most useful in this
process? It has been suggested before that symmetry axes
are ideal to represent the topology of biological shape,
useful in template matching & pattern recognition.
Symmetries have traditionally been assumed to be of
importance in more abstract levels of shape representa-
tion. But Kova´cs et al. (1998) have proposed that
symmetry maxima may be used as reference points,
giving a very compact vector with which object parts can
be detected and tracked. Kova´cs et al. therefore reconsid-
ered the role of symmetries in terms of low-level vision.
Van Tonder and Ejima (2000a) went one step further
with their recent ‘Patchwork Engine’ to demonstrate that
symmetry local maxima can be used to segment
boundary contour images into meaningful shape parts.
This model can even solve some illusory images such as
the Ehrenstein illusion and phase edges (see Van Tonder
& Ejima, 2000a,b), and was applied to explain a range
of tricky texture boundary segmentation examples (Van
Tonder & Ejima, 2000b). In other words computational
models aimed at surface reconstruction and boundary
contour formation via symmetry maxima already exist,
embodying proposals by Kova´cs et al. (1998) and Lee et
al. (1998) etc. that symmetries are relevant in low-level
visual processing.
The Patchwork Engine does not rely on boundary
reconstruction via direct interpolation of boundary frag-
ments (e.g. Grossberg & Mingolla, 1985; Heitger & von
der Heydt, 1993) but is conjectured to exist complemen-
tary to such pathways. Both may thus be expected to
influence observed VEPs. Because of the ill-posed nature
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Fig. 8. The centers of all maximal disks inside a figure trace out the medial axes (symmetries) for that figure (A). Symmetries obtained for a noise
free figure (B). Our model parameters were set to maximal disk mode (=1.0). The addition of noise completely scatters symmetries in the
maximal disk mode (C). For an intermediate suppression coefficient (=0.01) our model less strictly penalizes non-maximal disks, allowing it to
still find significant symmetries in noisy figures.
of vision we believe that as image segments are formed
the brain generates and tests various possible hypotheses
to reveal more global objects which may be formed from
different groupings of smaller segments. We speculate
that the most reliable way of doing so would be to
generate many hypotheses in parallel from the available
segments and to weed out the least attractive ones. With
our Patchwork Engine in mind we therefore suggest that
VEPs up to P1 arise from local feature computation, and
that surface reconstruction commences from about 120
ms onwards, at least until P2 at about 230 ms. The
interpolation of contours, surface filling-in and symmetry
computation therefore can already start at about 120 ms.
Because our model uses symmetry maxima and N1 is the
first component which reflects symmetry peak amplitudes
we contend that the first segmentation from symmetry
maxima may occur at N1, at about 180 ms. Hypothesis
construction and testing (e.g. via visual routines (Ullman,
1984), and template matching of segments for fast object
detection without highly detailed recognition (Thorpe,
Gegenfurtner, Fabre-Thorpe, & Bu¨lthoff, 1999), etc.) can
then occur. Successful hypotheses can alter the grouping
of image segments and symmetry detection and
boundary interpolation can be applied iteratively until
the hypothesis testing process stabilizes. After P2 more
complicated attentional mechanisms and detailed
scrutiny of objects probably alter the process of hypoth-
esis construction and testing.
Given our VEP results, it is suggested that purely
bottom-up processing occurs within the first 120 ms, after
which intermediate level feedback and bottom-up re-
sponses (120–230 ms) are generated. Then follows high-
level feed-forward and high-level top-down processing
(after 230 ms). Within the 120–230 ms phase the recon-
struction of surfaces of object parts may occur in a
number of iterations. This roughly corresponds to the
time range during which local features are proposed to
be grouped into perceptual wholes via feedback signals
through active reentrant connections (Sporns, Tononi, &
Edelman, 1991).
5. Conclusion
From the experimental findings in this paper as well
as theoretical considerations it follows intuitively that
symmetries may be closely related to other aspects of
visual processing in low-level vision. Although many
factors contribute to VEP peak latencies and the role of
symmetries cannot be proven or selectively isolated in
VEP data, we have shown that with similar but subtly
different stimuli the observed trends in VEP peak laten-
cies as early as 180 ms correspond to our predictions
based on computed symmetry information.
This clearly provides support for previous reports
relating symmetry detection with either neural responses
at similar latencies (Lee et al., 1998), certain VEP
difference components associated with figure-ground
segmentation (Caputo & Casco, 1999), or other investi-
gations linking symmetries and low-level visual process-
ing (Kova´cs et al., 1998) while at the same time suggesting
that stimuli designed more specifically for their symmetry
properties will lead to directly observable trends in
recorded VEPs. From the observed trends in recorded
data we propose that there must be a close relationship
between figure salience and symmetries.
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Appendix A
We need to design stimuli with specific known symme-
try properties and hence we wish to give more back-
ground on our computational model. Computation of
symmetry axes as proposed by Blum (1973) can be
visualized as grassfires which start burning at locations
of figure boundary contours. Grassfires spread away
from contours and stop where fires meet each other. The
latter locations form the symmetry axes of that figure.
Blum also showed that the concept of a spreading
grassfire is equivalent to so-called maximal disks. The
latter is defined as an included disk (i.e. a disk completely
included within the interior of a given figure) which
touches that figure boundary contour at more than one
point while not being included in any other included disk,
as shown in Fig. 8A. The centers of all maximal disks
trace out the symmetry axis of that figure, a method
called the Symmetry Axis Transform or SAT (Blum,
1973). The similar medial axis transform or MAT (Og-
niewicz, 1993) has become accepted as the standard
method for symmetry computation.
The recent model by Kova´cs et al. (1998) computes
symmetries in the maximal disk paradigm, with the
advantage that the width of the disk rim is adjustable to
allow the resulting symmetries to be less sensitive to small
boundary contour distortions. Strict adherence to the
maximal disk paradigm unfortunately fails in the pres-
ence of noise. Compare Fig. 8B and C. The first shows
maximal disk symmetries traced out for a noise free
amoeba figure and the latter shows how it is disrupted
by noise.
Although some symmetry computation models have
been designed to deal with noise (e.g. Burbeck & Pizer,
1995), the model of Kova´cs et al. can be motivated more
strongly in terms of biological vision. We therefore
designed our own model to deal with noise while staying
close to the concepts laid out in Kova´cs et al. (1998).
Our model is therefore an adaptation of strict maximal
disks. Instead of choosing a single disk in an all-or-none
manner as the maximal disk, we allow an analog combi-
nation of all disks at each location. Our method can be
visualized as beginning with a set of concentric rings at
each image location. For each ring we obtain the sum of
contour elements overlapping with that ring. Mathemat-
ically this is expressed as follows:
RINGSUMmnL−k=
Cxy
(x,y) [1…M 1…N ]k [1…L ]
(1)
where
k=(m−x)2+ (n−y)2k [1…L ] (2)
simply means that k scans over rings concentric to spatial
location (m, n).
The first equation therefore scans the X×Y boundary
contour image C to obtain a scan sum RINGSUM mnk
for the ring with radius k centered on spatial location
(m, n). L is the radius of the largest ring.
Starting from the outside we then combine all the
sums—but in a non-linear manner. We assume that for
every ring k with a non-zero sum the sums of rings larger
than k are less likely to have arisen from a maximal disk,
and hence the previously combined sums from larger
rings are suppressed with the amplitude of sum k and the
suppression coefficient . If sum k resulted from noise it
would typically be very small and have a small suppress-
ing effect on previously combined sums (which may more
closely approximate the desired maximal disk at that







where  is the suppression coefficient and
 ·RINGSUMmnk is the suppression term. The iteration
index k begins at 0 and ends at L, the radius of the largest
ring. This iteration is carried out at every image location.
The final symmetry at that location is
COMBINEDSUMmnL+1. With large suppression co-
efficients we approach the strict maximal paradigm. For
a suppression coefficient of intermediate strength (=
0.01) the computed symmetries are not too drastically
disrupted in noise (Fig. 8D).
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