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Abstrat
Let X be a real Lévy proess and let X↑ be the proess onditioned to stay positive.
We assume that 0 is regular for (−∞, 0) and (0,+∞) with respet toX . Using elementary
exursion theory arguments, we provide a simple probabilisti desription of the reversed
paths of X and X↑ at their rst hitting time of (x,+∞) and last passage time of (−∞, x],
on a xed time interval [0, t], for a positive level x. From these reversion formulas,
we derive an extension to general Lévy proesses of Williams' deomposition theorems,
Bismut's deomposition of the exursion above the inmum and also several relations
involving the reversed exursion under the maximum.
Résumé
Soit X un proessus de Lévy et X↑ le même proessus onditionné à rester positif. On
suppose que 0 est régulier pour (−∞, 0) et (0,+∞) par rapport à X . Par des arguments
simples de théorie des exursions, nous déomposons la loi des trajetoires de X et X↑
retournées aux temps d'entrée de (x,+∞) et de sortie de (−∞, x]. De es formules de
reversion, on déduit une extension au as des proessus de Lévy généraux, des théorèmes
de déomposition de Williams, du théorème de déomposition de Bismut de l'exursion
au dessus du minimum, ainsi que plusieurs relations faisant intervenir l'exursion sous le
maximum retournée.
1 Introdution
Let (Xt)t≥0 be a real Lévy proess, that is a real valued proess with homogeneous and
independent inrements. The supremum (resp. inmum) of X on the time interval [0, t] is
denoted by St (resp. It). We assume that 0 is regular for (0,+∞) and (−∞, 0) with respet
to X. A lassial result says that X − I (resp. X −S) is a strong Markov proess for whih 0
is regular (see Bingham [5℄ or Bertoin [4℄ hapter 6 for a proof). Let us denote by L (resp. L∗)
the loal time at 0 of X − I (resp. X − S): they are uniquely dened up to a multipliative
onstant and their normalization is speied in Proposition 2.3.
As Rogers notied in [17℄, as soon as the Lévy measure harges the positive numbers,
X − S may hit zero by X jumping aross the level of its previous maximum. The lassial
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It exursion measure of S −X loses the information about this jump. Let us introdue the
relevant denition of the exursion measure under the maximum (resp. above the inmum)
denoted by N∗ (resp. N). It has the property to reord the nal jump of the exursion,
whih represents the amount the exursion overshoots when X attains a new maximum (resp.
inmum). Let (gi, di), i ∈ ß (resp. (gj , dj), j ∈ ß
∗
) the exursion intervals of X − I (resp.
S −X) above 0. We dene the exursions above the inmum and under the supremum by{
i(s) = X(gi+s)∧di −Xgi , i ∈ ß
j(s) = X(gj+s)∧dj −Xgj , j ∈ ß
∗
Then, the point measures ∑
i∈ß
δ(Lgi ,i) and
∑
j∈ß∗
δ(L∗gj ,
j)
are distributed respetively as 1{l≤η}N (dld) and 1{l≤η∗}N
∗(dld), where N andN ∗ are Poisson
measures with respetive intensities dlN(d) and dlN∗(d), and where{
η = inf {t ≥ 0 : N ([0, t] × {ζ() =∞}) ≥ 1}
η∗ = inf {t ≥ 0 : N ∗([0, t] × {ζ() =∞}) ≥ 1}
,
(ζ(ω) being the lifetime of the path ω). The random variables η and η∗ have the same law as
resp. L∞ and L
∗
∞, that are exponentially distributed or innite a.s. .
In Setion 3, Theorem 3.3 provides a deomposition of the law of the exursion under
the supremum reversed at its nal jump: More preisely, we deompose the law of (ζ() −
(ζ()−s)−; 0 ≤ s ≤ ζ()) under N
∗(· ∩ {ζ > 0}), in terms of the law of X and its Lévy
measure. Theorems 3.2 and 3.1 give similar results for (Xτx −X(τx−s)−; 0 ≤ s ≤ τx) under
P( · |Xτx > x) and (Xσx(t) −X(σx(t)−s)−; 0 ≤ s ≤ σx(t)) under P( · |Xσx(t) > x), where we
have set for any x, t > 0 :
τx = inf{s ≥ 0 : Xs > x} and σx(t) = sup{s ∈ [0, t] : Xs ≤ x} .
Williams in [19℄, and many authors after him, explored the onnetions between the Brow-
nian motion, the three-dimensional Bessel proess and the Brownian exursion (see for in-
stane Pitman [16℄ and Bismut [6℄). Many of these identities in the Brownian ase hold in
a more general setting for totally asymetri Lévy proesses: see Bertoin [2℄ for a general-
ized Pitman theorem for spetrally negatives Lévy proesses and Chaumont [7℄, [8℄ and [9℄
for Williams' theorems and Bismut's deomposition in the spetrally positive ase. Let us
mention that Chaumont has also explored the stable ase in detail in [10℄ and [7℄, providing
several path-onstrutions and identities onerning the stable meander, the normalised ex-
ursion and the stable bridge. In these results the role of the three-dimensional Bessel proess
is played by the Lévy proess onditioned to stay positive. This proess, denoted by X↑,
has been introdued by Bertoin in a general setting (see [3℄). Bertoin's onstrution of X↑ is
realled in Setion 2.2. We use it in ombination with Theorem 3.2 and 3.1 to get in Setion
4.1 the generalized rst Williams' deomposition theorem, then Bismut's deomposition of the
exursion above the inmum in Setion 4.2 and the seond Williams' deomposition theorem
in Setion 4.3.
Let us explain more preisely these results: For any t > 0, we dene U∗t = XL∗−1t
if L∗∞ > t
and U∗t = +∞ if not. The proess (U
∗
t ; t ≥ 0) is a subordinator (see Bertoin [4℄, hapter 6)
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and its drift oeient is denoted by d∗. A lassial result due to Kesten (see [11℄) ensures
that P(Xτx = x) > 0 i d
∗ > 0. We assume that d∗ > 0 and that X does not drift to −∞.
Then, we an show that σ↑x = sup{s ≥ 0 : X
↑
s ≤ x} is nite a.s.. Theorem 4.2 show that
P(X↑
σ↑x
= x) = P(Xτx = x)
and that (x − X(τx−s)−; 0 ≤ s ≤ τx) under P( · | Xτx = x) has the same law as (X
↑
s ; 0 ≤
s ≤ σ↑x) under P( · | X
↑
σ↑x
= x).
We also prove in Theorem 4.5 a path deomposition of the exursion above the inmum
similar to Bismut's deomposition of the Brownian exursion: we show that for any nonneg-
ative measurable funtionals G and D on the spae of àdlàg paths with a nite lifetime and
for any nonnegative measurable funtion f ,
N
(∫ ζ(ω)
0
dt G (s; 0 ≤ s ≤ t) f(t)D (t+s; 0 ≤ s ≤ ζ(ω)− t)
)
=∫ +∞
0
dx f(x)u∗(x)E
[
G
(
X↑s ; 0 ≤ s ≤ σ
↑
x
)
|X↑
σ↑x
= x
]
E [D (Xs; 0 ≤ s ≤ τ−x)] ,
where τ−x = inf{s ≥ 0 : Xs < −x} and where u
∗
is the o-exessive version of the density of
the potential measure assoiated with the subordinator U∗.
Setion 4.3 is devoted to the proof of Theorem 4.10 that an be seen as an analogue for
general Lévy proesses of the seond Williams' deomposition theorem that originally onerns
the Brownian exursion split at its maximum. Let us desribe our result: For any x > 0, we
set τ↑x = inf{s ≥ 0 : X
↑
s > x}. Proposition 4.7 shows that
P(X↑
τ↑x
= x) > 0 iff d∗ > 0 .
Let us denote by X↓ the proess X onditioned to stay negative (that is dened in Setion
2.2); we write g() the instant when the exursion attains its maximum. Theorem 4.10 shows
the law of g() under N admits a density with respet to Lebesgue measure that we speify.
Under N(· | g() = x), the proesses (s; 0 ≤ s ≤ g()) and (s+g(); 0 ≤ s ≤ ζ() − g()) are
mutually independent. Furthermore,
- the proess (s; 0 ≤ s ≤ g()) is distributed as (X
↑
s ; 0 ≤ s ≤ τ
↑
x) under P( · | X
↑
τ↑x
= x);
- the law of (s+g(); 0 ≤ s ≤ ζ()− g()) is absolutely ontinuous with respet to the law of
(X↓s ; 0 ≤ s ≤ τ
↓
−x) (with an evident notation for τ
↓
−x) and the orresponding density has the
form ϕ(X↓
τ↓−x
), where the funtion ϕ is speied.
Let us mention that we provide two other path deompositions that onern the exursion
above the inmum (Theorem 4.6) and the proess (X↑s ; 0 ≤ s ≤ σ
↑
x) when X
↑
σ↑x
> x (Theorem
4.1).
2 Preliminary results.
2.1 Notation and basi assumptions.
In this setion we state our notation and the assumptions made at dierent stages of the
paper. We also reall fondamental results of utuation theory that are our starting-point
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and we give some simple fats onerning exursion theory applied to Lévy proesses, that is
the main tool we use.
We begin with some notations onerning the anonial spae. Let Ω be the spae of
right-ontinuous funtions with left limits from (0,+∞) to R (the so-alled àdlàg funtions
spae) endowed with the Skorokhod's topology. Let F stand for its Borel σ-algebra. For any
path in Ω we dene its lifetime ζ() by inf{t ≥ 0 : (s) = (t) , ∀s ≥ t}, with the usual
onvention inf ∅ = ∞. For any time t ≥ 0, we denote the jump of at t by ∆(t) = (t)− (t−);
we also dene the path respetively stopped at t, stopped just before t, reversed at t and
reversed just before t, by
(· ∧ t) = ((s ∧ t); s ≥ 0) , (· ∧ t−) = ((s ∧ t)−∆(t)1[t,+∞)(s) ; s ≥ 0),
ω̂t = ((t)− ((t− s)−); s ≥ 0) , ω̂t− = ω̂t −∆(t),
with the onvention (s−) = (0) for any non-positive real number s. When ζ() is nite, ω̂ζ()
is well dened and simply denoted by ω̂. We use a non-standard notation for the shifted
path at time t dened by
◦ θt = ((s+ t)− (t) ; s ≥ 0) .
For any x > 0, we denote by τx() and τ−x() the rst hitting time of respetively (x,+∞)
and (−∞,−x):
τx() = inf{s > 0 : (s) > x}, τ−x() = inf{s > 0 : (s) < −x} ,
(with the usual onvention inf ∅ = +∞). For any time t > 0, we also denote by σx(t, ) and
σ−x(t, ) the last passage time in respetively (−∞, x] and [−x,+∞) on the time interval [0, t]
:
σx(t, ) = sup{0 ≤ s ≤ t : (s) ≤ x}, σ−x(t, ) = sup{0 ≤ s ≤ t : (s) ≥ −x} ,
(with the onvention sup ∅ = +∞). We write σx() = limt→+∞ σx(t, ), the limit being taken
in [0,+∞]. Next, we denote respetively by g
t
() and gt(), the last inmum time and the last
supremum time of before t:
g
t
() = sup{s ∈ [0, t) : inf
[0,t]
= (s−) ∧ (s)}
and
gt() = sup{s ∈ [0, t) : sup
[0,t]
= (s−) ∨ (s)}.
We also write g() = limt→+∞ gt() and g() = limt→+∞ gt() (note that these quantities may be
innite).
We denote by X the anonial proess on Ω: Xt() = (t) and we onsider the probability
measure P on (Ω,F) under whih X is a Lévy proess started at 0, with harateristi
exponent ψ:
E
[
eiλXt
]
= e−tψ(λ) , t ≥ 0 , λ ∈ R .
By the Lévy-Khinthine theorem, ψ has the form
ψ() = ia+ b2 +
∫
π(dr)
(
1− eir + ir1{|r|<1}
)
, ∈ R,
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where a is a real number, b is non-negative and the Lévy measure π is a Radon measure on
R not harging 0, whih satises ∫
π(dr)
(
1 ∧ |r|2
)
< +∞.
If J = {s ≥ 0 : ∆Xs 6= 0}, then the point measure N (dsdr) =
∑
s∈J δ(s,∆Xs) is a Poisson
measure with intensity dsπ(dr).
Let us reall some path-properties of Lévy proesses. For any t ≥ 0, we have
X̂t
(law)
= (Xs; 0 ≤ s ≤ t) .
(see Bertoin [4℄). This identity is refered as the duality property.
In the whole paper (Setion 3 exepted), we make the following assumption:
Assumption (A) : the point 0 is regular for (0,+∞) and for (−∞, 0) with respet to X.
(In partiular X annot be a subordinator or a ompound Poisson proess.) As a onsequene
of (A), we reall the following result (see Millar [15℄): For any t ≥ 0, the Lévy proess X
reahes its inmum (resp. supremum) on [0, t] at a unique instant that must be g
t
(X) (resp.
gt(X)).
For every t ≥ 0, we write
St = sup
s∈[0,t]
Xs , It = inf
s∈[0,t]
Xs.
It is well-known that X − S and X − I are strong Markov proesses (see Bertoin [4℄, hapter
6). Assumption (A) implies that 0 is regular for itself with respet to both these proesses.
Rogers has shown in [17℄ that this implies
P (∃t ∈ (0,+∞) : Xt− = It− < Xt) = 0 (1)
and
P (∃t ∈ (0,+∞) : Xt− = St− < St) = 0 (2)
Let us reall briey the proof: we only need to show for any ǫ > 0
E
[∑
s∈J
1{Xs−=Is−}1(ǫ,+∞)(∆Xs)
]
= 0 .
Apply the ompensation formula (see Bertoin [4℄ p. 7) to get
E
[∑
s∈J
1{Xs−=Is−}1(ǫ,+∞)(∆Xs)
]
= π((ǫ,+∞))
∫ +∞
0
ds P(Xs = Is) .
But the duality property implies for any s > 0, P(Xs = Is) = P(Ss = 0) = 0, beause 0 is
regular for (0,+∞). A similar argument proves (2). 
We denote the loal times of X− I and X−S at the level 0 by (Lt)t≥0 and (L
∗
t )t≥0. They
are uniquely determined up to a multipliative onstant speied in a forthoming lemma.
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The limit in [0,+∞] of Lt (resp. L
∗
t ) when t goes to innity is denoted by L∞ (resp. L
∗
∞).
The quantity L∞ (resp. L
∗
∞) is a.s. nite or a.s. innite aording as X drifts or not to
+∞ (resp. −∞). If L∞ (resp. L
∗
∞) is nite a.s., then it is exponentially distributed with
parameter denoted by p (resp. p∗).
Equation (1) and the dual result P(∃t ∈ (0,+∞) : Xt− = St− > Xt) = 0 imply that
P-a.s. the sets {s ≥ 0 : Xs > Is} and {s ≥ 0 : Xs < Ss} are open sets (we have
denoted (gi, di) , i ∈ ß and (gj , dj) , j ∈ ß
∗
their respetive onneted omponents). Let m
denote the Lebesgue measure on R. The duality property and assumption (A) imply that
m(s ≥ 0 : Xs = Ss) = m(s ≥ 0 : Xs = Is) = 0. Thus,
P− a.s. m
(
R\
⋃
i∈ß
(gi, di)
)
= m
R\ ⋃
j∈ß∗
(gj , dj)
 = 0 . (3)
Let N and N∗ be the exursion measures of X above its inmum and under its supremum
as dened in the rst setion. Observe that as soon as the Lévy measure π harges (−∞, 0)
(resp. (0,+∞)), the set of exursions ending with a negative jump (resp. positive jump) has
a positive N -measure (resp. N∗-measure). But thanks to (1) and the dual result, we see that
exursions above the inmum and under the supremum leave 0 ontinuously.
Let (L−1t )t≥0 and (L
∗−1
t )t≥0 be the right-ontinuous inverses of L and L
∗
:
L−1t = inf{s ≥ 0 : Ls > t}, L
∗−1
t = inf{s ≥ 0 : L
∗
s > t} ,
(with the onvention inf ∅ =∞). Reall that P-a.s.⋃
s≥0
(L−1s−, L
−1
s ) =
⋃
i∈ß
(gi, di) and
⋃
s≥0
(L∗−1s− , L
∗−1
s ) =
⋃
j∈ß∗
(gj , dj) . (4)
For any t ≥ 0 we dene Ut = −XL−1t
if L∞ > t and Ut = +∞ if not. In a similar way, we
dene U∗t = XL∗−1t
if L∗∞ > t and U
∗
t = +∞ if not. The proesses (L
−1, U) and (L∗−1, U∗)
are alled the ladder proesses. They are two-dimensional subordinators killed at respetive
rates p and p∗; their bivariate Laplae exponents are denoted by
κ(α, β) = − logE
[
exp(−αL−11 − βU1)
]
and κ∗(α, β) = − logE
[
exp(−αL∗−11 − βU
∗
1 )
]
(see Bertoin [4℄, hapter 6 for a detailed aount). Next, we dene the two potential measures
U and U∗ assoiated with U and U∗:
∫
R
U(dx)f(x) = E
[∫ L∞
0 dv f(Uv)
]
∫
R
U∗(dx)f(x) = E
[∫ L∗∞
0 du f(U
∗
u)
]
.
Let d∗ be the drift oeient of the subordinator U∗ : d∗ = limβ→+∞ κ
∗(0, β)/β. We reall
the following result, due to Kesten [11℄ (see also Bertoin [4℄, hapter 3, Theorem 5): assume
that d∗ is positive, and let u∗ : (−∞,+∞) −→ [0,+∞) be the o-exessive version of the
density of U∗. Then u∗ is ontinuous and positive on (0,+∞) , u∗(0+) = 1/d∗, and
P(Xτx = x) = d
∗u∗(x) , x > 0 ,
where for onveniene we write τx instead of τx(X). We prove the following simple lemma
that will be used in Setion 4.
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Lemma 2.1 Assume (A) and suppose that d∗ is positive. Then for any nonnegative measur-
able funtional F on Ω,
E
[∫ L∗∞
0
duF (X·∧L∗−1u )
]
=
∫ +∞
0
dx u∗(x)E [F (X·∧τx) | Xτx = x ] .
Proof. Set A =
∫ +∞
0 dx E [F (X·∧τx) ; Xτx = x] and for any positive number x dene
Hx = L
∗
τx . Thanks to (A), we hek path by path that
P− a.s. on {τx <∞} , L
∗−1
Hx
= τx .
Thus
A =
∫ +∞
0
dx E
[
F
(
X·∧L∗−1
Hx
)
; Xτx = x
]
.
Denote by C the random set {x ≥ 0 : Xτx = x } and dene the measures µ and ν by{
µ(dx) = 1C(x) m(dx) ,∫
ν(du)f(u) =
∫
µ(dx)f(Hx) .
Then,
A = E
[∫
[0,S∞)
µ(dx)F
(
X·∧L∗−1
Hx
)]
= E
[∫
[0,L∗∞)
ν(du)F
(
X·∧L∗−1u
)]
. (5)
For any positive number a,
ν ([0, a]) = m ({x ≥ 0 : Xτx = x ; Hx ≤ a })
= m
(
{x ≥ 0 : Xτx = x ; τx ≤ L
∗−1
a }
)
= m(C ∩ [0, U∗a ]) .
Let us rst onsider the ase U∗a <∞: If there exists some s in [0, a] suh that x ∈ (U
∗
s−, U
∗
s ),
then, τx = L
∗−1
s and U
∗
s = Xτx > x. Thus,⋃
0≤s≤a
(U∗s−, U
∗
s ) ⊂ C
c ∩ [0, U∗a ] .
Let x be in Cc ∩ [0, U∗a ]. Then, Xτx > x. By (2), it follows that τx must be the end-point
of some exursion interval of S −X above 0 that is inluded in [0, L∗−1a ]. Then, by (4) there
exists some s in [0, a] suh that
L∗−1s− < L
∗−1
s = τx and Sτx− = U
∗
s− ≤ x < U
∗
s = Xτx .
Hene,
Cc ∩ [0, U∗a ] ⊂
⋃
0≤s≤a
[U∗s−, U
∗
s ) .
By ombining this with the previous inlusion we get m(Cc ∩ [0, U∗a ]) =
∑
0≤s≤a∆U
∗
s . But
the Lévy-It representation of U∗ guarantees that P-a.s.
U∗a = d
∗a+
∑
0≤s≤a
∆U∗s , 0 ≤ a < L
∗
∞ .
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Then, P-a.s. for every a in [0, L∗∞) , ν([0, a]) = d
∗a . Next, observe that for any a > L∗∞ ,
ν([0, a]) = m(C) = d∗L∗∞. Thus, P-a.s.
ν(dx) = d∗1[0,L∗∞)(x)m(dx)
The desired result follows from (5) and the identity P(Xτx = x) = d
∗u∗(x). 
Let us introdue some notations: for any positive time t and any path , we denote the
pre-inmum and the post-inmum path on the interval [0, t] by:{
t
←− = (· ∧ gt()) ,
t
−→ = ( ◦ θgt()
)(· ∧ (t− g
t
()) ) .
We also denote the pre-supremum and post-supremum proesses on [0, t] by ←−t and −→t:{
←−t = (· ∧ gt()) ,
−→t = ( ◦ θgt())(· ∧ (t− gt()) ) .
We often use the following lemma in Setion 4:
Lemma 2.2 Assume (A). Let T be independent of X and exponentially distributed with
parameter α > 0. Then, X←−
T
and X−→
T
are mutually independent and the following identities
hold for any nonnegative measurable funtional F on Ω:
(i) E
[
F (X←−
T )
]
= κ(α, 0)E
[∫ L∞
0 dve
−αL−1v F (X·∧L−1v )
]
.
(ii) E
[
F (X−→
T )
]
= 1κ(α,0)N
(∫ ζ
0 dsαe
−αsF (·∧s)
)
.
Proof. Let G be any nonnegative measurable funtional on Ω. We have
E
[
F (X←−
T )G(X−→
T )
]
=
∫ ∞
0
dtαe−αtE
[
F (X←−
t)G(X−→
t)
]
.
By (3) and by the denition of the exursions above the inmum, we have P-a.s.∫ ∞
0
dtαe−αtF (X←−
t)G(X−→
t) =
∑
i∈ß
e−αgiF (X·∧gi)
∫ ζi
0
dsαe−αsG(i(· ∧ s)) .
Apply the ompensation formula to get
E
[
F (X←−
T )G(X−→
T )
]
= E
[∫ L∞
0
dve−αL
−1
v F (X·∧L−1v )
]
N
(∫ ζ
0
dsαe−αsG(·∧s)
)
and the following identities yield (i) and (ii):
N
(∫ ζ
0
dsαe−αs
)
= N
(
1− e−αζ
)
= κ(α, 0)
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and
E
[∫ L∞
0
dve−αL
−1
v
]
=
1
κ(α, 0)
.

We now speify the normalization of L and L∗ thanks to the following proposition.
Proposition 2.3 Assume (A). Fix the normalization of L. Then, the normalization of L∗
an be hosen in order to have for any nonnegative measurable funtional F on Ω
N
(∫ ζ
0
ds F (̂s)
)
= E
[∫ L∗∞
0
du F (X·∧L∗−1u )
]
and the dual identity
N∗
(∫ ζ
0
ds F (̂s)
)
= E
[∫ L∞
0
dv F (X·∧L−1v )
]
.
Proof. We denote by X̂←−
T
the path X←−
T
reversed at its lifetime g
T
. Observe that
X̂←−
T = X̂T ◦ θgT (X̂T )
(we use the fat that the minimum of X over [0, T ] is attained P-a.s. at a unique time). We
also denote by X̂−→
T
the path X−→
T
reversed at its lifetime T − g
T
. Similarly, we see that
X̂−→
T = X̂T
·∧gT (X̂
T )
.
The duality property implies that(
X̂←−
T , X̂−→
T
)
(law)
=
(−→
XT ,
←−
XT
)
.
Let G be any nonnegative measurable funtional on Ω. Use Lemma 2.2 to get:
E
[
F (X̂←−
T )G(X̂−→
T )
]
= E
[∫ L∞
0
dve−αL
−1
v F (X̂L
−1
v )
]
N
(∫ ζ
0
dsαe−αsG(ω̂s)
)
.
On the other hand, by replaing X with −X, we see that Lemma 2.2 also implies
E
[
F (
−→
XT )G(
←−
X T )
]
= E
[∫ L∗∞
0
due−αL
∗−1
u G(X·∧L∗−1u )
]
N∗
(∫ ζ
0
dsαe−αsF (·∧s)
)
.
Thus, for any α > 0
E
[∫ L∗∞
0
due−αL
∗−1
u G(X·∧L∗−1u )
]
N∗
(∫ ζ
0
dse−αsF (·∧s)
)
= E
[∫ L∞
0
dve−αL
−1
v F (X̂L
−1
v )
]
N
(∫ ζ
0
dse−αsG(ω̂s)
)
. (6)
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By letting α go to 0, we see that the ratio
N∗
(∫ ζ
0 dsF (·∧s)
)
E
[∫ L∞
0 dvF (X̂
L−1v )
]
does not depend on F , provided it is well-dened (that is the denominator is positive and
nite). Furthermore this ratio oinides with
N
(∫ ζ
0 dsG(̂
s)
)
E
[∫ L∗∞
0 duG(X·∧L∗−1u )
]
for any G suh that the denominator is positive and nite. We an hoose the normalization
of N∗, or equivalently L∗, so that both ratios are equal to 1. 
In the spetrally positive ase, the rst identity of Proposition 2.3 has been proved by Le
Gall and Le Jan in [12℄ by a dierent method.
Immediate appliations of Proposition 2.3 are the following identities due to Silverstein
(see [18℄), also mentioned in Rogers' paper [17℄ :
N
(∫ ζ
0
dse−αs−βs
)
= 1/κ∗(α, β)
N∗
(∫ ζ
0
dse−αs+βs
)
= 1/κ(α, β) .
We an also derive from Proposition 2.3 the Wiener-Hopf fatorisation of the ladder exponents:
κ(α, iβ)κ∗(α,−iβ) = α+ ψ(β).
Indeed, (3) gives the following deomposition:∫ +∞
0
dt e−αt+iβXt =
∑
i∈ß
∫ di
gi
dt e−αt+iβXt =
∑
i∈ß
e−αgi+iβXgi
∫ ζi
0
ds e−αs+iβi(s) .
Taking the expetations and using the ompensation formula, we get
1/(α + ψ(β)) = E
[∫ L∞
0
du e
−αL−1u +iβX
L
−1
u
]
N
(∫ ζ
0
dse−αs+iβs
)
.
whih yields the Wiener-Hopf fatorization thanks to Proposition 2.3.
2.2 The Lévy proess onditioned to stay positive or negative.
We introdue now the proess onditioned to stay positive, resp. negative, denoted by X↑,
resp. X↓. Bertoin in [3℄ provides a pathwise onstrution of X↑ and X↓ from onatenation
of the exursions of X in (0,+∞), resp. (−∞, 0). Let us reall briey this onstrution whose
details an be found in [3℄, Setion 3.
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Although Bertoin's onstrution holds in a general setting, we assume (A). We denote
by (Ft)t≥0 the natural ltration of X ompleted with the P-null sets of F . Then, X is a
semimartingale. Its ontinuous loal martingale part is proportional to a standard Brownian
motion and is independent of the non-ontinuous part. Let us denote by ℓ its semimartingale
loal time at 0. We onsider
A+t =
∫ t
0
ds1{Xs>0} and A
−
t =
∫ t
0
ds1{Xs≤0} .
Let us denote by α+, resp. α−, the right-ontinuous inverse of A+, resp. A−:
α+t = inf{s ≥ 0 : A
+
s > t} and α
−
t = inf{s ≥ 0 : A
−
s > t} ,
(with the usual onvention inf ∅ = ∞). Let x be a real number. We denote its positive part,
resp. negative part, by x+, resp. x−. We dene a new proess X
↑
by
X↑t = Xα+t
+
1
2
ℓα+t
+
∑
0<s≤α+t
1{Xs≤0}(Xs−)+ + 1{Xs>0}(Xs−)− if t < A
+
∞
and by X↑t = +∞ if not. When X has no Brownian part, X
↑
an be viewed as the onate-
nation of the exursions of X in (0,+∞). Similarly, we dene X↓ by
X↓t = Xα−t
−
1
2
ℓα−t
−
∑
0<s≤α−t
1{Xs≤0}(Xs−)+ + 1{Xs>0}(Xs−)− if t < A
−
∞
and by X↓t = −∞ if not. The laws of X
↑
and X↓ an be reovered by a harmoni transform:
Denote by q+t (x, dy) and q
−
t (x, dy) the semigroup of the Lévy proess killed respetively in
(−∞, 0] and (0,+∞). One an show (see Silverstein in [18℄) that the funtions U∗([0, x]) and
U([0, x]) are superharmoni respetively for q+ and for q− and that the following kernels
p+t (x, dy) =
U([0, y])
U([0, x]
q+t (x, dy), x > 0
and
p−t (x, dy) =
U∗([0,−y])
U∗([0,−x])
q−t (x, dy), x < 0
dene two sub-markovian semigroups. Bertoin has shown in [3℄, Theorem 3.4 that X↑ and
X↓ are Markov proesses started at 0 with respetive semigroups p+ and p−. If X does not
drift to −∞, resp. +∞, then, p+, resp. p−, is markovian and X↑, resp. X↓, has an innite
lifetime. More preisely, if X does not drift to −∞, then, we an show that
X↑t <∞ , t ≥ 0 and limt→∞
X↑t =∞ . (7)
Proof. If X does not drift to −∞, it is easy to hek that limt→∞A
+
t = ∞, P-a.s. and
then, X↑t < ∞, t > 0. If X drifts to +∞, we have α
+
t+A+σ0
= σ0 + t; , t ≥ 0, where
σ0 = sup{s ≥ 0 : Xs ≤ 0} <∞. Thus,
X↑
t+A+σ0
≥ Xσ0+t −−−→t→∞
+∞ .
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If X osillates, we must onsider to ases: Suppose rst that π 6= 0, then,
lim
t→∞
X↑t ≥
∑
s>0
1{Xs≤0}(Xs−)+ + 1{Xs>0}(Xs−)− =∞ .
If π is null, then by assumption (A) there is a Brownian omponent and limt→∞ ℓt =∞ that
yields the desired result. 
In partiular ases, we reover lassial denitions of the proess onditioned to stay
positive:
- In the Brownian ase, U∗([0, x]) = U((−x, 0]) = x and p+ is the semigroup of the three-
dimensional Bessel proess started at 0.
- In the spetrally positive ase and the stable ase, Chaumont has shown in [7℄ and [9℄ that if
the Lévy proess does not drift to −∞ and if 0 is regular for (0,+∞), then, for any bounded
Ft measurable funtional F that is ontinuous for the Skorokhod topology on Ω:
E
[
F (X↑)
]
= lim
x→0
lim
T→+∞
Ex [F (X) | IT ≥ 0] .
- In the spetrally negative ase, Bertoin (see [3℄) gives another onstrution of X↑ that
generalizes Pitman's theorem for Brownian motion (see Pitman [16℄).
Let us denote by X̂←−
t
the path X←−
t
reversed at its lifetime g
t
. We denote by (X↓s ; 0 ≤ s <
A−t ) (resp. (X
↑
s ; 0 ≤ s < A
+
t )) the proess X
↓
(resp. X↑) stopped at the random time A−t
(resp. A+t ). We need the following theorem due to Bertoin that links the proess onditioned
to stay positive with exursion theory:
Theorem 2.4 (Bertoin, [3℄, Theorem 3.1) For every t > 0, the following identity holds(
X̂←−
t , X−→
t
)
(law)
=
(
(X↓s )0≤s<A−t
, (X↑s )0≤s<A+t
)
.
Remark. If X drifts to +∞, then, the previous identity holds with t =∞ as to say that X↑
has the same law as the post-inmum proess (see Millar in [14℄).
In Setion 4, we use another identity that is proved in [1℄ (see also [13℄). From now on
until the end of this setion, we assume that X does not drift to −∞. For any t > 0 we set
Jt = inf
s∈[t,∞)
X↑s
and
dt = inf{s > t : St = Xs} .
Lemma 2.5 (Bertoin, [1℄, Lemme 4)(
S(dt+gt−t)−
−X(dt+gt−t)− , Sdt
)
t≥0
(law)
=
(
X↑t − Jt , Jt
)
t≥0
.
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Proof: Although Bertoin in Lemma 4 of [1℄ only onsiders the ase of X → +∞ (taking X↑
as the post-inmum proess), the proof an be adapted when X osillates thanks to Theorem
2.4 and the arguments are exatly the same. 
The proess X↑ − J is a strong Markov proess and 0 is a regular value. We denote by
K its loal time at 0 normalized in order it is distributed as L∗. Let us denote by (gi, di) ,
i ∈ ß↑ the exursion intervals of X↑ − J above 0:
{s ≥ 0 : X↑s > Js} =
⋃
i∈I↑
(gi, di) ,
We dene
wi(s) = ∆Jgi + (X
↑ − J)(s+gi)∧di , s ≥ 0 , i ∈ I
↑ .
Then, Lemma 2.5 implies that
N ↑(dkdw) =
∑
i∈I↑
δ(Kgi ,wi) (8)
is a Poisson point proess with intensity dkN̂∗(dw), where N̂∗ is the law of ω̂ζ under N∗(dω).
We use this result in Setion 4.
3 Reversion formulas.
Let x and t be two positive real numbers. We rst deompose the law of X̂σx(t) on the event
{Xσx(t) > x} in terms of the law of X, the Lévy measure π and the funtion that is dened
on (0,+∞)× (0,+∞) by (s, a) = P(Is ≥ −a). From lassial utuation identities we have∫
(0,+∞)×(0,+∞)
dsda exp(−s− µa)(s, a) =
κ(, 0)
µκ(, µ)
.
We also write (a) for the limit lims→+∞ (s, a) that is positive if and only if X drifts to +∞
(or equivalently p > 0 ). To simplify notations, we write Pr for the law of the Lévy proess
started at r. We prove the rst reversion formula:
Theorem 3.1 Assume that π harges (0,+∞). Then for any positive numbers x and t, and
for any bounded measurable funtional F on Ω,
E
[
F (X̂σx(t)); σx(t) <∞; Xσx(t) > x
]
=
∫
(0,+∞)
π(dr)
∫ t
0
duEr [F (X·∧u)(t− u,Xu − x); x < Xu ≤ x+ r] .
Consequenes. (i) If X drifts to +∞, then (a) > 0 for any positive real number a. Thanks
to Theorem 3.1 we get
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E[
F (X̂σx(t))
(Xσx(t) − x)
(t− σx(t),Xσx(t) − x)
; σx(t) <∞; Xσx(t) > x
]
=
∫
(0,+∞)
π(dr)
∫ t
0
du Er [F (X·∧u)(Xu − x) ; x < Xu ≤ x+ r ] . (9)
Observe that P-a.s. σx(t) = σx for all t suiently large. Thus, P-a.s.
F (X̂σx(t))
(Xσx(t) − x)
(t− σx(t),Xσx(t) − x)
1{σx(t)<∞; Xσx(t)>x}
−−−→
t→∞
F (X̂σx)1{Xσx>x} .
Sine (Xσx(t)−x)/(t−σx(t),Xσx(t)−x) is smaller than 1, dominated onvergene applies and
we dedue from (9) that
E
[
F (X̂σx) ; Xσx > x
]
=
∫
(0,+∞)
π(dr)
∫ +∞
0
du Er [F (X·∧u)(Xu − x) ; x < Xu ≤ x+ r ] .
(ii) By the duality property applied in the right side of Theorem 3.1, we see that under
P(· | Xσx(t) > x)
X·∧σx(t)−
(law)
= X̂σx(t)− .
Proof of Theorem 3.1. Let ǫ be a positive real number and let (σn)n≥0 be the inreasing
sequene of the jump times {s ≥ 0 : ∆Xs > ǫ}. Reall that
∑
s∈J δ(s,∆Xs) is a Poisson
measure with intensity dlπ(dr). Let f be a bounded funtion on R. Consider the event
Aǫ = {σx(t) <∞; infs∈[σx(t),t]Xs > ǫ+ x} and set
a(ǫ) = E
[
F (X̂σx(t)−)f(∆Xσx(t)) ; Aǫ
]
.
Observe that
a(ǫ) =
∑
n≥0
E
[
F (X̂σn−)f(∆Xσn); σn < t; Xσn− < x; Xσn + inf
[0,t−σn]
X ◦ θσn > ǫ+ x
]
.
Apply the Markov property at σn in order to get
a(ǫ) =
∑
n≥0
E
[
F (X̂σn−)f(∆Xσn)(t− σn,Xσn − ǫ− x) ; σn < t; Xσn− < x
]
.
Then,
a(ǫ) = E
 ∑
s∈J : s≤t
1{∆Xs>ǫ; Xs−<x}F (X̂
s−)f(∆Xs)(t− s,Xs− +∆Xs − ǫ− x)
 .
14
Apply the ompensation formula to get:
a(ǫ) =
∫
(ǫ,+∞)
π(dr)f(r)
∫ t
0
duE
[
F (X̂u)(t− u,Xu + r − ǫ− x); x+ ǫ− r < Xu < x
]
and by duality
a(ǫ) =
∫
(ǫ,+∞)
π(dr)f(r)
∫ t
0
duE [F (X·∧u)(t− u,Xu + r − ǫ− x); x+ ǫ− r < Xu < x] .
(10)
Next, observe that P-a.s.
lim
ǫ→0
1Aǫ = 1{σx(t)<∞; Xσx(t)>x}
and omplete the proof by letting ǫ go to 0 and using dominated onvergene in the left side
of (10) and monotone onvergene in the right side. 
We get a similar result for the reversed path at τx on the event {Xτx > x}:
Theorem 3.2 Assume that π harges (0,+∞). Then, for any positive real number x and for
any bounded measurable funtional F on Ω,
E
[
F (X̂τx); τx <∞; Xτx > x
]
=
∫
(0,+∞)
π(dr)
∫ +∞
0
du Er [F (X·∧u) ; x < Xu ≤ x+ Iu ] .
Remark. In the subordinator ase we get immediately the well-known formula:
E [f(Xτx−,Xτx) ; Xτx > x] =
∫
[0,x]
V (da)
∫
(x−a,+∞)
π(dr)f(a, a+ r) ,
where V denote the potential measure assoiated with X.
Proof of Theorem 3.2. Let f be a bounded measurable funtion on R. Observe that
E
[
F (X̂τx−)f(∆Xτx); τx <∞; Xτx > x
]
= E
∑
s≥0
1{Ss−≤x ; ∆Xs+Xs−>x}F (X̂
s−)f(∆Xs)
 .
Apply the ompensation formula to get
E
[
F (X̂τx−)f(∆Xτx); τx <∞; Xτx > x
]
=
∫
(0,+∞)
π(dr)f(r)
∫ +∞
0
du E
[
F (X̂u); Su ≤ x; r +Xu > x
]
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and the result follows by the duality property. 
Reall that if the Lévy measure harges (0,+∞), the exursion under the supremum
may end with a jump. We now give a deomposition of the law of the exursion under the
supremum reversed at its nal jump time.
Theorem 3.3 Assume (A) and that π harges (0,+∞). Then, for any nonnegative measur-
able funtional F on Ω,
N∗
(
F (̂ζ) ; ζ > 0
)
=
∫
(0,+∞)
π(dr)Er
[∫ L∞
0
dv F (X·∧L−1v )1{XL−1v
>0}
]
.
Remark. In the spetrally positive ase, if we take L = −I, then, L−1x = τ−x. Theorem 3.3
shows that under N∗(· ∩ {ζ > 0}), the law of ζ− admits a density with respet to Lebesgue
measure that is given by
x −→ 1(−∞,0)(x)P(I∞ < x)π((−x,+∞))
Furthermore, under N∗(· | ζ− = −x), the patĥζ− is distributed asX·∧τ−x underP(· | τx <∞).
This result has been used by Bertoin in [2℄ and [1℄.
Proof of Theorem 3.3. For any nonnegative measurable funtion f on R, we have the
following deomposition:
N∗
(
F (ω̂ζ−)f(∆ζ); ζ > 0
)
= N∗
∑
s≥0
1{s−+∆s>0}F (ω̂
s−)f(∆s)
 .
Observe that under N∗ is markovian with the transition kernel of the Lévy proess killed in
[0,+∞). We an apply the ompensation formula to get
N∗
(
F (ω̂ζ−)f(∆ζ); ζ > 0
)
= N∗
(∫ ζ
0
ds F (ω̂s)
∫
(0,+∞)
π(dr)f(r)1{s+r>0}
)
that yields the theorem thanks to Proposition 2.3. 
4 Appliations.
4.1 First Williams' deomposition theorem.
From now on until the end of the present artile, we assume (A) and we suppose
that X does not drift to −∞ Let x be a positive real number. Williams has shown in
[19℄ that the standard real Brownian motion reversed at the rst hitting time of (x,+∞) is
distributed as the three-dimensinal Bessel proess up to its last passage time at x. In this
setion, we extend Williams' result to general Lévy proesses, the role of the three-dimensional
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Bessel proess being played by the Lévy proess onditioned to stay positive. In order to avoid
umbersome notation, we set for any positive real numbers x and t
σ−→
t
x = σx(X−→
t) = sup{s ∈ [0, t− g
t
] : Xs+g
t
− It ≤ x} ,
σ↑x = σx(X
↑) = sup{s ≥ 0 : X↑s ≤ x} ,
τ−→
t
x = τx(X−→
t) = inf{s ∈ [0, t− g
t
] : Xs+g
t
− It > x} ,
τ↑x = τx(X
↑) = inf{s ≥ 0 : X↑s > x} ,
(with inf ∅ = sup ∅ = +∞). Observe that σ−→
t
x may be innite if Xt − inf [0,t]X < x. Under
P(· ∩ { σ−→
t
x <∞}) we dene
Y t = X−→
t ◦ θ σ
−→
t
x
Similarly we denote
Y = X↑ ◦ θ
σ↑x
that is well-dened thanks to (7) and our assumptions. Notie that Y t and Y rely on x
although it does not appear in the notations. We reall that Y←− and Y−→ are respetively the
pre-inmum proess and the post-inmum proess of Y . The following theorems desribe the
law of the path X↑ reversed at time σ↑x : the rst theorem onerns the ase of a jump :
∆X↑
σ↑x
> 0; the seond theorem deals with the proess leaving ontinuously level x.
Theorem 4.1 Assume that π harges (0,+∞). Let x > 0.
(i)
(
X̂↑
σ↑x
, Y←−
)
under P(· | X↑
σ↑x
> x)
(law)
=
(
∆Xτx +X·∧gτx , X̂
τx−
·∧(τx−gτx )
)
under P(· |
Xτx > x).
(ii) Under P(· | X↑
σ↑x
> x), Y−→ is independent of (X
↑
·∧σ↑x
, Y←−) and distributed as X
↑
.
Theorem 4.2 Assume that d∗ > 0. Then, for any x > 0,
(i) P(X↑
σ↑x
= x) = P(Xτx = x) = d
∗u∗(x) and X̂τx under P(· | Xτx = x) is distributed as
X↑
·∧σ↑x
under P(· | X↑
σ↑x
= x).
(ii) Under P(· | X↑
σ↑x
= x), X↑ ◦ θ
σ↑x
and X↑
·∧σ↑x
are mutually independent and X↑ ◦ θ
σ↑x
is
distributed as X↑.
Remark. We assume that π harges (−∞, 0). Then, the exursion under the inmum may
end with a negative jump. The dual form of the reversion formula of Theorem 3.3 gives
N (F (·∧ζ−) ; ζ < 0) =
∫
(−∞,0)
π(dr)E
[∫ L∗∞
0
du1{X
L
∗−1
u
<−r}F (X̂
L∗−1u )
]
. (11)
We assume moreover that d∗ > 0. By Lemma 2.1, it follows that under N(· ∩ {ζ < 0}), ζ−
admits a density with respet to Lebesgue measure given by
N (ζ− ∈ dx ; ζ < 0) = u
∗(x)π((−∞,−x))m(dx) .
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By ombining (11) with Lemma 2.1, Theorem 4.2 implies that for any x > 0,
X↑
·∧σ↑x
under P(· | X↑
σ↑x
= x)
(law)
= ·∧ζ− under N(· | ζ− = x) .
This result is due to Chaumont in the stable ase (see [7℄).
Proof of Theorem 4.1. First observe that τx(J) = σ
↑
x a.s., then
σ↑x
(law)
= inf{t > 0 : Sdt > x} = gτx .
Set
γ = σ↑x + g(Y ) = inf{t > σ
↑
x : X
↑
t = Jt} .
Then,
γ
(law)
= τx . (12)
We dene the funtional Σ by
Σt(X) =
(
S(dt+gt−t)−
−X(dt+gt−t)−
, Sdt
)
, t ≥ 0 .
Dedue from (12) and from the fat that dτx = τx that(
(X↑ − J)γ+t , Jγ+t − Jγ
)
t≥0
(law)
= (Σt(X ◦ θτx))t≥0 . (13)
Sine
Y−→t = (X
↑ − J)γ+t + (Jγ+t − Jγ)
we dedue from the Markov property applied at τx in the right member of (13) that Y−→ is
independent of X↑·∧γ and that Y−→ has the same distribution as X
↑
, whih proves Theorem 4.1
(ii) and also Theorem 4.2 (ii) beause
X↑ ◦ θ
σ↑x
= Y−→ on {X
↑
σ↑x
= x} .
Next, we denote by K−1 the right-ontinuous inverse of K:
K−1u = inf{t ≥ 0 : Kt > u} u ≥ 0.
We need the following lemma:
Lemma 4.3 For any x>0
X↑
·∧K−1x
(law)
= X̂L
∗−1
x .
Proof: We rst index the exursions of X↑ − J above 0 by the orresponding loal time: for
any t ≥ 0, we set
e↑t =
(
(X↑ − J)(K−1t−+s)∧K
−1
t
)
s≥0
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(note that e↑t = 0 if ∆K
−1
t = 0). We do the same thing for the exursions of X under its
supremum and we set
et =
(
(X − S)(L∗−1t− +s)∧L
∗−1
t
)
s≥0
.
We also write U↑t = X
↑
K−1t
. We dedue from Lemma 2.5 that (K−1, U↑) is a subordinator
with the same distribution as (L∗−1, U∗). There exists a measurable funtional F suh that
F
(
(e↑t , U
↑
t )0≤t≤x
)
= X↑
·∧K−1x
, a.s. .
Let us explain more preisely how to reover X↑ from the e↑t and U
↑
t , t ≥ 0: For any s ∈
[0,K−1x ], we dene
g(s) = sup{u ∈ [0, s) : X↑u = Ju} .
The Lévy-Ito deomposition for the subordinator K−1 implies that
Ks = sup
{
a ∈ [0, x] : d∗a+
∑
t<a
ζ(e↑t ) ≤ s
}
and
g(s) = d∗Ks +
∑
t<Ks
ζ(e↑t ) .
Then,
X↑s = e
↑
Ks
(s − g(s)) + U↑Ks .
In order to simplify notations, we set for any t ≥ 0:
êt = ê
ζ(et)−
t .
Lemma 2.5 implies (
e↑t , U
↑
t
)
0≤t≤x
(law)
= (êt, U
∗
t )0≤t≤x . (14)
Sine (et ; t ≥ 0) is a Poisson proess and U
∗
a subordinator, a simple time-reversal argument
show that (
ex−t, Û∗
x
t
)
0≤t≤x
(law)
= (et, U
∗
t )0≤t≤x .
Thus (
e↑t , U
↑
t
)
0≤t≤x
(law)
=
(
êx−t, Û∗
x
t
)
0≤t≤x
(15)
Applying the Lévy-Ito deomposition for the subordinator L∗−1 reversed at time x, it is easy
to hek that
F
(
(êx−t, Û∗
x
t )0≤t≤x
)
= X̂L
∗−1
x , a.s.
and we onlude thanks to (15). 
Let us prove now Theorem 4.1 (i): Let F and G be two nonnegative measurable funtionals
and f be a nonnegative measurable funtion. Set
α = E
[
F
(
X↑
·∧σ↑x−
)
f(∆X↑
σ↑x
)G(Y←−) ; X
↑
σ↑x
> x
]
.
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It is suient to show that
α = E
[
F
(
X̂gτx
)
f(∆Xτx)G
(
X̂τx−·∧(τx−gτx )
)
; Xτx > x
]
. (16)
First observe that
α = E
∑
i∈I↑
1
{X↑gi≤x<X
↑
gi
+wi(0)}
F (X↑·∧gi)f(w
i(0))G(wi − wi(0))
 .
Then by 8, we get
α =
∫ ∞
0
duE
[
F (X↑
·∧K−1u
)N̂∗
(
f(w(0))G(w − w(0)); U↑u ≤ x < U
↑
u + w(0)
)]
.
The previous lemma implies that
α =
∫ ∞
0
duE
[
F (X̂L
∗−1
u )N∗
(
f(∆ωζ)G(ω̂
ζ−); U∗u ≤ x < U
∗
u + ω(ζ)
)]
. (17)
But we have a.s.
1{Xτx>x}
F
(
X̂gτx
)
f(∆Xτx)G
(
X̂τx−·∧(τx−gτx )
)
=
∑
i∈ß∗
1{Xgi≤x<Xgi+ω
i(ζi)}F (X̂
gi)f(∆ωiζi)G(ω̂
i
ζi−
)
Then, the ompensation formula ombined with (17) ahieve the proof of (16). 
Proof of Theorem 4.2: We only need to show (i). From Theorem 4.1, we dedue that
P
(
X↑
σ↑x
> x
)
= P (Xτx > x)
So, we have for any x > 0:
d∗u∗(x) = P(X↑
σ↑x
= x) . (18)
We need the following lemma:
Lemma 4.4 Under the assumptions of Theorem 4.2, we have for any nonnegative measurable
funtional F
E
[∫ ∞
0
duF(X↑
·∧K−1u
)
]
=
∫ ∞
0
dxu∗(x)E
[
F (X↑
·∧σ↑x
) | X↑
σ↑x
= x
]
.
Proof: We argue exatly as in Lemma 2.1 replaing, X by X↑, L∗ by K and τx by σ
↑
x. 
Lemmas 2.1 and 4.4 imply that for any nonnegative measurable funtional F , the set
F =
{
x > 0 : E
[
F (X↑
·∧σ↑x
);X↑
σ↑x
= x
]
= E
[
F (X̂τx);Xτx = x
] }
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is of full Lebesgue measure. We have to show that atually F = (0,+∞): Let x0 > 0, let G
be suh that for any x > 0:
G
(
X↑
·∧σ↑x
)
= 1(x0,∞)(x)F
(
X↑
·∧σ↑x0
)
1
{X↑
σ
↑
x0
=x0}
.
Observe that on {X↑
σ↑x0
= x0}, we have for any x > x0
σ↑x = σx−x0(X
↑ ◦ θ
σ↑x0
) + σ↑x0 .
Then, Theorem 4.1 (ii) (already proved) implies that
E
[
G
(
X↑
·∧σ↑x
)
;X↑
σ↑x
= x
]
= d∗u∗(x− x0)E
[
F
(
X↑
·∧σ↑x0
)
;X↑
σ↑x0
= x0
]
.
Sine G is a set of full Lebesgue measure we an assume that x > x0 is in G and onsequently
E
[
G
(
X↑
·∧σ↑x
)
;X↑
σ↑x
= x
]
= E
[
G
(
X̂τx
)
;Xτx = x
]
.
But
1{Xτx=x}
G
(
X̂τx
)
= F
(
Ẑτx0(Z)
)
1{Zτx0(Z)
=x0 and Xτx−x0
=x−x0} .
where Z = X ◦ θτx−x0 . Applying the Markov property at time τx−x0 , we get that
E
[
G
(
X↑
·∧σ↑x
)
;X↑
σ↑x
= x
]
= d∗u∗(x− x0)E
[
F
(
X̂τx0
)
;Xτx0 = x0
]
whih implies the desired result. 
4.2 Bismut's deomposition.
As a onsequene of Theorem 4.2 and Lemma 2.1, we extend to real Lévy proesses Bismut's
deomposition of the exursion above the inmum.
Theorem 4.5 Assume that d∗ is positive. Then for any nonnegative measurable funtionals
G and D on Ω and any nonnegative measurable funtion f ,
N
(∫ ζ
0
ds G (·∧s) f(s)D ( ◦ θs)
)
=∫ +∞
0
dx f(x)u∗(x)E
[
G
(
X↑
·∧σ↑x
)
|X↑
σ↑x
= x
]
E
[
D
(
X·∧τ−x
)]
.
Remark. The spetrally positive ase is due to Chaumont (see [9℄ ).
Proof. Apply Markov property under N in order to get:
N
(∫ ζ
0
ds G (·∧s) f(s)D ( ◦ θs)
)
= N
(∫ ζ
0
ds G (·∧s) f(s)d(s)
)
,
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where, for any positive number x, d(x) stands for E
[
D
(
X·∧τ−x
)]
. Then, by Proposition 2.3,
we have
N
(∫ ζ
0
ds G (·∧s) f(s)D ( ◦ θs)
)
= E
[∫ L∗∞
0
du G
(
X̂L
∗−1
u
)
f(XL∗−1u )d(XL∗−1u )
]
and we use Lemma 2.1 and Theorem 4.2 to omplete the proof. 
We have seen in Setion 3 that the exursion under the supremum may end with a jump
if π harges (0,+∞). Theorem 3.3 provides a reversion formula for the exursion under the
supremum at its nal jump time. If we assume that d∗ is positive, then, the exursion may
end ontinuously, as to say ζ = 0. More preisely it is lear that N
∗(ζ = 0) = 0 if d
∗ = 0; let
us show that N∗(ζ = 0) = +∞ if d
∗ > 0:
N∗
(
1− e−ζ ; ζ = 0
)
=
∫ +∞
0
dse−sN∗ (ζ > s ; ζ = 0 )
=
∫ +∞
0
dse−sN∗ ([P(Xτa = a)]a=−ωs ; ζ > s )
=
∫ +∞
0
dse−sN∗ (d∗u∗(−s) ; ζ > s ) .
By a hange of variable, we have∫ +∞
0
dse−sN∗ (d∗u∗(−s) ; ζ > s ) =
∫ +∞
0
dse−sN∗
(
d∗u∗(−s/) ; ζ > s/
)
Then for any > 0, we have
N∗
(
1− e−ζ ; ζ = 0
)
≥
d∗
e
inf
x∈(0,1]
u∗(x) N∗
(
sup
s∈[0,1/]
(−s) ≤ 1; ζ > 1/
)
.
But
lim
→+∞
N∗
(
1− e−ζ ; ζ = 0
)
= N∗ (ζ = 0)
≥
d∗
e
inf
x∈(0,1]
u∗(x) lim
→+∞
N∗
(
sup
s∈[0,1/]
(−s) ≤ 1; ζ > 1/
)
= +∞ .
The following theorem omplements Theorem 3.3 by providing a reversion identity for the
exursion under the supremum ending ontinuously.
Theorem 4.6 Assume that dd∗ > 0. Then, for any nonnegative measurable funtional F on
Ω,
d N∗
(
F (̂ζ) ; ζ = 0
)
= d∗ N (F () ; ζ = 0 ) .
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Remark. The theorem remains true if d∗d = 0: in that ase, it just means that either
N∗(ζ = 0) = 0 or N(ζ = 0) = 0.
Proof. We prove the following identity:
d N∗
(∫ ζ
0
dsF (̂ζ·∧s) ; ζ = 0
)
= d∗ N
(∫ ζ
0
dsF (·∧s) ; ζ = 0
)
, (19)
whih easily leads to the statement of the theorem. First, observe that
̂ζ·∧s = ◦̂ θζ−s .
After the hange of variable s → ζ − s, the Markov property under N∗ ombined with the
latter observation give
d N∗
(∫ ζ
0
dsF (̂ζ·∧s) ; ζ = 0
)
= d N∗
(∫ ζ
0
dsE
[
F
(
X̂τ−s
)
; Xτ−s = −s
])
.
By Proposition 2.3 and the dual version of Lemma 2.1, it follows that
d N∗
(∫ ζ
0
dsF (̂ζ·∧s) ; ζ = 0
)
= d
∫ +∞
0
dx u(−x)E
[
F
(
X̂τx
)
; Xτx = x
]
= dd∗
∫ +∞
0
dx u∗(x)u(−x)E
[
F
(
X̂τx
)
| Xτx = x
]
.
Use Proposition 2.3 and Lemma 2.1 to get
dd∗
∫ +∞
0
dx u∗(x)u(−x)E
[
F
(
X̂τx
)
| Xτx = x
]
= d∗ N
(∫ ζ
0
dsF (·∧s) ; ζ = 0
)
that is the desired result. 
4.3 The seond Williams' deomposition theorem.
Williams has shown in [19℄ that the Brownian exursion splits at its maximum in two three-
dimensional Bessel proesses stopped at a ertain hitting time. In this setion, we extend this
result to general Lévy proesses. To simplify, we set
ZT = X−→
T ◦ θ τ
−→
T
x
under P(· ∩ { τ−→
T
x <∞}) and Z = X
↑ ◦ θ
τ↑x
.
We rst prove the following proposition.
Proposition 4.7 (i) For any bounded measurable funtional F on Ω,
E
[
F
(
X↑
·∧τ↑x
)]
= N
(
F
(
·∧τx()
)
U
(
(−τx(), 0]
)
; τx() <∞
)
.
Thus, P(X↑
τ↑x
= x) > 0 if and only if d∗ > 0.
(ii) If d∗ > 0, then, under P(· | X↑
τ↑x
= x), Z←− and Z−→ are mutually independent; the proess
Z−→ has the same law as X
↑
and the law of Z←− is haraterized by the following identity that
holds for any nonnegative measurable funtional F on Ω:
E
[
F (Z←−)
]
=
1
U((−x, 0])
E
[∫ L∞
0
dvF (X·∧L−1v )1{XL−1v
>−x}
]
.
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Remark. Reall from Setion 2.1, that under P(· | X↑
τ↑x
= x), the proess x+Z is markovian
with a transition kernel given by
p+t (y, dz) =
U((−z, 0])
U((−y, 0])
q+t (y, dz) , y ≥ 0 ,
where q+t stands for the semigroup of the Lévy proess killed in (−∞, 0]. Then, the latter
proposition ombined with Lemma 2.1 gives the following orollary.
Corollary 4.8 Assume that dd∗ > 0. Let X↑(x) denote the Lévy proess started at x > 0 and
onditioned to stay positive. The path X↑(x) has the following deomposition at its inmum:
(i) The pre-inmum proess X↑←−(x) and the post-inmum proess X
↑
−→(x) are mutually inde-
pendent and X↑−→(x) is distributed as the Lévy proess onditioned to stay positive started at
0.
(ii) The law of the inmum of X↑(x) admits a density with respet to Lebesgue measure that
is given by:
y −→ 1[0,x](y)
u(y − x)
U((−x, 0])
and under P(· | infX↑(x) = y), X↑←−(x) is distributed as x+X·∧τy−x under P(· | Xτy−x = y−x).
Remarks. (i) We an atually show that the orollary remains true even if d∗ = 0.
(ii) When X does not drift to −∞ the result is Theorem 5 of Chaumont [9℄ (see also [7℄ and
see also [8℄).
Proof of Proposition 4.7. Let T be independent of X and exponentially distributed with
parameter α. Reall from Lemma 2.2 that for any nonnegative measurable funtional H
dened on Ω,
E
[
H
(
X−→
T
)]
=
α
κ(α, 0)
N
(∫ ζ
0
ds e−αsH (·∧s)
)
.
Let G and D be nonnegative measurable funtionals on Ω. Take
H() = 1{τx()<∞}G((· ∧ τx()))D( ◦ θτx()) , ∈ Ω .
Then,
E
[
G
(
X−→
T
·∧ τ
−→
T
x
)
D
(
X−→
T ◦ θ τ
−→
T
x
)
; τ−→
T
x <∞
]
=
α
κ(α, 0)
N
(
1{τx()<∞}G
(
·∧τx()
)
e−ατx()
∫ ζ−τx()
0
ds e−αsD
((
◦ θτx()
)
·∧s
))
.
Apply the Markov property under N in order to get
E
[
G
(
X−→
T
·∧ τ
−→
T
x
)
D
(
X−→
T ◦ θ τ
−→
T
x
)
; τ−→
T
x <∞
]
= N
(
1{τx()<∞}e
−ατx()G
(
·∧τx()
)
dα(τx())
)
, (20)
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where for any a > 0,
dα(a) =
1
κ(α, 0)
E [D(X·∧T ) ; IT > −a] .
Take D = 1 in (20). We get
E
[
G
(
X−→
T
·∧ τ
−→
T
x
)]
= N
(
1{τx()<∞}e
−ατx()G
(
·∧τx()
) P(IT > −τx())
κ(α, 0)
)
.
Next we need the following lemma:
Lemma 4.9 Let α > 0 and Tα be independent of X and exponentially distributed with pa-
rameter α. Let F , G and K be three bounded measurable funtionals on Ω. Under the same
assumptions as Theorem 4.1, we have
lim
α→0
E
[
F
(
X−→
Tα
·∧ σ
−→
Tα
x
)
G(Y←−
Tα)K(Y−→
Tα); σ−→
Tα
x <∞
]
= E
[
F
(
X↑
·∧σ↑x
)
G(Y←−)K(Y−→)
]
.
Proof. It is suient to show the limit
lim
s→+∞
E
[
F
(
X−→
s
·∧ σ
−→
s
x
)
G(Y←−
s)K(Y−→
s); σ−→
s
x <∞
]
= E
[
F
(
X↑
·∧σ↑x
)
G(Y←−)K(Y−→)
]
.
We use the notation of Setion 2.2. Reall that A+s =
∫ s
0 du1{Xu>0}. From Theorem 2.4, we
have
(X−→
s
u)0≤u<s−g
s
(law)
= (X↑u)0≤u<A+s . (21)
Set β = σ↑x+g(Y ). By (7), β <∞. In order to avoid umbersome notations, we denote by W
and W ′ respetively the pre-inmum proess and the post-inmum proess of X↑ ◦θσx(X↑,A+s ).
Let M > 0 be an upper bound for F,G and K. Observe that on {A+s > β}, we have
σx(X
↑, A+s ) = σ
↑
x and
F
(
X↑
·∧σx(X↑,A
+
s )
)
G (W )K
(
W ′
)
= F
(
X↑
·∧σ↑x
)
G(Y←−)K(Y−→) . (22)
Then by (21) and (22), we have
E
[
F
(
X−→
s
·∧ σ
−→
s
x
)
G(Y←−
s)K(Y−→
s)
]
= E
[
F
(
X↑
·∧σx(X↑,A
+
s )
)
G (W )K
(
W ′
)
; A+s ≤ β
]
+E
[
F
(
X↑
·∧σ↑x
)
G(Y←−)K(Y−→); A
+
s > β
]
.
Consequently,∣∣∣ E [F (X−→s·∧ σ−→sx)G(Y←−s)K(Y−→s)]−E [F (X↑·∧σ↑x)G(Y←−)K(Y−→)] ∣∣∣ ≤ 2M3 P(β ≥ A+s ) .
But lims→∞A
+
s =∞. So lims→∞P(β ≥ A
+
s ) = 0 whih yields the lemma. 
Let us ahieve the proof of the proposition: Lemma 4.9 implies
lim
α→0
E
[
G
(
X−→
T
·∧ τ
−→
T
x
)]
= E
[
G
(
X↑
·∧τ↑x
)]
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Next, we dedue from Lemma 2.2 that for any a > 0
lim
α→0
P(IT > −a)
κ(α, 0)
= E
[∫ L∞
0
dv1{X
L
−1
v
>−a}
]
= U((−a, 0]) ,
whih yields (i) by dominated onvergene.
Assume now that the drift oeient d∗ is positive. Let D1 and D2 be two nonnegative
measurable funtionals on Ω. Take,
D() = D1(←−)D2(−→) and G() = 1{τx()<∞; (τx())=x} ,
in (20). From Lemma 2.2, we note that
dα(a) =
1
κ(α, 0)
E
[
D1(X←−
T ) ; IT > −a
]
E
[
D2(X−→
T )
]
= E
[∫ L∞
0
dve−αL
−1
v D1(X·∧L−1v )1{XL−1v
>−a}
]
E
[
D2(X−→
T )
]
.
Thus, (20) gives
E
[
F
(
X−→
T
·∧ τ
−→
T
x
)
D
(
X−→
T ◦ θ τ
−→
T
x
)
; τ−→
T
x <∞; X−→
T
τ
−→
T
x
= x
]
= E
[
D2(X−→
T )
]
×N
(
e−ατx() ; τx() <∞; τx() = x
)
E
[∫ L∞
0
dve−αL
−1
v D1(X·∧L−1v )1{XL−1v
>−x}
]
. (23)
To get (ii), pass to the limit α→ 0 in (23) using Lemma 4.9 to write:
lim
α→0
E
[
D
(
X−→
T ◦ θ τ
−→
T
x
)
; τ−→
T
x <∞; X−→
T
τ
−→
T
x
= x
]
=
E
[
F (X↑
·∧τ↑x
)D1(Z←−)D2(Z−→) ; X
↑
τ↑x
= x
]
.
and
lim
α→0
E
[
D2(X−→
T )
]
= E
[
D2(X
↑)
]
.

We are now able to state the seond Williams' deomposition theorem.
Theorem 4.10 Assume that π harges (0,+∞). Suppose also that d∗ > 0 and that X osil-
lates.
(i) The law of g() under N admits a density with respet to Lebesgue measure that is given by
x −→
1
d∗
N∗ (τ−x() <∞)N
(
τx() <∞; τx() = x
)
.
(ii) Under N(· | g() = x), the proesses ·∧g() and ◦θg() are mutually independent. Furthermore,
- the proess ·∧g() is distributed as X
↑
·∧τ↑x
under P(· | X↑
τ↑x
= x);
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- the law of ◦ θg() is absolutely ontinuous with respet to the law of X
↓
·∧τ↓−x
and the
orresponding density is ϕ(X↓
τ↓−x
), where
1
ϕ(y)
= U∗([0,−y))N∗(τ−x() <∞) , y ∈ (−∞, 0) .
Remark. The spetrally positive ase is due to Chaumont in [9℄ or [7℄.
Proof. Let G and D be two nonnegative measurable funtionals on Ω. From Proposition 4.7
(i) and the orresponding dual equality, we get for any x > 0,
E
[
G
(
X↑
·∧τ↑x
)]
= N
(
G
(
·∧τx()
)
U
(
(−τx(), 0]
)
; τx() <∞
)
and
E
[
D
(
X↓
·∧τ↓−x
)]
= N∗
(
D
(
·∧τ−x()
)
U∗
(
[0,−τ−x())
)
; τ−x() <∞
)
.
The various assertions of the theorem then follow from the identity
N
(
G
(
·∧g()
)
D
(
◦ θg()
))
=
1
d∗
∫ +∞
0
dx N
(
G
(
·∧τx()
)
; τx() = x
)
N∗
(
D
(
·∧τ−x()
)
; τ−x() <∞
)
, (24)
whih we now prove.
Let a and b be two positive real numbers. Observe that
{a ≤ g() < a+ b} = {τa() <∞} ∩ {sup ◦ θτa() < b+ a− τa() } .
On this event, ◦ θg() is the post-supremum proess of ◦ θτa(). Hene, by the Markov property
under N at τa(), we have
N
(
G
(
·∧τa()
)
D
(
◦ θg()
)
; a ≤ g() < a+ b
)
= N
(
G
(
·∧τa()
)
d(τa()); τa() <∞
)
,
where for any positive number x,
d(x) = E
[
D
(−→
X τ−x
)
; Sτ−x < b+ a− x
]
.
Let us write d(x) in a more suitable form. First, observe that
d(x) = E
∑
j∈ß∗
1{Xgj<b+a−x ; Igj>−x}
D
(
j
·∧τ−x−Xgj
(j)
)
1{τ−x−Xgj
(j)<∞}
 .
Then, apply the ompensation formula to get
d(x) = E
[∫ ∞
0
du1{X
L
∗−1
u
<b+a−x ; I
L
∗−1
u
>−x}N
∗
(
D
(
·∧τ−x−X
L
∗−1
u
()
)
1{τ−x−X
L
∗−1
u
()<∞}
)]
.
27
Set for any real numbers x and y,
v(x, y) = 1[0,+∞)(x)1[0,+∞)(y)u
∗(y)P
(
Iτy > −x | Xτy = y
)
.
Then, for any a ≤ x < a+ b, Lemma 2.1 implies
d(x) =
∫ a+b−x
0
dyu∗(y)E
[
1{Iτy>−x}
N∗
(
D(·∧τ−x−y()); τ−x−y() <∞
)
| Xτy = y
]
=
∫ a+b
a
dy v(x, y − x)N∗
(
D(·∧τ−y()); τ−y() <∞
)
.
Thus,
N
(
G
(
·∧τa()
)
D
(
◦ θg()
)
; a ≤ g() < a+ b
)
=
∫ a+b
a
dy
×N
(
1{τa()<∞}v(τa(), y − τa())G
(
·∧τa()
) )
N∗
(
D
(
·∧τ−y(); τ−y() <∞
))
(25)
Next, set for any positive integer n,
mn =
[2ng()]
2n
and yn =
[2ny]
2n
, y ≥ 0 .
We apply (25) with a = i2−n and b = 2−n for every integer i ≥ 0, and we sum over i. It
follows that
N
(
G
(
·∧τmn ()
)
D
(
◦ θg()
))
=
∫ +∞
0
dy
×N
(
1{τyn ()<∞}
v(τyn (), y − τyn ())G
(
·∧τyn()
))
N∗
(
D
(
·∧τ−y(); τ−y() <∞
))
. (26)
Let ǫ,A > 0. It is suient to prove (24) for
G() = 1{ζ()>ǫ; sup≤A}F () and D() = 1{ζ()>ǫ}K()
where F () and K() depend ontinuously on the values of at some nitely many positive
times. Assumption (A) implies that X attains ontinuously its supremum on any nite time
interval (see Millar [15℄). So does the exursion above the inmum. Thus, τmn() inreases to
g() when n goes to innity N -almost everywhere. Then,
lim
n→∞
1{τmn ()>ǫ; mn≤A}
= 1{g()>ǫ; sup≤A} , N − a.e. .
Sine N(g() > ǫ; sup ≤ A) ≤ N(ζ() > ǫ) < ∞, dominated onvergene applies in the left
side of (26) and we get:
lim
n→∞
N
(
G
(
·∧τmn ()
)
D
(
◦ θg()
))
= N
(
F
(
·∧g()
)
K
(
◦ θg()
)
; sup ≤ A; (ζ − g()) ∧ g() > ǫ
)
. (27)
We now turn to the limit of the right hand side of (26): Reall (2) from Setion 2.1
P (∃t ∈ (0,+∞) : St− = Xt− < Xt ) = 0 .
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It implies that for any positive number y , N
(
τy()− = y < τy()
)
= 0 . We also reall that
(0) = 0, N -a.e. . Thus,
N − a.e. lim
n→∞
1{τyn ()≤y}
= 1{τy()=y} . (28)
Next, for any x > 0, limǫ→0 v(x, ǫ) = u
∗(0+) = 1d∗ beause
0 ≤ d∗u∗(ǫ)− d∗v(x, ǫ) = d∗u∗(ǫ)P (Iτǫ ≤ −x | Xτǫ = ǫ) ≤ P (Iτǫ ≤ −x) −−→
ǫ→0
0 .
Thanks to (28) we get N -a.e.
lim
n→∞
1{τyn ()<∞}
v
(
τyn()
, y − τyn()
)
= u∗(0+)1{τy()=y} =
1
d∗
1{τy()=y}
.
Observe that N -a.e. on {τy() = y}, τyn() inreases towards τy(). Therefore, by dominated
onvergene
lim
n→∞
N
(
1{τyn ()<∞}
v(τyn (), y − τyn ())G
(
·∧τyn()
))
=
1
d∗
1(0,A](y)N
(
F
(
·∧τy()
)
; ǫ < τy() <∞; τy() = y
)
.
However, for any y > 0, we have
N
(
1{τyn ()<∞}
v(τyn (), y − τyn ())G
(
·∧τyn ()
))
N∗
(
D
(
·∧τ−y(); τ−y() <∞
))
≤M21(0,A](y) sup
x∈(0,2−n]
u∗(x) N(ζ > ǫ)N∗(ζ > ǫ) ,
where M is a bounding onstant of F and K. Then, dominated onvergene applies in the
right side of (26), whih yields the desired identity (24) thanks to (25). 
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