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Abstract
Firstly, a new state feedback model reference adaptive control approach is developed for uncertain systems
with gain scheduled reference models in a multi-input multi-output (MIMO) setting. Specifically, adaptive
state feedback for output tracking control problem of MIMO nonlinear systems is studied and gain scheduled
reference model system is used for generating desired state trajectories. Using convex optimization tools,
a common Lyapunov matrix is computed for multiple linearizations near equilibrium and non-equilibrium
points of the nonlinear closed loop gain scheduled reference system. This approach guarantees stability of
the closed-loop gain scheduled system. Adaptive state feedback control scheme is then developed, and its
stability is proven. The resulting closed-loop system is shown to have bounded solutions with bounded
tracking error, with the proposed stable gain scheduled reference model. Secondly, the developed control
approach is improved for systems with constraints on the control inputs. The resulting closed-loop system is
shown to have bounded solutions with bounded tracking error. Sufficient conditions for ultimate boundedness
of the closed-loop system are derived. A semi-global stability result is proved with respect to the level of
saturation for open-loop unstable plants while the stability result is shown to be global for open-loop stable
plants. Thirdly, a decentralized adaptive state feedback control architecture is developed and its stability
is proved. Specifically, the resulting closed-loop system is shown to have bounded solutions with bounded
tracking error for all the subsystems with the proposed stable gain scheduled reference model. Simulation
results are presented for each control architecture.
1 Mathematical Preliminaries
1.1 Projection Operator
The definitions and lemmas presented here are mainly adopted from [16, 15, 17].
Definition 1. Consider a convex compact set with a smooth boundary
Ωc = {θ ∈ Rn|f(θ) ≤ c}, 0 ≤ c ≤ 1, (1)
where f : Rn → R is a smooth convex function defined as
f(θ) =
θTθ − θ2max
θθ2max
, (2)
where θmax is the norm bound imposed on the parameter vector θ, and θ denotes the convergence tolerance
of our choice. Let the true value of the parameter θ, denoted by θ∗, belong to Ω0, i.e. θ∗ ∈ Ω0, the projection
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operator for two vectors θ, y ∈ Rn is defined as
Proj(θ, y) =
{
y − Of||Of || 〈 Of
T
||Of || , y〉f(θ), if f(θ) > 0 ∧ OfTy > 0,
y, otherwise,
(3)
where Of(θ) =
(
∂f(θ)
∂θ1
, ..., ∂f(θ)∂θn
)
∈ Rn is the gradient vector of f evaluated at θ and it is computed as
Of(θ) = 2θ
T
θθ2max
, (4)
Figure 1 illustrates the projection operator.
Figure 1: Illustration of the projection operator [33].
Lemma 1. One important property of the projection operator follows. Given θ∗ ∈ Ω0,
(θ − θ∗)T(Proj(θ, y)− y) ≤ 0. (5)
Proof. Note that (θ − θ∗)T(Proj(θ, y) − y) = (θ∗ − θ)T(y − Proj(θ, y)). For f(θ) > 0 and OfTy > 0, the
left-hand side of inequality (5) is
(θ∗ − θ)T
(
y −
(
y − Of(θ)(Of(θ))
T
||Of(θ)||2
))
, (6)
Since θ∗ ∈ Ω0 and due to the convexity of f(θ), we have (θ∗ − θ)TOf(θ) ≤ 0. Hence
(θ∗ − θ)TOf(θ)(Of(θ))Ty
||Of(θ)||2 ≤ 0, (7)
otherwise Proj(θ, y) = y.
Definition 2. The general form of the projection operator is the n × m matrix extension of the vector
definition (1).
Proj(Θ, Y ) = [Proj(θ1, y1), ...,Proj(θm, ym)], (8)
where Θ = [θ1...θm] ∈ Rn×m, Y = [y1...ym] ∈ Rn×m, and F = [f1(θ1)...fm(θm)]T ∈ Rm×1, then using
definition (1) we have
Proj(θj , yj) =
{
yj − Ofj||Ofj || 〈
OfTj
||Ofj || , yj〉fj(θj), if fj(θj) > 0 ∧ OfTj yj > 0,
yj , otherwise,
(9)
for j = 1 to m.
Lemma 2. Let F = [f1(θ1)...fm(θm)]
T ∈ Rm×1 be a convex vector function and Θ = [θ1...θm],Θ∗ =
[θ∗1 ...θ
∗
m], Y = [y1...ym], where Θ,Θ
∗, Y ∈ Rn×m then,
trace
{
(Θ−Θ∗)T(Proj(Θ, Y )− Y )} ≤ 0. (10)
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Proof. Using (5)
trace
{
(Θ−Θ∗)T(Proj(Θ, Y )− Y )} = m∑
j=1
(θj − θ∗j )T(Proj(θj , yj)− yj) ≤ 0. (11)
Lemma 3. If an initial value problem, such as adaptive control algorithm with adaptive law and initial
conditions, is defined by
1. θ˙ = Proj(θ, y);
2. θ(t = 0) = θ0 ∈ Ω1;
3. f(θ) : Rm → R is convex.
Then θ(t) ∈ Ω1∀t ≥ 0.
Proof. Taking the derivative of the convex function
f˙(θ) = (Of(θ))Tθ˙ = (Of(θ))TProj(θ, y). (12)
Substituting (12) into (3) leads to
f˙(θ) = (Of(θ))TProj(θ, y) =
{
(Of(θ))Ty(1− f(θ)), if f(θ) > 0 ∧ OfTy > 0,
(Of(θ))Ty, otherwise, (13)
therefore 
f˙(θ) > 0, if 0 < f(θ) < 1 ∧ OfTy > 0,
f˙(θ) = 0, if f(θ) = 1 ∧ OfTy > 0,
f˙(θ) < 0, if f(θ) ≤ 0 ∨ OfTy ≤ 0.
(14)
Thus f(θ0) ≤ 1⇒ f(θ(t)) ≤ 1 for all t ≥ 0, hence θ(t) ∈ Ω1 for all t ≥ 0.
Definition 3. [18, 15] A variant of the projection algorithm, Γ-projection, updates the parameter along a
symmetric positive definite gain Γ as defined below
ProjΓ(θ, y) =
{
Γy − Γ Of(θ)(Of(θ))T
(Of(θ))TΓOf(θ)Γyf(θ), if f(θ) > 0 ∧ OfTΓy > 0,
Γy, otherwise.
(15)
Lemma 4. Given θ∗ ∈ Ω0, then
(θ − θ∗)T(Γ−1ProjΓ(θ, y)− y) ≤ 0. (16)
Proof. Note that (θ−θ∗)T(Γ−1ProjΓ(θ, y)−y) = (θ∗−θ)T(y−Γ−1ProjΓ(θ, y)). For f(θ) > 0 and OfTΓy > 0,
the left-hand side of inequality (15) is
(θ∗ − θ)T
(
y − Γ−1
(
Γy − Γ Of(θ)(Of(θ))
T
(Of(θ))TΓOf(θ)Γyf(θ)
))
. (17)
Since θ∗ ∈ Ω0 and due to the convexity of f(θ), we have (θ∗ − θ)TOf(θ) ≤ 0. Hence
(θ∗ − θ)TOf(θ)(Of(θ))TΓy
(Of(θ))TΓOf(θ) f(θ) ≤ 0, (18)
otherwise Proj(θ, y) = Γy.
Lemma 5. Let ProjΓ(Θ, Y ) be defined similar to Definition 2, F = [f1(θ1)...fm(θm)]
T ∈ Rm×1 be a convex
vector function and Θ = [θ1...θm],Θ
∗ = [θ∗1 ...θ
∗
m], Y = [y1...ym], where Θ,Θ
∗, Y ∈ Rn×m then,
trace
{
(Θ−Θ∗)T(Γ−1ProjΓ(Θ, Y )− Y )
} ≤ 0. (19)
Proof. The proof is similar to the proof of Lemma 2.
3
1.2 Rectangular Saturation Function
The definitions in this section are adopted from [10, 29].
The constraints on the control inputs will be defined as a rectangular saturation function of v. The
saturation function is given by Rs(v), where the elements of Rs are defined by
RSi = sat(vi) =
{
vi, if |vi| ≤ vi,max, i = 1, ...,m,
vi,maxsgn(vi), if |vi| > vi,max. (20)
This saturation function can be expressed as the sum of a direction preserving component and an error
component, so that
RS = sat(v) =
{
v, if ||v|| ≤ h(v),
v¯ = vd + v˜, if ||v|| > h(v), (21)
where vd = eˆh(v). eˆ = v/||v|| is the unit vector in the direction of v, and h(v) returns the magnitude of the
projection of v onto the hyper-rectangle. In this formulation vd is in the same direction as v and v˜ is an
error vector. Figure 2 illustrates the nature of Rs for the case where m = 2. It can be shown that v˜ is a
bounded vector.
Figure 2: The control input v¯, saturated by rectangular saturation can be decomposed into vd and v˜ [10].
Definition 4. The function Rs(.), is a multi-dimensional rectangular saturation function defined by
Rs(v) =

v1,maxsat
(
v1
v1,max
)
.
.
vm,maxsat
(
vm
vm,max
)
 , (22)
where sat(.) for all x ∈ R is given by
sat(x) =
{
x, if |x| ≤ 1,
sgn(x), if |x| > 1. (23)
Despite the advantages of Rs(v), the direction of Rs(v) is not necessarily consistent with that of v, which
causes additional complexities in the stability analysis.
2 Linear Parameter Dependent Reference Model Design
Consider the nonlinear dynamical system
x˙p(t) = fp(xp(t), u(t)),
y(t) = gp(xp(t), u(t)),
(24)
where xp(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input vector, y(t) ∈ Rm is the output vector,
fp(.) is an n-dimensional differentiable nonlinear vector function which represents the plant dynamics, and
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gp(.) is an m-dimensional differentiable nonlinear vector function which generates the plant outputs. We
intend to design a feedback control such that y(t) properly tracks a reference signal r(t) as t goes to infinity,
where r(t) ∈ Dr ⊂ Rm, and Dr is a compact set. For each r ∈ Dr, there is a unique pair (xpe, ue) that
depends continuously on r and satisfies the equations
0 = fp(xpe, ue),
r = gp(xpe, ue),
(25)
where xpe is the desired equilibrium point and ue is the steady-state control that is needed to maintain
equilibrium at xpe. It is often useful to parameterize the family of system equilibria as follows:
Definition 5. The functions xpe(α(t)), ue(α(t)), and re(α(t)) define an equilibrium family for the plant (24)
on the set Ω if
fp(xpe(α(t)), ue(α(t))) = 0,
gp(xpe(α(t)), ue(α(t))) = re(α(t)), α ∈ Ω.
(26)
The family of plant linear models, for all α ∈ Ω can be written as
δx˙p(t) = Ap(α(t))δxp(t) +Bp(α(t))δu(t),
δy(t) = Cp(α(t))δxp(t) +Dp(α(t))δu(t),
(27)
where δxp(t) = xp(t)−xpe(α(t)), δy(t) = y(t)−ye(α(t)), and δu(t) = u(t)−ue(α(t)). Ap(α(t)), Bp(α(t)), Cp(α(t)),
and Dp(α(t)) are the parameterized plant linearization family matrices and xpe(α(t)), ue(α(t)), and ye(α(t))
are the parameterized steady-state variables for the states, inputs and outputs of the plant, which form the
equilibrium manifold of plant (24). The subscript ”e” stands for ”steady-state” throughout this manuscript.
The parameter α(t) is called the scheduling variable and should be measurable in real time. α(t) is a function
of endogenous variables (i.e., depending on the plant states). Here, we defined the scheduling parameter to
be the Euclidean norm of the output vector (α(t) = ||y(t)||). In order to make the design process easier
[12, 13], we control the system via filtered inputs, rather than the input themselves, so there is no need
for equilibrium control value other than zero (i.e. xce(α(t)) = 0, ve(α(t)) = 0,∀α). The filter is defined as
u(s)
v(s) =
ηc
s+ηc
, where ηc > 0. The plant (24) with the filtered inputs, and its general controller can be written
as  x˙p(t)u˙(t)
x˙c(t)

︸ ︷︷ ︸
x˙
=
 fp(xp(t), u(t))−ηcu(t)
f c(xc(t), gp(xp(t), u(t)), r(t))

︸ ︷︷ ︸
f(x(t),r(t))
+
 0ηcI
0

︸ ︷︷ ︸
B
v(t),
v(t) = gc(xc(t), gp(xp(t), u(t)), r(t))︸ ︷︷ ︸
g(x(t),r(t))
,
(28)
and the closed-loop nonlinear system is
x˙(t) = F (x(t), r(t)), (29)
where x(t) ∈ Dx ⊂ Rn+2m, and r(t) ∈ Dr ⊂ Rm. The augmented linear family of systems for the augmented
plant for all α ∈ Ω is[
δx˙p(t)
δu˙(t)
]
︸ ︷︷ ︸
δx˙aug(t)
=
[
Ap(α(t)) Bp(α(t))
0 −ηcI
]
︸ ︷︷ ︸
Aaug(α(t))
[
δxp(t)
δu(t)
]
︸ ︷︷ ︸
δxaug(t)
+
[
0
ηcI
]
︸ ︷︷ ︸
Baug
δv(t),
δy = [Cp(α(t)), Dp(α(t))]︸ ︷︷ ︸
Caug(α(t))
[
δxp(t)
δu(t)
]
︸ ︷︷ ︸
δxaug(t)
,
(30)
and the controller is defined to be[
x˙c(t)
v(t)
]
=
[ −cI I −I
KTi (α(t)) 0 0
]  xc(t)δy(t)
δr(t)
 . (31)
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For the case where we have δy(t) = δxp(t), (i.e. Cp(α(t)) = I,Dp(α(t)) = 0) the linearized closed-loop
system (30) with controller (31) becomes δx˙p(t)δu˙(t)
x˙c(t)

︸ ︷︷ ︸
δx˙(t)
=
 Ap(α(t)) Bp(α(t)) 00 −ηcI ηcKTi (α(t))
I 0 −cI

︸ ︷︷ ︸
Am(α(t))
 δxp(t)δu(t)
xc(t)

︸ ︷︷ ︸
δx(t)
+
 00
−I

︸ ︷︷ ︸
Br
δr(t), ∀α ∈ Ω.
(32)
where δxp(t) = xp(t)−xpe(α(t)), δu(t) = u(t)−ue(α(t)), δy(t) = y(t)− ye(α(t)), and δr(t) = r(t)− ye(α(t)).
Remark 1. Using pre-designed linear controllers available for important operating points of the system,
KTi (α(t)) can be obtained based on a stability preserving interpolation approach described in [19] with respect
to the scheduling parameter α in a smooth, continuous way. An approach by which the interpolated con-
troller stabilizes the linearized plant for all α ∈ Ω. Another approach is to compute KTi (α(t)) by polynomial
approximation as a function of α.
2.1 Stability Analysis of the Reference Model
Assumption 1. Matrix Am(α(t)) is bounded
||Am(α(t))|| ≤ kA, α ∈ Ω, (33)
where kA <∞ is a constant.
Remark 2. The feasibility of this assumption can be investigated by extensive numerical simulation studies
of the physical system that is being investigated, using a high fidelity dynamic model. For systems such as
gas turbine engines, it already has been investigated in [11, 12, 13].
Theorem 1. [11, 12] Consider the closed-loop system (29), and assume there is a family of equilibrium points
(xe(t), re(t)) such that F (xe(t), re(t)) = 0. Define A
nl
m =
∂F
∂x ∈ S, ∀x ∈ Dx, where S := {Anlm ,∀x ∈ Dx} is
the set of linearizations of system (29). Assume there exist symmetric positive definite matrices P and Q,
such that
PAnlm +A
nlT
m P ≤ −Q, ∀Anlcl ∈ S, (34)
then the system (29) is stable for all the trajectories defined by Anlcl ∈ S. In other words, assuming the initial
state is sufficiently close to some equilibrium, then the closed-loop system remains in a neighborhood of the
equilibrium manifold for all t ≥ 0.
Remark 3. In practice we cannot obtain S, instead, we can linearize system (29) for a large number of
states xi, i = 1, . . . , L, which we claim is sufficient to cover the set of actual operating conditions, to show
the stability of the closed-loop system. Define S := Co{Anlm1 , ..., AnlmL} as a matrix polytope described by its
vertices, where Anlmi =
∂F
∂x
∣∣
x=xi
∈ S, for all i ∈ {1, 2, ..., L}. Note that Anlmi can be obtained by linearizing the
nonlinear system (29) at non-equilibrium points (transient condition), and also at equilibrium points (steady
state condition), which in this manuscript, are represented by Am(αi). Then using convex optimization tools
[20, 21], for some matrix Q = QT, we compute a single symmetric positive definite matrix P , such that
PAnlmi +A
nlT
mi P ≤ −Q, ∀i ∈ {1, 2, ..., L}. (35)
With assumption 1 satisfied, and the claim that Am(α) ∈ S, for all α ∈ Ω, then system (32) is also stable for
all the trajectories defined by Am(α) ∈ S. In the next section, we will show how to verify the above claim.
Remark 4. For the purpose of stability analysis, there is a need for multiple linearizations of the closed-loop
system to construct a feasible set S. The minimum number of required linearizations, L, depends on the
physical system; and it changes for different dynamical systems. This knowledge usually can be obtained
through an extensive numerical simulation study of the dynamical system, using a high fidelity model [6, 22].
Lemma 6. If matrices P and Q exist, such that LMI (35) is satisfied, and Am(α(t)) ∈ S, for all α ∈ Ω,
then system (32) is stable.
PAm(α(t)) +A
T
m(α(t))P ≤ −Q, ∀α ∈ Ω. (36)
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Remark 5. The existence of a single matrix P which guarantees the stability of a closed-loop system over
some operating envelope has already been shown for dynamical systems such as gas turbine engines [11, 12, 13]
and high performance aircraft [23, 24, 25]. The numerical verification of the assumption in Lemma 6, that
is the linearized plant lives in the convex hull of the linearization matrix samples, for gas turbine engines can
be found in [11, 12].
3 Adaptive Control of Systems with Gain Scheduled Reference
Models - Part I: Basic Approach
3.1 Introduction
To facilitate the stability analysis of nonlinear systems with multiple equilibrium (operating) points (regions),
an efficient technique is to approximate them by a linear time varying (LTV) system [1, 2, 3]. In this section,
we develop a gain scheduled reference model so that the nonlinear plant can track this reference model by
using an adaptive controller. Gain scheduled reference model design and stability analysis is done using the
method presented in [4, 5, 6]. The scheduling variable in our reference model design process is an endogenous
parameter, which in the gas turbine engine case is a function of the gas turbine engine spool speeds.
Some of the works dedicated to the adaptive control of systems with multiple equilibrium points and
with time varying reference systems are [7, 8, 9, 10]. Adaptive control of piecewise linear systems has
been developed in [7, 8]. In this kind of adaptive control system, multiple linear time invariant (LTI)
systems are used and transitions between these models are modeled as switches. These switchings introduce
discontinuities and jumps in the control inputs. Adaptive control of time varying systems with gain scheduling
is done in [9, 10]. The stability analysis for this system is shown using a time varying quadratic Lyapunov
function, with some conditions on time varying Lyapunov matrix P (t) and its rate P˙ (t).
The contribution of this section is the development of a stable state feedback model reference adaptive
control algorithm for systems with gain scheduled reference models in a MIMO setting; the approach is
applicable to systems, such as gas turbine engines, which the stability of their gain scheduled reference
model is guaranteed by computing a single Lyapunov function [11, 12, 13]. A detailed stability analysis is
done for the proposed state feedback adaptive control system with gain scheduled reference model, which
can be used towards control software verification [14].
The rest of this section is organized as follows. In subsection II, a model reference adaptive control with a
gain scheduled reference model is designed with detailed stability proof. In subsection III, simulation results
are shown for gain scheduled model reference adaptive control of a high fidelity physics-based nonlinear
model of a JetCat SPT5 turboshaft engine. The simulations are done for two different cases including
the nominal engine case, and a degraded engine due to aging. Simulation results show that the developed
adaptive controller can be used effectively for the entire flight envelope of degraded turboshaft engines with
guaranteed stability. Subsection IV, concludes this section.
3.2 Model Reference Adaptive Control
3.2.1 Problem Formulation
Consider linear parameter dependent dynamical system for all α ∈ Ω δx˙p(t)δu˙(t)
x˙c(t)

︸ ︷︷ ︸
δx˙(t)
=
 Ap(α(t)) Bp(α(t)) 00 −ηcI 0
Cp(α(t)) Dp(α(t)) −cI

︸ ︷︷ ︸
A(α(t))
 δxp(t)δu(t)
xc(t)

︸ ︷︷ ︸
δx(t)
+
 0ηcI
0

︸ ︷︷ ︸
B
v(t) +
 00
−I

︸ ︷︷ ︸
Br
δr(t).
(37)
For the case where δy(t) = δxp(t), i.e. Cp(α(t)) = I,Dp(α(t)) = 0 we have
A(α) =
 Ap(α(t)) Bp(α(t)) 00 −ηcI 0
I 0 −cI
 . (38)
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For simplicity from now on we rename the variables δx(t), δy(t) and δr(t) as δx(t) := x(t), δy(t) := y(t) and
δr(t) := r(t). The plant (37) can be written as
x˙(t) = A(α(t))x(t) +Bv(t) +Brr(t), ∀α ∈ Ω. (39)
The nominal control for this system is
vnom(t) = K
T(α(t))x(t), ∀α ∈ Ω, (40)
where KT(α(t)) = [0, 0, KTi (α(t))]. The time-varying reference model is defined as
x˙m(t) = Am(α(t))xm(t) +Brr(t), ∀α ∈ Ω. (41)
In the previous section we showed the stability of this reference model. Note that r(t) ∈ Rm is the command
signal such that ||r(t)|| ≤ rmax.
Assumption 2. There exists an ideal gain matrix K∗T(α(t)) = [0, 0,K∗Ti (α(t))] ∈ Rm×(n+2m), that results
in perfect matching between the reference model (41) and the plant (39) such that
Am(α(t)) = A(α(t)) +BK
∗T(α(t)), ∀α ∈ Ω, (42)
where Am(α(t)) ∈ R(n+2m)×(n+2m) and it is a Hurwitz matrix for all α ∈ Ω.
Remark 6. The feasibility of this assumption has already been verified in [11, 12, 13], for gas turbine
engine applications which we consider as the main application of this work. For other systems, modeling
and numerical studies are needed for such verification. It is important to note that Assumption 2 implies the
existence of K∗(α(t)) for all α ∈ Ω such that (42) holds, which is common in the adaptive control literature
(see, for example, [18]) and not restrictive if the the pair (A,B) are known to be controllable for all α ∈ Ω.
Assumption 3. Let K∗(α(t)) ∈ ΘK for all α ∈ Ω, where ΘK is a known convex compact set. Note that
K∗(α(t)) = [K∗1 (α(t)), ...,K
∗
m(α(t))], and ΘK =
{
ΘKj , j = 1, ...,m|ΘKj = {θkij , i = 1, ..., (n+ 2m)}
}
. We
also assume that K∗(t) is continuously differentiable, and the derivative is uniformly bounded, ||K˙∗(α(t))|| ≤
dk <∞, and ||K˙∗j (α(t))|| ≤ dkj <∞ for all α ∈ Ω.
Remark 7. α(t) is defined to be α(t) = ||y(t)|| = ||xp(t)||; since it is a function of endogenous variables
(i.e., the plant states), its boundedness is guaranteed by boundedness of the plant states. As a result, its
derivative (α˙(t) = x
p(t)Tx˙p(t)
||xp(t)|| ) is also bounded. More details can be found in [4, 6, 11, 12, 26].
Remark 8. Compact set ΘK can be obtained by extensive numerical simulation studies of the system that the
controller is being designed for. Smoothness, continuity, and differentiability of K(α(t)), and also uniform
boundedness of K˙(α(t)), can be guaranteed, by using proper design and computation process for K(α(t)) (see
Remark 1).
3.2.2 Adaptive Control
In order to force the plant to follow a gain scheduled reference model, the following adaptive controller is
designed
v(t) = vad(t) = Kˆ
T(t)x(t), ∀α ∈ Ω. (43)
Combining equations (43) and (39), we obtain closed-loop system
x˙(t) = Am(α(t))x(t) +BK˜
T(t)x(t) +Brr(t), ∀α ∈ Ω,
x(0) = x0,
(44)
where K˜(t) = Kˆ(t)−K∗(t). It is clear from K∗(t), that a time-varying uncertainty is considered here, that
represents unknown system parameters. Defining e(t) = x(t)− xm(t), the error dynamics are
e˙(t) = Am(α(t))e(t) +BK˜
T(t)x(t), e(0) = 0, ∀α ∈ Ω. (45)
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With the knowledge of lower and upper bounds of the parameters K∗(t), the parameter projection
adaptive law is
˙ˆ
K(t) = ProjΓ
(
Kˆ(t),−x(t)eT(t)PB
)
, Kˆ(0) = Kˆ0, (46)
where Γ = ΓT > 0, P = PT > 0 is a solution of LMI (36), and Proj(.,.) is the projection operator defined in
Definition 2. Note that the error dynamics for the controller gain, ˙˜K(t), is given by
˙˜K(t) =
˙ˆ
K(t)− K˙∗(t), K˜(0) = K˜0, (47)
Figure 3 shows schematic diagram of the MRAC system with gain scheduled reference model.
Figure 3: Illustration of the model reference adaptive control with gain scheduled reference model
Theorem 2. The error e(t) in equation (45) is bounded,
||e(t)||L∞ ≤
√
km||Γ−1||
λmin(P )
, (48)
where
km := 4
m∑
j=1
max
k∗j (t)∈Θkj
||k∗j (t)||2 + 4λmax(P )λmin(Q) ||Γ−1||
m∑
j=1
max
k∗j (t)∈Θkj
||k∗j (t)||dkj . (49)
Proof. A Lyapunov candidate function chosen as
V (e(t), K˜(t)) = eT(t)Pe(t) + trace
(
K˜(t)TΓ−1K˜(t)
)
, (50)
where its time-derivative for all α ∈ Ω is given by
V˙ (.) = eT(t)
(
ATm(α(t))P + PAm(α(t))
)
e(t) + 2eT(t)PBK˜T(t)x(t) + 2trace
(
K˜T(t)Γ−1 ˙˜K(t)
)
. (51)
Using Lemma 6, applying trace identity (valid for any two co-dimensional vectors a and b: aTb = trace
(
baT
)
),
and letting YK(t) = −x(t)eT(t)PB, and knowing ˙˜K(t) = ˙ˆK(t)− K˙∗(t) leads to
V˙ (.) ≤ −eT(t)Qe(t)− 2trace
(
K˜T(t)Γ−1K˙∗(t)
)
+2trace
(
K˜T(t)
[
Γ−1ProjΓ(Kˆ(t), YK(t))− YK(t)
]) (52)
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Using Lemma 5
V˙ (.) ≤ −eT(t)Qe(t)− 2trace
(
K˜T(t)Γ−1K˙∗(t)
)
. (53)
In Essence, the projection operator ensures that the columns Kˆj of the adaptive parameter matrix Kˆ(t) do
not exceed their pre-specified bounds Kˆmaxj , hence for all t ≥ 0,
m∑
j=1
max
t≥0
(
K˜Tj (t)Γ
−1K˜j(t)
)
≤ 4||Γ−1||
m∑
j=1
max
k∗j∈Θkj
||k∗j (t)||2. (54)
If at some t1 > 0, one has V (e(t1), K˜(t1)) > km||Γ−1||, then it follows from (49) and (50) that
eT(t1)Pe(t1) > 4
λmax(P )
λmin(Q)
||Γ−1||
m∑
j=1
max
k∗j∈Θkj
||k∗j (t)||dkj , (55)
and then
eT(t1)(λmin(Q)I)e(t1) ≥ λmin(Q)λmax(P )eT(t1)Pe(t1)
> 4||Γ−1||
m∑
j=1
max
k∗j∈Θkj
||k∗j (t)||dkj .
(56)
Notice that |trace
(
K˜T(t)Γ−1K˙∗(t)
)
| ≤ 2||Γ−1||
m∑
j=1
max
k∗j∈Θi
||k∗j (t)||dkj , ∀t ≥ 0, which along with the bound in
(56) leads to V˙ (e(t1), K˜(t1)) < 0. Since xm(0) = x(0), we can verify that V (e(0), K˜(0)) ≤ 4||Γ−1||
m∑
j=1
max
k∗j∈Θkj
||k∗j (t)||2 < km||Γ−1||. Therefore, V (e(t), K˜(t)) ≤ km||Γ−1||, ∀t ≥ 0. Since λmin(P )||e(t)||2 ≤
eT(t)Pe(t) ≤ V (e(t), K˜(t)), then ||e(t)|| ≤
√
km||Γ−1||
λmin(P )
. The result in (48) follows from the fact that this
bound holds uniformly for all t ≥ 0.
3.3 Turboshaft Engine Control Study
We apply the developed adaptive controller to a high fidelity physics-based model of JetCat SPT5 turboshaft
engine driving a variable pitch propeller developed in [27, 28]. The effect of engine degradation due to
aging is modeled in the nonlinear simulation by modifying the efficiencies and flow capacities of key engine
components such as: High Pressure Compressor (HPC), High Pressure Turbine (HPT) and Low Pressure
Turbine (LPT). These efficiency and flow capacity parameters are known as engine health parameters, and
the values of these parameters used in this simulation corresponding to moderate degradation are ηhpc =
−1.470%, Wc,hpc = −2.455%, ηhpt = −1.315%, Wc,hpt = +0.880%, ηlpt = −0.269%, and Wc,lpt = +0.1294%,
where their nominal values are zero. For a standard day at sea level condition we chose three properly
separated equilibrium points on the nominal plant equilibrium manifold for linearizing the plant model at
those points. The linearization matrices for these equilibrium points and steady state values of the engine
variables, scheduling parameter and control parameters are given as follows:
• Equilibrium Point 1 (Cruise):
u1e1 = 0.4685, u2e1 = 16 (deg), x1e1 = 0.7264, x2e1 = 0.5, Te1 = 70.5125 (N), α1 = 0.8818, and
Ap1 =
[ −1.7 0.1
0.6 −1.1
]
, Bp1 =
[
1.2 0
0.3 −0.023
]
,
Cp1 = I, Ki1 =
[ −0.4 −0.4
−0.4 −0.4
]
.
(57)
• Equilibrium Point 2:
u1e2 = 0.3, u2e2 = 16 (deg), x1e2 = 0.5327, x2e2 = 0.3678, Te2 = 38.155 (N), α2 = 0.6473, and
Ap2 =
[ −0.85 0.032
0.32 −0.64
]
, Bp2 =
[
1.0 0
0.17 −0.011
]
,
Cp2 = I, Ki2 =
[ −0.3 −0.3
−0.3 −0.3
]
.
(58)
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• Equilibrium Point 3 (Idle):
u1e3 = 0.145, u2e3 = 16 (deg), x1e3 = 0.295, x2e3 = 0.161, Te3 = 7.317 (N), α3 = 0.3361, and the
matrices are
Ap3 =
[ −0.38 −0.0008
0.26 −0.34
]
, Bp3 =
[
0.7 0
0.1 −0.0024
]
,
Cp3 = I, Ki3 =
[ −0.2 −0.2
−0.2 −0.2
]
.
(59)
Other controller parameters are c = 1, ηc = 3. To show the stability of the closed loop reference system,
40 different (30 equilibrium, and 10 non-equilibrium) linearizations have been used, to solve inequality (35),
in Matlab with the aid of YALMIP [20] and SeDuMi [21] packages. The numerical value for the common
matrix P is
P =

0.491 0.079 0.102 −0.004 −0.072 −0.039
0.079 0.446 0.053 0.007 −0.097 −0.013
0.102 0.053 0.181 −0.041 −0.028 −0.022
−0.004 0.007 −0.041 0.130 0.023 0.013
−0.072 −0.097 −0.028 0.023 0.321 0.045
−0.039 −0.013 −0.022 0.013 0.045 0.332
 ,
where its condition number is κ(P ) = 6.6303, and Q = 0.1 × I6. Figure 4 shows JetCat SPT5 turboshaft
engine compressor map. In this map the approximate stall line and also the operating line for this simulation
have been shown. The engine operates in a safe region with a big stall margin during its acceleration from
idle to cruise condition. The points which are used for linearization and stability analysis of the closed-loop
system also have been shown in this figure. Out of 40 points, 30 are related to the equilibrium linearizations
which are situated on the steady-state operating line of the engine, and the other 10 points are related to
the non-equilibrium linearizations which are situated near the steady-state operating line of the engine. The
engine operating lines for the nominal and degraded engine models are shown in this figure.
Figure 4: JetCat SPT5 engine compressor map with data points used to compute P and operating line for
nominal engine, and deteriorated engine.
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Based on the dynamical properties of the gas turbine engine system, the numerical values for the adaptive
controller are set as follows
Γ = diag([100, 100, 100, 100, 100, 100]),
K∗i ∈ ΘKi =
[
[-2, 0] [-2, 0]
[-2, 0] [-2, 0]
]
,
Kˆi(0) =
[ −0.1950 −0.1950
−0.1970 −0.1970
]
.
(60)
Simulation results are shown in Figures 5 to 13. Two different simulations included in these pictures include
the nominal engine (NomEng) and degraded/aged engine (AgedEng) cases. Figure 5 shows the history of the
Figure 5: Norm of reference model matrix
(||Am(α(t))||)
Figure 6: Closed-loop system eigenvalues
(λ[Am(α(t))])
norm of desired reference system matrix ||Am(α(t))||. As it can be seen the figure shows the boundedness of
these two matrices, in accordance with Assumption 1, where kA = 4.1023. Figure 6 shows the history of the
desired reference system matrix eigenvalues λ[Am(α(t))]. As it is apparent, all the six eigenvalues remain
negative with the time change of the scheduling parameter α(t). Figures 7 and 8 show the outputs (i.e., high
and low pressure spool speeds) tracking their reference signals for three cases.
Figure 7: High pressure spool speed and its reference
signal
Figure 8: Low pressure spool speed and its reference
signal
Figure 9 shows the history of thrust and it is following its reference command from idle to cruise condition
and then back to the idle for standard day, sea level condition. Figure 10 shows the evolution of the infinity
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norm of the errors ||e(t)||. The steady-state error in the Aged Engine (AgedEng) simulation case is because of
the effect of the aging on the engine health parameters, and this causes a change in the equilibrium manifold
of the aged engine in comparison to the nominal engine (NomEng). In other words, since we are using
nominal engine equilibrium manifold to design a linear parameter dependant reference model, and the aged
engine linear model has a different equilibrium manifold xpe,nom(α(t)) 6= xpe,aged(α(t)), and ue,nom(α(t)) 6=
ue,aged(α(t)), then δx
p
aged(t) = x
p
aged(t)−xpe,aged(α(t)) 6= 0, and δuaged(t) = uaged(t)−ue,aged(α(t)) 6= 0, and
this means ||δxaged(t)|| > δxmin 6= 0 for all t > 0, hence, there will be a steady-state error value greater than
zero.
Figure 9: Thrust and its reference signal Figure 10: Norm of the error signals ||e(t)||∞
Figure 11 shows the evolution of the control inputs v(t) = [v1(t), v2(t)]
T , which are inputs to the aug-
mented system, each element is corresponding to one of the control inputs to the original system. Figure 12
shows the histories of fuel flow and propeller pitch angle as the control inputs to the plant. Figures 13 shows
the evolution of the gain scheduling controller integral gain matrix (Ki(α(t))) and also adaptive controller
gain matrix (Kˆi(t)).
Figure 11: Control inputs to the augmented system
(v(t))
Figure 12: Fuel and prop pitch angle control inputs
(u(t))
Ki(α) have been obtained by interpolation using the predesigned indexed family of fixed-gain controllers,
and each controller corresponds to one equilibrium point of the engine. The numerical values of these gains
are given in equations (57) to (59), which represent the controller gains for idle and cruise condition and one
more equilibrium point in between these two operating points. Kˆi(t) is generated using an adaptive law.
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Figure 13: Integral gain matrix elements for the gain scheduling controller (Ki(α(t))), and for the adaptive
controller (Kˆi(t))
For the cases where engine overspeed or turbine temperature limits are of concern, the controller should
be modified to consider the inputs with constraints. Investigating the adaptive controller with constrained
control inputs for mitigating these issues is out of the scope of this manuscript.
3.4 Conclusions
With the aid of convex optimization tools, a single quadratic Lyapunov function was computed, which
guarantees the stability of the gain scheduled reference model. Adaptive state feedback control scheme for
systems with gain scheduled reference models was developed, and its stability was proven. The resulting
closed-loop system was shown to have ultimately bounded solutions with a priori adjustable bounded tracking
error. Through the simulation based on a high fidelity physics-based model of a JetCat SPT5 turboshaft
engine driving a variable pitch propeller, it was demonstrated the proposed adaptive controller, effectively,
tracks the reference model in both nominal and degraded engine models. The developed adaptive control
structure is not only limited to control degraded/damaged gas turbine engines, but also can be used for
other practical applications.
4 Adaptive Control of Systems with Gain Scheduled Reference
Models - Part II: Constrained Control Inputs
4.1 Introduction
Various adaptive control approaches for systems with input saturation are described in [30, 10, 31, 32]. The
stability proofs in these works are shown for adaptive control systems with LTI reference models. In this
section a stable adaptive control structure will be developed with a time-varying reference model presented
before. This model is a gain scheduled reference model without switching problem; which, in case of the gas
turbine engine example its stability can be shown by finding a single Lyapunov function. The stability anal-
ysis presented here, uses some results from [30, 10]. The constraints on the control inputs are implemented
using a multi-dimensional rectangular saturation function. This controller, then, has been implemented
on a high fidelity physics-based JetCat SPT5 turboshaft engine model for large throttle commands with
constraints on the control inputs to keep the engine in its safe operating envelope.
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The contribution of this section is the development of a stable state feedback model reference adaptive
control algorithm for systems with gain scheduled reference models and constrained control inputs in a
MIMO setting; the approach is applicable to systems, such as gas turbine engines, which the stability of
their gain scheduled reference model is guaranteed by computing a single Lyapunov function [11, 12, 13].
A detailed stability analysis is performed for the proposed controller which can be used towards control
software verification and certification [14].
The rest of this section is organized as follows. In subsection II, a model reference adaptive control with
a gain scheduled reference model and constrained control inputs is designed with detailed stability proof. In
subsection III, simulations are performed for two different engine models including the nominal and degraded
engine models. Simulation results show that the developed adaptive controller can be used effectively for
the entire flight envelope of the turboshaft engine with guaranteed stability. Subsection IV, concludes this
section.
4.2 Adaptive Control with Constrained Control Inputs
4.2.1 Stability Analysis
In order to avoid the adaptive controller parameters to be adjusted improperly by the saturation error, we
use the augmented error method in the adaptive control design developed in [30, 10] to provide the stability
analysis for a gain scheduled model reference adaptive control system. The plant (39) with saturated control
inputs can be written as
x˙ = A(α(t))x(t) +BRs(v(t)) +Brr(t), ∀α ∈ Ω, (61)
where v(t) is the adaptive control input which introduced in equation (43). the ultimate goal is to determine
adaptive parameters such that all signals in the plant (61) are guaranteed to be bounded, and y(t) tracks
r(t). The deficiency of v(t) is defined as ∆v(t) = v(t)−Rs(v(t)). Now, plant (61) can be written as
x˙ = A(α(t))x(t) +Bv(t)−B∆v(t) +Brr(t), ∀α ∈ Ω. (62)
Plant (62) with controller (43) can be written as
x˙ = A(α(t))x(t) +BKˆT(t)x(t)−B∆v(t) +Brr(t), ∀α ∈ Ω. (63)
Subtracting the reference model (41) and the plant (63), a closed-loop error dynamics equation is obtained
as
e˙(t) = Am(α(t))e(t) +BK˜
T(t)x(t)−B∆v(t), ∀α ∈ Ω. (64)
In order to eliminate the adverse effect of the disturbance ∆v(t) we generate a signal e∆(t) as
e˙∆(t) = Am(α(t))e∆(t)−K∆(t)∆v(t), ∀α ∈ Ω,
e∆(t0) = 0
(65)
where K∆(t) ∈ R(n+2m)×m. The undesirable effects due to control input saturation can be removed from
the error dynamics in equation (64) by defining an augmented error ev(t) = e(t)− e∆(t). Its dynamics can
be determined as
e˙v(t) = Am(α(t))ev(t) +BK˜
T(t)x(t)− K˜∆(t)∆v(t), ∀α ∈ Ω, (66)
where K˜∆(t) = B −K∆(t). Let K∆(t) ∈ Θ∆, where Θ∆ is a convex compact set. We now choose adaptive
laws for adjusting the parameters
˙ˆ
K(t) = ProjΓ
(
Kˆ(t),−x(t)eTv (t)PB
)
,
K˙T∆(t) = ProjΓ
(
KT∆(t),∆v(t)e
T
v (t)P
)
,
(67)
where P = PT > 0 is a solution of LMI (36). The gains in adaptive laws Γ ∈ R(n+2m)×(n+2m), Γ∆ ∈ Rm×m
are positive definite matrices Γ = ΓT > 0 and Γ∆ = Γ
T
∆ > 0.
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Theorem 3. The error ev(t) in equation (66) is bounded,
||ev(t)||L∞ ≤
√
km||Γ−1||
λmin(P )
, (68)
where km := 4
m∑
j=1
max
kj∈Θi
||k∗j (t)||2 + 4λmax(P )q ||Γ−1||
m∑
j=1
max
k∗j∈Θkj
||k∗j (t)||dkj .
Proof. A Lyapunov candidate function is chosen as V (ev(t), K˜(t), K˜∆(t)) = e
T
v (t)Pev(t)+trace
(
K˜(t)TΓ−1K˜(t)
)
+
trace
(
K˜∆(t)Γ
−1
∆ K˜
T
∆(t)
)
, where its time-derivative, for all α ∈ Ω is given by
V˙ (.) = eTv (t)
(
ATm(α(t))P + PAm(α(t))
)
ev(t)
+2eTv (t)PBK˜
T(t)x(t) + 2trace
(
K˜T(t)Γ−1 ˙˜K(t)
)
−2eTv (t)PK˜∆(t)∆v(t) + 2trace
(
K˜∆(t)Γ
−1
∆
˙˜KT∆(t)
)
.
(69)
Using Lemma 6, applying trace identity, and letting YK(t) = −x(t)eTv (t)PB, and YK∆(t) = ∆v(t)eTv (t)P ,
and knowing ˙˜K(t) =
˙ˆ
K(t)− K˙∗(t), and ˙˜K∆(t) = −K˙∆(t) leads to
V˙ (.) ≤ −eTv (t)Qev(t)− 2trace
(
K˜T(t)Γ−1K˙∗(t)
)
+2trace
(
K˜T(t)
[
Γ−1ProjΓ(Kˆ(t), YK(t))− YK(t)
])
+2trace
(
K˜∆(t)
[
Γ−1∆ ProjΓ(K
T
∆(t), YK∆(t))− YK∆(t)
])
.
(70)
Using Lemma 5
V˙ (.) ≤ −eTv (t)Qev(t)− 2trace
(
K˜T(t)Γ−1K˙∗(t)
)
. (71)
In Essence, the projection operator ensures that the columns Kˆj of the adaptive parameter matrix Kˆ(t) do
not exceed their pre-specified bounds Kˆmaxj , hence
m∑
j=1
max
t≥0
(
K˜Tj (t)Γ
−1K˜j(t)
)
≤ 4||Γ−1||
m∑
j=1
max
k∗j∈Θkj
||k∗j (t)||2,
for all t ≥ 0. The rest of the proof is similar to the proof of Lemma 5.1.2 from [34].
Remark 9. The proof of Theorem 3 showed the boundedness of ev(t), however it can not guarantee the
boundedness of the tracking error e(t). To prove the boundedness of e(t), we must prove that x(t) is bounded
when the control inputs are constrained under rectangular saturation.
We define Θ∗max and Θmax to be Θ
∗
max = sup||K∗(t)||, Θmax = max
[
sup||K˜(t)||, sup||K˜∆(t)||
]
. Since
we assumed the control gains belong to a known compact set, then Θ∗max and Θmax are positive and finite,
hence there exists a smallest n ∈ N such that Θ∗max ≤ nΘmax. For efficiency of notation we define
γmax := max
[||Γ−1||, ||Γ−1∆ ||] ,
vmin := min
i
(vi,max), vmax := max
i
(vi,max),
v0 :=
√
m∑
i=1
v2i,max, ρ :=
√
λmax(P )
λmin(P )
,
(72)
where vi,max > 0 is the limit of the ith element of v(t) and ZB ∈ R is defined using the induced norm by
the vector 2-norm such that the property is described by ||xT(t)P [B, Br]|| ≤ ZB ||x(t)||. We also define the
following constants for simplicity
xmin :=
ZB(2v0+2rmax)
λmin(Q)−(3n+2)ZBΘmax ,
xmax :=
ZBvmin
|λmin(Q)−2ZBΘ∗max| ,
Zmax :=
λmin(Q)−ZB ρxmax (2v0+2rmax)
ZB(3
ρ
xmax
+3n+2) .
(73)
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Theorem 4. Under Assumptions 2 and 3 for the system (61) with the controller (43) and the adaptive laws
in (67), x(t) has a semi-globally bounded trajectory with respect to the level of saturation for all t > 0 if
(i) ||x(0)|| < xmaxρ ,
(ii)
√
V (0) < Zmax√γmax .
(74)
Further
||x(t)|| < xmax, ∀t > 0, (75)
and error e(t) is in the order of ||e(t)|| = O[sup
τ≤t
||∆v(τ)||].
Proof. We choose a positive definite function W (x(t)), as
W (x(t)) = xT(t)Px(t), (76)
and define a level set,N , of W (x(t)) as
N = {x(t)|W (x(t)) = λmin(P )x2max} , (77)
where xmax is defined in (72). We know define region of attraction M as
M = {xmin < ||x(t)|| < xmax} . (78)
The proof proceeds in two steps. First, we show that condition (ii) in this theorem implies that N ⊂ M.
Then we show that W˙ (x(t)) < 0 for all x(t) ∈M. Condition (i) of theorem implies that W (x(0)) < W (N ).
Therefore the results of these two steps show that W (x(t)) < W (x(0)), for all t > 0, and the Theorem 4
follows directly. Here we show that N ⊂M. From condition (ii), it follows that Θmax < Zmax. Substituting
for Zmax yields
ρ
xmax
< λmin(Q)−(3n+2)ZBΘmaxZB(2v0+2rmax+3Θmax) , (79)
since by definition xmax > 0 and also ρ, v0, rmax, Θmax, and Zmax are all positive, hence (λmin(Q)− (2n+
3)ZBΘmax) > 0. Using the definition of xmin from (72) we obtain xmin <
ZB(2v0+2rmax+3Θmax)
λmin(Q)−(3n+2)ZBΘmax . Hence
ρxmin < xmax. In (76), W (x) can be lower bounded by λmin(P )||x(t)||2 ≤ W (x), which from (77) implies
||x(t)|| ≤ xmax, for all x(t) ∈ N . In a similar process from equation (78), W (x(t)) can be upper bounded by
W (x(t)) ≤ λmax(P )||x(t)||2. From (77) and ρxmin < xmax we obtain xmin < 1ρxmax < ||x(t)||, for all t > 0.
From the definition of N andM, we conclude that N ⊂M. Now we prove that W˙ (.) < 0, for all x(t) ∈M.
The first case is when there is no saturation in the control inputs and the second case is when the control
inputs are limited by rectangular saturation function.
Case I: ∆v(t) = 0 - From Assumption 2, plant (63), and K˜(t) = Kˆ(t)−K∗(t), we obtain
x˙(t) = Am(α(t))x(t) +BK˜
T(t)x(t)−Brr(t), ∀α ∈ Ω, (80)
which leads to
W˙ (.) = xT(t)(ATm(α(t))P + PAm(α(t)))x(t) + x
T(t)(2PBK˜T(t))x(t) + 2xT(t)PBrr(t). (81)
By tacking bounds on the right hand side of (81), we obtain
W˙ (.) < (2ZBΘmax − λmin(Q)) ||x(t)||2 + 2ZBrmax||x(t)||. (82)
From condition (ii) and the definition of Θmax, we obtain
Θmax < Zmax <
λmin(Q)
ZB(3n+2)
. (83)
Therefore
W˙ (.) < 0,
||x(t)|| > 2ZBrmaxλmin(Q)−2ZBΘmax .
(84)
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The choice of xmin in (72) leads to xmin >
2ZBrmax
λmin(Q)−2ZBΘmax . Hence it is shown that in Case I, W˙ (.) < 0, for
all x(t) ∈M.
Case II: ∆v(t) 6= 0 - Suppose A(α(t)) is a Hurwitz for all α ∈ Ω, and consider the following Lyapunov
function candidate for the system dynamics WA(x(t)) = x
T(t)PAx(t), where PA = P
T
A > 0, solves the
following LMI
AT(α(t))PA + PAA(α(t)) ≤ −QA, ∀α ∈ Ω, (85)
for some positive definite QA = Q
T
A > 0. Because ∆v(t) 6= 0, then Rs(v(t)) = v¯(t) and the system dynamics
in equation (61) becomes
x˙ = A(α(t))x(t) +Bv¯(t) +Brr(t), ∀α ∈ Ω. (86)
From the definition of v0 in (72), we know ||v¯(t)|| ≤ v0. Consequently
W˙A(.) = x
T(AT(α(t))PA + PAA(α(t)))x(t) + 2x
T(t)PABv¯(t) + 2x
T(t)PABrr(t),
≤ −λmin(QA)||x(t)||2 + ZB (2rmax + 2v0) ||x(t)||.
(87)
For open-loop stable systems it immediately implies that
W˙ (.) < 0, ||x(t)|| > ZB(2rmax+2v0)λmin(QA) . (88)
Therefore the system states remain bounded. For unstable systems, that is, when A(α(t)) is not Hurwitz,
we write the dynamics in the following form
x˙(t) = A(α(t))x(t) +Bv¯(t) +Brr(t) +BK
∗T(t)x(t)−BK∗T(t)x(t),
= Am(α(t))x(t)−BK∗T(t)x(t) +Bv¯(t) +Brr(t), ∀α ∈ Ω.
(89)
Then
W˙ (.) ≤ −xT(t)Qx(t)− 2xT(t)PBK∗T(t)x(t) + 2xT(t)PBv¯(t) + 2xT(t)PBrr(t). (90)
In the following, two sub-cases are considered: Sub-case II.a: 2xT(t)PBv¯(t) < −vminZB ||x(t)||
Using for this sub-case and previously defined bounds, we can bound W˙ (.) as
W˙ (.) < |λmin(Q)− 2ZBΘ∗max|||x(t)||2 + (2ZBrmax − ZBvmin) ||x(t)||. (91)
This implies that W˙ (.) < 0, ||x(t)|| ≤ ZBvmin−2ZBrmax|λmin(Q)−2ZBΘ∗max| . From the definition of xmax, we obtain ||x(t)|| ≤
ZBvmin−2ZBrmax
|λmin(Q)−2ZBΘ∗max| < xmax. Hence we can conclude that
W˙ (.) < 0, ∀x(t) ∈M for sub-case II.a. (92)
Sub-case II.b: 2xTPBv¯(t) ≥ −vminZB ||x(t)||
Complexities arise in the stability analysis because the rectangular saturation function does not necessarily
preserve the direction of the control inputs as they hit their limits. Therefore as defined in equation (21),
v¯(t) is decomposed into vd(t) and v˜(t) as
v¯(t) = vd(t) + v˜(t) =
v(t)
||v(t)|| ||vd(t)||+ v˜(t), (93)
and vd(t) is chosen such that ||vd(t)|| ≥ max [||v˜(t)||, vmin]. The decomposition can be constructed without
loss of generality. The condition to this sub-case implies that
2xT(t)PB v(t)||v(t)|| ||vd(t)||+ vminZB ||x(t)||+ 2xT(t)PBv˜(t) ≥ 0. (94)
Multiplying ||v(t)||||vd(t)|| in (94), we obtain
2xT(t)PBv(t) + vminZB ||x(t)|| ||v(t)||||vd(t)|| + 2xT(t)PBv˜(t)
||v(t)||
||vd(t)|| ≥ 0. (95)
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Since vd(t) in equation (93) is chosen such that
vmin
||vd(t)|| < 1 and
||v˜(t)||
||vd(t)|| < 1 hold, we have
2xT(t)PBv(t) + 3ZB ||x(t)||||v(t)|| ≥ 0. (96)
Adding the inequality (90) to the inequality (96), we obtain
W˙ (.) ≤ −xT(t)Qx(t) + 2xT(t)PB
(
KˆT(t)−K∗T(t)
)
x(t)
+2xT(t)PBv¯(t) + 2xT(t)PBrr(t) + 3ZB ||x(t)||||v(t)||.
(97)
Note that ||v(t)|| ≤ Θ∗max||x(t)|| ≤ nΘmax||x(t)||, and ||v¯(t)|| ≤ v0, as a result we have W˙ (.) ≤
((3n+ 2)ZBΘmax − λmin(Q)) ||x(t)||2+ZB (2v0 + 2rmax) ||x(t)||. From equation (83), we know (3n+2)ZBΘmax−
λmin(Q) < 0, and then we have W˙ (.) < 0 for ||x(t)|| > ZB(2v0+2rmax)λmin(Q)−(3n+2)ZBΘmax := xmin. From the definition of
xmin, we conclude that
W˙ (.) < 0, ∀x(t) ∈M for sub-case II.b. (98)
As a consequence of (92) and (98), it follows that W˙ (.) < 0, for all x(t) ∈M.
Remark 10. Theorem 4 implies that if the initial conditions of the state and the parameter error lie within
certain bounds, then the adaptive system will have bounded solutions. The local nature of the result for
unstable systems is because of the saturation limits on the control input. For open-loop stable systems the
results are global.
4.3 Turboshaft Engine Example
We apply the developed adaptive controller to a high fidelity physics-based model of JetCat SPT5 turboshaft
engine driving a variable pitch propeller developed in [27, 28]. The effect of engine degradation due to
aging is modeled in the nonlinear simulation by modifying the efficiencies and flow capacities of key engine
components such as: High Pressure Compressor (HPC), High Pressure Turbine (HPT) and Low Pressure
Turbine (LPT). The values of these parameters used in this simulation are ηhpc = −1.470%, Wc,hpc =
−2.455%, ηhpt = −1.315%, Wc,hpt = +0.880%, ηlpt = −0.269%, and Wc,lpt = +0.1294%, where their
nominal values are zero. To show the stability of the closed-loop reference system, 40 different linearizations
of the system have been used, to solve inequality (35), in Matlab with the aid of YALMIP [20] and SeDuMi
[21] packages. The numerical value for the common matrix P is
P =

0.491 0.079 0.102 −0.004 −0.072 −0.039
0.079 0.446 0.053 0.007 −0.097 −0.013
0.102 0.053 0.181 −0.041 −0.028 −0.022
−0.004 0.007 −0.041 0.130 0.023 0.013
−0.072 −0.097 −0.028 0.023 0.321 0.045
−0.039 −0.013 −0.022 0.013 0.045 0.332
 ,
where its condition number is κ(P ) = 6.6303, and Q = 0.1× I6. Simulations are conducted for two different
cases including the control of the nominal model (NomEng), and the control of the deteriorated engine due
to aging (AgedEng). These case studies, simulate the engine acceleration from the idle thrust to the cruise
condition and then its deceleration back to the idle condition for a standard day at sea level condition.
Simulation results are shown in Figures 14 to 21.
Figure 14 shows the JetCat SPT5 turboshaft engine compressor map. In this map the approximate stall
line and also the operating line for this simulation have been shown. The engine operates in a safe region
with a big stall margin during its acceleration from idle to cruise and again during its deceleration back to the
idle condition. The 40 points which are used for linearization and stability analysis of the closed-loop system
also have been shown in this figure. Thirty of these points correspond to equilibrium linearizations which
are situated on the steady-state operating line of the engine, and the other 10 points correspond to non-
equilibrium linearizations which are situated near the steady-state operating line of the engine. The engine
operating lines for the nominal engine and degraded engine model are shown in this figure; as degradation
increases in the engine, the stall margin decreases, the pressure ratio decreases and the turbine temperature
increases.
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Figure 14: JetCat SPT5 engine compressor map with data points used to compute P and operating line for
nominal engine, and deteriorated engine.
Other controller parameters are c = 1, ηc = 3. The numerical values for the adaptive controller are set
as Γ = diag([50, 50, 50, 50, 50, 50]), Γ∆ = diag([30, 30]), v1,max = 0.12, v2,max = 0.15, and the initial
conditions and the compact sets are
ΘKi =
[
[-2, 0] [-2, 0]
[-2, 0] [-2, 0]
]
,
Θ∆ =
[ {0} {0} [0, 10] {0} {0} {0}
{0} {0} {0} [0, 10] {0} {0}
]T
,
Kˆi(0) =
[ −0.1950 −0.1950
−0.1970 −0.1970
]
,
K∆(0) =
[
0 0 2.7 0 0 0
0 0 0 2.7 0 0
]T
.
(99)
Figures 15 and 16 show the high and low pressure spool speeds tracking their reference trajectories closely.
Figure 17, shows the evolution of the infinity norm of the errors ||e(t)||∞, ||ev(t)||∞, ||e∆(t)||∞. The
steady-state error in the Aged Engine (AgedEng) simulation case is because of the effect of the aging on
the engine health parameters, and this causes a change in the equilibrium manifold of the aged engine in
comparison to the nominal engine (NomEng). In other words, since we are using nominal engine equilib-
rium manifold to design a linear parameter dependant reference model, and the aged engine linear model
has a different equilibrium manifold xpe,nom(α(t)) 6= xpe,aged(α(t)), and ue,nom(α(t)) 6= ue,aged(α(t)), then
δxpaged(t) = x
p
aged(t) − xpe,aged(α(t)) 6= 0, and δuaged(t) = uaged(t) − ue,aged(α(t)) 6= 0, and this means
||δxaged(t)|| > δxmin 6= 0 for all t > 0, hence, there will be a steady-state error value greater than zero.
Figure 18 shows the evolution of the control inputs v(t) = [v1(t), v2(t)]
T , which are inputs to the aug-
mented system, each element is corresponding to one of the control inputs to the original system. For better
performance and also to keep the engine in the safe range of operation, hard limits have been defined for both
augmented control inputs, |vi| ≤ vi,max for i = 1, 2. Figure 19 shows the histories of fuel flow and propeller
pitch angle as the control inputs to the plant. Figures 20 shows the evolution of the gain scheduling controller
integral gain matrix (Ki(α)) and also adaptive controller gain matrix (Kˆi(t)). Figure 21 shows the evolution
of the nonzero elements of the augmented adaptive parameter for the saturated system (K∆(t)).
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Figure 15: High pressure spool speed and its reference
signal
Figure 16: Low pressure spool speed and its reference
signal.
Figure 17: Norm of the error signals ||e(t)||∞, ||ev(t)||∞, ||e∆(t)||∞
For the cases where engine overspeed, compressor surge/stall, and/or turbine temperature limits are of
concern, the adaptive controller with constrained control inputs could potentially be used to mitigate these
issues. In order to keep the gas turbine engine to run within its safe operating envelope, proper selection of
the constraints on the control inputs, based on the knowledge of the engine dynamics, is needed.
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Figure 18: Control inputs to the augmented system
(v(t))
Figure 19: Fuel and prop pitch angle control inputs
(u(t))
Figure 20: Integral gain matrix elements for the gain
scheduling controller (Ki(α)), and for the adaptive
controller (Kˆi(t))
Figure 21: Nonzero elements of the augmented adap-
tive parameter for the saturated system (K∆(t))
4.4 Conclusions
Using convex optimization tools, a single quadratic Lyapunov function was computed, which guarantees the
stability of the gain scheduled gas turbine engine reference model. Stability analysis was performed for the
developed adaptive control with constrained control inputs architecture by proving the ultimate boundedness
of the error signal. Sufficient conditions for ultimate boundedness of the closed-loop system were derived. A
semi-global stability result was proved with respect to the level of saturation for open-loop unstable plants
while the stability result becomes global for open-loop stable plants. Simulations result for adaptive control
of JetCat SPT5 turboshaft engine physics-based model with some degradation due to aging, shows that the
proposed adaptive controller tracks the reference model.
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5 Adaptive Control of Systems with Gain Scheduled Reference
Models - Part III: Decentralized Approach
5.1 Introduction
During the past decades there has been a growing interest in decentralized adaptive control [35, 36, 37, 38,
39, 40, 41, 42]. The problem deals with a system composed of N subsystems Sk, each of whose inputs is
chosen by N controllers Ck, where k = 1, 2, ..., N . The parameters of the subsystems are assumed to be
unknown, and the controllers have to generate their inputs adaptively, using all information available to
them, to achieve some desired objectives.
Control theoretic concepts for gain scheduled model reference adaptive control of gas turbine engines
have been developed in [12, 11]. Since controlling the systems which operate in large operating envelopes,
such as gas turbine engines, is not practical close to just one operating point, there is a need to use linear
parameter dependent models that cover the entire operating envelope of the system (i.e. control the system
for multiple operating points). The contribution of this section is the development of a decentralized adaptive
control approach for systems with gain scheduled reference models; the controller can be used to control the
dynamical systems with multiple subsystems over large operating envelopes for a continuum of equilibria.
The decentralized adaptive control design developed here is based on the results from [12, 11]. The developed
decentralized controller, then is applied to a high fidelity physics-based model of a JetCat SPT5 turboshaft
engine with two subsystems. Using this architecture, we can match different engine cores to different props,
and the whole propulsion system could work without anymore performance tuning. Simulation results show
that the gas turbine engine with two subsystems (i.e., engine core and engine propeller) can be controlled
for large throttle commands in a stable manner and with proper tracking performance.
The rest of this section is organized as follows. In subsection II, decentralized linear parameter dependent
modeling is presented. In subsection III, the decentralized adaptive control for systems with gain scheduled
reference systems is presented. Then, uniform ultimate boundedness of the error signals for all the subsystems
of the decentralized system is proven. In subsection IV, simulation results are presented. The simulations
studies the efficiency of the developed decentralized adaptive control architecture for controlling the system
with a new engine core subsystem along with the nominal engine prop subsystem. Subsection V, concludes
this section.
5.2 Decentralized Linear Parameter Dependent Modeling
Here, a decentralized version of plant (28) is described. Each one of the subsystems is modeled as a single
input, single output (SISO) sub-plant. Each subsystem with its filtered input and its controller can be
defined as  x˙pk(t)u˙k(t)
x˙ck(t)

︸ ︷︷ ︸
x˙k
=
 fpk (xp(t), u(t))−ηcuk(t)
f ck(x
c
k(t), g
p
k(x
p
k(t), uk(t)), rk(t))

︸ ︷︷ ︸
fk(xk(t),xq(t),rk(t))
+
 0ηc
0

︸ ︷︷ ︸
bk
vk(t),
vk(t) = g
c
k(x
c
k(t), g
p
k(x
p
k(t), uk(t)), rk(t))︸ ︷︷ ︸
gk(xk(t),rk(t))
,
(100)
and the closed-loop nonlinear subsystem can be written as
x˙k(t) = Fk(xk(t), xq(t), rk(t)), (101)
where xk(t) ∈ Dxk ⊂ Rnk+2, and rk(t) ∈ Drk ⊂ R, and xq(t) ∈ Dxq includes all the states from the other
subsystems interconnecting with the kth subsystem. Now, similar to controller (31), for all α ∈ Ω, the
parameter dependent controller for each subsystem is defined as
[
x˙ck(t)
vk(t)
]
=
[ −c 1 −1
ki,k(α(t)) 0 0
]  xck(t)δyk(t)
δrk(t)
 . (102)
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The linear family of systems for the augmented subsystem (100) becomes
δx˙k(t) = Ak(α(t))δxk(t) + bkvk(t) + brkδrk(t) +
N∑
q=1,q 6=k
[Akq(α(t))δxq(t)]︸ ︷︷ ︸
hk(δxq(t),α(t))
, ∀α ∈ Ω,
δyk(t) = Ckδxk(t),
(103)
with the state feedback controller
vk(t) = K
T
k (α(t))δxk(t), ∀α ∈ Ω, (104)
where δxk(0) = δx0k , and δxk(t) ∈ Rnk+2 is the kth subsystem state vector, vk(t) ∈ R is the kth subsystem
control input, and KTk (α(t)) ∈ Rnk+2 is the vector of parameter dependent control gains for subsystem k,
and δrk(t) ∈ R is the kth subsystem reference signal. hk(δxq(t), α(t)) is the interconnection of all other
subsystems on the kth subsystem. Subscript k represents the kth subsystem, where k ∈ {1, ..., N}; in
turboshaft engine control example k ∈ {Co, Pr}. To design a reference model for each subsystem, we ignore
the effects of the interconnection terms from other subsystems and for a desired performance, we find out
the specific controller Kk(α(t)) = [0, 0, ki,k(α)]
T; as a result we obtain the following closed-loop system δx˙pk(t)δu˙k(t)
x˙ck(t)

︸ ︷︷ ︸
δx˙m,k(t)
=
 Apk(α(t)) bpk(α(t)) 00 −ηc ηcki,k(α(t))
1 0 −c

︸ ︷︷ ︸
Am,k(α(t))
 δxpk(t)δuk(t)
xck(t)

︸ ︷︷ ︸
δxm,k(t)
+
 00
−1

︸ ︷︷ ︸
brk
δrk(t), ∀α ∈ Ω.
(105)
The stability of reference model for each subsystem is guaranteed by Lemma 6.
Remark 11. Using pre-designed linear controllers available for important operating points of the system,
KTi,k(α(t)) can be obtained based on a stability preserving interpolation approach described in [19] with respect
to the scheduling parameter α in a smooth, continuous way. An approach by which the interpolated controller
stabilizes the linearized plant for all α ∈ Ω. Another approach is to compute KTi,k(α(t)) by polynomial
approximation as a function of α.
5.3 Decentralized Adaptive Control
5.3.1 Control Design and Stability Analysis
Consider a system S consists of N subsystems S1, S2, ..., SN that are interconnected. Each of the subsystems
is modeled as a single input, single output (SISO) linear parameter dependent model. For convenience, we
shall assume that each subsystem Sk has a controller Ck which computes the control input uk to Sk. The
subsystems Sk are described by the equations
Sk : δx˙k(t) = Ak(α(t))δxk(t) + bkvk(t) + brkδrk(t) +
N∑
q=1,q 6=k
[Akq(α(t))δxq(t)]︸ ︷︷ ︸
hk(δxq(t),α(t))
, ∀α ∈ Ω,
δyk(t) = Ckδxk(t),
(106)
where δxk(0) = δx0k , and δxk(t) ∈ Rnk is the kth subsystem state vector, vk(t) ∈ R is the kth subsystem
control input, and δrk(t) ∈ R is the kth subsystem reference signal. hk(δxq(t), α(t)) is the interconnection
of all other subsystems on the kth subsystem. Note that δx(t) = [δxT1 (t), ..., δx
T
k (t)..., δx
T
N (t)]
T. Subscript k
represents the kth subsystem, where k ∈ {1, ..., N}.
Assumption 4. For the interconnection term hk(δxq(t), α(t)), there exist positive constants ckq ∈ R, for
each subsystem q 6= k, such that, it is satisfying ‖hk(δxq(t), α(t))‖ ≤
N∑
q=1,q 6=k
[ckq||δxq(t)||], for all α ∈ Ω.
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Remark 12. This assumption is a result of Assumption 1, which is about the boundedness of Am(α(t)).
Remark 13. The feasibility of this assumption has already been verified in [11] by numerical simulation
studies, for gas turbine engine applications which we consider as the main application of this work. For
other systems, modeling and numerical studies are also needed for such verification.
The linear parameter varying reference model for the kth subsystem is expressed as
δx˙m,k(t) = Am,k(α(t))δxm,k(t) + brkδrk(t), ∀α ∈ Ω, (107)
where δrk(t) ∈ R is a bounded continuous reference input signal. The parameter matrix Am,k ∈ Rnk×nk
is chosen with Am,k being Hurwitz. The boundedness of all the reference trajectories is required in a
decentralized tracking control problem, which has been showed in the previous section. Note that δrk(t) ∈ R
is the command signal such that ||δrk(t)|| ≤ rmax,k.
The decentralized adaptive control of a linear parameter dependent systems can be stated as follows:
Given N subsystems described by (106), and N reference models described by (107), and assuming that
controller Ck of Sk can generate an input vk(t) such that all the signals in the system are bounded and
limt→∞ ‖δxk(t)− δxm,k(t)‖ = 0. Since the effect of the interactions of subsystems on each other is bounded,
we can use the following adaptive state feedback controller for each subsystem
Ck : vk(t) = Kˆ
T
k (t)δxk(t), (108)
with Kˆk(t) ∈ Rnk is the time-varying estimate of the nominal controller parameters K∗k(t).
Assumption 5. For each subsystem Sk, there exists an ideal gain matrix K
∗T
k (α(t)) = [0, 0, k
∗T
i,k(α(t))],
that results in perfect matching between the reference model (107) and the plant (106) such that
Am,k(α(t)) = Ak(α(t)) + bkK
∗T
k (α(t)), ∀α ∈ Ω. (109)
Remark 14. The feasibility of this assumption has already been verified in [11], for gas turbine engine
applications which we consider as the main application of this work. For other systems, modeling and
numerical studies are needed for such verification.
Assumption 6. Let K∗k(α(t)) ∈ θk for all α ∈ Ω, where θk is a known convex compact set. We also assume
that K∗k(α(t)) is continuously differentiable, and the derivative is uniformly bounded, ||K˙∗k(α(t))|| ≤ d¯k <∞
for all α ∈ Ω.
Remark 15. α(t) is defined to be α(t) = ||y(t)|| = ||xp(t)||; since it is a function of endogenous variables
(i.e., the plant states), its boundedness is guaranteed by boundedness of the plant states. As a result, its
derivative (α˙(t) = x
p(t)Tx˙p(t)
||xp(t)|| ) is also bounded. More details can be found in [4, 6, 11, 12, 26].
Remark 16. Compact set θk can be obtained by extensive numerical simulation studies of the system that the
controller is being designed for. Smoothness, continuity, and differentiability of Kk(α(t)), and also uniform
boundedness of K˙k(α(t)), can be guaranteed, by using proper design and computation process for Kk(α(t))
(see Remark 1).
With adaptive controller (108), the closed-loop form of subsystem Sk becomes
δx˙k(t) = Am,k(α(t))δxk(t) + bkK˜
T
k (t)δxk(t) + brkδrk(t) + hk(δxq(t), α(t)), (110)
where K˜k(t) = Kk(t)−K∗k(t). The error equation in terms of state tracking error ek(t) = δxk(t)− δxm,k(t)
and controller parameters is
e˙k(t) = Am,k(α(t))ek(t) + bkK˜
T
k (t)δxk(t) + hk(δxq(t), α(t)). (111)
25
Based on the error model (111), adaptive laws are presented using the Lyapunov design method. Here we
consider the case that for each subsystem a single quadratic Lyapunov function exists for the error model
(111). If for the Hurwitz matrices Am,k(α(t)), for each subsystem, for all α ∈ Ω, there exist a single Lyapunov
matrix Pk = P
T
k > 0, and a positive definite matrix Qk such that
PkAm,k(α(t)) +A
T
m,k(α(t))Pk ≤ −Qk, ∀α ∈ Ω (112)
we use the following adaptive law:
˙ˆ
Kk(t) = ProjΓ
(
Kˆk(t),−δxk(t)eTk (t)Pkbk
)
, (113)
where Γk = Γ
T
k . A visualization of the decentralized gain scheduled model reference adaptive control archi-
tecture is given in Figure 22.
Figure 22: Architecture of decentralized adaptive control illustrated for a subsystem Sk
Theorem 5. Consider the system S consisting of N interconnected subsystems Sk described by (106) subject
to Assumption 4. Consider, in addition for subsystems Sk, the adaptive control laws Ck defined in (108), with
adaptive laws defined in (113) subject to Assumptions 5 and 6. Then the error signals ek(t) are uniformly
ultimately bounded (UUB) for all k = 1, 2, ..., N .
Proof. For subsystem Sk consider the Lyapunov function candidate as
Vk(ek(t), K˜k(t)) = e
T
k (t)Pkek(t) + K˜
T
k (t)Γ
−1
k K˜k(t), (114)
whose time derivative along (111) and (113) is
V˙k(.) = e
T
k (t)
(
PkAm,k(α(t)) +A
T
m,k(α(t))Pk
)
ek(t)
+2eTk (t)PkbkK˜
T
k (t)δxk(t) + 2
(
K˜Tk (t)Γ
−1
k
˙˜Kk(t)
)
+2eTk (t)Pkhk(δxq(t), α(t)).
(115)
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Using Lemma 6, and knowing that for scalars aTb = baT, and letting YK,k(t) = −δxk(t)eTk (t)Pkbk, and
knowing ˙˜Kk(t) =
˙ˆ
Kk(t)− K˙∗k(t) leads to
V˙k(.) ≤ −eTk (t)Qkek(t)
+2
(
K˜Tk (t)
[
Γ−1k ProjΓ(Kˆk(t), YK,k(t))− YK,k(t)
])
−2
(
K˜k(t)
TΓ−1k K˙
∗
k(t)
)
+ 2eTk (t)Pkhk(δxq(t), α(t)).
(116)
Using Lemma 4
V˙k(.) ≤ −eTk (t)Qke(t)− 2
(
K˜Tk (t)Γ
−1K˙∗k(t)
)
+ 2eTk (t)Pkhk(δxq(t), α(t)). (117)
From Assumption 4, knowing δxq(t) = eq(t) + δxm,q(t), and letting x¯m,k = supt(
N∑
q=1,q 6=k
ckq||δxm,q||), we
have
||hk(δxq(t), α(t))|| ≤
N∑
q=1,q 6=k
[ckq||eq(t)||] + x¯m,k. (118)
Furthermore, using (118) in the last term of (117) results in
|2eTk (t)Pkhk(δxq(t), α(t))| ≤ 2λmax(Pk)||ek(t)||||hk(δxq(t), α(t))||
≤ 2λmax(Pk)||ek(t)||
(
x¯m,k +
N∑
q=1,q 6=k
[ckq||eq(t)||]
)
.
(119)
Notice that, using Assumption 6, we obtain
||K˜Tk (t)Γ−1k K˙∗k(t)|| ≤ ||Γ−1k || max
K∗k∈θk
||K∗k ||d¯k, ∀t ≥ 0. (120)
The following upper bound on Lyapunov function derivative for kth subsystem, can be found
V˙k(.) ≤ −λ¯k||ek(t)||2 + ρ¯k||ek(t)||
N∑
q=1,q 6=k
ckq||eq(t)||+ ξ¯k||ek(t)||+ ψ¯k, (121)
where λ¯k := (λmin(Qk)), ρ¯k := 2λmax(Pk), ξ¯k := 2λmax(Pk)x¯m,k and ψ¯k := 2||Γ−1k || max
K∗k∈θk
||K∗k ||d¯k are all
positive constants. Now choosing V (.) =
N∑
k=1
Vk(.), to show the stability of the whole system S, the Lyapunov
function derivative for the whole system S is
V˙ (.) =
N∑
k=1
V˙k(.)
≤
N∑
k=1
(−λ¯k||ek(t)||2 + ρ¯k||ek(t)||
N∑
q=1,q 6=k
ckq||eq(t)||+ ξ¯k||ek(t)||+ ψ¯k).
(122)
Letting ψ :=
N∑
k=1
ψ¯k, and defining the following vectors and matrices
e¯(t) := [||e1(t)||, ..., ||eN (t)||]T, ξ := [ξ¯1, ..., ξ¯N ]T,
Φ :=

0 ρ¯1c12 . ρ¯1c1q ρ¯1c1N
ρ¯2c21 0 . . ρ¯2c2N
. . 0 . .
ρ¯kck1 . ρ¯kckq . ρ¯kckN
ρ¯NcN1 . ρ¯NcNq . 0
 ,
Λ := diag([λ¯1, ..., λ¯N ]), Π := Λ− Φ,
(123)
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the upper bound on Lyapunov function derivative becomes
V˙ (.) ≤ −e¯(t)TΠe¯(t) + ξTe¯(t) + ψ
≤ −λmin(Π)||e¯(t)||2 + ||ξ||||e¯(t)||+ ψ.
(124)
By proper selection of Qk for all k = 1, ..., N , we can make sure that λmin(Π) > 0. Having
||e¯(t)|| > ||ξ||+
√||ξ||2 + 4λmin(Π)ψ
2λmin(Π)
, (125)
renders V˙ (.) < 0. Hence ek(t) is UUB for all k = 1, ..., N .
5.4 Turboshaft Engine Example
We apply the developed decentralized controller to a high fidelity physics-based model of JetCat SPT5
turboshaft engine driving a variable pitch propeller developed in [27, 28]. To show the stability of the closed-
loop reference model for each subsystem, 40 different (30 equilibrium, and 10 non-equilibrium) linearizations
are used, to solve inequality (35); the inequality is solved in Matlab with using YALMIP [20] and SeDuMi
[21] packages. The numerical values for QCo, QPr, and the matrices PCo and PPr for the subsystems are
PCo =
 4.9034 0.9895 −0.62340.9895 1.7716 −0.1078
−0.6234 −0.1078 3.4583
 , (126)
PPr =
 1.9015 0.0513 0.19120.0513 0.3882 −0.0553
0.1912 −0.0553 1.0811
 , (127)
where the condition numbers are κ(PCo) = 3.6384 and κ(PPr) = 5.1066. QCo = 0.1× I3 and QPr = 0.1× I3.
These simulations include the control of the nominal model (NomEng), and also control of the engine with a
new core (NewCore). These decentralized adaptive control case studies, simulate the engine acceleration from
the idle thrust to the cruise condition and then its deceleration back to the idle condition in a stable manner,
with proper tracking performance. The initial conditions for each subsystems, and the numerical values for
the corresponding adaptive controllers are xCo(0) = xm,Co(0) = [0.295, 0.145, 0]
T
, xPr(0) = xm,Pr(0) =
[0.161, 16, 0]
T
, KˆCo(0) = [0, 0, −0.49]T, KˆPr(0) = [0, 0, −0.49]T, ΓCo = diag([40, 40, 40]), ΓPr =
diag([30, 30, 30]), K∗Co ∈ θkCo = [[−2, 0], [−2, 0], [−2, 0]]T, and K∗Pr ∈ θkPr = [[−2, 0], [−2, 0], [−2, 0]]T.
To simulate a new engine core, we assumed the high pressure spool inertia is Ihps,new = 0.8Ihps,nom, where
Ihps,nom = 4× 10−5 (kg.m2). Simulation results for this scenario are shown in figures 23 to 31.
Figures 23 and 24, show the history of the desired reference system matrix eigenvalues for the core
λ[Am,Co(α(t))], and prop λ[Am,Pr(α(t))] subsystems. As it is apparent, all the eigenvalues remain negative
with the time change of the scheduling parameter α.
Figures 25 and 26, show the output of the core subsystem (xpCo(t)) and prop subsystem (x
p
Pr(t)) tracking
their reference signals. Figure 27, shows the evolution of the control inputs to the augmented engine core
(vCo(t)), and prop (vPr(t)) subsystems, each element is corresponding to one of the control inputs to the
original subsystem.
Figure 28, shows the histories of fuel flow (uCo(t)) and propeller pitch angle (uPr(t)) as the control
inputs to each subsystem. Figures 29, shows gain scheduled and adaptive integral gains for the engine
core (ki,Co(α(t)), kˆi,Co(t)), and prop (ki,Pr(α(t)), kˆi,Pr(t)) subsystems. The gain scheduled control gains
have been obtained by interpolation using the predesigned indexed family of fixed-gain controllers, and each
controller corresponds to one equilibrium point of the engine. kˆi,Co(t) and kˆi,Pr(t) are generated using
adaptive laws designed for each subsystem.
Figure 30, shows the history of thrust and it is following its reference command from idle to cruise
condition and then back to the idle for standard day, sea level condition. Figure 31, shows the evolution
of the infinity norm of the errors ||eCo(t)|| and ||ePr(t)||. The smallness of the errors suggest that the
subsystems closely track the desired reference trajectories. It also verifies the Assumption 4, which is on
the boundedness of the coupling effects of the subsystems on each other, for the gas turbine engine control
example.
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Figure 23: Engine core subsys ref. model eigenvalues
(λ[Am,Co(α(t))])
Figure 24: Engine prop subsys ref. model eigenvalues
(λ[Am,Pr(α(t))])
Figure 25: Core spool speed and its ref. signal Figure 26: Prop spool speed and its ref. signal
5.5 Conclusions
Gain scheduled reference models were developed for each subsystem of the decentralized architecture. Using
convex optimization tools, a single quadratic Lyapunov function was computed for each subsystem, which
guaranteed the stability of the gain scheduled gas turbine engine core and prop reference models. Rigorous
stability analysis was done by proving the uniform ultimate boundedness of the error signals for all the
subsystems. Sufficient conditions for uniform ultimate boundedness of the entire system were derived.
Through the simulation based on a physics-based nonlinear model of a JetCat SPT5 turboshaft engine with
a new core, it was demonstrated the proposed decentralized adaptive controllers track their reference models
in each subsystem for the entire flight envelope of the engine.
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Figure 27: Control inputs to the augmented engine
core (vCo(t)), and prop (vPr(t)) subsystems
Figure 28: Fuel (uCo(t)) and prop pitch angle
(uPr(t)) control inputs
Figure 29: Gain scheduled and adaptive integral gain for the engine core (ki,Co(α(t)), kˆi,Co(t)), and prop
(ki,Pr(α(t)), kˆi,Pr(t)) subsystems
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