Convexity and generalized convexity play important roles in optimization theory. With the development of programming problem, there has been a growing interest in the higher-order dual problem and a lot of related generalized convexities are given. In this paper, we give the convexity of ( , , , , , )
Introduction
In this paper, we focus on the following nondifferentiable minimax fractional programming problem: The duality of programming problem involving symmetric matrix has been investigated widely. Schmitendorf [1] established necessary and sufficient optimality conditions for a particular case of the following problem under convexity conditions.
Under the optimality conditions of [1] , Tanimoto [2] defined a first-order dual problem of , which generalized the duality theorems for convex minimax programming problems considered by Weir [3] and relaxed the convexity assumptions in the sufficient optimality of [1] . Mishra and Rueda [4] introduced generalized second-order type I functions and considered the minimax programming problem involving those functions and established second-order duality theorems for problem
Husian, Anurag Jaysural and Ahmad [5] established two types of second-order dual models for problem ( ) P  , which extends some previously known results on minimax programming. With the development of programming problem, there has been a growing interest in the higher-order dual problem. Mangasarian [6] first formulated a class of secondand higher-order dual problems for a nonlinear programming problem involving twice differentiable functions. In [7] , Zhang considered the following nondifferentiable mathematical programming problem:
x Bx ( )  P subject to ( ) 0, g x  under higher-order invexity assumptions. Mishra and Rueda [8] generalized the results of Zhang [7] to higher-order type I functions.
In [9] , Ahmad, Husain and Sharma considered the nondifferentiable minimax programming problem ( ) P  , and formulated a unified higher-order dual of (P )  , and established weak, strong and strict converse duality theorems under higher-order ( , , , )
-Type I assumptions. In [10] , Jayswal and Stancu-Minasian formulated the weak, strong and strict converse duality of (P )  under generalized convexity of higher-order ( , , , )
For problem (P), H. C. Lai and K. Tanaka gave the necessary and sufficient conditions under the conditions of pseudo-convex, strictly pseudo-convex and quasi-convex [11] .
In this paper, we will establish a higher-order dual of (P) and give the weak, strong and strict converse duality theorems under ( , , , , , )
vector-pseudoquasiType I assumptions. The convexity conditions in this paper generalized the convexity in [8] , and hence, presents an answer of a question raised in [10] .
Preliminaries
Let be the n-dimensional Euclidean space, n R n R  be its nonegative orthant and X be an open subset of . Let be the set of all feasible solutions of (P). Denote
is said to be sublinear in its third argument, if , ,
and , :
n n l R R   and be three differentiable functions. We assume that
F is a sublinear functional throughout this paper.
Definition 2: ( , ) f e is said to be higher-order ( , , , ,
. 
is said to be strictly higher-order ( , , , , ,
( , , ( , )( ( , ))) ( , ). 
Obviously, when  is subadditive function and satisfies
, higher-order (
vector-pseudoquasi-Type I is the convexity condition of Theorem 3.1 in [10] .
In the following section, we will use Lemma 1 and Lemma 2 which were given in [11] .
is an optimal solution of problem (P) satisfying and > 0, > 0 
Duality Model
We consider the following dual model .
, then we define the supremum over H s t y  to be .  Next, we establish the duality of type (WD). Theorem 3.1 (Weak Duality) Let x and ( , , , , , , , , ) z u v s t y p    be feasible solutions of (P) and (WD), respectively. Assume that 
Since F is sublinear in its third argument, by (3.11) we can get 
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