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In this work, a general representation for an operator self-similar Gaussian vector field
is obtained, and some properties are studied. It is also shown that such a process is the
operator scaling limit of a Gaussian vector field.
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1. Introduction
Self-similar processes, first studied rigorously by Lamperti [1] under the name ‘‘semi-stable’’, are processes that are
invariant under suitable transformations of time and scale. There has been an extensive literature on self-similar processes.
We refer the reader to Vervaat [2] for general properties, to Samorodnitsky and Taqqu [3] [Chapters 7 and 8] for studies on
Gaussian and stable self-similar processes and random fields.
The definition of self-similarity has been extended to allow scaling or time transformations via linear operators on
multidimensional space, and the corresponding processes are called operator self-similar processes. We refer the reader
to Biermé et al. [4], and Hudson and Mason [5] and references therein. In our work, we use a more general definition of
operator self-similar processes.
Definition 1.1. A vector valued random field X = {X(t) ∈ Rn : t ∈ Rd} is operator self-similar (or operator scaling
invariant) if
(i) it is stochastically continuous, and
(ii) for some fixed d× dmatrix E with positive real parts of the eigenvalues, if each c > 0, there exists an n× n nonsingular
matrix A(c) such that
{X(cE t) : t ∈ Rd} d= {A(c)X(t) : t ∈ Rd}, (1.1)
where d= denotes the equality of finite dimensional distributions. As usual for c > 0, cE = exp(E log c), where exp(A) =∑∞
i=0
Ak
k! is the matrix exponential.
Note that if E = I , the identity matrix, (1.1) is the same as (1.4) in Pitt [6]. If {X(t) : t ∈ Rd} is a scalar valued random
field and A(c) = cH with H > 0, (1.1) is the same as (1.1) in Biermé et al. [4].
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As is standard for the multivariate context, we always assume that the operator self-similar process {X(t) : t ∈ Rd}
is proper, meaning that for each t > 0, the distribution of X(t) is full. A probability distribution on Rn is full if it is not
supported on any (n− 1)-dimensional hyperplane.
In applications, most cases that we encounter are Gaussian vector fields. So we mainly deal with Gaussian vector fields.
In the rest of this work, we assume that X = {X(t)} is a centered Gaussian vector field, and is normalized with X(0) = 0.
Denote by D∗ the transpose of a matrix (or vector) D. The covariance matrix function ρ(s, t) of X is
ρ(s, t) = E[X(t)X∗(s)], t, s ∈ Rd. (1.2)
We assume that ρ(t, s) is jointly continuous in t and s. One can easily get that X is operator self-similar if and only if for
some fixed d×dmatrix E with positive real parts of the eigenvalues, there exists an n×n nonsingular matrix A(c) such that
ρ(cE t, cEs) = A(c)ρ(t, s)A∗(c). (1.3)
Self-similar processes are of interest, because they are closely connectedwith limit theorems. In otherwords, scaling limit
processes are always self-similar, and almost all self-similar processes are characterized in such a way, as was observed by
Lamperti [1]. This property makes it very useful in the real world. This nice property also holds true for our case.
Definition 1.2. We say that X = {X(t)} has a nondegenerate operator scaling limit Y = {Y (t)} whenever it satisfies the
following two properties.
(i) For each c > 0, there exists a nonsingularmatrix B(c) such that the finite dimensional distributions of the scaled process
Xc(t) = B(c)X(cE t) converge, as c ↓ 0, to those of Y (t).
(ii) For some finite set {tj} ⊂ Rd, the matrix
A =
∑
j
r(tj, tj) is nonsingular, (1.4)
where r(t, s) is the covariance matrix function of the scaling limit process Y (t).
Since we are concerned with the Gaussian case, this convergence is equivalent to the existence of the limit
r(t, s) = lim
c↓0 B(c)ρ(c
E t, cEs)B∗(c). (1.5)
It follows that Y is a Gaussian process with covariance function r(t, s), and the continuity of ρ implies that r(t, s) is
measurable.
For E = I , Pitt [6] showed that the nondegenerate scaling limit process {Y (t)} of a Gaussian vector field {X(t)} is operator
self-similar and A(c) = cQ , where Q is a squarematrix. Inspired by him, we naturally ask whether we can get similar results
for our case.
To end this section, we give the following preliminaries and notation. Define ‖x‖0 =
∫ 1
0 ‖tE
∗
x‖2 dtt , where ‖ · ‖2 is any
norm on Rd. It follows from Lemma 6.1.5 of Meerschaert and Scheffler [7] that ‖ · ‖0 is a norm on Rd and satisfies that for
the unit sphere S0 = {x ∈ Rd : ‖x‖0 = 1}, the mapping
ψ : (0,∞)× S0 → Rd \ {0}
(r, θ)→ rE∗θ
is a homeomorphism. Moreover for any x ∈ Rd \ {0}, the function t → ‖tE∗x‖0 is strictly increasing. Hence we can write
any x ∈ Rd \ {0} uniquely as x = rE∗(x)θ(x) for some radial part r(x) > 0 and some direction θ(x) ∈ S0 such that x→ r(x)
and x→ θ(x) are continuous (see Meerschaert and Scheffler [7] for more details).
The rest of this work is organized as follows. In Section 2, we give the concrete representation of A(c) for our case. In
Section 3, we will study some properties of the operator self-similar Gaussian vector fields.
2. Representation of matrix A(c)
Many authors have studied the representation of matrix A(c) for different cases. For the operator self-similar Rn valued
processes with d = 1, Laha and Rohatgi [8] proved that if E = I and A(c) is positive definite, A(c) can be expressed as
A(c) = cQ , where Q is a square matrix. Hudson and Mason [5] have shown that if d = 1 and E = I , this is again true,
i.e., A(c) = cQ . For the Gaussian vector fields, Pitt [6] showed that if E = I , A(c) = cQ . In this section, we will extend Pitt’s
result and show that the result is also true for our case. We state our result as follows.
Theorem 2.1. If ρ(t, s) is a measurable solution of (1.3), then there exists a square matrix L such that
ρ(cE t, cEs) = cL∗ρ(t, s)cL. (2.1)
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In order to prove Theorem 2.1, we first collect some facts from Lie groups. Let G denote the general linear group of
invertible n× nmatrices and K ⊂ G be the closed subgroup of all matrices k satisfying
kρ(t, s)k∗ = ρ(t, s) for all t, s ∈ Rd. (2.2)
We will see that the closed subgroup K will play an important role in our proofs.
We first study the relationship between the group K and the set {A(c) : c ∈ (0, ∞) where A(c) satisfies (1.3)}. If A(c)
and B(c) both satisfy (1.3), i.e.,
ρ
(
cE t, cEs
) = A(c)ρ(t, s)A∗(c) = B(c)ρ(t, s)B∗(c),
then
B−1(c)A(c) ∈ K i.e., B(c)K = A(c)K . (2.3)
By (1.3) and (2.2), we can get that
A−1(c)KA(c) = K . (2.4)
Furthermore, it follows from (1.3) that
ρ
(
(cβ)E t, (cβ)Es
) = A (cβ) ρ(t, s)A∗ (cβ)
= ρ (cEβE t, cEβEs)
= A(c)A(β)ρ(t, s)A∗(β)A∗(c).
Then
A−1(cβ)A(c)A(β) ∈ K , (2.5)
since A(c) is an invertible matrix for every c > 0.
LetΠ(g) = g · K be the natural projection of G onto G/K , where G/K is the coset space. Let the topology on G/K be the
largest one making the natural project Π continuous. Since ρ(t, s) is jointly continuous for t and s both non-zero, we can
get that the map c → Π(A(c)) is measurable from (0, ∞) to G/K if the Borel field on G/K is generated by the topology
above. Below, we use the same method as in the proof of Theorem 2 in Pitt [6].
Proof of Theorem 2.1. Let U ⊆ G denote the closed subgroup generated by K and the elements {A(c) : c ∈ (0, ∞)}.
Then both U and K are Lie groups, since they are closed subgroups of G, and G is a Lie group. By (2.4), we can get that K is a
normal subgroup of U . We also have that the quotient group U /K is a Lie group. Since K is a normal subgroup,Π(U ) can
be identified as U /K .
From (2.5), (2.2) and the fact that the mapΠ(A(c)) is measurable, we can get that c → Aˆ(c) = Π(A(c)) is a measurable
group homomorphism of (0, ∞) to U /K . Define a one-parameter group of operators Tc : C → C by Tc f (a) = f (Aˆ(c)a) for
each c ∈ (0, ∞) and a ∈ U /K , where C is the separable Banach space of all continuous functions on U /K which vanish
at infinity with the sup norm. We can get that c → Tc is weakly measurable, since c → Aˆ(c) is a measurable function. By
Corollary 2 in Hille and Phillips [9] we can get that the mapping: c → Tc is strongly measurable. It follows from Hille and
Phillips [9] that for each continuous function f ∈ C, c → Tc f (e) = f (Aˆ(c)) is continuous, where e denotes the identity
element in U /K , and hence c → Aˆ(c) is continuous from (0, ∞) to U /K .
It follows from Chevalley [10] that a continuous one-parameter group Aˆ(c) can be determined by its derivative dAˆ(c)dc |c=1.
Here we follow the terminology used in [10]; the derivative is identified as a tangent vector X in the tangent space Te of the
U /K at the identity element e of U /K . From Chapter 4 in [10], we can get that there exists a projectionΠ0 of U onto U /K
such that dΠ0 gives a linearmap of the tangent space TI ofU at I ∈ U onto Te, where dΠ0 is the differential ofΠ0. Then there
exists an X0 ∈ TI with dΠ0(X0) = X . Since (0, ∞) is simply connected, X0 can determine a differentiable one-parameter
group B(c) : (0, ∞) → U with dB(c)dc |c=1 = X0. It follows that Π0(B(c)) and Π(A(c)) have the same generators. Then we
can get that B−(c)A(c) ∈ K . So B(c) satisfies (1.3). From the properties of one-parameter continuous semigroups, we can
get that B(c) = cL∗ , where L∗ = X0 = dB(c)dc |c=1. From the above arguments, one can get that the theorem holds. The proof
is ended. 
3. Some properties of operator self-similar Gaussian vector fields
In this section, we mainly discuss some properties of operator self-similar Gaussian vector fields. If X = {X(t)} is an
operator self-similar Gaussian vector field with stationary increments and continuous covariance, we have the following
proposition. Let∆ be the n× nmatrix valued spectral measure of X on Rd \ {0} (see Yaglom [11]).
Z. Liu, H. Dai / Applied Mathematics Letters 23 (2010) 842–846 845
Proposition 3.1. If X = {X(t) ∈ Rn : t ∈ Rd} is an operator self-similar Gaussian vector field with stationary increments and
continuous covariance ρ(t, s), then there exists a finite measure∆0 on S0 such that for all f ∈ L1(Rd \ {0},∆(dλ)), we have∫
Rd\{0}
f (x)∆(dx) =
∫ ∞
0
∫
S0
f (rE
∗
θ)
r−L∗∆0(dθ)r−L
r
dr. (3.1)
Proof. According to Yaglom [11], ρ(t, s) can be uniquely represented as
ρ(t, s) =
∫
Rd\{0}
(ei〈t, λ〉 − 1)(e−i〈s, λ〉 − 1)∆(dλ)+ (〈t, Aijs〉), (3.2)
where 〈x, y〉 is the ordinary inner product in Rd, and∆ is the non-negative n× nmatrix valued measure on Rd \ {0}which
satisfies∫
Rd\{0}
|λ|2
1+ |λ|2 〈x¯,∆(dλ)x 〉 <∞, for all x ∈ C
n, (3.3)
and
∆(−B) = ∆¯(B) (∆¯ is the complex conjugate),
and also A = (Aij) is a non-negative n× nmatrix with entries that are d× dmatrices Aij = (akl(i, j)).
Since X is operator self-similar, it satisfies (2.1). So by the uniqueness of the Eq. (3.2), we can write that for any
B ∈ B {Rd \ {0}},
∆(cE
∗
B) = c−L∗∆(B)c−L, (3.4)
and for all t , s ∈ Rd,(〈t, Aijs〉) = c−L∗ (〈cE t, AijcEs〉) c−L. (3.5)
Inspired by Yeh [12], for any F ∈ B(S0), we define
ψ ((0, 1)× F) = {x ∈ Rd \ {0} : r(x) ∈ (0, 1) and θ(x) ∈ F} ;
ψ ((0, c)× F) = {x ∈ Rd \ {0} : r(x) ∈ (0, c) and θ(x) ∈ F} .
Then for any x ∈ ψ ((0, 1)× F), r(x) ∈ (0, 1) and θ(x) ∈ F . From the definition of the norm ‖·‖0, we have cr(x) = r(cE∗x).
Since
cE
∗
x = rE∗(cE∗x)θ(cE∗x) = cE∗ rE∗(x)θ(cE∗x) = cE∗ rE∗(x)θ(x),
and for any t > 0, the matrix tE
∗
is invertible, θ
(
cE
∗
x
) = θ(x). Then θ (cE∗x) ∈ F , if θ(x) ∈ F . So we have that if
x ∈ ψ ((0, 1)× F), cE∗x ∈ ψ ((0, c)× F). Conversely, using the same method as above, if x ∈ ψ ((0, c)× F), we have
r(x) ∈ (0, c). So 1c r(x) = r
(
( 1c )
E∗x
) = r (c−E∗x) ∈ (0, 1). Since
c−E
∗
x =
(
1
c
)E∗
rE
∗
(x)θ(c−E
∗
x) =
(
1
c
)E∗
rE
∗
(x)θ(x),
we can get that θ
(
c−E∗x
) ∈ F . It follows that ( 1c )E∗ x = (cE∗)−1x ∈ ψ ((0, 1)× F). Then we can get that
ψ ((0, c)× F) = cE∗ψ ((0, 1)× F) ,
where cE
∗
A = {cE∗x : x ∈ A} for set A.
For any 0 < α < β <∞ and F ∈ B(S0), we have
∆ (ψ ((α, β)× F)) = ∆ (ψ ((0, β)× F))−∆ (ψ ((0, α)× F))
= ∆
(
βE
∗
ψ ((0, 1)× F)
)
−∆
(
αE
∗
ψ ((0, 1)× F)
)
= β−L∗∆ (ψ ((0, 1)× F)) β−L − α−L∗∆ (ψ ((0, 1)× F)) α−L. (3.6)
By (3.6) and some algebraic calculation, we derive that there exists a finite measure∆0 onB(S0) such that
∆ (ψ ((α, β)× F)) =
∫ β
α
∫
F
r−L∗∆0(dθ)r−L
r
dr.
Then we can easily get that (3.1) holds. 
846 Z. Liu, H. Dai / Applied Mathematics Letters 23 (2010) 842–846
Next, we study the relationship between the eigenvalues of E and those of L. Let λ = max{Re(µ) : µ ∈ σ(L)}, where
σ(L) is the spectral of matrix L. Then:
Proposition 3.2. If
(i) X = {X(t)} is a proper, operator self-similar Gaussian vector field with stationary increments and X(0) = 0;
(ii) E has a real eigenvalue uˆ and a corresponding real eigenvector t0,
then λ ≤ uˆ.
Proof. By (ii), we have that for any c > 0, cE t0 = c uˆt0. Then Eq. (1.1) implies that{
X(c uˆt0r) : r ∈ R
}
d=
{
cL
∗
X(rt0) : r ∈ R
}
. (3.7)
Define: Q (s) = X(st0). It follows from (3.7) that
Q (c uˆs) d= cL∗Q (s).
So the process {Q (s) ∈ Rn : s ∈ R} is an operator self-similarRn valued stochastic process with stationary increments. Then
from Proposition 2.2 given by Maejima and Mason [13], one can easily get that the proposition holds. 
The next proposition says that operator self-similar Gaussian vector fields arise as scaling limits.
Proposition 3.3. If X = {X(t)} has a nondegenerate operator scaling limit Y = {Y (t)}, then Y is operator self-similar.
In order to prove that Proposition 3.3 holds, we need the following lemma. Let ‖ · ‖ denote the matrix norm. Using the
same method as in the proof of Lemma 3.1 in Pitt [6], we can get:
Lemma 3.1. If {X(t)} has a nondegenerate operator scaling limit, then for each fixed β > 0,
lim sup
c↓0
‖B(cβ)B−1(c)‖ <∞;
lim sup
c↓0
‖B(c)B−1(cβ)‖ <∞.
Proof of Proposition 3.3. We fix β > 0. By Lemma 3.1, we can choose a sequence {cn} such that cn ↓ 0 and
A(β) = lim
n→∞ B(cn)B
−1(cnβ)
A−1(β) = lim
n→∞ B(cnβ)B
−1(cn).
Since X(t) has a nondegenerate operator scaling limit Y (t), we can get that
r(t, s) = lim
n→∞ B(cnβ)ρ
(
(cnβ)E t, (cnβ)Es
)
B∗(cnβ)
= lim
n→∞
(
B(cnβ)B−1(cn)
) [
B(cn)ρ
(
cEnβ
E t, cEnβ
Es
)
B∗(cn)
] (
B(cnβ)B−1(cn)
)∗
= A−1(β)r(βE t, βEs) (A−1(β))∗ .
Then the proposition holds. 
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