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Abstract
High-order methods gain more and more attention in computational
fluid dynamics. However, the potential advantage of these methods de-
pends critically on the availability of efficient elliptic solvers. With spectral-
element methods, static condensation is a common approach to reduce the
number of degree of freedoms and to improve the condition of the alge-
braic equations. The resulting system is block-structured and the face-
based operator well suited for matrix-matrix multiplications. However,
a straight-forward implementation scales super-linearly with the number
of unknowns and, therefore, prohibits the application to high polynomial
degrees. This paper proposes a novel factorization technique, which yields
a linear operation count of just 13N multiplications, where N is the total
number of unknowns. In comparison to previous work it saves a factor
larger than 3 and clearly outpaces unfactored variants for all polynomial
degrees. Using the new technique as a building block for a preconditioned
conjugate gradient method resulted in a runtime scaling linearly with N
for polynomial degrees 2 ≤ p ≤ 32. Moreover the solver proved remark-
ably robust for aspect ratios up to 128.
Keywords: Spectral-element method; Elliptic equations; Substructuring; Static
condensation
1 Introduction
Many problems in computational fluid dynamics are posed on Cartesian grids.
First, there are flows in rectangular domains. Examples include the driven
cavity flow in two and three dimensions [4] as well as boundary layer, plane
channel, Couette flows, etc. Second, a recent trend is to use Cartesian grids
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together with immersed boundary methods (IBM) or cut cell methods to repre-
sent complex geometries [21]. Third, IBM as well as the phase-field methods, the
level-set methods, or the volume-of-fluid methods, frequently employ Cartesian
background grids to compute the continuous phase in a multi-phase flow, while
the disperse phase moving through the computational domain is represented
with the chosen method [32, 22]. And lastly, similar approaches are utilized for
fluid-structure coupling [1, 28].
Even on Cartesian grids computational methods for incompressible flows
typically spend a considerable amount of the runtime in solvers for elliptic equa-
tions [10]. This is also experienced in own work [19]. Algorithmic benefits for
these solvers directly lead to noticeable performance gains and for low-order
methods, extremely fast solvers are readily available [9].
Spectral Fourier methods [11] constitute the optimum efficiency for the
high accuracy computation of regular solutions due to the spectral convergence
and the availability of fast transformations, but require periodic boundary con-
ditions. Spectral methods based on more general orthogonal polynomials are
also employed for flow simulation [5], but are restricted to regular solutions
and a reduced set of boundary conditions as well. Other high-order schemes
like the discontinuous Galerkin (DG) methods or the spectral-element meth-
ods (SEM) provide more geometrical flexibility and the possibility to adjust the
order of approximation. For these (and other) reasons, the latter received vital
interest from the community during the last years. Yet, fast solvers for these
methods are still a matter of research.
As with high-order methods the number of degrees of freedom inside an
element scales with the polynomial degree to the power of three, ways to reduce
the algebraic problem size are sought. The static-condensation method is often
used to this end. For instance the first work on SEM [27] employs it, as do
more recent ones [6, 33]. Other applications of static condensation include the
explicit solution for cuboidal geometries [20], p-multigrid techniques for cuboidal
geometries [13] and the application as preconditioner for a DG scheme [12].
The references above benefit from the static condensation with spectacular
increases in performance. However, they all share one downside: When increas-
ing the polynomial degree, the operation count scales super-linearly with the
number of degrees of freedom, so that the method becomes less and less effi-
cient with higher and higher polynomial degrees. To remain efficient at high
polynomial degrees, linear complexity is required throughout the entire solver,
from operator execution to preconditioner to the remaining operations inside an
iteration.
As the implicit treatment of diffusion terms and pressure-velocity coupling
in solvers for incompressible fluid flow often reduce to a Helmholtz equation,
the goal of this article is to provide a Helmholtz solver with linear scaling. It
bases on [17] and [16], where preliminary variants of the condensed Helmholtz
operator with linear operation count were derived. While these variants resulted
in linear execution times of the iterations, they outperformed unfactorized ver-
sions implemented via dense matrix-matrix multiplications only for polynomial
degrees p > 10. Current simulations, however, tend to use lower polynomial
degrees [2, 33, 23] so that a gain is often not achieved. This article proposes an
efficient static condensation method for a spectral-element discretization, out-
performing matrix-matrix multiplications down to a polynomial degree of p = 2.
Section 2 focuses on tensor-product matrices as a necessary prerequisite and
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the third section on the spectral-element method. Section 4 recapitulates the
static condensation and the fifth section operators from [17]. Section 6, finally,
puts these elements together and proposes the new method. In Section 7 and
8, the efficiency of the new operators and solvers is quantitatively assessed with
suitable test cases.
2 Tensor-product matrices
Many partial differential equations exhibit a separable substructure [24], i.e. the
differential operator can be decomposed into smaller operators acting in single
coordinate directions only. This allows for further analysis of the operator and
the resulting system matrices. Indeed, it is the basic property to lower the op-
eration count here, as illustrated by the following very simple example. Assume
that a two-dimensional problem is discretized using a spectral method with n
degrees of freedom in each direction such that the vector of discrete unknowns
is v ∈ Rn2 . The system matrix C ∈ Rn2,n2 is dense, so that its straightfor-
ward application requires n4 multiplications. If it is a tensor-product matrix,
however, its application can be reformulated as
Cv = (B⊗A) v = (B⊗ I) (I⊗A) v (1)
with I ∈ Rn,n being the identity matrix, A ∈ Rn,n the operator in the first direc-
tion and B ∈ Rn,n the operator in the second one. The consecutive application
of A and B then requires only 2n3 multiplications. In general, tensor prod-
ucts of dimension d require only dnd+1 multiplications compared to n2d for the
application of the whole matrix.
Tensor-product matrices possess additional properties that allow for factor-
ization techniques. E.g., the multiplication of two tensor-product matrices is
reducible to the multiplication of the respective submatrices
(A⊗C) (B⊗D) = (AB)⊗ (CD) . (2)
Additionally,
(A⊗B)T = AT ⊗BT (3)
(A⊗B)−1 = A−1 ⊗B−1 . (4)
Further properties and applications of tensor-product matrices are presented
in [24] and [7].
3 The spectral-element method for cuboidal el-
ements
This paper is concerned with the Helmholtz equation. The continuous prob-
lem to solve in a domain Ω reads
λu−∆u = f , (5)
where u is the variable to solve for, λ ≥ 0 is a real constant parameter, ∆ the
Laplace operator and f the right-hand side. This equation was first formulated
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in the field of acoustic research with λ < 0. Nonetheless, the case λ ≥ 0 is
commonly referred to as Helmholtz equation in the fluid dynamics community.
Decomposing the domain into ne elements Ωe, the spectral-element method
leads to the discrete equation system
RHLRTuG = RFL , (6)
where uG is the solution vector, FL is the discretized right-hand side, R gathers
the contributions from the elements, and its transpose RT scatters the global
degrees of freedom to those local to the elements [7, 18]. The local Helmholtz
operator HL is a block-diagonal matrix consisting of the element Helmholtz
operators He.
This paper only considers the case of cuboidal elements. A three-dimensional
tensor-product basis is utilized in each element, allowing the standard element
basis functions φijk to be decomposed into three one-dimensional basis func-
tions [7] such that
∀ 0 ≤ i, j, k ≤ p : φijk(ξ1, ξ2, ξ3) = ϕi(ξ1)ϕj(ξ2)ϕk(ξ3) (7)
with ξ1, ξ2, ξ3 ∈ [−1, 1] the local coordinates in the element and {φi : i = 0, . . . , p}
the set of basis functions employed in all three directions. These one-dimensional
functions result in the standard element mass and stiffness matrices
Mij =
1∫
−1
ϕi(ξ)ϕj(ξ) dξ (8)
Kij =
1∫
−1
ϕ′i(ξ)ϕ′j(ξ) dξ , (9)
where the prime denotes differentiation. Using a tensor-product basis, the op-
erations on each element can be decomposed and the Helmholtz operator
becomes
He = de,0M⊗M⊗M + de,1M⊗M⊗K
+ de,2M⊗K⊗M + de,3K⊗M⊗M .
(10)
For an element Ωe of extent he,i, i ∈ {1, 2, 3}, in the three coordinate directions
the coefficients de are determined by
de =
he,1he,2he,3
8
(
λ 4
h2e,1
4
h2e,2
4
h2e,3
)T
. (11)
For convenience de,0 incorporates the Helmholtz parameter λ, whereas the
remaining components represent metric terms.
Throughout this paper, Lagrange polynomials to the Gauß-Lobatto-
Legendre (GLL) quadrature points constitute the one-dimensional nodal basis
functions. Hence, the tensor-product GLL points can be identified with the de-
grees of freedom of an element, as depicted in Figure 1a. The mass matrix is ap-
proximated via GLL quadrature, generating a diagonal matrix and thereby sim-
plifying the structure of the Helmholtz operator: The mass term M⊗M⊗M
reduces to a diagonal matrix whereas each stiffness term becomes diagonal in
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Figure 1: Left: Three-dimensional tensor-product element with GLL nodes of
order p = 3. Right: Compass notation for element faces.
two dimensions, e.g. M⊗K⊗M in direction one and three. While the simpli-
fication lowers the number of operations, it still scales with O(p4) and, hence,
super-linearly with respect to the number of unknowns. The super-linear com-
plexity represents a roadblock on the path to higher polynomial degrees and
reduces the efficiency of the solvers. Hence, the next sections focus on the
removal of this obstruction.
4 The static condensation method
The Helmholtz equation is elliptic, so that the Dirichlet problem is well
posed [15]. This property can be utilized to eliminate the internal nodes of
an element, reducing the number of unknowns significantly, but coupling the
remaining ones tighter. As only a single element needs to be discussed, the
subscript e for element Ωe is omitted in the following.
The degrees of freedom of the element are sorted into those located on the
boundary, denoted by the subscript B, and those in the interior, denoted by
the subscript I, as Figure 2 illustrates for a two-dimensional element. The
subscripts I and B are also used for the corresponding matrices where applicable,
e.g., HIB stands for the part of the Helmholtz operator mapping from the
boundary to the inner degrees of freedom whereas MII refers to the inner part
of the one-dimensional mass matrix. After sorting the variables accordingly, the
element Helmholtz operator becomes(
HBB HBI
HIB HII
)(
uB
uI
)
=
(
FB
FI
)
. (12)
As HII corresponds to the homogeneous Dirichlet operator and, hence, is
invertible, uI equates to
uI = H−1II (FI −HIBuB) . (13)
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Figure 2: Categorization of the degrees of freedom in a two-dimensional element
with p = 4 into inner and boundary degrees. (a): all degrees of freedom in
the element, (b): nodes corresponding to internal degrees of freedom, (c): only
boundary nodes.
This, in turn, yields(
HBB −HBIH−1II HIB
)︸ ︷︷ ︸
Hˆ
uB = FB −HBIH−1II FI︸ ︷︷ ︸
Fˆ
. (14)
The operator
Hˆ = HBB︸︷︷︸
Hprim
−HBIH−1II HIB︸ ︷︷ ︸
Hcond
(15)
defines a condensed element Helmholtz operator with the rank equal to the
number of boundary points. It is composed of two parts: The primary part, Hprim,
is the restriction of the full Helmholtz operator to the boundary nodes, whereas
the condensed part, Hcond, stems from the condensation process and represents
the interaction of the boundary values and the internal degrees of freedom.
After solving the equation system for the element boundary values (14),
equation (13) defines the interior unknowns. Algorithm 1 summarizes the re-
sulting solution process.
Algorithm 1: Solution algorithm with static condensation.
Restrict to boundary nodes, condense right-hand side
foreach Ωe do
Fˆe ← FB,e −HBI,eH−1II,eFI,e
uˆe ← uB,e
end
uˆ← Solution(RˆHˆRˆT uˆ = Fˆ)
Regain interior degrees of freedom
foreach Ωe do
uI,e ← H−1II,e (FI,e −HIB,euB,e)
ue ←
(
uB,e uI,e
)
end
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Attention to detail is required in the implementation of Hˆ. A naive matrix-
matrix implementation requires O(p4) multiplications and, hence, scales super-
linearly with the number of degrees of freedom. In contrast, treating the primary
and condensed part separately and exploiting the tensor-product structure yields
linear scaling, as shown in [16].
5 Sum-factorization of the condensed equation
The condensed operator Hˆ is composed of the primary and the condensed part.
The former is the restriction of the full Helmholtz operator to the boundary
nodes and retains the tensor-product structure. As an example, one gets for
face east, Fe, in compass notation (Figure 1b)
HFeFe = d0M00MII ⊗MII + d1K00MII ⊗MII
+ d2M00MII ⊗KII + d3M00KII ⊗MII ,
(16)
with d0 . . . d3 from (11). This expression is readily evaluated in 2n3I +O
(
n2I
)
multiplications, where the number of points per face is n2I = (p− 1)2. The other
terms of the primary part map between opposite faces and are diagonal, e.g.
HFwFe = d1K0pMII ⊗MII . (17)
Hence, the whole primary part requires 6 · 2n3I +O
(
n2I
)
multiplications and
scales linearly with the number of degrees of freedom.
The condensed part consists of three sub-operators:
Hcond = HBIH−1II HIB .
Due to the diagonal mass matrix, only faces map into the interior of the el-
ement. A first implementation consists of precomputing the face-to-face op-
erators and using them directly, as done in Algorithm 2, where the short-
hand I = {w, e, s,n,b, t} is utilized for the set of faces of the element. Since the
matrices possess n2I · n2I entries, the algorithm requires 6n2I · 6n2I = 36n4I multi-
plications. The scaling is super-linear with respect to the number of degrees of
freedom, but an implementation can benefit from optimized libraries, e.g. level 3
BLAS routines [8], mitigating this drawback.
Algorithm 2: Evaluation of the condensed operator in a direct face-to-face
variant.
foreach j ∈ I do
vFj ←
∑
i∈IHcondFjFiuFi
end
Reference [17] of the present authors investigated a linearly scaling variant of
the operator based on tensor products. Linear scaling is possible when exploiting
the tensor-product structure of all suboperators. For HBI and HIB a tensor-
product structure is induced by the restriction of (10) to the boundary nodes.
The inverse H−1II can be expressed via the fast diagonalization method [24]:
H−1II = (SII ⊗ SII ⊗ SII) D−1 (SII ⊗ SII ⊗ SII)T (18)
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where
D = d0I⊗ I⊗ I + d1I⊗ I⊗Λ + d2I⊗Λ⊗ I + d3Λ⊗ I⊗ I (19)
and
SIIMIISTII = I, SIIKIISTII = Λ . (20)
The last expression defines the one-dimensional transformation matrix SII and
the matrix of eigenvalues Λ to the generalized eigenproblem for KII and MII.
While the diagonal matrix D is constructed by tensor-product matrices, its
inverse is diagonal as well but not a tensor-product matrix. Instead of using
Algorithm 2, a sum-factorization in the inner element eigenspace is utilized for
the face-to-face operators, e.g. for face west
vFw =
∑
i∈I
HcondFwFiuFi
=
∑
i∈I
HFwI (SII ⊗ SII ⊗ SII)︸ ︷︷ ︸
HFwE
D−1
(
STII ⊗ STII ⊗ STII
)
HIFi︸ ︷︷ ︸
HEFi
uFi
⇔ vFw = HFwED−1
∑
i∈I
HEFiuFi , (21)
where the index E denotes the inner element eigenspace. Table 1 lists all the
suboperators HEFi . Being products of tensor-product matrices they are tensor-
product matrices themselves and are applicable in 3n3I multiplications. First
computing D−1
∑
i∈IHEFiuFi , then using it to calculate the six vectors vFj
leads to Algorithm 3. This algorithm evaluates the condensed part in 37n3I
multiplications and, thus, achieves linear complexity. In addition, the memory
requirements become linear as well, since only D−1 is required, whereas all the
other matrices are independent of the number of elements.
While Algorithm 2 uses fewer multiplications for p ≥ 3, the implementation
was only faster for polynomial degrees p > 10 [17]. As current high-order large-
scale simulations employ polynomial degrees ranging between 8 and 12 [2, 26],
the possible gains actually achieved are small or even negative. Employing
further factorization for Algorithm 3 enables more efficient discrete operators,
as developed below.
Algorithm 3: Evaluation of the condensed part that accumulates contri-
butions in the eigenspace and then maps back to the faces.
uˇ←∑i∈IHEFiuFi
vˇ← D−1uˇ
foreach j ∈ I do
vFj ← HFjEvˇ
end
6 Factorizing the factorization
Table 1 assembles the tensor-product suboperators of the condensed part used
in Algorithm 3. Two thirds of the matrix operations stem from the application
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Table 1: Suboperators of the factorized condensed part of one element.
i HFiE HEFi
w d1 (MIISII)⊗ (MIISII)⊗ (K0ISII) d1
(
STIIMII
)⊗ (STIIMII)⊗ (STIIKI0)
e d1 (MIISII)⊗ (MIISII)⊗ (KpISII) d1
(
STIIMII
)⊗ (STIIMII)⊗ (STIIKIp)
s d2 (MIISII)⊗ (K0ISII)⊗ (MIISII) d2
(
STIIMII
)⊗ (STIIKI0)⊗ (STIIMII)
n d2 (MIISII)⊗ (KpISII)⊗ (MIISII) d2
(
STIIMII
)⊗ (STIIKIp)⊗ (STIIMII)
b d3 (K0ISII)⊗ (MIISII)⊗ (MIISII) d3
(
STIIKI0
)⊗ (STIIMII)⊗ (STIIMII)
t d3 (KpISII)⊗ (MIISII)⊗ (MIISII) d3
(
STIIKIp
)⊗ (STIIMII)⊗ (STIIMII)
of MIISII or its transpose. Eliminating these common terms lowers the multi-
plication count considerably and is a key to achieving better performance. A
coordinate transformation provides the easiest approach towards this goal, as it
leads to new system matrices K˜ and M˜, which possess favorable properties. By
applying the matrix
S =
1 0 00 SII 0
0 0 1
 (22)
to all three directions, the element Helmholtz operator He defined in (10) is
transformed to
H˜e : = (S⊗ S⊗ S) He
(
ST ⊗ ST ⊗ ST ) (23)
= de,0
(
SMST
)⊗ (SMST )⊗ (SMST )
+ de,1
(
SMST
)⊗ (SMST )⊗ (SKST )
+ de,2
(
SMST
)⊗ (SKST )⊗ (SMST )
+ de,3
(
SKST
)⊗ (SMST )⊗ (SKST ) .
(24)
Defining the transformed mass matrix
M˜ = SMST =
M00 0 00 I 0
0 0 Mpp
 (25)
and the transformed stiffness matrix,
K˜ = SKST =
 K00 K0ISTII K0pSIIKI0 Λ SIIKIp
Kp0 KpISTII Kpp
 , (26)
reduces the transformed Helmholtz operator to
H˜e = de,0M˜⊗ M˜⊗ M˜ + de,1M˜⊗ M˜⊗ K˜
+ de,2M˜⊗ K˜⊗ M˜ + de,3K˜⊗ M˜⊗ M˜ .
(27)
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Table 2: Suboperators of the factorized condensed part in the transformed sys-
tem.
i H˜FiE H˜EFi
w d1I⊗ I⊗ K˜0I d1I⊗ I⊗ K˜I0
e d1I⊗ I⊗ K˜pI d1I⊗ I⊗ K˜Ip
s d2I⊗ K˜0I ⊗ I d2I⊗ K˜I0 ⊗ I
n d2I⊗ K˜pI ⊗ I d2I⊗ K˜Ip ⊗ I
b d3K˜0I ⊗ I⊗ I d3K˜I0 ⊗ I⊗ I
t d3K˜pI ⊗ I⊗ I d3K˜Ip ⊗ I⊗ I
In the transformed system both M˜II = I and K˜II = Λ are diagonal. As a re-
sult, the generalized eigenvalue decomposition of K˜II with respect to M˜II = I
possesses the transformation matrix
S˜II = I (28)
⇒ M˜IIS˜II = I . (29)
The above identities simplify the suboperators from Table 1 to those in Table 2,
thereby lowering the operation count. Where the condensed part of the original
operator required 13n3I + 24n3I multiplications, the condensed part of the trans-
formed system utilizes only 13n3I multiplications only. In addition, the primary
part simplifies as well. The matrix HFeFe in (16), e.g., becomes
H˜FeFe = d0M00I⊗ I + d1K00I⊗ I + d2M00I⊗Λ + d3M00Λ⊗ I (30)
and, hence, is diagonal as well. The primary part of the transformed system
now requires O(n2I ) multiplications compared to 12n3I +O(n2I ) with the original
form.
While the operator application simplifies, the pre- and post-processing steps
expand due to the transformation. This is reflected by Algorithm 4, which can
be used to solve the system in its transformed variant.
7 Efficiency of operators
The previous sections presented several variants to apply the condensed Helm-
holtz operator. The first one realizes Algorithm 2 using a single full matrix-
matrix multiplication to couple the faces of the condensed element and is hence
labeled MMC. The matrix incorporates primary and condensed part and re-
quires 36n4Ine multiplications for application. The second variant implements
Algorithm 3 with tensor products and is labeled TPC. It uses 12n3Ine multipli-
cations for the primary and 37n3Ine for the condensed part. The tensor-product
variant for the transformed system is termed TPT in the following and only
requires 13n3Ine multiplications in total. Table 3 summarizes the multiplication
count of the variants and their precomputation costs.
Multiplications do not directly translate to runtime, as loading, storing,
and execution take time as well. Hence, performance tests were conducted to
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Algorithm 4: Solution algorithm with static condensation in transformed
system.
Transform, restrict to boundary nodes, condense right-hand side
foreach Ωe do
u˜e ←
(
S−1 ⊗ S−1 ⊗ S−1)T ue
F˜e ←
(
S−1 ⊗ S−1 ⊗ S−1) Fe
ˆ˜Fe ← F˜B,e − H˜BI,eH˜−1II,eF˜I,e
ˆ˜ue ← u˜B,e
end
ˆ˜u← Solution(Rˆ ˆ˜HRˆT ˆ˜u = ˆ˜F)
Regain interior degrees of freedom, transform back
foreach Ωe do
u˜I,e ← H˜−1II,e
(
F˜I,e − H˜IB,eu˜B,e
)
u˜e ←
(
u˜B,e u˜I,e
)
ue ← (S⊗ S⊗ S)T u˜e
end
Table 3: Complexities of leading terms of application and precomputation steps
for three different variants of the condensed Helmholtz operator.
Variant Precomputation Primary part Condensed part
MMC O(n5Ine) 56n2Ine 36n4Ine
TPC O(n3Ine) 12n3Ine 37n3Ine
TPT O(n3Ine) 68n2Ine 13n3Ine
directly measure the efficiency of the different operators. The polynomial degree
was varied between 2 ≤ p ≤ 32 for a constant number of elements ne = 512 and
a Helmholtz parameter λ = pi.
The operators were implemented in Fortran 2008 and compiled with the Intel
Fortran compiler v. 2015, where a single call to DGEMM served for computing
the face-to-face interaction in MMC. The measurements were conducted on a
single core of an Intel Xeon E5-2690. The setup and application of each operator
was repeated 101 times and the last 100 times averaged, to remove effects from
library loading.
Figure 3a depicts operator setup times. The precomputation scales with the
expected O(n5I ) for MMC [6] and with O(n3I ) for TPC and TPT. For homoge-
neous grids, where the setup of MMC reduces to that of one element, the setup
times are in the same order of magnitude as the time for a single application of
the operator, shown in Figure 3b, and can therefore be neglected for unsteady
solution processes requiring a huge number of time steps. With non-uniform
meshes, the setup time of MMC increases ne-fold, dominating the runtime of
the whole solver process, as the setup time then is equal to the time of about 200
11
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Figure 3: Average runtimes for matrix precomputation and operator evaluation
for different polynomial degrees p using ne = 512. (a): Operator precomputation
times, (b): operator application.
operator applications. Furthermore, storing the full matrices becomes a prob-
lem, e.g., at double precision. Using a polynomial degree of p = 17 and ne = 512
the face-to-face matrices require approximately 9.7 Gigabyte of memory. The
variants TPC and TPT do not encounter these problems due to the linearly
scaling memory requirements.
Figure 3b depicts measured operator execution times. For MMC the op-
erator runtime starts with some oddity at p = 2, but scales with n4I starting
from p = 5. TPC starts with a higher runtime at p = 3, but due to the lower
slope it becomes faster than MMC at p = 10 and achieves a speedup of 10 over
MMC at p = 32. TPT exhibits the best of both worlds: It starts with a lower
runtime than MMC and scales as TPC does. Furthermore, it is faster than TPC
by a factor of more than 2 and is 20 times faster than MMC at p = 32.
According to Table 3, a slope of 3 is expected for the tensor-product based
versions, but the measured runtimes exhibit a slightly smaller slope of ca. 2.8.
Multiple explanations are possible. First and foremost, the primary part consists
of many suboperators whose operation count scales with O(n2Ine). Second, the
implementation consists of loops with nI iterations. These become more efficient
as the polynomial degree increases. The combination of both can yield the lower
slope. The result is an operator whose execution time scales sub-linearly with
respect to the number of degrees of freedom.
8 Performance of solvers
The previous sections focused on the linear scaling of operators as a prerequisite
for solvers with linear scaling. A typical solver, however, does not solely consist
of the operator to be applied. A good iteration scheme and preconditioner
are required as well for the fast solution of the given equation. In most cases,
multigrid techniques will be employed to achieve a constant iteration count. To
investigate the impact of the condition of the system matrices on the solution
procedure, a conjugate gradient solver suffices [14, 30], leaving only the choice
of the preconditioner to be made.
As the preconditioner is required to scale linearly with respect to the number
12
Table 4: Complexities of the leading terms of the different parts of the solvers
investigated.
Solver Operator Preconditioner
UC 49n3Ine −
DC 49n3Ine 6n2Ine
BC 49n3Ine 24n3Ine
BT 13n3Ine 6n2Ine
of degrees of freedom, only diagonal and tensor-product preconditioners are
suited. In [17], block-Jacobi preconditioners for the faces of the elements were
investigated. These employ the exact inverse of the operators from a face to
itself and can be evaluated in tensor-product form. The remaining grid entities,
i.e. edges and vertices, are treated similarly. This preconditioner is referred to
as the block preconditioner in the following.
Four solvers are tested here. The first one, labeled UC, is an unprecondi-
tioned solver for the condensed system. The second one, DC, adds diagonal
preconditioning. The third one, BC, applies block preconditioning to the con-
densed system. All three variants utilize TPC as evaluation method for the
static condensed Helmholtz operator. The fourth solver, labeled BT, works
in the transformed system and applies TPT in combination with block precondi-
tioning, which reduces to the application of a diagonal matrix in the transformed
system. Table 4 summarizes the complexities of one iteration.
The test problem is created by a manufactured solution to (5) in the do-
main Ω = (0, 2pi)3 with inhomogeneous Dirichlet boundary conditions. The
chosen solution is
uex(x) = cos(k(x1 − 3x2 + 2x3)) sin(k(1 + x1))
· sin(k(1− x2)) sin(k(2x1 + x2)) sin(k(3x1 − 2x2 + 2x3)) ,
(31)
generalizing the one employed in [13] to three dimensions. The right-hand side
of (5) is evaluated analytically from
f(x) = λuex(x)−∆uex(x) . (32)
In the following, the case λ = 0 is investigated. This in fact is the Poisson
equation for which the resulting system matrix is not diagonally dominant any-
more. Hence, this case is harder than λ > 0, thus providing the ultimate test.
The stiffness parameter in (31) is set to k = 5.
The domain is discretized using ne = 8× 8× 8 elements, where a constant
expansion factor α leads to a non-uniform spacing as illustrated in Figure 4. The
aspect ratio of the elements in the grids can differ substantially from element to
element when α gets larger. This leads to elements of cube-like, pancake-like,
and needle-like shape populating the same grid and results in a system matrix
teeming with different eigenvalues due to the varying metric coefficients. Hence,
preconditioning is required to attain fast convergence and the test focuses on
the gain by the preconditioner compared to the cost of applying it.
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x1
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(a) α = 1
x1
x2
(b) α = 1.5
x1
x2
(c) α = 2
Figure 4: Meshes with 8× 8 elements in the x1-x2-plane for different values of
the expansion factor.
Three cases are investigated (Figure 4): α = 1, leading to a uniform mesh
with a maximum aspect ratio of ARmax = 1, α = 1.5 where the maximum as-
pect ratio in the x1-x2 plane is ARmax ≈ 17, and α = 2 with ARmax = 128.
The solution process is stopped when the Euclidean norm of the residual is
reduced by a factor of 1012. The computations are repeated 11 times. Only
the last 10 repetitions contribute to the average runtime, precluding influences
from initialization, e.g. library loading. As for time-dependent simulations with
implicit diffusion treatment the size of the time step, and thereby the Helm-
holtz parameter λ, usually change from time step to time step if the time step
size is adjusted according to a stability criterion, the precomputation times are
included in the measurements. The hardware configuration was the same as
employed in Section 7.
Figure 5 summarizes the results of the test. In all three cases, the iteration
count behaves similarly: The number of iterations starts at a low value and
rises with the polynomial degree, as is to be expected. The slope is the largest
for UC, slightly lower for DC and lowest for BC and BT, which exhibit nearly
the same iteration count. For the latter three solvers, the iteration count does
not differ substantially for different values of α, only an increase by a factor of
about 1.5 is observed between ARmax = 1 and ARmax = 128. The unprecondi-
tioned solver is not as robust: A factor of four lies between the iteration count
for α = 1 and the one for α = 1.5 and a twenty-fold increase is found for α = 2.
Hence, when regarding the number of iterations, all preconditioned variants are
usable, though DC with some drawbacks compared to BC and BT. But the
unpreconditioned one is not usable for non-uniform meshes.
Table 5 lists the runtimes per iteration for the case of α = 2. As expected,
the unpreconditioned solver possesses the lowest runtime per iteration for the
condensed system, with the diagonal preconditioner slightly increasing the run-
time and the block preconditioner taking 50 % longer per iteration. However,
this advantage is over-compensated by the iteration count of UC: The diagonal
preconditioning reduces the runtime of the solver by a factor around 10 for p = 8
and approximately 17 for p = 32. Using the block-preconditioning yields further
savings in runtime. Yet the large effect the block-preconditioning on the iter-
ation count is mitigated by the runtime spent for preconditioning: The solver
DC uses only a quarter more runtime for polynomial degrees p ≤ 16 than BC
and requires less implementation effort.
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Figure 5: Iteration count and CPU time for the solution of the linear system
using meshes with different expansion factors. (a) and (b): α = 1, (c) and
(d): α = 1.5, (e) and (f): α = 2.
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Table 5: Computation times per degree of freedom and approximated iteration
times per degree of freedom as a function of the polynomial degree obtained
with the four different solvers using α = 2 and ne = 83.
Iteration time per DOF [ns] Solution time per DOF [µs]
p UC DC BC BT UC DC BC BT
8 52.3 56.2 75.7 25.6 154 15.3 12.6 4.25
12 33.4 36.8 49.2 20.3 133 12.0 9.05 3.73
16 29.1 31.7 41.5 17.7 145 11.6 8.17 3.47
20 27.3 29.5 38.9 16.1 159 11.6 8.02 3.31
24 26.6 28.6 38.8 14.4 177 12.0 8.34 3.09
28 24.9 26.5 36.3 13.1 185 11.7 8.03 2.88
28 24.9 26.6 36.5 13.1 185 11.7 8.06 2.89
32 23.6 25.2 34.4 12.4 192 11.5 7.81 2.81
The solver BC results in a large operator runtime and possesses a too costly
preconditioner. These drawbacks are removed with BT: The operator is faster
and the preconditioner is diagonal in the transformed system and, hence, cheap
to apply, while generating the same iteration count. Combining both properties
leads to a performance gain by a factor of 3 to 4 compared to the diagonally
preconditioned case and of 2 to 3 compared to the block-preconditioned version.
While these savings seem insignificant, one has to keep in mind, that the
solver does not solely consist of operator and preconditioner. Many array op-
erations are present in a CG solver and the gather-scatter operation requires
runtime as well. The new variant spends most of the time not in applying the
operator nor in the preconditioner, but rather multiplying arrays etc., where no
performance gain is possible and, hence, a hard barrier is present. This also
limits the potential of further factorizations.
To investigate the robustness of the solvers against the number of elements ne,
the testcase α = 1 was repeated for a constant polynomial degree of p = 16
with ne varying from 23 to 163. When utilizing CG solvers, the runtime of a
three-dimensional finite element solver generally scales with n4/3e [30]. Figure 6
shows the iteration count and the CPU time of the present SEM solvers. The
number of iterations exhibits a lower slope than 1/3, hence, the CPU time scales
better than the expected n4/3e . The effect is welcomed, but the reason is proba-
bly not using enough elements to compute in the asymptotic regime. The main
conclusion from the data lies in the fact that the solvers are not robust against
an increase in the number of elements. This is to be expected, as precondition-
ing with the topology in mind is required to achieve this feat, e.g. with low-order
finite elements [25, 12] or even multigrid [31].
9 Conclusions
This paper proposes a new evaluation technique for the condensed Helm-
holtz operator based on a tensor-product factorization, where a transformation
streamlines the multiplication count. The resulting operator variant not only
scales linearly with the number of degrees of freedom, which was one major goal
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Figure 6: Iteration count and runtimes for p = 16 when varying the number of
elements.
of this paper, but also reduces the multiplication count to a quarter of that re-
quired without the improvement [17]. This allows the new technique to outpace
variants utilizing highly optimized libraries for matrix-matrix multiplications.
An example was provided with the MMC variant that uses DGEMM. Not only
does the new method yield a speedup for all polynomial degrees over MMC,
e.g. by a factor of 20 for p = 32, it also achieves a speedup of 2 over previous
tensor-product implementations in [17].
After comparing the efficiency of the operators, different solvers based on
the two fastest evaluation techniques were investigated using preconditioning
with linear scaling in the operation count. Block-Jacobi type preconditioners
provided a lower iteration count than diagonal preconditioning, which is nearly
independent of the aspect ratio of the elements. For instance an increase of the
maximum aspect ratio from ARmax = 1 to ARmax = 128 adds just 50 % to the
iteration count. Yet in the original condensed system, the block preconditioning
is far more expensive than in the transformed system. This makes the new
solver 2 to 3 times faster than the previous variants. Moreover, the scaling of
the operators leads to a linearly scaling runtime of the solver with respect to
the number of degrees of freedom. This was indeed achieved with standard
programming language, compiler, and hardware.
While the proposed solver scales very well with respect to the polynomial
degree, the performance degrades with the number of elements. This issue was
mostly disregarded here, except with some timing measurements, because it can
be removed by a multigrid approach [31]. This is beyond the scope of this paper,
which deals with the discrete representation of the Helmholtz operator itself.
Let us just mention that in the transformed system efficient preconditioning
can be diagonal which is well suited for operator-based multigrid variants such
as cascadic multigrid [3] or multigrid CG methods [29]. Future work will focus
on combining the operator factorization laid out in this paper with multigrid
techniques to attain a constant iteration count and, hence, constructing an
entirely linearly scaling solver.
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