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a b s t r a c t
We consider the problem of clustering a set of items into subsets whose sizes are
bounded from above and below. We formulate the problem as a graph partitioning
problem and propose an integer programming model for solving it. This formulation
generalizes several well-known graph partitioning problems from the literature like the
clique partitioning problem, the equi-partition problem and the k-way equi-partition
problem. In this paper, we analyze the structure of the corresponding polytope and prove
several results concerning the facial structure. Our analysis yields important results for the
closely related equi-partition and k-way equi-partition polytopes as well.
© 2010 Elsevier B.V. All rights reserved.
The problem of partitioning a set of items into clusters (subsets) to achieve an objective (e.g., to obtain homogeneous
clusters and extract valuable information on each of the clusters, to divide the items into clusters that have minimal
interaction between them, etc.) is encountered in a wide range of disciplines such as marketing, economics, biology,
psychology, politics, etc. Owing to this wide spectrum of applications, clustering problems have been extensively studied in
Operations Research (see, among others, [7,8,12,17,21]).
In this paper we consider such a clustering problemwhich involves lower and upper bounds on the sizes of the subsets to
be obtained. Generally speaking, upper bounds on the cluster sizes address resource constraints in practical applications. For
example, whenwe divide a logistics distribution network into clusters (i.e., sub-regions), the availability of human resources
or vehicle resources imposes an upper bound on the sizes of the sub-regions. Likewise, lower bounds address concerns of
economies of scale in such applications. Appropriately selected lower and upper bounds could also help obtain equally sized
or almost equally sized subsets, which might be a crucial requirement in some applications (for example, see [4,14]).
We assume that the data relevant to clustering are provided in the form of pairwise relations among the items (e.g.,
distance, a similarity or dissimilarity measure). Following the prevailing practice for such problems in the literature we
formulate our problem as a graph partitioning problem. In this scheme the items to be clustered are represented by the
nodes of a graph, and pairwise relations among them are represented by edge weights.
The formal definition and an integer programming formulation of the problem are given in Section 2. But before that, in
Section 1 we present the notation used throughout the paper.
1. Notation
We represent the set of items to be clustered by the set V = {1, 2, . . . , n}. Consider a graph G = (V , E) on V . Each edge
e ∈ E is also represented by means of its adjacent nodes u and v: the terms {u, v} and {v, u} are used interchangeably to
refer to the edge e.
A partition, π , is a collection of non-empty subsets N1,N2, . . . ,Nk of V such that Ni∩Nj = ∅ for all i ≠ j, and∀i Ni = V .
A size-constrained partition (for short, an sc-partition) is a partition with FL ≤ |Ni| ≤ FU for all i = 1, . . . , k, where FL and
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FU are parameters representing the lower and upper bounds on the subset sizes, respectively. We associate a characteristic
vectorwπ ∈ {0, 1}|E| with each partition π , wherewπu,v = 1 if u, v ∈ Ni for some i ∈ {1, 2, . . . , k}, and 0 otherwise. We use
the representations π and (N1,N2, . . . ,Nk), and the characteristic vectorwπ interchangeably to refer to a partition. We use
the term subclique to refer to the subsets (i.e., Ni’s) in the partitions.
Let Q ⊆ V and S ⊆ V . We denote the set of all edges whose both endnodes are in Q by E(Q ), i.e., E(Q ) =
{{u, v} ∈ E|u, v ∈ Q }. The set of edges with one endnode in Q and the other endnode in S are denoted by E(Q , S), i.e.,
E(Q , S) = {{u, v} ∈ E|u ∈ Q , v ∈ S}. For ease of notation, a set with only one element is represented by the element itself
in mathematical expressions: namely, for instance, Q − u stands for Q − {u}. Adjacent edges of a node u are denoted by
δ(u), i.e., δ(u) = E(u, V − u). For any x ∈ R|E|, let x(F) =∑e∈F xe for F ⊆ E.
Throughout, conv(X) and aff(X) denote the convex hull and the affine hull of a set X ⊂ R|E|, respectively. The equality
setM(P) of a polytope P is a maximal set of linearly independent hyperplanes that contain P . The dimension of P is denoted
by dim(P).
2. Problem definition and formulation
The problem that we address in this paper consists of finding the sc-partition π that optimizes−
e∈E
cewπe .
This is a quite common objective function for most of the graph partitioning problems in the literature. Some articles
interpret theminimization of this objective function as clustering of themost similar items together when the edge weights
ce represent a measure of dissimilarity (like distance) between the items (see [10,9,14,15] among others). Some others
interpret its maximization as the division of a network or a compiler into clusters which have minimal interaction between
them (see [7,8,12,13] among others).
This objective function, which is a sum of the weights of a set of edges, allows us to assume that G = (V , E) is a complete
graph—because, if it is not, we can always convert it to one by adding themissing edges with weights 0. Solving the problem
on this complete graph would be completely equivalent to solving it on G. Hence, in the rest of this paper we assume that
G = (V , E) is a complete graph defined on n nodes.
The integer programming formulation that we propose for our problem is as follows:
minimize or maximize
−
e∈E
cewe
subject to
wu,v + wu,t − wv,t ≤ 1 ∀u, v, t ∈ V : u, v, t different (2.1a)
w(δ(u)) ≥ FL − 1 ∀u ∈ V (2.1b)
w(δ(u)) ≤ FU − 1 ∀u ∈ V (2.1c)
wu,v ∈ {0, 1} ∀{u, v} ∈ E (2.1d)
where the variable wu,v takes the value 1 if nodes u and v are in the same subclique, and is 0 otherwise. Constraints (2.1a),
called triangle inequalities, ensure that if any two edges of a triangle linking three nodes in V are contained in one subclique
(i.e., all three of the nodes are packed in the same subclique), then the third edge of the triangle is also contained in that
subclique. Constraints (2.1b) and (2.1c) stand for the size restrictions on the subcliques. It is easy to see that the set of
characteristic vectors of sc-partitions of G coincide exactly with set of feasible solutions of formulation (2.1).
This paper is devoted to the analysis of the structure of the polytope
P lu(n, FL, FU) = conv{wπ ∈ R|E||wπ feasible for (2.1) (i.e., π is an sc-partition)}.
Obviously, this polytope is uniquely determined by the three parameters n, FL and FU .
Formulation (2.1) andP lu(n, FL, FU) generalize the following several graph partitioning problems from the literature and
their corresponding polytopes.
• For FL = 1 and FU = n (i.e., when (2.1b) and (2.1c) become redundant), this formulation turns into the so-called
clique partitioning problem which was introduced by Grötschel and Wakabayashi ([10,9]; see also [1,18]). This problem
addresses the most basic clustering problem where there is no restriction on the number of subsets or the sizes of the
subsets (i.e., for a feasible solution (N1, . . . ,Nk) of the clique partition problem, 1 ≤ k ≤ n, and 1 ≤ |Ni| ≤ n for all
i = 1, . . . , k). For further use, we define
P (n) = conv{wπ ∈ R|E||wπ satisfies (2.1a) and (2.1d) (i.e., π is a partition)}.
• When FU = n (i.e., when the upper bound on the subclique sizes is removed), we get the so-called clique partitioning
problem with minimum clique size requirement of Ji and Mitchell [11]. Let the corresponding polytope be denoted as
P l(n, FL), i.e.,
P l(n, FL) = conv{wπ ∈ R|E||wπ satisfies (2.1a), (2.1b) and (2.1d)}.
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• When FL = 1 (i.e., the lower bound is removed), we end up with the so-called simple graph partitioning problem of
Sørensen [22,24]. We denote the corresponding polytope as
P u(n, FU) = conv{wπ ∈ R|E||wπ satisfies (2.1a), (2.1c) and (2.1d)}.
• The equi-partition problem consists of dividing a graphG into two subgraphswith sizes  n2 and  n2. LetP equi(n) denote
the equi-partition polytope, that is, the convex hull of characteristic vectorswπ such that π = (N1,N2), |N1| =
 n
2

and
|N2| =
 n
2

. Conforti et al. [4,5] provide a detailed analysis of P equi(n).
• The k-way equi-partition problem (k ≥ 3) consists of dividing a graph G with (n mod k) = 0 into k equally sized
subgraphs. And, similarly, letP k-way(n, k) denote the k-way equi-partition polytope, which is the convex hull ofwπ such
thatπ = (N1, . . . ,Nk) and |Ni| = F = nk for i = 1, . . . , k. For a detailed treatment ofP k-way(n, k), see [14,15] byMitchell.
In this paper, we attribute special importance to the equi-partition polytope P equi(n) and the k-way equi-partition
polytopeP k-way(n, k). We present several results, which are new to the literature, onP equi(n) andP k-way(n, k). In Section 3,
we state conditions on n, FL and FU that make P lu(n, FL, FU) equivalent to P equi(n) or P k-way(n, k).
For ease of notation, throughoutwe use for shortP lu to refer toP lu(n, FL, FU) unless otherwise stated. In the next section,
we start with the analysis of P lu by proving feasibility conditions and the dimension.
3. Non-emptiness and the dimension ofP lu
Not all (n, FL, FU) triples yield a non-emptyP lu. For example, for n = 31, FL = 8 and FU = 10 it is not possible to find an
sc-partition, i.e., P lu(31, 8, 10) = ∅. Lemma 3.1 states the necessary and sufficient condition that (n, FL, FU) should satisfy
for P lu to be non-empty. We assume throughout this section that FL ≥ 2.
Lemma 3.1. P lu ≠ ∅ if and only if

n
FL

≥

n
FU

.
Proof. A partition π = (N1, . . . ,Nk) is an sc-partition if and only if kFL ≤ n ≤ kFU , which holds if and only if
n
FL

≥ k ≥

n
FU

. 
Note that non-emptiness of P lu is dependent only on the values of n, FL and FU , and not on the set V itself. This implies
that non-emptiness of P lu is preserved through permutations of V . One can also infer from the proof of this lemma that an
sc-partition has at least

n
FU

and at most

n
FL

subcliques.
We now pass on to determining the dimension of P lu. When FU = FL, the problem reduces to the k-way equi-partition
problemwhose dimension is shown to be
 n
2
−n byMitchell [15]. Hence, assume in the rest of this section that FU ≥ FL+1.
We now give two technical lemmas that will be used in establishing the dimension of P lu and in some of the facetness
proofs in the following sections.
Lemma 3.2. Let P denote a face of P lu ≠ ∅. Let π = (N1,N2, . . . ,Nk) be an sc-partition such that wπ ∈ P. Let αTw =
α0 (α ≠ 0) be a hyperplane in R( n2 ) and suppose P ⊂ {w ∈ R( n2 )|αTw = α0}. Let {i, j} ⊆ N1 and h ∈ N2. Then αi,h = αj,h
provided that the following are satisfied for i, j and h:
• wπ1 ∈ P where π1 = (N∗1 ,N∗2 , . . . ,N∗k ),N∗1 = N1 − i,N∗2 = N2 ∪ i,N∗l = Nl ∀l ∈ {3, . . . , k};
• wπ2 ∈ P where π2 = (N∗1 ,N∗2 , . . . ,N∗k ),N∗1 = N1 − j,N∗2 = N2 ∪ j,N∗l = Nl ∀l ∈ {3, . . . , k};
• wπ3 ∈ P where π3 = (N∗1 ,N∗2 , . . . ,N∗k ),N∗1 = (N1 − i) ∪ h,N∗2 = (N2 − h) ∪ i,N∗l = Nl ∀l ∈ {3, . . . , k};
• wπ4 ∈ P where π4 = (N∗1 ,N∗2 , . . . ,N∗k ),N∗1 = (N1 − j) ∪ h,N∗2 = (N2 − h) ∪ j,N∗l = Nl ∀l ∈ {3, . . . , k}.
Proof. Using the fact that αTwπ1 = αTwπ3 = α0, we obtain
αi,h + α(h,N2 − h) = αj,h + α(h,N1 − {i, j}). (3.1)
Similarly, αTwπ2 = αTwπ4 = α0 yields
αj,h + α(h,N2 − h) = αi,h + α(h,N1 − {i, j}). (3.2)
Eqs. (3.1) and (3.2) imply αi,h = αj,h. 
Lemma 3.3. Let αTw = α0 (α ≠ 0) be a hyperplane in R( n2 ). Suppose that P lu ⊂ {w ∈ R( n2 )|αTw = α0}. If there exists an
integer k ≥ 2 such that kFL < n < kFU , then αe′ = αe′′ for all e′, e′′ ∈ E.
Proof. The inequalities kFL < n < kFU imply that there exists an sc-partition π = (N1, . . . ,Nk) such that |N1| > FL and
|N2| < FU . Since such an sc-partition would be feasible for all different permutations of V , setting P = P lu in Lemma 3.2
yields the result. 
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The following two theorems determine the dimension ofP lu. The first one shows the dimensionwhen

n
FL

=

n
FU

, i.e.,
when all sc-partitions inP lu have the same number of subcliques. The second one gives the dimension when

n
FL

>

n
FU

,
namely, when the number of subcliques in the sc-partitions can take on several values.
Theorem 3.1. Suppose

n
FL

=

n
FU

≥ 2.
(i) If (n mod FL) = 0 or (n mod FU) = 0, then dim(P lu) =
 n
2
− n.
(ii) Suppose FU − FL = 1. If (n mod FL) ≠ 0 and (n mod FU) ≠ 0, then dim(P lu) =
 n
2
− 1.
(iii) Suppose FU − FL ≥ 2.
(a) If (n mod FL) = 1 or (n mod FU) = FU − 1, then dim(P lu) =
 n
2
− 1.
(b) If (n mod FL) > 1 and 0 < (n mod FU) < FU − 1, then dim(P lu) =
 n
2

(i.e., it is full-dimensional).
Proof. All sc-partitions have k =

n
FL

=

n
FU

subcliques. Note that when

n
FL

=

n
FU

= 1,P lu reduces to a single
point, in which case the dimension is equal to 0.
(i) If (n mod FL) = 0 or (n mod FU) = 0, then in any sc-partition all subcliques have size FL or FU , respectively. This means
that P lu reduces to the k-way equi-partition polytope whose dimension is equal to
 n
2
− n by [15].
(ii) We have kFL < n < kFU . By Lemma 3.3, the only hyperplane that contains P lu is
w(E) = (n mod FL)

FU
2

+ [k− (n mod FL)]

FL
2

.
(iii) (a) When (n mod FL) = 1, again we have kFL < n < kFU and hence by Lemma 3.3, the only hyperplane that contains
P lu is
w(E) =

FL + 1
2

+ (k− 1)

FL
2

.
A symmetric reasoning can be applied when (n mod FU) = FU − 1.
(b) Arguing similarly, we infer that the only hyperplane that contains P lu is in the form w(E) = C where C is a
constant. But when (n mod FL) > 1 and 0 < (n mod FU) < FU − 1, there always exist sc-partitions π1 and
π2 with wπ1(E) ≠ wπ2(E). For example, suppose (n mod FL) = 2. Consider an sc-partition π1 = (N1, . . . ,Nk)
where |N1| = |N2| = FL + 1 and |Ni| = FL for i = 3, . . . , k. We now construct another sc-partition π2 by
moving one node from N2 to N1, i.e., π2 = (N˜1, . . . , N˜k) where |N˜1| = FL + 2, |N˜i| = FL for i = 2, . . . , k. Clearly,
wπ2(E) = wπ1(E)+ 1. 
Theorem 3.2. Suppose that

n
FL

≥

n
FU

+ 1.
(i) Suppose that

n
FU

= 1 and

n
FL

= 2.
(a) If (n mod FL) = 0, then dim(P lu) =
 n
2
− (n− 1).
(b) If (n mod FL) ≠ 0, then dim(P lu) =
 n
2

(i.e., it is full-dimensional).
(ii) Suppose that

n
FL

=

n
FU

+ 1 and

n
FU

≥ 2.
(a) If (n mod FL) = 0 and (n mod FU) = 0, then dim(P lu) =
 n
2
− (n− 1).
(b) If (n mod FL) ≠ 0 or (n mod FU) ≠ 0, then dim(P lu) =
 n
2

(i.e., it is full-dimensional).
(iii) If

n
FL

≥

n
FU

+ 2, then dim(P lu) =  n2  (i.e., it is full-dimensional).
Proof. We distinguish two cases:
Case 1: (n mod FL) ≠ 0.
Case 2: (n mod FL) = 0.
Case 1: Since (n mod FL) ≠ 0, we have FL

n
FL

< n. And n ≤ FU

n
FU

implies n < FU

n
FL

since

n
FL

≥

n
FU

+1. Then,
by Lemma 3.3, the only hyperplane that contains P lu isw(E) = C for some constant C .
Now, consider an sc-partition π1 with

n
FL

subcliques. Since

n
FL

≥

n
FU

+ 1, it is possible to construct another sc-
partition π2 with

n
FL

− 1 subcliques by distributing the nodes of the smallest subclique of π1 over the others. It is easy
to see that wπ1(E) < wπ2(E), because while moving nodes from the smallest subclique of π1 to the others, we are actually
increasing the number of edges contained within the subcliques. Then, P lu is full-dimensional. This proves parts (i)-(b),
(ii)-(b) and (iii) of the theorem for Case 1 (Case 1 does not apply to parts (i)-(a) and (ii)-(a).)
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Table 1
The dimension of P lu when

n
FL

=

n
FU

(Theorem 3.1). Whenever 0 < (n mod FU ) < FU − 1 and 1 < (n mod FL), the dimension depends on the value
of FU − FL: if FU − FL ≥ 2, P lu is full-dimensional; and if FU − FL = 1, it has dimension
 n
2
− 1.
Case 2: On the one hand, since (n mod FL) = 0, we have

n
FL

= nFL , which implies FL

n
FL
− 1

< n. On the other hand,
we have
n ≤ FU

n
FU

≤ FU

n
FL
− 1

.
Then, we can apply Lemma 3.3 if n < FU

n
FU

(i.e., if (n mod FU) ≠ 0) or

n
FU

< nFL
− 1. But then, we can always create
sc-partitions π1 and π2 like we do in the proof of Case 1, and the existence of two such sc-partitions contradicts Lemma 3.3.
This proves parts (ii)-(b) and (iii) of the theorem for this case. Now there remain parts (i)-(a) and (ii)-(a). (Case 2 does not
apply to part (i)-(b).)
• Part (i)-(a): We have P lu = conv(A1 ∪ {wπ∗})where
A1 = {w ∈ {0, 1}|E||w satisfies (2.1a) andw(δ(u)) = FL − 1 ∀u ∈ V }
and π∗ is the sc-partition with only one subclique, i.e., wπ∗e = 1 for all e ∈ E. The convex hull of A1, conv(A1), is the
polytope of a k-way equi-partition problemwhose dimension is shown to be
 n
2
− n by Mitchell [15]. It is easy to verify
that
aff(A1) = {w ∈ R|E||w(δ(u)) = FL − 1 ∀u ∈ V }.
Clearly,wπ
∗ ∉ aff(A1) and so the dimension of P lu is equal to
 n
2
− (n− 1).
• Part (ii)-(a): We have P lu = conv(A1 ∪ A2)where
A1 = {w ∈ {0, 1}|E||w satisfies (2.1a) andw(δ(u)) = FL − 1 ∀u ∈ V },
and
A2 = {w ∈ {0, 1}|E||w satisfies (2.1a) andw(δ(u)) = FU − 1 ∀u ∈ V }.
Both A1 and A2 are the feasible sets of k-way equi-partition problems. It is easy to verify that
aff(A1) = {w ∈ R|E||w(δ(u)) = FL − 1 ∀u ∈ V }
and
aff(A2) = {w ∈ R|E||w(δ(u)) = FU − 1 ∀u ∈ V }.
We know that both aff(A1) and aff(A2) have dimension d =
 n
2
 − n. The fact that they are parallel affine sets directly
implies that dim(P lu) =  n2 − (n− 1). 
Now, we can state the conditions that make P lu equivalent to P equi(n) or P k-way(n, k).
P lu =

P equi(n) when n is odd, dim(P lu) =
n
2

− 1 and

n
FL

=

n
FU

= 2;
P equi(n) when n is even, dim(P lu) =
n
2

− n and

n
FL

=

n
FU

= 2;
P k-way(n, k), when dim(P lu) =
n
2

− n.
We summarize the results of Theorems 3.1 and 3.2 in Tables 1 and 2, respectively. While Table 1 includes all the results
related to Theorem 3.1, Table 2 only displays results corresponding to parts (i)-(a), (i)-(b), (ii)-(a) and (ii)-(b) of Theorem 3.2
(i.e., the parts corresponding to the case

n
FL

=

n
FU

+ 1).
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Table 2
The dimension of P lu when

n
FL

=

n
FU

+ 1 (parts (i)-(a), (i)-(b), (ii)-(a) and (ii)-(b) of Theorem 3.2). Note that whenever

n
FL

≥

n
FU

+ 2,P lu is
full-dimensional, no matter what the values of (n mod FL), (n mod FU ) and

n
FU

are (part (iii) of Theorem 3.2).
4. More onP lu
In this section, we deepen the analysis of the polytopeP lu. First, we give a characterization of the full-dimensionalP lu’s.
Secondly,we give expressions for the equality sets ofP lu,M(P lu).We conclude the section by giving some technical lemmas
which will be useful in the rest of the paper.
Note that, when

n
FU

= 1, wπ = 1 ∈ P lu (i.e., not partitioning the set V and packing all items in one subclique is
feasible). From this point on, we avoid this trivial solution and assume that n > FU . We also assume in Sections 4.1 and 4.2
that FL ≥ 2 (like in Section 3). From Section 4.3 on, however, we relax this assumption a little bit and assume throughout
that FL ≥ 3.
4.1. Characterization of full-dimensional P lu
In this section, we establish five categories that full-dimensional P lu’s fall into. This characterization is going to be very
helpful from Section 5 on in proving the conditions that make several classes of valid inequalities facet defining. We need
the following definitions to be able to prove this result. Recall that we assume FL ≥ 2.
Definition 4.1. Whenever FU − FL = 1, an sc-partition π = (N1,N2, . . . ,Nk) (k ≥ 4) is called 1-loose if |{i : |Ni| = FL}| ≥ 2
and |{i : |Ni| = FU }| ≥ 2.
Definition 4.2. Whenever FU−FL ≥ 2, an sc-partitionπ = (N1,N2, . . . ,Nk) is called 2-loose if it has at least two subcliques,
say Ni and Nj, such that FL < |Ni| < FU and FL < |Nj| < FU .
Definition 4.3. Whenever an sc-partition is 1-loose or 2-loose, it is called a loose sc-partition.
We now present a proposition that characterizes P lu’s with loose sc-partitions.
Proposition 4.1. The polytopeP lu contains loose partitions if and only if there exists an integer k forwhich kFL+1 < n < kFU−1.
We omit the proof because it is straightforward. Propositions 4.2 and 4.3 show that existence of 1-loose or 2-loose sc-
partitions in P lu implies that P lu is full-dimensional.
Proposition 4.2. Suppose that FU − FL = 1 and P lu has a feasible 1-loose sc-partition. Then, P lu is full-dimensional only if
n
FL

>

n
FU

.
Proof. From Theorem 3.1, we know that P lu is not full-dimensional if

n
FL

=

n
FU

. So, suppose

n
FL

>

n
FU

. The
existence of a feasible 1-loose sc-partition inP lu implies that we can employ Lemma 3.3. Consider an arbitrary sc-partition
π1 with

n
FL

subcliques. We can always find another sc-partition π2 with

n
FL

− 1 subcliques since
FL

n
FL

− 1

< n ≤ FU

n
FU

≤ FU

n
FL

− 1

.
But thenwπ1(E) < wπ2(E). 
Proposition 4.3. Suppose that FU − FL ≥ 2. If P lu has a feasible 2-loose sc-partition, then it is full-dimensional.
Proof. Let π1 = (N1,N2, . . . ,Nk) be a feasible 2-loose sc-partition in P lu. Then P lu satisfies the conditions of Lemma 3.3.
Without loss of generality, assume that FL < |N1| ≤ |N2| < FU . Now, we can create another sc-partition π2 by shifting a
node from N1 to N2. But then, we contradict Lemma 3.3 sincewπ1(E) < wπ2(E). 
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The converse of these propositions does not hold; for example, when |V | = 49, FL = 8 and FU = 10, the sc-partitions
have either five or six subcliques. The ones with five subcliques have four subcliques with size 10 and one subclique with
size 9; the ones with six subcliques have five subcliques with size 8 and one subclique with size 9 (i.e., no feasible 2-loose
sc-partitions). But from part (ii)-(b) of Theorem 3.2, the polytope corresponding to this instance is full-dimensional.
The following two theorems, one written for the case FU − FL ≥ 2 and the other for the case FU − FL = 1, describe the
categories that full-dimensional P lu’s fall into.
Theorem 4.1. Suppose that FU − FL ≥ 2 and P lu is full-dimensional. Then, it complies with exactly one of the following:
(FD-1) It has feasible 2-loose sc-partitions.
(FD-2) (n mod FL) = 1, (n mod FU) = 0 and

n
FL

=

n
FU

+ 1.
(FD-3) (n mod FL) = 1, (n mod FU) = FU − 1 and

n
FL

=

n
FU

+ 1.
(FD-4) (n mod FL) = 0, (n mod FU) = FU − 1 and

n
FL

=

n
FU

+ 1.
Proof. First, let k =

n
FL

=

n
FU

. According to part (iii)-(b) of Theorem 3.1, we must have FU − FL ≥ 2 and kFU − 2 ≥ n ≥
kFL + 2. Then, by Proposition 4.1, P lu contains 2-loose sc-partitions (i.e., (FD-1)).
Now, suppose

n
FL

>

n
FU

. We distinguish three cases: (n mod FL) > 1, (n mod FL) = 1 and (nmod FL) = 0.
Case 1 (n mod FL) > 1: In this case, obviously we have FL

n
FL

+ 2 ≤ n. On the other hand, we have
n ≤ FU

n
FU

≤ FU

n
FL

− 1

= FU

n
FL

− FU ≤ FU

n
FL

− 2,
which by Proposition 4.1 implies that P lu contains 2-loose sc-partitions (i.e., (FD-1)).
Case 2 (n mod FL) = 1: We have
n = FL

n
FL

+ 1.
Adding 0 > 1− FL to this equation yields
n > FL

n
FL

− 1

+ 2.
We also have n ≤ FU

n
FU

.
• First, consider

n
FL

>

n
FU

+ 1. We have
FU

n
FU

≤

n
FL

− 1

FU − FU ≤

n
FL

− 1

FU − 2,
which proves then that P lu contains 2-loose sc-partitions by Proposition 4.1.
• Secondly, consider

n
FL

=

n
FU

+ 1. If
n ≤ FU

n
FU

− 2 = FU

n
FL

− 1

− 2,
then P lu contains 2-loose sc-partitions. On the other hand, if n = FU

n
FU

− 1, P lu complies with (FD-3); and, if
n = FU

n
FU

,P lu complies with (FD-2).
Case 3 (n mod FL) = 0: First, note that we must have

n
FU

≥ 2, because otherwise, P lu is not full-dimensional by part
(i)-(a) of Theorem 3.2. From (n mod FL) = 0, we infer FL

n
FL
− 1

+ 2 ≤ n.
• Consider first

n
FL

>

n
FU

+ 1. From n ≤ FU

n
FU

, we have
n ≤ FU

n
FL

− 1

− FU < FU

n
FL

− 1

− 2,
which proves existence of 2-loose sc-partitions in P lu.
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• Now, consider

n
FL

=

n
FU

+ 1. If n ≤ FU

n
FL

− 1

− 2, P lu has loose sc-partitions; if n = FU

n
FL

− 1

− 1, P lu
complies with (FD-4). Note that, P lu is not full-dimensional when n = FU

n
FL

− 1

(i.e., (n mod FU) = 0) by part
(ii)-(a) of Theorem 3.2. 
Theorem 4.2. Suppose FU − FL = 1 and P lu is full-dimensional. Then it complies with exactly one of (FD-2), (FD-3), (FD-4),
and (FD-5): it has feasible 1-loose sc-partitions and

n
FL

>

n
FU

.
We skip the proof because it is very similar to that of Theorem 4.1.
In the rest of this paper, when we say that P lu complies with (FD-1) we implicitly assume that FU − FL ≥ 2. Similarly,
when we say that P lu complies with (FD-5), we implicitly assume that FU − FL = 1.
Remark. In Theorems 4.1 and 4.2, we can still show full-dimensionality for (FD-1), (FD-2), (FD-3) and (FD-5) when

n
FU

=
1. On the other hand, (FD-4) implies full-dimensionality only if

n
FU

≥ 2.
4.2. Equality sets of P lu
In this section we express the equality sets of P lu when it is not full-dimensional. These characterizations are going to
be helpful from Section 5 on in proving the conditions under which several valid inequalities are facet defining. Recall that
we assume FL ≥ 2.
When dim(P lu) =  n2  − 1, the equality set of P lu consists of a single hyperplane w(E) = C where C is an appropriate
constant. When dim(P lu) =  n2 − n the equality set consists of the hyperplanes
w(δ(u)) = F − 1 ∀u ∈ V ,
where F ∈ {FL, FU }. These equality sets can trivially be inferred from the proofs of Theorems 3.1 and 3.2. However, when
dim(P lu) =  n2 − (n− 1), the equality set is not trivial, and this is shown in the following proposition.
Proposition 4.4. Suppose dim(P lu) =  n2  − (n − 1). Then, the equality set of P lu consists of n − 1 linearly independent
hyperplanes in the form
∑
(i,j)∈E(λi + λj)wi,j = 0 where λi ∈ R for i ∈ V and
∑
i∈V λi = 0.
Proof. If dim(P lu) =  n2 − (n− 1), then feasible solutions inP lu lie in either of the following parallel affine spaces (by the
proof of Theorem 3.2):
A1 = {w ∈ R( n2 )|w(δ(u)) = FL − 1 ∀u ∈ V };
A2 = {w ∈ R( n2 )|w(δ(u)) = FU − 1 ∀u ∈ V }.
We now assign a coefficient λu (u ∈ V ) to each of the hyperplanes defining A1 and take linear combinations of these
hyperplanes to obtain−
u∈V
λuw(δ(u)) =
−
u∈V
λu(FL − 1). (4.1)
Now, we search for λ⃗’s for which A2 is contained in the affine space defined by (4.1). All points in A2 satisfyw(δ(u)) = FU−1
for all u ∈ V . Inserting this into (4.1) yields−
u∈V
λu(FU − 1) =
−
u∈V
λu(FL − 1).
This equality implies
∑
u∈V λu = 0. 
4.3. Some technical lemmas
In this section we present some technical lemmas which are going to be useful in the facetness proofs from Section 5 on.
Recall that in the rest of this paper we assume that FL ≥ 3, unless otherwise stated. Recall also that we assume n > FU (i.e.
sc-partitions in P lu have at least two subcliques).
Lemma 4.1. Suppose that FU − FL ≥ 2. Suppose also that gTw ≤ h is a valid inequality for P lu. Let P = {w ∈ P lu|gTw = h}.
Suppose further that there exists k ∈ Z+ such that kFL + 1 < n < kFU − 1 (i.e., there exist 2-loose sc-partitions in P lu). Pick
such a 2-loose sc-partition π = (N1,N2, . . . ,Nk) such that wπ ∈ P, i ∈ N1, j ∈ N2, FL < |N1| < FU and FL < |N2| < FU for
i, j ∈ V . Then gi,j = 0 if the following hold:
• wπ∗ ∈ P where π∗ = (N∗1 , . . . ,N∗k ),N∗1 = (N1 − i) ∪ j, N∗2 = (N2 − j) ∪ i and N∗l = Nl for all l ∈ {3, . . . , k}.
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• wπ ∈ P whereπ = (N1, . . . ,Nk),N1 = N1 − i,N2 = N2 ∪ i andNl = Nl for all l ∈ {3, . . . , k}.
• wπ˜ ∈ P where π˜ = (N˜1, . . . , N˜k), N˜1 = N1 ∪ j, N˜2 = N2 − j, N˜l = Nl for all l ∈ {3, . . . , k}.
Proof. From the equalities gTwπ = h and gTwπ∗ = h, we obtain
g(i,N1 − i)+ g(j,N2 − j) = g(i,N2 − j)+ g(j,N1 − i). (4.2)
From the equalities gTwπ = h and gTwπ = h, we obtain
g(i,N1 − i) = g(i,N2 − j)+ gi,j. (4.3)
From the equalities gTwπ = h and gTwπ˜ = h, we get
g(j,N2 − j) = g(j,N1 − i)+ gi,j. (4.4)
Now summing up the equalities (4.3) and (4.4) and comparing the sum with (4.2), we get gi,j = 0. 
Lemma 4.2. Suppose that gTw ≤ h is a valid inequality for P lu. Let P = {w ∈ P lu|gTw = h}. Let u, v and x be three nodes in
V .
• Let π = (N1,N2, . . . ,Nk) be an sc-partition such that {u, v} ⊂ N1, x ∈ N2 and |N1| = |N2| + 1.
• Let π˜ = (N˜1, . . . , N˜k) where N˜1 = (N1 − v) ∪ x, N˜2 = (N2 − x) ∪ v, N˜l = Nl for l ∈ {3, . . . , k}.• Let π∗ = (N∗1 , . . . ,N∗k ) where N∗1 = (N2 − x) ∪ {u, v},N∗2 = (N1 − {u, v}) ∪ x,N∗l = Nl for l ∈ {3, . . . , k}.• Let π = (N1, . . . ,Nk) whereN1 = (N∗1 − v) ∪ x,N2 = (N∗2 − x) ∪ v,N∗l = Nl for l = {3, . . . , k}.
If {wπ , wπ˜ , wπ∗ , wπ } ⊂ P then gu,v = gu,x.
This lemma can be proved in a similar manner to Lemmas 3.2 and 4.1. We skip the proof and refer the interested reader
to [19].
Lemma 4.3. Suppose that gTw ≤ h is a valid inequality for P lu. Let P = {w ∈ P lu|gTw = h}. Let u, v, x and y be four nodes
in V .
• Let π = (N1,N2, . . . ,Nk) be an sc-partition such that {u, x} ⊂ N1, {v, y} ⊂ N2.
• Let π˜ = (N˜1, . . . , N˜k) where N˜1 = (N1 − u) ∪ v, N˜2 = (N2 − v) ∪ u, N˜l = Nl for l ∈ {3, . . . , k}.• Let π∗ = (N∗1 , . . . ,N∗k ) where N∗1 = (N1 − x) ∪ y,N∗2 = (N2 − y) ∪ x,N∗l = Nl for l ∈ {3, . . . , k}.• Let π = (N1, . . . ,Nk) whereN1 = (N∗1 − u) ∪ v,N2 = (N∗2 − v) ∪ u,Nl = Nl for l = {3, . . . , k}.
If {wπ , wπ˜ , wπ∗ , wπ } ⊂ P then gu,x + gv,y = gu,y + gv,x.
Likewise, we skip the proof this lemma and refer the interested reader to [19].
Lemma 4.4. Suppose that gTw ≤ h is a valid inequality for P lu. Let p ∈ V and Q ⊆ V . Suppose that g(p, Q˜1)+ α = g(p, Q˜2)
for any disjoint Q˜1, Q˜2 ⊂ Q with |Q˜1| = σ1, |Q˜2| = σ2 where α ∈ R, σ1, σ2 ∈ Z, σ1 > 0 and σ2 ≥ 0. Then, gp,q1 = gp,q2 for
any q1, q2 ∈ Q .
Proof. Pick arbitrarily q1 ∈ Q˜1 and q2 ∈ Rwhere
R =

Q˜2, if Q˜2 ≠ ∅,
Q − Q˜1, if Q˜2 = ∅.
Consider the sets Q˜ ∗1 = (Q˜1− q1)∪ q2, R∗ = (R− q2)∪ q1. Comparing g(p, Q˜1)+α = g(p, Q˜2) and g(p, Q˜ ∗1 )+α = g(p, R˜∗)
yields the result. 
Note that, when Q˜2 = ∅, it is crucial to have in this lemma that Q˜1 ( Q .
In the sequel, we prove facetness for P lu of several classes of non-trivial valid inequalities: the 2-partition inequalities,
the lower and the upper general clique inequalities and the cycle inequalities. We skip the investigation of the trivial valid
inequalities (i.e., the non-negativity constraints, the upper bound constraints and the lower bound constraints) and refer the
reader to [19] for a detailed analysis of them.We also skip the investigation of another class of non-trivial valid inequalities,
the 2-star inequalities, and refer the reader to [20] for an account of facet defining conditions for them.
Below, each class of inequalities is investigated in a separate section. As we have already stated, the equi-partition
polytope P equi(n) and the k-way equi-partition polytope P k-way(n, k) are special cases of P lu. Certain theorems that we
present in the rest of this paper prove for the first time in the literature that some of the aforementioned valid inequalities
are facet defining for these two polytopes as well. We highlight such results that we obtain as corollaries to corresponding
theorems.
Commonly, for each of the valid inequalities, we assume that the face defined by the valid inequality under consideration,
say aTw ≤ b, is contained in the face defined by some valid inequality gTw ≤ h. In our proofs, with reference to Theorem
3.6 in Section I.4.3 of [16], we basically show that gTw = h is equal to a linear combination of aTw = b and the hyperplanes
inM(P lu). Recall that in the rest of this paper we assume that n > FU and FL ≥ 3, unless otherwise stated.
We start with the 2-partition inequalities.
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5. 2-partition inequalities
This section is devoted to the 2-partition inequalities,which are defined in the followingmanner over twodisjoint subsets
S and T of V :
w(E(S, T ))− w(E(S))− w(E(T )) ≤ min(|S|, |T |) for S, T ⊂ V : S ∩ T = ∅. (5.1)
These inequalities are introduced by Grötschel and Wakabayashi [10] for the clique partitioning polytope P (n) and shown
to be facet defining for this polytope if and only if |S| ≠ |T |. Oosten et al. [18] introduce some generalizations of them
(the weighted 2-partition inequalities), which are also facet defining for P (n). Ji and Mitchell [11] and Sørensen [24] show
that they are facet defining forP l(n, FL) andP u(n, FU) as well, respectively. These inequalities are also a special case of the
clique–web inequalities, which are introduced and proved to be facet defining by Deza et al. [6] for the multicut polytope,
the complement of P (n).
One special feature of the 2-partition inequalities is their having the triangle inequalities as special cases: for disjoint
S, T ⊂ V with |S| = 1 and |T | = 2, (5.1) turns into a triangle inequality.
In this section, we denote by PS,T the face defined by a 2-partition inequality over the sets S and T , i.e.,
PS,T =

w ∈ P lu|w(E(S, T ))− w(E(S))− w(E(T )) = min(|S|, |T |) .
Now, in Theorems 5.1–5.6 we show several sufficient conditions that make a 2-partition inequality facet defining for P lu.
But before, in Lemma 5.1 we give a characterization of the sc-partitions that lie on PS,T . We skip the proof of this lemma as
this result was already established by Deza et al. [6] for the multicut polytope. We also refer the interested reader to [20]
for an alternative proof.
Lemma 5.1. Consider two disjoint subsets S, T ⊂ V and the corresponding face PS,T . Suppose without loss of generality that
|S| < |T |. Then, wπ ∈ PS,T for an sc-partition π = (N1,N2, . . . ,Nk) if and only if 0 ≤ |Ni ∩ T | − |Ni ∩ S| ≤ 1 for all
i = 1, 2, . . . , k.
Theorem 5.1. Suppose that FU − FL ≥ 2. Suppose further that P lu is full-dimensional and complies with (FD-1). Let S and T be
two proper and disjoint subsets of V such that |S| < |T | and |V − (S ∪ T )| ≥ 2. Let ∆ = |T | − |S|. Pick an integer k such that
kFL + 1 < n < kFU − 1 (note that such a k exists since P lu complies with (FD-1)). The 2-partition inequality (5.1) defined over
S and T is facet defining for P lu if
• ∆ < k, and
• there exists an sc-partition π = (N1,N2, . . . ,Nk) such that FL < |Ni| < FU for i = 1, k, FL ≤ |Ni| ≤ FU for i = 2, . . . , k−1,
and
|S| ≤
 |N1| − 1
2

+
k−∆
i=2
 |Ni|
2

+
k−1
i=k−∆+1
 |Ni| − 1
2

+
 |Nk| − 2
2

. (5.2)
Proof. Let L = min{2, |S|}. There exist integer µi (i = 1, . . . , k) values such that
(i) µi > 0 for i = 1, . . . , L and µi ≥ 0 for i = L+ 1, . . . , k,
(ii)
∑k
i=1 µi = |S|,
(iii) 2µ1 + 1 ≤ |N1|,
(iv) 2µi ≤ |Ni| for i = 2, . . . , k−∆,
(v) 2µi + 1 ≤ |Ni| for i = k−∆+ 1, . . . , k− 1,
(vi) 2µk + 2 ≤ |Nk|.
Pick π in such a way that
• |Ni ∩ S| = µi for i = 1, 2, . . . , k,
• |Ni ∩ T | =

µi, for i = 1, 2, . . . , k−∆,
µi + 1, for i = k−∆+ 1, . . . , k.
By Lemma 5.1, wπ ∈ PS,T . The conditions on µ1 and µk imply N1 − (S ∪ T ) ≠ ∅ and Nk − (S ∪ T ) ≠ ∅. Pick arbitrarily
u ∈ N1 − (S ∪ T ) and v ∈ Nk − (S ∪ T ). From Lemma 4.1, we infer gu,v = 0, which leads to ge = 0 for all e ∈ E(V − (S ∪ T ))
due to the arbitrariness of u and v. We can apply Lemma 4.1 also to an arbitrary s ∈ N1 ∩ S and v to infer gs,v = 0, which
generalizes to ge = 0 for all e ∈ E(S, V − (S ∩ T )).
Moving u from N1 to Nk yields
g(u,N1 ∩ T ) = g(u,Nk ∩ T ). (5.3)
Due to Lemma4.4, (5.3) implies that gu,t ′ = gu,t ′′ for all t ′, t ′′ ∈ T , which generalizes to ge = α ∈ R for all e ∈ E(T , V−(S∪T )).
Then, (5.3) is equivalent to
µ1α = (µk + 1)α. (5.4)
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Now, obtain another sc-partition π∗ = (N∗1 , . . . ,N∗k ) from π by shifting an arbitrary t∗ ∈ Nk ∩ T from Nk to N1. Shifting u
from N∗1 to N
∗
k , we get
g(u,N∗1 ∩ T ) = g(u,N∗k ∩ T ),
which is equivalent to (µ1 + 1)α = µkα. Solving this equation and (5.4) simultaneously yields α = 0.
Now, pick an arbitrary t ′ ∈ Nk ∩ T and shift it from Nk to N1 in π to get
g(t ′,Nk ∩ (T − t ′))+ g(t ′,Nk ∩ S) = g(t ′,N1 ∩ T )+ g(t ′,N1 ∩ S). (5.5)
Claim 1. Eq. (5.5) implies that ge′ = −ge = β ∈ R for all e′ ∈ E(T ) and e ∈ E(S, T ).
Proof. When µ1 = 1 and µk = 0, the result is trivial. When µ1 > 1 or µk > 0, condition 1 on µi values allows us to apply
Lemma 4.4 twice and conclude that ge′ = β ∈ R for all e′ ∈ E(T ) and ge = γ for all e ∈ E(S, T ). Then (5.5) can be rewritten
as
(µk − µ1)(β + γ ) = 0. (5.6)
If µk = 0 or µk ≠ µ1, (5.6) implies β = −γ since µ1 > 0. Suppose µk = µ1 > 0. We obtain a new sc-partition
π˜ = (N˜1, . . . , N˜k) from π in the following way:
• If |N1 − (S ∪ T )| ≥ 2, pick {u, x} ⊂ N1 − (S ∪ T ) arbitrarily. Obtain π˜ by switching {u, x} in N1 and {s˜, t˜} in Nk, where
s˜ ∈ Nk ∩ S and t˜ ∈ Nk ∩ T .
• If |N1 − (S ∪ T )| = 1 (i.e., |N1| = 2µ1 + 1), we have |N1| + 1 ≤ |Nk|. This implies that |N1| < FU − 1 and |Nk| > FL + 1
(by conditions 3 and 6). Obtain π˜ by switching u in N1 and {s˜, t˜} in Nk.
In either case, shifting t ′ from N˜k to N˜1 yields (µk − µ1 − 2)(β + γ ) = 0. Solving this and (5.6) simultaneously, we get
β = −γ . This completes the proof of the claim. 
Claim 2. ge = β for all e ∈ E(S).
Proof. Shift s from N1 to Nk in π to get
g(s,N1 ∩ (S − s))− µ1β = g(s,Nk ∩ S)− (µk + 1)β. (5.7)
We investigate two cases:
Case 1: k ≥ 3 and µk > 0. If k ≥ 3 and µk > 0, due to Lemma 4.4 and the assumption that µ2 > 0, Eq. (5.7) implies that
gs,s′ = θ ∈ R for all s′ ∈ S − s. Then (5.7) turns into
(µ1 − µk − 1)(θ − β) = 0. (5.8)
If µ1 ≠ µk + 1, then we infer θ = β . Suppose µ1 = µk + 1. Consider the sc-partition π˜ obtained above in the proof of
Claim 1. Shifting s from N˜1 to N˜k in π˜ gives (µ1 −µk + 1)(θ − β) = 0. Solving this simultaneously with (5.8) yields θ = β .
Case 2: k ≥ 3 and µk = 0. We know from condition 1 that µ2 > 0 if |S| ≥ 2. We can always obtain a new sc-partition
πˆ = (Nˆ1, Nˆ2, . . . , Nˆk) from π by switching {sˆ, tˆ} ⊂ N2 and {y, z} ∈ Nk− (S ∪ T ), where sˆ ∈ N2 ∩ S and tˆ ∈ N2 ∩ T . Now, we
can proceed in the same manner as we have done for Case 1 to show that ge = β for all e ∈ E(S).
Case 3: k = 2. Consider the partition π˜ obtained as in the proof of Claim 1. Shifting s from N˜1 to N˜2 in π˜ yields
g(s,N1 ∩ (S − s))+ gs,s˜ − (µ1 + 1)β = g(s,N2 ∩ S)− gs,s˜ − µ2β. (5.9)
Due to symmetry, Eqs. (5.7) and (5.9) imply ge = β for all e ∈ E(S). This completes the proof of the claim and the
theorem. 
When
|S| ≤

FL − 2
2

+∆

FL − 1
2

+ (k−∆− 1)

FL
2

, (5.10)
this theorem proves that PS,T is a facet.
On the other hand,when |S| violates (5.10), it is not a trivial task to checkwhether there exists an sc-partition that satisfies
(5.2). For this purpose we introduce in the technical report [20] a simple, polynomial algorithm that checks the existence of
such an sc-partition. We refer the interested reader to this technical report for a detailed description of this algorithm.
Now, we continue with the other theorems of this section. We skip the proofs and refer the reader to [20].
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Theorem 5.2. Suppose that P lu is full-dimensional and complies with (FD-2). Let S and T be two proper and disjoint subsets of
V such that |S| < |T |. Let ∆ = |T | − |S| and k =

n
FL

. The 2-partition inequality (5.1) is facet defining for P lu if ∆ < k − 1
and
|S| ≤ (∆+ 1)

FL − 1
2

+ (k−∆− 2)

FL
2

. (5.11)
Theorem 5.3. Suppose that FU − FL ≥ 2. Suppose further that P lu is full-dimensional and complies with (FD-3) or (FD-4).
Let S and T be two proper and disjoint subsets of V such that |S| < |T |. Let ∆ = |T | − |S| and k =

n
FU

. The 2-partition
inequality (5.1) is facet defining for P lu if ∆ < k and
|S| ≤ (k−∆)

FL
2

+∆

FL − 1
2

− 1.
Remark.
• When P lu complies with (FD-1), the triangle inequalities (i.e., |S| = 1 and |T | = 2) are facet defining if

n
FL

≥ 2 (i.e.,
n ≥ 2FL + 2).
• When P lu complies with (FD-2), the triangle inequalities are facet defining if

n
FL

≥ 3 (i.e., n ≥ 3FL + 1).
• When P lu complies with (FD-3) or (FD-4), the triangle inequalities are facet defining if

n
FL

≥ 3 (i.e., n ≥ 3FL + 1 for
(FD-3) and n ≥ 3FL for (FD-4)).
Theorem 5.4. Suppose that dim(P lu) =  n2  − 1. Let S and T be two proper and disjoint subsets of V such that |S| < |T |. Let
∆ = |T | − |S| and
k =


n
FL

, if (n mod FL) = 1,
n
FU

, if (n mod FU) = FU − 1.
The 2-partition inequality (5.1) is facet defining for P lu if ∆ < k and
|S| ≤

∆

FL − 1
2

+ (k−∆− 1)

FL
2

+

FL − 2
2

if (n mod FL) = 1,
FU − 2
2

+ (k−∆− 1)

FU
2

+ (∆− 1)

FU − 1
2

+

FU − 4
2

if (n mod FU) = FU − 1.
(5.12)
According to this theorem, the triangle inequalities are always facet defining for P lu when its dimension is
 n
2
− 1.
Another very important result of Theorem 5.4 is that the 2-partition inequalities are facet defining for the equi-partition
polytope P equi(n) when n is odd and certain other conditions are satisfied. We highlight this result, which is new to the
literature, by means of the following corollary.
Corollary 5.1. Consider the equi-partition polytopeP equi(n)where n = 2p+1 (i.e., n is odd). Let S and T be two disjoint subsets
of V such that |T | = |S| + 1 and
|S| ≤

p− 1
2

+

p− 2
2

.
Then, the 2-partition inequality (5.1) is facet defining for P equi(n).
This corollary shows in particular that the triangle inequalities are always facet defining for P equi(n)when n is odd.
Theorem 5.5. Suppose that FL ≥ 4. Suppose further that dim(P lu) =
 n
2
 − (n − 1). Let S and T be two proper and disjoint
subsets of V such that |S| < |T |. Let ∆ = |T | − |S| and k = nFL . The 2-partition inequality (5.1) is facet defining for P lu if
∆ < k− 1 and
|S| ≤ 2

FL − 2
2

+ (k−∆− 2)

FL
2

+ (∆− 1)

FL − 1
2

. (5.13)
Remark. When dim(P lu) =  n2 − (n− 1), the triangle inequalities are facet defining for P lu if n ≥ 3FL.
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Theorem 5.6. Suppose FL ≥ 4. Suppose also that dim(P lu) =
 n
2
− n. Let S and T be two proper and disjoint subsets of V such
that |S| < |T |. Let ∆ = |T | − |S| and k = nF where
F =

FL, if (n mod FL) = 0,
FU , if (n mod FU) = 0.
The 2-partition inequality (5.1) is facet defining for P lu if ∆ < k and
|S| ≤ (k−∆− 1)

F
2

+ (∆− 1)

F − 1
2

+

F − 2
2

+

F − 3
2

. (5.14)
This theorem suggests that, under certain conditions, the 2-partition inequalities and in particular the triangle
inequalities are facet defining for the equi-partition polytope P equi(n) for even n, and the k-way equi-partition polytope
(k ≥ 3). We highlight these two important results in the following corollaries. To our knowledge, these results are also new
to the literature.
Corollary 5.2. Consider the equi-partition polytopeP equi(n)where n = 2p (i.e., n is even). Let S and T be two disjoint and proper
subsets of V such that |T | = |S| + 1 and
|S| ≤

p− 2
2

+

p− 3
2

.
Then, the 2-partition inequality (5.1) is facet defining for P equi(n).
Corollary 5.3. Consider the k-way equi-partition polytope P k-way(n, k) where k ≥ 3 and n = kF . Let S and T be two disjoint
and proper subsets of V such that ∆ = |T |− |S| < k and (5.14) is satisfied. Then, the 2-partition inequality (5.1) is facet defining
for P k-way(n, k).
6. The lower general clique inequalities
Let Q be, throughout this section, a subset of V such that |Q | >

n
FL

and

|Q | mod

n
FL

≠ 0. Likewise, let k, r, p and
q be defined, throughout this section, in the following manner:
• k =

n
FL

;
• r = n mod FL, i.e., n = kFL + r;
• p =

|Q |
k

(p ≥ 1 always due to choice of |Q |); and
• q = (|Q | mod k) (q > 0 always due to choice of |Q |).
Consider the following inequality:
w(E(Q )) ≥ (k− q)
p
2

+ q

p+ 1
2

. (6.1)
These inequalities were first introduced by Chopra and Rao [3] for a graph partitioning problem. Chopra and Rao call
these inequalities ‘the general clique inequalities’. But in this context, we prefer using the term ‘the lower general clique
inequalities’ because in Section 7we introduce another set of valid inequalities, ‘the upper general clique inequalities’, which
have the same left hand side as and the opposite sense to (6.1).
Chopra and Rao [3] introduce these inequalities for the polytope corresponding to the problem of partitioning G into at
most l¯ subcliques without any size restrictions, i.e., they deal with the following polytope:
conv{wπ |π = (N1, . . . ,Nl), l ≤ l¯, 1 ≤ |Ni| ≤ n for i = 1, . . . , l}.
Obviously, when l¯ = k,P lu is a subset of this polytope. And this means that (6.1) is valid for P lu as well.
Ji and Mitchell [11] prove the conditions for these inequalities to be facet defining forP l(n, FL). Theorems 6.1–6.3 of this
section are devoted to proving the conditions that make (6.1) facet defining for P lu. We denote by PQ the face defined by a
lower general clique inequality written for a subset Q , i.e.,
PQ =

w ∈ P lu|w(E(Q )) = (k− q)
p
2

+ q

p+ 1
2

.
Before moving on to the theorems, we give a simple characterization of PQ in the following lemma:
Lemma 6.1. For any sc-partition π = (N1, . . . ,Nl), wπ ∈ PQ if and only if
(i) l = k,
(ii) |{i : |Ni ∩ Q | = p}| = k− q, and
(iii) |{i : |Ni ∩ Q | = p+ 1}| = q.
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Proof. Sufficiency is obvious. We prove necessity. Note that any sc-partition π∗ that minimizeswπ (E(Q )) necessarily has k
subcliques, because minimizingwπ (E(Q )) requires that the nodes of Q be dispersed to the maximal number of subcliques.
Secondly, for π1 = (N11 , . . . ,N1k )withwπ1 ∈ PQ , we necessarily have|N1i ∩ Q | − |N1j ∩ Q | ≤ 1 ∀i, j = 1, . . . , k. (6.2)
To see this, suppose that |N1i∗ ∩ Q | − |N1j∗ ∩ Q | ≥ 2 for some i∗ and j∗. Now, obtain another sc-partition π2 = (N21 , . . . ,N2k )
from π1 by switching x ∈ N1i∗ ∩ Q and y ∈ N1j∗ − Q . Clearly,wπ1(E(Q )) > wπ2(E(Q )). This contradicts the assumption that
wπ
1
minimizeswπ (E(Q )).
The conditions 2 and 3 follow from (6.2) and the fact that any π withwπ ∈ PQ has k subcliques. 
Theorem 6.1. Suppose that the polytope P lu is full-dimensional and suppose that FU − FL ≥ 2.
(i) When r = 0, (6.1) is valid for P lu, but not facet defining.
(ii) When r = 1, (6.1) is facet defining for P lu if and only if Q = V .
(iii) When r > 1, (6.1) is facet defining for P lu.
We skip the proof of this theorem here. Please see [20] for the proof.
Theorem 6.2. If dim(P lu) =  n2 − 1, the lower general clique inequality (6.1) is facet defining for P lu.
We refer the reader to [20] for the proof of this theorem, too. Its proof is quite similar to that of Theorem 6.1’s part (ii).
Note that Theorem 6.2 proves also that (6.1) is facet defining for P equi(n). This result is already proved by Chopra and
Rao [3]. Theorem 6.2 just proposes an alternative proof for this result.
Proposition 6.1. Suppose dim(P lu) =  n2 − (n− 1). The general clique inequality (6.1) is not facet defining for P lu.
Proof. In this case, PQ ⊆ {w ∈ P lu|w(δ(u)) = FL − 1} for any u ∈ V . 
Theorem 6.3. Suppose dim(P lu) =  n2 − n. Let
F =

FL, if (n mod FL) = 0,
FU , if (n mod FU) = 0.
The lower general clique inequality (6.1) is facet defining for P lu if and only if p < F − 1.
Proof. First note that, when p = F−1, n−|Q | = k−q. In anyπ such thatwπ ∈ P lu, the nodes in V−Q would be dispersed
among k−q subcliques. Hence, PQ ⊆ {w ∈ P lu|wu,v = 0} for all u, v ∈ V−Q . Suppose p < F−1.Without loss of generality,
let Q = {1, 2, . . . , |Q |} and V − Q = {|Q | + 1, . . . , n}. Consider the set S = {{1, n}, {2, n}, . . . , {n− 1, n}, {1, n− 1}}. We
know thatM(P lu) consists of the hyperplanes H1, . . . ,Hn where Hu is represented by the equationw(δ(u)) = F − 1. In the
following matrix, the coefficients of the edges belonging to S in the equations representing H1 to Hn are displayed:

{1,n} {2,n} {3,n} ··· {n−2,n} {n−1,n} {1,n−1}
H1→ 1 0 0 · · · 0 0 1
H2→ 0 1 0 · · · 0 0 0
H3→ 0 0 1 · · · 0 0 0
...
...
...
...
. . .
...
...
...
Hn−2→ 0 0 0 · · · 1 0 0
Hn−1→ 0 0 0 · · · 0 1 1
Hn→ 1 1 1 · · · 1 1 0

.
This matrix is non-singular. With reference to Theorem 3.6 in Section I.4.3 of [16], we use this fact to set ge = 0 for all e ∈ S.
Now, pick an arbitrary node u ∈ Q and an sc-partition π = (N1, . . . ,Nk) such that wπ ∈ PQ . Suppose that u ∈ N1, n ∈
N2, |N1 ∩ Q | = p+ 1 and |N2 ∩ Q | = p. Switching u and n, we get
g(u, (N1 − u) ∩ Q )+ g(u, (N1 − u)− Q ) = g(u, (N2 − n) ∩ Q )+ g(u, (N2 − n)− Q ).
Applying Lemma 4.4 to this equation yields ge = α ∈ R for e ∈ E(Q ) and ge = β for e ∈ E(Q , (V − n)− Q ). But then, since
we have already fixed g1,n−1 = 0, we immediately have β = 0.
Now, pick an arbitrary node x ∈ (V − n)− Q . Pick an sc-partition π∗ = (N∗1 , . . . ,N∗k ) such that wπ∗ ∈ PQ , x ∈ N∗1 , n ∈
N∗2 , |N1 ∩ Q | = p+ 1 and |N2 ∩ Q | = p. Switching x and n yields
g(x, (N∗1 − x)− Q ) = g(x, (N∗2 − n)− Q ). (6.3)
Applying Lemma 4.4 to this equation gives ge = γ for all e ∈ E((V − n)− Q ). Plugging this into (6.3), we infer γ = 0. 
Theorem 6.3 suggests that (6.1) is facet defining for P k-way(n, k) as well. We highlight this result, which is new to the
literature, in the following corollary.
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Corollary 6.1. The lower general clique inequality (6.1) is facet defining for P k-way(n, k) if and only if
(i) (|Q | mod k) ≠ 0, and
(ii) |Q | < n− k.
7. The upper general clique inequalities
In this section we investigate the upper general clique inequalities, and prove conditions for which these inequalities
become facet defining for P lu. A special case of these inequalities was first introduced by Sørensen [23] for P u(n, FU). Here
we consider a more general version of Sørensen’s inequalities.
Consider a series of numbers φUi , i = 1, 2, . . . ,

n
FU

, defined as follows:
φUi = max
π=(N1,...,Nk):
wπ∈P lu(Ri−1,FL,FU )

max
j=1,...,k
|Nj|
whereφ0 = FU , R0 = n and Ri = Ri−1−φUi . According to this definition,φU1 gives themaximal size that the subsets can attain
in sc-partitions (i.e., in feasible solutions ofP lu(n, FL, FU)),φU2 gives the secondmaximal size that the subsets can attain in sc-
partitions, and so on. Equivalentlywe can also say thatφU2 is themaximal size that the subsets can attain in feasible solutions
of P lu(n− φU1 , FL, FU), φU3 is the maximal size that the subsets can attain in feasible solutions of P lu(n− φU1 − φU2 , FL, FU),
and so on.
The following formula can be used for computing the values of φUi :
φUi = max

φ ∈ Z+
FL ≤ φ ≤ FU ,Ri−1 − φFL

≥

Ri−1 − φ
φ

. (7.1)
Note that Rk = 0 for k =

n
FU

, and hence φUi for i >

n
FU

is not defined.
Let Q ⊆ V . Let kQ and nQ be defined throughout this section as follows:
• kQ = max

i|∑il=1 φUl ≤ |Q |, and
• nQ = |Q | −∑kQl=1 φUl .
In contrast to the lower general clique inequality (6.1), the following upper general clique inequality aims to bound
w(E(Q )) from above:
w(E(Q )) ≤
kQ−
l=1

φUl
2

+
nQ
2

∀Q ⊆ V . (7.2)
Note that in the statement of this inequality, we adopt the convention that

0
2

=

1
2

= 0.
Lemma 7.1. The upper general clique inequality (7.2) is valid for P lu.
Proof. The set Q should be split into the largest subcliques possible in order to maximizew(E(Q )). This can be achieved by
putting φU1 nodes of Q in one subclique, φ
U
2 nodes in another subclique, and so on. 
Throughout this section,PQ stands for the face defined by (7.2). Next,we give a lemma that characterizes the sc-partitions
whose characteristic vectors lie on PQ . We skip the proof because it is trivial.
Lemma 7.2. For an sc-partition π = (N1, . . . ,Nk), wπ ∈ PQ if and only if N1,N2, . . . ,Nk can be renumbered such that
|Ni| = |Ni ∩ Q | = φUi for i = 1, . . . , kQ and |Ni| ≥ |Ni ∩ Q | = nQ for i = kQ + 1.
Now,we continuewith two lemmas that state some conditions onQ determiningwhether (7.2) is or is not facet defining.
We skip the proofs and refer the reader to [20].
Lemma 7.3. Suppose FU − FL ≥ 2 and Q = V . The upper general clique inequality (7.2) is facet defining for P lu if and only if it
is full-dimensional and complies with (FD-1), (FD-3) or (FD-4).
Lemma 7.4. Suppose FU − FL ≥ 2. Let Q be a proper subset of V . The upper general clique inequality (7.2) is not facet defining
for P lu if
(i) nQ = 0, or
(ii) |Q | ≤ φU1 + 1.
When P lu is full-dimensional, (7.2) is not facet defining for P lu if
(iii) P lu

n−∑kQi=1 φUi , FL, FU is not full-dimensional.
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The following Theorem 7.1 states the conditions that make (7.2) facet defining for a full-dimensionalP lu. With reference
to Lemma 7.4, we assume that P lu

n−∑kQi=1 φUi , FL, FU is full-dimensional, and hence by Theorem 4.1, it falls into one of
four categories (FD-1), (FD-2)–(FD-4).
Theorem 7.1. Suppose P lu is full-dimensional and FU − FL ≥ 2. Let Q be a subset of V which does not comply with any of the
conditions 1–3 of Lemma 7.4 (i.e., P lu

n−∑kQi=1 φUi , FL, FU is full-dimensional, nQ > 0 and |Q | > φU1 + 1).
(i) When P lu

n−∑kQi=1 φUi , FL, FU complies with (FD-1), (7.2) is facet defining for P lu if 1 ≤ nQ ≤ FL.
(ii) When P lu

n−∑kQi=1 φUi , FL, FU complies with (FD-2), (7.2) is facet defining for P lu if and only if
• 1 ≤ nQ < FL and kQ ≤

n
FU

− 1, or
• nQ = FL and kQ <

n
FU

− 1.
(iii) When FU − FL = 2 and P lu

n−∑kQi=1 φUi , FL, FU complies with (FD-3), (7.2) is facet defining for P lu if and only if
• 1 ≤ nQ < FL and kQ ≤

n
FU

− 1, or
• nQ = FL and kQ <

n
FU

− 1, or
• nQ = FL + 1 and kQ <

n
FU

− 2.
(iv) When FU − FL > 2 and P lu

n−∑kQi=1 φUi , FL, FU complies with (FD-3), (7.2) is facet defining for P lu if and only if
• 1 ≤ nQ < FL and kQ ≤

n
FU

− 1, or
• FL ≤ nQ ≤ FL + 1 and kQ <

n
FU

− 1.
(v) When P lu

n−∑kQi=1 φUi , FL, FU complies with (FD-4), (7.2) is facet defining for P lu if and only if 1 ≤ nQ ≤ FL and
kQ <

n
FU

− 1.
Proof. We prove the cases (i) and (ii) only. The proofs of parts (iii), (iv) and (v) are similar.
(i) Pick two arbitrary nodes u, v ∈ V−Q and an sc-partitionπ = (N1, . . . ,Nh)where

n
FU

≤ h ≤

n
FL

, |Ni| = |Ni∩Q | =
φUi for i = 1, . . . , kQ , |NkQ+1 ∩ Q | = nQ , FL < |NkQ+1| < FU , FL < |NkQ+2| < FU . Note that such an sc-partition with
h ≥ kQ + 2 exists since P lu

n−∑kQi=1 φUi , FL, FU complies with (FD-1). Suppose that u ∈ NkQ+1 and v ∈ NkQ+2 (there
exists a u ∈ NkQ+1 − Q since we assume that nQ ≤ FL). By Lemma 4.1, gu,v = 0. This means that we have ge = 0 for all
e ∈ E(V − Q ).
Now, in π , shift v from NkQ+2 to NkQ+1 to obtain
g(v,NkQ+1 ∩ Q ) = 0. (7.3)
When applied to this equation, Lemma 4.4 implies that ge = α ∈ R for e ∈ E(Q , V − Q ). But then inserting this into
(7.3), we immediately infer that ge = 0 for e ∈ E(Q , V − Q ).
Now, we will show that ge = β ∈ R for all e ∈ E(Q ). We give the proof separately for two cases: (a) nQ ≥ 2, (b)
nQ = 1 and kQ ≥ 2 (we do not consider kQ = 1, because then (7.2) would not be facet defining by part 2 of Lemma 7.4).
Case (a): Pick four nodes x, y, z, t ∈ Q and suppose that {x, z} ⊂ NkQ and {y, t} ⊂ NkQ+1 in π . By Lemma 4.3, we
have gx,z − gy,z = gx,t − gy,t , which implies
gx,q − gy,q = γ ∈ R ∀q ∈ Q − {x, y} (7.4)
by the arbitrariness of z and t . Switching x and y in π , we get
g(x, (NkQ ∩ Q )− x)+ g(y, (NkQ+1 ∩ Q )− y) = g(x, (NkQ+1 ∩ Q )− y)+ g(y, (NkQ ∩ Q )− x). (7.5)
Plugging (7.4) into (7.5) yields γ = 0 since φUkQ = |NkQ ∩ Q | ≥ φUkQ+1 > |NkQ+1 ∩ Q | due to definition of kQ . Then, we
infer that ge = β ∈ R for all e ∈ E(Q ).
Case (b): Pick four nodes x, y, z, t ∈ Q and suppose that t ∈ N1, {x, z} ⊂ NkQ and y ∈ NkQ+1 in π . Obtain a new
sc-partition π∗ = (N∗1 , . . . ,N∗k ) from π by switching z and t . Clearly, wπ ∈ PQ and wπ∗ ∈ PQ . Switching x and y in π
yields (7.5) once more. Switching x and y in π∗ gives
g(x, (N∗kQ ∩ Q )− x)+ g(y, (N∗kQ+1 ∩ Q )− y) = g(x, (N∗kQ+1 ∩ Q )− y)+ g(y, (N∗kQ ∩ Q )− x).
Comparing this equation with (7.5) leads us to (7.4). Now, arguing like in the proof of case (a) we can obtain the result.
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(ii) Sufficiency: Pick an sc-partitionπ = (N1, . . . ,Nk+1)where k =

n
FU

, |Ni| = |Ni∩Q | = φUi for i = 1, . . . , kQ , |NkQ+1| =
FL+ 1, |Ni| = FL for i = kQ + 2, . . . , k+ 1 and |NkQ+1 ∩Q | = nQ . Clearly,wπ ∈ PQ . Note that such an sc-partition exists
since P lu

n−∑kQi=1 φUi , FL, FU complies with (FD-2). We organize the proof into four steps.
(1) We first show that ge = α ∈ R for all e ∈ E(V−Q ). Assuming that nQ < FL, pick three arbitrary nodes u, v, t ∈ V−Q
and suppose that {u, v} ⊂ NkQ+1 and t ∈ NkQ+2. By Lemma 4.2, we infer gu,v = gu,t . The arbitrariness of these three
nodes implies ge = α ∈ R for all e ∈ E(V − Q ).
Now, assume nQ = FL and kQ < k − 1. This latter implies that the number of subcliques in π is strictly larger
than kQ + 2 (i.e., kQ + 2 < k+ 1). Pick an arbitrary node u ∈ V − Q and suppose that u ∈ NkQ+1. Shift u from NkQ+1
to NkQ+2 to obtain
g(u,NkQ+1 − u) = g(u,NkQ+2). (7.6)
Since kQ + 2 < k+ 1, we can apply Lemma 4.4 and get gu,x = gu,y for all x, y ∈ (V − Q )− u. Obviously, this result
generalizes to ge = α ∈ R for e ∈ E(V − Q ).
(2) Now, we show ge = α for e ∈ E(Q , V − Q ). Note that, for an arbitrary u ∈ V − Q , Eq. (7.6) applies for any value of
nQ , no matter whether it is smaller than FL or not. The previous result ge = α for e ∈ E(V − Q ) turns (7.6) into
g(u,NkQ+1 − u) = FLα. (7.7)
Applying Lemma 4.4 to this equation gives gu,q1 = gu,q2 for all q1, q2 ∈ Q , which implies ge = β ∈ R for
e ∈ E(Q , V − Q ). But inserting this result into (7.7) gives β = α.
(3) Next, we show α = 0. Distribute the nodes in Nk+1 over NkQ+1, . . . ,Nk in π (note that this is possible since
P lu

n−∑kQi=1 φUi , FL, FU complies with (FD-2)) and name this new sc-partition as π˜ . Clearly,wπ˜ ∈ PQ . Comparing
gTwπ = h and gTwπ˜ = h yields α = 0, becausewπ (E(V − Q , V )) < wπ˜ (E(V − Q , V )).
(4) Finally we can show that ge = γ ∈ R for e ∈ E(Q ) in the same manner as in the proof of part 1.
Necessity: We consider three cases and prove for them separately:
(a) nQ > FL + 1;
(b) nQ = FL + 1;
(c) nQ = FL and kQ =

n
FU

− 1.
(a) When nQ > FL + 1, PQ consists of sc-partitions π = (N1,N2, . . . ,Nk) with k =

n
FU

, |Ni| = FU for i =
1, 2, . . . , k, |Ni ∩ Q | = φUi = FU for i = 1, 2, . . . , kQ and |NkQ+1 ∩ Q | = nQ . This means that PQ lies in the
intersection of the hyperplanesw(δ(u)) = FU − 1 for all u ∈ V .
(b) Let P1 be the set of sc-partitions π = (N1, . . . ,Nk+1) with k =

n
FU

, |Ni| = |Ni ∩ Q | = φUi = FU for
i = 1, . . . , kQ , |NkQ+1| = |NkQ+1 ∩ Q | = FL + 1 and |Ni| = FL for i = kQ + 2, . . . , k. Let P2 be the set of sc-partitions
π = (N1, . . . ,Nk)with |Ni| = FU for i = 1, . . . , k, |Ni∩Q | = φUi = FU for i = 1, . . . , kQ , |NkQ+1∩Q | = nQ = FL+1.
When nQ = FL + 1, we have PQ = P1 ∪ P2. In all the solutions in P1 and P2, all the nodes in V − Q are always in
subcliques with the same size. That is, we have w(δ(u)) = w(δ(v)) for all u, v ∈ V − Q , which shows that (7.2) is
not facet defining in this case.
(c) Allwπ ∈ PQ withπ = (N1,N2, . . . ,Nk) has |Ni| = |Ni∩Q | = φUi = FU for i = 1, . . . , kQ and |NkQ+1∩Q | = nQ = FL.
Let P1 consist of sc-partitions in PQ with k = kQ + 2; one of |NkQ+1| and |NkQ+2| is FL and the other is FL + 1. And
let P2 consist of sc-partitions in PQ with k = kQ + 1 and |NkQ+1| = FU . Since P lu

n−∑kQi=1 φUi , FL, FU complies
with (FD-2), we have PQ = P1 ∪ P2. In other words, |V − Q | = FL + 1 and it is ensured that in any sc-partition of
PQ , at most one node of V − Q is packed in a different subclique to the others (indeed, in the sc-partitions of P2 it is
ensured that all are packed in the same subclique).
Now, let Q ′ = V − Q = {q′1, q′2, . . . , q′FL+1}. Both P1 and P2 (and hence PQ ) are contained in the face defined by
the two-chorded cycle inequalities, which were introduced in [10] forP (n). More precisely, P1 and P2 are contained
in a hyperplane gTw = 0 such that
gu,v =

1, if u = q′i and v = q′i+1, for all i = 1, 2, . . . , FL + 1;
−1, if u = q′i and v = q′i+2, for all i = 1, 2, . . . , FL + 1;
0, otherwise,
where all indices are taken modulo FL + 1. 
Now, we state necessary and sufficient conditions for (7.2) to be facet defining forP lu with dimension
 n
2
−1. Note that
in this case, PQ = P lu (i.e., (7.2) constitutes the equality set of P lu) when Q = V . So, we assume in the following theorem
that Q ⊂ V .
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Theorem 7.2. Supposedim(P lu) =  n2 −1. Let Q be a subset of V forwhich the conditions1 and2 of Lemma7.4 are not satisfied
(i.e. nQ > 0 and |Q | > φU1 + 1). The upper general clique inequality (7.2) is not facet defining for P lu when (n mod FL) = 1;
when (n mod FU) = FU − 1, it is facet defining for P lu if and only if
• 0 < nQ < FU − 1 and kQ =

n
FU

− 2, or
• 0 < nQ ≤ FU − 1 and kQ <

n
FU

− 2.
We skip the proof and refer the reader to [20].
Proposition 7.1 states that (7.2) is not facet defining at all when dim(P lu) =  n2  − (n − 1). The following Theorem 7.3
states the necessary and sufficient conditions that make (7.2) facet defining for P lu when its dimension is
 n
2
− n.
Proposition 7.1. The upper general clique inequality (7.2) is not facet defining for P lu when dim(P lu) =  n2 − (n− 1).
Proof. In this case, PQ is contained in the hyperplanesw(δ(u)) = FU − 1 for all u ∈ V . 
Theorem 7.3. Suppose dim(P lu) =  n2 − n. Let
F =

FL, if (n mod FL) = 0,
FU , if (n mod FU) = 0;
and let k = nF . Let Q be a subset of V which does not comply with conditions 1 and 2 in Lemma 7.4 (i.e., nQ > 0 and |Q | > F+1).
The upper general clique inequality (7.2) is facet defining for P lu if and only if Q complies with one of the following:
(i) nQ = 1 and 2 ≤ kQ < k− 1, or
(ii) 2 ≤ nQ < F − 1 and 1 ≤ kQ < k− 1, or
(iii) nQ = F − 1 and 1 ≤ kQ < k− 2.
We skip the proof and refer the reader to [20].
This theorem suggests that the upper general inequality (7.2) is facet defining for the k-way equi-partition polytope
P k-way(n, k). In fact, Mitchell [15] shows that (7.2) is valid for this polytope. Here in Theorem 7.3, we advance this result one
step further and show for the first time that (7.2) is indeed facet defining forP k-way(n, k). We highlight this contribution by
means of the following corollary:
Corollary 7.1. The upper general clique inequality (7.2) is facet defining for P k-way(n, k) if and only if
• F + 2 ≤ |Q | ≤ n− F − 2, and
• (|Q | mod F) ≠ 0.
8. The cycle inequalities
Let GC = (VC , EC ) be a cycle in G. The cycle inequality
w(EC ) ≤ |VC | − 2 (8.1)
was first introduced by Conforti et al. [5] for the equi-partition polytope P equi(n). They show that it is facet defining for
P equi(n)when n is odd and |VC | =
 n
2
+1. Ferreira et al. [7] introduce a generalization of the cycle inequality, the so-called
cycle with ear inequalities for a node-capacitated graph partitioning polytope. Sørensen [23] show that the cycle with ear
inequalities (and hence the cycle inequalities) are facet defining for P u(n, FU).
In this section, we generalize this result forP lu. In the rest of this section, let φU1 and φ
U
2 be defined as in (7.1), and all the
indices be taken modulo |VC |. And let PC denote the face of P lu defined by (8.1) corresponding to the cycle GC .
We first present a lemma that states the validity condition of (8.1) for P lu. We skip the proof because it is trivial.
Lemma 8.1. The cycle inequality (8.1) is valid for P lu if and only if |VC | ≥ φU1 + 1.
There now follow the theorems that state the conditions of facetness forP lu. We present the proof for Theorem 8.1 only
and refer the reader to [20] for the others.
Theorem 8.1. Suppose P lu is full-dimensional and FU − FL ≥ 2. Pick a cycle GC = (VC , EC ) with |VC | = φU1 + 1. The cycle
inequality (8.1) is facet defining for P lu if φU2 ≥
 |VC |
2

+ 1 and P lu(n− φU1 , FL, FU) is full-dimensional.
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Proof. Let VC = {u1, u2, . . . , u|VC |} and
EC = {{u1, u2}, {u2, u3}, . . . , {u|VC |−1, u|VC |}, {u|VC |, u1}}.
Pick an sc-partition π = (N1,N2, . . . ,Nk) with |N1| = φU1 ,N1 ∩ VC = {u2, u3, . . . , uφU1 +1} and N2 ∩ VC = {u1}. Clearly,
wπ (EC ) = |VC |−2. IfP lu(n−φU1 , FL, FU) complies with (FD-1), suppose that we have pickedπ such that FL < |N2| < FU and
FL < |N3| < FU . Using Lemma 4.1, we can show that gv,v′ = 0 for two arbitrary nodes v, v′ in V − VC . If P lu(n− φU1 , FL, FU)
complies with (FD-2), (FD-3) or (FD-4), suppose that we have picked π such that |N2| = |N3| + 1. Then, we can apply
Lemma 4.2 so as to show that gv,v′ = α ∈ R for any two arbitrary nodes v, v′ in V −VC . But with (FD-2), (FD-3) and (FD-4) it
is always possible to construct another sc-partition with one less or one more subclique than π (like in step (3) in the proof
of part (ii) in Theorem 7.1). This implies α = 0, namely, ge = 0 for e ∈ E(V − VC ).
Now, pick an arbitrary v ∈ V − VC and ui ∈ VC . Furthermore, pick an sc-partition π ′ = (N ′1, . . . ,N ′k) such that
|N ′1| = φU1 ,N ′1 ∩ VC = {u1, u2, . . . , ui−1, ui+1, . . . , uφU1 +1}, N
′
2 ∩ VC = {ui}, |N ′2| < FU , |N ′3| > FL and v ∈ N ′3. Note that
full-dimensionality of P lu(n − φU1 , FL, FU) ensures the existence of such an sc-partition. Shifting v from N ′3 to N ′2, we get
gv,ui = 0, which generalizes to ge = 0 for all e ∈ E(VC , V − VC ).
Now, we show gui,ui+l = 0 for i = 1, 2, . . . , |VC | and l = 2, 3, . . . ,
 |VC |
2

. Pick an sc-partition π˜ = (N˜1, N˜2, . . . , N˜k)with
|N˜1| = φU1 , N˜1 ∩ VC = {ul′+1, ul′+2, . . . , u|VC |}, |N˜2| = φU2 and N˜2 ∩ VC = {u1, u2, . . . , ul′}where 3 ≤ l′ ≤
 |VC |
2

+ 1 (this is
possible even for l′ =
 |VC |
2

+ 1 since φU2 ≥
 |VC |
2

+ 1). Clearly, wπ˜ (EC ) = |VC | − 2. Since |VC | = φU1 + 1 and |N˜1| = φU1 ,
there exists {v, v′} ⊂ N˜1 − VC . Switching v and u1 yields
g(u1, {u2, . . . , ul′}) = g(u1, {ul′+1, . . . , u|VC |}). (8.2)
Now, consider another sc-partition π∗ = (N∗1 , . . . ,N∗k ) obtained from π˜ by switching ul′ and v. Obviously, wπ∗(EC ) =|VC | − 2. Now, switching u1 and v′ in π∗ yields
g(u1, {u2, . . . , ul′})− gu1,ul′ = g(u1, {ul′+1, . . . , u|VC |})+ gu1,ul′ .
Comparing this with (8.2), we infer gu1,ul′ = 0. By symmetry, the same result can be obtained for any ui ∈ VC , that is,
gui,ui+l′−1 = 0 for any i = 1, 2, . . . , |VC |. This implies that ge = 0 for all e ∈ E(VC ) − EC . But then (8.2) directly gives
gu1,u2 = gu1,u|VC | , which generalizes to ge = α ∈ R for e ∈ C by symmetry. 
Theorem 8.2. Suppose dim(P lu) =  n2 − 1. Pick a cycle GC = (VC , EC ) with |VC | = φU1 + 1.
(i) When (n mod FU) = FU − 1 and FU − FL ≥ 2, the cycle inequality (8.1) is facet defining for P lu if φU2 ≥
 |VC |
2

+ 1.
(ii) When (n mod FU) = FU−1 and FU−FL = 1, the cycle inequality (8.1) is facet defining for P lu if FL ≥ 4 andφU2 ≥
 |VC |
2

+1.
(iii) When (n mod FL) = 1, the cycle inequality (8.1) is facet defining for P lu if FL ≥ 4 and φU2 ≥
 |VC |
2

+ 1.
Theorem 8.3. Suppose dim(P lu) =  n2 − (n− 1). Pick a cycle GC = (VC , EC ) with |VC | = FU + 1. The cycle inequality (8.1) is
facet defining for P lu if and only if FU < 2FL.
Theorem 8.4. Suppose dim(P lu) =  n2 − n. Pick a cycle GC = (VC , EC ) with |VC | = F + 1 where
F =

FL, if (n mod FL) = 0,
FU , if (n mod FU) = 0.
The cycle inequality (8.1) is facet defining for P lu.
Mitchell [15] shows that the cycle inequality (8.1) is facet defining for P equi(n) for even n and P k-way(n, k). The proof
presented for Theorem 8.4 in [20] constitutes an alternative to Mitchell’s proof for this result.
9. Computational evidence
In this section we provide computational evidence for the practical significance of our theoretical results. Our aim is to
show the effectiveness in solving the IP model (2.1) of the four sets of inequalities that we investigate: the 2-partition
inequalities (5.1), the lower general clique inequalities (6.1), the upper general clique inequalities (7.2) and the cycle
inequalities (8.1).
For the evidence we refer the reader to another paper of the authors, namely [2], which investigates the partitioning-hub
location–routing problem (PHLRP). This problem, which finds application in deployment of an Internet routing protocol,
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consists of partitioning a given network into sub-networks, locating at least one hub in each sub-network and routing
the traffic within the network at minimum cost. The IP model (2.1) makes up an essential part of a mixed IP formulation
proposed in [2]. In fact, the partitioning variableswu,v constitute a major part of the binary variables in the proposed mixed
IP formulation (i.e., n(n−1)/2 out of n(n+1)/2 binary variables in total). For this reason, facets for (2.1) define strong valid
inequalities that can be used for solving PHLRP.
Our computational experiments on PHLRP are carried out on 450 randomly generated instances (see [2] for details). We
used XPress IP solver as our test platform.
We observe that when the branch-and-cut algorithm relies only on Xpress’s proprietary cut strategy, it takes, on average,
532.40 s to solve all instances. On the other hand, when we employ valid inequalities (5.1), (6.1), (7.2) and (8.1) jointly with
Xpress proprietary cuts, all of the instances are solved more quickly and the average solution time comes down to 391.69 s,
which implies an improvement of around 26%. That is, our valid inequalities help significantly to improve the performance
of the Xpress IP solver.
We also test the effectiveness of inequalities (5.1), (6.1), (7.2) and (8.1) in a cutting plane algorithm. When only Xpress
proprietary cuts are used, the average LP relaxation gap yielded by the cutting plane algorithm is 9.84%. When (5.1), (6.1),
(7.2) and (8.1) are employed jointly with Xpress proprietary cuts, the average gap comes down to 8.4%, which gives an
improvement of around 16%. When (5.1), (6.1) and (7.2) are used jointly and Xpress proprietary cuts are deactivated, the
algorithm yields an average gap of 8.99% in the cutting plane algorithm, which implies around 9% improvement. Hence, we
conclude that our valid inequalities significantly improve the LP relaxation gap associated with the PHLRP formulation.
As a final word, we would like to point out that the cutting plane experiments highlight the 2-partition inequalities (5.1)
as providing the sharpest improvement in the LP relaxation gap. The lower general clique inequalities (6.1) and the upper
general clique inequalities (7.2) also provide important improvements, albeit not as much as (5.1). Finally, inequalities (8.1)
do not yield tight LP relaxation bounds when used alone in the cutting plane algorithm.
These results show that (5.1), (6.1), (7.2) and (8.1) provide significant improvements in solving the PHLRP. In another
paper in the near future wewould like to extend our computational experiments and show that they also provide important
benefits in solving (2.1) itself.
10. Conclusion
In this paper, we present a comprehensive analysis for the facial structure of the size-constrained graph partitioning
polytope P lu. This polytope, which is uniquely determined by n, FL and FU , provides a unifying framework for several well-
known graph partitioning polytopes from the literature.Weprove its dimension and show its equality sets, if any, for all of its
special cases. We prove facetness of several classes of valid inequalities, which were introduced for other graph partitioning
problems in the literature. Our analysis also reveals, for the first time in the literature, that some valid inequalities that we
consider here are facet defining for the equi-partition polytope and the k-way equi-partition polytope as well.
Finally, we provide evidence on how effective the presented facets of P lu are for solving PHLRP, a hard problem which
involves hub location and routing features along with graph partitioning. Our experiments on PHLRP show that our valid
inequalities help significantly improve Xpress IP solver’s performance on PHLRP. In our future research, we aim at showing
that these valid inequalities would also help to solve (2.1) more efficiently.
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