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Abstrakt
Hlavn´ım c´ılem te´to bakala´rˇske´ pra´ce je studovat vlastnosti p-trigonometricky´ch
a p, q-trigonometricky´ch funkc´ı a tyto vy´sledky na´sledneˇ vyuzˇ´ıt prˇi vysˇetrˇova´n´ı dvourozmeˇr–
ne´ho zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı. Da´le je v te´to pra´ci uveden prˇehled derivac´ı a in-
tegra´l˚u zobecneˇny´ch trigonometricky´ch funkc´ı. V posledn´ı rˇadeˇ je pra´ce zameˇrˇena na gene-
rova´n´ı dat se zobecneˇny´m norma´ln´ım rozdeˇlen´ım.
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Abstract
The main goal of this bachelor thesis is to study the properties of p-trigonometric and
p, q-trigonometric functions and these results to use in investigating the two-dimensional
generalized normal distribution. Further, in this work is presented an overview of derivatives
and integers of generalized trigonometric functions. Finally, the work is focused on generating
data with a generalized normal distribution.
Keywords
p, q-trigonometric functions, generalized normal distribution, quantiles, generate data
Zusammenfassung
Das Hauptziel dieser Bachelorarbeit ist Eigenschaften p-trigonometrischen und p, q-trigono–
metrischen Funktionen studieren und dann diese Ergebnisse bei der Untersuchung der zwei-
dimensionalen generalisierten Normalverteilung verwenden. Daru¨ber hinaus liefert diese Ar-
beit einen U¨berblick u¨ber Ableitungen und Integrale der generalisierten trigonometrischen
Funktionen. Letzlich ist die Arbeit auf der Erzeugen von Daten mit der generalisierten Nor-
malverteilung fokussiert.
Schlu¨sselwo¨rter
p, q-trigonometrischen Funktionen, generalisierten Normalverteilung, Perzentile, Erzeugen
von Daten
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1 U´vod
Nasˇ´ım c´ılem je studovat vlastnosti p-trigonometricky´ch a p, q-trigonometricky´ch funkc´ı (po-
drobneˇ viz v sekc´ıch 4 a 5), jezˇ byly studova´ny od konce 70. let 20. stolet´ı. Dane´ vy´sledky
budou na´sledneˇ vyuzˇity prˇi vysˇetrˇova´n´ı dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı
(podrobneˇ viz sekce 3), ktere´ je pouzˇ´ıva´no jizˇ od 60. let 20. stolet´ı. V literaturˇe se na´m ne-
podarˇilo naj´ıt cˇla´nek, ktery´ by kombinoval teorii dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho
rozdeˇlen´ı s teori´ı p, q-trigonometricky´ch funkc´ı. Ukazuje se (viz Za´veˇr te´to bakala´rˇske´ pra´ce),
zˇe na´mi navrzˇena´ metodika vede na mnohem jednodusˇsˇ´ı vy´pocˇty v porovna´n´ı s jiny´mi pra-
cemi (viz [19, 20, 21]).
Nejprve si v kapitole 2 prˇedstav´ıme neˇktera´ statisticka´ jednorozmeˇrna´ rozdeˇlen´ı a uvedeme
jejich za´kladn´ı vlastnosti a vztahy mezi teˇmito rozdeˇlen´ımi. Da´le se v te´to kapitole zameˇrˇ´ıme
na koeficient sˇpicˇatosti a sˇikmosti zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı.
Kapitola 3 bude veˇnova´na dvourozmeˇrne´mu zobecneˇne´mu norma´ln´ımu rozdeˇlen´ı. Uvedeme
si zde jeho historii, za´kladn´ı vlastnosti a take´ si zde vykresl´ıme grafy vyznacˇuj´ıc´ı hladiny
vy´znamnosti tohoto rozdeˇlen´ı.
V kapitole 4 a 5 se sezna´mı´me se zobecneˇny´mi trigonometricky´mi funkcemi a to nejprve
s jedn´ım parametrem a pote´ se dveˇma parametry. Opeˇt si zde uvedeme za´kladn´ı vlastnosti
teˇchto funkc´ı. Da´le v obou kapitola´ch bude c´ılem nale´zt rˇesˇen´ı proble´mu dane´ pocˇa´tecˇn´ı
u´lohy a to nejprve pomoc´ı analyticke´ho prˇ´ıstupu tak pote´ pomoc´ı numericke´ho prˇ´ıstupu.
Kapitola 6 bude zameˇrˇena na prˇehled derivac´ı a integra´l˚u. V te´to kapitole si uvedeme vzorce
pro jednotlive´ derivace a integra´ly zobecneˇny´ch trigonometricky´ch funkc´ı.
Po sezna´men´ı se zobecneˇny´mi trigonometricky´mi funkcemi (viz kapitola 4 a 5) bude ka-
pitola 7 veˇnova´na graf˚um teˇchto funkc´ı. Kromeˇ graf˚u zobecneˇny´ch trigonometricky´ch funkc´ı
vykresl´ıme zde take´ grafy zmeˇn hodnoty pip poprˇ. pip,q v za´vislosti na parametru p poprˇ. p a q.
Kapitola 8 bude veˇnova´na normalizaci a kvantil˚um dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho
rozdeˇlen´ı. C´ılem bude znormalizovat funkci hustoty tohoto rozdeˇlen´ı a vypocˇ´ıtat 95% kvantil
na za´kladeˇ provedene´ normalizace. Tento postup bude proveden jak pro hodnotu p = q tak
pro hodnotu p 6= q.
V kapitole 9 se zameˇrˇ´ıme na generova´n´ı dvourozmeˇrny´ch dat s dvourozmeˇrny´m zobecneˇny´m
norma´ln´ım rozdeˇlen´ım. Budou zde vykresleny histogramy cˇetnost´ı na za´kladeˇ vygenero-
vany´ch hodnot dane´ho rozdeˇlen´ı. Tento postup bude proveden nejprve pro jednorozmeˇrne´
zobecneˇne´ normovane´ norma´ln´ı rozdeˇlen´ı a da´le pro dvourozmeˇrne´ zobecneˇne´ normovane´
norma´ln´ı rozdeˇlen´ı.
Za´veˇr te´to bakala´rˇske´ pra´ce je uveden v kapitole 10, kde je porovna´n na´sˇ prˇ´ıstup s prˇ´ıstupem
prac´ı [19, 20, 21].
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Prˇehled znacˇen´ı
V cele´ bakala´rˇske´ pra´ci pouzˇ´ıva´me pro exponencielu jak znacˇen´ı ex tak znacˇen´ı exp(x).
Pouzˇit´ı teˇchto dvou rozd´ılny´ch znacˇen´ı te´zˇe funkce je z d˚uvodu lepsˇ´ı cˇitelnosti dany´ch vy´raz˚u.
A
W.M.= B Vy´raz B byl obdrzˇen z vy´razu A pomoc´ı softwaru Wolfram Mathematica.
R Mnozˇina vsˇech rea´lny´ch cˇ´ısel.
RN Mnozˇina vsˇech usporˇa´dany´ch N -tic rea´lny´ch cˇ´ısel.
N Mnozˇina vsˇech prˇirozeny´ch cˇ´ısel.
Z Mnozˇina vsˇech cely´ch cˇ´ısel.
E(...) Strˇedn´ı hodnota.
D(...) Rozptyl (neˇkdy take´ oznacˇova´n jako var(...)).
γ2 Koeficient sˇpicˇatosti.
2F1(...) Hypergeometricka´ funkce.
∆ Laplace˚uv opera´tor.
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2 Neˇktera´ statisticka´ rozdeˇlen´ı
V na´sleduj´ıc´ıch sekc´ıch si prˇedstav´ıme neˇktera´ rozdeˇlen´ı a jejich za´kladn´ı vlastnosti, ktera´
budou pro tuto bakala´rˇskou pra´ci potrˇebna´.
2.1 Vybrana´ jednorozmeˇrna´ rozdeˇlen´ı a jejich za´kladn´ı vlastnosti
2.1.1 Gama rozdeˇlen´ı
Zacˇneme rozdeˇlen´ım gama. Toto rozdeˇlen´ı rˇad´ıme mezi spojite´ rozdeˇlen´ı s dveˇma parame-
try. Specia´ln´ımi prˇ´ıpady tohoto rozdeˇlen´ı jsou exponencia´ln´ı rozdeˇlen´ı a χ-kvadra´t rozdeˇlen´ı.
Gama rozdeˇlen´ı se vyuzˇ´ıva´ naprˇ´ıklad prˇi modelova´n´ı pravdeˇpodobnosti doby cˇeka´n´ı.
Ma´-li tedy na´hodna´ velicˇina X gama rozdeˇlen´ı s parametry α, β > 0, potom mu˚zˇeme psa´t,
zˇe X ∼ Γ (α, β) a jej´ı hustota pravdeˇpodobnosti ma´ tvar
f(x;α, β) =

βα
Γ (α)x
α−1 e−βx pro x > 0,
0 pro x < 0 .
(1)
Oznacˇen´ı Γ (α) nazy´va´me Eulerovy´m integra´lem druhe´ho druhu cˇi u´plnou gama funkc´ı de-
finovanou vztahem
Γ (α) =
∫ ∞
0
e−x xα−1dx = (α− 1) Γ (α− 1) . (2)
D˚ukaz.
Γ (α) =
∫ ∞
0
e−x xα−1dx =
[
−xα−1 e−x
]∞
0
+
∫ ∞
0
(α− 1)xα−2 e−x dx =
= (α− 1)
∫ ∞
0
xα−2 e−x dx = (α− 1) Γ (α− 1) .
Jak jizˇ bylo vy´sˇe uvedeno specia´ln´ımi prˇ´ıpady tohoto rozdeˇlen´ı jsou exponencia´ln´ı rozdeˇlen´ı
tj. α = 1 a χ-kvadra´t rozdeˇlen´ı tj. α = n/2, kde n ∈ N a β = 2.
Mezi za´kladn´ı vlastnosti tohoto rozdeˇlen´ı patrˇ´ı strˇedn´ı hodnota a rozptyl, ktere´ jsou defi-
nova´ny vztahy
E(X) = α
β
(3)
a
D(X) = α
β2
. (4)
Da´le je dobre´ prˇipomenout distribucˇn´ı funkci rozdeˇlen´ı gama, ktera´ je definova´na jako
F (x;α, β) =
∫ x
0
f(u;α, β)du = γ (α, βx)Γ (α) , (5)
kde γ (α, βx) je nizˇsˇ´ı neu´plna´ gama funkce definovana´ vztahem
γ (s, x) =
∫ x
0
ts−1 e−t dt . (6)
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Poznamenejme take´ vysˇsˇ´ı neu´plnou gama funkci definovanou vztahem
Γ (s, x) =
∫ ∞
x
ts−1 e−t dt = Q (s, x) Γ (s) , (7)
kde Q (s, x) je regularizovana´ gama funkce. Z rovnice (7) mu˚zˇeme tak rˇ´ıci, zˇe regularizo-
vana´ gama funkce je pod´ıl vysˇsˇ´ı neu´plne´ gama funkce a u´plne´ gama funkce. Jako posledn´ı
prˇipomeneme velmi dobrˇe zna´my´ vztah
Γ (z) Γ (1− z) = pisin (piz) . (8)
2.1.2 Beta rozdeˇlen´ı
Dalˇs´ım rozdeˇlen´ım je rozdeˇlen´ı beta. Toto rozdeˇlen´ı opeˇt rˇad´ıme mezi spojite´ rozdeˇlen´ı defi-
novane´ na intervalu 〈0, 1〉 s dveˇma parametry α, β > 0. Beta rozdeˇlen´ı se vyuzˇ´ıva´ naprˇ´ıklad
k modelova´n´ı chova´n´ı na´hodny´ch promeˇnny´ch.
Ma´-li tedy na´hodna´ velicˇiny X beta rozdeˇlen´ı s parametry α, β > 0, potom mu˚zˇeme psa´t,
zˇe X ∼ B (α, β) a jej´ı hustota pravdeˇpodobnosti ma´ tvar
f(x;α, β) = 1
B (α, β)x
α−1 (1− x)β−1 pro 0 ≤ x ≤ 1, (9)
kde B(α, β) je u´plna´ beta funkce definovana´ vztahem
B (α, β) =
∫ 1
0
xα−1 (1− x)β−1 dx . (10)
Pro beta funkci da´le plat´ı vztah
B (α, β) = B (β, α) = Γ (α) Γ (β)Γ (α + β) , (11)
kde Γ je gama funkce definovana´ vztahem (2).
D˚ukaz. Vyjdeme ze vztahu
Γ (α) Γ (β) =
∫ ∞
x=0
xα−1 e−x dx ·
∫ ∞
y=0
yβ−1 e−y dy =
∫ ∞
y=0
∫ ∞
x=0
xα−1yβ−1 e−x−y dxdy .
Zaveden´ım substituce x = zt a y = z (1− t) dosta´va´me
Γ (α) Γ (β) =
∫ ∞
z=0
∫ 1
t=0
e−z (zt)α−1 (z (1− t))β−1 |J (z, t) |dtdz =
=
∫ ∞
z=0
∫ 1
t=0
e−z (zt)α−1 (z (1− t))β−1 zdtdz =
=
∫ ∞
z=0
e−z zα+β−1dz ·
∫ 1
t=0
tα−1 (1− t)β−1 dt =
= Γ (α + β)B (α, β) ,
kde |J (z, t) | je determinant Jacobiovy matice funkc´ı x = zt a y = z (1− t). Z te´to rovnice
lze uzˇ jednodusˇe vyja´drˇit vztah (11). Prvn´ı rovnost ze vztahu (11) plyne ze symetricˇnosti
funkce beta.
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Mezi za´kladn´ı vlastnosti patrˇ´ı opeˇt strˇedn´ı hodnota a rozptyl, ktere´ jsou definova´ny jako
E(X) = α
α + β (12)
a
D(X) = αβ
(α + β)2 (α + β + 1)
. (13)
Da´le je opeˇt dobre´ definovat distribucˇn´ı funkci te´zˇ regularizovanou beta funkci a to vztahem
F (x;α, β) = B (x;α, β)
B (α, β) = I (x;α, β) , (14)
kde I (x;α, β) je regularizovana´ beta funkce a B (x;α, β) je neu´plna´ beta funkce definovana´
vztahem
B (x;α, β) =
∫ x
0
xα−1 (1− x)β−1 dx . (15)
Z rovnice (14) mu˚zˇeme neu´plnou beta funkci definovat jako na´sobek u´plne´ a regularizovane´
beta funkce. K te´to funkci se pozdeˇji vra´t´ıme v kapitole 4 a 5.
2.1.3 Norma´ln´ı rozdeˇlen´ı
Jako trˇet´ı prˇedstav´ıme norma´ln´ı rozdeˇlen´ı. Opeˇt se jedna´ o spojite´ rozdeˇlen´ı s dveˇma pa-
rametry µ a σ2. Toto rozdeˇlen´ı se pouzˇ´ıva´ prˇedevsˇ´ım ve statistice a za urcˇity´ch podmı´nek
dobrˇe aproximuje rˇadu jiny´ch pravdeˇpodobnostn´ıch rozdeˇlen´ı.
Ma´-li tedy na´hodna´ velicˇina X norma´ln´ı rozdeˇlen´ı s parametry µ ∈ R a σ > 0, potom
mu˚zˇeme psa´t, zˇe X ∼ N (µ, σ2) a jej´ı hustota pravdeˇpodobnosti ma´ tvar
f(x;µ, σ2) = 1√
2piσ
exp
(
−(x− µ)
2
2σ2
)
, (16)
kde µ = E(X) je strˇedn´ı hodnota, σ2 = D(X) je rozptyl a σ =
√
D(X) je smeˇrodatna´
odchylka. Da´le je jesˇteˇ dobre´ prˇipomenout normovane´ norma´ln´ı rozdeˇlen´ı znacˇeno N (0, 1),
ktere´ ma´ hustotu pravdeˇpodobnosti definovanou vztahem
f(x) = 1√
2pi
exp
(
−x
2
2
)
. (17)
Distribucˇn´ı funkce norma´ln´ıho rozdeˇlen´ı nelze vyja´drˇit elementa´rn´ı funkcemi a proto je de-
finovana´ jako
F (x) =
∫ x
−∞
1√
2piσ
exp
(
−(t− µ)
2
2σ2
)
dt. (18)
2.1.4 Zobecneˇne´ norma´ln´ı rozdeˇlen´ı
Posledn´ım rozdeˇlen´ım, ktere´ prˇedstav´ıme a ktere´ bude nasˇ´ı prioritou v te´to pra´ci je zobecneˇne´
norma´ln´ı rozdeˇlen´ı. Jedna´ se o spojite´ statisticke´ rozdeˇlen´ı se trˇemi parametry p, σ > 0
a µ ∈ R. Parametr p v tomto rozdeˇlen´ı prˇedstavuje hodnotu, ktera´ vede k symetricky´m
rozdeˇlen´ım podobny´m norma´ln´ımu rozdeˇlen´ı. Avsˇak tato rozdeˇlen´ı mohou mı´t veˇtsˇ´ı rozpeˇt´ı,
vysˇsˇ´ı vy´sˇku cˇi sˇpicˇateˇjˇs´ı nebo strmeˇjˇs´ı pr˚ubeˇh grafu funkce. Toto rozdeˇlen´ı bylo poprve´
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navrzˇeno M.T. Subbotinem v roce 1923 jako obecneˇjˇs´ı model rozdeˇlen´ı chyb meˇrˇen´ı zo-
becnˇuj´ıc´ı Gaussovo norma´ln´ı rozdeˇlen´ı, viz [25]. V cˇla´nku [25] bylo toto rozdeˇlen´ı odvozeno
z na´sleduj´ıc´ıch axiomu˚:
(i) Pravdeˇpodobnost chyby za´vis´ı pouze na velikosti te´to chyby a mu˚zˇe by´t popsa´na funkc´ı
jej´ızˇ prvn´ı derivace je spojita´.
(ii) Nejpravdeˇpodobneˇjˇs´ı hodnota velicˇiny, kterou stanovujeme z nameˇrˇeny´ch hodnot, nesmı´
za´viset na pouzˇity´ch jednotka´ch meˇrˇen´ı.
Toto rozdeˇlen´ı se uplatnilo ve statisticke´m zpracova´n´ı dat ze zdravotnictv´ı viz naprˇ. M.E. Tur-
ner [27]. Da´le bylo pouzˇ´ıva´no R.M. Smithem a L.J. Bainem [23] a to v polovineˇ 70. let jako
celozˇivotn´ı model. Od te´to doby bylo toto rozdeˇlen´ı pouzˇ´ıva´no k modelova´n´ı rˇady jev˚u jako
naprˇ´ıklad doby prˇezˇit´ı u pacient˚u trp´ıc´ıch r˚uzny´mi typy rakoviny nebo meˇrˇen´ı koncentrace
krevn´ı plazmy u atlet˚u (viz naprˇ. [30]). Z numericke´ho hlediska se t´ımto rozdeˇlen´ım zaby´va´
naprˇ. cˇla´nek A.M. Mineo a M. Ruggieri [16], kde lze nale´zt odkazy na dalˇs´ı literaturu jak
numerickou tak teoretickou. Funkce hustoty zobecneˇne´ho normovane´ho norma´ln´ıho rozdeˇlen´ı
je da´na jako
fp(x) =
exp
(
− |x|p
p
)
2 · p1/p · Γ
(
1 + 1
p
) , (19)
kde ∫ ∞
−∞
exp
(
−|x|
p
p
)
dx = 2 ·
∫ ∞
0
exp
(
−x
p
p
)
dx W.M.= 2 · Γ
(
1 + 1
p
)
· p1/p pro p > 0.
V softwaru Wolfram Mathematica je toto rozdeˇlen´ı implementova´no ve funkci
ExponentialPowerDistribution a je tedy mozˇne´ snadno vykreslit jak tvar funkce hustoty
pravdeˇpodobnosti tak tvar distribucˇn´ı funkce tohoto rozdeˇlen´ı. Nyn´ı si vykresl´ıme funkci
hustoty a distribucˇn´ı funkci zobecneˇne´ho normovane´ho norma´ln´ıho rozdeˇlen´ı a to pro hod-
notu p = 1/2, 2 a 5.
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Obra´zek 1: Graf vlevo zna´zornˇuje funkci hustoty, graf vpravo distribucˇn´ı funkci.
Mu˚zˇeme videˇt, zˇe v prˇ´ıpadeˇ p = 2 se jedna´ o klasicke´ normovane´ norma´ln´ı rozdeˇlen´ı
pravdeˇpodobnosti. Zobecneˇne´ norma´ln´ı rozdeˇlen´ı take´ da´le zobecnˇuje Laplaceovo rozdeˇlen´ı.
V prˇ´ıpadeˇ, zˇe je hodnota p = 1, µ ∈ R a σ = β > 0 ma´ distribucˇn´ı funkce zobecneˇne´ho
norma´ln´ı rozdeˇlen´ı stejny´ tvar jako distribucˇn´ı funkce Laplaceova rozdeˇlen´ı s danou hodnotou
µ a β.
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2.2 Sˇikmost a sˇpicˇatost zobecneˇne´ho rozdeˇlen´ı
Sˇikmost zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı je z d˚uvodu sudosti funkce exp (−|x|p) nulova´.
Sˇpicˇatost se u tohoto rozdeˇlen´ı vypocˇte ze vzorce (viz naprˇ. [29])
γ2 =
µ4
σ4
− 3 = E [X − E (X)]
4
(var (X))2
− 3, (20)
kde µ4 prˇedstavuje cˇtvrty´ centra´ln´ı moment, σ je smeˇrodatna´ odchylka, E (X) oznacˇuje
strˇedn´ı hodnotu a var (X) je rozptyl. Pro sˇpicˇatost tohoto jednorozmeˇrne´ zobecneˇne´ho
norma´ln´ıho rozdeˇlen´ı potom plat´ı
γ2 =
∫ ∞
−∞
x4 · exp (−|x|
p)
2 · Γ (1 + 1/p)dx[∫ ∞
−∞
x2 · exp (−|x|
p)
2 · Γ (1 + 1/p)dx
]2 − 3 . (21)
Pomoc´ı softwaru Wolfram Mathematica nyn´ı dopocˇteme integra´ly vyskytuj´ıc´ı se v rov-
nici (21) a tedy ∫ ∞
−∞
x4 · exp (−|x|
p)
2 · Γ (1 + 1/p)dx
W.M.=
Γ
(
5+p
p
)
5 · Γ (1 + 1/p)
a ∫ ∞
−∞
x2 · exp (−|x|
p)
2 · Γ (1 + 1/p)dx
W.M.=
Γ
(
3+p
p
)
3 · Γ (1 + 1/p) .
Po teˇchto vy´pocˇtech lze psa´t
γ2 =
Γ
(
5+p
p
)
5 · Γ (1 + 1/p) Γ
(
3+p
p
)
3 · Γ (1 + 1/p)
2
− 3 W.M.=
9 · Γ (1 + 1/p) Γ
(
5 + p
p
)
5 · Γ
(
3 + p
p
)2 − 3 .
Nyn´ı si k tomuto rozdeˇlen´ı vykresl´ıme zmeˇnu koeficientu sˇpicˇatosti v za´vislosti na zmeˇneˇ
hodnoty p.
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Obra´zek 2: Graf zmeˇny koeficientu sˇpicˇatosti v za´vislosti na hodnoteˇ p.
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Ve vy´sˇe uvedene´m grafu jsou zobrazeny d˚ulezˇite´ body a asymptoty. Pro koeficient sˇpicˇatosti
plat´ı lim
p−→0 γ2 = ∞, limp−→1 γ2 = 3, limp−→2 γ2 = 0 a limp−→∞ γ2 = −6/5. Pokud je hodnota p = 2
je koeficient sˇpicˇatosti nulovy´ a funkce hustoty ma´ norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti.
Je-li hodnota p > 2 je koeficient sˇpicˇatosti za´porny´ a funkce hustoty ma´ zobecneˇne´ norma´ln´ı
rozdeˇlen´ı, ktere´ ma´ oproti klasicke´mu norma´ln´ımu rozdeˇlen´ı plosˇsˇ´ı tvar. Naopak pro hodnotu
p < 2 je koeficient sˇpicˇatosti kladny´ a funkce hustoty ma´ zobecneˇne´ norma´ln´ı rozdeˇlen´ı, ktere´
ma´ oproti klasicke´mu norma´ln´ımu rozdeˇlen´ı sˇpicˇateˇjˇs´ı tvar.
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3 Dvourozmeˇrne´ zobecneˇne´ norma´ln´ı rozdeˇlen´ı
V te´to bakala´rˇske´ pra´ci se budeme zaby´vat prˇedevsˇ´ım dvourozmeˇrny´m zobecneˇny´m
norma´ln´ım rozdeˇlen´ım (viz naprˇ. cˇla´nky Goodman a Kotz (1973) [8], Taguchi (1978) [26],
Osiewalski a Steel (1993) [17], Gupta a Song (1997) [10, 11, 24], Richter (2009) [19] a Kalke
a Richter (2013) [12]), ktere´ vycha´z´ı z jednorozmeˇrne´ho zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı.
V tomto prˇ´ıpadeˇ se prˇedpokla´daj´ı dveˇ neza´visle´ promeˇnne´ x a y z nichzˇ kazˇda´ ma´ zobecneˇne´
norma´ln´ı rozdeˇlen´ı s mocninami p > 0 a q > 0. Pravdeˇpodobnostn´ı rozdeˇlen´ı vektorove´
velicˇiny (x, y) ∈ R2 je tedy da´no funkc´ı
fp,q(x, y) =
exp
(
− |x|p
p
)
2 · p1/p · Γ
(
1 + 1
p
) · exp
(
− |x|q
q
)
2 · q1/q · Γ
(
1 + 1
q
) = exp
(
−
( |x|p
p
+ |y|q
q
))
4 · p1/p · q1/q · Γ
(
1 + 1
p
)
Γ
(
1 + 1
q
) .
(22)
Toto rozdeˇlen´ı zobecnˇuje dvourozmeˇrne´ norma´ln´ı rozdeˇlen´ı, ktere´ dostaneme jako specia´ln´ı
prˇ´ıpad pro parametry p = q = 2, tedy funkce hustoty je definova´na jako
f2,2(x, y) = f(x, y) =
1
2pi · exp
(
−|x|
2 + |y|2
2
)
, (23)
jej´ımizˇ hladinami vy´znamnosti jsou kruzˇnice se strˇedem v pocˇa´tku a o polomeˇru r > 0.
Hladiny tohoto rozdeˇlen´ı tedy splnˇuj´ı rovnici x2 + y2 = r2. Naproti tomu, z vy´razu (22)
plyne, zˇe hladinami dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı jsou krˇivky splnˇuj´ıc´ı
rovnici |x|p
p
+ |y|
q
q
= const. ≥ 0 .
K tomu, abychom mohli s krˇivkami tohoto typu pracovat, mus´ıme definovat vhodne´ funkce,
ktery´mi lze tyto krˇivky parametrizovat. Tato parametrizace na´s omezuje na hodnoty p > 1
a q > 1. Pro hodnoty 0 < p < 1 nebo 0 < q < 1 je situace mnohem slozˇiteˇjˇs´ı z d˚uvodu
divergence neˇktery´ch integra´l˚u a v te´to pra´ci se j´ı tedy nezaby´va´me. Pla´nujeme se j´ı zaby´vat
v budoucnu. Nyn´ı si pro lepsˇ´ı prˇedstavu vykresl´ıme hladiny vy´znamnosti dvourozmeˇrne´ho
zobecneˇne´ho normovane´ho norma´ln´ıho rozdeˇlen´ı pro urcˇite´ hodnoty p > 1 a q > 1.
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Obra´zek 3: Hladiny vy´znamnosti - graf vlevo pro p = 3, q = 5, graf vpravo pro p = 5, q = 3.
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Obra´zek 4: Hladiny vy´znamnosti - graf vlevo pro p = 3/2, q = 4, graf vpravo pro p = 4,
q = 3/2.
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4 Zobecneˇne´ trigonometricke´ funkce
4.1 Klasicke´ trigonometricke´ funkce
Na u´vod poznamenejme, zˇe p-trigonometricke´ funkce (viz [1], [3], [4], [7], [13], [14], [15] a [31])
vznikaj´ı v souvislosti s rˇesˇen´ım u´loh na vlastn´ı cˇ´ısla pro nelinea´rn´ı Dirichletovu u´lohu, kterou
uvedeme n´ızˇe v podsekci 4.2. Z tohoto d˚uvodu nejprve prˇipomeneme za´kladn´ı vlastnosti
klasicky´ch trigonometricky´ch funkc´ı. Klasicka´ linea´rn´ı Dirichletova u´loha na vlastn´ı cˇ´ısla je
u´loha pro nalezen´ı vlastn´ıho cˇ´ısla λ a nenulove´ funkce u splnˇuj´ıc´ı:−∆u := −u′′ = λu,u(0) = u(1) = 0 . (24)
Tento proble´m ma´ vlastn´ı cˇ´ısla λn = (npi)2 a k nim prˇ´ıslusˇne´ vlastn´ı funkce un (x) = sin (npix),
kde n ∈ N. K vysveˇtlen´ı co jsou zobecneˇne´ trigonometricke´ funkce si nejprve prˇipomenˇme
za´kladn´ı vlastnosti trigonometricke´ funkce sin(x). Tato funkce ma´ na´sleduj´ıc´ı vlastnosti:
• definicˇn´ı obor funkce sin(x) je R,
• ∀x ∈ R : sin(−x) = − sin(x) (tj. funkce je licha´),
• ∀x ∈ R : sin(x+ 2pi) = sin(x) (tj. funkce je 2pi-periodicka´),
• sin(x) je omezena´ funkce a jej´ı obor hodnot je v intervalu 〈−1, 1〉 (tj. funkce naby´va´
sve´ho maxima a minima v nekonecˇneˇ mnoha bodech).
Da´le prˇipomenˇme, zˇe funkce arcsin(x) je funkc´ı inverzn´ı a je definova´na na´sledovneˇ
arcsin(x) =
∫ x
0
1√
1− s2ds, (25)
kde 0 ≤ x ≤ 1. Uvazˇujeme-li vztah (25) v nejvysˇsˇ´ı mozˇne´ mezi, tj. x = 1, dosta´va´me∫ 1
0
1√
1− s2ds = arcsin(1) =
pi
2 .
Odtud lze uzˇ snadno odvodit na´sleduj´ıc´ı vztah
pi = 2
∫ 1
0
1√
1− s2ds. (26)
Jelikozˇ funkce dana´ vy´razem (1− s2)−1/2 je na intervalu 〈0, 1〉 rostouc´ı a prosta´, zobrazuje
interval 〈0, 1〉 na interval 〈0, pi/2〉. Da´le tuto funkci mu˚zˇeme zobecnit pro 1 < p < ∞ a to
na´sleduj´ıc´ım zp˚usobem
arcsinp(x) =
∫ x
0
1
p
√
1− spds, (27)
kde 0 ≤ x ≤ 1. Vy´raz (1− sp)−1/p je opeˇt na intervalu 〈0, 1〉 rostouc´ı a prosta´ funkce a tedy
zobrazuje interval 〈0, 1〉 na interval 〈0, pip/2〉, kde hodnota pip/2 je definova´na na´sleduj´ıc´ım
vztahem
pip
2 =
∫ 1
0
(1− sp)−1/p ds ⇒ pip = 2
∫ 1
0
(1− sp)−1/p ds W.M.= 2pi
p sin (pi/p) . (28)
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Lze si vsˇimnout, zˇe pro p = 2 plat´ı vztah pi2 = pi, tj. arcsin2(x) = arcsin(x). Jak jizˇ bylo
rˇecˇeno funkce arcsin(x) je inverzn´ı funkc´ı k funkci sin(x) na intervalu 〈−pip/2, pip/2〉. Stejny´m
zp˚usobem lze definovat funkci sinp(x) jako inverzn´ı funkci k funkci arcsinp(x). Funkce sinp(x)
zobrazuje interval 〈0, pip/2〉 na interval 〈0, 1〉 a je na tomto intervalu rostouc´ı a prostou funkc´ı.
Da´le rozsˇ´ıˇr´ıme tuto funkci na interval 〈0, pip〉 a to na´sleduj´ıc´ım zp˚usobem
sinp(x) = sinp(pip − x),
kde pip/2 ≤ x ≤ pip. Tuto funkci pak mu˚zˇeme rozsˇ´ıˇrit na interval 〈−pip, pip〉 pouzˇit´ım lichosti
a da´le lze funkci rozsˇ´ıˇrit na R pomoc´ı 2pip-periodicˇnosti. Tento postup poprve´ pouzˇil A´. Elbert
(1979) [7]. Cele´ rozsˇ´ıˇren´ı funkce sinp(x) z intervalu 〈0, pip/2〉 na R lze zapsat na´sledovneˇ
sinp(x) =

sinp(pip − x) pip/2 ≤ x ≤ pip,
− sinp(x− pip) pip ≤ x ≤ 2pip,
sinp(x− 2kpip) k = ±1,±2, · · · .
(29)
Jelikozˇ je funkce sinp(x) diferencovatelna´ na cele´m R mu˚zˇeme definovat funkci cosp(x) jako
cosp(x) :=
d
dx sinp(x), (30)
kde x ∈ R. Plat´ı zde, zˇe funkce cosp(x) je suda´, 2pip-periodicka´ a licha´ podle hodnoty pip.
Da´le si definujeme funkce tanp(x), cotanp(x), cosecp(x) a secp(x).
tanp(x) =
sinp(x)
cosp(x)
= 1cotanp(x)
, x ∈ R \
(
k + 12
)
pip, k ∈ Z (31)
cotanp(x) =
cosp(x)
sinp(x)
= 1tanp(x)
, x ∈ R \ (kpip) , k ∈ Z (32)
cosecp(x) =
1
sinp(x)
, x ∈ R \ (kpip) , k ∈ Z (33)
secp(x) =
1
cosp(x)
, x ∈ R \
(
k + 12
)
pip, k ∈ Z (34)
Funkce tanp(x) a cotanp(x) jsou pip−periodicke´ a liche´ funkce.
4.2 Analyticky´ prˇ´ıstup
Jak uka´zal A´. Elbert [7] pomoc´ı funkce sinp(x) lze vyja´drˇit vlastn´ı funkce nelinea´rn´ıho Di-
richletova proble´mu pro zobecneˇny´ Laplacian zvany´ p-Laplacian:−∆pu := − (|u′|p−2u′)
′ = λ|u|p−2u,
u(0) = u(pip) = 0,
(35)
kde p > 1, λ > 0 jsou rea´lna´ cˇ´ısla. Vlastn´ı cˇ´ısla jsou pak ve tvaru λn = np (p− 1) a k nim
odpov´ıdaj´ıc´ı vlastn´ı funkce ve tvaru un (x) = sinp (nx), kde n ∈ N. Nyn´ı uka´zˇeme souvislost
funkc´ı arcsinp(x) a sinp(x) s rovnic´ı (35). K tomuto pouzˇijeme metodu strˇelby. Budeme
uvazˇovat na´sleduj´ıc´ı pocˇa´tecˇn´ı u´lohu
(|u′|p−2u′)′ + λ|u|p−2u = 0,
u(0) = 0,
u′(0) = 1 ,
(36)
13
kde λ > 0 je zat´ım neurcˇeny´ parametr. Necht’ je splneˇna rovnice (36). Vyna´sob´ıme ji cˇlenem
u′ a pote´ dosta´va´me (
|u′|p−1
)′
u′ + λ|u|p−2uu′ = 0
(p− 1) |u′|p−2u′′u′ + λ|u|p−2uu′ = 0 /
∫ x
0
· · · dz
p− 1
p
(|u′(x)|p − |u′(0)|p) + λ
p
(|u(x)|p − |u(0)|p)
|u′(x)|p + |u(x)|p λ
p− 1 = 1 .
Pokud budeme prˇedpokla´dat λ = p− 1 dostaneme zobecneˇny´ Pythagor˚uv vztah
|u′(x)|p + |u(x)|p = 1 (37)
a mu˚zˇeme tak definovat funkci sinp(x) jako rˇesˇen´ı proble´mu pocˇa´tecˇn´ı u´lohy (36)
pro λ = p − 1. Nyn´ı se omez´ıme na interval x ∈ 〈0, a〉, kde a je voleno tak aby u′(x) ≥ 0
i u(x) ≥ 0 na intervalu 〈0, a〉 a za´rovenˇ interval 〈0, a〉 byl maxima´ln´ı interval s touto vlast-
nost´ı. Potom vztah (37) lze prˇepsat jako
(u′(x))p + (u(x))p = 1,
z cˇehozˇ vyply´va´
u′(x) = (1− u(x)p)1/p . (38)
Po vydeˇlen´ı rovnice (38) pravou stranou a zintegrova´n´ım prˇes [0, t] dosta´va´me
∫ t
0
u′(x)
(1− u(x)p)1/pdx = t .
Zaveden´ım substituce ∣∣∣∣∣∣∣∣∣∣∣
s = u(x)
ds = u′(x)dx
D = u(0) = 0
H = u(t)
∣∣∣∣∣∣∣∣∣∣∣
(39)
dostaneme ∫ u(t)
0
1
(1− sp)1/pds = t . (40)
Tento integra´l lze vyja´drˇit dveˇma zp˚usoby. Prvn´ım z nich je prˇeveden´ı na hypergeometricke´
rozdeˇlen´ı. Jelikozˇ je funkce u(t) = sinp(x) da´na implicitn´ım vztahem (40) lze psa´t
sinp(x) · 2F1
(
1
p
,
1
p
, 1 + 1
p
; sinpp(x)
)
= x .
Nyn´ı mus´ıme dopocˇ´ıtat hodnotu a. Z rovnice (38) vyply´va´, zˇe u′(x) > 0 pokud 0 ≤ u(x) < 1.
Pro u(x) = 1 dostaneme u′(x) = 0. Tedy v bodeˇ x = a naby´va´ funkce u(x) hodnoty 1, z cˇehozˇ
plyne
a = 2F1
(
1
p
,
1
p
, 1 + 1
p
; 1
)
W.M.= pi
p sin (pi/p) =
pip
2 . (41)
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Druhy´m zp˚usobem vyrˇesˇen´ı integra´lu v rovnici (40) je prˇeveden´ı na beta funkci. Toto pro-
vedeme zaveden´ım na´sledne´ substituce∣∣∣∣∣∣∣∣∣∣∣
z = 1− sp
dz = −psp−1ds
D = 1
H = 1− u(t)p
∣∣∣∣∣∣∣∣∣∣∣
. (42)
Potom mu˚zˇeme psa´t∫ 1−u(t)p
1
−1
p
· z−1/p · (1− z)1/p−1 dz = 1
p
·
∫ 1
1−u(t)p
z−1/p · (1− z)1/p−1 dz =
= 1
p
·
[∫ 1
0
z−1/p · (1− z)1/p−1 dz −
∫ 1−u(t)p
0
z−1/p · (1− z)1/p−1 dz
]
.
Lze si vsˇimnout, zˇe vy´sledne´ integra´ly jsou ve tvaru velmi dobrˇe zna´me´ beta funkce (viz
rovnice (10) a (15)) a to pro hodnoty α = 1− 1/p a β = 1/p. Mu˚zˇeme tak psa´t
1
p
·B
(
1− 1
p
,
1
p
)
− 1
p
·B
(
1− sinpp(x); 1−
1
p
,
1
p
)
= x,
z cˇehozˇ po drobny´ch u´prava´ch dosta´va´me
B
(
cospp(x); 1−
1
p
,
1
p
)
= p ·
(
pip
2 − x
)
. (43)
Funkci cospp(x) prˇ´ıpadneˇ sinpp(x) si z rovnice (43) vyja´drˇ´ıme pomoc´ı regularizovane´ beta
funkce, ktera´ byla stanovena pomoc´ı vzorce (14). Nyn´ı tedy rovnici (43) vydeˇl´ıme u´plnou
beta funkc´ı s parametry α = 1− 1/p a β = 1/p. Pote´ dosta´va´me
B
(
cospp(x); 1− 1p , 1p
)
B
(
1− 1
p
, 1
p
) = p
B
(
1− 1
p
, 1
p
) · (pip2 − x
)
⇒ I
(
cospp(x); 1−
1
p
,
1
p
)
= 1− 2x
pip
.
Z tohoto tvaru lze uzˇ snadno odvodit rovnici pro funkci cospp(x), ktera´ ma´ tvar
cospp(x) = I−1
(
1− 2x
pip
; 1− 1
p
,
1
p
)
. (44)
Pomoc´ı vztahu (37) mu˚zˇeme psa´t
sinpp(x) = 1− I−1
(
1− 2x
pip
; 1− 1
p
,
1
p
)
(45)
a odtud pro x ∈ 〈0, pip/2〉
sinp(x) =
(
1− I−1
(
1− 2x
pip
; 1− 1
p
,
1
p
))1/p
. (46)
Tento tvar je vhodny´ pro vykreslova´n´ı te´to funkce v softwaru Wolfram Mathematica, protozˇe
inverzn´ı regularizovana´ beta funkce je v tomto softwaru implementova´na. Tento prˇ´ıstup
umozˇnˇuje pocˇ´ıtat hodnoty sinp(x) s libovolnou prˇesnost´ı ale je vy´pocˇetneˇ na´rocˇny´ a tedy
relativneˇ pomaly´.
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4.3 Numericky´ prˇ´ıstup
Pojd’me si nyn´ı naj´ıt prˇepis proble´mu pocˇa´tecˇn´ı u´lohy (36) vhodny´ pro pouzˇit´ı numericky´ch
metod. Zavedeme substituci ve tvaru∣∣∣∣∣∣v := u,w := |u′|p−2u′ ⇒ u′ = |w|p′−2w = v′
∣∣∣∣∣∣ , (47)
kde 1/p + 1/p′ = 1, z cˇehozˇ plyne, zˇe p′ = p/ (p− 1). Tyto dveˇ rovnice jsou tedy navza´jem
inverzn´ı a proble´m rˇesˇen´ı pocˇa´tecˇn´ı u´lohy (36) lze prˇepsat jako
v′ = φp′(w),
w′ = − (p− 1) |v|p−2v,
v(0) = 0,
w(0) = 1,
(48)
kde
φp′(w) =
|w|p
′−2w pro w 6= 0,
0 pro w = 0 .
(49)
Pokud bychom chteˇli tedy numericky nale´zt prˇiblizˇne´ rˇesˇen´ı proble´mu te´to pocˇa´tecˇn´ı u´lohy
pomoc´ı softwaru Wolfram Mathematica pouzˇijeme funkci NDSOLVE na na´sleduj´ıc´ı pocˇa´tecˇn´ı
podmı´nku:
v′ = |w|1/(p−1) · sgn(w),
w′ = − (p− 1) |v|p−1 · sgn(v),
v(0) = 0,
w(0) = 1 .
Numericky´m rˇesˇen´ım te´to u´lohy dostaneme me´neˇ prˇesnou aproximaci funkce sinp(x) ale za to
je jej´ı vy´pocˇet o mnohem rychlejˇs´ı.
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5 Zobecneˇne´ trigonometricke´ funkce se dveˇma para-
metry
V te´to kapitole se budeme zaby´vat zobecneˇny´mi trigonometricky´mi funkcemi se dveˇma para-
metry (viz [5] a [6]), konkre´tneˇ p a q. Tyto funkce byly studova´ny jizˇ Schmidtem (1940) [22].
Zde budeme rˇesˇit pocˇa´tecˇn´ı u´lohu
(|u′|p−2u′)′ + λ|u|q−2u = 0,
u (0) = 0,
u′ (0) = 1,
(50)
kde p > 1, q > 1, λ > 0 jsou rea´lna´ cˇ´ısla. V tomto prˇ´ıpadeˇ je hodnota pip,q da´na vztahem
pip,q = 2
∫ 1
0
1
p
√
1− tq dt
W.M.= 2 · Γ (1− 1/p) Γ (1 + 1/q)Γ (1− 1/p+ 1/q) . (51)
5.1 Analyticky´ prˇ´ıstup
Da´le lze rˇ´ıci, zˇe funkce sinp,q(x) je rˇesˇen´ım (50) pro hodnotu λ = q(p−1)p a take´ zde plat´ı opeˇt
zobecneˇna´ Pythagorova identita:
| cosp,q(x)|p + | sinp,q(x)|q = 1 . (52)
Necht’ je splneˇna rovnice (50) vyna´soben´ım cˇlenem u′ dosta´va´me(
|u′|p−1
)′
u′ + λ|u|q−2uu′ = 0
(p− 1) |u′|p−2u′′u′ + λ|u|q−2uu′ = 0 /
∫ x
0
· · · dz
p− 1
p
(|u′(x)|p − |u′(0)|p) + λ
q
(|u(x)|q − |u(0)|q)
|u′(x)|p + |u(x)|q λp
q (p− 1) = 1 .
Z posledn´ı rovnosti vyply´va´, zˇe pokud uvazˇujeme λ = q(p−1)
p
dosta´va´me rovnici ve tvaru
|u′(x)|p + |u(x)|q = 1, (53)
ktera´ je totozˇna´ s identitou (52). Nyn´ı budeme uvazˇovat rovnici (50) pouze na intervalu
x ∈ 〈0, a〉, kde a je voleno tak aby u(x) ≥ 0 i u′(x) ≥ 0 na intervalu 〈0, a〉 a za´rovenˇ aby
dany´ interval byl maxima´ln´ı s touto vlastnost´ı. Potom lze tuto rovnici prˇepsat do tvaru
(u′(x))p + (u(x))q = 1,
z cˇehozˇ plyne
u′(x) = (1− u(x)q)1/p . (54)
Po vydeˇlen´ı rovnice (54) pravou stranou a na´sledny´m zintegrova´n´ım prˇes [0, t] dostaneme∫ t
0
u′(x)
(1− u(x)q)1/pdx = t .
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Zaveden´ım substituce (39) vznikne rovnice ve tvaru
∫ u(t)
0
1
(1− sq)1/pds = t . (55)
Stejneˇ jako u zobecneˇny´ch trigonometricky´ch funkc´ı s jedn´ım parametrem i zde tento integra´l
lze vyja´drˇit dveˇma zp˚usoby. Prvn´ım je opeˇt prˇeveden´ı na hypergeometricke´ rozdeˇlen´ı, kdy
funkce u(t) = sinp,q(x) je da´na implicitn´ım vztahem (55) a tedy plat´ı
sinp,q(x) · 2F1
(
1
p
,
1
q
, 1 + 1
q
; sinqp,q(x)
)
= x.
Opeˇt nejprve mus´ıme spocˇ´ıtat hodnotu a. Z rovnice (54) vyply´va´, zˇe u′(x) > 0 pokud
0 ≤ u(x) < 1. Opeˇt pro hodnotu u(x) = 1 dostaneme u′(x) = 0 a tedy v bodeˇ x = a naby´va´
funkce u(x) hodnoty 1, z cˇehozˇ plyne
a = 2F1
(
1
p
,
1
q
, 1 + 1
q
; 1
)
W.M.= Γ (1− 1/p) Γ (1 + 1/q)Γ (1− 1/p+ 1/q) =
pip,q
2 . (56)
Druhy´m vyja´drˇen´ım integra´lu v rovnici (55) je prˇeveden´ı na beta funkci. Toto provedeme
zaveden´ım na´sledne´ substituce ∣∣∣∣∣∣∣∣∣∣∣
z = 1− sq
dz = −qsq−1ds
D = 1
H = 1− u(t)q
∣∣∣∣∣∣∣∣∣∣∣
. (57)
Pomoc´ı te´to substituce lze dany´ integra´l prˇepsat do tvaru∫ 1−u(t)q
1
−1
q
· z−1/p · (1− z)1/q−1 dz = 1
q
·
∫ 1
1−u(t)q
z−1/p · (1− z)1/q−1 dz =
= 1
q
·
[∫ 1
0
z−1/p · (1− z)1/q−1 dz −
∫ 1−u(t)q
0
z−1/p · (1− z)1/q−1 dz
]
.
Vy´sledne´ integra´ly jsou opeˇt ve tvaru velmi dobrˇe zna´me´ beta funkce (viz rovnice (10) a (15))
a to pro hodnoty α = 1− 1/p a β = 1/q. Rovnici (55) lze tak prˇepsat do tvaru
1
q
·B
(
1− 1
p
,
1
q
)
− 1
q
·B
(
1− sinqp,q(x); 1−
1
p
,
1
q
)
= x .
Po drobny´ch u´prava´ch dosta´va´me vyja´drˇen´ı neu´plne´ beta funkce ve tvaru
B
(
cospp,q(x); 1−
1
p
,
1
q
)
= q ·
(
pip,q
2 − x
)
. (58)
Funkci cospp,q(x) prˇ´ıpadneˇ sinqp,q(x) si z rovnice (58) vyja´drˇ´ıme opeˇt pomoc´ı regularizovane´
beta funkce, ktera´ byla stanovena pomoc´ı vzorce (14). Po vydeˇlen´ı rovnice (58) u´plnou beta
funkc´ı s parametry α = 1− 1/p a β = 1/q dosta´va´me
B
(
cospp,q(x); 1− 1p , 1q
)
B
(
1− 1
p
, 1
q
) = q
B
(
1− 1
p
, 1
q
) · (pip,q2 − x
)
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⇒ I
(
cospp,q(x); 1−
1
p
,
1
q
)
= 1− 2x
pip,q
.
Z te´to regularizovane´ beta funkce mu˚zˇeme jednodusˇe vyja´drˇit, zˇe
cospp,q(x) = I−1
(
1− 2x
pip,q
; 1− 1
p
,
1
q
)
(59)
a pomoc´ı rovnice (52) lze uzˇ snadno odvodit, zˇe
sinqp,q(x) = 1− I−1
(
1− 2x
pip,q
; 1− 1
p
,
1
q
)
(60)
a odtud pro x ∈ 〈0, pip,q/2〉
sinp,q(x) =
(
1− I−1
(
1− 2x
pip,q
; 1− 1
p
,
1
q
))1/q
. (61)
Vy´sˇe uvedeny´ tvar lze opeˇt pouzˇ´ıt v softwaru Wolfram Mathematica pro vykreslova´n´ı funkce
sinp,q(x). Na druhou stranu pro vy´pocˇet hodnot te´to funkce je dany´ postup opeˇt velmi
na´rocˇny´ a relativneˇ pomaly´.
5.2 Numericky´ prˇ´ıstup
Funkce sinp,q(x) je definova´na jako rˇesˇen´ı proble´mu pocˇa´tecˇn´ı u´lohy
(|u′|p−2u′)′ + q(p−1)
p
|u|q−2u = 0,
u (0) = 0,
u′ (0) = 1,
(62)
ktera´ po zaveden´ı substituce (47) je opeˇt ekvivalentn´ı s rovnic´ıv
′ = φp′(w),
w′ = − q(p−1)
p
|v|q−2v, (63)
kde
φp′(w) =
|w|p
′−2w pro w 6= 0,
0 pro w = 0 .
(64)
Opeˇt v softwaru Wolfram Mathematica bychom pro nalezen´ı prˇiblizˇne´ hodnoty proble´mu
te´to pocˇa´tecˇn´ı u´lohy pouzˇili funkci NDSOLVE na pocˇa´tecˇn´ı u´lohu:
v′ = |w|1/(p−1) · sgn(w),
w′ = − q(p−1)
p
|v|q−1 · sgn(v),
v(0) = 0,
w(0) = 1 .
Numericky´m rˇesˇen´ım te´to u´lohy dostaneme opeˇt me´neˇ prˇesnou aproximaci funkce sinp,q(x)
ale jej´ı vy´pocˇet je mnohem rychlejˇs´ı.
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6 Prˇehled derivac´ı a integra´l˚u p, q-trigonometricky´ch
funkc´ı
Prˇi pra´ci se zobecneˇny´mi trigonometricky´mi funkcemi cˇasto pouzˇ´ıva´me substituci v urcˇite´m
integra´lu. Nezˇ si uka´zˇeme pa´r teˇchto integra´l˚u definujeme za´kladn´ı vzorce pro derivace zo-
becneˇny´ch trigonometricky´ch funkc´ı, ktere´ poslouzˇ´ı jako pomu˚cka prˇi na´sledne´m integrova´n´ı.
Tato sekce doplnˇuje a rozsˇiˇruje vy´sledky z bakala´rˇske´ pra´ce M. Vasˇinove´ [28]. Pro snazsˇ´ı refe-
renci jsou vy´sledky te´to sekce usporˇa´da´ny v duchu tabulek integra´l˚u Gradsˇtejna a Ryzˇika [9]
nebo Prudnikova, Brycˇkova a Maricˇeva [18].
6.1 Prˇehled derivac´ı
Necht’ p, q > 1 a x ∈ (0, pip,q/2) potom uzˇit´ım vztah˚u (30) azˇ (34) a vztahu (52) lze odvodit
na´sleduj´ıc´ı derivace. Vy´pocˇty derivac´ı jsou o mnohem snazsˇ´ı nezˇ vy´pocˇty integra´l˚u. Neˇktere´
z na´sleduj´ıc´ıch vy´sledk˚u teˇchto derivac´ı lze nale´zt naprˇ. v [2].
6.1.1 ddx cosp(x) = − tan
p−1
p (x) cosp(x)
Vy´pocˇet:
d
dx cosp(x) =
d
dx
(
1− sinpp(x)
)1/p
= − cosp(x) · p · sinp−1p (x) ·
1
p
·
(
1− sinpp(x)
)1/p−1
=
= − cos2−pp (x) sinp−1p (x) = −
sinp−1p (x)
cosp−1p (x)
cosp(x) = − tanp−1p (x) cosp(x) .
6.1.2 ddx tanp(x) = 1 + tan
p
p(x)
Vy´pocˇet:
d
dx tanp(x) =
d
dx
sinp(x)
cosp(x)
=
cosp(x) cosp(x)− sinp(x) cos′p(x)
cos2p(x)
=
= 1− − cos
2−p
p (x) sinp−1p (x) sinp(x)
cos2p(x)
= 1 + tanpp(x) .
6.1.3 ddx cotanp(x) = − cotan
2−p
p (x)− cotan2p(x)
Vy´pocˇet:
d
dx cotanp(x) =
d
dx
cosp(x)
sinp(x)
=
cos′p(x) sinp(x)− cosp(x) cosp(x)
sin2p(x)
=
=
− cos2−pp (x) sinp−1p (x) sinp(x)− cos2p(x)
sin2p(x)
= − cotan2−pp (x)− cotan2p(x) .
6.1.4 ddx cosecp(x) = − cotanp(x) cosecp(x)
Vy´pocˇet:
d
dx cosecp(x) =
d
dx
1
sinp(x)
= − cosp(x)sin2p(x)
= − cotanp(x) cosecp(x) .
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6.1.5 ddx secp(x) = tan
p−1
p (x) secp(x)
d
dx secp(x) =
d
dx
1
cosp(x)
=
tanp−1p (x) cosp(x)
cos2p(x)
= tanp−1p (x) secp(x) .
6.1.6 ddx
(
cospp(x)− sinpp(x)
)
= −2p · sinp−1p (x) cosp(x)
Vy´pocˇet:
d
dx
(
cospp(x)− sinpp(x)
)
= −p · cosp−1p (x) cos2−pp (x) sinp−1p (x)− p · sinp−1p (x) cosp(x) =
= −2p · sinp−1p (x) cosp(x) .
6.1.7 ddx sinp,q(x) = cosp,q(x)
Definice funkce cosp,q(x):
cosp,q(x) :=
d
dx sinp,q(x) .
6.1.8 ddx cosp,q(x) = −
q
p
cos2−pp,q (x) sinq−1p,q (x)
Vy´pocˇet:
d
dx cosp,q(x) =
d
dx
(
1− sinqp,q(x)
)1/p
= − cosp,q(x) · q · sinq−1p,q (x) ·
1
p
·
(
1− sinqp,q(x)
)1/p−1
=
= −q
p
cos2−pp,q (x) sinq−1p,q (x) .
6.1.9 ddx tanp,q(x) = 1 +
q
p
· sin
q
p,q(x)
cospp,q(x)
Vy´pocˇet:
d
dx tanp,q(x) =
d
dx
sinp,q(x)
cosp,q(x)
=
cosp,q(x) cosp,q(x) + sinp,q(x) · qp · cos2−pp,q (x) sinq−1p,q (x)
cos2p,q(x)
=
= 1 + q
p
· sin
q
p,q(x)
cospp,q(x)
.
6.1.10 ddx
(
cospp,q(x)− sinqp,q(x)
)
= −2q · sinq−1p,q (x) cosp,q(x)
Vy´pocˇet:
d
dx
(
cospp,q(x)− sinqp,q(x)
)
= −p · cosp−1p,q (x)
q
p
cos2−pp,q (x) sinq−1p,q (x)− q · sinq−1p,q (x) cosp,q(x) =
= −2q · sinq−1p,q (x) cosp,q(x) .
Poznamenejme take´, zˇe ddx
(
cospp(x) + sinpp(x)
)
= ddx
(
cospp,q(x) + sinqp,q(x)
)
= 0.
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6.2 Prˇehled urcˇity´ch integra´l˚u
Necht’ p, q > 1 a m,n ∈ N potom plat´ı
6.2.1
∫ pip/2
0
cosp(x)dx = 1
Vy´pocˇet: ∫ pip/2
0
cosp(x)dx = sinp
(
pip
2
)
= 1 .
6.2.2
∫ pip/2
0
sinnp (x)dx =
1
p
B
(
n+ 1
p
,
p− 1
p
)
[Viz [2].]
Vy´pocˇet:
∫ pip/2
0
sinnp (x)dx =
∣∣∣∣∣∣∣∣∣∣∣
z = sinp(x),
dz = cosp(x)dx =
(
1− sinpp(x)
)1/p
dx,
D = 0,
H = 1
∣∣∣∣∣∣∣∣∣∣∣
=
=
∫ 1
0
zn
(1− zp)1/pdz
W.M.=
Γ
(
p− 1
p
)
Γ
(
n+ 1
p
)
nΓ
(
n
p
) = 1
p
B
(
n+ 1
p
,
p− 1
p
)
.
6.2.3
∫ pip/2
0
cosnp (x)dx =
1
p
B
(
1
p
, 1 + n− 1
p
)
[Viz [2].]
Vy´pocˇet:
∫ pip/2
0
cosnp (x)dx =
∫ pip/2
0
(
1− sinpp(x)
)n/p
dx
∣∣∣∣∣∣∣∣∣∣∣
z = sinp(x),
dz = cosp(x)dx =
(
1− sinpp(x)
)1/p
dx,
D = 0,
H = 1
∣∣∣∣∣∣∣∣∣∣∣
=
=
∫ 1
0
(1− zp)(n−1)/p dz W.M.=
Γ
(
1 + 1
p
)
Γ
(
1 + n− 1
p
)
Γ
(
n+ p
p
) = 1
p
B
(
1
p
, 1 + n− 1
p
)
.
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6.2.4
∫ pip/2
0
sinmp (x) cosnp (x)dx =
1
p
B
(
m+ 1
p
, 1 + n− 1
p
)
[Viz [2].]
Vy´pocˇet:
∫ pip/2
0
sinmp (x) cosnp (x)dx =
∣∣∣∣∣∣∣∣∣∣∣
z = sinp(x),
dz = cosp(x)dx =
(
1− sinpp(x)
)1/p
dx,
D = 0,
H = 1
∣∣∣∣∣∣∣∣∣∣∣
=
=
∫ 1
0
zm · (1− zp)n/p
(1− zp)1/p dz =
∫ 1
0
zm · (1− zp)(n−1)/p dz W.M.=
Γ
(
m+ 1
p
)
Γ
(
p+ n− 1
p
)
p · Γ
(
p+m+ n
p
) =
= 1
p
B
(
m+ 1
p
, 1 + n− 1
p
)
.
6.3 Prˇehled neurcˇity´ch integra´l˚u
Necht’ p, q > 1 a n ∈ N potom plat´ı
6.3.1
∫
tanp−1p (x)dx = − ln (cosp(x))
[Pro x ∈ (0, pip/2). Viz [2].]
Vy´pocˇet: ∫
tanp−1p (x)dx =
sinp−1p (x)
cosp−1p (x)
dx =
∣∣∣∣∣∣z = cosp(x),dz = − cos2−pp (x) sinp−1p (x)dx
∣∣∣∣∣∣ =
= −
∫ 1
z
dz = − ln (cosp(x)) .
6.3.2
∫
sinp−1p (x) cosnp (x)dx =
cosn+p−1p (x)
n+ p− 1
[Pro x ∈ (0, pip/2). Viz [2].]
Vy´pocˇet: ∫
sinp−1p (x) cosnp (x)dx =
∣∣∣∣∣∣z = cosp(x),dz = − cos2−pp (x) sinp−1p (x)dx
∣∣∣∣∣∣ =
=
∫
zn+p−2dz =
cosn+p−1p (x)
n+ p− 1 .
6.3.3
∫ 1
sinp(x) cosp−1p (x)
dx = ln (tanp(x))
[Pro x ∈ (0, pip/2). Viz [2].]
Vy´pocˇet: ∫ 1
sinp(x) cosp−1p (x)
dx =
∫ 1
sinp(x)
cosp(x)
cospp(x)
dx =
∫ cos−pp (x)
tanp(x)
dx .
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Jelikozˇ ze vztahu 6.1.2 v´ıme, zˇe ddx tanp(x) = 1 + tan
p
p(x) = 1 +
sinpp(x)
cospp(x)
= cos−pp (x) mu˚zˇeme
rˇ´ıci, zˇe v integra´lu 6.3.3 je derivace jmenovatele rovna cˇitateli a tedy uplatneˇn´ım vztahu∫ f ′(x)
f(x) = ln (f(x)) lze psa´t
∫ cos−pp (x)
tanp(x)
dx = ln (tanp(x)) .
Zintegrova´n´ım vztahu 6.1.2 lze take´ odvodit, zˇe∫
tanpp(x)dx = tanp(x)− x .
[Pro x ∈ (0, pip/2).]
6.3.4
∫
sinq−1p,q (x) cosnp,q(x)dx =
p
q
(
cosn+p−1p (x)
n+ p− 1
)
[Pro x ∈ (0, pip,q/2).]
Vy´pocˇet: ∫
sinq−1p,q (x) cosnp,q(x)dx =
∣∣∣∣∣∣z = cosp,q(x),dz = − qp cos2−pp,q (x) sinq−1p,q (x)dx
∣∣∣∣∣∣ =
=
∫ p
q
zn+p−2dz = p
q
(
cosn+p−1p (x)
n+ p− 1
)
.
6.3.5
∫
cosp+1p,q (x)dx = sinp,q(x)−
sinq+1p,q (x)
q + 1
[Pro x ∈ (0, pip,q/2).]
Vy´pocˇet:
∫
cosp+1p,q (x)dx =
∣∣∣∣∣∣z = sinp,q(x),dz = cosp,q(x)dx
∣∣∣∣∣∣ =
∫
(1− zq) dz = sinp,q(x)−
sinq+1p,q (x)
q + 1 .
6.3.6
∫
tanq−1p,q (x)dx = −
p
q (p− q) cos
p−q
p,q (x)
[Pro x ∈ (0, pip,q/2).]
Vy´pocˇet:
∫
tanq−1p,q (x)dx =
∫ sinq−1p,q (x)
cosq−1p,q (x)
dx
∣∣∣∣∣∣z = cosp,q(x),dz = − qp cos2−pp,q (x) sinq−1p,q (x)dx
∣∣∣∣∣∣ =
−p
q
∫ 1
zq−p+1
dz = −p
q
∫
zp−q−1dz = − p
q (p− q) cos
p−q
p,q (x) .
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7 Grafy
Z n´ızˇe uvedeny´ch graf˚u lze videˇt, zˇe pro hodnotu p −→ 1 hodnota pip roste do nekonecˇna
(tj. lim
p−→1 pip = ∞) a tedy se dany´ graf rozsˇiˇruje. Naopak pro hodnotu p −→ ∞ hodnota pip
klesa´ k hodnoteˇ 2 (tj. lim
p−→∞pip = 2) a dany´ graf se zuzˇuje. Pomoc´ı derivace funkce cosp(x)
jsme da´le schopni vykreslit graf druhe´ derivace funkce sinp(x). Avsˇak graf druhe´ derivace
te´to funkce lze vykreslit pouze pro hodnoty p ∈ (1, 2〉, jelikozˇ pro hodnoty p > 2 by druha´
derivace klesala k hodnoteˇ −∞ z d˚uvodu deˇlen´ı nulou.
1 2 3 4
-1.0
-0.5
0.5
1.0
2 4 6 8
-1.0
-0.5
0.5
1.0
Obra´zek 5: Graf vlevo zna´zornˇuje sin4(x) a cos4(x), vpravo zas sin1.5(x), cos1.5(x) a cos′1.5(x).
Na na´sleduj´ıc´ıch obra´zc´ıch mu˚zˇeme videˇt, jak se meˇn´ı hodnota pip v za´vislosti na hodnoteˇ p
a to i vcˇetneˇ funkce sinp(x).
2 4 6 8 10
p
1
2
3
4
5
π_p
Obra´zek 6: Graf vlevo zna´zornˇuje funkce sin1.5(x), sin2(x) a sin6(x) a graf vpravo zna´zornˇuje
zmeˇnu hodnoty pip v za´vislosti na hodnoteˇ p ∈ {3/2, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}.
Nyn´ı si vykresl´ıme grafy pro p, q-trigonometricke´ funkce (tj. sinp,q(x) a cosp,q(x)), kdy budeme
uvazˇovat nejprve hodnotu p = 3 a q = 2 a v druhe´m prˇ´ıpadeˇ zas hodnotu p = 2 a q = 3.
Take´ vykresl´ıme opeˇt graf zna´zornˇuj´ıc´ı zmeˇnu hodnoty pip,q prˇi zmeˇna´ch parametru p a q.
V prvn´ım prˇ´ıpadeˇ budeme nejprve uvazˇovat konstantn´ı hodnotu p = 3 a budeme meˇnit
hodnotu q a v druhe´m prˇ´ıpadeˇ budeme uvazˇovat konstantn´ı hodnotu q = 3 a budeme meˇnit
hodnotu p.
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Obra´zek 7: Vlevo vid´ıme graf sinp,q(x) a cosp,q(x) pro hodnoty p = 3, q = 2, vpravo vid´ıme
stejne´ funkce avsˇak pro hodnoty p = 2, q = 3.
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Obra´zek 8: Graf vlevo zna´zornˇuje zmeˇnu hodnoty pip,q prˇi konstantn´ı hodnoteˇ p = 3
a q ∈ {3/2, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}, vpravo zas zmeˇnu hodnoty pip,q prˇi konstantn´ı hod-
noteˇ q = 3 a p ∈ {3/2, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}.
Pro hodnotu pip,q plat´ı (viz [13]) na´sleduj´ıc´ı:
pip,q =

2p′ pro 1 < p <∞, q = 1,
2 pro 1 < p <∞, q =∞,
∞ pro p = 1, 1 < q <∞,
2 pro p =∞, 1 < q <∞ .
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8 Normalizace a kvantily dvourozmeˇrne´ho zobecneˇne´ho
norma´ln´ıho rozdeˇlen´ı
V te´to kapitole se budeme zaby´vat dvourozmeˇrny´m zobecneˇny´m norma´ln´ım rozdeˇlen´ım
se strˇedn´ı hodnotou µx = µy = 0 a rozptylem σx = (1/p)1/p a σy = (1/q)1/q. Tedy v prˇ´ıpadeˇ
p = q se bude jednat o funkci ve tvaru
fp,p(x, y) = exp (−|x|p − |y|p) , (65)
splnˇuj´ıc´ı |x|p + |y|p ≤ rp. V prˇ´ıpadeˇ p 6= q se bude jednat o funkci ve tvaru
fp,q(x, y) = exp (−|x|p − |y|q) , (66)
splnˇuj´ıc´ı |x|p + |y|q ≤ rpq. Pro prˇ´ıpad dvourozmeˇrne´ho rozdeˇlen´ı nen´ı pojem kvantilu prˇesneˇ
definova´n, nebot’ se jedna´ o oblast v R2 a tud´ıˇz za´vis´ı nejen na obsahu dane´ oblasti ale
i na jej´ım tvaru. Proto se omez´ıme na oblasti, ktere´ jsou vymezene´ hladinami vy´znamnosti
dane´ho rozdeˇlen´ı. T´ım se proble´m zredukuje na vy´pocˇet jednoho rea´lne´ho parametru.
8.1 Normalizace dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı
pro p = q
Nezˇ se pokus´ıme o vy´pocˇet urcˇite´ho kvantilu tohoto rozdeˇlen´ı budeme se snazˇit o normalizaci
funkce (65) a (66). Nejprve si uka´zˇeme za´kladn´ı normalizaci funkce (65), kdy prˇedpokla´da´me
p = q = 2. Chceme tedy nyn´ı nale´zt rˇesˇen´ı
1
K
=
∫ ∫
exp
(
−|x|2 − |y|2
)
dxdy, (67)
kdy integrujeme prˇes oblast {x2 + y2 ≤ r2}. Prˇejdeme do pola´rn´ıch sourˇadnic a to zaveden´ım
substituce ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x = r · cos(φ)
y = r · sin(φ)
r ∈ 〈0,∞) , φ ∈ 〈0, 2pi)
|J(x, y)| =
∣∣∣∣∣∣cos(φ) −r sin(φ)sin(φ) r cos(φ)
∣∣∣∣∣∣ = r
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (68)
kde |J(x, y)| je Jakobia´n funkc´ı x = r · cos(φ) a y = r · sin(φ). Po te´to substituci dosta´va´me
1
K
=
∫ ∞
0
∫ 2pi
0
exp(−r2)rdφdr =
∫ ∞
0
exp(−r2)rdr
∫ 2pi
0
1dφ =
=
[
−12 exp(−r
2)
]∞
0
· 2pi = pi ⇒ K = 1
pi
.
Pro prˇehled vykresl´ıme graf zna´zornˇuj´ıc´ı funkci (65) pro hodnotu p = q = 2. Da´le vykresl´ıme
graf hladin vy´znamnosti te´to funkce a vyznacˇ´ıme oblast 95% kvantilu.
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Obra´zek 9: Hladiny vy´znamnosti a graf funkce f(x, y) = exp (−|x|2 − |y|2). Krˇivka vyznacˇena´
silnou cˇernou cˇa´rkovanou cˇarou odpov´ıda´ bod˚um splnˇuj´ıc´ım rovnice |x|2 + |y|2 = 1. Cˇerveneˇ
vybarvena´ plocha ohranicˇena´ krˇivkou vyznacˇenou silnou cˇervenou cˇarou prˇedstavuje oblast
95% kvantilu.
Pojd’me se nyn´ı vra´tit k integra´lu funkce (65), kdy se budeme snazˇit nale´zt normalizovanou
verzi te´to funkce. Budeme se tedy snazˇit o vyrˇesˇen´ı rovnice ve tvaru
1 =
∫ ∫
K · exp (−|x|p − |y|p) dxdy, (69)
kdy integrujeme prˇes oblast {|x|p + |y|p ≤ rp}. Jelikozˇ se snazˇ´ıme o normalizaci funkce (65)
mus´ıme integrovat prˇes cely´ definicˇn´ı obor (tj. plocha pod grafem) a tedy φ ∈ 〈0, 2pip)
a r ∈ 〈0,∞). Nejprve pomoc´ı prˇevodu do zobecneˇny´ch pola´rn´ıch sourˇadnic zavedeme na´slednou
substituci∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x = r · cosp(φ)
y = r · sinp(φ)
r ∈ 〈0,∞) , φ ∈ 〈0, pip/2)
|J(x, y| =
∣∣∣∣∣∣cosp(φ) −r cos
2−p
p (φ) sinp−1p (φ)
sinp(φ) r cosp(φ)
∣∣∣∣∣∣ = r ·
(
cos2p(φ) + cos2−pp (φ) sinpp(φ)
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (70)
kde |J(x, y| je Jakobia´n funkc´ı x = r ·cosp(φ) a y = r · sinp(φ). Integrujeme pouze prˇes oblast
φ ∈ 〈0, pip/2) a to z d˚uvodu, zˇe zde plat´ı osova´ symetrie jak podle osy y tak podle osy x,
z cˇehozˇ plyne, zˇe zde plat´ı i strˇedova´ symetrie a proto jsou vsˇechny cˇtyrˇi cˇa´sti symetricke´.
Vy´sledny´ integra´l tedy pouze prˇena´sob´ıme hodnotou 4. Po zaveden´ı vy´sˇe uvedene´ substituce
a aplikova´n´ı Fubiniovy veˇty lze psa´t
1
K
=
∫ ∫
exp (−|x|p − |y|p) dxdy =
= 4 ·
(∫ pip/2
0
cos2p(φ)dφ+
∫ pip/2
0
cos2−pp (φ) sinpp(φ)dφ
)
·
∫ ∞
0
exp (−rp) · rdr
Prvn´ı integra´l spocˇteme vyuzˇit´ım vztahu 6.2.3 pro n = 2 a tedy
∫ pip/2
0
cos2p(φ)dφ =
1
p
B
(
1
p
, 1 + 1
p
)
.
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Druhy´ integra´l spocˇteme zaveden´ım substituce∣∣∣∣∣∣∣∣∣∣∣
z = sinp(φ),
dz = cosp(φ)dφ =
(
1− sinpp(φ)
)1/p
dφ,
D = 0,
H = 1
∣∣∣∣∣∣∣∣∣∣∣
=
∫ 1
0
zp (1− zp)(2−p)/p
(1− zp)1/p dz =
=
∫ 1
0
zp (1− zp)(1−p)/p dz W.M.= 4
−1/p · √pi · Γ
(
1 + 1
p
)
Γ
(
1
2 +
1
p
) .
Trˇet´ı integra´l spocˇteme ihned pomoc´ı softwaru Wolfram Mathematica a tedy v tomto prˇ´ıpadeˇ
∫ ∞
0
exp (−rp) · rdr W.M.= Γ
(
2+p
p
)
2 .
Po teˇchto vy´pocˇtech tak mu˚zˇeme rovnici danou vztahem (69) definovat jako
1
K
= 2 · Γ
(
2 + p
p
)
·
1
p
B
(
1
p
, 1 + 1
p
)
+
4−1/p · √pi · Γ
(
1 + 1
p
)
Γ
(
1
2 +
1
p
)
 (71)
a hodnotu K lze uzˇ snadno vyja´drˇit jako
K = 1
2 · Γ
(
2 + p
p
)
·
1
p
B
(
1
p
, 1 + 1
p
)
+
4−1/p · √pi · Γ
(
1 + 1
p
)
Γ
(
1
2 +
1
p
)
 .
Poznamenejme take´, zˇe pomoc´ı Fubiniovy veˇty lze vy´pocˇ´ıtat hodnotu
1
K
= 4 ·
∫ ∞
0
exp (−|x|p) dx ·
∫ ∞
0
exp (−|y|p) dy W.M.= 4 · Γ
(
1 + 1
p
)
· Γ
(
1 + 1
p
)
⇒ K = 1
4 · Γ
(
1 + 1
p
)
· Γ
(
1 + 1
p
) .
Pomoc´ı softwaru Wolfram Mathematica bylo oveˇrˇeno, zˇe tyto dva vy´sledky se shoduj´ı.
8.2 Vy´pocˇet 95% kvantilu dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho
rozdeˇlen´ı pro p = q
Nyn´ı budeme prˇedpokla´dat r ∈ 〈0, R〉. Budeme se snazˇit dopocˇ´ıtat hodnotu R, tak aby
objem pod grafem tvorˇil 95 % z celkove´ho objemu. Vı´me, zˇe plat´ı
1 =
∫ ∫
K · exp (−|x|p − |y|p) dxdy =
= 4 ·K ·
(∫ pip/2
0
cos2p(φ)dφ+
∫ pip/2
0
cos2−pp (φ) sinpp(φ)dφ
)
·
∫ ∞
0
exp (−rp) · rdr
Nasˇ´ım c´ılem je tedy nale´zt hodnotu R takovou pro kterou plat´ı
0, 95 = 4 ·K ·
(∫ pip/2
0
cos2p(φ)dφ+
∫ pip/2
0
cos2−pp (φ) sinpp(φ)dφ
)
·
∫ R
0
exp (−rp) · rdr (72)
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Oznacˇme nyn´ı
C = 4 ·K ·
(∫ pip/2
0
cos2p(φ)dφ+
∫ pip/2
0
cos2−pp (φ) sinpp(φ)dφ
)
=
= 1
Γ
(
1 + 1
p
)
· Γ
(
1 + 1
p
) ·
1
p
B
(
1
p
, 1 + 1
p
)
+
4−1/p · √pi · Γ
(
1 + 1
p
)
Γ
(
1
2 +
1
p
)
 .
Po zaveden´ı te´to substituce lze psa´t
0, 95 = C ·
∫ R
0
exp (−rp) · rdr W.M.= C ·
Γ
(
2+p
p
)
2 −
Γ
(
2
p
, Rp
)
p
 . (73)
Po drobny´ch u´prava´ch dosta´va´me vyja´drˇen´ı vysˇsˇ´ı neu´plne´ gama funkce ve tvaru
Γ
(
2
p
,Rp
)
= p ·
Γ
(
2+p
p
)
2 −
0, 95
C
 . (74)
Nyn´ı pro dopocˇten´ı hodnoty R vyja´drˇ´ıme pomoc´ı vztahu (7) regularizovanou gama funkci.
Z tohoto vztahu tedy plyne, zˇe
Q
(
2
p
,Rp
)
=
Γ
(
2
p
,Rp
)
Γ
(
2
p
) =
p ·
Γ
(
2+p
p
)
2 −
0, 95
C

Γ
(
2
p
) . (75)
Odtud vyja´drˇ´ıme hodnotu R pomoc´ı inverzn´ı regularizovane´ gama funkce a tedy
R =
Q
−1

2
p
,
p ·
Γ
(
2+p
p
)
2 −
0, 95
C

Γ
(
2
p
)


1/p
. (76)
Pokud hodnota R bude veˇtsˇ´ı nebo rovna vy´sˇe uvedene´mu vy´razu mu˚zˇeme se spolehnout, zˇe
objem pod grafem bude minima´lneˇ z 95 % pokryt. Nyn´ı si vykresl´ıme hladiny vy´znamnosti
te´to funkce pro hodnoty p = 11/10, 3 a 16. Lze si vsˇimnout jaky´ vliv ma´ parametr p
na zmeˇnu teˇchto hladin. Pro p −→ 1 mu˚zˇeme videˇt, zˇe hladiny se tvaruj´ı do cˇtverce s vrcholy
[1, 0], [0, 1], [−1, 0] a [0,−1]. Naopak pro p −→ ∞ se hladiny tvaruj´ı do cˇtverce s vrcholy
[1, 1], [−1, 1], [−1,−1] a [1,−1]. Pro hodnotu p = 2 dosta´va´me hladiny ve tvaru kruzˇnice.
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Obra´zek 10: Hladiny vy´znamnosti funkce fp,p(x, y) = exp (−|x|p − |y|p) prˇi hodnoteˇ
p = 11/10, 3 a 16.
8.3 Normalizace dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı
pro p 6= q
Nyn´ı si zkus´ıme znormalizovat vztah (66), kdy prˇedpokla´da´me p 6= q. Bude se tedy jednat
o vyrˇesˇen´ı rovnice ve tvaru
1
K
=
∫ ∫
exp (−|x|p − |y|q) dxdy, (77)
kdy budeme integrovat prˇes oblast {|x|p + |y|q ≤ rpq}. Opeˇt se prˇesuneme do zobecneˇny´ch
pola´rn´ıch sourˇadnic a to zaveden´ım substituce ve tvaru∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x = rq · cosp,q(φ)
y = rp · sinp,q(φ)
r ∈ 〈0,∞) , φ ∈ 〈0, pip,q/2)
|J(x, y| =
∣∣∣∣∣∣q · r
q−1 · cosp,q(φ) − qp · rq · cos2−pp,q (φ) · sinq−1p,q (φ)
p · rp−1 · sinp,q(φ) rp · cosp(φ)
∣∣∣∣∣∣ =
= q · rp+q−1 ·
(
cos2p,q(φ) + cos2−pp,q (φ) · sinqp,q(φ)
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (78)
kde J |(x, y)| je Jakobia´n funkc´ı x = rq · cosp,q(φ) a y = rp · sinp,q(φ). Opeˇt integrujeme
pouze prˇes oblast φ ∈ 〈0, pip,q/2), jelikozˇ zde plat´ı osova´ symetrie jak podle osy x tak podle
osy y tj. rovnici |x|p + |y|q ≤ rpq splnˇuj´ı body (x, y), (−x, y), (x,−y) a (−x,−y). Jelikozˇ
plat´ı symetrie podle obou os plat´ı zde i strˇedova´ symetrie a tedy dany´ integra´l opeˇt pouze
prˇena´sob´ıme hodnotou 4. Na za´kladeˇ aplikova´n´ı Fubiniovy veˇty lze pote´ psa´t
1
K
= 4 ·
∫ ∞
0
(
exp (−rpq) · q · rp+q−1
)
dr ·
(∫ pip,q/2
0
cos2p,q(φ)dφ+
∫ pip,q/2
0
cos2−pp,q (φ) sinqp,q(φ)dφ
)
(79)
Pomoc´ı softwaru Wolfram Mathematica opeˇt dopocˇteme jednotlive´ integra´ly. Tedy
∫ ∞
0
(
exp (−rpq) · q · rp+q−1
)
dr W.M.=
Γ
(
1
p
+ 1
q
)
p
.
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Druhy´ integra´l je zobecneˇn´ı integra´lu 6.2.3 pro dva parametry p, q a opeˇt pro hodnotu n = 2.
Tedy plat´ı ∫ pip,q/2
0
cos2p,q(φ)dφ =
1
q
B
(
1
q
, 1 + 1
p
)
.
Posledn´ı integra´l spocˇteme zaveden´ım substituce∣∣∣∣∣∣∣∣∣∣∣
z = sinp,q(φ),
dz = cosp,q(φ)dφ =
(
1− sinqp,q(φ)
)1/p
dφ,
D = 0,
H = 1
∣∣∣∣∣∣∣∣∣∣∣
=
∫ 1
0
zq (1− zq)(2−p)/p
(1− zq)1/p dz =
=
∫ 1
0
zq (1− zq)(1−p)/p dz W.M.= p
q (p+ q)B
(
1
q
,
1
p
)
.
Rovnici (79) mu˚zˇeme tak vyja´drˇit na´sleduj´ıc´ım vztahem
1
K
= 4 · Γ
(
1
p
+ 1
q
)
p
·
[
1
q
B
(
1
q
, 1 + 1
p
)
+ p
q (p+ q)B
(
1
q
,
1
p
)]
. (80)
Hodnota K je tedy opeˇt uda´na jako
K = 1
4 · Γ
(
1
p
+ 1
q
)
p
·
[
1
q
B
(
1
q
, 1 + 1
p
)
+ p
q (p+ q)B
(
1
q
,
1
p
)] .
I v tomto prˇ´ıpadeˇ aplikova´n´ım Fubiniovy veˇty plat´ı
1
K
= 4 ·
∫ ∞
0
exp (−|x|p) dx ·
∫ ∞
0
exp (−|y|q) dy W.M.= 4 · Γ
(
1 + 1
p
)
· Γ
(
1 + 1
q
)
⇒ K = 1
4 · Γ
(
1 + 1
p
)
· Γ
(
1 + 1
q
) .
Opeˇt pomoc´ı softwaru Wolfram Mathematica bylo oveˇrˇeno, zˇe tyto dva vy´sledky se shoduj´ı.
8.4 Vy´pocˇet 95% kvantilu dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho
rozdeˇlen´ı pro p 6= q
Opeˇt i zde budeme hledat hodnotu R splnˇuj´ıc´ı rovnici
0, 95 = 4·K·
(∫ pip,q/2
0
cos2p,q(φ)dφ+
∫ pip,q/2
0
cos2−pp,q (φ) sinqp,q(φ)dφ
)
·
∫ R
0
(
exp (−rpq) · q · rp+q−1
)
dr
(81)
Jako u p-trigonometricky´ch funkc´ı i zde si zavedeme substituci
C = 4 ·K ·
(∫ pip,q/2
0
cos2p,q(φ)dφ+
∫ pip,q/2
0
cos2−pp,q (φ) sinqp,q(φ)dφ
)
=
= 1
Γ
(
1 + 1
p
)
· Γ
(
1 + 1
q
) · [1
q
B
(
1
q
, 1 + 1
p
)
+ p
q (p+ q)B
(
1
q
,
1
p
)]
.
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Potom plat´ı
0, 95 = C ·
∫ R
0
(
exp (−rpq) · q · rp+q−1
)
dr W.M.= C ·
Γ
(
1
p
+ 1
q
)
− Γ
(
1
p
+ 1
q
, Rpq
)
p
 . (82)
Nejprve jako v prˇedchoz´ım prˇ´ıpadeˇ vyja´drˇ´ıme z vy´sˇe uvedene´ rovnice vysˇsˇ´ı neu´plnou gama
funkci a to na´sledny´m zp˚usobem
Γ
(
1
p
+ 1
q
, Rpq
)
= Γ
(
1
p
+ 1
q
)
− p · 0, 95
C
(83)
Nyn´ı opeˇt za pomoci vztahu (7) vyja´drˇ´ıme regularizovanou gama funkci, ktera´ bude ve tvaru
Q
(
1
p
+ 1
q
, Rpq
)
=
Γ
(
1
p
+ 1
q
, Rpq
)
Γ
(
1
p
+ 1
q
) = Γ
(
1
p
+ 1
q
)
− p · 0,95
C
Γ
(
1
p
+ 1
q
) . (84)
Z vy´sˇe uvedene´ rovnice pote´ plyne
R =
Q−1
1p + 1q ,
Γ
(
1
p
+ 1
q
)
− p · 0, 95
C
Γ
(
1
p
+ 1
q
)


1/pq
. (85)
Hodnotu R nakonec dopocˇteme pomoc´ı softwaru Wolfram Mathematica za pouzˇit´ı inverzn´ı
regularizovane´ gama funkce a to pro konkre´tn´ı hodnoty p a q.
Na za´veˇr si vykresl´ıme hladiny vy´znamnosti te´to funkce vcˇetneˇ jej´ıho grafu. Nejprve budeme
uvazˇovat p > q. Na n´ızˇe uvedeny´ch grafech mu˚zˇeme videˇt, zˇe hladiny jsou ve tvaru vodo-
rovny´ch ”sud˚u“, v prˇ´ıpadeˇ p, q ∈ (1, 2) ve tvaru vodorovne´ho ”oka“. S postupem zvysˇova´n´ı
hodnoty r se tyto grafy tvaruj´ı do svisle´ polohy. V prˇ´ıpadeˇ, zˇe prˇedpokla´da´me hodnotu p < q
jsou hladiny vy´znamnosti ve tvaru svisly´ch ”sud˚u“, v prˇ´ıpadeˇ p, q ∈ (1, 2) ve tvaru svisle´ho
”oka“. Opeˇt s postupem zvysˇova´n´ı hodnoty r se tyto grafy tvaruj´ı do vodorovne´ polohy.
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Obra´zek 11: Hladiny vy´znamnosti a graf funkce fp,q(x, y) = exp (−|x|p − |y|q) pro p = 5,
q = 3. Krˇivka vyznacˇena´ silnou cˇernou cˇa´rkovanou cˇarou odpov´ıda´ bod˚um splnˇuj´ıc´ım
rovnici |x|p + |y|q = 1. Cˇerveneˇ vybarvena´ plocha ohranicˇena´ krˇivkou vyznacˇenou silnou
cˇervenou cˇarou prˇedstavuje oblast 95% kvantilu.
33
-3 -2 -1 0 1 2 3-4
-2
0
2
4
Obra´zek 12: Hladiny vy´znamnosti a graf funkce fp,q(x, y) = exp (−|x|p − |y|q)
pro p, q ∈ (1, 2), kdy p > q. Krˇivka vyznacˇena´ silnou cˇernou cˇa´rkovanou cˇarou odpov´ıda´
bod˚um splnˇuj´ıc´ım rovnici |x|p + |y|q = 1. Cˇerveneˇ vybarvena´ plocha ohranicˇena´ krˇivkou
vyznacˇenou silnou cˇervenou cˇarou prˇedstavuje oblast 95% kvantilu.
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Obra´zek 13: Hladiny vy´znamnosti a graf funkce fp,q(x, y) = exp (−|x|p − |y|q) pro p = 3,
q = 5. Krˇivka vyznacˇena´ silnou cˇa´rkovanou cˇernou cˇarou odpov´ıda´ bod˚um splnˇuj´ıc´ım
rovnici |x|p + |y|q = 1. Cˇerveneˇ vybarvena´ plocha ohranicˇena´ krˇivkou vyznacˇenou silnou
cˇervenou cˇarou prˇedstavuje oblast 95% kvantilu.
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Obra´zek 14: Hladiny vy´znamnosti a graf funkce fp,q(x, y) = exp (−|x|p − |y|q)
pro p, q ∈ (1, 2), kdy p < q. Krˇivka vyznacˇena´ silnou cˇernou cˇa´rkovanou cˇarou odpov´ıda´
bod˚um splnˇuj´ıc´ım rovnici |x|p + |y|q = 1. Cˇerveneˇ vybarvena´ plocha ohranicˇena´ krˇivkou
vyznacˇenou silnou cˇervenou cˇarou prˇedstavuje oblast 95% kvantilu.
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9 Generova´n´ı na´hodny´ch dvourozmeˇrny´ch dat s dvou-
rozmeˇrny´m zobecneˇny´m norma´ln´ım rozdeˇlen´ım
Nejdrˇ´ıve prˇipomeneme generova´n´ı jednorozmeˇrny´ch dat normovane´ho norma´ln´ıho rozdeˇlen´ı.
Toto provedeme v softwaru Wolfram Mathematica pomoc´ı funkce
RandomVariate[NormalDistribution[0, 1], x], kde x prˇedstavuje pocˇet hodnot gene-
rovany´ch norma´ln´ım rozdeˇlen´ım. Pro generova´n´ı jednorozmeˇrne´ho zobecneˇne´ normovane´ho
norma´ln´ıho rozdeˇlen´ı pouzˇijeme funkci
RandomVariate[ExponentialPowerDistribution[p, 0, 1], x], kde x prˇedstavuje pocˇet
hodnot generovany´ch p-zobecneˇny´m norma´ln´ım rozdeˇlen´ım. Na uka´zku uvedeme grafy histo-
gramu˚ cˇetnost´ı pro jednorozmeˇrne´ normovane´ norma´ln´ı rozdeˇlen´ı a jednorozmeˇrne´ zobecneˇne´
normovane´ norma´ln´ı rozdeˇlen´ı pro parametr p = 3/2 a p = 7. Poznamenejme, zˇe pro p = 2
by se jednalo o jednorozmeˇrne´ normovane´ norma´ln´ı rozdeˇlen´ı. K histogramu˚m cˇetnost´ı take´
vykresl´ıme prˇ´ıslusˇne´ funkce hustoty dane´ho rozdeˇlen´ı a to pomoc´ı funkce PDF. Vsˇechny n´ızˇe
uvedene´ grafy jsou vygenerova´ny pro 1000 hodnot dane´ho rozdeˇlen´ı.
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Obra´zek 15: Histogramy cˇetnost´ı a funkce hustoty prˇ´ıslusˇne´ho jednorozmeˇrne´ho zobecneˇne´ho
normovane´ho norma´ln´ıho rozdeˇlen´ı.
Nasˇ´ım c´ılem je vsˇak prove´st generova´n´ı na´hodny´ch dvourozmeˇrny´ch dat a to s dvourozmeˇrny´m
zobecneˇny´m norma´ln´ım rozdeˇlen´ım. Opeˇt nejprve vygenerujeme hodnoty pomoc´ı funkce
RandomVariate a to jak pro dvourozmeˇrne´ normovane´ norma´ln´ı rozdeˇlen´ı tak pro dvou-
rozmeˇrne´ zobecneˇne´ normovane´ norma´ln´ı rozdeˇlen´ı. Toto generova´n´ı mus´ıme prove´st nej-
prve jak pro slozˇky x tak pro slozˇky y. Da´le pak pomoc´ı funkce Transpose transponujeme
tyto dveˇ slozˇky do usporˇa´dane´ dvojice (x, y). Pote´ mu˚zˇeme vykreslit 3D histogram cˇetnost´ı
deˇleny´ na urcˇity´ pocˇet d´ılk˚u jak ve smeˇru osy x tak ve smeˇru osy y. Na n´ızˇe uvedeny´ch
grafech mu˚zˇeme videˇt 3D histogramy cˇetnost´ı pro 106 hodnot deˇleny´ch na 20 d´ılk˚u ve smeˇru
kazˇde´ z os x a y. Pro 3D histogram dvourozmeˇrne´ho normovane´ho norma´ln´ıho rozdeˇlen´ı plat´ı
p = q = 2. Naopak 3D histogramy dvourozmeˇrny´ch zobecneˇny´ch normovany´ch norma´ln´ıch
rozdeˇlen´ı jsou vykresleny nejprve pro hodnotu p = 10, q = 3, pote´ pro hodnotu p = 3/2,
q = 5 a nakonec pro hodnotu p = q = 5.
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Obra´zek 16: 3D histogram cˇetnost´ı dvourozmeˇrne´ho normovane´ho norma´ln´ıho rozdeˇlen´ı
tj. pro p = q = 2.
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Obra´zek 17: 3D histogram cˇetnost´ı dvourozmeˇrne´ho zobecneˇne´ho normovane´ho norma´ln´ıho
rozdeˇlen´ı pro hodnotu p = 10 a q = 3.
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Obra´zek 18: 3D histogram cˇetnost´ı dvourozmeˇrne´ho zobecneˇne´ho normovane´ho norma´ln´ıho
rozdeˇlen´ı pro hodnotu p = 3/2 a q = 5.
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Obra´zek 19: 3D histogram cˇetnost´ı dvourozmeˇrne´ho zobecneˇne´ho normovane´ho norma´ln´ıho
rozdeˇlen´ı pro hodnotu p = q = 5.
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10 Za´veˇr
V cˇla´nc´ıch [19, 20, 21] Richter pracuje v dimenzi RN , kde N ≥ 2 a pouzˇ´ıva´ zobecneˇne´ sfe´ricke´
sourˇadnice s jedn´ım parametrem p > 0. Pro prˇ´ıpad N = 2, ktery´m se zaby´va´me v te´to pra´ci
toto odpov´ıda´ zobecneˇny´m pola´rn´ım sourˇadnic´ım
x = r · Cp(φ),
y = r · Sp(φ)
s Jacobia´nem
|J(x, y)| = r
(| sin(φ)|p + | cos(φ)|p)2/p .
Richter definuje funkce Sp(φ) a Cp(φ) jako
Sp(φ) =
y
(|x|p + |y|p)1/p =
sin(φ)
(| sin(φ)|p + | cos(φ)|p)1/p
a
Cp(φ) =
x
(|x|p + |y|p)1/p =
cos(φ)
(| sin(φ)|p + | cos(φ)|p)1/p .
Plat´ı zde −1 ≤ Sp(φ) ≤ 1, −1 ≤ Cp(φ) ≤ 1 a za´rovenˇ take´ |Sp(φ)|p + |Cp(φ)|p = 1. Vy´pocˇty
v teˇchto zobecneˇny´ch pola´rn´ıch sourˇadnic´ıch vyzˇaduj´ı vy´pocˇty integra´lu typu∫ pi/4
0
dφ
(sinp(φ) + cosp(φ))2/p
, (86)
ktery´ je velice obt´ızˇny´ vypocˇ´ıtat pro obecne´ p > 0 i p > 1.
Naproti tomu nasˇe volba zobecneˇny´ch pola´rn´ıch sourˇadnic zalozˇeny´ch na p-trigonometricky´ch
funkc´ıch sinp(φ) a cosp(φ) (ktera´ vede na jiny´ Jacobia´n) umozˇnˇuje mnohem jednodusˇsˇ´ı
vy´pocˇty (viz kapitola 8). Dı´ky tomu jsme mohli v te´to kapitole stanovit dvourozmeˇrny´
95% kvantil dvourozmeˇrne´ho zobecneˇne´ho norma´ln´ıho rozdeˇlen´ı. Na´sˇ prˇ´ıstup umozˇnˇuje te´zˇ
uvazˇovat toto rozdeˇlen´ı pro dva parametry p a q. Tyto vy´pocˇty lze prove´st pro libovolnou
hodnotu p, q > 1.
V budoucnu bychom se ra´di veˇnovali prˇ´ıpad˚um, kdy alesponˇ jedna z hodnot p nebo q lezˇ´ı
v intervalu (0, 1). Da´le bychom chteˇli zkusit nasˇ´ım prˇ´ıstupem rˇesˇit v´ıcerozmeˇrna´ zobecneˇna´
norma´ln´ı rozdeˇlen´ı pro dimenze veˇtsˇ´ı nezˇ 2.
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