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ON BRAIDED LINEAR GR-CATEGORIES†
HUA-LIN HUANG, GONGXIANG LIU, AND YU YE
Abstract. We provide explicit and unified formulae for the normalized 3-cocycles on
arbitrary finite abelian groups. As an application, we compute all the braided monoidal
structures on linear Gr-categories.
1. Introduction
Throughout the paper, let k be an algebraically closed field of characteristic zero. By
k
∗ we denote the multiplicative group k− {0}. Vector spaces, morphisms and categories
considered herein are over k unless otherwise specified. For unexplained notions and facts,
the reader is referred to [1, 16] for group cohomology and to [13, 14] for tensor categories.
Let G be a group. By a linear Gr-category over G we mean a tensor category VecωG
consists of finite-dimensional vector spaces graded by G with the usual tensor product and
with associativity constraint given by a 3-cocycle ω on G. The notion“Gr-category” goes
back to Hoa`ng Xuaˆn S´ınh, a student of Grothendieck. In her thesis [8], the monoidal struc-
tures of VecG (the category of G-graded spaces) were first related to the third cohomology
group of G. Gr-categories are a typical class of fusion categories and, in particular, any
pointed fusion category has the form VecωG and so does the full subcategory of semi-simple
objects of any finite pointed tensor category; see [6, 7].
It is well known that the monoidal structures of VecG, up to tensor equivalence, are
parameterized by the third cohomology group H3(G,k∗) and VecωG is braided only if G
is abelian and the braidings are given by quasi-bicharacters with respect to ω; see, e.g.,
[8, 13]. However, for the braided monoidal structures on VecG we need explicit and
unified formulae of the normalized 3-cocycles on G. Though the cohomology group of a
finite abelian group may be known (see, for instance, [1, 16]), the formulae of normalized
cocycles (even in low degrees) seem not available in the literature, except for several easy
cases. The case of cyclic groups is given in [13, 15]. The first result for non-cyclic group is
obtained in [2] for the Klein group via very complicated computation of happy 3-cocycles
which seems not applicable to more general groups. In [12], we are able to handle the
case of the direct product of any two cyclic groups. The crux is to construct a chain map
from the normalized bar resolution to the tensor product of the minimal resolutions of
the cyclic factors of the considered group. It turns out that this idea can be extended to
general finite abelian groups, only much more delicate constructions get involved.
Aside from the obvious importance in cohomology and representation theory of groups,
for examples the normalized 2-cocycles in projective representations and Schur multipli-
ers, the explicit and unified formulae of normalized 3-cocycles are indispensable in the
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classification program of finite pointed tensor categories and quasi-quantum groups which
recently is under intensive study; see [9, 10, 11] and related works. It is also fairly reason-
able to expect that our results will be useful in the studies of twisted quantum doubles [4],
finite group modular data [3], group-theoretical fusion categories [6], and in the computa-
tion of Dijkgraaf-Witten invariants [5]. We hope to treat these subjects matter in future
works.
The paper is organized as follows. In Section 2, for a given finite abelian group G we
consider the tensor resolution of the minimal resolutions of its cyclic factors and construct
a chain map, up to the third term, from the normalized bar resolution to the tensor
resolution. With a help of this chain map, in Section 3 we provide an explicit and unified
formulae for the normalized 3-cocycles on G and compute the monoidal structures on
VecG . Finally in Section 4, we compute the braided structures on Vec
ω
G . Our results
extend those very special cases obtained in [13, 2, 12] to the full generality.
2. The tensor resolution and a chain map
Let G be a group and (B•, ∂•) its normalized bar resolution. Applying HomZG(−,k
∗)
one gets a complex (B∗• , ∂
∗
•). Denote the group of normalized n-cocycles by Z
n(G,k∗),
which is Ker ∂∗n. In general, it is hard to determine Z
n(G,k∗) directly as the normalized
bar resolution is over too huge. Our strategy of overcoming this is to get first a simpler
resolution of G whose cocycles are easy to compute and then construct a chain map from
the bar resolution to it which will help to determine Zn(G,k∗) eventially.
2.1. The tensor resolution. From now on let G be a finite abelian group. Write G ∼=
Zm1 × · · · × Zmn and for every Zmi fix a generator gi for 1 ≤ i ≤ n. It is well known that
the following periodic sequence is a free resolution of the trivial Zmi-module Z :
(2.1) · · · −→ ZZmi
Ti−→ ZZmi
Ni−→ ZZmi
Ti−→ ZZmi
Ni−→ Z −→ 0,
where Ti = gi − 1 and Ni =
∑mi−1
j=0 g
j
i .
We construct the tensor product of the above periodic resolutions of the cyclic factors
of G. Specifically, let K• be the following complex of free ZG-modules. For each sequence
a1, . . . , an of nonnegative integers, let Φ(a1, . . . , an) be a free generator in degree a1+ · · ·+
an. Thus
Km :=
⊕
a1+···+an=m
(ZG)Φ(a1, . . . , an).
Define
di(Φ(a1, . . . , an)) =


0 ai = 0
(−1)
∑
l<i alNiΦ(a1, . . . , ai − 1, . . . , an) 0 6= ai even
(−1)
∑
l<i alTiΦ(a1, . . . , ai − 1, . . . , an) 0 6= ai odd
for 1 ≤ i ≤ n and the differential d is set to be d1 + · · ·+ dn.
Lemma 2.1. (K•, d•) is a free resolution of the trivial ZG-module Z.
Proof. By observing that (K•, d•) is exactly the tensor product complex of (2.1), the
lemma follows by the Ku¨nneth formula for complexes; see [16, Theorem 3.6.3]. 
ON BRAIDED LINEAR GR-CATEGORIES† 3
For the convenience of the exposition, we fix some notations before moving on. For
any 1 ≤ i ≤ n, define Φi := Φ(0, . . . , 1, . . . , 0) where 1 lies in the i-th position. For any
1 ≤ i ≤ j ≤ n, define Φi,j := Φ(0, . . . , 1, . . . , 1, . . . , 0) where 1 lies in the i-th and j-th
positions if i < j and Φi,i := Φ(0, . . . , 2, . . . , 0) where 2 lies in the i-th position. Similarly,
we define Φi,j,k,Φi,j,j,Φi,i,j and Φi,i,i for 1 ≤ i ≤ n, 1 ≤ i < j ≤ n and 1 ≤ i < j < k ≤ n
and define Φi,j,s,t,Φi,i,j,s,Φi,j,s,s,Φi,j,j,s,Φi,i,j,j,Φi,i,i,j,Φi,j,j,j and Φi,i,i,i for 1 ≤ i ≤ n,
1 ≤ i < j ≤ n, 1 ≤ i < j < s ≤ n and 1 ≤ i < j < s < t ≤ n.
It is clear that any cochain f ∈ HomZG(K3,k
∗) is uniquely determined by its values on
Φi,j,k,Φi,j,j,Φi,i,j and Φi,i,i for 1 ≤ i ≤ n, 1 ≤ i < j ≤ n and 1 ≤ i < j < k ≤ n. Write
fi,j,k = f(Φi,j,k), fi,j,j = f(Φi,j,j), fi,i,j = f(Φi,i,j) and fi,i,i = f(Φi,i,i).
Lemma 2.2. The 3-cochain f ∈ HomZG(K3,k
∗) is a cocycle if and only if
(2.2) fmii,i,i = 1, f
mi
i,j,jf
mj
i,i,j = 1, f
mi
i,j,k = f
mj
i,j,k = f
mk
i,j,k = 1
for all 1 ≤ i ≤ n, 1 ≤ i < j ≤ n and 1 ≤ i < j < k ≤ n.
Proof. By definition, f is a 3-cocycle if and only if 1 = d∗(f)(Φi,j,s,t) = f(d(Φi,j,s,t)) for
all 1 ≤ i ≤ j ≤ s ≤ t ≤ n. For any a ∈ k∗, clearly Ti · a = 1 since k
∗ is a trivial
G-module. This implies that we only need to consider the condition 1 = d∗(f)(Φi,j,s,t) in
case i = j = s = t, i = j < s < t, i < j = s < t, i < j < s = t and i = j < s = t. In
case i = j = s = t, we have 1 = d∗(f)(Φi,i,i,i) = f(NiΦi,i,i) = Ni · fi,i,i = f
mi
i,i,i. Similarly,
in case i = j < s < t, we have fmii,s,t = 1. In case i < j = s < t, we have f
−mj
i,j,t = 1. In case
i < j < s = t, we have fmsi,j,s = 1. And in case i = j < s = t, we have f
mi
i,s,sf
ms
i,i,s = 1. 
Lemma 2.3. The 3-cochain f ∈ HomZG(K3,k
∗) is a coboundary if and only if for all
1 ≤ i < j ≤ n, there are gi,j ∈ k
∗ such that
(2.3) fl,l,l = 1, fi,i,j = g
mi
i,j , fi,j,j = g
−mj
i,j , fr,s,t = 1
for 1 ≤ l ≤ n and 1 ≤ r < s < t ≤ n.
Proof. By definition, f is a coboundary if and only if f = d∗(g) for some 2-cochain
g ∈ HomZG(K2,k
∗). For any 1 ≤ i ≤ j ≤ n, let gi,j := g(Φi,j). As before, we have
Tl · a = 1 for any a ∈ k
∗, and d∗(g)(Φr,s,t) = d
∗(g)(Φl,l,l) = 1 for 1 ≤ r < s < t ≤ n and
1 ≤ l ≤ n. While for all 1 ≤ i < j ≤ n, fi,i,j = d
∗(g)(Φi,i,j) = g(NiΦi,j + TjΦi,i) = g
mi
i,j
and fi,j,j = d
∗(g)(Φi,j,j) = g(TiΦj,j −NjΦi,j) = g
−mj
i,j . 
For a set of natural numbers s1, . . . , st, by (s1, . . . , st) we denote their greatest common
divisor.
Proposition 2.4.
H3(G,k∗) ∼=
n∏
i=1
Zmi ×
n∏
1≤i<j≤n
Z(mi,mj) ×
n∏
1≤i<j<k≤n
Z(mi,mj ,mk).
Proof. By Lemmas 2.2 and 2.3, for a 3-cocycle f one can assume that fl,l,l is an ml-
th root of unity and fi,j,k is an (mi,mj ,mk)-th root of unity for all 1 ≤ l ≤ n and
1 ≤ i < j < k ≤ n. By Lemma 2.3, one can take gi,j = f
− 1
mj
i,j,j and thus one can assume that
fi,j,j = 1 and g
mj
i,j = 1 for all 1 ≤ i < j ≤ n. By f
mi
i,j,jf
mj
i,i,j = 1, one has f
mj
i,i,j = 1. Therefore,
H3(G,k∗) must be a quotient group of
∏n
i=1 Zmi×
∏n
1≤i<j≤n Zmj×
∏n
1≤i<j<k≤n Z(mi,mj ,mk).
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Using the second relation in (2.3), one may even assume that fmii,i,j = 1. So the proposition
is proved. 
For any natural number m, once and for all we fix ζm to be a primitive m-th root of
unity.
Corollary 2.5. The following

f ∈ HomZG(K3,k
∗)
∣∣∣∣∣∣
fl,l,l = ζ
al
ml
, fi,i,j = ζ
aij
mj , fi,j,j = 1, fr,s,t = ζ
arst
(mr ,ms,mt)
for 1 ≤ l ≤ n, 1 ≤ i < j ≤ n, 1 ≤ r < s < t ≤ n, and
0 ≤ al < ml, 0 ≤ aij < (mi,mj), 0 ≤ arst < (mr,ms,mt)


makes a complete set of representatives of 3-cocycles of the complex (K∗• , d
∗
•).
2.2. A chain map. We need some more notations to present the chain map. For any
positive integers s and t, let [ s
t
] denote the integer part of s
t
and let s′t denote the remainder
of division of s by t. When there is no risk of confusion, we drop the subscript and write
simply s′. The following observation is useful in later arguments.
Lemma 2.6. For any three natural numbers s, t, r, one has
(2.4) [
s+ t′r
r
] = [
s+ t
r
]− [
t
r
].
Proof. [ s+t
′
r
r
] = [
s+t−[ t
r
]r
r
] = [ s+t
r
]− [ t
r
]. 
Now we are ready to give a chain map, up to the third term for our purpose, from the
normalized bar resolution (B•, ∂•) to the tensor resolution (K•, d•). Recall that Bm is the
free ZG-module on the set of all symbols [h1, . . . , hm] with hi ∈ G and m ≥ 1. In case
m = 0, the symbol [ ] denote 1 ∈ ZG and the map ∂0 = ǫ : B0 → Z sends [ ] to 1.
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We define the following three morphisms of ZG-modules:
F1 : B1 −→ K1
[gi11 · · · g
in
n ] 7→
n∑
s=1
is−1∑
αs=0
gi11 · · · g
is−1
s−1 g
αs
s Φs;
F2 : B2 −→ K2
[gi11 · · · g
in
n , g
j1
1 · · · g
jn
n ] 7→
n∑
s=1
g
i1+j1
1 · · · g
is−1+js−1
s−1 [
is + js
ms
]Φs,s
−
∑
1≤s<t≤n
js−1∑
αs=0
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
j1
1 · · · g
js−1
s−1 g
αs
s g
βt
t Φs,t;
F3 : B3 −→ K3
[gi11 · · · g
in
n , g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ] 7→
n∑
r=1
[
jr + kr
mr
]gj1+k11 · · · g
jr−1+kr−1
r−1
ir−1∑
βr=0
gi11 · · · g
ir−1
r−1 g
βr
r Φr,r,r +
∑
1≤r<t≤n
[
jr + kr
mr
]gj1+k11 · · · g
jr−1+kr−1
r−1
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t Φr,r,t +
∑
1≤r<t≤n
[
it + jt
mt
]gi1+j11 · · · g
it−1+jt−1
t−1
kr−1∑
γr=0
gk11 · · · g
kr−1
r−1 g
γr
r Φr,t,t −
∑
1≤r<s<t≤n
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t
js−1∑
αs=0
g
j1
1 · · · g
js−1
s−1 g
αs
s
kr−1∑
γr=0
gk11 · · · g
kr−1
r−1 g
γr
r Φr,s,t
for 0 ≤ il, jl, kl < ml and 1 ≤ l ≤ n.
Proposition 2.7. The following diagram is commutative
· · · ✲ B3 ✲ B2 ✲ B1 ✲ B0 ✲ Z ✲ 0
· · · ✲K3 ✲ K2 ✲ K1 ✲ K0 ✲ Z ✲ 0
❄ ❄ ❄
∂3 ∂2 ∂1
d d d
F3 F2 F1
Proof. The proof is by direct but very complicated computation. The essence of the
proposition lies in figuring out the morphisms F1, F2 and F3 in the first place. We hope
that the proof may shed some light on the construction of them. The proof is naturally
divided into three parts.
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Claim 1: dF1 = ∂1. Take any generator [g
i1
1 · · · g
in
n ] ∈ B1, then ∂1([g
i1
1 · · · g
in
n ]) =
(gi11 · · · g
in
n − 1)Φ(0, . . . , 0). And,
dF1([g
i1
1 · · · g
in
n ]) = d(
n∑
s=1
is−1∑
αs=0
gi11 · · · g
is−1
s−1 g
αs
s Φs)
=
n∑
s=1
is−1∑
αs=0
gi11 · · · g
is−1
s−1 g
αs
s (gs − 1)Φ(0, . . . , 0)
=
n∑
s=1
gi11 · · · g
is−1
s−1 (g
is
s − 1)Φ(0, . . . , 0)
= (gi11 · · · g
in
n − 1)Φ(0, . . . , 0).
Claim 2: dF2 = F1∂2. For any generator [g
i1
1 · · · g
in
n , g
j1
1 · · · g
jn
n ], we have
F1∂2([g
i1
1 · · · g
in
n , g
j1
1 · · · g
jn
n ])
= F1(g
i1
1 · · · g
in
n [g
j1
1 · · · g
jn
n ]− [g
i1+j1
1 · · · g
in+jn
n ] + [g
i1
1 · · · g
in
n ])
= gi11 · · · g
in
n
n∑
s=1
js−1∑
αs=0
g
j1
1 · · · g
js−1
s−1 g
αs
s Φs
−
n∑
s=1
(is+js)′−1∑
αs=0
g
i1+j1
1 · · · g
is−1+js−1
s−1 g
αs
s Φs
+
n∑
s=1
is−1∑
αs=0
gi11 · · · g
is−1
s−1 g
αs
s Φs.
Fix any s, the coefficient of Φs is
gi11 · · · g
in
n
js−1∑
αs=0
g
j1
1 · · · g
js−1
s−1 g
αs
s
−gi1+j11 · · · g
is−1+js−1
s−1 (
is+js−1∑
αs=0
gαss − [
is + js
ms
]Ns)(2.5)
+
is−1∑
αs=0
gi11 · · · g
is−1
s−1 g
αs
s .
Now consider dF2. We have
dF2([g
i1
1 · · · g
in
n , g
j1
1 · · · g
jn
n ])
= d(
n∑
s=1
g
i1+j1
1 · · · g
is−1+js−1
s−1 [
is + js
ms
]Φs,s)
−d(
∑
1≤s<t≤n
js−1∑
αs=0
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
j1
1 · · · g
js−1
s−1 g
αs
s g
βt
t Φs,t).
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In this expression, the coefficient of Φs is
g
i1+j1
1 · · · g
is−1+js−1
s−1 [
is + js
ms
]Ns
−
∑
1≤t<s
is−1∑
βs=0
gi11 · · · g
is−1
s−1 g
j1
1 · · · g
jt−1
t−1 (g
jt
t − 1)g
βs
s
+
∑
s<t≤n
js−1∑
αs=0
gi11 · · · g
it−1
t−1 g
j1
1 · · · g
js−1
s−1 g
αs
s (g
it
t − 1)
= gi1+j11 · · · g
is−1+js−1
s−1 [
is + js
ms
]Ns
−
is−1∑
βs=0
gi11 · · · g
is−1
s−1 (g
j1
1 · · · g
js−1
s−1 − 1)g
βs
s
+
js−1∑
αs=0
(gi11 · · · g
in
n − g
i1
1 · · · g
is
s )g
j1
1 · · · g
js−1
s−1 g
αs
s
= gi1+j11 · · · g
is−1+js−1
s−1 [
is + js
ms
]Ns
−
is+js−1∑
βs=0
g
i1+j1
1 · · · g
is−1+js−1
s−1 g
βs
s
+
js−1∑
αs=0
gi11 · · · g
in
n g
j1
1 · · · g
js−1
s−1 g
αs
s +
is−1∑
βs=0
gi11 · · · g
is−1
s−1 g
βs
s ,
which is clearly identical with (2.5). So we have dF2 = F1∂2.
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Claim 3: dF3 = F2∂3. Similarly, for any generator [g
i1
1 · · · g
in
n , g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ],
we have
F2∂3([g
i1
1 · · · g
in
n , g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ])
= F2(g
i1
1 · · · g
in
n [g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ]− [g
i1+j1
1 · · · g
in+jn
n , g
k1
1 · · · g
kn
n ])
+F2([g
i1
1 · · · g
in
n , g
j1+k1
1 · · · g
jn+kn
n ]− [g
i1
1 · · · g
in
n , g
j1
1 · · · g
jn
n ])
= gi11 · · · g
in
n
n∑
s=1
g
j1+k1
1 · · · g
js−1+ks−1
s−1 [
js + ks
ms
]Φs,s
−gi11 · · · g
in
n
∑
1≤s<t≤n
ks−1∑
αs=0
jt−1∑
βt=0
g
j1
1 · · · g
jt−1
t−1 g
k1
1 · · · g
ks−1
s−1 g
αs
s g
βt
t Φs,t
−
n∑
s=1
g
i1+j1+k1
1 · · · g
is−1+js−1+ks−1
s−1 [
(is + js)
′ + ks
ms
]Φs,s
+
∑
1≤s<t≤n
ks−1∑
αs=0
(it+jt)′−1∑
βt=0
g
i1+j1
1 · · · g
it−1+jt−1
t−1 g
k1
1 · · · g
ks−1
s−1 g
αs
s g
βt
t Φs,t
+
n∑
s=1
g
i1+j1+k1
1 · · · g
is−1+js−1+ks−1
s−1 [
is + (js + ks)
′
ms
]Φs,s
−
∑
1≤s<t≤n
(js+ks)′−1∑
αs=0
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
j1+k1
1 · · · g
js−1+ks−1
s−1 g
αs
s g
βt
t Φs,t
−
n∑
s=1
g
i1+j1
1 · · · g
is−1+js−1
s−1 [
is + js
ms
]Φs,s
+
∑
1≤s<t≤n
js−1∑
αs=0
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
j1
1 · · · g
js−1
s−1 g
αs
s g
βt
t Φs,t.
Note that in (is + js)
′ we drop the subscript ms. In the previous expression, for any
1 ≤ s ≤ n, the coefficient of Φs,s is
gi11 · · · g
in
n g
j1+k1
1 · · · g
js−1+ks−1
s−1 [
js + ks
ms
]
+gi1+j1+k11 · · · g
is−1+js−1+ks−1
s−1 ([
is + js
ms
]− [
js + ks
ms
])(2.6)
−gi1+j11 · · · g
is−1+js−1
s−1 [
is + js
ms
],
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where Lemma 2.6 is applied. For any 1 ≤ s < t ≤ n, the coefficient of Φs,t is
−gi11 · · · g
in
n
ks−1∑
αs=0
jt−1∑
βt=0
g
j1
1 · · · g
jt−1
t−1 g
k1
1 · · · g
ks−1
s−1 g
αs
s g
βt
t
+
ks−1∑
αs=0
g
i1+j1
1 · · · g
it−1+jt−1
t−1 g
k1
1 · · · g
ks−1
s−1 g
αs
s (
it+jt−1∑
βt=0
g
βt
t − [
it + jt
mt
]Nt)(2.7)
−
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t g
j1+k1
1 · · · g
js−1+ks−1
s−1 (
js+ks−1∑
αs=0
gαss − [
js + ks
ms
]Ns)
+
js−1∑
αs=0
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
j1
1 · · · g
js−1
s−1 g
αs
s g
βt
t .
For dF3, we have
dF3([g
i1
1 · · · g
in
n , g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ])
= d(
n∑
r=1
[
jr + kr
mr
]gj1+k11 · · · g
jr−1+kr−1
r−1
ir−1∑
βr=0
gi11 · · · g
ir−1
r−1 g
βr
r Φr,r,r) +
d(
∑
1≤r<t≤n
[
jr + kr
mr
]gj1+k11 · · · g
jr−1+kr−1
r−1
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t Φr,r,t) +
d(
∑
1≤r<t≤n
[
it + jt
mt
]gi1+j11 · · · g
it−1+jt−1
t−1
kr−1∑
γr=0
gk11 · · · g
kr−1
r−1 g
γr
r Φr,t,t)−
d(
∑
1≤r<s<t≤n
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t
js−1∑
αs=0
g
j1
1 · · · g
js−1
s−1 g
αs
s
kr−1∑
γr=0
gk11 · · · g
kr−1
r−1 g
γr
r Φr,s,t).
Note that the coefficient of Φs,s is
[
js + ks
ms
]gj1+k11 · · · g
js−1+ks−1
s−1 g
i1
1 · · · g
is−1
s−1 (g
is
s − 1)
+
∑
s<t≤n
[
js + ks
ms
]gj1+k11 · · · g
js−1+ks−1
r−1 g
i1
1 · · · g
it−1
t−1 (g
it
t − 1)
+
∑
1≤r<s
[
is + js
ms
]gi1+j11 · · · g
is−1+js−1
s−1 g
k1
1 · · · g
kr−1
r−1 (g
kr
r − 1)
= [
js + ks
ms
]gj1+k11 · · · g
js−1+ks−1
s−1 g
i1
1 · · · g
is−1
s−1 (g
is
s − 1)
+[
js + ks
ms
]gj1+k11 · · · g
js−1+ks−1
r−1 (g
i1
1 · · · g
in
n − g
i1
1 · · · g
is
s )
+[
is + js
ms
]gi1+j11 · · · g
is−1+js−1
s−1 (g
k1
1 · · · g
ks−1
s−1 − 1),
which clearly is equal to (2.6).
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Finally we consider the coefficient of Φs,t for 1 ≤ s < t ≤ n, which is
[
js + ks
ms
]Nsg
j1+k1
1 · · · g
js−1+ks−1
s−1
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t
+[
it + jt
mt
]Ntg
i1+j1
1 · · · g
it−1+jt−1
t−1
ks−1∑
γs=0
gk11 · · · g
ks−1
s−1 g
γs
s
−
∑
1≤r<s<t
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t
js−1∑
αs=0
g
j1
1 · · · g
js−1
s−1 g
αs
s g
k1
1 · · · g
kr−1
r−1 (g
kr
r − 1)
+
∑
s<r<t
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t g
j1
1 · · · g
jr−1
r−1 (g
jr
r − 1)
ks−1∑
γs=0
gk11 · · · g
ks−1
s−1 g
γs
s
−
∑
s<t<r
gi11 · · · g
ir−1
r−1 (g
ir
r − 1)
jt−1∑
αt=0
g
j1
1 · · · g
jt−1
t−1 g
αt
t
ks−1∑
γs=0
gk11 · · · g
ks−1
s−1 g
γs
s
= [
js + ks
ms
]Nsg
j1+k1
1 · · · g
js−1+ks−1
s−1
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t
+[
it + jt
mt
]Ntg
i1+j1
1 · · · g
it−1+jt−1
t−1
ks−1∑
γs=0
gk11 · · · g
ks−1
s−1 g
γs
s
−
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t
js−1∑
αs=0
g
j1
1 · · · g
js−1
s−1 g
αs
s (g
k1
1 · · · g
ks−1
s−1 − 1)
+
it−1∑
βt=0
gi11 · · · g
it−1
t−1 g
βt
t (g
j1
1 · · · g
jt−1
t−1 − g
j1
1 · · · g
js
s )
ks−1∑
γs=0
gk11 · · · g
ks−1
s−1 g
γs
s
−(gi11 · · · g
in
n − g
i1
1 · · · g
it
t )
jt−1∑
αt=0
g
j1
1 · · · g
jt−1
t−1 g
αt
t
ks−1∑
γs=0
gk11 · · · g
ks−1
s−1 g
γs
s .
It is not hard to see that this is equal to (2.7). Therefore, dF3 = F2∂3.
The proof is completed. 
3. Monoidal structures and normalized 3-cocycles
3.1. Monoidal structures. Recall that the category VecG of finite-dimensional G-graded
vector spaces has simple objects {Vg|g ∈ G} where (Vg)h = δg,hk, ∀h ∈ G. The tensor
product is given by Vg⊗Vh = Vgh, and V1 (1 is the identity ofG) is the unit object. Without
loss of generality we may assume that the left and right unit constraints are identities. If
a is an associativity constraint on VecG, then it is given by aVf ,Vg,Vh = ω(f, g, h) id, where
ω : G×G×G→ k∗ is a function. The pentagon axiom and the triangle axiom give
ω(ef, g, h)ω(e, f, gh) = ω(e, f, g)ω(e, fg, h)ω(f, g, h),
ω(f, 1, g) = 1,
which exactly say that ω is a normalized 3-cocycle on G. Note that cohomologous cocycles
define equivalent monoidal structures, therefore the classification of monoidal structures
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on VecG is equivalent to determining a complete set of representatives of normalized 3-
cocycles on G.
3.2. Normalized 3-cocycles. Now we are able to accomplish the main task with a help
of the results obtained in Section 2. Define A to be the set of all sequences like
(3.1) (a1, . . . , al, . . . , an, a12, . . . , aij , . . . , an−1,n, a123, . . . , arst, . . . , an−2,n−1,n)
such that 0 ≤ al < ml, 0 ≤ aij < (mi,mj), 0 ≤ arst < (mr,ms,mt) for 1 ≤ l ≤ n, 1 ≤
i < j ≤ n, 1 ≤ r < s < t ≤ n where aij and arst are ordered by the lexicographic order.
In the following, the sequence (3.1) is denoted by a for short.
For any a ∈ A, define a ZG-module morphism:
ωa : B3 −→ k
∗
[gi11 · · · g
in
n , g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ] 7→(3.2)
n∏
l=1
ζ
alil[
jl+kl
ml
]
l
∏
1≤s<t≤n
ζ
astit[
js+ks
ms
]
mt
∏
1≤r<s<t≤n
ζ
−arstkrjsit
(mr ,ms,mt)
.
Proposition 3.1. Suppose that k is an algebraically closed field of characteristic zero and
G = Zm1 × · · · ×Zmn . Then {ωa|a ∈ A} is a complete set of representatives of normalized
3-cocycles on G.
Proof. This is a direct consequence of Corollary 2.5 and the definition of the map F3 given
in Proposition 2.7. 
4. Braided structures on VecωG
4.1. Braided structures. Now we consider the braided structures on a linear Gr-category
VecωG . Recall that a braiding in Vec
ω
G is a commutativity constraint c : ⊗ → ⊗
op satisfying
the hexagon axiom. Note that c is given by cVx,Vy = R(x, y) id, where R : G×G→ k
∗ is
a function, and the hexagon axiom of c says that
R(xy, z) = ω(z, x, y)R(x, z)ω−1(x, z, y)R(y, z)ω(x, y, z),(4.1)
R(x, yz) = ω−1(y, z, x)R(x, z)ω(y, x, z)R(x, y)ω−1(x, y, z),(4.2)
for all x, y.z ∈ G. In other words,R is a quasi-bicharacter ofG with respect to ω. Therefore,
the classification of braidings in VecωG is equivalent to determining all the quasi-bicharacters
of G with respect to ω.
4.2. Quasi-bicharacters. By Proposition 3.1, one may assume that ω = ωa for some
a ∈ A. Clearly, any quasi-bicharacter R is uniquely determined by the following values:
rij := R(gi, gj), for all 1 ≤ i, j ≤ n.
For the convenience of the computation, we rewrite equations (4.1) and (4.2) as
R(xy, z) = R(x, z)R(y, z)
ω(z, x, y)ω(x, y, z)
ω(x, z, y)
,(4.3)
R(x, yz) = R(x, y)R(x, z)
ω(y, x, z)
ω(y, z, x)ω(x, y, z)
.
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Proposition 4.1. Let ω = ωa for some a ∈ A and rij ∈ k
∗ for 1 ≤ i, j ≤ n. Then
there is a quasi-bicharacter R with respect to ωa satisfying R(gi, gj) = rij if and only if
the following equations are satisfied:
r
mi
ii = ζ
ai
mi
= ζ−aimi , for 1 ≤ i ≤ n,
r
mi
ij = ζ
−aij
mj , r
mj
ij = 1, for 1 ≤ i < j ≤ n,
r
mj
ij = ζ
aij
mj , r
mi
ij = 1, for n ≥ i > j ≥ 1,
arst = 0, for 1 ≤ r < s < t ≤ n.
Proof. “⇒”. By the definition of ωa, one may observe that ωa(x, y, z) = ωa(x, z, y) for all
x, y, z ∈ G. Thus (4.3) and (4.4) can be reduced to
R(xy, z) = R(x, z)R(y, z)ω(z, x, y),(4.5)
R(x, yz) = R(x, y)R(x, z)
1
ω(x, y, z)
.(4.6)
For any 1 ≤ i ≤ n, applying (4.5) and (4.6) iteratively, we have R(gi, g
s
i ) = R(gi, gi)
s
and R(gsi , gi) = R(gi, gi)
s for 1 ≤ s ≤ mi − 1. Then
1 = R(gi, g
mi
i ) = R(gi, gi)R(gi, g
mi−1
i )
1
ω(gi, gi, g
mi−1
i )
= R(gi, gi)
mi
1
ζaimi
,
1 = R(gmii , gi) = R(g
mi−1
i , gi)R(gi, gi)ω(gi, g
mi−1
i , gi) = R(gi, gi)
miζaimi .
Thus rmiii = ζ
ai
mi
= ζ−aimi .
Assume i < j. Applying (4.5) iteratively, one has R(gki , gj) = R(gi, gj)
k for 1 ≤ k ≤
mi − 1. Therefore,
1 = R(gmii , gj) = R(g
mi−1
i , gj)R(gi, gj)ω(gj , g
mi−1
i , gi) = R(gi, gj)
miζ
aij
mj .
This implies that rmiij = ζ
−aij
mj . On the other hand, it is not hard to see that ω(gi, g
s
j , g
t
j) ≡ 1
for all s, t. Combining this fact and (4.6), we have R(gi, g
k
j ) = R(gi, gj)
k for 1 ≤ k ≤ mj .
So
1 = R(gi, g
mj
j ) = R(gi, gj)
mj = r
mj
ij .
Similarly, one has r
mj
ji = 1 and r
mi
ji = ζ
aij
mj .
For the case r < s < t, consider R(gtgs, gr) and R(gsgt, gr) which obviously are equal.
By (4.3), we have
R(gtgs, gr) = R(gt, gr)R(gs, gr)
ω(gr, gt, gs)ω(gt, gs, gr)
ω(gt, gr, gs)
= R(gt, gr)R(gs, gr)ζ
−arst
(mr ,ms,mt)
,
R(gsgt, gr) = R(gs, gr)R(gt, gr)
ω(gr, gs, gt)ω(gs, gt, gr)
ω(gs, gr, gt)
= R(gs, gr)R(gt, gr).
Therefore, ζ−arst(mr ,ms,mt) = 1. By the choice of ζ(mr ,ms,mt) and arst, we arrive at arst = 0.
The necessity is proved.
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“⇐”. Conversely, define a map R : G×G −→ k∗ by setting
R(gi11 · · · g
in
n , g
j1
1 · · · g
jn
n ) :=
∏
1≤s,t≤n
r
isjt
st .
We verify that R is indeed a quasi-bicharacter. It is enough to prove that (4.3) and (4.4)
hold for R. We verify only (4.3) as (4.4) can be done in the same way.
Let x = gi11 · · · g
in
n , y = g
j1
1 · · · g
jn
n , z = g
k1
1 · · · g
kn
n , then
R(gi11 · · · g
in
n · g
j1
1 · · · g
jn
n , g
k1
1 · · · g
kn
n ) =
∏
1≤s,t≤n
r
(is+js)′kt
st ,
where (is+ js)
′ denotes the remainder of division of is+ js by ms. Consider the right-hand
side of (4.3), namely, R(x, z)R(y, z)ω(z,x,y)ω(x,y,z)
ω(x,z,y) . By direct calculation, one has
ω(z, x, y)ω(x, y, z)
ω(x, z, y)
=
n∏
l=1
ζ
alkl[
il+jl
kl
]
ml
∏
1≤s<t≤n
ζ
astkt[
is+js
ks
]
mt .
Therefore,
R(x, z)R(y, z)
ω(z, x, y)ω(x, y, z)
ω(x, z, y)
=
∏
1≤s,t≤n
r
(is+js)kt
st
n∏
l=1
ζ
alkl[
il+jl
kl
]
ml
∏
1≤s<t≤n
ζ
astkt[
is+js
ks
]
mt
=
∏
1≤s,t≤n
r
((is+js)′+[
is+js
ms
]ms)kt
st
n∏
l=1
ζ
alkl[
il+jl
kl
]
ml
∏
1≤s<t≤n
ζ
astkt[
is+js
ks
]
mt .
Note that
∏
1≤s,t≤n
r
((is+js)′+[
is+js
ms
]ms)kt
st
=
∏
1≤s,t≤n
r
(is+js)′kt
st
n∏
s=t=l=1
r
[
il+jl
ml
]mlkl
ll
∏
s<t
r
[ is+js
ms
]mskt
st
∏
s>t
r
[ is+js
ms
]mskt
st
=
∏
1≤s,t≤n
r
(is+js)′kt
st
n∏
s=t=l=1
r
[
il+jl
ml
]mlkl
ll
∏
s<t
r
[ is+js
ms
]mskt
st
=
∏
1≤s,t≤n
r
(is+js)′kt
st
n∏
l=1
ζ
−alkl[
il+jl
ml
]
ml
∏
1≤s<t≤n
ζ
−astkt[
is+js
ms
]
mt .
This implies that
R(x, z)R(y, z)
ω(z, x, y)ω(x, y, z)
ω(x, z, y)
=
∏
1≤s,t≤n
r
(is+js)′kt
st = R(xy, z).
The sufficiency is proved. 
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