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Abstract
The paper studies the well-posedness and optimal error estimates of spectral fi-
nite element approximations for the boundary value problems of stochastic semi-linear
elliptic SPDEs driven by white or colored Gaussian noises. The noise term is approxi-
mated through the spectral projection of the covariance operator, which is not required
to be commutative with the Laplacian partial differential operator. Through the con-
vergence analysis of SPDEs with the noise terms replaced by the projected noises, the
well-posedness of the SPDE is established under certain covariance operator dependent
conditions. These SPDEs with projected noises are then numerical solved with the fi-
nite element method. A general error estimate framework is established for the finite
element approximations. Based on this framework, optimal error estimates of finite
element approximations for elliptic SPDEs driven by power-law noises are obtained.
it is shown that with the proposed approach, convergence order of white noise driven
SPDEs is improved by half for one dimensional problems, and by an infinitesimal fac-
tor for higher dimensional problems.
1. Introduction
In recent years, random disturbance as a form of uncertainty has been increasingly
treated as an essential modeling factor in the analysis of complex phenomena. Adding
such uncertainty to partial differential equations (PDEs) which model such physical
and engineering phenomena, one derives stochastic PDEs (SPDEs) as improved math-
ematical modeling tools. SPDEs derived from fluid flows and other engineering fields
are often assumed to be driven by white noises which have constant power spectral
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densities [8]. However, most random fluctuations in complex systems are correlated
acting on different frequencies in which case the noises are called colored noises [10].
Elliptic SPDEs driven by white noises and colored noises have been considered by
many authors, see e.g. [1, 5, 6, 15, 16] for white noises, [11, 12, 15] for colored noises
determined by Riesz-type kernels, [3, 4] for fractional noises, and [14] for power-law
noises.
The main objective of this study is to investigate the well-posedness and optimal
error estimate of finite element approximations for the following semilinear elliptic
SPDE.
−∆u(x, ξ) = f (u(x, ξ)) + W˙Q(x, ξ), x ∈ O , ξ ∈ Ω
u(x, ξ) = 0, x ∈ ∂O , ξ ∈ Ω.
(1)
Here (Ω,F ,P) is a probability space and O ⊂ Rd be a bounded domain with regular
boundary ∂O , f : R → R is a Lipschitz continuous function, and W˙Q is a class of
centered Gaussian noises with covariance operator Q.
The existence of the unique solution for SPDE (1) driven by the white noise, i.e.,
Q = I, has been established in [2] by converting the problem into an integral equa-
tion. In this paper, we establish a covariance operator dependent condition for the
well-posedness of SPDE (1) through the convergence analysis for a sequence of solu-
tions of SPDEs with the noise term in SPDE (1) replaced by its spectral projections.
This sequence of SPDEs will also play an important role in constructing our numerical
solutions for SPDE (1).
To obtain numerical solutions, we apply the finite element method to the afore-
mentioned SPDEs whose noises are the spectral projections of the original noise. In
previous work [1, 6], the noises are approximated by piecewise constants in space.
There it is required that the eigenvectors of the Laplacian also diagonalize the covari-
ance operator of the noise, i.e., the Laplacian operator and the covariance operators
are commutative. We remove such commutative assumption in our approach. Another
improvement is that our numerical solutions achieve better convergence than that ob-
tained by piecewise constant approximations. In particular, for SPDEs driven by white
noises, we obtain 1.5 order convergence instead of first order in the the one dimen-
sional case, and we improve the convergence order by an infinitesimal factor in the
higher dimensional cases.
The paper is organized as follows. At the end of this section, we provide several
notations that will be used throughout the rest of the paper. In Section 2 we derive
sufficient and necessary conditions for the existence of the unique solution for SPDE
(1) and establish its Sobolev regularity. The estimate of the error between the the so-
lution of the SPDE driven by the spectral truncation of the original noise and the exact
solution of the SPDE (1) is also derived. In Section 3, we construct finite element
approximations to the SPDEs driven by the spectral truncation noises and derive the
error estimate. As an application, we use this error estimate to derive optimal order
of convergence of the finite element approximations for SPDEs driven by power law
noises and white noises.
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For r ∈ N, we use (Hr, ‖ · ‖r) to denote the usual Sobolev space
H
r :=
v : ‖v‖Hr :=

∑
|k|≤r
‖Dkv‖2

1/2
< ∞

When r = 0, H0 := H is the space of square integrable functions on O , whose inner
product and norm are denoted by (·, ·) and ‖ · ‖, respectively. We also useH1
0
(resp.,H0)
to denote the subspace of H1 (resp., H) whose elements vanish on ∂O . For s ∈ R, we
use (H˙s, ‖ · ‖s) to denote the interpolation space
H˙
s :=
v : ‖v‖s :=

∑
k∈N+
λsk(v, ϕk)
2

1/2
< ∞
 ,
where {(λk, ϕk)}k∈N+ is an eigensystem of the negativeDirichlet Laplacian. When s ∈ N,
it is known (see e.g. [13], Lemma 3.1) that H˙s coincides with the usual Sobolev space
H
s with additional boundary conditions. In the rest of the paper, we will denote by C
a genetic positive constants which is independent of the number of spectral truncation
terms and the mesh size of finite element triangulations and may differ from one place
to another.
2. Spectral Approximations and Error Estimates
In this section, we prove the existence of a unique solution of SPDE (1) through
the spectral projection of the noise, and establish its Sobolev regularity. We also derive
the estimate of the error between the solution of the SPDE driven by the the spectral
truncations of and the exact solution of (1).
2.1. Formulations
Recall that an H-valued random field u = {u(x) : x ∈ O} is said to be a solution of
SPDE (1) if
u = A−1 f (u) + A−1W˙Q, a.s. (2)
Here A−1 = (−∆)−1 is the inverse of negative Dirichlet Laplacian.
For general bounded and open domain with piecewise smooth boundary ∂O , A has
discrete and nonnegative eigenvalues {λk}
∞
k=1
in an ascending order with finite multi-
plicity and corresponding smooth eigenvectors {ϕk}
∞
k=1
, which vanish on ∂O and form
a complete orthonormal basis in H0 (see e.g. [7]), i.e.,
Aϕk = λkϕk, k ∈ N+. (3)
Moreover, the asymptoticity of these eigenvalues is characterized by Weyl’s law (see
e.g. [7]):
λk ≍ k
2
d , as k → ∞, (4)
3
where the notation A ≍ B means that there exists a generic positive constant C such
that C−1A ≤ B ≤ CA. The Weyl’s law is our main tool in the optimal error estimation
of finite element approximations for SPDE (1) with power-law noises.
The centered Gaussian noise W˙Q is uniquely determined by its covariance operator
Q. Assume that Q has {(σk, ψk)}
∞
k=1
as its eigensystem, i.e.,
Qψm = σmψm, m ∈ N+, (5)
where {ψk}
∞
k=1
form a complete orthonormal basis in H. Then we have the following
expansion for the infinite dimensional noise W˙Q:
W˙Q(ω) =
∞∑
m=1
Q
1
2ψmηm(ω), ω ∈ Ω, (6)
where {ηm}
∞
m=1
are independent and normal random variables.
To ensure the well-posedness of Eq. (1), we make the following assumption on f .
Assumption 2.1. f is Lipschitz continuous, i.e.,
‖ f ‖Lip := sup
u,v∈R,u,v
| f (u) − f (v)|
|u − v|
< ∞. (7)
We further assume that the Lipschitz constant ‖ f ‖Lip is smaller than the positive con-
stant γ in the Poincare´ inequality:
‖∇v‖2 ≥ γ‖v‖2, ∀ v ∈ H10. (8)
The key assumption for the well-posedness of the SPDE 1 is following boundness
on the partial differential operator A with respect to the Hilbert-Schmidt norm relating
to the covariance operator Q.
Assumption 2.2. There exists a β ∈ [0, 2] such that
‖A
β−2
2 ‖L0
2
< ∞, (9)
where L0
2
:= HS (Q
1
2 (H),H) denotes the space of Hilbert-Schmidt operators from
Q
1
2 (H) to H and ‖ · ‖L0
2
denotes the corresponding norm.
Remark 2.1. Q is a trace operator if and only if (9) holds for β = 2. Another class of
noises satisfying Assumption 2.2 are the power-law noises, where Q = Aρ for certain
ρ ∈ R, or equivalently, ψk = ϕk and σk = λ
ρ
k
for all k ∈ N. In particular, if ρ = 0,
the power-law noise becomes the white noise [6]. As pointed out in [14], power-law
noises abound in nature and have been observed extensively in both time series and
spatially varying environmental parameters.
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2.2. Well-posedness and Regularity
The parameter β appeared in (9) determines the regularity of W˙Q. In fact,
E
[
‖W˙Q‖2β−2
]
= E

∥∥∥∥∥∥∥
∞∑
k=1
A
β−2
2 Q
1
2ψkηk
∥∥∥∥∥∥∥
2

= E

∞∑
m=1

∞∑
k=1
(
A
β−2
2 Q
1
2ψk, ϕm
)
ηk

2

=
∞∑
m=1
∞∑
k=1
(
A
β−2
2 Q
1
2ψk, ϕm
)2
=
∥∥∥∥A β−22
∥∥∥∥2
L0
2
< ∞, (10)
which shows that W˙Q ∈ H˙β−2.
Now we consider the well-posedness and solution regularity of SPDE (1). Let
PN : H → VN = span{ϕm}
N
m=1
be the projection operator fromH to VN : (PNu, v) = (u, v)
for any u ∈ H, v ∈ VN , and let uN be the solution of the SPDE with the noise term in
(2) replaced by its spectral projection:
AuN = f (uN) + PNW˙
Q, N ∈ N+. (11)
Then
uN = A
−1 f (uN) + A
−1
PNW˙
Q, N ∈ N+. (12)
Theorem 2.1. Let p ≥ 1 and Assumptions 2.1 and 2.2 hold. Then SPDE (1) possesses
a unique solution u ∈ Lp(Ω;Hβ).
Proof: We first prove the existence of an Lp(Ω;H)-valued solution. For each N ∈
N+, the existence of a unique solution uN ∈ H
1
0
a.s. of Eq. (12) follows from the
classical elliptic PDE theory. For M < N, set EM,N := A
−1(PNW˙
Q − PMW˙
Q). Then
uN − uM = A
−1( f (uN) − f (uM)) + EM,N .
Multiplying the above equation by −(( f (uN) − f (uM)) and applying the Lipschitz con-
dition (7) and the Poincare´ inequality (8), we deduce
− ‖ f ‖Lip‖uN − uM‖
2 (13)
≤ −(uN − uM , f (uN) − f (uM))
= −(A−1( f (uN) − f (uM)), f (uN) − f (uM)) − (EM,N , f (uN) − f (uM))
≤ −γ‖A−1( f (uN) − f (uM))‖
2
+ ‖EM,N‖ · ‖ f (uN) − f (uM)‖.
Using Young-type inequality
‖φ1 + φ2‖
2 ≥ ǫ‖φ1‖
2 −
2 − ǫ
1 − ǫ
‖φ2‖
2, ∀ ǫ ∈ (0, 1), φ1, φ2 ∈ H
5
with φ1 = uN − uM, φ2 = −EM,N and ǫ =
‖ f ‖Lip+γ
2γ
, we obtain
‖A−1( f (uN) − f (uM))‖
2
= ‖(uN − uM) − EM,N‖
2
≥
‖ f ‖Lip + γ
2γ
‖uN − uM‖
2 −
3γ − ‖ f ‖Lip
γ − ‖ f ‖Lip
‖EM,N‖
2.
The average inequality a ·b ≤
γ−‖ f ‖Lip
4‖ f ‖2
Lip
a2+
‖ f ‖2
Lip
γ−‖ f ‖Lip
b2 with a = ‖uN −uM‖ and b = ‖EM,N‖
yields
‖EM,N‖ · ‖ f (uN) − f (uM)‖
≤
‖ f ‖2
Lip
γ − ‖ f ‖Lip
‖EM,N‖
2
+
γ − ‖ f ‖Lip
4‖ f ‖2
Lip
‖uN − uM‖
2.
Substituting the above two inequalities into (13), we deduce
‖uN − uM‖
2 ≤ 4(3γ2 − ‖ f ‖Lipγ + ‖ f ‖
2
Lip)‖EM,N‖
2. (14)
The moments property of Gaussian process and calculations similarly to (10) give
E
[
‖EM,N‖
p]
= Cp
(
E
[
‖EM,N‖
2
]) p
2
= Cp
N∑
k=M+1
∞∑
m=1
(A−1Q
1
2ψm, ϕk)
2,
which tends to zero as n,m→ ∞ under the conditon (9) with β = 0. As a consequence,
{uN} is a Cauchy sequence in L
p(Ω;H) hence converges to an element u ∈ Lp(Ω;H).
The existence then follows from taking the limit in Eq. (12).
Next we prove the uniqueness. Assume that u, v are both solutions of Eq. (2).
Arguments similar to the proof of the existence yield
‖u − v‖ ≤ 4(3γ2 − ‖ f ‖Lipγ + ‖ f ‖
2
Lip)‖A
−1W˙Q − A−1W˙Q‖2 = 0,
from which we conclude that u = v.
Finally we prove that u ∈ Lp(Ω;Hβ) for any p ≥ 1. The Young inequality yields
E
[
‖u‖
p
β
]
≤ CE
[
‖ f (u)‖
p
β−2
]
+
(
E
[
‖W˙Q‖2β−2
]) p
2
.
Since the Hβ-norm is increasing with respect to β ∈ [0, 2], (7) implies that
E
[
‖ f (u)‖
p
β−2
]
≤ E
[
‖ f (u)‖p
]
≤ C(1 + E
[
‖u‖p
]
) < ∞.
Substituting (10) into the above two inequalities, we conclude that E[|u|2β] < ∞. The
proof is completed. ✷
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2.3. Error Estimates for Spectral Truncations
To derive the Sobolev regularity uN of (11) , we need the regularity of the spectral
truncated noise PNW˙
Q. Since {λm}
∞
m=1
is incresing, for any α ≥ β − 2 and any N ∈ N+,
we have
E
[
‖PNW˙
Q‖2α
]
= E

∥∥∥∥∥∥∥
∞∑
k=1
A
α
2 PNQ
1
2ψkηk
∥∥∥∥∥∥∥
2

= E

∞∑
m=1

∞∑
k=1
(
PNA
α
2 Q
1
2ψk, ϕm
)
ηk

2

=
N∑
m=1
∞∑
k=1
λ
2−β+α
m
(
A
β−2
2 Q
1
2ψk, ϕm
)2
≤ λ
2−β+α
N
‖A
β−2
2 ‖2
L0
2
. (15)
To establish the convergence rate for the spectral approximations, we need the error
estimate for EN := A
−1(I − PN)W˙
Q. For any α ∈ [0, β] and any N ∈ N+,
E
[
‖EN‖
2
α
]
=
∞∑
m=N+1
∞∑
k=1
λ
α−β
m
(
A
β−2
2 Q
1
2ψk, ϕm
)2
≤ λ
α−β
N+1
‖A
β−2
2 ‖2
L0
2
. (16)
The above calculations lead to the following error estimation between the solution
uN of Eq. (12) and the solution u of Eq. (2), as well as the Sobolev regularity of uN ,
which is needed in the error estimation of finite element approximations.
Theorem 2.2. Let p ≥ 1 and Assumptions 2.1 and 2.2 hold and u and uN , N ∈ N+,
be the solutions of Eq. (2) and Eq. (12), respectively. Then uN ∈ L
p(Ω; H˙2) and there
exists a constant C such that
E
[
‖uN‖
p
2
]
≤ Cλ
(2−β)p
2
N
(1 + ‖A
β−2
2 ‖
p
L0
2
). (17)
Assume furthermore that f has bounded derivatives up to order r − 1 with r ≥ 2, with
its first derivative being bounded by γ, then uN ∈ L
p(Ω; H˙r+1) and
E
[
‖uN‖
p
r+1
]
≤ Cλ
(r+1−β)p
2
N
(1 + ‖A
β−2
2 ‖
p
L0
2
). (18)
Moreover,
(
E
[
‖u − uN‖
p]) 1p ≤ Cλ− β2
N+1
(
1 + ‖A
β−2
2 ‖L0
2
)
. (19)
Proof: We first prove (17) and (18). Since f is Lipschitz continuous, there exists a
constant C such that
‖uN‖2 = ‖ f (uN) + PNW˙
Q‖ ≤ C(1 + ‖uN‖ + ‖PNW˙
Q‖).
Taking inner product with uN in Eq. (12), using integration by part formula and
Poincare´ inequality (8), we obtain
(γ − ‖ f ‖Lip)‖uN‖
2 − | f (0)| · ‖uN‖
≤ (∇uN ,∇uN) − ( f (uN), uN)
= (PNW˙
Q, uN) ≤ ‖PNW˙
Q‖ · ‖uN‖,
7
from which we obtain
‖uN‖ ≤
| f (0)| + ‖PNW˙
Q‖
γ − ‖ f ‖Lip
. (20)
We conclude (17) by combing the above equations and (15) with α = 0. By recursion,
we obtain (18) by (15) with α = r − 1.
To prove (19), we subtract Eq. (12) from Eq. (2) to obtain
u − uN = A
−1( f (u) − f (uN)) + EN .
Similarly to (14), we have
‖u − uN‖
2 ≤ 4(3γ2 − ‖ f ‖Lipγ + ‖ f ‖
2
Lip)‖EN‖
2. (21)
Substituting the estimations (20) and (16) for EN , we obtain (19). ✷
Remark 2.2. We remark that the well-posedness of SPDE (1) is also valid for non-
Lipschitz assumptions on f possibly depending on the spatial variable, which was pro-
posed in [4, 5]. In particular, we may assume that there exists positive constants L1 < γ
and L2 such that for any x ∈ O and any u, v ∈ R,
( f (x, u) − f (x, v), u − v) ≥ −L1|u − v|
2
and
| f (x, u) − f (x, v)| ≤ L2(1 + |u − v|).
Similar to [4, 5], our arguments for spectral projection approximations and finite ele-
ment approximations, are also valid under the above assumption on f . In that case, all
the convergence rates halve.
3. Finite Element Approximations and Applications
In this section, we establish the general abstract framework to construct the finite
element approximation of the spectral truncated noise driven Eq. (12) and derive its
error estimates. Then we apply this general framework to the discretization of SPDE
(1) driven by power-law noises.
3.1. Finite Element Approximations
Let Th be a quasiuniform family of triangulations of O with meshsize h ∈ (0, 1).
Let Vh consist of all continuous piecewise polynomials of degree r such that
inf
v∈Vh
‖v − vh‖Hs ≤ Ch
k−s‖v‖Hk , ∀ v ∈ H
k, s ≤ k ≤ r + 1. (22)
The variational formulation of Eq. (12) is to find a uN ∈ H
1
0
such that
(∇uN ,∇v) = ( f (uN), v) + (PNW˙
Q, v), ∀ v ∈ H10. (23)
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Then the finite element approximation to (23) is to find uh
N
∈ Vh such that
(∇uhN ,∇v) = ( f (u
h
N), v) + (PNW˙
Q, v), ∀ v ∈ Vh. (24)
In order to estimate the error uN − u
h
N
, we need the Rietz projection operator Rh :
H
1
0
(D)→ Vh defined by
(∇Rhw,∇v) = (∇w,∇v), ∀ v ∈ Vh, w ∈ H
1
0(D). (25)
It is well-known that (see e.g. [13])
‖w − Rhw‖ ≤ Ch
r+1‖w‖Hr+1 , ∀ w ∈ H
1
0 ∩H
r+1. (26)
Theorem 3.1. Let p ≥ 1 and Assumptions 2.1 and 2.2 hold, and uN and u
h
N
be the
solutions of Eq. (12) and Eq. (24), respectively. Then there exists a constant C such
that
(
E
[
‖uN − u
h
N‖
p
]) 1
p
≤ Ch2λ
2−β
2
N
(
1 + ‖A
β−2
2 ‖L0
2
)
. (27)
Assume furthermore that f has bounded derivatives up to order r − 1 for some r ≥ 2,
with its first derivative being bounded by γ. Then
(
E
[
‖uN − u
h
N‖
p
]) 1
p
≤ Chr+1λ
r+1−β
2
N
(
1 + ‖A
β−2
2 ‖L0
2
)
. (28)
Proof: It follows from (23), Eq. (24) and (25) that
(∇(RhuN − u
h
N),∇(RhuN − u
h
N)) = ( f (uN) − f (u
h
N),RhuN − u
h
N). (29)
The Assumptions (7) and the average inequality a · b ≤
γ−‖ f ‖Lip
2‖ f ‖2
Lip
a2 +
‖ f ‖2
Lip
2(γ−‖ f ‖Lip)
b2 with
a = ‖uN − u
h
N
‖ and b = ‖uN − RhuN‖ yield
‖∇(RhuN − u
h
N)‖
2
= ( f (uN) − f (u
h
N),RhuN − uN) + ( f (uN) − f (u
h
N), uN − u
h
N)
≤
γ + ‖ f ‖Lip
2
‖uN − u
h
N‖
2
+
‖ f ‖2
Lip
2(γ − ‖ f ‖Lip)
‖RhuN − uN‖
2. (30)
Applying the projection theorem, Poincare´ inequality (8) and the standard estimation
(26) with r = 1, we have
‖uN − u
h
N‖ ≤ C‖uN − RhuN‖ ≤ Ch
2‖uN‖2, (31)
and thus (27) holds. By (26) and (18) in Theorem 2.2, we obtain (28). ✷
The next theorem state the main result of the paper, which is a direct consequence
of Theorem 2.2 and Theorem 3.1.
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Theorem 3.2. Let p ≥ 1 Assumptions 2.1 and 2.2 hold. Let u and uh
N
be the solutions
of SPDE (1) and Eq. (24), respectively. Then there exists a constant C such that
(
E
[
‖u − uhN‖
p
]) 1
p
≤ C
(
N−
β
d + h2N
2−β
d
) (
1 + ‖A
β−2
2 ‖L0
2
)
. (32)
In particular, if f has bounded derivatives up to order r− 1 for some r ≥ 2 with its first
derivative being less than γ, then
(
E
[
‖u − uhN‖
p
]) 1
p
≤ C
(
N−
β
d + hr+1N
r+1−β
d
) (
1 + ‖A
β−2
2 ‖L0
2
)
. (33)
Proof: The estimations (32)–(33) follows immediately from (19) in Theorem 2.2
and (27)–(28) in Theorem 3.1 as well as Weyl’s law (4). ✷
Remark 3.1. When h = O(N−
1
d ), we obtain the optimal convergence rate, independent
of the choice of r:
(
E
[
‖u − uhN‖
p
]) 1
p
≤ Chβ
(
1 + ‖A
β−2
2 ‖L0
2
)
, (34)
which coincides with the regularity established in Theorem 2.1.
We will see in the next subsection, in the power-law noises case, the finite element
approximations can be super-convergent, in the sense that the order of convergence
removes a usual infinitesimal factor appearing in the regularity of the solution.
3.2. Applications to Power-law Noises
In this subsection we apply the error estimate results to SPDEs driven by the power-
law noises, where the covariance operator Q is given by Q = Aρ, ρ ∈ R.
Theorem 3.3. Let p ≥ 1 and Assumption 2.1 hold. Then we have the following well-
posedness and error estimate results.
(i) The power-law noise driven SPDE (1) has a unique mild solution if and only if
ρ < 2 − d
2
. Moreover, u ∈ H2−
d
2
−ρ−ǫ a.s. for any positive ǫ in case the mild solution
exists.
(ii) If − d
2
< ρ < 2 − d
2
, then
(
E
[
‖u − uhN‖
p
]) 1
p
≤ C(N
ρ−2
d
+
1
2 + h2N
ρ
d
+
1
2 ). (35)
If, in addition, f has bounded derivatives up to order r − 1 for some r ≥ 2 with its first
derivative being less than γ, then
(
E
[
‖u − uhN‖
p
]) 1
p
≤ C(N
ρ−2
d
+
1
2 + hr+1N
ρ+r−1
d
+
1
2 ). (36)
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Proof: It suffices to verify that the conditions of Theorem 2.1, Theorem 2.2 and
Theorem 3.2 hold. Set Q = Aρ, we get, by Weyl’s law (4),
‖A
β−2
2 ‖2
L0
2
= ‖A
β−2+ρ
2 ‖2HS =
∞∑
k=1
λ
β−2+ρ
k
≍
∞∑
k=1
k
2(β−2+ρ)
d , (37)
The above series converges if and only if β < 2 − d
2
− ρ, which is the condition (9) in
Theorem 2.1. (i) then follows from Theorem 2.1.
ApplyingWeyl’s law (4), we deduce from (21) in Theorem 2.2 and (16) with α = 0
that
E
[
‖u − uhN‖
p
]
≤ E
[
‖EN‖
p]
=

∞∑
k=N+1
λ
ρ−2
k

p
2
≍ N(
ρ−2
d
+
1
2
)p.
Analogously, by (31) in Theorem 3.1 and (15) with α = 0,
E
[
‖u − uhN‖
p
]
≤ Ch2pE
[
‖uN‖
p
2
]
≤ Ch2p

N∑
k=1
λ
ρ
k

p
2
≍ h2p

N∑
k=1
k
2ρ
d

p
2
.
(35) then follows immediately from the elementary inequality
N∑
k=1
kδ ≍ Nδ+1, δ > −1.
The estimation (36) follows from similar arguments and (15) with α = r − 1.
Remark 3.2. Let h = N−
1
d . Then we have the optimal error estimate
(
E
[
‖u − uhN‖
p
]) 1
p
≤ Ch2−
d
2
−ρ.
In particular for white noise driven SPDE (1), i.e., ρ = 0, we have
(
E
[
‖u − uhN‖
p
]) 1
p
≤ Ch2−
d
2 . (38)
We can see from the above estimation that for d = 2, the convergence of our finite
element approximation for the white noise driven SPDE (1) is first order. This is in
comparison with the error estimate
(
E
[
‖u − uh‖
2
]) 1
2
≤ Ch1−ǫ ,
for the finite element approximation of the same problem with noise term approximated
by piecewise constants in space (see e.g. [5, 9]). Here ǫ is a small and positive number.
Thus our error estimate is an improvement. Moreover, for d = 1, the convergence order
of our method is 1.5, which improves the first order convergence results in [1, 6, 9].
Remark 3.3. Note that when O = Πd
i=1
[ai, bi], our result for the white noise case is
comparable to the one in [16].
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