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Abstract
In this paper, we consider a general class of two-time-scale Markov chains whose transition
rate matrix depends on a parameter λ > 0. We assume that some transition rates of the Markov
chain will tend to infinity as λ → ∞. We divide the state space of the Markov chain X into a
fast state space and a slow state space and define a reduced chain Y on the slow state space. Our
main result is that the distribution of the original chainX will converge in total variation distance
to that of the reduced chain Y uniformly in time t as λ→∞.
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Markov chains
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1 Introduction
In many areas of natural sciences, we often encounter systems that can be modeled by the
following coupled stochastic differential equation with two separate time scales:{
dXt = b1(Xt, Yt)dt+ σ1(Xt, Yt)dWt,
dYt = λ
2b2(Xt, Yt)dt+ λσ2(Xt, Yt)dWt,
(1.1)
where Xt ∈ Rk, Yt ∈ Rn−k, and λ > 0 is a parameter. When λ is very large, the components of
Xt are slow variables and the components of Yt are fast variables. Roughly speaking, if we focus on
the dynamics of the slow variables Xt, then the fast variables Yt can be averaged out. In this way,
we can reduce the original n-dimensional stochastic differential equation to a simpler k-dimensional
stochastic differential equation. This topic has been discussed thoroughly [1–4].
In the above problem, the phase space of the stochastic system is the Euclidean space. However,
in a number of problems arising in physics, chemistry, biology, and engineering [5–7], we frequently
encounter stochastic systems that can be modeled by continuous-time Markov chains with a discrete
state space whose state transitions have two separate time scales. Specifically, let X = {Xt : t ≥ 0}
be a continuous-time Markov chain with finite state space S in which some transition rates are
much larger than the other ones. Within this framework, the transition rates between states have two
separate time scales.
In order to study this type of two-time-scale Markov chains, engineers proposed the concept
of stiff Markov chains [8–11]. Roughly speaking, let α be a given threshold value. If a transition
rate of the Markov chain X is larger or smaller than α, then this rate is called a fast or slow rate,
respectively. The state space S of the Markov chain X can be further divided into a fast state space
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A and a slow state space B. Since the holding times of the fast states are much shorter than those of
the slow states, we have good reasons to believed that the original chain X on the state space S can
be reduced to a simpler Markov chain Y on the slow state spaceB. Although engineers have studied
the approximation algorithm for stiff Markov chains, they did not obtain any rigorous mathematical
results about the asymptotic behavior of stiff Markov chains since the choice of the threshold value
α is rather arbitrary.
In addition, Yin, Zhang, and coworkers [12–15] have done a systematic study on an important
class of two-time-scale Markov chains named as singularly perturbed Markov chains, and these
materials have been organized into a textbook recently [16]. In a singularly perturbed Markov chain
X , the transition rate matrix Q(λ) depends on a parameter λ > 0 in a linear way:
Q(λ) = λQ˜+ Q̂, (1.2)
where Q˜ and Q̂ are two transition rate matrices. When λ is very large, the transition rate matrix Q˜
governs the rapidly changing components and the transition rate matrix Q̂ governs the slowly chang-
ing ones. In the singularly perturbed literature, the authors used the analytic approach of matched
asymptotic expansions from singular perturbation theory to construct approximate sequences for the
distribution of the Markov chain X . The authors proved that the distribution of the Markov chain X
at time t will converge to the so-called zero-order outer expansion φ(t) as λ→∞ for any t > 0.
In some areas of natural sciences such as biochemistry and biophysics, we frequently encounter
chemical reaction systems that can be modeled by continuous-time Markov chains whose transition
rate matrix depends on a parameter λ > 0, which usually represents the concentration of a molecule
[5–7]. In these systems, however, the transition rate matrix Q(λ) in general does not depend on λ in
a linear way. Therefore, we need to study the asymptotic behavior of general two-time-scale Markov
chains that cannot be described by singularly perturbed Markov chains. Although this problem is
fundamental and important, there is still a lack of rigorous mathematical results about this problem.
The aim of this paper is to fill in this gap.
In this paper, we consider a general class of two-time-scale Markov chains whose transition rate
matrix Q(λ) depends on a parameter λ > 0. We assume that some transition rates of the Markov
chain X will tend to infinity as λ → ∞. Similar to the consideration in stiff Markov chains, we
divide the state space S into a fast state space A and a slow state space B. Moreover, we define
a reduced chain Y = {Yt : t ≥ 0} on the slow state space B. We then use a purely probabilistic
approach to prove that the distribution of the original chainX will converge in total variation distance
to that of the reduced chain Y uniformly in time t as λ→∞ (see Corollaries 1 and 2). Specifically,
if the initial distribution pi of the original chain X is concentrated on the low state space B, then we
prove that for any T > 0,
lim
λ→∞
sup
0≤t≤T
dTV (P
λ
pi (Xt ∈ ·), Ppi(Yt ∈ ·)) = 0, (1.3)
where P λpi denotes the probability measure under transition rate matrix Q(λ) and initial distribution
pi, and dTV represents the total variation distance. This result shows that if the initial distribution of
the original chain X is concentrated on the slow state space B, then the distributions of the original
chain X and the reduced chain Y will be close to each other over any finite time interval when λ
is sufficiently large. The readers may ask whether the above approximation theorem holds not only
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over any finite time interval, but also over the whole time axis. In general, the answer is false (see
Example 2). However, we prove a satisfying result that if the reduced chain Y is irreducible, then
the convergence is uniform over the whole time axis, that is,
lim
λ→∞
sup
t≥0
dTV (P
λ
pi (Xt ∈ ·), Ppi(Yt ∈ ·)) = 0. (1.4)
Moreover, we also study the asymptotic behavior of the Markov chain X under general initial
distributions and obtain the corresponding approximation theorems (see Theorems 5 and 6). If the
initial distribution of the original chain X is not concentrated on the slow state space B, we cannot
expect that the distributions of the original chain X and the reduced chain Y are close to each
other over the whole time axis. However, we prove that although the initial distribution may not be
concentrated on B, the distribution of the original chain X will be “almost” concentrated on B after
a very short time when λ is sufficiently large (see Theorem 4). Based on this fact, we prove that for
any h > 0, the distributions of the original chain X and the reduced chain Y are close to each other
after time h when λ is sufficiently large. Specifically, if the initial distribution pi of the original chain
X is not concentrated on the slow state space B, then we prove that for any 0 < h < T ,
lim
λ→∞
sup
h≤t≤T
dTV (P
λ
pi (Xt ∈ ·), Pγ(pi)(Yt ∈ ·)) = 0, (1.5)
where γ(pi) is a probability distribution concentrated on the slow state space B. If the reduced chain
Y is further assumed to be irreducible, then the above convergence can be strengthened as follows:
lim
λ→∞
sup
t≥h
dTV (P
λ
pi (Xt ∈ ·), Pγ(pi)(Yt ∈ ·)) = 0. (1.6)
At the end of this paper, we study the relationship between our work and the theory of singularly
perturbed Markov chains in great detail. We hope that the approximation theorems established in
this paper can give enlightenment to both theoretical analysis and numerical simulation of stochas-
tic systems modeled by two-time-scale Markov chains arising in physics, chemistry, biology, and
engineering.
2 Preliminaries
In this paper, we consider a continuous-time Markov chain X = {Xt : t ≥ 0} on the finite
state space S = {1, 2, · · · , |S|} with transition rate matrix Q(λ) = (qij(λ)) which depends on a
parameter λ > 0. The finiteness of the state space S is essential to establishing the main results
of this paper. For simplicity, we assume that the transition rate matrix Q(λ) is irreducible for each
λ > 0. We further assume that limλ→∞ qij(λ) is finite or limλ→∞ qij(λ) = ∞ for any pair of
states i 6= j. When λ is sufficiently large, this framework just describes a Markov chain whose state
transitions have two separate time scales. We shall study the limit behavior of the Markov chain X
as λ→∞.
Consistent with standard notations [17], we set qi(λ) = −qii(λ) =
∑
j 6=i qij(λ) and set qi =
limλ→∞ qi(λ). According to whether these qi are finite or infinity, we can classify the state space S
into two disjoint subsets.
Definition 1. Let qi = limλ→∞ qi(λ).
(1) If qi =∞, then i is called a fast state. The set of all fast states is denoted by A.
(2) If qi <∞, then i is called a slow state. The set of all slow states is denoted by B.
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Obviously, we have A ∩B = ∅ and A ∪B = S. If i is a fast state, then qi(λ) will be very large
when λ is sufficiently large. Recall that qi(λ) is the rate of the exponential holding time of state i.
This means that the holding times of state i will be very short when λ is sufficiently large. That is
why we name such a state i as a fast state. According to the above definition, limλ→∞ qij(λ) will be
finite for any state j if i is a slow state. In the following discussion, we always assume that the slow
state space B 6= ∅ and assume that qi > 0 for each i ∈ B.
Example 1. Figure 1 illustrates a Markov chain X for which two transitions rates depend on λ in a
linear way and other transition rates are independent of λ. This Markov chain, which is referred to as
the Monod-Wyman-Changeux allosteric model [18, 19], is important in biochemistry and biophysics
since it is widely used to model the conformational changes of receptors in living cells. According
to Definition 1, the fast state space is A = {1, 2} and the slow state space is B = {3, 4}.
1 2
3 4
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Figure 1. The Monod-Wyman-Changeux allosteric model.
By relabeling the state space S, we can always arrange matters so that A = {1, · · · , |A|} and
B = {|A| + 1, · · · , |S|}. From now on, we take for granted that we have done this. Thus the
transition rate matrix Q(λ) can be represented as a block matrix
Q(λ) =
(
QAA(λ) QAB(λ)
QBA(λ) QBB(λ)
)
. (2.1)
Let Q = limλ→∞Q(λ). The matrix Q can be also represented as a block matrix
Q =
(
QAA QAB
QBA QBB
)
. (2.2)
Note that some elements of the matrix Q may be∞ or −∞. According to the definition of the slow
state space B, the elements of both matrices QBA and QBB are all finite.
In order to study the limit behavior of the Markov chain X as λ → ∞, we need the help of the
jump chain [17], also called the imbedded chain. Let ξ = {ξn : n ≥ 0} be the jump chain of X with
transition probability matrix Ω(λ) = (ωij(λ)) where ωij(λ) = qij(λ)/qi(λ) for any pair of states
i 6= j, and ωii(λ) = 0 for any state i. We also represent Ω(λ) as a block matrix
Ω(λ) =
(
ΩAA(λ) ΩAB(λ)
ΩBA(λ) ΩBB(λ)
)
. (2.3)
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We further assume that limλ→∞ ωij(λ) exists for any pair of states i 6= j. Let Ω = limλ→∞Ω(λ).
We also represent Ω = (ωij) as a block matrix
Ω =
(
ΩAA ΩAB
ΩBA ΩBB
)
. (2.4)
Since Ω(λ) is a stochastic matrix for each λ > 0, Ω is also a stochastic matrix. Let η = {ηn : n ≥ 0}
be a discrete-time Markov chain with transition probability matrix Ω.
3 Reduction of the Markov chain over finite time intervals
In the following discussion, we shall study the limit behavior of the Markov chainX as λ→∞.
Let B be the slow state space. Let
TB = inf{n ≥ 0 : ηn ∈ B} (3.1)
be the first-passage time of B for the discrete-time Markov chain η.
Lemma 1. Assume that Pi(TB <∞) = 1 for any i ∈ A. Then the matrix I −ΩAA is invertible and
(I − ΩAA)−1 =
∞∑
n=0
ΩnAA. (3.2)
Proof. Note that ΩAA is a nonnegative matrix and the sum of the elements in each row of ΩAA is
less than or equal to 1. Since Pi(TB < ∞) = 1 for any i ∈ A, any subset of A is not a closed set
of the Markov chain η. By the Perron-Frobenius theorem, the absolute values of all eigenvalues of
ΩAA are less than 1. This shows that I − ΩAA is invertible and (I − ΩAA)−1 =
∑∞
n=0 Ω
n
AA.
Lemma 2. Assume that Pi(TB <∞) = 1 for any i ∈ A. Then the matrix
Γ = QBB +QBA(I − ΩAA)−1ΩAB (3.3)
is a transition rate matrix on the slow state space B.
Proof. Let Γ = (γij). By Lemma 1, I − ΩAA is invertible and (I − ΩAA)−1 =
∑∞
n=0(ΩAA)
n. Let
f
(n)
ij = [(ΩAA)
n]ij , (3.4)
where [M ]ij represents the element of the matrix M in the i-th row and the j-th column. It is easy
to see that f (n)ij ≥ 0. Thus for any i, j ∈ B and i 6= j,
γij = qij +
∞∑
n=0
∑
l,m∈A
qilf
(n)
lm ωmj ≥ 0. (3.5)
We still need to prove that the sum of elements in each row of Γ is 0. To this end, denote by 1 the
column vector whose elements are all 1. We only need to prove that Γ1 = 0. In fact,
Γ1 = QBB1 +QBA(I − ΩAA)−1ΩAB1
= QBB1 +QBA(I − ΩAA)−1(1− ΩAA1)
= QBB1 +QBA1 = 0.
(3.6)
This completes the proof of this lemma.
5
In the following discussion, we shall always assume that Pi(TB <∞) = 1 for any i ∈ A.
Definition 2. The Markov chain Y = {Yt : t ≥ 0} on the slow state space B with transition rate
matrix Γ = QBB +QBA(I − ΩAA)−1ΩAB is called the reduced chain.
Let Γ = (γij) be the transition rate matrix of the reduced chain Y . Consistent with standard
notations [17], we set γi = −γii. It is easy to see that
γi = qi −
∞∑
n=0
∑
l,m∈A
qilf
(n)
lm ωmi. (3.7)
The following inequalities are important for the estimation of exponential random variables.
Lemma 3. (1) For any x ≥ 0, we have e−x ≥ 1− x.
(2) For any complex number x satisfying |x| ≤ 1, we have |e−x − (1− x)| ≤ |x|2.
(3) For any x > 0, we have (1 + 1/x)x ≤ e.
(4) For any 0 ≤ x < 1, we have − log(1− x) ≥ x.
Proof. The proofs of (1), (3), and (4) are straightforward. The proof of (2) can be found in [20]. We
omit these proofs.
Lemma 4. For any t ≥ 0, h > 0, and i, j ∈ S,
|P λi (Xt+h = j)− P λi (Xt = j)| ≤ 1− e−qi(λ)h, (3.8)
where P λi denotes the probability measure under transition rate matrix Q(λ) and initial state i. Sim-
ilarly, for any t ≥ 0, h > 0, and i, j ∈ B,
|Pi(Yt+h = j)− Pi(Yt = j)| ≤ 1− e−γih. (3.9)
Proof. The proof of this lemma follows easily from the semigroup property of Markov chains. The
detailed proof of this lemma can be found in [17].
The following lemma plays a key role in obtaining the asymptotic behavior of the Markov chain
X . In order not to interrupt things, we defer the proof of this lemma to the final section of this paper.
For convenience, we define a constant M as
M = max
j∈B
qj + max
j∈B
γj + 1. (3.10)
Lemma 5. Assume that there exists η > 0, such that for any i, j ∈ B,
P λi (Xt = j)− Pi(Yt = j) ≥ −η. (3.11)
Then for any h < 1/M and  > 0, there exists λ(h, ) > 0, such that for any λ > λ(h, ) and
i, j ∈ B,
P λi (Xt+h = j)− Pi(Yt+h = j) ≥ −
(
(1 + |B|Mh)η + 4M2h2 + ) . (3.12)
We are now in a position to state the main result of this section.
Theorem 1. For any T > 0 and i, j ∈ B,
lim
λ→∞
sup
0≤t≤T
∣∣∣P λi (Xt = j)− Pi(Yt = j)∣∣∣ = 0. (3.13)
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Proof. In the following proof, we fix T > 0 and i, j ∈ B. For any 0 <  < 1 − 1/e, let h = /M .
By Lemma 3, we have
h ≤ − log(1− )
M
<
1
M
. (3.14)
When λ is sufficiently large, we have qi(λ) ≤M and γi ≤M . This implies that
1− e−qi(λ)h ≤ , 1− e−γih ≤ . (3.15)
For any 0 ≤ t ≤ T , let n = [t/h]. It is easy to see that 0 ≤ t− nh ≤ h. By Lemma 4, we have∣∣∣P λi (Xt = j)− P λi (Xnh = j)∣∣∣ ≤ 1− e−qi(λ)h ≤ ,
|Pi(Yt = j)− Pi(Ynh = j)| ≤ 1− e−γih ≤ .
(3.16)
Note that P λi (X0 = j)− Pi(Y0 = j) = δij − δij = 0. Taking η = 0 and t = 0 in Lemma 5, we see
that there exists λ() > 0, such that for any λ > λ(),
P λi (Xh = j)− Pi(Yh = j) ≥ −(4M2h2 + 2) = −52. (3.17)
Using Lemma 5 repeatedly, we see that for any λ > λ(),
P λi (Xnh = j)− Pi(Ynh = j) ≥ −
{
1 + (1 + |B|Mh) + · · ·+ (1 + |B|Mh)n−1} 52
= −(1 + |B|Mh)
n − 1
|B|Mh 5
2.
(3.18)
Since t ≤ T , we have n ≤ T/h. By Lemma 3, it follows that
(1 + |B|Mh)n − 1
|B|Mh 5
2 ≤ (1 + |B|Mh)
T
h − 1
|B|Mh 5
2 ≤ (1 + |B|Mh)
|B|MT
|B|Mh − 1
|B|Mh 5
2
≤ e
|B|MT
|B| 5
2 = M0,
(3.19)
where M0 = 5e|B|MT /|B| is a positive constant. Thus we have
P λi (Xnh = j)− Pi(Ynh = j) ≥ −M0. (3.20)
This implies that
P λi (Xnh = j) ≤ 1−
∑
k∈B
k 6=j
P λi (Xnh = k) ≤ 1−
∑
k∈B
k 6=j
(Pi(Ynh = k)−M0)
≤ Pi(Ynh = j) + |B|M0.
(3.21)
Thus we obtain that
|P λi (Xnh = j)− Pi(Ynh = j)| ≤ |B|M0. (3.22)
In view of (3.16) and (3.22), when λ is sufficiently large, for any 0 ≤ t ≤ T ,
|P λi (Xt = j)− Pi(Yt = j)|
≤ |P λi (Xt = j)− P λi (Xnh = j)|+ |P λi (Xnh = j)− Pi(Ynh = j)|
+|Pi(Ynh = j)− Pi(Yt = j)|
≤ + |B|M0+  = (|B|M0 + 2).
This implies the result of this theorem.
7
Definition 3. Let µ and ν be two probability measures on the state space S. Then the total variation
distance between µ and ν is defined as
dTV (µ, ν) =
1
2
∑
i∈S
|µi − νi|. (3.23)
It is straightforward to check that the set of all probability measures on S is a complete metric
space under the total variation distance. The following result is a direct corollary of Theorem 1.
Corollary 1. Let pi be a probability distribution concentrated on the slow state space B. Then for
any T > 0,
lim
λ→∞
sup
0≤t≤T
dTV (P
λ
pi (Xt ∈ ·), Ppi(Yt ∈ ·)) = 0. (3.24)
Proof. For any i ∈ B and j /∈ B,
|P λi (Xt = j)− Pi(Yt = j)| = P λi (Xt = j) ≤ 1−
∑
k∈B
P λi (Xt = k)
=
∑
k∈B
(Pi(Yt = k)− P λi (Xt = k)) ≤
∑
k∈B
|P λi (Xt = k)− Pi(Yt = k)|.
(3.25)
This shows that
sup
0≤t≤T
|P λi (Xt = j)− Pi(Yt = j)| ≤
∑
k∈B
sup
0≤t≤T
|P λi (Xt = k)− Pi(Yt = k)|. (3.26)
By Theorem 1, it is easy to that for any i ∈ B and j ∈ S,
lim
λ→∞
sup
0≤t≤T
|P λi (Xt = j)− Pi(Yt = j)| = 0. (3.27)
Moreover, we have
dTV (P
λ
pi (Xt ∈ ·), Ppi(Yt ∈ ·)) =
1
2
∑
j∈S
|P λpi (Xt = j)− Ppi(Yt = j)|
≤ 1
2
∑
i∈B
∑
j∈S
pii|P λi (Xt = j)− Pi(Yt = j)|.
(3.28)
Thus we obtain that
sup
0≤t≤T
dTV (P
λ
pi (Xt ∈ ·), Ppi(Yt ∈ ·)) ≤
1
2
∑
i∈B
∑
j∈S
pii sup
0≤t≤T
|P λi (Xt = j)− Pi(Yt = j)|. (3.29)
In view of (3.27) and (3.29), we obtain the result of this corollary.
The above corollary suggests that if the initial distribution of the original chainX is concentrated
on the slow state space B, then the distribution of the original chain X will be very closed to that of
the reduced chain Y over any finite time interval when λ is sufficiently large. One may ask whether
the fixed time T > 0 in Theorem 1 can be replaced by infinity, that is, whether for any i, j ∈ B,
lim
λ→∞
sup
t≥0
∣∣∣P λi (Xt = j)− Pi(Yt = j)∣∣∣ = 0. (3.30)
In general, the answer to this question is false. This phenomenon is quite similar to the continuous
dependence on the initial value of the solution to an ordinary differential equation, where we can
only prove that for any fixed time T > 0, the solutions up to time T are close to each other if the
initial values are close enough. The next example shows that (3.30) in general does not hold.
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Figure 2. A counterexample showing that the fixed time T in Theorem 1 in general cannot be replaced by∞.
Example 2. Consider the Markov chainX illustrated in Figure 2. According to Definition 1, the fast
state space is A = {1, 2} and the slow state space is B = {3, 4}. In order to calculate the transition
rate matrix of the reduced chain Y , we first need to obtain Q(λ) and Ω(λ). It is easy to see that
Q(λ) =

−(λ+ 1) 1 λ 0
1 −(λ+ 1) 0 λ
1 0 −( 1λ + 1) 1λ
0 1 1λ −( 1λ + 1)
 . (3.31)
and
Ω(λ) =

0 1λ+1
λ
λ+1 0
1
λ+1 0 0
λ
λ+1
λ
λ+1 0 0
1
λ+1
0 λλ+1
1
λ+1 0
 . (3.32)
Thus QBB = limλ→∞QBB(λ) = −I , QBA = limλ→∞QBA(λ) = I , ΩAA = limλ→∞ΩAA(λ) =
0, and ΩAB = limλ→∞ΩAB(λ) = I . Thus the transition rate matrix Γ of the reduced chain Y is
Γ = QBB +QBA(I − ΩAA)−1ΩAB = −I + I = 0. (3.33)
This shows that the reduced chain Y is a constant process. Particularly, we have P3(Yt = 4) = 0
for any t ≥ 0. On the other hand, it is easy to see that the invariant distribution µ(λ) of the original
chain X is
µ(λ) =
(
1
2(λ+ 1)
,
1
2(λ+ 1)
,
λ
2(λ+ 1)
,
λ
2(λ+ 1)
)
. (3.34)
By the convergence theorem of irreducible Markov chains, we have
lim
t→∞P
λ
3 (Xt = 4) = µ4(λ) =
λ
2(λ+ 1)
. (3.35)
Thus we obtain that
lim
λ→∞
lim
t→∞
∣∣∣P λ3 (Xt = 4)− P3(Yt = 4)∣∣∣ = 12 . (3.36)
If (3.30) holds, then we must have
lim
λ→∞
lim
t→∞
∣∣∣P λ3 (Xt = 4)− P3(Yt = 4)∣∣∣ = 0. (3.37)
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This shows that (3.30) is not satisfied in our current example. We can only prove that the distributions
of the original chain X and the reduced chain Y are close to each other over any finite time interval
when λ is sufficiently large, but we fail to conclude that their distributions are close to each other
over the whole time axis.
4 Reduction of the Markov chain over the whole time axis
In example 2, the reduced chain Y has more than one recurrent class. The fact that different
recurrent classes cannot communicate with each other results in the strange phenomenon that for
some i, j ∈ B,
lim
λ→∞
lim
t→∞
∣∣∣P λi (Xt = j)− Pi(Yt = j)∣∣∣ 6= 0. (4.1)
This then raises a natural question: if the reduced chain Y is irreducible, can we prove that for any
i, j ∈ B,
lim
λ→∞
sup
t≥0
∣∣∣P λi (Xt = j)− Pi(Yt = j)∣∣∣ = 0? (4.2)
Interestingly, the answer to this question is affirmative. To prove this fact, we first prove the following
theorem, which shows that if the reduced chain Y is irreducible, then the invariant distribution of the
original chain X will converge to that of the reduced chain Y as λ→∞.
Theorem 2. Assume that the reduced chain Y is irreducible. Let µ(λ) = (µA(λ), µB(λ)) be the
invariant distribution of the Markov chain X and let µB be the invariant distribution of the reduced
chain Y . Then limλ→∞ µB(λ) = µB and limλ→∞ µA(λ) = 0.
Proof. Let MA(λ) = diag(q1(λ), · · · , q|A|(λ)) be the diagonal matrix whose diagonal elements are
q1(λ), · · · , q|A|(λ), respectively. Note that qij(λ) = qi(λ)ωij(λ) for any i 6= j and qii(λ) = −qi(λ)
for any i ∈ S. Thus for any i, j ∈ S,
qij(λ) = qi(λ)(ωij(λ)− δij). (4.3)
This implies that
QAB(λ) = MA(λ)ΩAB(λ), QAA(λ) = −MA(λ)(I − ΩAA(λ)). (4.4)
Let Qc(λ) be the matrix obtained from Q(λ) by changing all elements in the rightmost column of
Q(λ) to 1. Then Qc(λ) can be represented as the block matrix
Qc(λ) =
(
QAA(λ) Q
c
AB(λ)
QBA(λ) Q
c
BB(λ)
)
, (4.5)
where QcAB(λ) and Q
c
BB(λ) are matrices obtained from QAB(λ) and QBB(λ) by changing all ele-
ments in the rightmost column of QAB(λ) and QBB(λ) to 1, respectively. Since the Markov chain
X is irreducible, the matrixQc(λ) is invertible. Note that µ(λ)Qc(λ) = (0, · · · , 0, 1). Thus we have
µ(λ) = (0, · · · , 0, 1)(Qc(λ))−1. (4.6)
By the formula of inversion of block matrices, we obtain that
µB(λ) = (0, · · · , 0, 1)(QcBB(λ)−QBA(λ)QAA(λ)−1QcAB(λ))−1. (4.7)
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Similarly, let Γc be the matrix obtained from Γ by changing all elements in the rightmost column of
Γ to 1. Since the reduced chain Y is assumed to be irreducible, the matrix Γc is invertible. Note that
µBΓ
c = (0, · · · , 0, 1). Thus we have
µB = (0, · · · , 0, 1)(Γc)−1. (4.8)
In order to prove that limλ→∞ µB(λ) = µB , it suffices to prove that
lim
λ→∞
QcBB(λ)−QBA(λ)QAA(λ)−1QcAB(λ) = Γc. (4.9)
To this end, we only need to prove the following two equalities:
lim
λ→∞
QBB(λ)−QBA(λ)QAA(λ)−1QAB(λ) = Γ,
lim
λ→∞
1−QBA(λ)QAA(λ)−11 = 1.
(4.10)
To prove the first equality, note that
lim
λ→∞
QBB(λ)−QBA(λ)QAA(λ)−1QAB(λ)
= lim
λ→∞
QBB(λ) +QBA(λ)(I − ΩAA(λ))−1MA(λ)−1MA(λ)ΩAB(λ)
= QBB +QBA(I − ΩAA)−1ΩAB = Γ.
(4.11)
To prove the second equality, note that limλ→∞MA(λ)−1 = 0. Thus we obtain that
lim
λ→∞
1−QBA(λ)QAA(λ)−11 = lim
λ→∞
1 +QBA(λ)(I − ΩAA(λ))−1MA(λ)−11 = 1. (4.12)
Therefore, we have proved that limλ→∞ µB(λ) = µB . Note that
lim
λ→∞
µA(λ)1 = lim
λ→∞
1− µB(λ)1 = 1− µB1 = 0. (4.13)
This implies that limλ→∞ µA(λ) = 0.
The next lemma will be proved in Section 5. We only state the result here.
Lemma 6. Let pi = (piA, piB) be a probability distribution on the state space S. Then for any h > 0
and j ∈ S,
lim
λ→∞
P λpi (Xh = j) = Pγ(pi)(Yh = j), (4.14)
where
γ(pi) = piB + piA(I − ΩAA)−1ΩAB (4.15)
is a probability distribution on the slow state space B.
Proof. This lemma is a direct corollary of Theorem 5 in Section 5.
Lemma 7. For any h > 0 and  > 0, when λ is sufficiently large,
sup
n≥1
sup
i∈S
P λi (Xnh ∈ A) ≤ . (4.16)
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Proof. By Lemma 6, it is easy to see that
lim
λ→∞
sup
i∈S
P λi (Xh ∈ A) = 0. (4.17)
Thus when λ is sufficiently large,
sup
i∈S
P λi (Xh ∈ A) ≤ . (4.18)
Thus for any n ≥ 1 and i ∈ S,
P λi (Xnh ∈ A) =
∑
j∈S
P λi (X(n−1)h = j)P
λ
j (Xh ∈ A) ≤ 
∑
j∈S
P λi (X(n−1)h = j) = . (4.19)
This completes the proof of this lemma.
Lemma 8. Assume that the reduced chain Y is irreducible. Let µ(λ) = (µ1(λ), · · · , µ|S|(λ)) be the
invariant distribution of the Markov chain X . Then for any h > 0 and  > 0, when λ is sufficiently
large, for any n ≥ 1 and i ∈ S,∑
j∈B
|P λi (X(n+1)h = j)− µj(λ)| ≤ (1− |B|γ(h))
∑
j∈B
|P λi (Xnh = j)− µj(λ)|+ , (4.20)
where
γ(h) =
1
2
min
i,j∈B
Pi(Yh = j) > 0. (4.21)
Proof. Since the reduced chain Y is irreducible, we have Pi(Yh = j) > 0 for any i, j ∈ B. This
shows that γ(h) > 0. By Lemma 6, for any j ∈ B,
lim
λ→∞
P λpi (Xh = j) =
∑
i∈B
λi(pi)Pi(Yh = j) ≥ min
i,j∈B
Pi(Yh = j). (4.22)
Thus we obtain that
lim
λ→∞
min
i∈S
j∈B
P λi (Xh = j) = min
i∈S
j∈B
lim
λ→∞
P λi (Xh = j) ≥ min
i,j∈B
Pi(Yh = j) > γ(h). (4.23)
Thus when λ is sufficiently large,
min
i∈S
j∈B
P λi (Xh = j) > γ(h). (4.24)
By Lemma 7, when λ is sufficiently large,
sup
n≥1
sup
i∈S
P λi (Xnh ∈ A) ≤

2
. (4.25)
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Combining (4.24) and (4.25), we see that for any n ≥ 1 and i ∈ S,∑
j∈B
|P λi (X(n+1)h = j)− µj(λ)| =
∑
j∈B
|P λi (X(n+1)h = j)− P λµ(λ)(X(n+1)h = j)|
=
∑
j∈B
|
∑
k∈S
P λi (Xnh = k)P
λ
k (Xh = j)−
∑
k∈S
P λµ(λ)(Xnh = k)P
λ
k (Xh = j)|
=
∑
j∈B
|
∑
k∈S
(P λi (Xnh = k)− P λµ(λ)(Xnh = k))(P λk (Xh = j)− γ(h))|
≤
∑
k∈S
∑
j∈B
|P λi (Xnh = k)− P λµ(λ)(Xnh = k)|(P λk (Xh = j)− γ(h))
=
∑
k∈S
|P λi (Xnh = k)− P λµ(λ)(Xnh = k)|(P λk (Xh ∈ B)− |B|γ(h))
≤ (1− |B|γ(h))
∑
k∈B
|P λi (Xnh = k)− P λµ(λ)(Xnh = k)|+
∑
k∈A
(P λi (Xnh = k) + P
λ
µ(λ)(Xnh = k))
= (1− |B|γ(h))
∑
j∈B
|P λi (Xnh = j)− µj(λ)|+ P λi (Xnh ∈ A) + P λµ(λ)(Xnh ∈ A)
≤ (1− |B|γ(h))
∑
j∈B
|P λi (Xnh = j)− µj(λ)|+ .
This completes the proof of this lemma.
Lemma 9. Assume that the reduced chain Y is irreducible. Let µ(λ) = (µ1(λ), · · · , µ|S|(λ)) be the
invariant distribution of the Markov chain X . Then for any h > 0 and  > 0, when λ is sufficiently
large, for any n ≥ 1 and i ∈ S,∑
j∈B
|P λi (Xnh = j)− µj(λ)| ≤ 2(1− |B|γ(h))n−1 + . (4.26)
Proof. Let ain =
∑
j∈B |P λi (Xnh = j)− µj(λ)|. By Lemma 8, for any h > 0 and  > 0, when λ is
sufficiently large, for any n ≥ 2 and i ∈ S,
ain ≤ (1− |B|γ(h))ain−1 + |B|γ(h). (4.27)
Using the above relation repeatedly, we obtain that
ain ≤ (1− |B|γ(h))n−1ai1 +
(
(1− |B|γ(h))n−2 + · · ·+ 1) |B|γ(h). (4.28)
Note that
ai1 ≤
∑
j∈B
(P λi (Xh = j) + µj(λ)) ≤ 2. (4.29)
Thus we obtain that
ain ≤ 2(1− |B|γ(h))n−1 +
1
|B|γ(h) |B|γ(h) = 2(1− |B|γ(h))
n−1 + . (4.30)
This shows that the lemma holds for n ≥ 2. For n = 1, it is easy to check that the lemma also
holds.
We are now in a position to state the main result of this section.
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Theorem 3. Assume that the reduced chain Y is irreducible. Then for any i, j ∈ B,
lim
λ→∞
sup
t≥0
∣∣∣P λi (Xt = j)− Pi(Yt = j)∣∣∣ = 0. (4.31)
Proof. In the following proof, we fix i, j ∈ B. For any 0 <  < 1, let h = /M . When λ is
sufficiently large, we have qi(λ)h ≤Mh =  ≤ − log(1− ). This shows that
1− e−qi(λ)h ≤ . (4.32)
Let
T0 =
(
log 
log(1− |B|γ(h)) + 1
)
h. (4.33)
Thus for any t ≥ T0,
t
h
≥ T0
h
=
log 
log(1− |B|γ(h)) + 1. (4.34)
Choose n ≥ 1 such that (n− 1)h ≤ t ≤ nh. Then we have
(1− |B|γ(h))n−1 ≤ . (4.35)
By Lemma 4 and Lemma 9, it follows that
|P λi (Xt = j)− µj(λ)| ≤ |P λi (Xt = j)− P λi (Xnh = j)|+ |P λi (Xnh = j)− µj(λ)|
≤ 1− eqi(λ)h + 2(1− |B|γ(h))n−1 +  ≤ 4.
(4.36)
Since the reduced chain Y is irreducible, Y has a unique invariant distribution µB = (µ|A|+1, · · · , µ|S|).
By the convergence theorem of irreducible Markov chains, we can choose T ≥ T0, such that for any
t ≥ T ,
|Pi(Yt = j)− µj | ≤ . (4.37)
By Theorem 2, when λ is sufficiently large,
|µj(λ)− µj | ≤ . (4.38)
Thus when λ is sufficiently large, for any t ≥ T ,
|P λi (Xt = j)− Pi(Yt = j)| ≤ |P λi (Xt = j)− µj(λ)|+ |µj(λ)− µj |+ |µj − Pi(Yt = j)|
≤ 4+ +  = 6.
(4.39)
By Theorem 1, when λ is sufficiently large, for any 0 ≤ t ≤ T ,
|P λi (Xt = j)− Pi(Yt = j)| ≤ . (4.40)
Combining (4.39) and (4.40), we complete the proof of this theorem.
The next result is a direct corollary of Theorem 3.
Corollary 2. Assume that the reduced chain Y is irreducible. Then for any probability distribution
pi concentrated on the slow state space B,
lim
λ→∞
sup
t≥0
dTV (P
λ
pi (Xt ∈ ·), Ppi(Yt ∈ ·)) = 0. (4.41)
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Proof. The proof of this corollary is totally the same as that of Corollary 1.
The above corollary shows that if the initial distribution of the original chain X is concentrated
on the slow state space B and if the reduced chain Y is irreducible, then the distribution of the
original chain X will be very close to that of the reduced chain Y over the whole time axis when λ
is sufficiently large.
The reader may ask when the reduced chain Y is irreducible. The following proposition gives a
simple sufficient condition for the reduced chain Y being irreducible.
Proposition 1. Assume that for any i, j ∈ B and i 6= j, there exists i0, i1, · · · , in ∈ B with i0 = i
and in = j such that qi0i1 · · · qin−1in > 0. Then the reduced chain Y is irreducible.
Proof. In view of (3.5), it follows that γij ≥ qij for any i, j ∈ B and i 6= j. Therefore, for any i, j ∈
B and i 6= j, there exists i0, i1, · · · , in ∈ B with i0 = i and in = j such that γi0i1 · · · γin−1in > 0.
This shows that the reduced chain Y is irreducible.
5 Reduction of the Markov chain under general initial distributions
We have seen that if the initial distribution of the original chain X is concentrated on the slow
state space B, then the distributions of the original chain X and the reduced chain Y are close to
each other when λ is sufficiently large. However, what is the case if the initial distribution of X is
not concentrated on B? In this section, we shall prove that, although the initial distribution may not
be concentrated on B, the distribution of X will be “almost” concentrated on B after a very short
time when λ is sufficiently large. This fact implies the main result of this section, which shows that
when the initial distribution is not concentrated on B, the distribution of the original chain X will be
very close to that of the reduced chain Y after an arbitrarily small time h > 0 when λ is sufficiently
large.
Let B be the slow state space. Let
τB = inf{t ≥ 0 : Xt ∈ B} (5.1)
be the first-passage time of B for the Markov chain X . In the previous discussion, we have defined
the first-passage time of B for the discrete-time Markov chain η as
TB = inf{n ≥ 0 : ηn ∈ B}. (5.2)
Recall that we always assume that Pi(TB <∞) = 1 for any i ∈ A.
Lemma 10. For any i ∈ A, we have
Pi(TB <∞) =
∞∑
n=0
∑
k∈A
∑
j∈B
f
(n)
ik ωkj . (5.3)
where f (n)ik = [(ΩAA)
n]ik.
15
Proof. For any i ∈ A, it is easy to see that
Pi(TB <∞) =
∞∑
n=0
Pi(η0, · · · , ηn ∈ A, ηn+1 ∈ B)
=
∞∑
n=0
∑
k∈A
∑
j∈B
Pi(η0, · · · , ηn ∈ A, ηn = k, ηn+1 = j)
=
∞∑
n=0
∑
k∈A
∑
j∈B
f
(n)
ik ωkj ,
(5.4)
where we have used the fact that Pi(η0, · · · , ηn ∈ A, ηn = k) = [(ΩAA)n]ik.
Lemma 11. Let pi be a probability distribution on the state space S. Then for any λ > 0 and  > 0,
there exists t(λ, ) > 0 such that limλ→∞ t(λ, ) = 0 and when λ is sufficiently large,
P λpi (τB ≤ t(λ, )) ≥ 1− . (5.5)
Proof. Let S1, S2, · · · be the holding times of the Markov chain X and let Jn =
∑n
i=1 Si. Then
J1, J2, · · · are the jump times of the Markov chain X . For any i ∈ A and t > 0,
P λi (τB ≤ t) =
∞∑
n=0
P λi (Jn+1 ≤ t, ξ1, · · · , ξn ∈ A, ξn+1 ∈ B)
=
∞∑
n=0
∑
k1,··· ,kn∈A
∑
j∈B
P λi (Jn+1 ≤ t, ξ1 = k1, · · · , ξn = kn, ξn+1 = j)
=
∞∑
n=0
∑
k1,··· ,kn∈A
∑
j∈B
P λi (Ei,k1,··· ,kn ≤ t)ωik1(λ) · · ·ωknj(λ),
(5.6)
whereEi,k1,··· ,kn is the sum of independent exponential random variables with parameters qi(λ), qk1(λ),
· · · , qkn(λ), respectively. Recall that we have assumed that Pi(TB < ∞) = 1 for any i ∈ A. By
Lemma 10, it follows that
∞∑
n=0
∑
k∈A
∑
j∈B
f
(n)
ik ωkj = 1. (5.7)
Thus we can choose a sufficiently large N , such that for any i ∈ A,
N∑
n=0
∑
k∈A
∑
j∈B
f
(n)
ik ωkj ≥ 1− . (5.8)
We further set
t(λ, ) = sup
0≤n≤N
i,k1,··· ,kn∈A
{
t > 0 : P λi (Ei,k1,··· ,kn ≤ t) = 1− 
}
. (5.9)
It is easy to see that t(λ, ) > 0. Since i, k1, · · · , kn ∈ A, by Slutsky’s theorem,Ei,k1,··· ,kn converges
in distribution to 0 as λ→∞. Thus for any h > 0, when λ is sufficiently large, for any 0 ≤ n ≤ N
and i, k1, · · · , kn ∈ A, we have P λi (Ei,k1,··· ,kn ≤ h) > 1− . By the definition of t(λ, ), it is easy
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to see that t(λ, ) ≤ h. This clearly shows that limλ→∞ t(λ, ) = 0. In view of (5.6), we obtain that
P λi (τB ≤ t(λ, )) ≥
N∑
n=0
∑
k1,··· ,kn∈A
∑
j∈B
P λi (Ei,k1,··· ,kn ≤ t(λ, ))ωik1(λ) · · ·ωknj(λ)
≥ (1− )
N∑
n=0
∑
k1,··· ,kn∈A
∑
j∈B
ωik1(λ) · · ·ωknj(λ)
= (1− )
N∑
n=0
∑
k∈A
∑
j∈B
f
(n)
ik (λ)ωkj(λ),
(5.10)
where f (n)ik (λ) = [(ΩAA(λ))
n]ik. In view of (5.8), when λ is sufficiently large, for any i ∈ A,
N∑
n=0
∑
k∈A
∑
j∈B
f
(n)
ik (λ)ωkj(λ) > 1− 2. (5.11)
Thus we have
P λi (τB ≤ t(λ, )) ≥ (1− )(1− 2) ≥ 1− 3. (5.12)
Since the above equation holds for any i ∈ A, we finally obtain that
P λpi (τB ≤ t(λ, )) = P λpi (τB = 0) + P λpi (0 < τB ≤ t(λ, ))
=
∑
i∈B
pii +
∑
i∈A
piiP
λ
i (τB ≤ t(λ, )) ≥
∑
i∈B
pii +
∑
i∈A
pii(1− 3) ≥ 1− 3. (5.13)
This implies the result of this lemma.
The following theorem, which is interesting in its own right, is a preparation theorem for the
main result of this section.
Theorem 4. Let pi be a probability distribution on the state space S. Then for any λ > 0 and  > 0,
there exists t(λ, ) > 0 such that limλ→∞ t(λ, ) = 0 and when λ is sufficiently large,
dTV (P
λ
pi (Xt(λ,) ∈ ·), P λpi (XτB ∈ ·)) ≤ . (5.14)
Proof. Choose t(λ, ) as in Lemma 11. Note that for any j ∈ B, Xt(λ,) = j implies τB ≤ t(λ, ).
Thus we obtain that
P λpi (Xt(λ,) = j) ≤ P λpi (Xt(λ,) = j, τB ≤ t(λ, ))
=
∑
k∈B
P λpi (XτB = k,Xt(λ,) = j, τB ≤ t(λ, ))
≤
∑
k∈B
k 6=j
P λpi (XτB = k,XτB∨t(λ,) = j) + P
λ
pi (XτB = j).
(5.15)
By the strong Markov property, for any k ∈ B and k 6= j,
P λpi (XτB = k,XτB∨t(λ,) = j) = P
λ
pi (XτB = k)P
λ
k (XτB∨t(λ,)−τB = j)
≤ P λk (XτB∨t(λ,)−τB = j) ≤ P λk (Ek ≤ τB ∨ t(λ, )− τB)
≤ P λk (Ek ≤ t(λ, )) = 1− e−qk(λ)t(λ,),
(5.16)
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where Ek is an exponential random variable with parameter qk(λ). Since k ∈ B, by Lemma 11, we
have qk(λ)t(λ, )→ 0 as λ→∞. Thus when λ is sufficiently large, for any k ∈ B,
1− e−qk(λ)t(λ,) ≤ . (5.17)
Thus we have
P λpi (XτB = k,XτB∨t(λ,) = j) ≤ . (5.18)
In view of (5.15), we obtain that
P λpi (Xt(λ,) = j) ≤ P λpi (XτB = j) + |B|. (5.19)
By Lemma 11, when λ is sufficiently large, we have P λpi (τB < t(λ, )) ≥ 1− . Thus we have
P λpi (XτB = j) ≤ P λpi (XτB = j, τB < t(λ, )) + 
≤ P λpi (Xt(λ,) = j) + P λpi (XτB = j,Xt(λ,) 6= j, τB < t(λ, )) + 
≤ P λpi (Xt(λ,) = j) + P λpi (XτB = j,XτB∨t(λ,) 6= j) + .
(5.20)
Using the strong Markov property again, we obtain that
P λpi (XτB = j,XτB∨t(λ,) 6= j) = P λpi (XτB = j)P λj (XτB∨t(λ,)−τB 6= j)
≤ P λj (XτB∨t(λ,)−τB 6= j) ≤ P λj (Ej ≤ τB ∨ t(λ, )− τB)
≤ P λj (Ej ≤ t(λ, )) = 1− e−qj(λ)t(λ,) ≤ .
(5.21)
In view of (5.20), it follows that
P λpi (XτB = j) ≤ P λpi (Xt(λ,) = j) + 2. (5.22)
Combining (5.19) and (5.22), we obtain that
|P λpi (Xt(λ,) = j)− P λpi (XτB = j)| ≤ (|B|+ 2). (5.23)
Thus we have ∑
j∈B
|P λpi (Xt(λ,) = j)− P λpi (XτB = j)| ≤ |B|(|B|+ 2). (5.24)
In addition, we have∑
j∈A
|P λpi (Xt(λ,) = j)− P λpi (XτB = j)| =
∑
j∈A
P λpi (Xt(λ,) = j)
= 1−
∑
j∈B
P λpi (Xt(λ,) = j) ≤ 1−
∑
j∈B
(P λpi (XτB = j)− 2) = 2|B|.
(5.25)
Thus when λ is sufficiently large,∑
j∈S
|P λpi (Xt(λ,) = j)− P λpi (XτB = j)| ≤ |B|(|B|+ 4). (5.26)
This implies the result of this theorem.
Definition 4. P λpi (XτB ∈ ·) is called the first-passage distribution of B for the Markov chain X .
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The above theorem shows that when λ is sufficiently large, given an arbitrarily small error  > 0,
we can always find a small deterministic time t(λ, ) > 0, such that the distribution of the Markov
chain X at time t(λ, ) is close to the first-passage distribution of B with an admissible error less
than . This clearly shows that when λ is sufficiently large, the distribution of the Markov chain X
will be almost concentrated on the slow state space B within a very short time. The first-passage
distribution of B can be calculated explicitly, as shown in the following lemma.
Lemma 12. Let pi = (piA, piB) be a probability distribution on the state space S. Then
P λpi (XτB ∈ ·) = piB + piA(I − ΩAA(λ))−1ΩAB(λ). (5.27)
Proof. For any j ∈ B,
P λpi (XτB = j) = pij +
∑
i∈A
piiP
λ
i (XτB = j)
= pij +
∑
i∈A
pii
∞∑
n=0
∑
k∈A
P λi (ξ1, · · · , ξn ∈ A, ξn = k, ξn+1 = j)
= pij +
∑
i∈A
pii
∞∑
n=0
∑
k∈A
[ΩAA(λ)
n]ikωkj(λ)
= pij +
∑
i,k∈A
pii[(I − ΩAA(λ))−1]ikωkj(λ).
(5.28)
This implies the result of this lemma.
The above lemma shows that as λ→∞, the first-passage distribution ofB for the Markov chain
X will converge to the probability distribution
γ(pi) = piB + piA(I − ΩAA)−1ΩAB. (5.29)
The next result is a direct corollary of Theorem 4 and Lemma 12.
Corollary 3. Let pi = (piA, piB) be a probability distribution on the state space S and let γ(pi) =
piB + piA(I − ΩAA)−1ΩAB . Then for any λ > 0 and  > 0, there exists t(λ, ) > 0 such that
limλ→∞ t(λ, ) = 0 and when λ is sufficiently large,
dTV (P
λ
pi (Xt(λ,) ∈ ·), γ(pi)) ≤ . (5.30)
Proof. By Theorem 4, for any λ > 0 and  > 0, we can choose t(λ, ) > 0 such that limλ→∞ t(λ, ) =
0 and when λ is sufficiently large,
dTV (P
λ
pi (Xt(λ,) ∈ ·), piB + piA(I − ΩAA(λ))−1ΩAB(λ)) ≤ . (5.31)
Note that when λ is sufficiently large,
dTV (piB + piA(I − ΩAA(λ))−1ΩAB(λ), γ(pi)) ≤ . (5.32)
The rest of the proof follows from the triangle inequality of the total variation distance.
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When the initial distribution of the original chain X is not concentrated on the slow state space
B, we cannot expect that the distributions of the original chain X and the reduced chain Y are close
to each other over the whole time axis when λ is sufficiently large. However, we can prove that for
any h > 0, the distributions of the original chain X and the reduced chain Y are close to each other
after time h when λ is sufficiently large.
Theorem 5. Let pi be a probability distribution on the state space S and let γ(pi) = piB + piA(I −
ΩAA)
−1ΩAB . Then for any 0 < h < T ,
lim
λ→∞
sup
h≤t≤T
dTV (P
λ
pi (Xt ∈ ·), Pγ(pi)(Yt ∈ ·)) = 0. (5.33)
Proof. We only need to prove that for any j ∈ B,
lim
λ→∞
sup
h≤t≤T
|P λpi (Xt = j)− Pγ(pi)(Yt = j)| = 0. (5.34)
By Corollary 3, for any λ > 0 and  > 0, we can choose t(λ, ) > 0 such that limλ→∞ t(λ, ) = 0
and when λ is sufficiently large,
dTV (P
λ
pi (Xt(λ,) ∈ ·), γ(pi)) ≤ . (5.35)
Thus when λ is sufficiently large, we have 0 < t(λ, ) < h. Thus for any h ≤ t ≤ T ,
|P λpi (Xt = j)− Pγ(pi)(Yt = j)|
= |
∑
k∈S
P λpi (Xt(λ,) = k)P
λ
k (Xt−t(λ,) = j)− Pγ(pi)(Yt = j)|
≤
∑
k∈A
P λpi (Xt(λ,) = k) + |
∑
k∈B
P λpi (Xt(λ,) = k)P
λ
k (Xt−t(λ,) = j)− Pγ(pi)(Yt = j)|
≤
∑
k∈A
P λpi (Xt(λ,) = k) + |
∑
k∈B
(P λpi (Xt(λ,) = k)− γk(pi))P λk (Xt−t(λ,) = j)|
+|
∑
k∈B
γk(pi)(P
λ
k (Xt−t(λ,) = j)− Pk(Yt = j))|
≤
∑
k∈S
|P λpi (Xt(λ,) = k)− γk(pi)|+ |
∑
k∈B
γk(pi)(P
λ
k (Xt−t(λ,) = j)− Pk(Yt−t(λ,) = j))|
+|
∑
k∈B
γk(pi)(Pk(Yt−t(λ,) = j)− Pk(Yt = j))|.
In view of (5.35), we have∑
k∈S
|P λpi (Xt(λ,) = k)− γk(pi)| = 2dTV (P λpi (Xt(λ,) ∈ ·), γ(pi)) ≤ 2. (5.36)
By Theorem 1, when λ is sufficiently large, for any k ∈ B,
|P λk (Xt−t(λ,) = j)− Pk(Yt−t(λ,) = j)| ≤ . (5.37)
Combining (5.36) and (5.37) and using Lemma 4, we obtain that
|P λpi (Xt = j)− Pγ(pi)(Yt = j)| ≤ 2+ +
∑
k∈B
γk(pi)|Pk(Yt−t(λ,) = j)− Pk(Yt = j)|
≤ 3+
∑
k∈B
γk(pi)(1− e−γkt(λ,)).
(5.38)
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Note that
lim
λ→∞
∑
k∈B
γk(pi)(1− e−γkt(λ,)) = 0. (5.39)
Thus when λ is sufficiently large, ∑
k∈B
γk(pi)(1− e−γkt(λ,)) ≤ . (5.40)
Thus when λ is sufficiently large, for any h ≤ t ≤ T ,
|P λpi (Xt = j)− Pγ(pi)(Yt = j)| ≤ 4. (5.41)
This implies the result of this theorem.
If we further assume that the reduced chain Y is irreducible, then the conclusion of Theorem 5
can be strengthened, as shown in the following theorem.
Theorem 6. Assume that the reduced chain Y is irreducible. Let pi be a probability distribution on
the state space S and let γ(pi) = piB + piA(I − ΩAA)−1ΩAB . Then for any h > 0,
lim
λ→∞
sup
t≥h
dTV (P
λ
pi (Xt ∈ ·), Pγ(pi)(Yt ∈ ·)) = 0. (5.42)
Proof. The proof of this theorem is totally the same as that of Theorem 5.
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Figure 3. Illustration of the main results of this paper.
Example 3. Consider the three-state Markov chainX illustrated in Figure 3(a) for which two transi-
tion rates depend on λ in a linear way and other transition rates are independent of λ. The transition
rate matrix of the Markov chain X is given by
Q(λ) =
−(a12 + a13) a12 a13a21 −(a21 + a23) a23
a31λ a32λ −(a31 + a32)λ
 . (5.43)
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According to Definition 1, the fast state space is A = {3} and the slow state space is B = {1, 2}. It
is easy to verify that the transition rate matrix Γ of the reduced chain Y is
Γ =
(
−(a12 + a13a32a31+a32 ) a12 + a13a32a31+a32
a21 +
a23a31
a31+a32
−(a21 + a23a31a31+a32 )
)
. (5.44)
We shall now provide a visualized explanation of the main results of this paper. In the following
discussion, we choose a12 = 3, a13 = 6, a21 = 1, a23 = 1, a31 = 4, a32 = 2, and λ = 10. With
these parameters, the state transitions of the Markov chain X have two separated time scales.
We first assume that the initial state of X is state 2. In this case, the initial distribution of X is
concentrated on the slow state space B. By Theorem 3, the two transition probabilities, P λ2 (Xt = 1)
and P2(Yt = 1), should be close to each other over the whole time axis. This fact is illustrated in
Figure 3(b), where the blue and red lines represent the graphs of P λ2 (Xt = 1) and P2(Yt = 1) as
functions of time t, respectively.
We next assume that the initial state of X is state 3. In this case, the initial distribution of X is
no longer concentrated on the slow state space B. By Theorem 6, the two transition probabilities,
P λ3 (Xt = 1) and P3(Yt = 1), should be close to each other after a very short time. This fact is
illustrated in Figure 3(c), where the blue and red lines represent the graphs of P λ3 (Xt = 1) and
P3(Yt = 1) as functions of time t, respectively.
6 Relationship with the theory of singularly perturbed Markov chains
In the previous literature, the asymptotic behavior of two-time-scales Markov chains is usually
studied based on the model of singularly perturbed Markov chains. Yin, Zhang, and coworkers [12–
15] have done a systematic study on the asymptotic behavior of singularly perturbed Markov chains
using the approach of matched asymptotic expansions from singular perturbation theory, and these
results have been organized into a textbook recently [16].
In this section, we shall discuss the relationship between our work and the theory of singularly
perturbed Markov chains in detail. A continuous-time Markov chain X is called a singularly per-
turbed Markov chain with weak and strong interactions if its transition rate matrix Q(λ) = (qij(λ))
depends on a parameter λ > 0 in a linear way:
Q(λ) = λQ˜+ Q̂, (6.1)
where Q˜ and Q̂ are two transition rate matrices. When λ is very large, the transition rate matrix
Q˜ governs the rapidly changing components and the transition rate matrix Q̂ governs the slowly
changing ones.
In this section, we assume that the singularly perturbed chain X satisfies the assumptions of this
paper. Let A be the fast state space and let B be the slow state space. For continence, we represent
Q˜ and Q̂ as block matrices
Q˜ =
(
Q˜AA Q˜AB
Q˜BA Q˜BB
)
, Q̂ =
(
Q̂AA Q̂AB
Q̂BA Q̂BB
)
. (6.2)
In addition, we set q˜i = −q˜ii and q̂i = −q̂ii. The next proposition follows immediately.
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Proposition 2. Let i be a state. Then i is a slow state if and only if i is an absorbing state of the
transition rate matrix Q˜.
Proof. By Definition 1, i is a slow state if and only if limλ→∞ qi(λ) <∞. Note that
qi(λ) = λq˜i + q̂i. (6.3)
This shows that i is a slow state if and only if q˜i = 0, that is, i is an absorbing state of the transition
rate matrix Q˜.
To proceed, let
MA(λ) = diag(q1(λ), · · · , q|A|(λ)) = diag(λq˜1 + q̂1, · · · , λq˜|A| + q̂|A|). (6.4)
In view of (4.4), we have
ΩAB(λ) = M
−1
A (λ)(λQ˜AB + Q̂AB),
I − ΩAA(λ) = −M−1A (λ)(λQ˜AA + Q̂AA).
(6.5)
These two equations imply that
ΩAB = M˜
−1
A Q˜AB, I − ΩAA = −M˜−1A Q˜AA, (6.6)
where M˜A = diag(q˜1, · · · , q˜|A|). The next proposition follows from the above equations.
Proposition 3. Let i be a state. Then i is a fast state if and only if i is a transient state of the transition
rate matrix Q˜.
Proof. Let i be a fast state. Assume that i is a recurrent state of the transition rate matrix Q˜. Let C
be the recurrent class of Q˜ including i. It is easy to set that C is a subset of the fast state spaceA. We
arrange matters so that C = {1, · · · , |C|}. Let Q˜CC and ΩCC be the matrices obtained from Q˜AA
and ΩAA by retaining the rows and columns corresponding to the states in C, respectively. Since C
is a recurrent class of Q˜, we have Q˜CC1 = 0. In view of (6.6), we have
ΩCC = I + M˜
−1
C Q˜CC , (6.7)
where M˜C = diag(q˜1, · · · , q˜|C|). As a result, we have ΩCC1 = 1. This implies that C is a recurrent
class of the discrete-time Markov chain η. Thus we have Pi(TB < ∞) = 0, which contradicts our
assumption. This shows that i must be a transient state of the transition rate matrix Q˜.
Remark 1. By Lemmas 2 and 3, the states in the slow state space B are absorbing states of the
transition rate matrix Q˜ and the states in the fast state space A are transient states of the transition
rate matrix Q˜. Under the assumptions of this paper, the transition rate matrix Q˜ cannot have a
recurrent class with two or more states. Therefore, the framework of this paper generalizes the
model of singularly perturbed Markov chains whose Q˜ has only absorbing and transient states.
In view of (6.6), the transition rate matrix Γ of the reduced chain Y has the form of
Γ = QBB +QBA(I − ΩAA)ΩAB = Q̂BB + Q̂BAQ˜−1AAQ˜AB. (6.8)
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Let pi = (piA, piB) be a probability distribution on the state space S. Owing to (5.29), as λ→∞, the
first-passage distribution of B for the Markov chain X will converge to the probability distribution
γ(pi) = piB + piA(I − ΩAA)−1ΩAB = piB + piAQ˜−1AAQ˜AB. (6.9)
Applying the results of this paper to singularly perturbed Markov chains, we obtain the following
two theorems.
Theorem 7. Let pi be a probability distribution concentrated on the slow state space B. Then for
any T > 0,
lim
λ→∞
sup
0≤t≤T
dTV (P
λ
pi (Xt ∈ ·), Ppi(Yt ∈ ·)) = 0. (6.10)
If the reduced chain Y is irreducible, then
lim
λ→∞
sup
t≥0
dTV (P
λ
pi (Xt ∈ ·), Ppi(Yt ∈ ·)) = 0. (6.11)
Theorem 8. Let pi be a probability distribution on the state space S. Then for any 0 < h < T ,
lim
λ→∞
sup
h≤t≤T
dTV (P
λ
pi (Xt ∈ ·), Pγ(pi)(Yt ∈ ·)) = 0. (6.12)
If the reduced chain Y is irreducible, then for any h > 0,
lim
λ→∞
sup
t≥h
dTV (P
λ
pi (Xt ∈ ·), Pγ(pi)(Yt ∈ ·)) = 0. (6.13)
In the following discussion, we shall demonstrate that the results of this paper are consistent with
the theory of singularly perturbed Markov chains. By the theory of singularly perturbed Markov
chains [16], if the transition rate matrix Q˜ has only absorbing states and transient states, then the
distribution of the Markov chain X at time t will converge to the zero-order outer expansion φ(t) =
(φA(t), φB(t)) as λ → ∞ for any t > 0. In view of (4.86) and (4.88) in [16], we have φA(t) = 0
and φB(t) is the solution to the following ordinary differential equation:{
φ˙B(t) = φB(t)(Q̂BB + Q̂BAQ˜
−1
AAQ˜AB) = φB(t)Γ
φB(0) = piB + piAQ˜
−1
AAQ˜AB = γ(pi).
(6.14)
Therefore, it is easy to see that
φB(t) = γ(pi)e
Γt, (6.15)
which is exactly the distribution of the reduced chain Y at time t under the initial distribution γ(pi).
Therefore, the theory of singularly perturbed Markov chains shows that for any t > 0,
lim
λ→∞
dTV (P
λ
pi (Xt ∈ ·), Pγ(pi)(Yt ∈ ·)) = 0, (6.16)
which is consistent with the results of this paper. In this paper, we prove stronger results about the
uniform convergence over finite time intervals and over the whole time axis.
At the end of this section, we make several remarks about the comparison between our work and
the theory of singularly perturbed Markov chains.
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Remark 2. In the theory of singularly perturbed Markov chains, the asymptotic behavior of the
Markov chain X is obtained using the approach of matched asymptotic expansions from singular
perturbation theory. This approach is purely analytic and the probabilistic meaning of the zero-order
outer expansion φ(t) is often not emphasized. In this paper, we use a purely probabilistic approach to
study the asymptotic behavior of the Markov chain X . We prove that the distribution of the original
chain X will converge to that of the reduced chain Y uniformly in time t as λ → ∞. The proof of
Lemma 5 explains why such convergence holds.
Remark 3. In the theory of singularly perturbed Markov chains, the initial value φ(0) of the zero-
order outer expansion is determined based on the so-called initial-value consistency condition (see
(4.53) in [16]). Therefore, the probabilistic meaning of the initial value φ(0) is not so clear. In this
paper, we make it clear that the initial value φ(0) is exactly the initial distribution of the reduced
chain Y , which the limit of the first-passage distribution of the slow state space B for the Markov
chain X as λ→∞ (see (5.29)).
Remark 4. In the theory of singularly perturbed Markov chains, the zero-order outer expansion φ(t)
acts as a good approximation for the distribution of the Markov chain X when t is bounded away
from 0. If we are concerned with the asymptotic behavior of the Markov chain X when t is in a
neighborhood of 0, an additional term called the initial-layer correction must be introduced. In this
paper, we demonstrate that if the initial distribution is not concentrated on the slow state space B,
then the converge of the original chain X to the reduced chain Y only holds when t is bounded away
from 0 (see Theorems 1 and 3). This is in accordance with the theory of singularly perturbed Markov
chains.
7 Detailed proofs
In this section, we shall give the proof of Lemma 5.
Proof of Lemma 5. By the definition of the transition rate matrix Γ, we have
γkj = qkj +
∞∑
n=0
∑
l,m∈A
qklf
(n)
lm ωmj , γj = qj −
∞∑
n=0
∑
l,m∈A
qjlf
(n)
lm ωmj . (7.1)
Thus for any  > 0, we can choose a sufficiently large N , such that for any k, j ∈ B,∣∣∣∣∣∣γkj −
qkj + N−2∑
n=0
∑
l,m∈A
qklf
(n)
lm ωmj
∣∣∣∣∣∣ < 2 ,∣∣∣∣∣∣γj −
qj − N−2∑
n=0
∑
l,m∈A
qjlf
(n)
lm ωmj
∣∣∣∣∣∣ < 2 .
(7.2)
Thus there exists λ1 > 0, such that for any λ > λ1,∣∣∣∣∣∣γkj −
qkj(λ) + N−2∑
n=0
∑
l,m∈A
qkl(λ)f
(n)
lm (λ)ωmj(λ)
∣∣∣∣∣∣ < ,∣∣∣∣∣∣γj −
qj(λ)− N−2∑
n=0
∑
l,m∈A
qjl(λ)f
(n)
lm (λ)ωmj(λ)
∣∣∣∣∣∣ < .
(7.3)
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Recall that the constant M is defined as
M = max
j∈B
qj + max
j∈B
γj + 1. (7.4)
Thus there exists λ2 > 0, such that for any λ > λ2 and j ∈ B, we have 1 < M , qj(λ) < M , and
γj < M . Thus for any h < 1/M , λ > λ2, and j ∈ B, we have
h < 1, qj(λ)h < 1, γjh < 1. (7.5)
Let S1, S2, · · · be the holding times of the Markov chain X and let Jn =
∑n
i=1 Si. Then J1, J2, · · ·
are the jump times of the Markov chain X . By the semigroup property, for any i, j ∈ B,
P λi (Xt+h = j) ≥
∑
k∈B
P λi (Xt = k)P
λ
k (Xh = j)
=
∞∑
n=0
∑
k∈B
P λi (Xt = k)P
λ
k (Xh = j, Jn ≤ h < Jn+1) = A1 +A2 +A3,
(7.6)
where
A1 =
∑
k∈B
P λi (Xt = k)P
λ
k (Xh = j, J1 > h),
A2 =
∑
k∈B
P λi (Xt = k)P
λ
k (Xh = j, J1 ≤ h < J2),
A3 =
∞∑
n=2
∑
k∈B
P λi (Xt = k)P
λ
k (Xh = j, Jn ≤ h < Jn+1).
(7.7)
In the following proof, we shall estimate A1, A2, and A3, respectively. By Lemma 3, we have
A1 = P
λ
i (Xt = j)P
λ
j (J1 > h) = P
λ
i (Xt = j)e
−qj(λ)h ≥ P λi (Xt = j)(1− qj(λ)h). (7.8)
Moreover, we have
A2 =
∑
k∈B
P λi (Xt = k)P
λ
k (ξ1 = j, J1 ≤ h < J2)
=
∑
k∈B
P λi (Xt = k)P
λ
k (Ek ≤ h < Ek + Ej)ωkj(λ)
≥
∑
k∈B
P λi (Xt = k)P
λ
k (Ek ≤ h)P λk (Ej > h)ωkj(λ)
=
∑
k∈B
P λi (Xt = k)(1− e−qk(λ)h)e−qj(λ)hωkj(λ).
(7.9)
where Ek and Ej are two independent exponential random variables with parameters qk(λ) and
qj(λ), respectively. By Lemma 3, for any λ > λ2 and j ∈ B,
e−qj(λ)h − (1− qj(λ)h) ≤ qj(λ)2h2 ≤M2h2. (7.10)
This implies that
1− e−qj(λ)h ≥ qj(λ)h−M2h2. (7.11)
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Thus we obtain that
A2 ≥
∑
k∈B
P λi (Xt = k)(qk(λ)h−M2h2)(1− qj(λ)h)ωkj(λ)
≥
∑
k∈B
P λi (Xt = k)(qk(λ)h−M2h2 − qk(λ)qj(λ)h2)ωkj(λ)
≥
∑
k∈B
P λi (Xt = k)(qk(λ)h− 2M2h2)ωkj(λ).
(7.12)
Note that for any n ≥ 2 and k ∈ B,
P λk (Xh = j, Jn ≤ h < Jn+1) = P λk (ξn = j, Jn ≤ h < Jn+1)
≥
∑
k1,··· ,kn−1∈A
P λk (ξ1 = k1, · · · , ξn−1 = kn−1, ξn = j, Jn ≤ h < Jn+1)
=
∑
k1,··· ,kn−1∈A
P λk (Ek,k1,··· ,kn−1 ≤ h < Ek,k1,··· ,kn−1 + Ej)ωkk1(λ) · · ·ωkn−1j(λ)
≥
∑
k1,··· ,kn−1∈A
P λk (Ek,k1,··· ,kn−1 ≤ h)P λk (Ej > h)ωkk1(λ) · · ·ωkn−1j(λ)
=
∑
k1,··· ,kn−1∈A
P λk (Ek,k1,··· ,kn−1 ≤ h)e−qj(λ)hωkk1(λ) · · ·ωkn−1j(λ),
(7.13)
where Ek,k1,··· ,kn−1 is the sum of independent exponential random variables with parameters qk(λ),
qk1(λ), · · · , qkn−1(λ), respectively, and Ej is an exponential random variable with parameter qj(λ)
which is independent of Ek,k1,··· ,kn−1 . Since k ∈ B and k1, · · · , kn−1 ∈ A, by Slutsky’s theorem,
both Ek and Ek,k1,··· ,kn−1 will converge in distribution to an exponential random variable with pa-
rameter qk as λ → ∞. Thus there exists λ3 > 0, such that for any λ > λ3, n ≤ N , k ∈ B, and
k1, · · · , kn−1 ∈ A, ∣∣∣P λk (Ek,k1,··· ,kn−1 ≤ h)− P λk (Ek ≤ h)∣∣∣ ≤ . (7.14)
In view of (7.11) and (7.13), it follows that
A3 ≥
N∑
n=2
∑
k∈B
P λi (Xt = k)P
λ
k (Xh = j, Jn ≤ h < Jn+1)
≥
N∑
n=2
∑
k1,··· ,kn−1∈A
∑
k∈B
P λi (Xt = k)(P
λ
k (Ek ≤ h)− )(1− qj(λ)h)ωkk1(λ) · · ·ωkn−1j(λ)
=
N∑
n=2
∑
l,m∈A
∑
k∈B
P λi (Xt = k)(1− e−qk(λ)h − )(1− qj(λ)h)ωkl(λ)f (n−2)lm (λ)ωmj(λ)
≥
N∑
n=2
∑
l,m∈A
∑
k∈B
P λi (Xt = k)(qk(λ)h−M2h2 − )(1− qj(λ)h)ωkl(λ)f (n−2)lm (λ)ωmj(λ)
≥
N∑
n=2
∑
l,m∈A
∑
k∈B
P λi (Xt = k)(qk(λ)h− 2M2h2 − )ωkl(λ)f (n−2)lm (λ)ωmj(λ).
(7.15)
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Combining (7.8), (7.12), and (7.15), we obtain that
P λi (Xt+h = j)
≥ P λi (Xt = j)(1− qj(λ)h) +
∑
k∈B
P λi (Xt = k)(qk(λ)h− 2M2h2 − )ωkj(λ)
+
∑
k∈B
P λi (Xt = k)
N∑
n=2
∑
l,m∈A
(qk(λ)h− 2M2h2 − )ωkl(λ)f (n−2)lm (λ)ωmj(λ)
= P λi (Xt = j)
1− qj(λ)h+ N∑
n=2
∑
l,m∈A
qjl(λ)f
(n−2)
lm (λ)ωmj(λ)h

+
∑
k∈B
k 6=j
P λi (Xt = k)
qkj(λ)h+ N∑
n=2
∑
l,m∈A
qkl(λ)f
(n−2)
lm (λ)ωmj(λ)h

−(2M2h2 + )
∑
k∈B
P λi (Xt = k)
ωkj(λ) + N∑
n=2
∑
l,m∈A
ωkl(λ)f
(n−2)
lm (λ)ωmj(λ)
 .
By the recurrence of the Markov chain X , we have
∑
k∈B
P λi (Xt = k)
ωkj(λ) + N∑
n=2
∑
l,m∈A
ωkl(λ)f
(n−2)
lm (λ)ωmj(λ)

≤
∑
k∈B
P λi (Xt = k)P
λ
k
( ∞⋃
n=1
{ξn = j}
)
≤
∑
k∈B
P λi (Xt = k) ≤ 1.
(7.16)
Thus we obtain that
P λi (Xt+h = j)
≥ P λi (Xt = j)
1−
qj(λ)− N−2∑
n=0
∑
l,m∈A
qjl(λ)f
(n)
lm (λ)ωmj(λ)
h
 (7.17)
+
∑
k∈B
k 6=j
P λi (Xt = k)
qkj(λ) + N−2∑
n=0
∑
l,m∈A
qkl(λ)f
(n)
lm (λ)ωmj(λ)
h− (2M2h2 + ).
In view of (7.3) and (7.17), for any λ > max{λ1, λ2, λ3},
P λi (Xt+h = j)
≥ P λi (Xt = j)(1− γjh− h) +
∑
k∈B
k 6=j
P λi (Xt = k)(γkjh− h)− (2M2h2 + ) (7.18)
≥ P λi (Xt = j)(1− γjh) +
∑
k∈B
k 6=j
P λi (Xt = k)γkjh− 2(M2h2 + ).
On the other hand, by the semigroup property, we have
Pi(Yt+h = j) =
∑
k∈B
Pi(Yt = k)Pk(Yh = j)
=
∑
k∈B
Pi(Yt = k)Pk(Yh = j, J1 > h) +
∑
k∈B
Pi(Yt = k)Pk(Yh = j, J1 ≤ h < J2)
+
∑
k∈B
Pi(Yt = k)Pk(Yh = j, J2 ≤ h).
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By Lemma 3, for any λ > λ2 and j ∈ B,
e−γjh − (1− γjh) ≤ γ2j h2 ≤M2h2. (7.19)
This implies that
e−γjh ≤ 1− γjh+M2h2. (7.20)
Thus we obtain that∑
k∈B
Pi(Yt = k)Pk(Yh = j, J1 > h) = Pi(Yt = j)Pj(J1 > h)
= Pi(Yt = j)e
−γjh ≤ Pi(Yt = j)(1− γjh+M2h2).
(7.21)
Let σ = {σn : n ≥ 0} be the jump chain of the induced chain Y and let P = (pij) be the jump
matrix of the reduced chain Y . By Lemma 3, we have∑
k∈B
Pi(Yt = k)Pk(Yh = j, J1 ≤ h < J2) =
∑
k∈B
Pi(Yt = k)Pk(σ1 = j, J1 ≤ h < J2)
≤
∑
k∈B
Pi(Yt = k)Pk(Fk ≤ h)pkj =
∑
k∈B
Pi(Yt = k)(1− e−γkh)pkj
≤
∑
k∈B
Pi(Yt = k)(γkh)pkj =
∑
k∈B
k 6=j
Pi(Yt = k)γkjh,
(7.22)
where Fk is an exponential random variable with parameter γk. By Lemma 3, we obtain that∑
k∈B
Pi(Yt = k)Pk(Yh = j, J2 ≤ h) ≤
∑
k,l∈B
Pi(Yt = k)Pk(σ1 = l, J2 ≤ h)
=
∑
k,l∈B
Pi(Yt = k)Pk(Fk + Fl ≤ h)pkl ≤
∑
k,l∈B
Pi(Yt = k)Pk(Fk ≤ h)Pk(Fl ≤ h)pkl
≤
∑
k,l∈B
Pi(Yt = k)(γkh)(γlh)pkl ≤
∑
k,l∈B
Pi(Yt = k)M
2h2pkl = M
2h2,
(7.23)
where Fk and Fl are two independent exponential random variables with parameters γk and γl,
respectively. Combining (7.21), (7.22), and (7.23), we obtain that
Pi(Yt+h = j) ≤ Pi(Yt = j)(1− γjh+M2h2) +
∑
k∈B
k 6=j
Pi(Yt = k)γkjh+M
2h2
≤ Pi(Yt = j)(1− γjh) +
∑
k∈B
k 6=j
Pi(Yt = k)γkjh+ 2M
2h2.
(7.24)
In view of the assumption of this lemma, for any i, j ∈ B,
P λi (Xt = j)− Pi(Yt = j) ≥ −η. (7.25)
Combining (7.18) and (7.24), we obtain that
P λi (Xt+h = j)
≥ (Pi(Yt = j)− η)(1− γjh) +
∑
k∈B
k 6=j
(Pi(Yt = k)− η)γkjh− 2(M2h2 + )
≥ Pi(Yt+h = j)− (1− γjh+
∑
k∈B
k 6=j
γkjh)η − (4M2h2 + 2)
≥ Pi(Yt+h = j)− (1 + |B|Mh)η − (4M2h2 + 2).
This completes the proof of this lemma.
29
Acknowledgements
The author gratefully acknowledges Professor Da-Quan Jiang for supporting my research on the
present work and gratefully acknowledges the anonymous reviewers for their valuable comments
and suggestions.
References
[1] Yuri Kifer. Averaging in dynamical systems and large deviations. Invent. Math., 110(1):337–370, 1992.
[2] A Yu Veretennikov. On large deviations in the averaging principle for SDEs with a ”full dependence”.
Ann. Probab., 27(1):284–296, 1999.
[3] Peter Imkeller and Jin-Song Von Storch. Stochastic Climate Models. Birkhauser Basel, 2001.
[4] RZ Khasminskii and G Yin. Limit behavior of two-time-scale diffusions revisited. J. Differ. Equations,
212(1):85–113, 2005.
[5] Athel Cornish-Bowden. Fundamentals of enzyme kinetics. Portland Press London, 1995.
[6] James P Keener and James Sneyd. Mathematical Physiology. Springer, 1998.
[7] Daniel A Beard and Hong Qian. Chemical Biophysics: Quantitative Analysis of Cellular Systems. Cam-
bridge University Press, 2008.
[8] Andrea Bobbio and Kishor S. Trivedi. An aggregation technique for the transient analysis of stiff Markov
chains. IEEE T. Comput., C-35(9):803–814, 1986.
[9] Andrew Reibman, Kishor Trivedi, Sanjaya Kumar, and Gianfranco Ciardo. Analysis of stiff Markov
chains. ORSA J. on Computing, 1(2):126–133, 1989.
[10] Andrea Bobbio and Kishor Trivedi. Computing cumulative measures of stiff Markov chains using ag-
gregation. IEEE T. Comput., 39(10):1291–1298, 1990.
[11] Manish Malhotra, Jogesh K Muppala, and Kishor S Trivedi. Stiffness-tolerant methods for transient
analysis of stiff Markov chains. Microelectron. Reliab., 34(11):1825–1841, 1994.
[12] RZ Khashinskii, G Yin, and Q Zhang. Asymptotic expansions of singularly perturbed systems involving
rapidly fluctuating Markov chains. SIAM J. Appl. Math., 56(1):277–293, 1996.
[13] G Yin, Q Zhang, and G Badowski. Asymptotic properties of a singularly perturbed Markov chain with
inclusion of transient states. Ann. Appl. Probab., 10(2):549–572, 2000.
[14] G Yin, Q Zhang, and G Badowski. Singularly perturbed Markov chains: Convergence and aggregation.
J. Multivariate Anal., 72(2):208–229, 2000.
[15] George Yin and Hanqin Zhang. Singularly perturbed Markov chains: Limit results and applications.
Ann. Appl. Probab., 17(1):207–229, 2007.
[16] G George Yin and Qing Zhang. Continuous-time Markov Chains and Applications: A Two-time-scale
Approach. Springer, 2012.
[17] James R Norris. Markov Chains. Cambridge university press, 1998.
[18] Jacque Monod, Jeffries Wyman, and Jean-Pierre Changeux. On the nature of allosteric transitions: A
plausible model. J. Mol. Biol., 12(1):88–118, 1965.
[19] Jean-Pierre Changeux. Allostery and the Monod-Wyman-Changeux model after 50 years. Annu. Rev.
Biophys., 41(1):103–133, 2012.
[20] Rick Durrett. Probability: Theory and Examples. Cambridge university press, 2010.
30
