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RESUME 
L'optimisation non lisse s'applique aux problemes ne possedant pas la structure de-
rivative usuelle requise par les methodes d'optimisation classiques. Ces problemes se 
rencontrent dans divers domaines, notamment l'ingenierie. En effet, la plupart des situa-
tions reelles se modelisent ou se simulent par des fonctions compliquees, typiquement 
des codes informatiques, dont on ne peut exploiter la structure. 
Une recente famille d'algorithmes developpee en 2006, la recherche directe sur treillis 
adaptifs (MADS) [20], est specialement concue pour ces problemes, et assure des pro-
prietes de convergence basees sur le calcul de Clarke des fonctions non lisses. 
Cette these propose des ameliorations a MADS, sous la forme de trois extensions cor-
respondant a autant d'articles acceptes ou soumis pour publication: la premiere [12] per-
met de coupler MADS a la meta-heuristique de recherche a voisinage variable (VNS) [68, 
100] utilisee habituellement en optimisation combinatoire. L'aspect complementaire des 
deux methodes accroit la stabilite des resultats. 
La deuxieme extension [22] decrit PSD-MADS, une parallelisation de MADS asyn-
chrone permettant de resoudre des problemes de plus grande taille, pour la premiere fois 
de l'ordre de plusieurs centaines de variables. 
La derniere extension [6] donne une alternative deterministe, ORTHOMADS, a l'imple-
mentation originale de MADS donnee en [20], LTMADS, qui comportait une compo-
sante aleatoire. Elle assure aussi une repartition egalement distribuee des directions de 
recherche a chaque iteration de MADS. 
Chacune de ces extensions est soutenue par une analyse de convergence rigoureuse 
basee sur le calcul non lisse de Clarke [35]. Elle est de plus testee numeriquement sur 
des ensembles de problemes tests comprenant des problemes analytiques de la litterature 
ainsi que des problemes reels tires de diverses application du genie. Les resultats obtenus 
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Nonsmooth optimization applies to problems that do not possess the derivative structure 
usually required by conventional optimization methods. These problems occur in a wide 
variety of fields, including engineering, where real situations are modelled or simulated 
using complicated functions, usually computer codes without exploitable structure. 
A recent class of algorithms developed in 2006, the Mesh Adaptive Direct Search, or 
MADS [20], is specially designed for these problems, with a hierarchical convergence 
analysis based on the Clarke calculus for nonsmooth functions. 
This thesis suggests improvements to MADS, through three extensions corresponding 
to three papers accepted or submitted for publication: The first extension [12] describes 
the introduction of the Variable Neighborhood Search (VNS) metaheuristic [68,100], 
commonly used in combinatorial optimization, into MADS. The complementarity of the 
two methods increases the stability of the results. 
The second [22] describes PSD-MADS, an asynchronous parallelization of MADS and 
targets problems with a large number of variables, for the first time in the order of several 
hundred variables. 
The third extension [6] provides a deterministic new implementation of MADS, OR-
THOMADS, the previous and original one (LTMADS) being defined with a random com-
ponent. It also provides a better distribution of search directions in the space of variables 
at every iteration of MADS. 
Each of these extensions is backed by a rigorous convergence analysis based on the 
Clarke calculus for nonsmooth functions and is tested on sets of problems including 
analytic problems from the literature as well as real problems originating from various 
applications of engineering . The results obtained support the conclusion that the pro-
posed extensions are improvements of MADS. 
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INTRODUCTION 
Diverses disciplines, dont l'ingenierie, consistent a concevoir ou etudier des systemes 
complexes (une aile d'avion, un procede de fabrication, etc.). Pour mener ces etudes de 
la facon la plus efficace possible, on va construire un modele mathematique, qui decrit 
le systeme, en identifiant des variables et des fonctions de ces variables qui mesurent 
la realisabilite et l'efficacite du systeme. Une fois que cette etape de modelisation est 
achevee, et que le systeme est decrit mathematiquement, on obtient un probleme d'op-
timisation : on va chercher les valeurs des variables (les solutions) qui font en sorte que 
l'efficacite (l'objectif) du systeme est la plus grande, tout en respectant la realisabilite 
du systeme (les contraintes). 
Les techniques usuelles d'optimisation supposent que les problemes ont une certaine 
structure lisse, c'est-a-dire que les fonctions decrivant le probleme possedent des gra-
dients indiquant leurs variations. Le gradient est exploite par ces methodes, qui l'utilisent 
pour diriger une recherche vers les bonnes solutions. 
La plupart des problemes qui simulent des situations reelles n'ont pas de structure 
lisse. Ceci peut provenir par exemple du fait que certains comportements sont decrits 
par des systemes d'equations differentielles dont la solution ne peut etre determinee que 
numeriquement. Les fonctions qui decrivent ces problemes non lisses peuvent ne pas 
etre continues ni differentiables, ou meme etre non defmies en certains points, consti-
tuant ainsi des contraintes cachees. Elles peuvent en outre contenir du bruit rendant 
difficile toute approximation de gradients, dont l'existence meme peut etre compromise. 
Une bonne facon de voir de telles fonctions est de les considerer comme des boites 
noires, des oracles auxquels on donnerait un point et qui eventuellement retourneraient 
des valeurs. En pratique, ces fonctions sont des simulations informatiques, ou peuvent 
meme correspondre a des experiences manuelles. Ce dernier element illustre le fait que 
1'evaluation de ces fonctions peut etre tres couteuse en terme de temps. Le terme de 
2 
fonction est en lui-meme abusif car pour certains problemes, deux evaluations au meme 
point donnent parfois des resultats differents (nous continuerons toutefois d'utiliser le 
terme fonction). 
Pour donner une idee du large eventail des problemes non lisses, on donne pele-mele 
les exemples suivants : la conception d'un bouclier thermique [3,79], la geometrie de 
molecules [8], l'optimisation de parametres algorithmiques [23], la conception d'un ro-
tor d'helicoptere [27,28], le placement de puits [58], la combustion catalytique [71], 
le traitement des brasques dans la production d'aluminium [11], et la conception aero-
acoustique [96]. Une grande famille de problemes non lisses souvent evoquee concerne 
les problemes d'optimisation multidisciplinaires (MDO [114]) qui decrivent des systemes 
complexes composes de plusieurs disciplines possedant des interactions complexes. 
Pour ces problemes non lisses, les techniques usuelles ne sont pas adaptees. En effet, 
elles pourront rarement identifier des solutions optimales correspondant a des points ou 
les derivees ne sont pas definies. Nous nous interessons ici a l'approche consistant a 
definir des methodes specialisees pour l'optimisation non lisse. 
Tout algorithme ambitionnant de resoudre un probleme non lisse ne peut qu'inter-
roger les oracles, sans pouvoir exploiter aucune de leurs caracteristiques. II doit en 
plus etre robuste et capable de fournir une bonne solution apres un nombre raison-
nable devaluations. Afin de garantir son efficacite pratique, une condition necessaire 
que doit remplir un tel algorithme est d'etre muni d'une analyse de convergence, basee 
sur une hierarchie de differentiabilite fournissant des garanties theoriques, meme sur les 
problemes lisses et faciles a resoudre. 
La recente famille d'algorithmes de recherche directe sur treillis adaptifs, MADS [20], 
dont 1'analyse de convergence repose sur le calcul de Clarke [35], est une methode 
concue pour repondre a ces exigences. 
L'objectif de cette these redigee par articles est de decrire certaines extensions ame-
3 
liorant Pefficacite de MADS, tout en en conservant les proprietes de convergence. Ces 
extensions sont au nombre de trois, chacune correspondant a un article : le premier article 
propose de coupler MADS a la meta-heuristique VNS (MADS-VNS). Le deuxieme decrit 
la parallelisation PSD-MADS de MADS permettant de traiter des problemes de grande 
taille, et le dernier donne une nouvelle implementation deterministe de l'algorithme, 
ORTHOMADS. 
Dans un premier chapitre, nous presenterons une revue de la litterarure sur les al-
gorithmes de recherche directe dont fait partie MADS, qui sera lui-meme detaille. En-
suite, au chapitre 2, nous introduirons nos articles, en exposant notre demarche de re-
cherche, l'organisation du travail, et les resultats escomptes. Les trois articles seront 




REVUE DE LA LITTERATURE SUR LES METHODES DE RECHERCHE 
DIRECTE POUR L'OPTIMISATION NON LISSE 
Ce chapitre decrit les principales methodes de recherche directe pour 1'optimisation 
du probleme 
minf(x) (V) 
avec / : X —> R U {oo} la fonction objectif a minimiser, 0, = {x G X : g(x) < 0} 
l'ensemble realisable, g : X —> (R U {oo})m, et X un sous-ensemble de Rn. Au dela 
de ces definitions, nous ne formulons pas d'autres hypotheses sur les fonctions / et g 
(on rappelle que le terme de fonction est un abus de langage dans le sens ou un point x 
peut engendrer des valeurs de / ou g differentes). Les fonctions peuvent etre telles que 
decrites dans 1'introduction, bruitees, non continues, non differentiables, ou non definies 
en certains points de X. Pour de tels points, qui definissent des contraintes cachees, on 
considere que les fonctions valent l'infini. On doit en plus considerer que revaluation 
de / et g est couteuse en terme de temps. L'ensemble realisable Vt est defini a l'aide 
de l'ensemble X dans le but de distinguer deux types de contraintes : les contraintes 
de X sont appelees fermees et inviolables. Les autres contraintes de l'ensemble Q sont 
qualifiees d'ouvertes dans le sens ou / et g sont a priori definies sur X \ Ct. 
Les methodes que nous evoquons sont uniquement celles pour lesquelles un cadre 
theorique et une analyse de convergence existent, prenant en compte la nature non lisse 
du probleme (et done, on ne considere pas les methodes dont la premiere hypothese sur 
/ est qu'elle est differentiable). 
Dans un premier temps, nous evoquerons la litterature generale des methodes de re-
cherche directe, puis nous detaillerons trois algorithmes en particulier : la recherche par 
5 
coordonnees, l'algorithme generalise de recherche par motifs GPS, et MADS. Ce choix 
s'explique par le fait que MADS, qui constitue le sujet de cette these, est revolution et 
la generalisation des deux premieres methodes, et se decrit tres clairement en exposant 
cette evolution. 
1.1 Les methodes de recherche directe 
Nous entendons par methodes de recherche directe des methodes qui cherchent a mi-
nimiser V uniquement en evaluant / et implicitement g. Des revues detaillant certaines 
de ces methodes sont donnees dans [37,78,81,89]. 
Une premiere famille de methodes que Ton identifie est composee de methodes ten-
tant de construire un modele de la fonction a optimiser. Ce modele est souvent un po-
lynome interpolant / , construit a partir d'un echantillonage de points ou / a deja ete 
evaluee. Le modele est ensuite lui meme optimise (par exemple avec un algorithme de 
regions de confiance). Ces methodes, les methodes sans derivees, ou DFO sampling me-
thods, sont decrites dans [36-39,104,105]. Dans cette categorie, on trouve egalement des 
methodes qui vont tenter d'approcher les gradients de / , et d'utiliser cette information 
afm de determiner quels sont les points prometteurs ou evaluer / (voir [31,42-44,78]). 
Les autres methodes de recherche directe ne tentent pas d'approcher de gradients ni 
de construire un modele de / , bien qu'il soit possible de le faire avec MADS, comme 
dans [43] ou des approximations de gradients sont utilisees pour ordonner les directions 
de recherche, ou encore a la section 1.6 sur les fonctions substitut. Parmi ces methodes se 
trouvent l 'algorithme de Nelder-Mead [101,107], 1'algorithme de Hooke et Jeeves [73], 
l'algorithme DIRECT [54,62,77], ainsi que la recherche par coordonnees [45], GPS [18, 
29,120], et MADS [20]. Une version parallele de GPS, APPS, est decrite dans [64,74, 
80,83,84]. 
L'analyse de convergence de ces dernieres methodes repose sur l'hypothese que les 
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points d'evaluation se situent sur une structure discrete de l'espace (le treillis) dont on 
controle la finesse. Une autre solution consiste a utiliser des conditions de decroissance 
suffisante, comme pour les algorithmes Gss (Generating Set Search) de [81,82] ou les 
methodes de cadres de [40,106]. 
Concernant des exemples de problemes du type de V resolus par des methodes de 
recherche directe, on peut mentionner les exemples de [3,8,23,27,58,71,76,79,95-98]. 
II n'y a pas d'article fournissant de comparaison exhaustive des differentes methodes. 
Citons toutefois [59] qui en compare quelques-unes sur un probleme particulier. 
Nous pouvons maintenant exposer les methodes de recherche par coordonnees et 
GPS, qui conduisent a MADS. 
1.2 L'algorithme de recherche par coordonnees 
Nous considerons ici le cas sans contraintes (Q = X = M.n), et le probleme V 
s'ecrit min f(x). L'algorithme tres simple de recherche par coordonnees (Coordinate 
Search ou Compass Search, en preface de [45]) est un cas particulier de l'algorithme 
GPS etudie a la prochaine section, lui-meme etant un cas particulier des algorithmes 
MADS. II n'est pas souvent efficace sur des problemes reels, mais garantit tout de meme 
des resultats de convergence du premier ordre lorsque / est strictement differentiable. 
L'analyse de convergence conduisant a ces resultats ne sera pas abordee ici car elle est 
un cas particulier de l'analyse effectuee pour MADS en 1.4.2. 
1.2.1 Description de l'algorithme de recherche par coordonnees 
L'algorithme est presente a la figure 1.1. C'est un algorithme iteratif, qui, a chaque 
iteration k, va evaluer / autour de l'itere courant xk a une distance de A^ suivant les 2n 
directions de base de Rn, {±ej}f=1, avec e, la ieme colonne de la matrice identite In. Les 
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iteres se situent sur une discretisation de l'espace appelee le treillis, et Ak sera appele 
plus tard le parametre de treillis, qui va tendre a etre infiniment petit plus l'algorithme 
progresse. Cette recherche, uniquement locale, sur un espace discretise, est appele une 
sonde locale, ou POLL. L'ensemble des points de sonde est defini par 
Pk = {xk ± Akei : i = 1,2,..., n} 
et appele cadre. Cette terminologie est empruntee a Coope et Price [40] qui definissent 
des cadres plus generaux. L'itere courant est egalement designe centre de sonde. Si la 
sonde locale permet de determiner un point x G Pk meilleur que xk, alors l'iteration k est 
qualifiee de succes et x sera le prochain itere. Dans le cas contraire (echec), xk va rester le 
centre de sonde pour l'iteration suivante, mais A& sera divise par deux, ce qui permettra 
d'explorer l'espace plus pres de xk. Plusieurs conditions d'arret sont possibles, les deux 
plus courantes etant une taille de treillis minimale et un nombre maximum d'evaluations 
de / (notion de budget d'evaluations). 
[0] Initialisations 
[1] Iteration k (SONDE LOCALE) 
Pk *- {xk ± Akei :i = l,...,n} 
evaluer / sur les points de Pk 
[2] Mises a jour 
si il existe x € Pk tel que f(x) < f(xk) (succes) 
xk+i <- x 
Afe+i <— Afc 
sinon (echec) 
xk+i <- xk 
Ak+1 *- Afc/2 
k<-k + l 
aller en [1] si aucune condition d'arret verifiee 
Figure 1.1 - L'algorithme de recherche par coordonnees. 
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1.2.2 Ameliorations possibles 
Plusieurs ameliorations simples sont possibles, prefigurant la grande flexibilite des 
algorithmes presentes dans ce document. 
Tout d'abord, l'utilisation d'une cache est souvent avantageuse pour memoriser tous 
les points pour lesquels on a evalue / , pour eviter d'avoir a effectuer plusieurs fois 
la meme evaluation (qui peut etre couteuse). Cette strategie est rentable car pour les 
problemes considered, on n'aura jamais un grand nombre de points dans la cache. Cette 
cache peut etre reutilisee d'un lancement de l'algorithme a l'autre. 
Ensuite, a l'iteration k, on peut ne pas evaluer / pour tous les points de Pk, mais 
cesser les evaluations de l'iteration des qu'un meilleur point x a ete trouve. C'est ce 
qu'on appelle la recherche incomplete, ou la strategie opportuniste. 
A priori, l'examen des points de Pk se fait selon l'ordre des directions selon lesquelles 
ces points ont ete generes. Cet ordre peut etre modifie de maniere dynamique : si a 
l'iteration k le point x est tel que f(x) < f(xk) et qu'on a x^+i <— x, alors la direction 
utilisee pour generer x est placee en tete de la liste des directions pour la prochaine 
iteration. On peut meme faire mieux en ordonnant toutes les directions selon les valeurs 
croissantes de / . 
1.2.3 Exemple pathologique de la recherche par coordonnees 
II est facile de presenter un probleme simple pour lequel la recherche par coordonnees 
ne fournit pas un bon resultat: 1'exemple de la figure 1.2, repris de [2], consiste a mini-
miser la fonction / : x —> ||x||oo avec a; e I 2 . La courbe de niveau / = 1 est representee 
en gras sur la figure. 
L'optimalite est atteinte au point x* = [0 0]T avec f(x*) — 0, mais si on lance 
l'algorithme avec un point initial x0 tel que x0 ^ x* et |x^ei| = |a^e2|,
 a l ° r s toutes 
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les iterations seront des echecs. En effet, pour tout A > 0 et pour tout j £ {1, 2}, on 
a f(x0 ± Aej) > f(x0). Le probleme est que / n'etant pas differentiable, on n'a pas 
de garantie que ralgorithme converge vers un point stationnaire. Ici, on converge en un 
point (x0) ou le gradient n'est pas defini, mais ou il existe des directions de descente 
stricte. 
Ceci a done mis en lumiere deux inconvenients de la recherche par coordonnees : 
tout d'abord, le nombre des directions possibles pour la sonde est limite, et ensuite, on 
n'utilise qu'une recherche locale, et pas de strategie de recherche au niveau global (sur 
notre exemple, il aurait ete facile de trouver des points generes au hasard meilleurs que 
x0 = [1 If). 










Figure 1.2 - Recherche par coordonnees avec ||x|| 
1.3 L'algorithme GPS 
L'algorithme Generalized Pattern Search, ou recherche generalisee par motifs, a ete 
introduit par Torczon [120], puis reformule par Booker et ah [29] dans un format proche 
de l'algorithme GPS dont il est question ici. L'algorithme generalise la recherche par 
coordonnees et la methode de Hooke et Jeeves [73]. Le concept de bases positives pro-
venant de [46] fut integre a l'algorithme dans [85] (une base positive est un ensemble 
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minimal de vecteurs dont des combinaisons lineaires positives peuvent engendrer tout 
l'espace). GPS constitue une evolution de l'algorithme de recherche par coordonnees 
auquel il ajoute un plus grand nombre de directions de recherche, une plus grande flexi-
bilite dans leur choix, ainsi qu'une recherche a un niveau global, la recherche globale, 
ou SEARCH. Pour un historique detaille des methodes ayant mene aux algorithmes de 
type GPS, voir [81]. Dans un premier temps, nous presenterons l'algorithme en lui-
meme, puis, comme pour l'algorithme de recherche par coordonnees, nous donnerons 
un exemple pathologique pour lequel GPS ne donne pas de bons resultats. On revient ici 
dans le cadre du probleme contraint V, et la gestion des contraintes sera abordee en 1.5. 
1.3.1 Description de l'algorithme GPS 
L'algorithme est presente a la figure 1.3. Deux types de recherches ont lieu a chaque 
iteration k : la recherche globale, et la sonde locale. GPS apporte plus de liberte que 
la recherche par coordonnees dans le choix des directions de sonde. L'ensemble des 
directions possibles, D, obeit a certaines regies, dont la necessite a ete justifiee par Au-
det [10] : D doit etre de la forme D = GZ avec G e Rnxn non singuliere et Z e Znxp, 
tandis que l'ensemble des directions a l'iteration k, Dk = {d\, d\,..., d
p
k
k} C D doit 
etre un ensemble generateur positif (on a n + 1 < pk < p = \D\). 
Une iteration k est qualifiee de succes si on a trouve un point x tel que f(x) < f(xk), 
sinon l'iteration est un echec. A l'iteration k, on definit le treillis Mk comme etant une 
discretisation de W1 sur laquelle tous les iteres doivent se trouver. Plus precisement, le 
treillis est l'ensemble ainsi defini: 
Mk = {x + AkDz : x eVk,ze N
p} , 
ou T4 est l'ensemble des points ou la fonction / a deja ete evaluee. L'ensemble des 
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points de la recherche locale (le cadre) s'ecrit 
Pk = {xk + Akd:de Dk} C Mk . 
La condition sur le parametre de treillis Afc est la suivante : 
Afc+1 = r
WfcAfc 
avec r 6 Q e t u / . u n entier fini, positif ou nul si l'iteration k est un succes et strictement 
negatif sinon (ceci est assure par les choix d'un entier positif UJ+ et d'un entier negatif 
u~, voir figure 1.3). 
Moins de regies regissent la recherche globale, qui doit uniquement generer un nombre 
fini de points du treillis. La strategie de recherche globale est laissee a la discretion de 
l'utilisateur, ce qui apporte une grande flexibility a 1'algorithme : en effet, il peut alors 
utiliser sa connaissance du probleme pour tacher de trouver des points prometteurs sur le 
treillis courant Mk. D'autres strategies predeterminees sont egalement possibles, comme 
une recherche aleatoire ou une recherche basee sur les hypercubes latins (LH) [117,118]. 
La recherche globale permettra d'autres choses par la suite, par exemple l'emploi de 
fonctions substitut (section 1.6), ou le couplage avec ralgorithme VNS (chapitre 3). 
L'analyse de convergence est un cas particulier de celle effectuee pour l'algorithme 
MADS (resumee en 1.4.2), en se restreignant aux directions de D, mais elle peut etre 
effectuee uniquement dans le contexte GPS comme dans [18]. 
On peut remarquer que la recherche par coordonnees est bien un cas particulier de 
GPS avec D = [In - In], r = 2, UJ~ = - 1 et w+ = 0. 
Les strategies vues a la section 1.2.2 sont encore applicables ici. La methode parallele 
APPS [64, 74, 80, 83, 84] constitue egalement une amelioration de GPS. Abramson et 
al. [5] ont decrit des ameliorations supplementaires possibles lorsque Ton possede de 
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['information (meme incomplete) sur les derivees partielles de / : dans l'etape de sonde, 
par exemple, si la direction du gradient au centre de sonde est connue, il sera possible de 
ne conserver qu'un seul point dans le cadre. 
[0] Initialisations 
xo, A0, V0, k^Q, UJ~, LO+ 
[1] Iteration k 
RECHERCHE GLOBALE (optionnelle) 
| evaluer / sur Sk C M/. 
SONDE LOCALE (optionnelle si la RECHERCHE 
GLOBALE a reussi) 
choisir D^C. D ensemble generateur positif 
evaluer / sur P& C Mfc 
[2] Mises a jour 
si il existe x € Sk U Pk tel que f{x) < f(xk) (succes) 
Xk+l *~ X 
choisir Wfe G { 0 , 1 , . . . , LO+} 
sinon (echec) 
Xk+l < - Xk 
choisirwj; 6 {u>~,u>~ + ! , . . . ,—!} 
Afe+i ^- T^Afc 
k <- k + 1 
aller en [1] si aucune condition d'arret verifiee 
Figure 1.3 - L'algorithme de recherche par motifs GPS. 
1.3.2 Exemple pathologique pour GPS 
Prenons l'exemple tire de [81] avec la fonction 
f(x)= ( l - e - M 2 ) m a x { | | : r - - c | | 2 , | | x - d | | 2 } , 
x G K2 et c = — d = [30 80]T (courbes de niveau representees a la figure 1.4 reprise 
de [20]). L'optimum est x* = [0 0]T pour f(x*) = 0. / est Lipschitz et strictement 
differentiable pres de x*. Trois essais sont effectues, avec x0 = [—3.3 1.2]
T, et, V/c, 
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- Dk = D = {e
1, e2, —e1, —e2} ou 
- Dk = D=UlQ]
T,[0l}T,[-V2/2 -V2/2}T} ou 
- Dk = D = | [1 0]
r , [-1/2 VZ/2]T , [-1/2 - v ^ f } 
(directions representees a la figure 1.5). Chaque essai converge vers x = [—3.2 1.2]T ou 
/ n'est pas differentiable. On a bien que la derivee generalisee de Clarke [35] est non 
negative pour toutes les directions de D, mais x n'est pas un optimum. On peut constater, 
sur la figure 1.4, qu'au point x, aucune direction de descente ne peut etre generee par 
Palgorithme GPS. Cet exemple met en evidence, de la meme maniere qu'en 1.2.3, que le 
fait d'utiliser un nombre fini de directions peut conduire a de mauvais resultats. D'autres 
exemples pathologiques sont decrits dans [10], dont meme le cas de l'optimisation d'une 
fonction continument differentiable sur R2 et ou une sous-suite d'iteres de GPS converge 
vers un point ou le gradient est non nul. 
Figure 1.4-Courbes de niveau de (1 — e ^ ) max{||x — c||2, \\x — d\\2}. 
1.4 L'algorithme MADS 
L'algorithme MADS est tire de Audet et Dennis [20]. II correspond en fait a une fa-
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Figure 1.5 - Directions utilisees pour minimiser / avec GPS. 
une generalisation de l'algorithme GPS, auquel il apporte un ensemble de directions de 
sonde dense. Trois codes informatiques de MADS sont disponibles : le premier avec le 
logiciel NOMAD [15], le deuxieme dans la bibliotheque GADS de MATLAB [119], et 
le troisieme dans [1]. Nous presenterons d'abord l'algorithme general, puis son analyse 
de convergence, et nous terminerons en decrivant 1'implementation LTMADS suggeree 
dans [20]. 
1.4.1 Description de l'algorithme MADS 
Les contraintes sont gerees par un mecanisme dit de barriere extreme, qui sera de-
taille en 1.5. L'algorithme possede la meme structure que celui de la figure 1.3. La 
difference majeure avec GPS se situe au niveau des directions utilisees dans la sonde 
locale : l'ensemble des directions de sonde Dk n'est desormais plus un sous-ensemble 
de D, l'ensemble des directions qui sert a defmir le treillis. II en resulte que les en-
sembles de directions Dk peuvent etre choisis de facon a definir un ensemble dense de 
directions normalisees, ce qui signifie que n'importe quelle direction sur le cercle unite 
est susceptible d'etre approchee par une des directions de sonde normalisee, utilisee a 
une iteration donnee de l'algorithme. 
Le role du parametre de taille de treillis de GPS est decouple : tandis que A^ est 
desormais note A^1, un nouveau parametre est introduit, Apk, le parametre de taille de 
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cadre. A l'iteration k, Vk est l'ensemble des points ou / a ete evaluee, et on redefinit le 
treillis de la sorte : 
Mk = {x + A™Dz : xeVk,z£W} . 
L'itere courant xk est egalement appele centre de sonde, qui devient: 
Pk = {xk + A%d : d£Dk}CMk. 
Les conditions pour les directions sont: 
- D = GZ e Rn x p doit etre un ensemble generateur positif, avec G G Rn x n non 
singuliere et Z e Znxp. 
- A l'iteration k, Dk doit aussi etre un ensemble generateur positif. 
- Pour toute direction de sonde d e Dk, il existe un vecteur d'entiers u 6 W tel que 
d = Du. 
- Les limites (telles que definies dans Coope et Price [40]) des ensembles Dk nor-
malises sont des ensembles generateurs positifs. 
- La distance entre xk et un point xk + A^d de Pk (d £ Dk) est bornee par un 
multiple de A^ : 
dist(xk, xk + A^d) = A^UdlU < A^maxdld'Hoo : d! 6 D} . 
L'observation primordiale a faire ici est qu'on n'a plus Dk C D. Les parametres de 
treillis, quant a eux, doivent verifier 
A^ < Apk pour tout k 
lim AT* = 0-0- lim A? = 0 , pour tout ensemble infini d'indices K. 
k€K K k€K K 
La figure 1.6 montre un exemple de cadres et de directions generees selon MADS, 
selon differentes valeurs de A™ et A^. Les points du cadre, p1, p2 et p3, peuvent etre 
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choisis partout sur le treillis a l'interieur des lignes en gras. Le nombre de points de 
sonde distincts est potentiellement de 24 dans la premiere situation de la figure, de 80 
dans la deuxieme et de 288 dans la derniere. 
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Figure 1.6- Exemple de cadres de MADS Pk — {p1, p2, p3}. 
Notons que la strategic de recherche incomplete vue en 1.2.2 peut s'appliquer, tandis 
que la strategic d'ordre dynamique des directions doit etre adaptee : elle consistait a 
promouvoir une direction de succes en tete de la liste des directions pour l'etape suivante 
de sonde. On ne peut plus le faire avec MADS parce qu'un point genere selon cette 
direction ne serait pas forcement sur le treillis. II est possible toutefois de mimer ce 
comportement, en generant un point supplementaire pour l'etape de recherche globale, 
plus loin selon la direction de succes. 
1.4.2 Analyse de convergence de MADS 
Nous resumons les resultats de convergence des algorithmes de type MADS, tel qu'ils 
apparaissent dans [20]. L'analyse de convergence est basee sur le calcul de Clarke [35] 
et sa definition de derivee generalisee moins contraignante sur les hypotheses que doit 




Clarke soit definie). 
Cette analyse de convergence expose les proprietes de MADS de facon hierarchisee, 
en supposant de plus en plus de proprietes pour / , pour montrer au final que si MADS est 
utilise pour minimiser une fonction differentiable, il fouraira un point ou le gradient est 
nul (meme si MADS n'est pas concu a la base dans le but d'optimiser des fonctions 
differentiables). 
Tout d'abord, les parametres A^ et A™ verifient 
liminf A^ = liminf A^ = 0 . 
A l'iteration k, si pour tout i G P ^ o n a f(x) > f(xk), l'itere courant xk est appele 
un optimum local du cadre. Une sous-suite {xk}k(zK d'optima locaux du cadre est dite 
raffinante si {i±Fk}k(zK converge vers 0. II est montre dans [18] qu'il existe au moins une 
sous-suite raffinante convergente (ceci est le premier resultat de MADS, qu'on appelle 
resultat de convergence d'ordre zero). 
On note i e Q l e point obtenu par l'algorithme MADS. Autrement dit, x est la limite 
d'une sous-suite raffinante {xk}keK. Si on suppose que / est Lipschitz pres de x et que 
le cone hypertangent a O e n i est non vide, alors x est un point stationnaire de Clarke, 
c'est-a-dire que la derivee generalisee de Clarke de / en x selon toutes les directions du 
cone tangent de Clarke en x sont non negatives (les differentes definitions de cones sont 
donnees dans [20]). 
II en decoule que si / est strictement differentiable en x, alors x est un point KKT 
de Bouligand de / sur Q (la derivee directionnelle de / dans les directions du cone de 
Bouligand sons non negatives), et si en plus O = Rn, x est un points stationnaire : 
V/(x) = 0. 
Contre toute intuition, puisque les algorithmes de recherche directe n'utilisent pas 
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les premieres derivees, on montre que des resultats de convergence d'ordre deux sont 
disponibles dans [4] (c'etait egalement le cas pour GPS [2]). 
1.4.3 Une premiere implementation de MADS : LTMADS 
Les resultats majeurs de l'analyse de convergence que nous venons de resumer re-
posent sur Fhypothese que l'ensemble des directions raffinantes (les directions des ite-
rations qui ont echoue) doit etre dense. Toute implementation pratique de MADS doit 
done faire en sorte que cette condition soit respectee. C'est le cas de 1'implementation 
LTMADS donnee dans [18] (LT pour Lower Triangular). 
Le logiciel NOMAD [15] est code selon cette implementation. Les elements suivants 













n + 1 ou 2n (nombre de directions) 




A^ = 1 . 
Lorsque xk est un minimum local du cadre, on a done la mise a jour A !̂|_1 <— A^/4 , et 
dans le cas contraire, A^!fl ^- 4
u;fcA™ avec uou e {0,1}. Si A™ < 1, on prend uk = 1, 
et sinon ujk = 0. Ainsi A^ est une puissance de 4 ne depassant jamais 1. Un entier non 
negatif £ verifiant A™ = 4~e est introduit. II sera plus grandement question de i dans le 
chapitre 5 proposant une alternative a LTMADS. 
A F iteration k, le choix des directions est base sur une matrice B triangulaire infe-
rieure (d'ou le nom de Fimplementation), que Fon construit de cette facon : on definit 
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d'abord B = (%) e RnXn telle que 
bij — ±2e si i = j 
pour tous i, j e {1 ,2 , . . . , n} , hj e {-2e + l,-2e + 2,...,2e-l}sii>j 
bij = 0 sinon. 
Tous les elements de la partie inferieure de B, plus la diagonale, sont des entiers tires au 
hasard avec la meme probabilite. Les lignes et les colonnes de B sont ensuite permutees : 
les lignes pour faire en sorte que la direction selon un seul axe ne soit pas toujours sur 
ce meme axe, et les colonnes pour qu'il n'y ait pas d'ordre implicite dans les directions. 
La matrice ainsi obtenue est notee B', qui, telle que construite, est une base de Rn qu'il 
faut completer pour obtenir Dk, un ensemble generateur positif. On donne le choix entre 
des ensembles de n + 1 ou de 2n directions : 
- Completion a une base positive minimale : poser Dk — [B' d£+1] avec d£+1 = 
— YTj=i dl e ^ n e t o u c n a c l u e vecteur d°k correspond a la jeme colonne de B', 
j = l , 2 , . . . , n . 
- Completion a une base positive maximale : poser Dk = [B' — B'\. 
Le lien entre A^ et A^ depend du choix du nombre de directions : 
- n + 1 directions : A£ = n^ /Af = n2~e > A^. 
- 2n directions : A£ = y^E™ = 2~e > A^. 
II est demontre dans [16,20] que LTMADS est bien une instance valide de MADS, et que 
l'ensemble des directions de sonde normalisees est dense dans le cercle unite avec une 
probabilite de un. On note aussi qu'un erratum corrigeant une des preuves de l'analyse 
de convergence pour LTMADS est donne dans [16]. 
1.5 Traitement des contraintes avec GPS et MADS 
On rappelle que les contraintes auxquelles le probleme V est sujet sont representees 
par l'ensemble fi = {x e X : g(x) < 0} C X. L'algorithme GPS avec contraintes de 
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bomes et contraintes lineaires (definissant 1'ensemble X) a ete decrit dans [86,87,92], ou 
des directions conformes a la geometrie de X sont generees. Cette technique est etendue 
pour les contraintes lineaires degenerees en [7]. Une methode de penalite pour traiter 
les contraintes generales, basee sur un lagrangien augmente, est egalement proposee 
dans [88]. Enfin, les contraintes particulieres que sont les variables de categorie sont 
traitees dans [2,3,17,24,79]. 
Deux autres strategies peuvent etre employees pour traiter les contraintes generales : 
la barriere extreme et le filtre. La methode de la barriere extreme consiste a rejeter syste-
matiquement tout point en dehors du domaine realisable 0. Ceci revient a optimiser sans 
contraintes une nouvelle fonction / n : R
n ->MU{+oo} definie de la facon suivante : 
( fix) six eQ, +oo sinon. 
La methode de la barriere extreme est celle utilisee par MADS dans [20], tandis que 
la methode du filtre est utilisee pour GPS. Les algorithmes de filtre ont ete presentes 
par Fletcher et Leyffer [55-57]. lis sont plus simples qu'une methode de penalite, car 
ils n'exigent pas la gestion d'un parametre de penalite. Un algorithme de filtre consiste 
a introduire une fonction h qui accumule les violations des contraintes de facon a trai-
ter le probleme comme etant biobjectif, un point n'etant accepte comme candidat au 
prochain itere que s'il diminue l'objectif / ou la violation des contraintes h (avec une 
priorite donnee a la realisabilite). La methode du filtre a ete adaptee pour les algorithmes 
GPS dans [19], qui comprend egalement une analyse de convergence. 
II est a noter que le traitement des contraintes dans MADS par la methode du filtre 
a evolue en notion de barriere progressive dans [21], qui traite les contraintes de X 
avec la barriere extreme et les autres avec un nouveau mecanisme permettant des iteres 
non realisables (ce pourquoi les contraintes de X sont nommees fermees et les autres 
ouvertes). 
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1.6 Utilisation de fonctions substitut 
Nous avons vu que les algorithmes MADS traitent des problemes pour lesquels les 
couts d'evaluation des fonctions composant le probleme V (f et g) sont eleves. L'idee ici 
est d'utiliser des fonctions substitut (surrogate functions) fs et gs approchant la fonction 
objectif / et les contraintes g, et qui sont peu couteuses a evaluer. 
Les fonctions substitut ne sont pas obligees d'etre de bonnes approximations. Ce 
point est illustre dans [23] ou les fonctions substitut utilisees sont d'ordres de gran-
deur totalement differents des fonctions originales. Elles constituent toutefois de bons 
substituts car elles miment le comportement des fonctions de depart (optima et allure 
sensiblement proches). 
Dans le cas ideal, de bonnes fonctions substitut pourraient etre deja disponibles a 
l'avance : elles sont fournies par l'utilisateur, c'est-a-dire, la personne qui definit le pro-
bleme V, et ainsi il n'y a pas besoin de les construire. Sinon, lorsqu'aucun substitut 
n'est disponible, leur construction et calibrage doivent etre effectues a partir de rien. 
C'est exactement ce que font les methodes travaillant sur des modeles de / , evoquees au 
debut de ce chapitre. 
Des fonctions substitut sont utilisees, par exemple, dans [27,28] pour optimiser la 
conception d'un rotor d'helicoptere, et elles sont integrees dans l'optimiseur D E (Boeing 
Design Explorer) [13,29,30]. L'emploi de fonctions substitut dans un contexte general 
d'optimisation est evoque dans [9,29,48,110]. 
Les fonctions substitut peuvent s'integrer aisement dans MADS, grace a la flexibility 
de l'etape de recherche globale. Des strategies sont exposees dans [23], comme utiliser 
fs pour ordonner les points de la sonde (au lieu d'utiliser la strategie d'ordre dynamique 
des directions), ou d'eliminer des points de la recherche globale juges non prometteurs. 
On peut aussi, lors de la premiere recherche globale, executer une autre instance de 
MADS avec f = fs- Nous proposons au chapitre 3 une nouvelle facon d'employer les 
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fonctions substitut. 
1.7 References additionnelles 
Pour clore ce chapitre, nous indiquons au lecteur que des references additionnelles 
se trouvent disseminees dans le reste du texte : on trouvera les references sur la meta-
heuristique de recherche a voisinage variable (VNS) dans le chapitre 3, ainsi qu'une 
revue complete sur les methodes paralleles de recherche directe dans le chapitre 4. 
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CHAPITRE 2 
DEMARCHE ET ORGANISATION DE LA THESE 
Nous presentons ici la demarche et l'organisation du travail de recherche accompli 
dans le cadre de cette these. On expose egalement les motivations et les resultats initia-
lement esperes. 
Au precedent chapitre, 1'algorithme MADS a ete presente. Cette methode se propose 
de resoudre V et plusieurs references comme [20,23,98] suggerent son efficacite. Le ca-
ractere recent de la methode (2006) indique clairement que des apports sont possibles. Ce 
que propose cette these est done d'apporter des extensions a MADS afin d'en ameliorer 
certains aspects. 
La these est redigee par articles, au nombre de trois, constituant les chapitres 3, 4, 
et 5. Cette presentation a ete etablie selon l'ordre chronologique, du travail le plus an-
cien au plus recent. Chaque article presente un apport nouveau a MADS. Le travail com-
mun a chaque article est triple : tout d'abord, chaque nouvelle extension est expliquee et 
justifiee. Ensuite, on prouve que l'analyse de convergence de MADS est preservee. En-
fin, des tests numeriques doivent confirmer que l'extension remplit son office et permet 
d'ameliorer certains aspects de MADS. 
Nous exposons maintenant la demarche relative a chaque article. L'article [12] corres-
pondant au chapitre 3 est publie dans la revue Journal of Global Optimization. II propose 
d'integrer une methode heuristique dans MADS. Pour resoudre des problemes du type 
de V possedant beaucoup d'optima locaux, on observe que MADS, et sa seule imple-
mentation existante LTMADS, produisent des resultats tres heterogenes. Ceci s'explique 
par le fait que LTMADS comporte une composante aleatoire qui fait que deux executions 
successives ne donneront pas forcement le meme resultat, et done certaines executions 
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de l'algorithme conduisent a des optima locaux meilleurs ou pires que d'autres. Une 
idee pour remedier a la diversite des resultats obtenus, gagner en stabilite, et done 
avoir plus souvent de bonnes solutions, est d'utiliser une strategie de recherche glo-
bale avant chaque sonde locale (voir algorithme 1.3). Deux strategies generiques et 
simples evoquees dans la litterature pour l'etape de recherche globale de MADS sont 
une recherche aleatoire et une recherche basee sur l'echantillonnage d'hypercubes la-
tins [117,118]. Ces deux strategies ne fournissant pas la stabilite de resultats desiree, 
nous avons cherche une nouvelle methode generique de recherche globale. C'est ici 
qu'est entree en jeu la meta-heuristique VNS [68,100]. Cette methode, principalement 
utilisee en optimisation combinatoire, est detaillee au chapitre 3, mais ce que nous pou-
vons deja en dire est qu'elle est tres efficace justement pour les problemes possedant 
beaucoup d'optima locaux. En effet, la methode possede un mecanisme dit de per-
turbation permettant de s'echapper de ces bassins locaux. De plus, on a constate que 
MADS et VNS possedaient un comportement complementaire : alors que MADS ex-
plore l'espace des variables de plus en plus proche des iteres courants apres des echecs, 
VNS fait le contraire et explore l'espace des variables de plus en plus loin des solu-
tions courantes (justement pour echapper aux optima locaux sur lesquels on est bloque). 
L'article du chapitre 3 consiste done a utiliser VNS comme methode de recherche glo-
bale de MADS. La reunion des deux methodes est nommee MADS-VNS. On montre 
en outre une nouvelle facon d'utiliser les fonctions substitut dans le VNS adapte que 
nous utilisons. L'analyse de convergence de ce couplage utilise la fiexibilite de l'etape 
de recherche globale de MADS, qui montre que tant que VNS genere un nombre fini de 
points d'evaluation du treillis, toutes les proprietes de convergence de MADS resumees 
en 1.4.2 sont conservees. Des tests numeriques sont effectues sur trois problemes dont 
un correspond a un probleme reel d'ingenierie, et un autre a un probleme d'optimisa-
tion multidisciplinaire (MDO). Les resultats esperes sont une plus grande stabilite dans 
la qualite des solutions et des meilleures performances que les methodes de recherche 
globale usuelles. 
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Le chapitre 4 correspond a [22], qui a ete accepts pour publication dans la revue SIAM 
Journal on Optimization. Deux autres aspects de MADS necessitaient une amelioration : 
premierement, il n'en existe pas de version parallele, et deuxiemement la taille des 
problemes traites de facon efficace n'excede pas l'ordre de quelques dizaines de va-
riables. L'article sur la decomposition parallele des variables (PVD) de Ferris et Manga-
sarian [53], bien qu'en dehors du contexte de l'optimisation non lisse, semblait apporter 
la reponse a ces deux problemes a la fois. Les auteurs de [53] proposent de decomposer 
le probleme initial en plusieurs sous-problemes de plus petite dimension, et de resoudre 
ces sous-problemes en parallele. Ainsi, chaque processeur travaille uniquement sur un 
sous-ensemble des variables du probleme initial. Une etape de synchronisation permet 
de diriger la recherche et de distribuer 1'information aux processeurs. Ce principe a ete 
entierement adapte pour MADS, dans le but de traiter des problemes de plus grande taille 
(de l'ordre de centaines de variables). L'algorithme resultant, PSD-MADS, est done pa-
rallele, mais egalement asynchrone, car l'etape de synchronisation qui constituait une 
barriere parallele (e'est-a-dire qui imposait, a chaque iteration de l'algorithme, d'at-
tendre que tous les processeurs soient arrives a la meme etape), a ete transformee de 
maniere a ne plus bloquer aucun processeur. L'analyse de convergence de cette methode 
est moins triviale que dans le cas du couplage MADS-VNS. Elle est neanmoins assuree 
par 1'introduction d'un processeur special, qui, lorsque Ton se place de son point de 
vue, execute un algorithme MADS valide (i.e. respectant les conditions de convergence 
de MADS), alors que les evaluations des autres processeurs constituent en fait l'etape 
de recherche globale de cet algorithme. L'objectif de l'article est de presenter PSD-
MADS, son analyse de convergence, et des premiers tests numeriques. Les strategies 
pour decider quelles variables sont distributes a quels processeurs n'est pas abordee, et 
les variables sont distributes de facon aleatoire. Des tests numeriques sont effectues sur 
des problemes analytiques, et l'algorithme est compare a une version parallele synchrone 
et simple de MADS et a APPS, la version parallele asynchrone de GPS deja evoquee 
en 1.1. 
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Le chapitre 5 correspond au dernier et plus recent article [6], soumis a la revue Si AM 
Journal on Optimization. II propose une nouvelle implementation de MADS, ORTHO-
MADS, en remplacement de LTMADS. ORTHOMADS a ete concu specialement pour 
combler deux failles de LTMADS : la premiere, deja constatee plus tot, est que LT-
MADS est une methode non deterministe et que deux executions successives ne don-
neront pas la meme solution. Ce non determinisme est egalement un frein a la re-
productibilite des experiences (meme avec la meme graine aleatoire, deux machines 
differentes ont peu de chances d'obtenir le meme resultat). Le deuxieme defaut de LT-
MADS est que les directions utilisees, bien que formant un ensemble dense (sous une 
hypothese probabiliste), ne sont pas orthogonales. Ceci peut entrainer, en pratique, si 
Ton interrompt 1'algorithme au bout d'un certain temps, de grands trous dans les di-
rections utilisees, c'est-a-dire de larges regions de l'espace qui n'auront jamais pu etre 
explorees. La nouvelle implementation ORTHOMADS corrige ces deux defauts en uti-
lisant une suite deterministe au comportement aleatoire, la suite de Halton [65], qui 
permet la generation d'un ensemble dense de directions, en se passant d'hypothese pro-
babiliste. La transformation de Householder [75] permet ensuite d'obtenir des directions 
orthogonales, tout en conservant la propriete de densite. Alors que les deux premiers ar-
ticles de la these exploitaient la flexibilite de l'etape de recherche globale pour prouver 
leur convergence, ORTHOMADS precede autrement. En effet, comme c'est une nou-
velle implementation de MADS, il faut prouver que les nouvelles directions utilisees se 
conferment aux conditions introduites dans [20], principalement qu'elles constituent un 
ensemble dense. ORTHOMADS se detache egalement des deux premiers articles dans 
le sens ou les resultats numeriques sont effecrues de facon moins detaillee rnais sur un 
plus grand nombre de problemes (45). Notre point etait de comparer exhaustivement la 
nouvelle implementation a l'ancienne, et, ayant constate que rares sont les methodes de 
recherche directe bonnes ou mauvaises sur tous les problemes, un plus large eventail 
de problemes etait necessaire. Ce que Ton aimerait voir ressortir de ces tests est que 
ORTHOMADS fasse au moins jeu egal avec LTMADS, tout en restant superieur a GPS. 
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The paper considers optimization problems of the form 
min fix) (3.1) 
where / : Rn -> R U {oo}, ft = {x e X : c^x) < 0, j = 1, 2 , . . . , m} and X C Rn 
represents closed constraints, i.e. constraints that necessarily need to be satisfied in order 
for the functions to evaluate. The closed constraints often include bound constraints 
L < x < U with L and U in (R U {±oo})n, and possibly boolean constraints that 
indicate if they are satisfied or not, and in the latter case, there is no quantification by 
which they are violated. 
The functions Cj : R™ —> R for j = 1, 2 , . . . , m represent the other constraints and are 
referred to as the open constraints. 
The objective function / and the different functions defining the set f2 are typically pro-
vided as black-boxes in the sense that the way to obtain a function value from a given 
x G Rn is not provided in an analytical way, or may be time consuming or expensive to 
evaluate. The black-boxes may also fail to return a value at some points. One way to 
model this is by setting the function value to infinity. This is called the barrier approach. 
The case where some properties, differentiability for example, can not be exploited, are 
considered. Such black-box functions are widely used in different engineering disci-
plines [3, 8,23,27,28,58,71,79,96]. Black-box functions are typically evaluated by 
running computer code. Approximations of the black-box functions can also be made 
through easier to evaluate surrogate functions (see [29]), and this paper proposes a dif-
ferent way to exploit such surrogates. 
Different derivative-free direct search methods are designed for problem (3.1), such as 
GPS [29,120], MADS [4,20] and DIRECT [54,77]. The reader may consult [81,89] for 
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surveys of direct search methods. Under appropriate conditions, these methods ensure 
convergence to a point satisfying necessary optimality conditions based on the Clarke 
calculus [35]. 
In the present paper, we exploit the flexibility of the MADS algorithm so as to include 
the far reaching searches of the Variable Neighborhood Search (VNS [68,100]). The 
fundamental structures of MADS and VNS are complementary: on the one hand, in case 
of failure to identify improved points, VNS explores increasingly larger regions, and on 
the other hand, MADS explores smaller and smaller neighborhoods. The purpose of this 
paper is to present a generic coupling of MADS and VNS that may be applied to the class 
of problems for which MADS was designed. 
The main reason why we chose to combine VNS with the MADS algorithm instead of 
another optimization method is that the convergence analysis of the resulting method 
follows directly. Each MADS iteration is partitioned into a SEARCH and a POLL step. 
The SEARCH step is intended to be flexible (but still must satisfy some minimal require-
ments), and the POLL step must follow strict rules. The MADS algorithm was conceived 
in such a modular way precisely to allow the user to create and use his own SEARCH 
strategies. In the present paper we take advantage of the flexibility of the SEARCH step 
by proposing a generic VNS SEARCH step. The way in which VNS generates trial points 
makes it easy to verify that the SEARCH requirements are satisfied. The MADS POLL step 
and the update rules are the same as in [20], and thus the MADS convergence analysis 
holds. 
The paper is divided as follows. Section 3.2 proposes an overview of the MADS and 
VNS methods. Section 3.3 presents a generic algorithm that couples MADS and VNS 
and allows the use of surrogate functions. Section 3.4 describes a practical implementa-
tion. Finally some numerical results, including the detailed description of an engineering 
problem, are presented in Section 3.5. The proposed algorithm is compared to the classic 
MADS algorithm and to MADS with a classic SEARCH strategy. 
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3.2 Descriptions of the MADS and VNS algorithms 
3.2.1 MADS 
The MADS algorithm [20] for problem (3.1) extends the Generalized Pattern Search 
(GPS) algorithm for linearly constrained optimization [29,120]. Both GPS and MADS are 
iterative algorithms where the black-box functions are evaluated at some trial points, 
which are either accepted as new iterates or rejected. At any iteration (denoted by the 
integer A;), all trial points generated by these algorithms are constructed to lie on the 
mesh 
M{k, Afc) = | J {x + AkDz :zeN
nD}c Rn 
xevk 
where Vk is the set of points evaluated by the start of iteration k, A*, e IR
+ is the mesh 
size parameter, and D is a fixed matrix whose columns are in W1. In most cases, D is 
chosen to be the n x 2n matrix [—11] where / is the n x n identity matrix. We make 
the standard assumption that all the trial points are in a compact set C. This assumption, 
together with the fact that the mesh is constructed using integer combinations of AkD 
ensures that C n M(k, Ak) contains a finite number of points. 
In order to simplify the notation of the present paper, the parameter A*, is equivalent to 
A™ in [20]. 
Each iteration is divided into two main steps, the SEARCH and the POLL, followed by 
an update step that determines the success of the iteration. The new mesh size, the new 
current iterate and the stopping criteria are updated or verified at the end of the iteration. 
The closed constraints defining the set X are handled by the barrier approach, as in 
MADS, consisting in rejecting trial points outside X. For the other constraints (CJ, j — 
1,2,..., m), a filter approach is used [19,56]: if the points are in X, they are stored and 
classified, using their objective function value and a measure of the constraints violation, 
which permits the acceptance of promising points and the rejection of the others. 
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The POLL evaluates the functions / and Cj's at mesh points near the current iterate xk. 
The convergence analysis of [20] relies on the rigid rules that the POLL step needs to 
follow. The POLL step remains unchanged in the present paper. The way of choosing 
the directions used to generate the POLL points makes the difference between GPS and 
MADS: in GPS, the normalized set of POLL directions is finite, whereas it may be asymp-
totically dense in the unit sphere with MADS, allowing a better exploration of the space 
of variables. At iteration k, the set containing the trial POLL points is called the frame 
Pk, given by Pk = {xk + Akd : d <= Dk}, with Dk the set of directions used to construct 
Pfc. Dk is a set formed by taking positive integer combinations of the columns of D. We 
will not say more about the POLL. 
The SEARCH step is very flexible and gives the algorithm the opportunity to generate trial 
points anywhere on the mesh: the way of generating these points is free of any rules, as 
long as they remain on the current mesh M(k, Ak) and that the SEARCH terminates in 
finite time. This partition of an iteration into a SEARCH and a POLL steps is the key 
feature of MADS which is exploited in the present paper 
Some SEARCH strategies are tailored for a specific application: for example if the prob-
lem is to optimize a wing shape, then some known wings models or configurations may 
be used. Other SEARCH strategies are generic, as the use of Latin Hypercube sam-
pling [117,118]. Furthermore, different types of SEARCHes may be combined. This 
paper introduces a generic SEARCH inspired by the VNS metaheuristic. 
A high level description of the algorithm is summarized in Figure 3.1. The MADS pa-
rameters taken for the tests of Section 3.5 are the default parameters used in our NOMAD 
software [15]. The values of critical parameters (such as the initial mesh size parameter 
A0) will be given in that section. We encourage the reader to consult [20] for a complete 
description of the algorithm. 
A hierarchical convergence analysis is available for MADS, based on the black-boxes 
differentiability: the main convergence result is that under local Lipschitz assumptions, 
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[0] Initializations 
x0 e I , A 0 € 8 + 
fe^O 
[1] POLL and SEARCH steps 
[2]U] 
SEARCH Step 
evaluate the functions on a finite number 
of points of M(k, A&) 
POLL Step 
compute p MADS directions D^ € RnXp 
construct the frame P& Q M(k, A*,) 
with Xk, Dk, and A^ 
evaluate the functions on the p points of P*. 
jdates 
determine the type of success of iteration k 
solution update (xk+i) 
mesh update (Afc+i) 
k <- k + 1 
check the stopping conditions, goto [1] 
Figure 3.1: MADS Algorithm. 
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the algorithm produces a Clarke stationary point, i.e. a point x € Vt at which the gener-
alized Clarke derivative of / is nonnegative for all directions in the Clarke tangent cone 
at x (see [35]). A corollary of this result is that, in the case without constraints, and if / 
is strictly differentiable, then V/(x) = 0. 
3.2.2 VNS 
The Variable Neighborhood Search (VNS) is a metaheuristic proposed by Hansen and 
Mladenovic [68,100]. It is applied to combinatorial problems [34,67,69,70], but it is 
possible to use it with continuous variables as in [14,33,51] and in the present work. 
Two fundamental elements are required to define a VNS method: a descent method and 
a neighborhood structure. The descent is a method executing moves with respect to the 
neighborhood structure, which defines all the different possible trial points reachable 
from the current solution. The objective of these moves is to improve the current so-
lution, and they are repeated until no improvement is possible. The last point of the 
descent is a local optimum with respect to the neighborhood structure used. 
Local searches often terminate in the vicinity of a nearby local optimum. VNS uses 
a random perturbation method to attempt to move away from a local optimal solution, 
far enough so that a new descent from the perturbed point leads to an improved local 
optimum, located in a new and hopefully deeper valley. The perturbation method relies 
on the neighborhood structure, and is parametrized by a nonnegative scalar £k, the VNS 
amplitude at iteration k, which gives the order of the perturbation (it is not necessarily 
small, as the term "perturbation" might suggest, and "shaking" will be used for the 
routine executing it). The implementation details of the perturbation method has to be 
defined specifically for each type of problems, as long as the idea of amplitude is defined 
and is dependent on £fe. For example ^ could be a minimal desired distance between 
the two points before and after the perturbation, or the number of random elementary 
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moves leading to the perturbed point. The most efficient perturbation methods are often 
linked to the problem properties. In the present paper, a generic perturbation method is 
described. 
A description of the VNS metaheuristic is given in Figure 3.2. The algorithm essentially 
consists of two loops. Each iteration of the inner loop is decomposed into two steps: first 
the current solution (typically a local optimum) is perturbed with an amplitude factor £*., 
and then a descent is performed from the perturbed point. If a better solution is obtained, 
it becomes the new iterate, and the amplitude is reset to its initial value. Otherwise the 
amplitude is increased by a value S > 0 (called the VNS increment) so that the next 
perturbation will lead to a point further away than the previous one. Finally, the inner 
loop terminates after a maximum amplitude £,max is reached. 
The outer loop consists in repeating this process itmax times. The itmax parameter of the 
first level loop is crucial for the efficiency of most VNS implementations. However, in 
our context, this loop will implicitly be made by the MADS algorithm, and therefore we 
n X %l"max J- • 
3.3 Coupling the MADS and VNS algorithms 
The VNS algorithm and the MADS POLL step have a complementary behavior: when 
no success has been made during an iteration, the next POLL step generates trial points 
closer to the POLL center, while the VNS algorithm explores a more distant region with a 
larger perturbation amplitude. This paper proposes to incorporate the VNS method in the 
MADS algorithm, as a SEARCH step (called the VNS SEARCH). The POLL step remains 
unchanged so that the convergence analysis of MADS still holds. 
[0] Initializations 
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Figure 3.2: VNS metaheuristic for minimizing / : W' 
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3.3.1 General description 
The MADS mesh provides a natural neighborhood structure to be used by the two VNS 
components (descent and perturbation) and only the update of the perturbation amplitude 
£k has to be made outside of the VNS SEARCH step. 
The entire convergence analysis of MADS is preserved when the two following condi-
tions are met: first, at iteration k, all the VNS SEARCH trial points must lie on the mesh 
M(k, Afe), and second, their number must be finite. The general way to define the pertur-
bation and the descent is now given, and in the next section, a practical implementation 
will be described and proved to be a valid SEARCH, by verifying that the two conditions 
are satisfied. 
Adding a VNS exploration in the SEARCH step of a MADS algorithm can be done by 
introducing two new parameters. One parameter is Ay > 0 and relates to the VNS 
shaking method, as described in the next paragraph. The other parameter is p > 0 and 
defines a stopping criteria for the descent. It is introduced at the end of this subsection. 
The shaking at iteration k generates a point x' belonging to the current mesh M(k,Ak). 
The amplitude of the perturbation is relative to a coarser mesh, whose coarseness is 
independent of Afc. We need to introduce the VNS mesh size parameter 
Ay > 0 and the VNS mesh M{k, Ay). (3.2) 
This parameter is constant and independent of the iteration number k. The reason why 
the VNS perturbation needs to be independent of the current mesh M(k, Afc) is that it 
should not be influenced by the specific MADS behavior (which is in fact the contrary 
of the VNS behavior, as was said in the introduction of this section). Only the fact that 
an iteration succeeds, or the number of successive failed iterations, can rule the VNS 
amplitude, as in the original VNS algorithm. Another way of viewing that fact is that for 
a given value of £fc, the perturbation has to be the same regardless of the mesh fineness 
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or coarseness. 
The shaking may be viewed as the function 
shaking : M{k, Ak) x N -> M(k, Av) C M(k, Ak) 
ix,£,k) l—> x' = shaking (x,^k) 
where ^ e N is the perturbation amplitude. 
As will be illustrated in the next section, the VNS mesh size parameter Ay can also be 
used as a criteria to decide if a VNS SEARCH should be performed at a given iteration. 
VNS descent is viewed as a function 
descent: M(k,Av) ->• M(k,Ak) 
x' »—> x" = descent(x') 
and has to generate a finite number of mesh points. While the shaking randomly changes 
a point in hopes of moving away from a local optimum, the idea of the descent is to ob-
tain an improved point x" from x' (in the filter sense of [19], i.e. in terms of objective 
value and constraints violation). Ideally, a descent step must lead toward a local opti-
mum. The descent step in VNS is important because x', as a randomly perturbed point, 
has a weak probability of being an interesting point. 
In the MADS context, local optimality is defined with respect to the mesh. The descent 
step ideally leads to a mesh local optimum, with respect to the current step size Ak 
and the directions used. The descent method described here is generic, but it is easy 
to see that a specialized descent method could be used for a given type of problem so 
as to exploit some inner properties. In order to reduce the overall number of functions 
evaluations, the descent step may terminate as soon as it generates a trial point, y, close 
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to another point, x, previously considered by the algorithm, i.e. when \\x — yW^ < p, 
where p > 0 is called the Descent Stop (Ds) parameter. (3.3) 
The idea of this Descent Stop criteria is to avoid exploring a region previously visited. 
We believe that this strategy of terminating prematurely a descent could be exported to 
the general VNS metaheuristic. Figure 3.3 gives a description of the algorithm. In the 
update step, £,k+i is set to £0 if
no success has been achieved or if £max has been reached. 
This last point allows us to mimic the outer loop of the original VNS algorithm, the loop 
on it in Figure 3.2. 
3.3.2 Use of a static surrogate 
Surrogate functions may be used in several ways in the context of GPS algorithms 
(see [29] for a generic framework using surrogates). They are useful when the func-
tions defining the problem are costly to evaluate, because they are less complicated and 
give an approximation of the true functions. Surrogates do not need to be good approxi-
mations of the true functions: in [23], the surrogate function differed from / by a factor 
of roughly 200, but both / and the surrogate shared some similarities. 
Two types of surrogates can be defined: static surrogates, tailored for a specific prob-
lem (see [28] for example), and dynamic surrogates, constructed dynamically during the 
execution of the algorithm through previous evaluations and possibly with some inter-
polation technique (kriging for example, see [91,110]). 
In [23], three strategies are proposed for the use of surrogates with the MADS algorithm: 
first an entire run of an optimization algorithm on the surrogate may lead to a good 
starting point for another run with the true function. A surrogate may be used to order 
the POLL and SEARCH trial points. The more promising points are evaluated first, and 
if an improvement is made, the others are not considered. Finally a surrogate may be 
[0] Initializations 
x0 G l . A o G R
+ 
£o , £,max, $, A y 
k^O 
[1] POLL and SEARCH steps 
[2]U] 
SEARCH step (optional) 
x' <— shaking (xfc,£/c) (perturb, of ampl. £*. 
onM(fc,Ay)) 
x" <— descent (x') (descent on M(k, A*.)) 
Sfe <— finite number of 
points of M (fe, A /;) (possibly empty) 
evaluate the functions on Sk U {x"} 
POLL Step 
compute p MADS directions Dk € Rnxp 
construct the frame P^ C M(k, A&) 
with rcfc, £)fc, and A^ 
evaluate the functions on the p points of Pk 
)dates 
update of VNS amplitude (£k+i *~ £o or £k+i <— ^ + S) 
updates of solution and mesh 
k+- fc + 1 
check the stopping conditions, goto [1] 
Figure 3.3: General algorithm of the coupling of MADS and VNS. 
41 
used to determine if a SEARCH point is valuable enough so that the true function is to be 
evaluated. 
The use of surrogates in this paper can be seen as a fourth way to use them. The descent 
step can be entirely performed on the surrogate function. The true function can then be 
evaluated only once, at the final point produced by the descent. This strategy reduces 
the cost of a descent to a single expensive evaluation of the true function, and some less 
expensive surrogate functions. 
3.4 Implementation 
The algorithm presented in the previous section is generic and flexible. We now present 
a specific implementation, using the LTMADS implementation of [20], by specifying 
some parameter values and defining the perturbation and descent methods 
shaking : M(k, Ak) x N -> M{k, Ay) C M(fc, Afe) 
and 
descent : M(k, Ak) -> M(k, Ak) . 
For the perturbation x' <— shaking (xk, £&), at iteration k, two conditions are imposed: 
first, the point x' € M(fc, Ay) is chosen so that the distance in l^ norm between xk 
and x' is £,kAv. This distance is not based on the current mesh size Ak because the 
perturbation amplitude should only be linked to the value of £&, as in the original VNS. 
This is the case as Ay is a parameter fixed by the user at the beginning of the algorithm. 
Secondly, in order to ensure that x' belongs to the current mesh M(k, Ak), the shaking 
procedure is triggered at iteration k when the VNS mesh size parameter is an integer 
multiple of the mesh size parameter Afc, i.e., there exists a nonnegative integer £ such 
that Ay = £Ak. Under the LTMADS mesh size update rule and the basic 2n directions 
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D = [—11], this condition is met as soon as Ak < Ay, and x' necessarily belongs to 
M(k,Ak) since M(k,Av) = M(k,£Ak) c M(k,Ak). The choice of the VNS mesh 
size parameter Ay directly influences at which iterations a VNS SEARCH is performed. 
Figure 3.4 shows two examples of meshes of sizes Ay and Ak with possible choices for 
a perturbation, with n — 2. The perturbation algorithm used in Section 3.5 is given in 
Figure 3.5. 












Ay = 2Afc, &AV = 2Afc 
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1 , . . . . x24} 
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J Ay 
Figure 3.4: Two examples of meshes M(k, Ak) (gray), M(k. Ay) (black) and possible 
perturbation choices (points x% on the bold frame at distance ^ Ay from xk). 
shaking (xk,£,k) 
generate randomly w £ Zn such that IMIoo = £fc 
for each variable index i € [1; n] 
if lower bound Ll is finite and (xlk + Ay w
% < Ll) 
| w* <- \{U - 4)/Av"l 
if upper bound U% is finite and (x£, + Ayu/ > f/1) 
| w^KW-xD/Avl 
- Xk + A y W 
Figure 3.5: Practical implementation for the perturbation method; L1 6 R U {-oo} and 
Ul e MU {+00} respectively refer to the lower and upper bounds of variable i,i e [l;n]. 
A final remark concerning the choices of the amplitudes £0 and £,max and of the VNS 
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increment S is that they are chosen so that a perturbation of order 20 from a point at its 
lower bound generates a perturbed point on its upper bound. This value has been chosen 
as it is empirically good for VNS codes. 
Since the POLL step is efficient in identifying mesh local optima, it is natural to use it for 
the VNS descent step. However the current mesh size cannot be reduced so that all the 
points evaluated during the descent step belong to the current mesh. The VNS descent 
terminates when the POLL fails on the current mesh size (this is similar to the extended 
POLL of [17]). It uses the MADS directions of the LTMADS implementation and its own 
mesh size parameter, called the descent mesh size. The initial value of the descent mesh 
size is taken to be the current mesh size at that point. 
The descent works on its own filter for the constraints management (the descent filter), 
and is reset each time a new descent is performed. Each descent may be opportunistic 
(the evaluations are stopped at the first success) or complete (they are completed regard-
less of any earlier successes). The mesh update is made as in LTMADS, for the descent 
mesh size. 
The LTMADS optimistic strategy is also used: if, during a POLL iteration of the descent, 
an improved point in the direction d is found, the next descent iteration will evaluate the 
functions at a point further along the direction d. 
With this practical implementation for the perturbation and descent methods, the follow-
ing pair of propositions ensures that the VNS SEARCH is valid as a SEARCH step of the 
MADS algorithm. 
Proposition 3.4.1 At iteration k, if the VNS SEARCH occurs, it generates trial points 
lying on the current mesh M(k, A&). 
Proof. At iteration k, it has already been shown that the perturbed point x' lies on the 
current mesh, since 3£ £ N+ such that Av = £Ak (a pre-condition for the VNS SEARCH 
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to occur). By applying the rules of the MADS POLL for the descent, all the trial points 
will also belong to the mesh. Even if surrogates are used for the descent, the unique final 
evaluation will be made for a point on the mesh. • 
Proposition 3.4.2 At iteration k, if the VNS SEARCH occurs, it generates a finite num-
ber of trial points. 
Proof. Proposition 3.4.1 ensures that all the VNS SEARCH trial points are on the current 
mesh. Combining this with the assumption that all the trial points are in a compact set 
implies that their number is finite (see Proposition 3.4 in [18] for a more detailed proof). 
• 
In practice, one may simply limit the number of different VNS trial points. For example, 
in the numerical tests of Section 3.5, a limit of 60 trial points is imposed. 
3.5 Numerical Tests 
This section describes numerical results for three different problems on which the algo-
rithm was tested. The first one is a bound constrained analytic two variables problem, 
the second is a multidisciplinary optimization problem with ten variables and ten con-
straints, and the last one is an engineering problem from the chemical industry with 
eight variables and eleven black-box constraints. Surrogate functions are used in the last 
two problems. All source codes for these three problems are available on the web site 
www.gerad.ca/Charles.Audet. 
3.5.1 Algorithm parameters and testing protocols 
The MADS implementation used is the research version of the code NOMAD [15], with 
the following parameters: the POLL step uses the MADS 2n directions and is complete 
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(i.e., black-box functions are evaluated for all POLL trial points). The MADS dynamic 
ordering of the POLL directions is performed after each successful iteration (see [20] 
for details). Scaling of the variables is done in a way that the mesh size parameters 
Ao, Amin, and Ay are always presented as proportions of the variable ranges. For ex-
ample, for a n = 2 problem with L = [—10] and U = [1 10], an indicated value of 
A0 = 0.1 corresponds in fact to the scaled vector A0
cl = [0.2 1] (the same for Amin and 
Ay). Scaling can also be done directly into the black-box code. 
The VNS mesh size parameter Ay is rounded so that the condition A^ = IAV is verified 
when Ak < Ay so that the user does not need to compute the exact value of Ay com-
patible with some Afe). For example, without scaling, if the user chooses Ay = 0.001 
and A0 = 1, Ay will be rounded to 1/1024, the closest integer power of 4. 
The filter [19,56] is used for open constraints with the squared £2 norm to define the 
constraint violation. The algorithm terminates when Ak drops below a parameter Amin 
or when a limit on the number of true evaluations is reached (n™£f). In the present 
work, we use ri££%=10000. These MADS parameters remain unchanged throughout the 
numerical tests, as it is not the point here to analyze the MADS-alone behavior. 
The Latin Hypercube (LH [117,118]) SEARCH strategy is also used with two parameters 
ninit = 100 and niter = 10 : ninit is the number of LH trial points generated at the first 
iteration of MADS, and niter the number of LH trial points generated at each subsequent 
iteration k > 1. The initial LH step is complete while the other steps are opportunistic 
(i.e., the iteration terminates immediately after a success). 
An upper limit of 60 trial points is imposed for every VNS SEARCH. For the descent 
step of VNS, the evaluations are opportunistic and the directions used are the standard 
MADS 2n directions {ie^ : i = 1,2,..., n} where e* is the ith column of the identity 
matrix. When the premature descent stop technique (Ds) is used, the parameter p of 
equation (3.3) is given. If available, surrogates are used in the descent step of VNS as 
described in Section 3.3.2, and not in the other MADS components. 
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Six algorithmic variants defined by different combinations of parameters are tested. The 
different algorithms configurations are detailed in Figure 3.6 and Table 3.1. For com-
parison purposes, the first two algorithms do not use the new features proposed in this 
paper: algorithm A uses only MADS without a SEARCH strategy and algorithm B com-
bines MADS and Latin Hypercube (LH) SEARCH. All other algorithms use MADS and 
VNS, and differ only in their use of LH SEARCH, surrogates (Sgte = "yes" or "no") or Ds 
strategy (p value or "no"). Latin Hypercube (LH) SEARCH always uses the parameters 
riinit = 100 and n i ter = 10. 
MADS algorithms 
algorithm B 
M A D S + L H 
algorithm A 
MADS 






M A D S + V N S 
algorithm E 
MADS+ 
V N S + L H 
algorithm F 
MADS+ 
1 V N S + D S 
Figure 3.6: Schematic description of the 6 main types of algorithms. Algorithms C,D,E, 
and F are variations of the new algorithm proposed in this paper. 
Because MADS directions are randomly chosen and two runs with the same parameters 
can give different results, 30 runs are made for each algorithm. Throughout the tests, 
algorithms D,E, and F, which use VNS and one additional feature (Ds, LH or surrogates) 
can be mixed into other variants. These variants are denoted by D+E, D+F, and E+F 
(algorithm D+E uses MADS, VNS, surrogates, and LH, the same logic applies to D+F 
and E+F). 
Results are summarized in Figures 3.8, 3.9, and 3.11 and are presented through 7 sub-
graphs. Each subgraph represents the objective function value (/) versus the number 
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Tableau 3.1: Detailed parameters description of the 6 main algorithms. The MADS pa-
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of black-box evaluations (neval) for the 30 runs of each series. One black-box evalu-
ation is counted for the call of all the black-boxes defining the problem (objective and 
constraints). Note that when no surrogate is used, neval denotes the number of true 
evaluations. With surrogates, another statistic (specific for each problem) must be used, 
taking also into account the surrogate cost. The last subgraph gives a summary of the 6 
tests (one for each main algorithm) with average values. This larger subgraph allows one 
to compare directly the algorithms, in terms of quality of the solution and evaluations 
cost. Results for variants D+E, D+F, and E+F are not shown in the first 6 subgraphs but 
appear in the summary subgraph. 
Finally, Tables 3.2, 3.4, and 3.7 present the numerical values of all the tests. Each row 
of these tables is dedicated to one algorithm, the first columns give the parameters used, 
and the other columns give average, best and worst values for / and neval over the 30 
runs. The runs above the horizontal line do not use the algorithmic features proposed in 
this document. 
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3.5.2 An analytic problem with many local optima 
This problem is taken from [121],[problem 4]. It has 2 variables and the function to 
minimize is 
/ (a , b) = esin50a + sin(60e6) + sin(70sina) + sin(sin(806)) 
- s in( l0(a + 6)) + | (a 2 + 62). 
The closed bound constraints — 5 < a, b < 5 are added since it can easily be shown that 
f(a, b) > / (0, 0) whenever (a, b) lies outside these bounds. 
The graph of the objective function is shown in Figure 3.7. One may observe the numer-
ous local optimal solutions. The plot on the top part of the figure shows the function on 
the entire domain, and the one on the bottom zooms in on the rectangle —\<a,b<\. 
Figure 3.7: Graph of the analytic problem function with bounds [—5; 5] and 
[-0.25; 0.25]. 
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Since the function is analytic and not costly, no surrogate function is used. Our first set 
of results used x0 = [0 0]
T as starting point. Unfortunately, this starting point is very 
close to the global optimal solution (x* ~ [-0.024 0.211]T with / ~ -3.307), and all 
runs converged trivially to the global solution. Therefore, a new starting point far from 
the optimum was chosen: x0 — [3 3]
T, for an objective function value of / ~ 4.721. The 
initial mesh size parameter A0 is set to be 0.05 times the variable ranges and Amin to 
10~12 times the ranges. Two different values for Ay are used in the different runs: 0.01 
and 0.05 times the variable range. 
/ -1 
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Figure 3.8: Analytic problem: / (objective function value) versus neval (number of 
black-box evaluations). 
Results are shown in Table 3.2 and Figure 3.8. The MADS alone and MADS with LH 
(algorithms A and B) performed well in terms of number of function evaluations, but did 
not often terminate near the global optimum. The VNS algorithms C and E (VNS and 
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VNS+LH) seem very appropriate in terms of global quality of the 30 runs (best average 
values for / ) . This quality came at the cost of additional evaluations. Tests using the Ds 
strategy have fewer evaluations, but a lower quality of solution. 
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On a problem with a large number of local solutions, it is not surprising to see that the 
VNS SEARCH strategy is useful, since VNS is a metaheuristic designed to move away 
from local solutions. 
We have also observed that the larger value reached by the £k parameter is almost always 
below 10, for an allowed maximum of £,max = 20. This means that the outer loop on it 
in the original VNS algorithm (Figure 3.2), which is implicitly made in the update step 
of the new algorithm (Figure 3.3), is not useful for this problem. This remark holds also 
for the other two problems. 
3.5.3 A M D O problem: aircraft range optimization 
This problem is a Multidisciplinary Design Optimization ( M D O ) problem taken from [102, 
113] from the mechanical engineering literature. Three coupled disciplines (structure, 
aerodynamics, and propulsion) are used to represent a simplified aircraft model, with 
10 variables. The objective function is to maximize the aircraft range under bound con-
straints and 10 open constraints. The black-box performs an iterative fixed point method 
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through the different disciplines in order to compute the aircraft range. A natural sur-
rogate consists in using a greater relative error as stopping criteria, and a smaller limit 
on the maximal number of fixed point iterations. The total number of fixed point iter-
ations (from surrogates or true functions evaluations) is used instead of the number of 
black-box evaluations in the results (fpit). 
The starting point x0, the best known point x* and the bounds are given in Table 3.3. 
The parameters A0, Amin , and Ay are taken respectively as 0.001, 10~
7, and 0.1 times 
the variables ranges. Note that this problem can be solved more efficiently by other 
MDO-specialized optimization methods, as in [113], but the purpose of the results shown 
here is to make a comparison between the basic MADS algorithm and the coupling of 
MADS and VNS. 
Results on Figure 3.9 and Table 3.4 show the same trend as the ones for the analytic 
problem: the use of the VNS improves the global quality of the solutions, at the cost of 
additional evaluations. Here, the runs that stand out as the best ones are for algorithms D 
and D+F (VNS with surrogates). The use of the Ds strategy and surrogates in algorithm 
D+F gave excellent results by lowering the number of evaluations for almost the same 
quality of objective function value. For this problem the LH SEARCH seems not very 
appropriate, even when combined with the VNS SEARCH. 
3.5.4 An engineering problem: styrene process optimization 
The problem is to optimize is a styrene production process simulation. Optimization 
of chemical processes simulation using an outside optimizer has previously been studied 
in [11,32,52]. The styrene production process is divided into four steps: reactants prepa-
ration (pressure rise and evaporation), catalytic reactions (as in [112]), styrene recovery 
(first distillation), and benzene recovery (second distillation). There is also an important 
recycling of unreacted ethylbenzene. All these steps appear in Figure 3.10. 
A chemical process simulator was developed based on the SMS (Sequential Modular 
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Tableau 3.3: MDO problem: starting point (x0), best known point (x*), and bounds 


























Simulation) paradigm. SMS is a widely used approach [50,103, 111], mostly because 
it relies on fast iterative methods. For some given operating parameters, each block 
can compute its output only when its input has been calculated. The main deficiency is 
recycling loops: the first blocks of the loop require the evaluation of the lasts ones. 
The black-box simulator uses some common methods such as Runge-Kutta, Newton, 
Wegstein (fixed point), secant, bisection, and many other chemical engineering related 
solvers. The objective is to maximize the NPV (Net Present Value) of the styrene pro-
duction process project, while satisfying industrial and environmental regulations. This 
is given by 
h v+w 
where the index i denotes a year between 0 and n, Si the sales, Cj the operating costs, Ta 
the income tax rate, Ii the investment, Dj is the depreciation, and Tr is the actualization 
rate. The source of difficulty in the optimization problem is that Si, Ci, Ii, and Di are 
functions of the simulator output. This output contains information such as equipment 
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Figure 3.9: MDO problem: / (objective function value) versus fpit (number of fixed 
point iterations). 
ulation of the process must be successfully performed before the constraint and objective 
functions are evaluated. Tables 3.5 and 3.6 give additional information on the problem 
characteristics. 
The surrogate is obtained by using greater tolerance values and smaller maximum num-
bers of iterations in the various numerical methods. As opposed to the MDO prob-
lem of the previous subsection, computational comparison between true and surrogate 
functions is not trivial. Intensive tests suggest that one true evaluation has approxima-
tively the same cpu-time of three surrogate evaluations. For the results in Figure 3.11 
and Table 3.7, the "neval" value is then an approximation of the evaluations cost, ob-
tained by neval defined to be the sum of number of true evaluations, plus a third of 
the number of surrogate evaluations. Because of this, neval exceeds in some cases the 
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Figure 3.10: Flowsheet of the styrene production process. 
upper bound of 10000. The scaling is this time done directly in the black-box code with 
new unified bounds of [0 1]. The fixed parameters used for these series of 30 tests are 
[A0 Am i n A y ]
T = [0.001 10-7 0.05]T 
Figure 3.11 and Table 3.7 do not suggest a clear domination of one VNS strategy over all 
others. However, one may observe that algorithms C and E using VNS are the more sta-
ble runs in the sense that they very often produce a good solution with only a few outliers 
(this is mostly apparent in the plots of Figure 3.11). Runs using MADS and MADS with 
LH SEARCH could not reach the best objective function values. VNS systematically 
generated the best solutions. 
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Tableau 3.5: Styrene problem: variables and objective description, starting point (x0), 
best point found (x*), and bounds (L, U € M"). 
description units | XQ x* 
outlet temperature in block HEATER K 
length of reactor (block PFR) m 
light key fraction in block SEP-STY 
light key fraction in block SEP-BZ -
outlet pressure of block PUMP atm 
split fraction in block SPLITER 
air excess fraction in block FIRE — 
cooling temperature of block COOLER K 




















This paper proposes a generic way to incorporate the VNS metaheuristic into the SEARCH 
step of the MADS algorithm. Notice that a similar combination was recently detailed 
in [123] where a generic particle swarm GPS SEARCH strategy is denned. 
Our proposed algorithm belongs to the general MADS framework, and thus preserves all 
of its convergence properties. The algorithm remains simple, with only two additional 
parameters: the VNS mesh size parameter Ay used in the shaking, and the optional 
descent stopping parameter p. In the numerical results presented we either used Ay 
to be one tenth, one twentieth or one hundredth of the range of the variables. In our 
software packages we will use one tenth as the default value. We observed that the 
algorithm was more sensitive to the descent parameter p, and will not attempt to suggest 
default values. 
The algorithm was applied to three problems and compared to classic MADS with or 
without the classic Latin Hypercube (LH) SEARCH strategy. Good results were obtained 
in terms of quality: the random aspect of the MADS directions is attenuated, leading 
to more stable solutions. This improvement in terms of quality generally comes at the 
price of a higher number of black-box evaluations, but VNS seems to use these additional 
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Tableau 3.6: Styrene problem: constraints description, with partition into three groups. 















description of constraint Cj 
true if the simulation has succeed 
true if column SEP-STY is structurally acceptable 
true if column SEP-BZ is structurally acceptable 
true if mixture in FIRE can burn and if environmental 
regulations on CO and NOx are met 
minimal purity of produced styrene 
minimal purity of produced benzene 
minimal overall ethylbenzene conversion into styrene 
maximal payout time 
minimal discounted cashflow rate of return 
maximal total investment 
maximal annual equivalent cost 
evaluations more efficiently, compared to other methods such as LH SEARCH. 
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Figure 3.11: Styrene problem: / (objective function value) versus neval = true evalua-
tions + surrogate evaluations/3. 























































































































PARALLEL SPACE DECOMPOSITION OF THE MESH ADAPTIVE DIRECT 
SEARCH ALGORITHM1 
Charles Audet2 J.E. Dennis Jr.3 Sebastien Le Digabel4 
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Abstract 
This paper describes a Parallel Space Decomposition (PSD) technique for the Mesh 
Adaptive Direct Search (MADS) algorithm. MADS extends Generalized Pattern Search 
for constrained nonsmooth optimization problems. The objective here is to solve larger 
problems more efficiently. The new method (PSD-MADS) is an asynchronous parallel 
algorithm in which the processes solve problems over subsets of variables. The conver-
gence analysis based on the Clarke calculus is essentially the same as for the MADS algo-
rithm. A practical implementation is described and some numerical results on problems 
with up to 500 variables illustrate advantages and limitations of PSD-MADS. 
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4.1 Introduction 
The paper considers optimization problems of the form 
min / (x ) , (V) 
where the objective function / : fi C Rn —> l U {oo}. The feasible region 0 is assumed 
to satisfy a nonsmooth constraint qualification, and we only assume the presence of an 
oracle to tell whether or not a given x G Rn is feasible. We are concerned primarily with 
cases where f(x) or the oracle are given by black-box computer simulations, which are 
assumed to evaluate in finite time. This is common in engineering design. Indeed, the 
reason we allow f(x) to take on the value oc is that for many such problems, no value of 
f(x) is returned, even for some x G Q, because of the internal workings of the simulation 
used to drive the design. See [3,8,23,27,58,71,79,96]. 
There are other useful derivative-free direct search methods designed for problems sim-
ilar to V. These include the Nelder-Mead simplex [101], the DIRECT algorithm [54,62, 
77], frame based methods [40,106], the Generalized Pattern Search (GPS) [18,29,120], 
the Asynchronous Parallel Pattern Search (APPS) approach [64,74,80,83,84], and the 
Mesh Adaptive Direct Search (MADS) [4,20]. Related is the implicit filter method [78], 
though it does use a coarse difference gradient approximation. The reader may con-
sult [78,81,89] for a survey of some of these direct search methods. 
Using these methods to solve expensive problems with more than a few dozen variables 
may be impractical since they may need a large number of costly black-box evaluations. 
One possible approach is to use parallelization. Dennis and Wu [49] reviewed differ-
ent parallel methods for continuous optimization and concluded that a combination of 
60 
GPS and the Parallel Variable Distribution (PVD) of Ferris and Mangasarian [53] should 
be considered. 
PVD is an evolution of the block-Jacobi technique of [25] which optimizes in parallel a 
series of reduced subproblems on subspaces of the original variables of V. The present 
paper is based on the remark of Dennis and Wu. Dennis and Torczon [47] described a 
first parallel version of GPS, which evaluates the black-box evaluations in parallel and 
synchronizes at each iteration to compare solutions and update the current iterates. The 
Asynchronous Parallel Pattern Search, APPS [64,80], removes this synchronization bar-
rier. In APPS, each process explores the space of variables using its own set of directions 
and does not wait for the other processes to terminate. APPS is expected to be more 
efficient than the synchronous version of [47], especially if the black-boxes have hetero-
geneous behavior that depends on the point where they are evaluated. A convergence 
analysis is presented in [84] for the smooth case. 
Our work applies a decomposition of the variables of V based on the block-Jacobi tech-
nique of [25] that inspired the PVD method of [53]. This allows a natural parallel appli-
cation of MADS to smaller subproblems, in an asynchronous way. The new algorithm, 
called PSD-MADS, can be interpreted as a particular instance of MADS, thus inheriting 
the main results of the MADS convergence analysis. 
The paper is divided as follows: Section 4.2 gives an overview of the Parallel Space 
Decomposition and MADS methods. Section 4.3 presents the new asynchronous paral-
lel algorithm, PSD-MADS, and Section 4.4 shows that the main convergence results of 
MADS are maintained by showing that the entire PSD-MADS algorithm may be inter-
preted as a specific MADS instance. An implementation of PSD-MADS is described in 
Section 4.5, with some numerical results on problems with a number of variables rang-
ing from 20 to 500. Finally, Section 4.6 gives some conclusions and proposes possible 
extensions of PSD-MADS. 
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4.2 Relevant literature 
This section presents an overview of parallel space decomposition methods, and the 
Mesh Adaptive Direct Search algorithm. MADS, its convergence analysis and its LT-
MADS implementation are described in detail, since Sections 4.4 and 4.5 depend on 
them. 
4.2.1 Parallel space decomposition methods 
Parallel space decomposition methods decompose V into a finite number of smaller 
dimension subproblems, which can be solved in parallel with one process assigned to 
each subproblem. 
Define N = {1,2,..., n} where n is the number of variables of the optimization prob-
lem V, and Q = {1,2,..., q} where q is the number of available processes. Each process 
p € Q works on a nonempty subset Np C N of the variables. The other variables are 
fixed, based on the incumbent solution x* € fi, the current best known solution. More 
precisely, process p e Q works on the optimization subproblem 
min f(x) (Vp(x*)) 
xeiip(x*j 
with Qp{x*) = {x eQ :Xi = x* Vie JVp] andiVp = N\NP. The subproblem Vp{x*) 
contains np = \NP\ free variables, indexed by Np. In Section 4.5 we propose a strategy 
to build the subsets Np. 
The block-Jacobi method in [25] is an iterative two-steps algorithm and may be de-
scribed in a very general way as follows. At each iteration, the first step, the paral-
lelization, consists of solving the subproblems in parallel, and the second step, the syn-
chronization, gathers the subproblems solutions and constructs the next iterate. Similar 
methods are described in [66,94,122]. 
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A variant of the method was introduced by Ferris and Mangasarian [53], as the Parallel 
Variable Distribution (PVD) for a differentiable objective function / with continuous 
partial derivatives. In order to solve the subproblems more efficiently, the PVD method 
allows a priori fixed variables to change in a limited fashion, along directions typically 
based o n V / . These variables are denoted as "forget-me-not" terms. 
The convergence analysis in [53] requires that subproblems be solved to optimality. In 
the unconstrained case, if V / exists and is Lipschitz, then the accumulation points of 
the generated sequences are stationary points. In addition, if / is assumed to be convex, 
the convergence rate is shown to be linear. When f2 is nonempty, closed, convex, block-
separable, and the functions defining it are also continuously differentiable, convergence 
results are still available. When there are general constraints, Ferris and Mangasarian 
recommend transforming the problem into unconstrained problems via penalty functions 
or exploiting possible block-separable constraints. 
These are parallel synchronous algorithms because the synchronization step waits for 
all the processes to end. The conclusion of [53] is that an asynchronous version of the 
algorithm would increase efficiency. This is done in [90] for unconstrained problems, 
where the synchronization step is dropped at the expense of the convergence analysis. 
Extensions of the PVD method are given in [109,115,116] with similar convergence 
results to those in [53] under less restrictive conditions. For example, subproblems do not 
need to be solved to complete optimality, as for example when one Newton-like iteration 
is used. A convergence analysis for the constrained case is given with either block 
separability or convexity assumptions on the structure of fi. These are not reasonable 
assumptions for our target class of engineering design problems. 
In the above references, no practical and generic strategy is given concerning the choice 
of the subproblems variables (sets Np). However, the sets do need to form a partition 
of N, and they are fixed throughout the entire process. In the parallel space decomposi-
tion [60] the subspaces can be chosen differently at each iteration. 
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In Fukushima [61], the PVD method is extended to a more general framework for uncon-
strained problems. The sets of subproblems variables are not fixed through the iterations, 
are not required to form a partition of N, but they must span N. In particular, an over-
lapping of the subproblems variables is allowed. Some experiments with such methods 
are given in [124]. 
More recently, the MoVars algorithm [26] combines the GPS method with the syn-
chronous PVD framework (including the "forget-me-not" terms from [53]) on fixed sub-
sets Np, but there is no convergence analysis. 
In most of the references of this section, / is assumed to be at least differentiable, and 
constraints, if they are considered, are block-separable or convex. These assumptions are 
not reasonable for the problems of interest to us, and thus, our convergence analysis does 
not rely on the analysis of [53] or its extensions. Rather, by incorporating MADS with 
its weaker hypotheses, we will inherit the MADS convergence analysis. It will also 
give us greater flexibility concerning the choice of the subsets Np, the way we handle 
constraints, the amount of work we must devote to the subproblems, and the lack of 
necessity for a synchronization step. 
4.2.2 Mesh Adaptive Direct Search (MADS) 
We now summarize the MADS algorithm [20] for problem V, which extends the Gener-
alized Pattern Search (GPS) algorithm for linearly constrained optimization [29,120]. 
The constraints defining Q are handled by the extreme barrier approach, as in [20,86, 
87]. This means that trial points outside fl are simply rejected by setting their objective 
function value to oo. Of course, this requires that the user provides a feasible initial 
point xQ € ft. We make the standard assumption that all the trial points generated by the 
algorithm lie in a compact set. 
MADS is an iterative algorithm where the black-box functions are evaluated at some trial 
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points that are either accepted as new iterates because they are feasible and decrease the 
objective, or they are rejected. 
All trial points generated by these algorithms are constructed to lie on a mesh 
M(A)= \J{x + ADz:zeNnD} CK" (4.1) 
xev 
where the set V, called the cache, is a data structure memorizing all previously evaluated 
points so that no double evaluations occur, A € R+ represents a mesh size parameter, 
and D is a n x nr> matrix representing a fixed finite set of nD directions in E
n . More 
precisely, D is called the set of mesh directions and is chosen so that D = GZ, where 
G is a non-singular n x n matrix, and Z an x nD integer matrix. The definition given 
by (4.1) differs slightly from the one in [20]. There the mesh was indexed by the iteration 
number instead of being parameterized by A. The reason for this difference is that our 
parallel algorithm will be working simultaneously on different size meshes originally 
generated at different iterations. Note also that in order to simplify the notation, the 
mesh size parameter A used here is the equivalent of Am in [20]. 
Each iteration is divided into three steps, the SEARCH, the POLL, and an update step 
determining the success of the iteration and producing the next iterate. The SEARCH and 
POLL are treated specially in that the POLL needs not be carried out at an iteration if the 
SEARCH finds a better point. At each iteration, the algorithm attempts to generate an 
improved incumbent solution on the current mesh M(Afc), where Ak is the mesh size 
parameter at iteration k. The SEARCH step is very flexible and allows for trial points 
anywhere on the mesh. The way of generating these points is free of any rules, as long 
as they remain on the current mesh M(Afc) and that the SEARCH terminates in finite 
time. Some SEARCH strategies can be tailored for a specific application, while others are 
generic, such as the use of Latin Hypercube sampling [118], or Variable Neighborhood 
Search [12]. In summary, if one wants to define a new MADS algorithm with its specific 
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SEARCH, all that needs to be done to ensure convergence is to show that the SEARCH 
requires finite time and generates a finite number of trial points lying on the mesh. 
The POLL step explores the mesh M(Ak) near the current iterate xk and its rules ensure 
theoretical convergence of the algorithm. The way of choosing the directions used to 
generate the POLL points is the difference between GPS and MADS. In GPS, the nor-
malized set of potential POLL directions must be chosen from a finite set that is fixed 
across all iterations. In MADS, the directions may be chosen to be asymptotically dense 
in the unit sphere, which allows better coverage. We use the terminology of [40,106] 
and say that at iteration k, the set of trial POLL points is called the frame Pk. The set of 
directions used to construct Pk is denoted Dk, and it is not a subset of D. 
In the last step of the fcth iteration, the mesh size parameter is updated according to 
Afe+i <— T
Wk Afc, where r > 1 is a fixed rational number and u)k an integer that depends 
on the success of the iteration. When no improvement is made, the iteration is said to 
fail, and u>k is taken to be an integer in the interval [ui~; —I] with UJ~ < —1, forcing the 
next trial POLL points to be closer to the current iterate. When a new best iterate is found, 
the iteration is said to succeed, and Ak is possibly increased with ujk in [0; u>
+], with the 
integer UJ+ > 0. In the LTMADS implementation of [20], r is fixed to 4, u>~ = — 1, and 
w+ = l. 
A high level description of the algorithm is summarized in Figure 4.1. We encourage the 
reader to consult [20] for a complete description. 
4.2.3 MADS convergence analysis 
We will summarize the main convergence results for MADS given in [20]. These results 
assume that constraints are treated by the extreme barrier approach, and they constitute a 
hierarchical series of results relying on the Clarke calculus [35] for nonsmooth functions. 




| x0 € fl, A0 > 0, k <- 0 
[1] POLL and SEARCH steps 
objective: find a y G M(Afc) n fi SMC/Z */?af /(y) < /(«&) 
SEARCH step (optional) 
evaluate the functions on a finite number 
of points of M(Afc) 
POLL step (optional if the SEARCH step succeeded) 
compute ridir MADS directions di G W1 
evaluate the functions on the MADS frame 
Pk = {xk + Afcdi : i = 1,..., ndir} C M(Afc) 
[2] Updates 
£fc_l_i <— y (iteration success) or x^ (iteration failure) 
Afe+i <— TWkAk (reduced if iteration fails) 
k^k + 1 
goto [1] 
Figure 4.1: High level description of the M A D S Algorithm. The directions di are positive 
integer combinations of the columns of D. The SEARCH or POLL steps can be stopped 
before all evaluations are terminated (opportunistic strategy). 
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The main theorem is that under a local Lipschitz assumption on / , and under the as-
sumption that the set of all normalized POLL directions is dense in the unit sphere, the 
algorithm produces a Clarke stationary point. More precisely, MADS generates a point 
i G flat which the Clarke generalized directional derivatives of / in all the directions 
in the Clarke tangent cone at x are nonnegative. The only assumptions needed are that 
/ is Lipschitz near x and the constraint qualification that the hypertangent cone of Q, at 
x is nonempty. A corollary to this result in the unconstrained case is that if / is strictly 
differentiable near x, then V/(£) = 0. 
The convergence result that requires the least assumptions on / and A, the zero'th order 
result, is that MADS generates a limit point x, which is the limit of mesh local minimizers 
on meshes that get infinitely fine. The notion of local optimality is with respect to the 
current POLL set, defined using a positive spanning set of directions. More formally, 
MADS generates a convergent subsequence of iterates {xk}keK C A such that Xk —> x, 
and f(xk) < f{xk + A/.<4) for all directions dk in a positive spanning set DK, and 
IIAfcey->0. 
The price to pay for our new capability to handle a large number of variables is that 
this last convergence result will be lost. We will consider a MADS algorithm whose 
POLL set contains a single element instead of being built using a positive spanning set 
of directions. We will refer to this as a smg/e-POLL MADS algorithm, and it still retains 
the property of generating asymptotically dense polling directions. 
The next section discusses the LTMADS implementation of the MADS algorithm. LT-
MADS uses positive bases to construct the POLL sets. It is stated that the union of theses 
normalized directions forms a dense set because if one looks closely at the proof in [20], 
one sees that it is the subset of single-POLL normalized MADS directions that grows 
dense in the unit sphere. Thus, with the assumption of local Lipschitz continuity, the 
main convergence result guaranteeing a Clarke stationary point holds. 
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4.2.4 The LTMADS implementation of MADS 
The SEARCH and POLL steps need to satisfy certain conditions for the convergence re-
sults to hold. In particular, one of these conditions is that the total set of normalized 
POLL directions used by the algorithm be dense in the unit sphere. In [20] there is a 
practical way of accomplishing this through the LTMADS implementation of MADS. 
LTMADS fixes r to 4 and the set of mesh directions D = [—In In] where In represents 
the n x n identity matrix. The mesh is based on the nonnegative integer value I = 
— log4(Afc), Afc = 4~
£, and directions are constructed randomly using a lower triangular 
matrix. One of these directions is a special case and fixed for each value of £. This 
direction, called b(£), has one coordinate (the largest in absolute value) set to ±2e so that 
POLL points are within \/Ak of the POLL center xk in the i^ norm. 
The result stated in [16,20] is that with probability one, the series of normalized direc-
tions b(£) grows dense in the unit sphere. In LTMADS, the direction b(£) is augmented at 
each iteration with other directions to form a positive spanning set of polling directions. 
We will, as explained in the preceding section, construct a single-POLL MADS algo-
rithm with dense polling directions using only the b(£) directions, but the zero'th order 
convergence result of MADS is lost. Also, because we are not polling at each iteration 
in a positive spanning set of directions, the mesh size might drop too quickly with this 
single-POLL version of MADS, and so the SEARCH step is of extra importance. This 
is the key to the PSD-MADS algorithm described in the next section: one process ex-
ecutes a single-POLL MADS algorithm, while the work of the other processes may be 
interpreted as a SEARCH step. 
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4.3 Parallel Space Decomposition of MADS 
This section describes the combination of MADS with a parallel space decomposition 
method. The resulting algorithm is called PSD-MADS. It is an asynchronous parallel 
algorithm where a master process decides on the subsets Np C N and assigns the re-
sulting optimization subproblems Vp(x*) to slaves. The slaves apply MADS to attempt 
to improve the incumbent solution x*. No synchronization step is performed. When a 
slave completes its assigned task, the master assigns a new subproblem with a possibly 
new Np and a;*. 
4.3.1 General description of PSD-MADS 
While PSD-MADS is an asynchronous parallel algorithm, the notion of iteration is kept, 
and corresponds to two successive calls by the master to one special slave, called the 
pollster slave, described more precisely in Section 4.3.2. The pollster slave executes a 
single-POLL MADS algorithm on the entire problem V, while the other slaves, called the 
regular slaves, work on the subproblems Vp(x*). 
Each subproblem Vp(x*) is a subproblem of V with a reduced number of variables in-
dexed by the set Np. When an optimization process terminates, the slave communicates 
its progress to the master. If it has found an improved solution, then that becomes the 
new incumbent solution. The slave immediately starts work on a new subproblem as-
signed by the master. There is no need to synchronize all the slaves. 
With several MADS instances executing in parallel, it is necessary to define different 
mesh size parameters: first, A^ corresponds to the mesh M( A*1) used at iteration j of the 
MADS algorithm performed by a regular slave sp. This mesh size parameter is denoted 
differently for the pollster slave, with Aj|. (notice the same iteration counter k used both 
for the pollster slave and PSD-MADS). A£ is called the pollster mesh size parameter at 
iteration k of PSD-MADS. Finally, an additional mesh size parameter, A ^ , is called the 
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master mesh size parameter. The mesh M(Ajf) is never used explicitly, but it is useful 
for comparing the two other meshes M(A\) and M(AP). At iteration k of PSD-MADS, 
and at iteration j of the MADS algorithm performed on a subproblem Vp(x*) by a regular 
slave sp forp G {2 ,3 , . . . , q — 2}, the PSD-MADS construction ensures that 
A * < A f < A ^ . (4.2) 
Inequalities (4.2) are formally proved in the convergence analysis of Section 4.4, where 
PSD-MADS is interpreted as a valid single-POLL MADS instance performed by the poll-
ster slave. An additional hypothesis on the different meshes M(A^), M(A\), and 
M(AP) is necessary: 
Hypothesis 4.3.1 If two mesh size parameters A and A' satisfy A = T^A' where u € 
N, then M(A) C M(A'). 
This assumption holds for the PSD-MADS implementation given in Section 4.5. 
The q processes are partitioned into a master, q — 2 slaves, and a cache server (process 
number q — 1), which memorizes all points that have been evaluated. The q — 2 slaves 
include the pollster slave (process number 1) and q — 3 regular slaves. The notation 
sp with p e Q \ {q — 1, q} is used to identify the q — 2 processes assigned as slaves, 
and Qreg = {2, 3,..., q — 2} is the set of indices of the q — 3 regular slaves. The qth 
process is used as the master, which defines the lower dimensional subproblems Vp(x*) 
and communicates them to the slaves. 
An advantage of applying the parallel space decomposition method to MADS instead of 
another optimization method is that most of the conditions necessary for convergence 
in the other parallel space decomposition methods mentioned in Section 4.2.1 can be 
relaxed: 
• / and the functions defining il need not be differentiable, and there are no con-
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ditions on the constraints other than requiring a feasible initial point x0 6 0, and 
a nonempty hypertangent cone at a limit point. Constraints are easily handled by 
the extreme barrier approach; 
• There is no synchronization step [53]. Each process takes the current best solution 
as its starting point without waiting for another process to terminate; 
• The choice of sets Np, p € Qreg U {1}, is completely flexible and dynamic. More-
over, sets Np do not have to define a partition of the variables, and some variables 
can belong to more than one set. An example for a practical strategy deciding the 
sets Np is given in Section 4.5. 
This new algorithm is not a particular case of the method in [61], which generalizes 
many parallel variable decomposition methods, since general constraints are allowed, 
and / is not assumed to be smooth. PSD-MADS is also different from the recent MoVars 
algorithm [26], which does require Np to partition the variables, because it provides 
a convergence analysis, dynamically changes the sets Np, and it is an asynchronous 
parallel method. The next sections describe precisely the role of each process. 
4.3.2 The pollster slave sx, on M(A£) 
The pollster slave s1 has a special role; its set of variables is always fixed to N\ = N, so 
that it works on the original problem V. Due to its greater impact on the algorithm and 
to distinguish s\ from the other slaves, we call it the pollster slave, or simply the pollster. 
To reduce the expected high number of evaluations done by the successive pollster in-
stances, a single-POLL MADS algorithm is used (the POLL directions are reduced to a 
single element), with the conditions that the union of all the normalized directions used 
throughout the algorithm are dense in the unit sphere, and that the norms of those direc-
tions is in the proper relation with the mesh size parameter. 
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Moreover, the pollster is limited to only one MADS iteration, with no SEARCH step and 
one POLL step. It follows that at most one function evaluation will be performed (zero 
function evaluation if the unique POLL trial point is in the cache), and the pollster mesh 
size parameter A£ will not be updated (this is done by the master). 
The notation MADS (pollster) or MADS(SI) refer to the single-POLL MADS algorithm 
performed by the pollster. MADS(pollster) is defined so that its mesh size parameter A\ 
cannot be larger than the master mesh size A ^ at iteration k of PSD-MADS (see (4.2)). 
The pollster pseudocode is shown in Figure 4.2. The pollster mesh size is updated by 
the master. The best obtained solution is described by xp, which is sent to the master. 
The convergence analysis in Section 4.4 is based on the pollster, and on the fact that 
consecutive runs of MADS(SX) form a valid single-POLL MADS instance on V. 
Pollster (p = 1) 
given the master data (pollster mesh size A ,̂, starting point x0) 
solve problem V: MAD s (pollster) 
- terminate after a single evaluation 
send optimization data to master (pollster solution xp) 
Figure 4.2: Pseudocode for pollster slave. MADS (pollster) considers all n variables with 
the single-POLL direction b(£), and terminates after one iteration. 
4.3.3 The regular slaves s2 to sg_2» on M(Ap 
The regular slaves sp, p G Qreg, work on subsets Np of N, and use positive spanning 
sets of directions. The MADS algorithm working on problem Vp(x*) and performed by 
slave sp is designated by MADS(sp). 
Subproblem Vp{x*) is defined as a |Np\ variable problem since all the variables in N\Np 
are fixed. Trial points generated by MADS(sp) are then in R
n, with some coordinates 
fixed. The values of these fixed coordinates are directly taken from the starting point for 
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MADS(sp), i.e., x*, the incumbent solution. The user supplies a parameter, bbemax > 0, 
that indicates the maximum allowed number of black-box calls for the application of 
MADS to the optimization of a subproblem. 
The pseudocode for the regular slaves is shown in Figure 4.3. MADS(SP) generates 
trial points on meshes of sizes Ap, where j is the iteration counter of the subproblem 
algorithm. The initial mesh size AQ for MADS(sp) is set by the master. The value of 
the parameter Apmin also is supplied by the master, and equals Aff, where k is the PSD-
MADS iteration at which MADS(SP) started. Finally, we impose that no mesh size for 
MADS(Sp), p e Qreg, exceeds the PSD-MADS initial mesh size, Aoser, provided by the 
user. MADS(sp) terminates if bbemax evaluations are made, or if a minimal mesh size 
Avmin is reached. The final mesh size (A
p
top), and the best solution found (xp), are sent 
to the master. 
The union of all regular slaves MADS(sp) instances is interpreted as a SEARCH step for 
the total problem single-POLL MADS algorithm. This is important to the convergence 
analysis in Section 4.4. 
Slave Sp(pe Qreg) 
. ( initial and minimum mesh sizes An, Ap,n given the master data ' u mm 
starting solution x0, set of variables Np 
solve subproblem Vp(x*): MADS(SP) 
- terminate when AP < Apmin or after bbemax function evaluations 
send optimization data to master 
( final mesh size Aptop, slave solution xp ) 
Figure 4.3: Pseudocode for slaves processes. Does not include pollster slave, which is 
specifically described in Figure 4.2. 
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4.3.4 The cache server ((q — l) t h process) 
The cache server is a specialized process that simply memorizes all evaluated points. 
Each time a process generates a trial point, the cache server is interrogated in case this 
point has already been evaluated, to avoid unnecessary expensive functions evaluations. 
The cache server provides the global availability of any improvement made by any slave. 
This is interpreted in Section 4.5 as a SEARCH step (the cache SEARCH) by the regular 
slaves on their subproblems. 
4.3.5 The master (qth process) 
The master process coordinates the work of the q — 2 slaves. It waits for slave results, 
updates data, and assigns work to slaves. It only evaluates the black-box functions at the 
starting point x0. 
The master process provides the master mesh size A^f at iteration k of PSD-MADS, 
which is the link between the mesh sizes A\ and A^ on which the different MADS(SP) , 
V £ Qreg work. The initial master mesh size A ^ = Aoser is set by the user. 
The master process updates the pollster mesh size A\, after a pollster instance termi-
nates. If no improvement is made by any slave s\ to sq-i during iteration k, the iteration 
is a failure and the pollster mesh size is reduced. If the iteration succeeds, then the poll-
ster mesh size is increased. In all cases, the pollster mesh size is smaller than the master 
mesh size (4.2). The value of the pollster mesh size is also kept less than or equal to 
A user 
^ 0 • 
For all regular slaves s2 to sg_i, the minimal mesh size A
p
min is set to the current value 
of A^ . This, as is explained in more detail in the convergence analysis, leads to the fact 
that at iteration k of PSD-MADS, no regular slave can generate trial points on meshes 
finer than M(A^f), and that all the slaves work in fact on the pollster mesh of size A\. 
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The master process pseudocode is described in Figure 4.4, and the pollster mesh size 
update is detailed in Figure 4.5. The pseudocode for the master process implies that 
when the master mesh size is updated, it is always possible to find an integer afe 6 [0; w
+] 
such that TQfc A\ < mmpeQreg A
p
min. The next proposition shows that ak = 0 is always 
a candidate. 
Proposition 4.3.2 At iteration k of the PSD-MADS algorithm, there exists a nonnegative 
integer ak such that r
akA\ < minp6Qres A
p
min. 
Proof. At iteration 0, we defined (Figure 4.4) A£ = A™ = A£ser(= mmpGQreg A
p
min) 
so a0 = 0 satisfies the hypotheses. Then, following the algorithm in Figure 4.4, A\
{ = 
Ao*er and minp€Qre9 A
p
min at iteration 1 is equal to A^
ser. The algorithm in Figure 4.5 
ensures that A} is bounded above by Aoser, and therefore a.\ = 0 is a possible value. 
Suppose, by way of induction, that for some k > 2, the proposition is true at iteration k — 
1. It follows that Ajf — Tak~1A\_1 < mmpeQreg A
p
min, and as it corresponds possibly 
to a new value for Apmin, p G Qreg, the new smaller possible value of minpgQ A
p
min at 
iteration k remains A^f. The largest value that A£ may take is also A^f, which shows 
ak = 0 again applies, thus validating the result by induction. • 
This proof allows all values of ak to be zero, but in practice, non-zero values are likely. 
For example, if iteration 1 failed and A\ = Aoser, then the following mesh updates are 
preferred: A ^ <- A£ser («i = 0) and A^ <- A£ser/4. Note that minpeQre9 A
p
min is still 
equal to Aoser at iteration 2, and so «2 can be either 0 or 1. 
4.4 Convergence analysis of PSD-MADS 
It is shown here that the entire algorithm may be interpreted as a single-POLL MADS al-











x <— XQ £ 1Z, ZAQ 
start MADS(pollster) with (A 
f o r a l l (p € Qreg) 
construct the set of indices Np and set A
p
mh 
start MADS(sp) with (Afer, Apmin, x0, Np) 
iterations 
given values from a slave sp (A
p
stop, xp) 
if (f(xp) < f{x*)) (success) 
if (p = 1) (pollster, Apstop corresponds to Aj.) 
Tak A l < i n ^ ^ W j t h ^ e [Q. u+] 
r^Al (detailed in Figure 4.5) 
k^k + l 
start MADS(pollster) with (A£, x*) 
else (regular slave) 







mm AS r 7 A^op with 7 G Z and so that A f < Ap0 < A%s 
start MADS(Sp) with (Ag, A^ i n , x*, 7VP) 
goto [1] 
Figure 4.4: Pseudocode for master process. A f and A\ are the master and pollster mesh 
sizes at iteration k, and Apstop the last mesh size of a slave sp. Up — 1, A
p
top 





pollster mesh size update Axk+l <— r
WfeA[ 
if (iteration success) 
uk = ak € [0;w
+] (A£+1 «- Af+1) 
(pollster mesh size increase, A^,+1 > A£) 
else 
u;fc e [w ; -1] 
(pollster mesh size decrease, A£+1 < A£) 
Figure 4.5: Update of the next pollster mesh size Ak+V In any case, the pollster mesh 
size verifies A^ < A ^ . 
convergence results from [20] hold. These conditions are that the regular slaves gen-
erate a finite number of trial points lying on the pollster mesh, and that all these trial 
points can be interpreted as a SEARCH step with the pollster slave providing the POLL 
step. This is detailed in Figure 4.6, and we refer to it as the apparent pollster algorithm. 
This algorithm is another way of interpreting the PSD-MADS algorithm described by the 
pseudocodes in Figures 4.2, 4.3, 4.4, and 4.5. Iteration k of the apparent pollster algo-
rithm corresponds to the iteration k of PSD-MADS (used by the master process), and the 
notions of iteration success and failure remain the same. 
The convergence analysis in this section proves that the apparent pollster algorithm is a 
single-POLL MADS algorithm with the following components: 
A SEARCH step performed by regular slaves S2, s3,..., sq-2 on meshes of coarse-
ness larger than or equal to A M. k > 
A POLL step at iteration k (the same k used by the master process in Figure 4.4) 
performed by one call to the pollster slave s\ on a mesh of size A^ < A ^ ; 
A mesh update performed by the master process with A\+1 
[0; UJ+] iteration success 
[u; ~; — 1 ] iteration failure. 
TUkAl and the 
integer ujk € < 
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Apparent pollster algorithm 
[0] Initialization 
xo G n, A ^ AJ A#ser > 0, k 
[1] POLL and SEARCH steps 
SEARCH step (by other slaves, opportunistic) 
| ask cache server for xs G M(Aff) C M(A\) 
Single-POLL step 
| construct and evaluate Pk = {xpou} C M(A^ 
[2] Updates 
determine type of success of iteration k 
Al+1 <- T
Wfc A£ (cannot be larger than A%*+1) 
xk+i <- (xs or xpo/z or xk) 
k^k + 1 
goto [1] 
Figure 4.6: Detailed pseudocode of the apparent pollster algorithm, the algorithm from 
the point of view of the pollster slave. At every moment, a finite number of M(A\) 
points are evaluated in parallel by other slaves. These evaluations are considered within 
the opportunistic SEARCH step. A^ is updated by the master after the POLL step. 
The master mesh size parameter Apf at iteration k is the link described by inequal-
ities (4.2) between the mesh size of MADS(pollster) and the different mesh sizes of 
MADS(Sp). It is updated by the master with the MADS (pollster) mesh (via Apstop = A\), 
in such a way that, at every iteration k of the apparent pollster algorithm, A\ satisfies 
A-l < Aff. This A^f update by the master in the apparent pollster algorithm occurs 
when the mesh size A£ is updated, and while its value does not change during the POLL 
step, it can possibly be updated during the SEARCH step, since that is performed in par-
allel. This possible change of the Aj^ value within the SEARCH step of the apparent 
pollster algorithm is governed by the fact that A ^ cannot be exceeded by any regular 
slave mesh size (Af < minpeQre9 A
p
min). 
To show that the apparent pollster algorithm is a valid single-POLL MADS algorithm 
applied to the original problem V, and that the convergence conditions of [20] hold, the 
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SEARCH trial points, whose evaluations are performed at any time in parallel by the other 
slaves, must remain finite in number and on the current pollster mesh at iteration k, A\. 
This will be shown via the following propositions. 
Proposition 4.4.1 The mesh size parameter at iteration j of the MADS algorithm per-
formed by a slave sp, p G Qreg, on a subproblem Vp(x*), satisfies A
p = r~v^ A^ser 
for some integer rjj > 0. This can be extended to the pollster slave at iteration k with 
Proof We first show that the proposition is true for the first optimization subproblem 
solved by a regular slave sp, p G Qreg. The initial mesh size parameter used for this 
MADS instance is AQSer, and with the standard MADS mesh update rules, at iteration j , 
Ap = r ^ - 1 A^_x =... = r£i=o <* A%
ser. Then rjj = - J X Q 1 ut > 0 because no mesh size 
can be larger than Aoser. 
Suppose now that the proposition is true for the rth MADS instance performed by sp. 
In particular, the last mesh size parameter of this instance can be written Aptop = 
is a nonnegative integer. From the algorithm described in Fig-
ure 4.4, the first mesh size parameter of the (r + l) th MADS instance performed by sp is 
Ap0 = T
7 Apstop with 7 e Z. Then at iteration j of the (r + l)
th instance, Ap = T^XO W< A£ 
and rjj = — J2iZo ui ~ 7 + Vstop > 0 because Ap < A^seT. The proposition can be 
extended to the pollster slave with the same induction proof on A;. • 
Proposition 4.4.2 At iteration k O/PSD-MADS, and at iteration j of the MADS algo-
rithm performed by sp (p € Qreg) on a subproblem Vp(x*), there exists a nonnegative 
integer fy such that AP = r ^ Af. 
Proof. From the algorithm in Figure 4.4, the master mesh size parameter, at iteration 
fc of PSD-MADS, can be written A f = TQfc_1A^_1 with ak-i e N, and A j ^ = 
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r %-iAoser, with r]k-\ 6 N, from Proposition 4.4.1. From the same proposition, 
the mesh size parameter at iteration j of MADS(sp), p € Qreg, can be written A
p = 
T-VjAuser^ v . e N_ T h e n A P = TI3,^M w i m p. = % _ i _ ^ . _ Q f e _ i > T h g m i m m a l 
mesh size parameter A^ i n considered by MADS(SP) corresponds to Af
1 where i < k is 
an anterior iteration of PSD-MADS. The current value of Aff was chosen to be smaller 
than minpeQre9 A
p
min < Af . Then, A f < A f < A^ and fa is a nonnegative integer. • 
An immediate corollary, with Hypothesis 4.3.1, is that at iterations k of PSD-MADS and 
j Of MADS(SP),P e Qreg, M(A?) C M(Af ) . 
Proposition 4.4.3 At iteration k o/PSD-MADS, every trial point generated by the MADS 
algorithm performed by sp, p G Qreg, on any subproblem Vp{x*), lies on the pollster 
mesh M(A\). 
Proof. From the algorithm in Figure 4.4, the pollster and master mesh size parameters at 
iteration k of PSD-MADS are linked with Af = TQkA\, ak G N. With Hypothesis 4.3.1 
and Proposition 4.4.2, at iteration j of MADS(SP) , M(AP) C M(Af ) C M(A\). Since 
all MADS(sp) trial points are constructed on M(AP), they also lie on M(A^). • 
This series of propositions ensures that all the trial points of the SEARCH step of the 
apparent pollster at iteration k, performed in parallel by regular slaves, lie on the current 
pollster mesh Axk. In addition, their number remains finite as the time between two 
iterations, corresponding to a single-point POLL, is finite (with the hypothesis that black-
boxes evaluate, or are terminated to return oo, in finite time). The PSD-MADS algorithm, 
viewed from the perspective of the pollster slave, thus executes a valid single-POLL 
MADS search, and the main convergence results of [20] remain valid. Let x be the limit 
of a subsequence of PSD-MADS incumbents at unsuccessful iterations, then: 
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• If / is Lipschitz near x G O, then the Clarke derivative satisfies f°(x; v) > 0 for 
all v G TQ(X), the hypertangent cone to Q at x; 
• In the unconstrained case and if/ is strictly differentiable at x, V/(x) = 0. 
As mentioned in Section 4.2.3, the fact that the single-POLL version of MADS is used 
sacrifices the zero'th order result of [20], i.e., x cannot be said to be the limit of local 
optima on meshes that get infinitely fine. 
4.5 A practical implementation of PSD-MADS 
This section proposes a practical implementation of the PSD-MADS algorithm described 
in Section 4.3 based on the LTMADS implementation proposed in [20] and summarized 
in Section 4.2.4. An illustrative example and some numerical tests complete the imple-
mentation description. 
4.5.1 PSD-MADS implementation 
Verification of Hypothesis 4.3.1 
The above convergence analysis relies on Hypothesis 4.3.1. An easy way to satisfy 
this hypothesis is to simply choose r to be an integer. Indeed, consider the mesh point 
x G M(A), and mesh size A e R . From the mesh definition (4.1), x can be written as 
y + A Y^i=\ zidi where y belongs to V, the set of currently evaluated points, and the Z{ 
are nonnegative integers. Now, if A' = r^A where u> e N and 1 < r e N, then x can 
be rewritten as x = y + A' YA=I r^zi&i- !t follows that, r uz, G N, i = 1,2,..., nD, and 
therefore x G M(A'). We have shown that M(A) C M(A') and thus, Hypothesis 4.3.1 
is satisfied. In the proposed PSD-MADS implementation, the LTMADS fixed value of 
r = 4 is used. 
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Directions used by the pollster 
The LTMADS direction b(£) is used in the single-POLL MADS algorithm executed by 
the pollster slave. The union of normalized directions b(£), £ = 1,2,..., is dense in the 
unit sphere with probability one, and MADS(pollster) with the b(£) direction respects the 
conditions for a valid single-POLL MADS algorithm. 
Sets Np of subproblems variables 
We take the sets Np, p G Qreg, to be randomly generated by the master using an uni-
form distribution before each subproblem parameters are sent to a regular slave pro-
cess. In order to keep an easy parametrization of this PSD-MADS implementation, 
the number of variables for each subproblem is fixed throughout the entire algorithm, 
|iV2| = \Ns\ = ... = |iVg| = ns, where ns is a parameter chosen by the user (recall 
that for the pollster, N\ = N). Furthermore, when MADS(SP) , p G Qreg, succeeds in 
improving the incumbent, the same set Np is kept for the next run performed by the slave 
Sp. 
Mesh update rules 
The mesh directions of definition (4.1) are the standard LTMADS 2n directions, D = 
[—In In}. The following mesh size parameter updates are in accordance with the LT-
MADS mesh update rules: 
• Regular slaves mesh size AJ (at iteration j of MADS(SP ) , p G Qreg)' after an 
iteration fails, the mesh size is updated with A^+1 *— A^/4 (UJ = — 1 in Fig-
ure 4.1). If a POLL step is successful, Apj+l <- 4AJ (UJ = 1). In the next SEARCH 
step, if a successful point is found in the cache server, set A^+1 <— AAcache where 
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^cache is the mesh size used to generate this point. Equation (4.3) summarizes 
these updates: 
min{A^er, 4A^} POLL success 
Ap+1 <— ^ min{A^
ser, AAcache} cache SEARCH success (4.3) 
A^/4 iteration failure. 
If Ap+1 < A
p
min, or if the number of new function evaluations exceeds bbemax, 
MADS(sp) terminates and communicates Apstop = A
p to the master. The next 
optimization performed by this slave will start with an initial mesh size parameter 
AQ equal to A1 Apstop, with 7 = 1 if at least one success was achieved since the 
beginning of the current optimization (even by another slave), or else 7 = — 1. 
However, this may lead to a value smaller than Apmin = A^
1, and in this case, set 
AP A M 
The AQ choice for the next MADS(SP) is summarized by: 
!
min{Anser,4A^Lr.} success \ 0 stops ( 4 4 ) 
max{Af, Aptop/A} else. 
• Master mesh size A£f at iteration k of PSD-MADS: the update of the master 
mesh size is performed by the master after a pollster instance terminates. A^+1 
is bounded below by the mesh size parameter of the terminated pollster, A\, and 
above by the minimum of all Apmin values currently used by regular slaves. These 
Apmin values correspond to previous master mesh sizes. 
It would be possible to choose the parameter «& in Figure 4.4 at each update so that 
A^+1 is fixed to Ao
ser, with ak equal to the 77̂  from Proposition 4.4.1. However, 
such a strategy would not be efficient as regular slaves would always generate trial 
points on the same mesh M(Aoser). The master mesh size has then to be reduced 
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somehow through the PSD-MADS evolution. However, it should not be reduced 
too rapidly, or the algorithm would progress slowly, or even terminate prematurely 
in practice. 
We propose the following strategy: from Figure 4.4, A ^ is updated by A j ^ <— 
AakAl with ak G N, and from Proposition 4.4.1, A\ = 4~^A%
ser with some 
r}u G N. If iteration k succeeded, set ak = i]k = log4 (Ao
ser/Aj|,) (maximal A^ 
increase), and else, ak = r]k — \_(r]k + 1)/3J (attenuated A^ increase). In both 
cases, if A^f+l is greater than at least one of the regular slaves mesh size A^ i n , then 
A j ^ is set to the least A^ i n values. This can be summarized by the following: 
AM •k+1 
min{AQSer, min A^ i n} iteration success 
P&Qreg /A r\ 
min{4-L(%+1V3JA^er, min Apmin) iteration failure. 
For example, if Aoser = A^ i n = 1 for each p G Qreg and if the pollster instance 
fails with a pollster mesh size of A^ = 1/16, then the master mesh size Aff+1 is 
set to 1/4 (j]k = 2, ak = 1; this is what happens at time t = t3 in the example 
described in Section 4.5.2). 
Pollster mesh size Ak at iteration k of PSD-MADS: in the case of an iteration 
success, Ak+l is set to A j ^ (ujk = ak G N), or else Ak+1 = Ak/A {ojk = — 1): 
Afcii = min{AQSer, min Av { } iteration success 
A*+1 <- { * * « . (4.6) 
Ak/A iteration failure. 
MADS parameters for MADS(SP) , p G Q reg 
The regular slaves p G Qreg solve MADS(SP) using the standard MADS 2\NP\ direc-
tions. All POLLS are opportunistic, meaning that a subproblem optimization terminates 
as soon as a better point is found. The one point dynamic SEARCH strategy of [20] is 
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also performed: it consists, after a successful POLL step, in evaluating, within a single-
point SEARCH, the black-box functions at a mesh point located further along the same 
successful direction. 
In addition to the POLL and the one-point dynamic SEARCH, MADS(SP) performs a spe-
cialized SEARCH step, which simply consists in querying the cache server for the best 
available feasible point. This special SEARCH step generates no additional function eval-
uation and allows every regular slave to know the best points eventually obtained by 
other slaves. Note that this SEARCH step has no obligation to give a point lying on the 
current mesh of MADS(SP) , but this does not influence the convergence analysis as it is 
based on the pollster si, and as the point given by this SEARCH must come from another 
slave, thus lying on M(Af ) . 
Practical termination criteria 
The regular slaves p e Qreg terminate MADS(SP) as soon as the mesh size parameter A*
1 
drops below A^ i n = Ajf (where k is the PSD-MADS iteration at which MADS(SP) was 
started), or after a finite number of bbemax black-box function evaluations are made. The 
PSD-MADS algorithm is stopped after an overall limit of bbe-j}^1 black-box evaluations 
is reached. 
The PSD-MADS implementation described above is illustrated in the next section, where 
an example of a few steps is presented (Figure 4.7). 
4.5.2 A detailed PSD-MADS illustrative example 
We consider a problem with n — 4 variables and q = 5 processes (one pollster, two regu-
lar slaves, one master, and one cache). The two regular slaves have a limit of bbemax = 2 
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evaluations, and their sets of variables are of cardinality ns = 2. The initial (and maxi-
mal) mesh size value is Agser = 1. 
The progress of the four processes over time from iteration k = 4 to the end of k — 6 is 
illustrated in Figure 4.7. The cache server is not represented in the figure. The grayed 
rectangles illustrate the black-box evaluations and their widths represent their different 
running times to return a value. Arrows represent communications between processes. 
master 
. iteration 4 fails 
A f - 1 
l*=[10 ; 10; 10; 10] ' 
/ ( s - ) - 1 0 
iteration 5 fails 
Af-l/4 
x*=[10; 10; 10; 10]'' 
/ ( Q - i o 
r r 
via cache server : 
iteration 6 succeeds 
A * ' - l / 4 
l ' * - [ 1 0 ; 1 0 ; 9 ; 10] ' 
/ ( * * ) - 9 
\ pollster 
AjS-1/16 A i - 1 / 6 4 A l - 1 / 4 : 
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M l O ; 10; B.984375; 101* • , , 3 / H l O ; 1 » ; 9 ; 9 . 7 S ] J 
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stop (1 it.) 
Q P = 1 / 1 6 
; stop (lit .) 
A k t . , p = l / 6 4 
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':•• &?ni„-i i ; 
••• JV 2={1,2}! ! 
>10*;10*]T" | 
:; :/(s/2)-w 
stop (2 ev.) 
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$L 
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*5 *6 time 
Figure 4.7: A PSD-MADS illustrative example. 
The time t\ corresponds to the beginning of iteration k = 5. The incumbent solution at 
the start of iteration k = 5 is x* = [10 10 10 10]T with f(x*) = 10 and the current master 
1. This information appears in the figure in the master's section. mesh size is A ^ 
87 
The notation if is used for the zth POLL trial point of one instance of MADS(SP) , p G 
{1,2,3} solved by a slave. The pollster evaluates the black-boxes at time ti at the POLL 
point y1 = [10.0625 10 10 10]T with pollster mesh size A* = 1/16. 
At t2, slave s3 terminates and communicates to the master: the incumbent is not modi-
fied. The stopping criteria &Pmin value of slave s3 is set to the current master mesh size 
value A ^ . The coordinates of the regular slave trial points marked by stars indicate that 
these coordinates are fixed to the ones of the POLL center. For example, the two trial 
POLL points of slave s3 at time t2 and i3 are [10* 11 10 10*]
T and [10* 10 11 10*]r with 
POLL center x0 = x* = [10 10 10 10]
T, iV2 = {2, 3}, and with a mesh size parameter 
Ag = l. 
At time £3, the pollster returns information to the master, and iteration 5 is declared to 
have failed. The master mesh size is set to A ^ = 1/4, with t]5 = 2 and a5 = 1, 
according to (4.5) (attenuated master mesh size increase). Also, the pollster mesh size is 
reduced to A£ = A£/4 = 1/64 (4.6). 
At t4, the slave s2 improves the current incumbent solution, and the mesh size is in-
creased: A^ <— 1 = AQSer (4.3). Since MADS(S2) is opportunistic, it begins a new 
iteration with a cache SEARCH. 
At £5, slave s3 terminates and communicates to the master: the incumbent is not mod-
ified. MADS(S 3 ) starts with 7V3 = {2,4}, A§ = 1, and A^ i n = 1/4, because a new 
incumbent was produced by s2 since s3 last communicated with the master ("success" 
in equation (4.4)). 
At time £6, the pollster returns information to the master, and iteration 6 is declared to be 
successful. The maximal increase is performed for A^ , which is set to miriQreg A^ i n = 
1/4 (4.5), and A£ *- Af . 
Finally, at t7, since MADS(S2) was successful, the new instance of MADS(S 2 ) keeps the 
same free variables Af2 — {3,4}. 
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4.5.3 Numerical experiments 
The PSD-MADS implementation described in Section 4.5.1 is tested here, on two dif-
ferent problems. The implementation of MADS used to optimize subproblems is the 
research version of the NOMAD C++ code [15]. The parallel master/slaves paradigm is 
achieved with MPI with q = 6 or 14 processes. 
PSD-MADS is compared to three other parallel algorithms, on the same number q of 
processes: first, the pGPS method described in [47], which corresponds to the unmod-
ified GPS method where evaluations are made in parallel. Then pMADS, which is the 
trivial adaptation of pGPS that uses MADS instead of GPS. pGps and pMADS are both 
synchronous parallel algorithms. The third method is APPS version 5.0 [64,80], the only 
available GPS asynchronous parallel algorithm. 
The first problem (referred as Problem A) considered for the tests is the G2 example 
from [72]. It has been chosen for its difficulty and for its variable size: our tests involve 
n = 20, 50,250 and 500 variables. Problem A is written as follows: 
min fix) = 
]P cos4 i j - 2 ] ] cos2 Xj 
i= i i= i 
i = l 
- f l ^ + 0.75<0 
s t { f > i - 7 . 5 n < 0 
i = l 
0 < X i < 1 0 , i = l,2,... ,n. 
The problem is treated as a black-box, and an upper limit of lOOn function evaluations 
is imposed. The feasible starting point for all methods is the center of the bound con-
strained domain x0 = [5 5 ... 5]
T € O. The best known value from [72], for n = 20, 
is f(x) = —0.803619. In [72], various genetic algorithms gave good solutions, after 
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several hundred thousand of evaluations. Here, after a maximum of 2000 evaluations, 
PSD-MADS achieved f(x) ~ -0.76. 
The second test problem (Problem B) was designed for the MoVars algorithm [26]. It 
has n = 60 variables and one constraint with two different versions: G > 250, or 
G > 500 (see [26] for a more complete description). An infeasible starting point is 
provided in [26], but cannot be used in the present work since constraints are treated 
with the extreme barrier approach. The feasible starting points considered here for the 
two versions of Problem B have been obtained by minimizing the constraint violation 
max{0, (250 - G)2} or max{0, (500 - G)2}, from the starting point of [26], with the 
pMADS algorithm. These optimizations required 3 evaluations for G > 250, with the 
resulting feasible point x0 giving f(x0) = 3678.35 and 74 evaluations for G > 500, 
and f(x0) = 3014. These evaluations costs are considered in Figure 4.9. The feasible 
starting points, our source code for Problem B, and our best points are available on the 
website www.gerad.ca/Charles.Audet. Our results for Problem B are not compared 
with the MoVars algorithm results because numerical values are not given in [26]. The 
best solutions found gave f(x) = 13.565 for G > 250, and f(x) = 245.866 for G > 
500. 
The various results of this section are measured considering two quantities: z represents 
the best value of the objective function of problem V, and bbe, the total number of 
black-box evaluations. One evaluation is counted for the calls to both the objective / 
and constraints of f2. 
The most representative cost of a black-box algorithm is the number of black-box evalu-
ations. For the same reason, no speedup curves are given and q is kept constant for each 
problem (q = 14 for Problem A and q = 6 for Problem B). The PSD-MADS method was 
not conceived in order to reduce the time to obtain a solution. Instead, we seek to obtain 
better solutions than a non-decomposing algorithm for problems with a large number of 
variables (20 < n < 500). 
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For all our tests, the termination criteria is the maximum total number of black-box 
evaluations, which is bbe^f = lOOn for Problem A and bbe9^1 = 3000 for Problem B 
(as in [26]). 
The initial (and maximal) mesh size parameter is Aoser = 2 for Problem A. For Prob-
lem B, due to scaling reasons, the value of A.QSer differs for each variable and is set to 
be 0.2 times the range of the variables (i.e A(fer = 0.3 for the 15 first variables, 0.35 
for the next 30 variables, and 0.44 for the last 15 variables). These values has been de-
cided empirically to give good results with standard MADS and APPS runs. The linear 
nature of the second constraint of Problem A is exploited by APPS. Since PSD-MADS 
and pMADS involve randomness in the polling directions, 30 runs are made for each test 
Parallel execution of pGPS and APPS can affect their determinism. However, this effect 
was ignored and one run was performed for each test. 
To measure the quality of the solutions found, the best (zbest), worst (zworst), and average 
(̂ avg) values of z after the lOOn evaluations, are reported. Another measure is Savg, 
representing the area between a curve z vs bbe and the line z = —0.8 for Problem A (no 
run gave z < —0.8), and z = 0 for Problem B. Best runs are obtained with small values 
for all these quantities. 
PSD-MADS was tested on Problem A with n = 20 and 50 by varying bbemax, the maxi-
mum number of black-box evaluations for each regular subproblem, and ns the number 
of variables in each subproblem. The number of processes has been set to q = 14, in 
order to fully exploit 12 processors. Good results were obtained by setting bbemax = 10, 
and having the regular slaves working on small dimensional subspaces ns = 2. These 
values are kept for n > 50. For Problem B, bbemax is kept to 10. The best results have 
been obtained by distributing the 60 variables amongst 3 regular slaves with q = 6 and 
ns = 20. 
Table 4.1 and Figures 4.8 and 4.9 summarize the numerical results. For all instances of 
Problem A, APPS outperforms pGPS, but it does not do as well as PSD-MADS. In the 
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three larger instances of Problem A, the worst / value produced by P S D - M A D S is always 
better than all the other methods' / values. For Problem B, pGPS outperforms A P P S , and 
better results are obtained with pMADS and P S D - M A D S , with a small advantage to PSD-
M A D S . In all the curves in Figures 4.8 and 4.9, one can notice that pMADS is always 
the fastest to descend, but P S D - M A D S overtakes it and produces better solutions. 
Tableau 4.1: Numerical results for problems A and B: zbest, ^worst and zavg give informa-
tion on the 30 runs performed for each P S D - M A D S test series, and ,SaVg gives a measure 
of the area below the curves in Figures 4.8 and 4.9. Best values appear in bold. 
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Figure 4.8: Problem A: graphs of the objective function value vs the number of evalua-
tions for all test results. PSD-MADS and pMADS plots correspond to average values of 
30 runs. 
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Figure 4.9: Problem B: graphs of the objective function value vs the number of evalua-
tions for all test results. PSD-MADS and pMADS plots correspond to average values of 
30 runs. 
4.6 Discussion and possible extensions 
This paper introduced PSD-MADS, a new parallel space decomposition technique with 
less restrictive conditions on the functions to be optimized than usual PSD methods. A 
convergence analysis is given based on the Clarke calculus and the MADS convergence 
analysis. A practical implementation is described, with a small number of parameters 
(bbemax and ns), and very encouraging results have been obtained on a difficult problem 
from the literature, with up to 500 variables. 
We presented a first basic implementation of PSD-MADS. An obvious extension is a 
strategy to decide on the sets of variables in the subproblems, which is done randomly 
for these tests. Of course, it is not clear how to do this in general or we would have done 
it here. However, for some application, the user may have special knowledge that would 
help in this task. For example, the user might put similarly scaled variables in the same 
subproblem. 
It would also be interesting to incorporate the PVD idea of the "forget-me-not" terms, 
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and allow some basic changes in the subproblems for fixed variables. A third possi-
bility would be to perform some additional SEARCH steps in the slave subspaces. An-
other possible extension would be to reintroduce the synchronization step of the original 
block-Jacobi method, but without the parallel barrier. This "recomposition" step could 
be performed in parallel by one of the regular slaves, from a pool of successful points, 
in order to create a problem similar to the one in [53]. Finally, constraints of Q could be 
treated with the progressive barrier [21], instead of the extreme barrier approach. This 
would allow for infeasible iterates, including the starting point. 
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CHAPITRE 5 
ORTHOMADS: A DETERMINISTIC MADS INSTANCE WITH 
ORTHOGONAL DIRECTIONS1 
Mark A. Abramson2 Charles Audet3 J.E. Dennis Jr.4 Sebastien Le Digabel5 
February 2008 
Abstract 
The purpose of this paper is to introduce a new way of choosing directions for the Mesh 
Adaptive Direct Search (MADS) class of algorithms. The advantages of this new OR-
THOMADS instantiation of MADS are that the polling directions are chosen deterministi-
cally, ensuring that the results of a given run are repeatable, and that they are orthogonal 
to each other, therefore the convex cones of missed directions at each iteration are mini-
mal in size. 
The convergence results for ORTHOMADS follow directly from those already published 
for MADS, and they hold deterministically, rather than with probability one, as for LT-
1 Work of the first author was supported by FCAR grant NC72792 and NSERC grant 239436-05. The 
third author was supported by LANL 94895-001-04 34, and both were supported by AFOSR FA9550-07-
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tics, 2950 Hobson Way, Bldg 641, Wright Patterson AFB, Ohio 45433 USA, 
www.afit.edu/en/ENC/Faculty/MAbramson/abramson.html, Mark.Abramson@afit.edu. 
3GERAD and Departement de mathematiques et de genie industriel, Ecole Polytechnique de Montreal, 
C.R 6079, Succ. Centre-ville, Montreal, Quebec H3C 3A7 Canada, www.gerad.ca/Charles.Audet, 
Charles. Audet@gerad.ca. 
Computational and Applied Mathematics Department, Rice University - MS 134, 6100 South Main 
Street, Houston, Texas 77005-1892 USA, www.caam.rice.edu/~dennis, dennis@rice.edu. 
5GERAD and Departement de mathematiques et de genie Industriel, Ecole Polytechnique de Montreal, 
C.P. 6079, Succ. Centre-ville, Montreal, Quebec H3C 3A7 Canada, Sebastien.Le.Digabel@gerad.ca. 
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MADS, the first MADS instance. The initial numerical results are quite good for both 
smooth and nonsmooth, and constrained and unconstrained problems considered here. 
Keywords: Mesh Adaptive Direct Search algorithms (MADS), deterministic, orthogonal 
directions, constrained optimization, nonlinear programming. 
5.1 Introduction 
This paper considers optimization problems of the form 
min/(a:) , 
where / : £7 C Mn —> R U {00} is typically evaluated through a black-box computer 
simulation with no derivatives available, and Q is a set of feasible points also defined 
by black-box nonlinear, or even Boolean, constraint functions. Because no exploitable 
information on the nature of / or ^ exists, we consider direct search methods which only 
use functions evaluations to drive their search. 
Mesh Adaptive Direct Search (MADS) is introduced in [20] as a SEARCH/POLL direct 
search class of methods with strong convergence properties. It extends the Generalized 
Pattern Search (GPS) method of [120]. The constraints are treated by the extreme barrier 
approach, which simply rejects points outside Q by setting their objective function value 
to oo. The first instance of this class of methods is called LTMADS. 
LTMADS behaves well in practice, but it has drawbacks that we wish to correct in this 
paper. First, there is a probabilistic component to the choice of polling directions. For 
each new mesh size, a random direction is chosen. That direction is completed some-
what randomly to a positive spanning set of directions from the current iterate to other 
current mesh points. The resulting algorithm is shown to have Clarke stationary point 
convergence with probability one. However, it has been observed [44] that this way of 
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choosing polling directions can lead to undesirably large angles between some of the 
members of the LTMADS polling set at a given iteration. 
The purpose of this paper is to introduce a new variant of MADS, which we call OR-
THOMADS, that uses an orthogonal positive spanning set of polling directions and thus 
avoids large angles between polling directions. In Figure 5.3, we show some experiments 
in which the ORTHOMADS directions do seem better distributed than the LTMADS. 
We show that ORTHOMADS shares the same theoretical convergence results as LT-
MADS, except that the convergence is not qualified by being of probability one. In 
the tests given here, ORTHOMADS performs generally better than LTMADS. 
ORTHOMADS is detailed in Section 5.2, where we show a deterministic way to construct 
a polling set on the current mesh of orthogonal polling directions (the ORTHOMADS di-
rections). Section 5.2 also gives the convergence results, based on those in [20]. Finally, 
we present numerical results in Section 5.3 and some concluding remarks in Section 5.4. 
Notation: Throughout the text, || - || denotes the £2 norm, e* G E
n is the ith coordinate 
vector, and e 6 W1 is the vector whose components are all equal to 1. B£(x) denotes the 
open ball of radius e around x. 
5.2 The ORTHOMADS algorithm 
The ORTHOMADS algorithm is described in this section. We will not give details for 
the MADS class of algorithms and its LTMADS instantiation, since they are available 
in [20]. 
Each MADS iteration k is separated into two steps, the SEARCH and the POLL, where the 
objective function / and the test for feasibility are evaluated at finitely many trial points. 
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These trial points lie on the mesh Mk defined by 
Mk = {x + A™Dz : xeVk, zG N
n°} C W1 , 
where Vk C R
n is the set of all evaluated points by the start of the iteration, A™ <E E+ 
is the mesh size parameter at iteration k, and D is a matrix in Rn x no composed of nD 
directions in Rn. This paper focuses on the POLL step which is characterized by the set 
of trial points 
Pk = {xk + A™d : d £ Dk} C Mk , 
where xk is the POLL center at iteration k and Dk is the set of POLL directions, which 
have to form a positive spanning set and to be constructed so that POLL trial points lie 
on the mesh Mk. In GPS, a related method, the directions contained in Dk are always 
chosen among the columns of D. Therefore, in GPS, there is only the same finite number 
of possibilities for selecting the directions in every Dk. 
The differences between LTMADS and ORTHOMADS reside in the way to generate the 
directions in Dk: With LTMADS, Dk is randomly generated and directions are not nec-
essarily orthogonal, possibly leading to large angles between directions and large unex-
plored convex cones of directions at a given step. However, the union of all normalized 
LTMADS directions over all iterations k is dense in the unit sphere with probability one. 
ORTHOMADS introduces a new way to generate the POLL directions Dk. This new 
method is deterministic and generates orthogonal directions, which together with their 
negatives form Dk, and such that the union of all normalized ORTHOMADS directions 
over all iterations is dense in the unit sphere. Furthermore, the components of these 
directions are integer, so that POLL points lie on the mesh defined with D — [In — In], 
where In is the identity matrix in dimension n. The orthogonality of the ORTHOMADS 
directions offers a better distribution of the POLL trial points in the search space, and the 
advantage of determinism is that numerical results are now easily reproducible. Because 
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of the random component of LTMADS, we felt that numerical experiments had to be 
performed on a series of several runs to show the reader the variations in the results. 
At each iteration of ORTHOMADS, the main steps for the construction of these direc-
tions are as follows. First, the quasi-random Halton sequence produces a vector in [0, l]n 
(Subsection 5.2.1). Second, this vector is scaled and rounded to an appropriate length 
(Subsection 5.2.2). The resulting direction is called the adjusted Halton direction. Third, 
the Householder transformation is then applied to the adjusted Halton direction, produc-
ing n orthogonal and integer vectors, forming a basis for W1 (Subsection 5.2.3). Finally, 
the basis is completed to a positive basis formed by In ORTHOMADS POLL directions 
Dk, by including in Dk the basis and its negatives (Subsection 5.2.4). Figure 5.1 sum-
marizes these steps, and will be referred to throughout the section. 
I-'''! 
/ 1 ; 
;' 1 













(2ut - e) 





scaling and rounding Householder 
Figure 5.1: Example with n = 2 and (t,£) = (6,3). The Halton direction is ut = 
(3/8,2/9)T, the adjusted Halton direction qtit — (—1, —2)
T with atte = 2 and the set of 
POLL directions Dk — [Htj - Htti] with Ht,i£\ = (3, - 4 )
T and Hue2 = (-4, - 3 )
T . 
Every POLL direction d e Dk satisfies A^||dj| = 5/64 < A^ = 1/8. 
In this section we show that the ORTHOMADS directions meet all the conditions detailed 
in [16,20], so that ORTHOMADS is a valid MADS instance and thus inherits all of its 
convergence properties. 
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5.2.1 The Halton sequence ut 
Halton [65] introduced a deterministic family of sequences that grow dense in the hy-
percube [0, l ] n . We consider the simplest sequence of this family, whose tth element 
is 
iH = (ut,Pl, uttP2,..., uUPn) € [0, l ]
n 
where px = 2,p2 = 3,f»3 = 5 and pj is the j
t h prime number, and ut;P is the radical-





where the at r p e Z + are the unique coefficients of the base p expansion oft: 
oo 
t = 2_^ at,r,pP • 
r=0 
Table 5.1 describes the first five elements of ut for n = 4 (for example, M5 3 = 1 X 3~
2 + 
2 x 3 _ 1 = | ) . Our specific sequence of ut vectors is from this point addressed as the 
sequence of Halton directions. 











































































In order to remove the linear correlation of the last columns of ut, it is proposed in [99] to 
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exclude initial points of the Halton sequence. In the present work, we start the sequence 
att = n + 1. 
The following properties will be used in Subsection 5.2.2: 
2vk - e = 0 «• n = t = l (5.1) 
\2uUPi - 1| = \2utj,. - 1| O t = 0 . (5.2) 
Property (5.2) follows from the fact that ut^Pi and «tiP can be written as reduced fractions 
with denominators that are powers of different prime numbers p, and pj. 
The next result shows that the union of all the directions in the sequence of Halton is 
dense in [0, l ] n , i.e. any direction v E [0, l ] n is an accumulation point of the sequence 
Proposition 5.2.1 The Halton sequence {ut]'^1 is dense in [0, l]
n. 
Proof. It suffices to show that for any vector v G [0, l]n and any e > 0, there exists an 
integer t such that \\ut — v\\ < e. A construction of such an integer t involves solving a 
system of n Diophantine equations, and existence of a solution is ensured by the Chinese 
Remainder Theorem [41], and by the fact that prime numbers are used in the definition 
of ut. We refer the reader to [65] for a detailed proof. • 
5.2.2 The adjusted Halton direction qut 
The directions in Dk used in the POLL step of MADS cannot be arbitrarily chosen, they 
must satisfy precise requirements. The Halton directions ut do not satisfy these require-
ments and the first steps toward generating a satisfactory set Dk are to translate, scale 
and round ut. 
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These operations depend on another integer parameter, £, which is related to the mesh 
size parameter A™ (this relationship with A™ is unimportant at this point and will be 
detailed in Subsection 5.2.4). The parameter £ is used to transform the direction ut 
into the adjusted Halton direction qt^ € Z
n , a direction whose norm is close to 2^/2 . 
Furthermore, the normalized direction jp^rr will be constructed so that it is close to 
\m,e\\ 
ll^Ieii- ^ e already observed in (5.1) that 2ut — e = 0 is possible only if n = 1 and 
t = 1, and our algorithm never uses t = 1 (we begin our Halton sequence at t = n + 1, 
see Subsection 5.2.4). 
In order to define qtj, we first introduce the following sequence of functions: 
qt(a) = round ( a-^ % ) G Z
n H 




where round refers to the rounding up operation, a € 1 + is a scaling factor, and ut is 
the tth Halton direction. The function qt(•) is a monotone non-decreasing step function 
on R+ . Let at,e be a scalar such that ||gt(o;t^)|| is as close as possible to 2^'/
2, without 
exceeding it: 
au e argmax \\qt{a)\\ 
«eK+ (5.3) 
s.t. | | g t (a ) | |<2W
2 . 
Problem (5.3) can easily be solved using a bisection method. The adjusted Halton direc-
tion qt}e is denned to be equal to qt(at,e), and the following Lemma ensures that qt^ is a 
nonzero integer vector: 
Lemma 5.2.2 Ift ^ 0, the adjusted Halton direction satisfies \\qt/\\ > 1-
Proof. From (5.2), if t ^ 0 and a = ^J^f^L-, then ||gt(a) || = 1 < 2W/
2 for all L 
The following lemma gives a lower bound on the value of at:i. It will be used later to 
justify that at,e grows large with £. 
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Lemma 5.2.3 The optimal solution of Problem (5.3) satisfies at£ > 
2^l/2 1 
n ~ 2" 
Proof Let atte be an optimal solution of Problem (5.3) and set qtj = qt(at,e). Then 
every feasible solution a to Problem (5.3) satisfies 
\Qt(a) round 
a(2ut — e) 
l |2«t-e | | 
= ^ round ( } n
 t J-) 
t r v pu* - en; 
<- tf-4V-
i=\ 
n [a + 
2W/2 1 Define /3 = '^-\. Then/? is feasible for Problem (5.3), since \\qt{P)f < n(/3+|)
2 = 
2^1; therefore, a u > /?. . 
Table 5.2 shows elements of the sequences ut and qt^ for n = 4 and eight pairs (t, £) 
whose values are compatible with the ORTHOMADS algorithm presented in Subsec-
tion 5.2.4. The values of at,e and the square norm ||gt,£||
2 are also reported. One can 
also notice that at,e often differs from 2^/
2 . In the example illustrated in Figure 5.1, 
(t,£) = (6,3) and qt(a) = round ( ^ = ( - 9 , -20)
TY An optimal solution of (5.3) is 
at/ = 2 and satisfies | | f t / | | = y/E < V$ = 2 ^
2 < ||ft(2W/
2)|| = | | ( - 1 , - 3 ) T | | = x/lO. 
The following proposition gives a property of the scaling and rounding operations, which 
transform a vector v into q = round (av/\\v\\). The property states that the directions 
v/\\v\\ and q/\\q\\ are arbitrarily close for sufficient large values of a: 
2 A / 7 7 A/T? 
Proposition 5.2.4 Let v ^ 0 be a vector in W1. For any e > 0, if a > 1 and 
e 2 
q — round I a 
Ml 





Tableau 5.2: The sequence of Halton directions ut and the adjusted Halton directions qt}e 


























































































Proof. Consider e > 0 and a > 2^/nje + \fnj2. The vector g may be expressed as 
9 = a7T^ + *> where <5 = (<5X, <52,..., Sn)






















The norm of g can be bounded with 077—7 — ||£|| < ||g|| < "fPTT + IMI an<* therefore 
|« - Iklll < IMI- Furtheraiore, a > 2-s/n/e + y/n/2 > y/n/2 and ||<5|| < ^/n/2 implies 
that a satisfies 0 < a — \\S\\. It follows that 
q_ 
\q\ Ml 





y/n/2 < 2 
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5.2.3 Construction of an orthogonal integer basis 
This subsection gives a way to transform a sequence of directions into a sequence of 
orthogonal bases. Given an integer nonzero vector q e Zn, we apply the (symmetric) 
scaled Householder transformation [75] to construct an orthogonal basis for Rn com-
posed of integer vectors: 
H = \\q\\2(In - 2vv
T), where v = JJ. (5.4) 
Proposition 5.2.5 The columns of H form an integer orthogonal basis for W1. 





T-2vvT+ AvvTvvT) = \\q\\4In. 
Second, by dividing the previous equation by \\q\\4 and applying symmetry, we reveal 
the inverse of H as H~l = -AniH. Since H~l exists, the columns of H form a basis in 
Rn. Finally, the entries of 
H = \\q\\*In-2\\q\\*±^ = \\q\\
2In-2qq
T 
are integer, since q and ||g||2 are integer. • 
The next proposition shows that the Householder transformation applied to a dense set 
of normalized directions produces a dense set of normalized directions: 
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Proposition 5.2.6 Fort = 1, 2, . . . , letvt = ^ andHt = \\qt\\
2(In-2vtvf). If{vt}^ 
is dense on the unit sphere, then the normalized sequence composed of the ith columns 
ofHt, < Tjlffhr \ is dense on the unit sphere, for any i G {1,2 , . . . , n}. 
Proof Let w G Mn with \\w\\ = 1 be an arbitrarily unit vector, e > 0 be some small 
positive number, and i G {1, 2 , . . . , n} be the index of a column. For n > 1 (n = 1 is 
trivial), we need to show that there exists an index t G N such that the ith column of Ht, 
HtBi, satisfies 
< e. - w 
\Hte. ^i 
First, observe that ||i?tej|| = >/'ejHjHtet = \\qt\\
2, and therefore 3 ^ , , = e* — 2vtvfei. 
Now, define the vector d G W1 where 
{ ei+1(modn) otherwise. 
Observe that if W{ = 1 then the vector d satisfies ||d|| — 1 and 2dtd = 0 = e* — w, and if 
Wj < 1 then 
= Vdfd = \ hurz—)(e*~" w)T(ei - w) = !> 
1 
2djd = -——c(ei - w)i(ei - w) = e-i-w. 
By assumption, {ik}^ is dense on the unit sphere, and therefore there exists some index 
t such that vt = d + S, where S G M.
n is small enough to satisfy \\Si(d + S) + diS\\ < e/2. 
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The proof may be completed as follows: 
Hte. tc-i 
\Htei 
— w = \\ei-2vtv[ei-w\\ 
= \\ei ~2(d + S)(d + S)Tei - w\ 
= \\ei-2(di + 8i)(d + 5)-w\\ 
= \\ei — 2did — w — 2(Si(d + 8) + di 
= ||e?; -(ei-w)-w- 2{6i{d + 8) + diS)\\ 
= 2\\8i(d + 5) + di8\\ < e. 
In Figure 5.1, the Householder transformation is applied to qttt = (—1, —2)
T and pro-
3 - 4 
duces the integer orthogonal basis Htj = 
5.2.4 The ORTHOMADS instance of MADS 
The new ORTHOMADS instance of MADS can be now defined by combining the com-
ponents introduced in Subsections 5.2.1-5.2.3. The POLL set Pk used by ORTHOMADS 
at iteration k is entirely determined by the values of the pair £fc and 4 . The ijf element of 
the Halton sequence utk is used to create the adjusted Halton direction qtk,ik whose norm 
is as close as possible to 2^fc'//2. The Householder transformation on qtk,ek produces an 
orthogonal integer basis Htk:ek, and the norm of each column is close to 2^. 
The LTMADS and ORTHOMADS algorithms are identical except for the construction of 
the set Pk and the POLL directions Dk. The set of directions D = [In — In] defining the 
mesh Mfe and the mesh update parameters r = 4, w~ = — 1 and w+ = 1 are the same 
for both algorithms. The mesh size parameter A™ and the POLL size parameter A^ are 
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still defined with the integer £k, except that it is allowed to be negative. This extension is 
not specific to ORTHOMADS and can be applied in LTMADS as well: at each iteration 
k, the POLL and mesh size parameters are entirely defined by the value of £k: 
-e" if 4 > 0 
(5.5) 
1 otherwise. 
At iteration k = 0 , 4 is set to 0 and A™ = AQ = 1. The mesh and POLL size parameters 
always satisfy A£> < Apk and A™2^l = A
p
k. 
In the update step of iteration k, if no new incumbent is found, the iteration is said to be 
unsuccessful and 4+i <— 4 +1- Otherwise, the iteration is a success and 4+i <— 4 — 1-
The MADS algorithm generates POLL trial points at a distance of order A£ from the 
POLL center, on a mesh Mk of size A™. At an unsuccessful iteration, A™ is reduced 
faster than A^ and the number of possible POLL trial points increases, allowing more 
flexibility in the choice of the POLL directions Dk. 
Figure 5.2 describes our algorithm. The POLL directions Dk depend entirely on the two 
integers tk and £k. These integers are chosen to ensure that there will be a sequence of 
unsuccessful iterations for which the mesh size parameter goes to zero, and such that the 
directions used in that subsequence will be the tail of the entire Halton sequence. In order 
to accomplish that goal, we keep track of the value of the smallest POLL size parameter 
visited so far. At every iteration where A^ is equal to that value, we set tk = £k + n + 1. 
A consequence of this way of fixing tk is that the set of ordered indices 
U := {ki, k2,.. .} = {k : iteration k is unsuccessful, and A^ < A^ Vj = 0 , 1 , . . . k} 
satisfies {tkl,£kl) = (n + 1,0), (4 2 ,4 2 ) = {n + 2,1),..., (tki,£ki) = (n + i,i - 1), and 
the set of Halton directions {utk}keu is precisely {«t}^n+i-
At the other iterations, those for which smaller POLL sizes were previously considered, 




[1] Iteration k 
SEARCH (optional) 
| evaluate / on a set Sk C Mk 
POLL (optional is the SEARCH was successful) 
if the POLL size is the smallest one so far 
(i.e.,ifA£ = min{A^:j = 0,l,...,fc}) 
| 4 <- 4 + n + 1 
else (i.e., smaller POLL sizes were considered) 
| 4 <— m&x{tj : j = 0 ,1 , . . . , k — 1} 
compute utk, qtk,ek, Htk/k, and Dk = [#tfc A - #ffc A ] 
evaluate / on P^ C M*. 
[2] Updates 
if the iteration is successful 
xfe+i +- xs € Sk or xp G Pfc 
4+1 <— 4 — 1 
else (iteration failure) 
4+1 <— 4 + 1 
A; <- fc + 1 
goto [1] if no stopping condition is met 
Figure 5.2: The ORTHOMADS algorithm. 
we just keep increasing 4 so that a new Halton direction is used. Examples of pairs 
( 4 , 4 ) c a n be seen in Table 5.3. The boldface entries are those where the POLL size 
parameter is the smallest one so far. In this example, the first three indices of U would 
be {4, 5,8}. 
As in LTMADS, the basis Htk^k is completed to a maximal positive basis composed of 
2n directions, 
Dk = [Htk,ek - Htkjk], 
the set of POLL directions. A minimal positive basis with n + 1 directions is not con-
sidered in order to keep orthogonal directions. Table 5.4 illustrates ORTHOMADS bases 
no 
Tableau 5.3: Example of ORTHOMADS iterations for n = 4. Iterations k e {4, 5,8} cor-
respond to failed iterations with consecutive Halton elements tk = 5,6 and 7 satisfying 














































































Htkjek, with possible pairs (tk, £k). 
Notice that any direction Dkei (1 < i < 2n) satisfies \\Dkei\\ = ||gM||
2 < (2^/2)2 = 2^ 
and 11-DfceiH < 2^. Therefore, the POLL trial point xk + A^Dfeej is at an Euclidean 
distance of at most Aj™2̂  = A^ from the POLL center. This distance is comparable to 
that used in LTMADS, where the POLL trial points are exactly at a distance Apk (using 
the ôo norm) from the POLL center. 
We conclude this section with the following propositions that show that ORTHOMADS 
has the same convergence properties as in [20] with no need for a probabilistic argument. 
f 1 °° 
Proposition 5.2.7 The set of normalized directions < -rpAr > with £ = t 
dense in the unit sphere. 
n 1 is 
Proof. Let e > 0 and d £ Rn with \\d\\ = 1. Proposition 5.2.1 states that the Halton 
sequence {ut}^ is dense in the unit cube [0, l]n. Therefore, there exists an index t such 
that v^ ~ 2 > T" + T" a n a 
2«t—e 
| |2 t t t -e | | 
d < ! • 
I l l 
Tableau 5.4: A sequence of ORTHOMADS bases corresponding to seven consecu-
tive failed iterations. Pairs ( 4 , 4 ) correspond to consecutive Halton elements t = 
5, 6 , . . . , 12 with tk = 4 + n + 1-










1 0 0 0" 
0 1 0 0 
0 0 - 1 0 
0 0 0 1. 
2 0 0 0" 
0 0 0 2 
0 0 2 0 
0 2 0 0 . 
0 0 0 2 n 
0 2 0 0 
0 0 2 0 
2 0 0 0 . 
" - 1 4 4 - 4 " 
4 5 - 2 2 
4 - 2 5 2 
- 4 2 2 5 . 











' 14 0 0 0" 
0 - 4 12 - 6 
0 12 6 4 
0 - 6 4 12. 
" 23 - 4 -20 - 4 " 
- 4 29 -10 - 2 
-20 -10 -19 -10 
- 4 - 2 -10 29 . 
" 11 -40 40 - 2 0 " 
-40 29 32 -16 
40 32 29 16 
. -20 -16 16 53 . 
" 25 -98 0 70 " 
- 9 8 25 0 70 
0 0 123 0 
70 70 0 73 . 
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Lemma 5.2.3 ensures that at,e > ^7=^ — \ > — + ^ . Combining this last inequality 







< 2 + 2 
||2wt — e| 
£ . 
2ut 
\2ut — el 
-d 
This allows us to state our main result: 
T h e o r e m 5.2.8 ORTHOMADS is a valid MADS instance. 
Proof. In order to show that O R T H O M A D S is a valid M A D S instance we need to show 
that the POLL directions satisfy the following four properties [16,20] : 
• Any direction D^ei (1 < i < 2n) can be written as a nonnegative integer combi-
nation of the directions ofD: This is the case by construction. 
• The distance from the POLL center Xk to a POLL trial point (in 1^ norm) has to be 
bounded above by A^: This is also the case by construction because we ensured 
that 11-DfceiH < 2 ^ for alH in {l,2,...,2n} and H A ^ D ^ U < ||A^Dfce<|| < 
A^2141 K-
• Limits (as defined in [40]) of convergent subsequences of the normalized sets 
T>k = {^/ll^ll : d € Dh} are positive spanning sets. This can be shown the same 
way as in [16] where the proof for L T M A D S is detailed, since, for O R T H O M A D S 
and with L%Jk = {d/\\d\\ : d G HtkA}, det (Htk,£k) = - 1 . 
• The set of normalized directions used over all failed iterations is dense in the 
unit sphere: The strategy chosen for the values of tk and 4 ensures that there 
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exists a sequence of failed iterations corresponding to consecutive values of tk. 
These iterations k G U can be chosen to correspond to large values of 4 because, 
from [20], lim A™ = 0, and A^ = 4"£fc for 4 > 0. For k € U, the sets 
fc—>oo 
of directions {Dk}ueu are constructed from consecutive directions qtk.ek, which 
are dense in the unit sphere after normalization (Proposition 5.2.7). Then, from 
Proposition 5.2.6 and since Dk = [Htk}ik — Htk. 4], the set of normalized directions 
\ \mkeiw \ is a^so dense in the unit sphere for alU = 1,2,..., 2n. 
5.3 Numerical Tests 
In this section, ORTHOMADS is compared to its predecessor LTMADS [20] and to the 
GPS method [120], on 45 problems from the literature. In the MADS algorithms, the 
theory supports handling constraints by the extreme barrier approach: Points outside Vt 
are simply ignored and / is not evaluated. For GPS, the extreme barrier approach is 
supported by the theory only for a finite number of linear constraints [87]. Still, for 
comparison, we apply two different approaches: the extreme barrier ( G P S - E B ) , and the 
filter method described in [19] (GPS-FILTER), which has stronger theoretical support. 
Because of its random behavior, 30 instances of LTMADS are performed for each prob-
lem. GPS and ORTHOMADS are scored by comparing them against the 30 LTMADS 
instances. A score of s for GPS or ORTHOMADS means that this instance gave a value 
of / at least as good as s of the 30 LTMADS instances, with a relative precision of 1%. 
The worst score is 0 and the perfect score corresponds to 30. We consider that a bad 
instance has a score less than 10, an acceptable instance is between 10 and 19, and a 
good instance has a score greater than or equal to 20. This score criteria is not a perfect 
measure, in terms of objective comparison between deterministic and random methods. 
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In particular, if the 30 LTMADS instances gave the same result as the ORTHOMADS 
solution, then the ORTHOMADS score would be classified as perfect. More exhaustive 
tests will be conducted in future work. 
The integer £k (see (5.5)), defining the mesh and POLL size parameters A™ and A£ at 
iteration k, is allowed to be negative for both LTMADS and ORTHOMADS. Maximal 
positive bases (2n directions) are used in the three methods, as is the opportunistic strat-
egy (the POLL is interrupted at the first success), and the optimistic strategy: after a 
successful point has been found, a SEARCH point is generated further along the same 
direction. No other SEARCH is performed. The stopping criteria is satisfied when the 
number of function evaluations reaches lOOOn (or when the POLL size parameter A^ 
drops below IE-12). 
The methods are tested on 45 problems divided into 4 groups: our choice of smooth 
and nonsmooth unconstrained problems is the same as in [44] and [43], respectively, 
with 21 smooth problems from the CuTEr test set [63] and 13 nonsmooth problems 
from [93], which is a compilation of nonsmooth problems from the literature. We also 
tested on 9 constrained problems from [21,22,93], and in addition, we added two prob-
lems from [12] that correspond to real applications. 
All results and problem descriptions are summarized in Tables 5.5-5.9, where f(x*) 
corresponds to the best known minimal value of / , value to the final value of / for each 
method, and evals to the number of function evaluations that each method performed. 
Tables 5.5 and 5.6 show results on the 21 unconstrained smooth problems from CuTEr. 
ORTHOMADS has a perfect score on 17 of these problems. Table 5.7 displays results on 
the 13 unconstrained nonsmooth problems, where ORTHOMADS achieves good scores 
on 7 problems. Table 5.8 shows results for the 9 constrained problems. The same num-
ber of problems (4) is considered good and bad for ORTHOMADS. Finally, Table 5.9 
presents results for the two real applications, and ORTHOMADS has perfect scores on 
both of them. 
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Tableau 5.5: CUTEr unconstrained smooth problems (1 of 2). A score of s for a method 
indicates that the final / value is at least as good as s of the 30 LTMADS runs (with a 
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18.3 M 
1 7 0 7 4 30 
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.. . continued on Table 5.6 
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Tableau 5.6: CuTEr unconstrained smooth problems (2 of 2). A score of s for a method 
indicates that the final / value is at least as good as s of the 30 LTMADS runs (with a 
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Tableau 5.7: Results for unconstrained nonsmooth problems from [93]. A score of s for 
a method indicates that the final / value is at least as good as s of the 30 LTMADS runs 
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Tableau 5.8: Results for constrained problems. A score of s for a method indicates that 
the final / value is at least as good as s of the 30 LTMADS runs (with a relative error of 
1%). 
Problem 
n m f(x*) 
CRESCENT 10 [21] 
10 2 -9.00 
DlSKlO[21] 
10 1 -17.3 
B250 [22] 
60 1 7.95 
B500 [22] 
60 1 104 
G2 [22] 
10 2 -0.728 
G2 [22] 
20 2 -0.804 
HS114[93] 
9 6 -1769 
M A D 6 [93] 
5 7 0.102 
PENTAGON [93] 
6 15 -1.86 
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Tableau 5.9: Results for real applications. A score of s for a method indicates that the 
final / value is at least as good as s of the 30 LTMADS runs (with a relative error of 1%). 
Displayed z values for problem STY are divided by 107. 
Problem 
n m f(x*) 
M D O [12] 
10 10 -3964 
STY [12] 
















-3.11 l l 














1 2 1 2 30 
-3964 dU 
1 2 1 4 30 
-3.27 M 
30.0 
Table 5.10 summarizes the results. The first observation is that both MADS instances 
outperform GPS. For 25 problems out of 45 (20 without the relative error of 1%), OR-
THOMADS found the same solution as the best of 30 LTMADS runs. For 20 of these 
25 problems, the ORTHOMADS solution is the same as the 30 LTMADS instances. The 
new method solved 32 problems out of 45 problems efficiently enough that, for these 
problems, the single run of ORTHOMADS was better than two thirds of the 30 LTMADS 
runs. For 4 problems, the two methods performed equally well, and for 9 problems, at 
least two thirds of the LTMADS runs gave a better solution than the one produced by 
ORTHOMADS. 
Figure 5.3 illustrates the spread of the directions for both LTMADS and ORTHOMADS. 
Rosenbrock's function [108] with n = 2 and n = 3 was used with 2000 and 3000 
evaluations, respectively. In the two-dimensional case, all the normalized directions used 
to generate POLL trial points are directly represented on the top two subfigures. It is clear 
that ORTHOMADS directions are well distributed on the unit circle. This is not the case 
with LTMADS because half the directions correspond to either ±ei or ±e2 . For n = 3, 
the two plots on the bottom represent the standard angles of the normalized directions 
in spherical coordinates. There again it can be seen that ORTHOMADS directions have 
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Tableau 5.10: Summary for the GPS and ORTHOMADS performances. F, E and O cor-
respond respectively to GPS-FILTER, GPS-EB, and ORTHOMADS. A bad instance has a 
score between 0 and 9, an acceptable (ace.) instance a score between 10 and 19, a good 






total or avg 
average 
scores (on 30) 
F E O 
20.2 20.2 26.6 
10.2 10.2 18.3 
3.2 8.9 16.3 
11.0 0.0 30.0 










F E O 
7 7 2 
8 8 3 
8 6 4 
1 2 0 
24 23 9 
# of ace. 
instances 
F E O 
0 0 0 
2 2 3 
0 0 1 
0 0 0 
2 2 4 
# of good 
instances 
F E O 
14 14 19 
3 3 7 
1 3 4 
1 0 2 
19 20 32 
# of perf. 
instances 
F E O 
14 14 17 
3 3 4 
0 0 2 
0 0 2 
17 17 25 
a better distribution than those of LTMADS, since at least two thirds of the LTMADS 
directions possess some null coordinates. On the subfigure using LTMADS with n = 3, 
the horizontal bar at $ = 7r/2 corresponds to the set of directions where z = 0. The 
vertical bars at 9 = ±7r/2 correspond to directions with x — 0, and the one at 9 = 0 and 
9 = 7r correspond to directions with y = 0. 
5.4 Discussion 
This paper introduced ORTHOMADS, an alternative instantiation of the MADS class of 
algorithms. The advantages of ORTHOMADS over the original LTMADS are that the 
MADS directions are chosen deterministically, and that those directions are orthogonal 
to each other. Moreover, ORTHOMADS inherits all of the MADS convergence properties, 
without probabilistic arguments, and without additional parameters. 
Intensive tests on 45 problems from the literature showed that both MADS instances 
outperform the GPS algorithm, and that ORTHOMADS is competitive with LTMADS, 
with a better distribution of the POLL directions. 
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LTMads n=2 OrthoMads n=2 
Figure 5.3: LTMADS and ORTHOMADS normalized POLL directions on the Rosenbrock 
function with n = 2 and n = 3. 
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DISCUSSION GENERALE ET CONCLUSION 
Nous discutons dans cette derniere partie des resultats obtenus dans chaque article 
des chapitres 3 (MADS-VNS) , 4 (PSD-MADS) et 5 (ORTHOMADS), et comparons ces 
resultats aux attentes que nous avions. 
Concernant le couplage de MADS avec la meta-heuristique VNS, en plus d'avoir in-
troduit une nouvelle methode de recherche globale generique et d'avoir introduit VNS 
dans un contexte inhabituel, les resultats sont conformes aux attentes, c'est-a-dire qu'on 
a constate une plus grande stabilite dans les solutions obtenues. En effet, tout en conser-
vant un caractere non deterministe du fait de l'utilisation a la fois de LTMADS et de per-
turbations aleatoires, des series de trente executions donnent en moyenne de meilleurs 
resultats. Ceci signifie egalement qu'une seule execution de ralgorithme aura plus de 
chance de donner une bonne solution. Cette plus grand stabilite vient toutefois au prix 
d'un nombre plus important d'evaluations, ce surcout d'evaluations etant neanmoins 
mieux utilise par VNS que par des recherches globales plus classiques. 
Pour le nouvel algorithme parallele PSD-MADS decrit au chapitre 4, l'objectif etait 
double : on voulait tout d'abord concevoir une parallelisation asynchrone de MADS, et 
ensuite que cette nouvelle methode soit efficace pour traiter des problemes de grande 
taille (au dela de cent variables). Ces deux objectifs ont ete atteints : la methode PSD-
MADS est parallele et asynchrone (les processeurs utilises ne sont jamais mis en attente), 
et nous avons obtenu des resultats satisfaisants pour des problemes allant jusqu'a 500 
variables. L'algorithme a egalement ete compare a APPS, la version parallele asynchrone 
de GPS deja evoquee en 1.1, face auquel il s'est montre competitif. 
Enfm, la methode ORTHOMADS du chapitre 5 propose une toute nouvelle implemen-
tation deterministe de MADS et utilisant des directions orthogonales. L'objectif d'obtenir 
un algorithme favorisant la reproductibilite des experiences et utilisant de meilleures di-
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rections a done ete encore une fois atteint. De plus, des tests intensifs sur 45 problemes 
ont montre que ORTHOMADS fait au moins jeu egal avec LTMADS. Ces tests confirment 
aussi encore une fois que MADS et ses deux implementations existantes, est plus perfor-
mant que GPS. 
L'objectif de cette these etait d'apporter des ameliorations a MADS pour 1'optimisa-
tion de problemes non lisses du type de V'. Les trois articles exposes dans ce document 
apportent trois extensions a MADS, renforcant son efficacite. De plus, une des forces 
de MADS est que ralgorithme possede une certaine simplicite, et que les parametres 
sont peu nombreux et possedent des valeurs par defaut. Nos trois extensions conservent 
cet esprit de simplicite et n'ajoutent qu'un nombre raisonnable de parametres. Ajoutons 
egalement que les premier et troisieme articles ont demontre l'efficacite des algorithmes 
de type MADS sur un probleme caracteristique d'une situation reelle, typique de ce que 
les ingenieurs veulent etudier, et parfait representant des problemes cibles de cette these 
et du domaine de 1'optimisation non lisse. 
L'apport de MADS en 2006 au domaine de l'optimisation non lisse avait deja ete 
important, car il generalisait et etendait GPS, une methode phare du domaine, tout en 
proposant une analyse de convergence basee sur le calcul non lisse de Clarke. Son succes 
avait ete du a la fois a un bon comportement pratique et theorique. Cette importante 
contribution au domaine a d'ailleurs ete reconnue par le fait que la methode fait partie 
du populaire logiciel MATLAB [119]. Toute amelioration averee de MADS, comme cette 
these, constitue done un apport important au domaine de l'optimisation non lisse a l'aide 
de methodes de recherche directe. Les trois extensions presentees sont d'ailleurs en cours 
d'integration dans le logiciel libre NOMAD [15] afin d'etre rendues disponibles a la 
communaute. 
Tandis que la recherche globale de type VNS et l'implementation ORTHOMADS (cha-
pitres 3 et 5) sont des travaux termines, la parallelisation asynchrone de MADS suivant 
une distribution des variables, telle que celle presentee au chapitre 4, peut encore lar-
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gement evoluer. Par exemple, le choix des groupes de variables distribuees a chaque 
processeur, actuellement decide au hasard, peut etre l'objet de nouvelles recherches. 
Egalement, les trois extensions presentees ont ete etudiees de facon independante. Une 
prochaine etape pourrait etre de les tester ensemble, et conjointement avec 1'utilisation 
de la nouvelle methode de gestion des contraintes, la barriere progressive de [21]. En-
fin, d'autres extensions de MADS non etudiees dans cette these peuvent etre envisagees. 
Par exemple l'utilisation des progres recents effectues par les methodes DFO dans la 
construction dynamique de fonctions substitut. 
Pour finir, il est apparu au cours de notre travail qu'il n'y a pas encore dans la 
litterature d'etude complete et exhaustive permettant, pour un large eventail de problemes, 
de comparer les methodes de recherche directe, les methodes d'optimisation sans deri-
vees, les methodes traditionnelles de l'optimisation lisse et les meta-heuristiques. 
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