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Abstract
It is known that if the Levy measure of a Levy process X (t); 06t61, is \heavy tailed", then
the right tails of sup06t61X (t) and X (1) are of the same rate of decay. One of the results of this
note is a description of a class of compound Poisson processes with negative drift and \light"
tails (which is a subclass of Levy processes) such that these tails are incomparable. c© 2000
Elsevier Science B.V. All rights reserved.
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1. Introduction
Levy’s classical result states that if X (t) is the Brownian motion, X (0) = 0, then
P

sup
06t61
X (t)>x

= 2P(X (1)>x) for x> 0
(see, for example, Gikhman and Skorokhod, 1996, Chapter 6). This result was a starting
point for later studies, where the tail of the supremum of a process was compared with
the tail of X (1). More precisely, the relations of the type
P

sup
06t61
X (t)>x

 cP(X (1)>x) as x !1; (1)
where c is a constant, have been established for some classes of Levy processes (see
Berman, 1986; Willekens, 1987; Marcus, 1987; Rosinski and Samorodnitsky, 1993;
Albin, 1993; Braverman and Samorodnitsky, 1995; Braverman, 1997). Recall that a
Levy process is a process with stationary independent increments. Most of these results
were proved under additional conditions on the tail of the corresponding Levy spectral
measure. The main request is that this tail is to be \heavy" (the only exclusion is
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the paper by Albin, 1993). It means that if  is the Levy measure and F(x;1) =
minf1; (x;1)g, then
(F  F)(x;1)  bF(x;1) as x !1; (2)
where b is a constant.
So, the natural question arises: does (1) hold without (2)? We consider it for a
special class of Levy processes, namely for compound Poisson processes with (and
without) drift. Examples of processes, for which the tails of supremum and of X (1)
are incomparable, are given. We also describe a class of processes such that (1) takes
place without (2).
2. Preliminaries
Here we introduce the light tailed distributions and prove some of their properties.
Denition 1. The distribution of a random variable X has a light right tail if one of
the following conditions holds:
P(X > 0)> 0 and X6C for some constant C; (3)
P(X >x)> 0 for all positive x and lim
x!1
P(X1>x)
P(X1 + X2>x)
= 0 ; (4)
where X1 and X2 are the independent copies of X .
The following lemma describes a class of light tailed distributions satisfying (4).
Lemma 1. Suppose that for a random variable X and for all x> 0
P(X >x) = e−(x); (5)
where the function  satises the following condition: there is a constant c> 0 such
that for x; y>c
(x + y)>(x) + (y): (6)
Then the distribution of X has a light right tail.
Proof. Let X1 and X2 be independent copies of X . Then, denoting by F the distribution
of X , we get for x> 2c
P(X1 + X2>x)>
Z x−c
c
P(X >x − y)F(dy)
= e−(x)
Z x−c
c
e(x)−(x−y) d(−e−(y)):
According to (6) (x) − (x − y)>(y) for x> 2c and c<y<x − c. From here
and (5)
P(X1 + X2>x)>P(X1>x)
Z x−c
c
e(y) d(−e−(y)) = P(X1>x)((x − c)− (c)):
It follows from (5) that (x)!1 as x !1, which gives us (4).
M. Braverman / Stochastic Processes and their Applications 90 (2000) 145{156 147
Applying this lemma, one can conclude that, for example, the normal distribution,
Weibull distributions with the parameter p>1 and Poisson distribution have a light
right tail.
Lemma 2. A random variable X has the distribution with a light right tail if and
only if X+ has such a distribution.
Proof. We have
P(X1 + X2>x)6P(X+1 + X
+
2 >x)
and
P(X1 + X2>x)> P(X1 + X2>x; X1>0; X2>0)
= P(X+1 + X
+
2 >x)− 2P(X1>x)P(X2< 0):
So, (4) for X is equivalent to this condition for X+. It is obviously true for (3).
Lemma 3. Suppose P(X >x)> 0 for all x> 0 and
lim
x!1
P(X >x + a)
P(X >x)
= 0 (7)
for some positive constant a. Then X has a light right tail.
The proof immediately follows from (7) and the estimate
P(X1 + X2>x)>P(X1>x − a)P(X1>a):
The converse statement is not true, because if P(X >x) = 1 − e−x, then (7) does
not hold, while X has the light right tail.
Lemma 4. Let Xk be iid random variables with the distribution F and Sn=
Pn
k=1 Xk .
If (4) holds; then
lim
x!1
P(Sn >x)
P(Sn+1>x)
= 0 (8)
for each n= 1; 2; : : : .
Proof. Fix a> 0. Then
P(Sn >x) =
Z x−a
−1
P(Sn−1>x − y)F(dy) +
Z 1
x−a
P(Sn−1>x − y)F(dy)
:= In;a(x) + Jn;a(x): (9)
Denoting
n(a) = sup
x>a
P(Sn−1>x)
P(Sn >x)
we get
In;a(x)6n(a)In+1; a(x)6n(a)P(Sn+1>x): (10)
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We may assume n>2. Then
P(Sn+1>x)>P(S2>x − a)P(X3 +   + Xn+1>a);
which together with (4), (9), (10) and the obvious estimate Jn;a(x)6P(X1>x − a)
implies that
lim sup
x!1
P(Sn >x)
P(Sn+1>x)
6n(a)
for every a> 0. So, letting a ! 1, we conclude that if (8) holds for n − 1, then it
also holds for n. The induction completes the proof.
Corollary 1. If iid Xk have a light right tail and Z =
PN
k=1 Xk; where N is a Poisson
random variable independent of Xk (i.e. if Z has the corresponding compound Poisson
distribution); then for each n and every a>0
lim
x!1
P(Sn >x)
P(Z >x + a)
= 0: (11)
The proof follows from Lemma 4 and the estimate
P(Z >x + a)>e−
n+2
(n+ 2)!
P(X1>a)P(Sn+1>x); (12)
where  is the parameter of Z .
Lemma 5. Let Xk be the same as in Lemma 4 and Z1; Z2 have the correspond-
ing compound Poisson distributions with the parameters 1 and 2; respectively.
If 1<2; then for every xed a> 0
lim
x!1
P(Z1>x)
P(Z2>x + a)
= 0: (13)
Proof. Suppose rst (4) holds. Then (12) implies
P(Z1>x)
P(Z2>x + a)
= e−1
1X
n=1
n1P(Sn >x)
n!P(Z2>x + a)
6
e2−1
22P(X1>a)
1X
n=1
P(Sn >x)
P(Sn+1>x)
(n+ 1)(n+ 2)

1
2
n
: (14)
Since P(Sn+1>x)>P(Sn >x)P(X1> 0), we conclude that the nth summand in the
last series is bounded from above by
bn :=
1
P(X1> 0)
(n+ 1)(n+ 2)

1
2
n
:
The condition 1<2 implies
P1
n=1 bn <1. Now, using (14) and Lemma 4 we get (13).
Suppose now (3) holds. Then
P(Z1>x) = e−
X
n>x=C
n1P(Sn >x)
n!
:
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Choose m under the condition P(Sm >a)> 0. Then, as above,
P(Z1>x)
P(Z2>x + a)
6
e2−1
m2 P(Sm >a)
X
n>x=C
mY
j=1
(n+ j)

1
2
n
:=
e2−1
m2 P(Sm >a)
X
n>x=C
cn:
Since
P1
n=1 cn <1, the last inequality implies (13).
3. The main result
Theorem 1. Let X (t) be a compound Poisson process; i.e.
X (t) =
N (t)X
k=1
Xk + bt; (15)
where b is a constant; N (t) is a standard Poisson process with rate  and Xk are iid
random variables independent of N (t). Let  n be the arrival times of N (t) and
T :=maxfn :  n61g: (16)
Suppose the distribution of Xk has a light right tail. Then
P

sup
06t61
X (t)>x

 P(X ( T )>x) as x !1 (17)
if b60. If b>0; then
P

sup
06t61
X (t)>x

 P(X (1)>x) as x !1: (18)
Remark 1. If b= 0, then X ( T ) = X (1) and (17) and (18) coincide.
Remark 2. Under the additional assumptions EX 2k <1 and EXk=0, and by a dierent
method, this result was proved in Braverman (1999).
The proof is based on the following statement.
Lemma 6. Let X (t) be dened by (15) and b60. Then for all x> 0
P

sup
06t61
X (t)>x

6P(X ( T )>x) + e−
1X
k=1
Z 1
0
(e(1−t) − 1) (t)
k−1
(k − 1)!P(Sk >x − bt) dt: (19)
Proof. Since b60, we have for x> 0
P

sup
06t61
X (t)>x

=
1X
n=1
P

sup
16k6n
(Sk + b k)>x;  n61< n+1

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6
1X
n=1
nX
k=1
P(Sk + b k >x;  n61< n+1)
=
1X
n=1
P(Sn + b n >x;  n61< n+1)
+
1X
n=1
n−1X
k=1
P(Sk + b k >x;  n61< n+1):
The rst sum on the right-hand side is P(X ( T )>x). So, changing the order of
summation, one get the estimate
P

sup
06t61
X (t)>x

6 P(X ( T )>x)
+
1X
k=1
1X
n=k+1
P(Sk + b k >x;  n61< n+1): (20)
The well-known formula for the density of  k and elementary calculations give us
for n>k
P(Sk + b k >x;  n61< n+1) = ne−
Z 1
0
P(Sk >x − bt) t
k−1(1− t)n−k
(k − 1)!(n− k)! dt:
Hence,
1X
n=k+1
(Sk >x − bt;  n61< n+1)
= e−
Z 1
0
 1X
n=k+1
((1− t))n−k
(n− k)!
!
(t)k−1
(k − 1)!P(Sk >x − bt) dt
= e−
Z 1
0
(e(1−t) − 1) (t)
k−1
(k − 1)!P(Sk >x − bt) dt: (21)
From here and (20) the lemma follows.
Proof of Theorem. b60: It is enough to show that the sum on the right-hand side
of (19) is o(P(X ( T )>x)) as x ! 1. To this end we need the following relation,
which can be easily veried:
P(X ( T )>x) = e−
1X
k=1
Z 1
0
(t)k−1
(k − 1)!P(Sk >x − bt) dt: (22)
Fix a 2 (0; 1) and represent the integrals in (19) as the sum of the integrals over
(0; a) and (a; 1). Denote these integrals by Uk;a(x) and Vk;a(x), respectively, and let
W (x) be the considered sum. Then
W (x) = e−
 1X
k=1
Uk;a(x) +
1X
k=1
Vk;a(x)
!
: (23)
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Since b60, then
Uk;a(x)6 (e − 1)
Z a
0
(t)k−1
(k − 1)!P(Sk >x) dt
= (e − 1)
k−1ak
k!
P(Sk >x):
So,
1X
k=1
Uk;a(x)6 −1(e − 1)
1X
k=1
(a)k
k!
P(Sk >x)
= −1ea(e − 1)P(Za >x); (24)
where Za is a compound Poisson random variable with the parameter a.
On the other hand, the formula (22) and the condition b60 imply
P(X ( T )>x)> e−
1X
k=1
Z 1
0
(t)k−1
(k − 1)!P(Sk >x − b) dt
= e−
1X
k=1
k
k!
P(Sk >x − b) = P(Z >x − b):
From here, (24) and Lemma 5
1X
k=1
Uk;a(x) = o(P(X ( T )>x)): (25)
Turn to the second sum in (23). We have
Va;k(x) =
Z 1
a
(e(1−t) − 1) (t)
k−1
(k − 1)!P(Sk >x − bt) dt
6 (e(1−a) − 1)
Z 1
0
(t)k−1
(k − 1)!P(Sk >x − bt) dt:
From here and (22)
1X
k=1
Va;k(x)6−1e(e(1−a) − 1)P(X ( T )>x);
which, together with (25) allows us to conclude that
lim sup
x!1
W (x)
P(X ( T )>x)
6e(1−a) − 1:
Letting a ! 1, we get
W (x) = o(P(X ( T )>x));
which proves the theorem for b60.
b> 0: Denote
X1(t) =
N (t)X
k=1
Xk:
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Then X (t) = X1(t) + bt and
P(X1(1) + b>x) = P(X (1)>x)6 P

sup
06t61
X (t)>x

6 P

sup
06t61
X1(t) + b>x

:
But according to the case b= 0,
P

sup
06t61
X1(t)>x

 P(X1(t)>x):
Now (18) follows from here and the previous estimate.
4. Examples
We begin with a description of compound Poisson processes with negative drift
such that
lim sup
x!1
P(sup06t61X (t)>x)
P(X (1)>x)
=1 (26)
and
lim inf
x!1
P(sup06t61X (t)>x)
P(X (1)>x)
= 1: (27)
Theorem 2. Let Xk be iid random variables with a lattice distribution; Xk6C for
some positive constant C and P(Xk > 0)> 0. Let the process X (t) be dened by
(15). Then for every b< 0 (26) and (27) hold.
Proof. We use (17), which allows us to consider P(X ( T )>x) instead of the numer-
ators in (26) and (27). Denote by h the minimal step of the lattice distribution and put
xn = nh+ b; (28)
where b< 0. Suppose rst that
−b6h:
Then (n− 1)h<xn− bt <nh for every 0<t61, and because the values of the sums
Sk are of the form mh;m 2 Z, we get P(Sk >xn − bt) = P(Sk > (n− 1)h). Therefore,
according to (22),
P(X ( T )>xn) = P(Z > (n− 1)h); (29)
where
Z =
N (1)X
k=1
Xk: (30)
On the other hand,
P(X (1)>xn) = P(Z >nh); (31)
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and (26) will be proved if we will show that
lim sup
n!1
P(Z > (n− 1)h)
P(Z >nh)
=1: (32)
Suppose (32) does not hold. Then P(Z > (n − 1)h)6D(Z >nh) for all n and some
constant D. Iterating, we get from here
P(Z >nh)>D−(n−1)P(Z >h):
Now, using the condition Xk6C and applying Stirling’s formula, we conclude that
P(Z >nh) = e−
1X
k=[nh=C]+1
kP(Sk >nh)
k!
6exp(−c1n log n);
where c1 is a positive constant. Here, as usual [x] is the integer part of x. The last
estimate contradicts the previous one. Hence, (32) is proved.
Turn now to (27). Put
yn = nh+ b+ r; (33)
where 0<r< − b. Then, (n − 1)h<yn − bt <nh if 0<t< 1 + r=b and nh<
yn − bt < (n + 1)h for 1 + r=b< t< 1. Denoting v = 1 + r=b, we get from here
and (22)
P(X ( T )>yn) = e−
1X
k=1
(v)k
k!
P(Sk > (n− 1)h)
+P(Z >nh)−
1X
k=1
(v)k
k!
(Sk >nh); (34)
where Z is the same as above. We have also
P(X (1)>yn) = P(Z >yn − b) = P(Z >nh+ r) = P(Z >nh);
because 0<r<h. According to Lemma 5 each sum on the right-hand side of (34) is
o(P(Z >nh)) and (27) follows.
Suppose now −b>h. Then −b= mh+ s, where 0<s6h and m 2 N. Put
a0 = 0; a1 =
s
mh+ s
; ai = a1 +
(i − 1)h
mh+ s
; 26i6m+ 1:
Then (22) yields
P(X ( T )>x) = e−
m+1X
i=1
1X
k=1
 Z ai
ai−1
(t)k−1
(k − 1)! dt
!
P(Sk >xn − bai−1):
We have xn − bam = (n− 1)h and once more applying Lemma 5 we conclude that
P(X ( T )>xn)  P(Z > (n− 1)h):
Now (26) follows from here, (31) and (32).
Reasoning as above, one can verify that if the sequence yn is dened by (33), where
r > 0 and small enough, then P(X ( T )>yn)  P(X (1)>yn). So, (27) follows.
Now we show that (1) can hold even in the case of the negative drift and light tail.
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Theorem 3. Suppose Xk are iid random variables such that for all x> 0
P(X1>x) = e−x+ (x); (35)
where the function  (s) is increasing on (a;1) for some constant a> 0. Let the
process X (t) be determined by (15); where b< 0. Then
P

sup
06t61
X (t)>x

 P(X (1)>x):
Putting (x)=x− (x), we see that (6) is equivalent to  (x+y)6 (x)+ (y) for x; y
large enough. So, if the last condition holds, then, according to Lemma 1, the right tail
of Xk is light. For example, if  (x) = x where 0<< 1; >0 and x>c= c(; ),
then we get a light tailed distribution satisfying the conditions of Theorem 3.
The proof is based on the following auxiliary statement.
Lemma 7. Suppose (35) holds and the function  is increasing on ( a;1) for some
a> 0. Then for every n> 1 and all x> 0
P(Sn >x) = e−x+ n(x); (36)
where the function  n(x) is increasing on the interval (na;1).
Proof. We have
P(Sn >x) =
Z 1
−1
P(Sn−1>x − y)F(dy); (37)
where F is the distribution of Xk . Suppose (36) is proved for n − 1. Split (−1;1)
into the intervals (−1; x−(n−1)a) and [x−(n−1)a;1) and denote the corresponding
integrals by I1(x) and I2(x), respectively. Then, according to (35)
I1(x) = e−x
Z x−(n−1)a
−1
ey+ n−1(x−y)F(dy): (38)
If y<x − (n − 1)a, then x − y> (n − 1)a and, therefore,  n−1(x − y) is increasing
with respect to x for every such y. From here and (38)
I1(x) = e−x+ n; 1(x) (39)
for x> 0, where the function  n;1(x) is increasing on (0;1).
Further, according to (35)
I2(x) =−
Z 1
x−(n−1)a
P(Sn−1>x − y) d(e−y+ (y)):
Putting z = x − y, we get
I2(x) = e−x
Z (n−1)a
−1
P(Sn−1>z) d(ez+ (x−z)) := e−xJ2(x): (40)
Integrating by parts we obtain
J2(x)=P(Sn−1>(n− 1)a)e(n−1)a+ (x−(n−1)a)+
Z (n−1)a
−1
ez+ (x−z)Fn−1 (dz); (41)
where Fn−1 is the distribution of Sn−1. The rst term on the right-hand side is increasing
for x>na. Moreover,  (x − z) is increasing with respect to x>na for every z<
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(n− 1)a, because if z< (n− 1)a, then x− z>na− (n− 1)a= a. So, the last integral
is also increasing with respect to x>na. Hence, according to (40) and (41),
I2(x) = e−x+ n; 2(x);
where  n;2(x) is increasing on (na;1). From here and (39) the lemma follows.
Proof of Theorem 3. We have according to (22) and (36)
P(X ( T )>x) = e−−x
Z 1
0
ebt
 1X
k=1
(t)k−1
(k − 1)!e
 k (x−bt)
!
dt (42)
and
P(X (1)>x) = e−−x+b
1X
k=1
k
k!
e k (x−b): (43)
It is enough to show that
lim sup
x!1
P(X ( T )>x)
P(X (1)>x)
61; (44)
because b< 0 implies X ( T )>X (1). According to (22),
P(X ( T )>x)
=
0
@ [x=a]X
k=1
+
1X
k=[x=a]+1
1
A e−Z 1
0
tk−1
(k − 1)!P(Sk >x − bt) dt
!
:=W1(x) +W2(x):
(45)
Estimate for W2(x): Using Stirling’s formula, one gets
W2(x)6e−
1X
k=[x=a]+1
k
k!
6
[x=a]+1
([x=a] + 1)!
6exp

−c1 xa log
x
a

;
where c1 is an absolute constant. On the other hand, because  (x) is increasing
on (a;1),
P(X (1)>x)>e−P(X1>x − b) = e−e−(x−b)+ (x−b)>e−x−−b+ (a)
for x − b>a. These estimates imply that
W2(x) = o(P(X (1)>x)): (46)
Estimate for W1(x): Fix c 2 (0; 1) and split the interval (0; 1) into (0; c) and (c; 1).
Denote
Uc(x) = e−
[x=a]X
k=1
Z c
0
(t)k−1
(k − 1)!P(Sk >x − bt) dt (47)
and
Vc(x) =W1(x)− Uc(x): (48)
We show rst that
Uc(x) = o(X (1)>x): (49)
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Since b< 0, then
Uc(x)6e−
1X
k=1
(c)k
k!
P(Sk >x) = e−+cP(Zc >x);
where Zc is a compound Poisson random variable with the parameter c, corresponding
to the sequence Xk . Now (49) follows from here, the relation P(X (1)>x) = P(Z >
x − b) and Lemma 5.
Turn now to Vc(x). Since in this sum k6x=a, then Lemma 7 and the condition b< 0
allow us to conclude that
P(Sk >x − bt) = e−x+bt+ k (x−bt);
where  k(x − bt) is increasing with respect to x − bt. Hence,
P(Sk >x − bt)6e−x+bt+ k (x−b):
From here, (47) and (48)
Vc(x)6e−
1X
k=1
e−x+ k (x−b)
Z 1
c
ebt
(t)k−1
(k − 1)! dt:
Since b< 0, then bt <bc for t > c and we get
Vc(x)6e−−x+bc
1X
k=1
k
k!
e k (x−b) = ebc−bP(X (1)>x): (50)
The last equality follows from (43).
Now, according to (45){(50)
lim sup
x!1
P(X ( T )>x)
P(X (1)>x)
6ebc−b
for every c 2 (0; 1). Putting c ! 1, we get (44).
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