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casts of real housing price growth in the individual
states of the Federal Reserve’s Eight District
(Arkansas, Illinois, Indiana, Kentucky, Missouri,
Mississippi, and Tennessee). We focus on forecast
horizons of four and eight quarters because these
horizons are relevant to forecasting over the busi-
ness cycle, and most recent discussions of housing
price fluctuations focus on possible swings in hous-
ing prices over business-cycle horizons.1 We con-
sider a large number of potential predictors (25)
of real housing price growth for each state. This is
motivated by a sizable literature that examines the
determinants of housing prices using in-sample
T
he rollercoaster ride of the housing
market continues to receive considerable
attention in the popular and financial
press. There is currently speculation of
a precipitous drop in housing prices in certain
regions of the country after the sharp rise in
housing prices (“bubble”?) over the past decade.
Policymakers are keenly interested in housing
price fluctuations and their potential impact on
household consumption spending, as evinced by
numerous comments by former Federal Reserve
Chairman Alan Greenspan and current Chairman
Ben Bernanke. This interest appears warranted:
The median household now holds more of its
wealth in housing than in stocks and has greater
access to cash through refinancing backed by
housing wealth (Greenspan and Kennedy, 2005).
Given the substantial interest in housing price
fluctuations, the present paper investigates fore-
The authors consider forecasting real housing price growth for the individual states of the Federal
Reserve’s Eighth District. They first analyze the forecasting ability of a large number of potential
predictors of state real housing price growth using an autoregressive distributed lag (ARDL) model
framework. A number of variables, including the state housing price-to-income ratio, state unem-
ployment rate, and national inflation rate, appear to provide information that is useful for forecast-
ing real housing price growth in many Eighth District states. Given that it is typically difficult to
determine a priori the particular variable or small set of variables that are the most relevant for
forecasting real housing price growth for a given state and time period, the authors also consider
various methods for combining the individual ARDL model forecasts. They find that combination
forecasts are quite helpful in generating accurate forecasts of real housing price growth in the
individual Eighth District states. (JEL C22, C53, E37)
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1 The literature on forecasting housing prices in the United States at
the aggregate or state level is relatively sparse, especially compared
with the massive literature on forecasting economic variables such
as U.S. gross domestic product (GDP) and inflation. The extant liter-
ature on forecasting housing prices in the United States tends to
focus on long-run trends (Hendershott and Weicher, 2002).
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Potential determinants of housing prices in this
literature include income, interest rates, construc-
tion costs, and labor market variables such as the
unemployment rate and size of the labor force.2
Following Stock and Watson (1999, 2003, and
2004), we generate simulated out-of-sample fore-
casts of real housing price growth using an auto-
regressive distributed lag (ARDL) model framework.
More specifically, when forecasting real housing
price growth for a given Eighth District state, we
estimate 25 individual ARDL forecasting models
of real housing price growth, where each ARDL
model includes one of the potential predictors.
This provides a convenient framework for analyz-
ing the forecasting ability of each of the individual
potential predictors of real housing price growth.
The plethora of potential predictors of real
housing price growth also leads us to consider
combination forecasts. Typically, it is difficult to
identify a priori the particular variable (or small
set of variables) that is most relevant for forecasting
a variable such as real housing price growth, espe-
cially because the predictive ability of individual
variables can vary markedly over time.3 Combina-
tion forecasts provide a way of incorporating
information that may be useful for forecasting in
environments with a large number of potential
predictors, and they have been shown to work well
in a number of recent forecasting applications
involving GDP growth, inflation, and employment
growth; see, for example, Stock and Watson (1999,
2003, and 2004) and Rapach and Strauss (2005 and
2007). We consider a number of different methods
for combining the individual ARDL model fore-
casts from the extant literature and investigate
their ability to help generate reliable forecasts of
real housing price growth in the Eighth District
states.4
Previewing our results, we find that a number
of the individual predictors are able to improve on
forecasts of real housing price growth relative to
an autoregressive (AR) benchmark model, some-
times substantially. These variables include the
housing price-to-income ratio, state unemployment
rate, and national inflation rate. However, there is
no single variable that is able to improve on the
AR model forecasts across all of the Eighth District
states at all of the forecast horizons considered,
and there are instances where a variable that per-
forms very well for one particular state performs
poorly for another. Fortunately, we also find that
some of the forecast combining methods perform
quite well and almost always provide sizable
improvements in forecast accuracy relative to the
AR benchmark model.
The rest of the paper is organized as follows:
The next section outlines the econometric method-
ology, and the third section presents the empirical
results.
ECONOMETRIC METHODOLOGY
Let ∆yt = yt – yt–1, where yt is the log level of
real housing prices at time t. Furthermore, let
so that y
h
t+h is the (approximate) growth rate of real
housing prices from time t to t +h; h is the forecast
horizon. Let xi,t (i = 1,…,n) represent one of n
potential predictors of real housing price growth.
An individual ARDL model based on the predictor




t+h is an error term. Equation (1) can be
used to construct a set of recursive (expanding
estimation window) simulated out-of-sample fore-
casts of y
h
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2 We focus on real housing price growth at the state level in this paper
primarily because it allows us to examine regional differences in
housing price fluctuations while still having a fairly large number
of potential predictors available at the state level. Although state-
level housing prices are able to capture some important geographic
differences in housing price fluctuations, as we mention in the con-
clusion, we are also planning to investigate forecasts of real housing
price growth for individual metropolitan areas in the Eighth District
in future research.
3 See Stock and Watson (2003) for evidence of this in the context of
forecasting U.S. GDP growth and inflation.
4 See Timmermann (2006) for a recent survey of forecast combining
methods.and we denote the forecast of y
h
t+h formed at time t
for a given predictor xi,t by y ˆh
i,t+h|t. More specifically,
y ˆh
i,t+h|t is calculated by plugging ∆yt–j ￿j = 0,…,q1–1￿
and xi,t–j￿j = 0,…,q2–1￿ into (1), with the α, βj,
and ʳ j parameters set equal to their ordinary least
squares (OLS) estimates based on data available
from the start of the sample through period t and
ʵ
h
t+h set to its expected value of zero. We select the
lag lengths (q1 and q2) in (1) using the Schwarz
information criterion (SIC) and a minimum value
of zero for q1 and one for q2 (to ensure that the
potential predictor xi,t appears in (2)) and a maxi-
mum value of four for q1 and q2.5 Dividing the total
sample into in-sample and out-of-sample portions
of size R and P, respectively, we use this procedure
to generate a series of P – ￿h –1 ￿ recursive simu-
lated out-of-sample forecasts for the ARDL model
that includes xi,t, which we denote as
6
Note that the lag lengths q1 and q2 are selected
anew when forming each out-of-sample forecast,
so that the lag lengths for the ARDL forecasting
model are allowed to vary through time. In our
applications in the next section, we consider 25
potential predictors, and so we will have 25 series
of h-step-ahead individual ARDL model forecasts
of real housing price growth for each of the seven
states in the Eighth District.
We also compute recursive simulated out-of-
sample forecasts for an AR model, which is given
by (1) with the restriction ʳ j = 0 ￿j = 0,…,q2–1￿
imposed. The series of out-of-sample forecasts are
generated using a procedure analogous to that for
the ARDL forecasting model described above.7
Following much of the forecasting literature, the
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AR model serves as a benchmark forecasting model.
We consider three types of methods for com-
bining the individual ARDL model forecasts.
Some of the combining methods require a holdout
period to calculate the weights ({wi,t}
n
i = 1) used to
combine the individual ARDL model forecasts,
and we use the first P0 observations from the out-
of-sample period as the initial holdout period.
This leaves us with a total of P – ￿h –1 ￿ – P0 out-
of-sample forecasts available for evaluation.8 In
our applications in the next section, we evaluate
the benchmark AR model, individual ARDL model,
and combination forecasts over the 1995:Q1–
2006:Q4 out-of-sample period. Importantly, this
period includes the bull housing market that has
prevailed in many parts of the country over the
past decade.
The first type of combining method uses simple
schemes: mean, median, and trimmed mean. The
mean (median) combination forecast is simply the
average (median) of the individual ARDL model
forecasts, while the trimmed mean combination
forecast takes the average of the individual ARDL
model forecasts after dropping the highest and
lowest individual ARDL model forecasts. Stock
and Watson (1999 and 2003) find that simple com-
binations of individual ARDL model forecasts
consistently outperform an AR benchmark model
(although by a fairly limited margin) with respect
to forecasting U.S. real GDP growth and inflation.9
The second type of combining procedure we
employ uses a discount mean square forecast error
(DMSFE) criterion over the holdout out-of-sample
period to determine the weights used to combine
the individual ARDL model forecasts formed at
time t; see Stock and Watson (2004). More specifi-
cally, the DMSFE combining method uses the
weights
Rapach and Strauss
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5 The SIC and the Akaike information criterion (AIC) are two popular
model selection procedures. Note that we obtain similar results when
we select the lag lengths in (1) using the AIC.
6 Note that the first forecast uses all data available at time R to form a
forecast of y
h
R+h; this forecast is denoted by y ˆ h
i,R+h| R. The information
set is then updated by one period, and we use all data available at
time R + 1 to form a forecast of y
h
￿R+1￿+h; this second forecast is denoted
by y ˆ h
i,￿R+1￿+h| R+1. We continue in this manner through the end of the
out-of-sample period, leaving us with P – ￿h –1 ￿ recursive simulated




7 We select the lag length (q1) for the AR model using the SIC and a
minimum (maximum) value of zero (four) for q1.
8 Note that we use the first P0 observations from the out-of-sample
period to estimate the combining weights used to generate the first
combination forecast available for evaluation. We then use the first
P0+ 1 observations from the out-of-sample period to estimate the
combining weights used to generate the second combination fore-
cast available for evaluation. We continue in this manner through
the end of the available out-of-sample period, leaving us with a
series of P – ￿h –1 ￿ – P0 out-of-sample combination forecasts avail-
able for evaluation.
9 The simple combining methods obviously do not require a holdout
period, as the combining weights are not estimated.where
and the parameter ʸ is a discount factor. When
ʸ = 1, there is no discounting, whereas ʸ < 1 means
that greater importance is attached to the recent
forecasting performance of the individual ARDL
models in determining the combining weights. In
the next section, we consider ʸ values of 1.0 and
0.9 in our applications.
The final type of combining method we use is
the “cluster” approach recently developed by Aiolfi
and Timmermann (2006) based on their C￿K,PB￿
algorithm. The initial cluster combination forecast
is generated by first grouping the individual ARDL
model forecasts over the holdout out-of-sample
period,
into K equal-sized clusters based on the MSFE,
with the first cluster containing the individual
ARDL model forecasts with the lowest MSFE val-
ues, the second cluster containing the individual
ARDL model forecasts with the next lowest MSFE
values, and so on. The initial combination forecast
is the average of the individual ARDL model fore-
casts contained in the first cluster. To form the
second combination forecast, the MSFE is com-
puted for the individual ARDL model forecasts,
and the individual ARDL model forecasts are
again grouped into K clusters based on the MSFE.
The second combination forecast is again the aver-
age of the individual forecasts in the first cluster.
We can proceed in this manner through the end of
the available out-of-sample period to construct the
complete set of combination forecasts. Following
Aiolfi and Timmermann (2006), we consider K
values of two and three in our applications in the
next section.
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Nominal housing price indices for individual
U.S. states starting in 1975:Q1 are available from
Freddie Mac. The Conventional Mortgage Home
Price Index provides a means for measuring the
typical price inflation for houses within the United
States using matched transactions on the same
property over time to account for quality changes.
Freddie Mac uses data from both purchase and
refinance-appraisal transactions, and its database
consists of over 33 million homes. The available
sample for the housing price indices ends in
2006:Q4. We convert the nominal housing price
index into real terms using the personal consump-
tion expenditure (PCE) deflator from the Bureau
of Economic Analysis (BEA). We then compute
annualized growth rates as 400 times the differ-
ences in the log levels of real housing prices. The
annualized real housing price growth rates are
plotted in Figure 1. Note that real housing price
growth is predominantly positive over much of
our 1995:Q1–2006:Q4 out-of-sample forecast eval-
uation period, indicating that the individual states
of the Eighth District typically experienced fairly
strong housing markets over the past decade.10
As discussed above, we consider 25 potential
predictors of real housing price growth for each
state. Six of these are state-level variables:
• Ratio of housing price to per capita personal
income





Nominal personal income data are from the
BEA and are converted into per capita terms using
Rapach and Strauss
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10 The housing price indices exhibit exaggerated saw-tooth patterns in
the first part of the sample for a number of the states. This appears
to be an artifact of the development and construction of the housing
price indices. To minimize the influence of these patterns when
estimating the forecasting models, we smooth the real housing price
growth observations up to 1984:Q4 by taking a moving average of
the current and three previous real housing price observations.
Smoothing of the early observations has been applied to the real
housing price growth rate series depicted in Figure 1.population data from the U.S. Census Bureau and
then into real terms using the PCE deflator. The
labor market variables are from the Bureau of Labor
Statistics (BLS). The housing price-to-income ratio
is a popular “valuation ratio” for housing prices
that may help to signal whether housing is over-
or under-valued. The income and employment
variables provide measures of the ability of house-
holds to purchase housing and are thus potentially
important determinants of housing demand. Signi-
ficant changes in population can also lead to sizable
shifts in housing demand.




• Homes for sale
• Homes sold
• Housing vacancy rate
These variables, all from the U.S. Census Bureau,
are available for each of the four U.S. Census
regions.11 These housing market variables may
provide signals of trends and supply conditions in
housing markets that affect housing prices.
Finally, 14 national variables also serve as
predictors:
• Average weekly hours in manufacturing
Rapach and Strauss
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Annualized Real Housing Price Growth, 1976:Q1–2006:Q4
11 Reflecting their U.S. Census Bureau classification, we use variables
from the South region for Arkansas, Kentucky, Mississippi, and
Tennessee and variables from the Midwest region for Illinois,
Indiana, and Missouri. Note that these variables are not available
at the state level for the entire sample period we consider.• Average weekly initial claims for unemploy-
ment insurance
• Manufacturers’ new orders for consumer
goods and materials (in chained 1982 dollars)
• Vendor performance
• Manufacturers’ new orders of nondefense
capital goods (in chained 1982 dollars)
• S&P 500 stock price index
• Real M2 money supply (in chained 2000
dollars)
• Term spread (10-year Treasury bond yield
minus the federal funds rate)
• Consumer confidence index
• PCE deflator
• Industrial production
• Commercial and industrial loans outstanding
(in chained 2000 dollars)
• Consumer installment credit outstanding
• Real effective mortgage rate
The first nine national predictors comprise
nine of the ten leading economic indicators from
the Conference Board12: These indicators poten-
tially measure broad economic trends that can
affect the demand for housing. Data on industrial
production, commercial and industrial loans out-
standing, and consumer installment credit out-
standing are all from the Conference Board. These
variables include credit measures that also may
significantly influence housing prices. The nominal
effective mortgage rate is from Freddie Mac, and
we subtract the inflation rate based on the PCE
deflator to approximate a real effective mortgage
rate. The mortgage rate is an important component
of the “user cost” of housing and thus a potentially
important determinant of housing demand.
All of the predictors are transformed in an
effort to render them stationary. This involves
taking the first differences of log levels, with the
following exceptions: We use levels for the unem-
ployment rate, housing vacancy rate, unemploy-
ment claims, vendor performance, term spread,
and consumer confidence; we use log levels for
the housing price-to-income ratio; and we use first
differences for average weekly hours.
AR Benchmark and Individual ARDL
Model Forecasting Results
Table 1 reports forecasting results for the AR
benchmark and individual ARDL forecasting
models for each state. The table reports the MSFE
for the AR benchmark model and the ratio of the
individual ARDL model MSFE to the AR bench-
mark model MSFE. A ratio below unity thus indi-
cates that the individual ARDL model has a lower
MSFE than the AR benchmark. Results are reported
for forecast horizons of four (h = 4) and eight (h = 8)
quarters.
An important result in Table 1 is that no single
predictor has an MSFE ratio that is below unity in
all states for both forecast horizons; that is, there
is no single predictor that delivers consistently
more accurate forecasts than the benchmark AR
model across all of the Eighth District states and
both forecast horizons. The PCE deflator (inflation
rate) produces an MSFE ratio below unity for all
seven states at both horizons, with one exception
(Indiana at h = 4), and many of the MSFE ratios for
the inflation rate are well below unity (for example,
0.26 for Kentucky at h = 8), indicating substantial
reductions in forecast accuracy relative to the AR
model. The state housing price-to-income ratio—
as mentioned above, a popular valuation ratio for
housing—also performs quite well for Arkansas,
Indiana, Kentucky, Mississippi, and Tennessee,
with MSFE ratios all below unity (often substan-
tially so) at both forecast horizons. However, the
MSFE ratios for the state housing price-to-income
ratio are well above unity for both horizons for
Illinois and above unity for Missouri at the eight-
quarter horizon. Other predictors that perform well
for a number of Eighth District states are the state
unemployment rate and consumer confidence, but
there again are situations where the MSFE ratios
for these variables are considerably above unity.
Looking at the results in Table 1 on a state-by-
state basis, the state housing price-to-income ratio
and state unemployment rate stand out for
Arkansas. These predictors generate reductions in
MSFE relative to the AR benchmark model of up
to 31 percent and 54 percent at the four- and eight-
Rapach and Strauss
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12 The leading indicator we omit is national building permits, as this
is included as a regional predictor.Rapach and Strauss





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































.quarter horizons, respectively. For Illinois, the state
population, regional vacancy rate, and inflation
rate display the best performance, with reductions
in MSFE relative to the AR benchmark of up to 18
percent and 43 percent at the reported horizons.
The state housing price-to-income ratio, state pop-
ulation, state unemployment rate, and unemploy-
ment claims produce large reductions in MSFE
for Indiana, with reductions up to 31 percent and
53 percent at the two horizons. For Kentucky, six
predictors are able to generate sizable reductions
in MSFE relative to the AR benchmark at both
horizons: the state housing price-to-income ratio,
state population, state unemployment rate, regional
vacancy rate, inflation rate, and consumer confi-
dence. The largest reductions in MSFE are 33 per-
cent and 74 percent at the four- and eight-quarter
horizons, respectively. Real M2, consumer confi-
dence, and the inflation rate lead to sizable reduc-
tions in MSFE relative to the AR benchmark for
Missouri, with reductions of up to 47 percent and
68 percent at the two horizons. Three variables
stand out for Mississippi: the state housing price-
to-income ratio, consumer confidence, and infla-
tion rate. The state housing price-to-income ratio
leads to the largest reductions in MSFE (42 percent
and 65 percent) at the two reported horizons. For
Tennessee, the state housing price-to-income ratio
and inflation rate lead to the largest reductions in
MSFE relative to the AR benchmark at both of the
reported horizons (up to 24 percent and 48 percent).
Combining Method Forecasting Results
Table 2 reports the combination forecast results
in the form of the ratio of the combining method
MSFE to the AR benchmark MSFE, so that (as in
Table 1) a ratio below unity indicates that the com-
bining method forecast is more accurate than the
AR benchmark forecast in terms of MSFE. The
results in Table 2 show that the simple combining
methods often produce reductions in MSFE relative
to the AR benchmark of around 10 percent, and
this is in line with the findings of Stock and Watson
(1999 and 2003) in the context of U.S. GDP growth
and inflation forecasts. The DMSFE combining
method forecasts appear to perform somewhat
better than the simple combining method forecasts
in most cases, with the DMSFE combining method
based on ʸ = 0.9 leading to reductions in MSFE
relative to the AR benchmark of approximately
10 to 15 percent at the four-quarter horizon and
approximately 20 to 30 percent at the eight-quarter
horizon in most cases. The cluster combining
methods exhibit the best overall performance,
especially the C￿3,PB￿ method. With one exception
(Tennessee at h = 4), the MSFE ratios are all well
below unity for the C￿3,PB￿ method, with reduc-
tions in MSFE of up to 24 percent and 48 percent
relative to the benchmark AR model at horizons
of four and eight quarters, respectively (both for
Kentucky). The C￿3,PB￿ cluster combining method
leads to average reductions in MSFE relative to
the AR benchmark model across the seven states
of approximately 15 percent and 30 percent at
horizons of four and eight quarters, respectively.
Given that it will be difficult to identify a priori
the particular predictors that are most relevant for
a given out-of-sample period, the performance of
the combining methods—especially the C￿3,PB￿
method—indicates that they provide a useful way
of producing relatively accurate forecasts of real
housing price growth in the Eighth District states
in the presence of many potentially relevant
predictors.
CONCLUSION
We examine the ability of a host of economic
variables to forecast real housing price growth for
the seven individual states in the Federal Reserve’s
Eighth District. A number of variables, such as the
state housing price-to-income ratio, state unem-
ployment rate, consumer confidence, and inflation
rate, produce forecasts that often substantially
outperform a benchmark AR model in terms of
MSFE in individual Eighth District states, but no
single variable is able to improve on the AR bench-
mark for all states at all reported horizons. Given
that it will be difficult to identify a priori the par-
ticular variable or small set of variables that are
best suited for forecasting real housing price growth
for a given state and time period, we also analyze
the performance of forecast combining methods.
We find that combining methods generally offer
useful means of incorporating and culling infor-
mation from a large number of potential predictors
Rapach and Strauss
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Eighth District states.
Finally, we briefly discuss two ways that we
are extending the research presented in this paper.
First, we are currently applying the approaches
employed in the present paper to a greater number
of individual U.S. states, including larger U.S.
states (in terms of population) that have experi-
enced substantial increases in real housing prices
over the past decade—states for which there are
serious concerns of a housing price “bubble.” We
are also preparing to apply the approach used in
the present paper to forecasting real housing price
growth for individual metropolitan areas in the
Eighth District, as households are often interested
in forecasts of housing price growth in their more
immediate vicinity.
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