This paper investigates structural identi…cation and residual-based bootstrap inference technique for impulse response functions (IRFs) in factor-augmented vector autoregressions (FAVARs). It is well-known that parameters are not statistically iden-ti…ed in reduced-form factor models and principal components estimates are randomly rotated. To address this problem, we …rst propose structural identi…cation schemes which explicitly account for the factor rotation. The proposed identifying restrictions are based on structural parameters or IRFs and common in many empirical studies. Then we consider two bootstrap procedures : A) bootstrap with factor estimation and B) bootstrap without factor estimation, for the identi…ed IRFs. Although both procedures are asymptotically valid in …rst-order, errors in the factor estimation produce lower-order discrepancy. Monte Carlo simulations indicate that A performs well over all cases. B may produce smaller coverage ratios than the nominal level especially when N is small compared to T . The asymptotic normal inference also tends to produce smaller coverage in …nite samples and can be quite erratic. These results suggest that the uncertainty associated with factor estimation can be relevant in structural IRF estimates in FAVARs.
Introduction
Fast-growing attention has recently been paid to factor analysis in macroeconomics and …nance. Factor models essentially capture comovements of large data sets with respect to a handful of common latent factors and these models have become increasingly useful due to the recent upsurge of computation facility and data availability, often referred to as the "data-rich environment" (Bernanke and Boivin, 2003) . One of the breakthroughs in the …eld of factor analysis is the factor-augmented vector autoregression (FAVAR), which uses the vector autoregression (VAR) framework to analyse the time series characteristics of the common factors. These factors are considered to be driving such a large number of data series which cannot directly be accommodated by small-scaled VARs. 1 We have lately seen numerous empirical works directing this research in a promising direction. Stock and Watson (2005) provide a comprehensive summary of ongoing FAVAR modeling and estimation.
In policy analysis, Bernanke and Boivin (2003) , Bernanke et al. (2005) , Giannone et al. (2005) , Belviso and Milani (2006) , Boivin et al. (2007) among others apply the technique to US macroeconomic data series and …nd the device is useful to monetary policy analysis. Acconcia and Simonelli (2007) study the e¤ects of economy-wide and sector-speci…c productivity shocks to sectoral dynamics of employment. For …nance and asset pricing applications, Ang and Piazzesi (2003) and Moench (2008) incorporate a multifactor a¢ ne term structure of interest rates, Ludvigson and Ng (2009) investigate the e¤ects of macro factors on bond market premia ‡uctuations. Gilchrist et al. (2009) and Boivin et al. (2010) analyze the impact of credit spreads on macroeconomic activity.
For these models, impulse response functions (IRFs) play an important role in the assessment of dynamic e¤ects of innovations on the variables of interest. When the latent factors are extracted by the popular static principal components (PC) method, 2 a benchmark inference technique for the coe¢ cients and factors based on the normal approximation is discovered by Bai and Ng (2006) and their seminal works. They show that, under certain conditions including p T =N ! 0 as N; T ! 1; one can replace the latent factors with their PC estimates in FAVAR models and still rely on the same asymptotic distribution for 1 This framework also …ts the situation where any of observed variables are imperfect measures of the corresponding theoretical concepts. The same idea in macroeconomics can be traced back to Sims and Sargent (1977) , for example. More recent literature include Watson (1998, 2002) among others. 2 In contrast to the static PC method, Reichlin (2000, 2005) suggest estimating dynamic factors using a dynamic PC technique. Since the static PC method can deal with dynamic factors by stacking them in one vectors, we do not take their method into account. inference purpose. Given this fact, it is quite straightforward to extend their results into the impulse response estimates, however, one may also anticipate that the errors in latent factor estimation can be relevant in …nite samples especially in cases where p T is much larger than N , i.e. p T =N ! 0 is not appropriate. This motivates us to reexamine a widely used residual-based bootstrap inference for IRFs in FAVARs as alternatives to the normal approximation.
To this end, we …rst consider structural identi…cation schemes for the IRFs in FAVARs.
As Bai and Ng (2010) point out, it is well-known that the parameters are not statistically identi…ed in reduced-form factor models and the PC estimates are randomly rotated. Hence in order to estimate the individual parameters and IRFs, identifying restrictions and estimations must explicitly account for this factor rotation. Bai and Ng (2010) propose three sets of parameter restrictions to achieve statistical identi…cation of the reduced-form factor models. However, it is also recognized that in structural VARs what we are able to impose meaningful restrictions on are not the reduced-form parameters but the structural ones. Following this line, we propose several identi…cation schemes based on structural parameter or IRF restrictions which are common in many empirical studies and still account for the factor rotation.
Next, we investigate theoretical and …nite sample properties of i.i.d. residual-based bootstrap con…dence intervals for the identi…ed IRFs. In particular, we focus on the e¤ect of factor estimation uncertainty on the coverage properties. In order to better demonstrate this e¤ect, we compare two bootstrap algorithms: A) boostrapping with factor estimation and B) bootstrapping without factor estimation. It is shown that, although they are both asymptotically valid in …rst-order, errors in factor estimation produce lower-order discrepancy. Monte Carlo simulations indicate that A performs well overall and is of practical use. However, B is not able to capture the e¤ects of lower-order factor estimation errors and may produce smaller coverage ratio than the nominal level in …nite samples. Indeed, our simulation results con…rm this …nding especially when N is small compared to T . The asymptotic normal intervals also tend to yield undercoverage and can be quite erratic. These results suggest that the uncertainty associated with factor estimation can be relevant in structural IRF estimates in …nite samples.
The rest of the paper is structured as follows. Section 2 introduces the models and regularity conditions. Section 3 discusses identi…cation and estimation methods of IRFs.
We also introduce an extension of the model that incorporates observable factors as in Bernanke et al. (2005) . In section 4, we propose bootstrap inference methods while the asymptotic validity of the methods is given in Section 5. Section 6 assesses the procedures' …nite sample properties via simulations using arti…cial data as well as calibrated models of US macroeconomic data. Section 7 is composed of concluding remarks and the appendices include some technical derivations and details on a bootstrap bias-correction procedure.
Throughout the paper, the following notations are used. The Euclidean norm of vector
x is denoted by kxk. For matrices, the vector-induced norm is used. The symbols " p !" and " d !" represent convergence in probability under the probability measure P and convergence in distribution. O p ( ) and o p ( ) are the order of convergence in probability under P . We de…ne P as the bootstrap probability measure conditional on the original sample.For any bootstrap statistic T , we write T p ! 0, in probability, or T = o p (1), in probability, when for all > 0; P (jT j > ) = o p (1). We write T = O p ( ), in probability, when for all > 0
in probability, if conditional on the original sample with probability that converges to one, T converges in distribution to D under P . Let = min fN; T g and L be the standard lag operator. Chol [X] denotes the Choleskey factorization of a positive de…nite matrix X and it returns an lower triangular matrix Z such that Z 0 Z = X.
Models and Assumptions

Reduced-form models
Consider the following factor model
where X t is an N 1 vector of observations and N is the (typically large) number of equations.
We assume that X t is driven by much lower dimensional unobservable factors F t (r 1; N r) with time-invariant unobservable factor loadings = [ 0 1 ::: 0 N ] 0 (N r). u t = [u 1t :::u N t ] 0 is an N 1 idiosyncratic shock. We call (1) the observation equation.
In addition, the factors F t form a VAR with coe¢ cient parameters (L) of order p and an error term e t (r 1) so that
Equation (2) is called the VAR equation. Variables written without their associated "t" subscript are meant to denote the entire matrix of observations, for example, X = [X 1 ::X T ] 0 is a T N matrix and F = [F 1 ::F T ] 0 is a T r matrix. We omit intercepts from (1) and (2) to simplify the notation.
Structural models
Structural VARs are popularly used to identify the contemporaneous relationships between variables of interest in macroeconomic applications. FAVARs are also able to identify most of these relationships given a particular interpretation of the models (see Bernanke et al., 2005, and Kapetanios and Marcellino, 2006, among others) . Stock and Watson (2005) give a comprehensive modeling strategy, hence we take their lead. Using an r r invertible matrix S, let the structural factor model be de…ned as
where s = S, F s t = S 1 F t , s (L) = S 1 (L)S and t is a structural innovation. As we will see later in detail, estimation for the structural model is conducted using the reduced-form representation obtained by multiplying (4) by the matrix S from left so that
where e t = S t as is common in standard structural VAR literature.
Assumptions
We now state a set of regularity conditions. First let the data generating processes above be de…ned on a probability space ( ; z; P ) and the following assumptions hold. Note that c < 1 is some constant.
Assumption 1.
The common factors F t in (1) and (2) satisfy E kF t k 4 < 1, and
for some r r positive de…nite matrix F ;
The factor loadings i in (1) satisfy,
for some r r positive de…nite matrix ;
Assumption 2.
For all i, t, E(u it ) = 0 and E ju it j 8 c; E(u it u js ) = ij;ts and j ij;ts j ij for all (t; s) and j ij;ts j ts for all (i; j) such that 
f i g ; fF t g ; and fu it g are mutually independent groups. Dependence within each group is allowed.
E(e t ) = 0; E(e t e 0 t ) = e an r r positive de…nite matrix, and e t and e s are independent for s 6 = t; E je it e jt e kt e lt j M for i; j; k; l = 1; :::; r; and all t e t are independent of the idiosyncratic errors u is for all i; t and s;
Assumption 4. Roots of det(I r 1 z 2 z 2 p z p ) = 0 lie outside the unit circle.
Assumption 5. The r r matrix S has full rank. Assumption 6. The eigenvalues of the r r matrix F are distinct.
Most assumptions are usual regularity conditions discussed in the seminal works on factor models by Bai (2003) and Bai and Ng (2006) and standard VAR literature such as Lütkepohl (2005) . Assumption 1 allows general processes for the factors and loadings. Assumption 2 imposes so-called weak dependence in cross-section and time-series in u it . We allow for this form in u t in considering identi…cation and estimation, however, these conditions are strengthened to simplify the analysis when we establish the bootstrap procedures in section 4. We also take advantage of an independence assumption between factors and idiosyncratic errors (and loadings). Assumptions 3, 4 and 5 are standard in VAR literature to enforce a stable system and estimable by simple least squares. Assumption 3 imposes a white noise property on e t . Note that a stable covariance matrix e is needed to obtain standard types of structural identi…cations which we will consider later. Assumption 6 guarantees the uniqueness of the limit ofF 0 F=T; which is also standard in factor models and important to discuss the behavior of the rotation matrix.
Impulse response functions
Next we consider the IRF of variable i to the VAR innovations in both reduced-form and structural models. For the reduced-form models, the model composed of (1) and (2) can be rewritten in vector moving average form under Assumption 4 so that
where (L) P 1 j=0 j L j and 0 = I r is the moving average polynomial associated with F t such that F t = (L)e t and (L) = [ I r (L)] 1 . Let the reduced-form IRF of observable i at time horizon h (h = 0; 1; 2; :::) be ih . Then ih @X it+h @e t = i h :
The structural IRFs ' ih will be similarly de…ned based on the model (3) and (4). It can be straightforwardly shown that
where the moving average parameters are now de…ned such that s (L) P 1 j=0 s j L j = [I r s (L)] 1 = S 1 (L)S with s 0 = I r and s (L) de…ned in (4). It is noted that the structural IRF can take a form which involves only structural parameters and no reducedform parameters. This suggests a simple fact that the identi…cation of structural parameters guarantees the identi…cation of structural IRFs. It can equivalently be written as
by using reduced-form parameters i and h . We use this form to derive the asymptotic distribution in a later section.
Identi…cation
Identi…cation of reduced-form models
It is well-known that, in the reduced-form factor model (1), the factors and loadings are not statistically identi…ed. In fact, only the space spanned by factors is identi…ed. As Bai and Ng (2010) point out, this fact per se is not problematic as long as the researcher's interest is in the conditional mean or values of dependent variables, however, if the analysis involves the coe¢ cient values, then identi…cation of the individual factors must be achieved. Since the IRF is nothing but a function of individual coe¢ cients, the identi…cation of individual parameters is necessary.
First we brie ‡y review a consequence of this non-identi…cation problem in the FAVAR setting. Suppose that the reduced-form models (1) and (2) are estimated by the following two-step PC procedure. In the …rst step, we extract the factors using the PC method. This is implemented by …nding a solution of
In the second step, the VAR equation forF t is estimated by using standard least squares. However, the problem (6) is not uniquely solvable since for any r r invertible matrix H, then H 1 and HF are also solutions for (6). Also HF can be generated through (2) by combination of (H H 1 , He) with the same H. To overcome this observational equivalence problem between two sets ( ; F; u; ; e) and ( H 1 ; HF; u; H H 1 ; He) embedded with the system (1) and (2), the PC method uses an arbitrary normalization F 0 F=T = I r to …x r 2 parameters in an arbitrary manner. This device yields an estimateF which is the eigenvectors of X 0 X=(N T ) corresponding to the r largest eigenvalues (multiplied by p T ). As Bai and Ng (2002) shows, the particular H through the above estimation is
where V N T is a diagonal matrix with its diagonal elements being the r largest eigenvalues of X 0 X=(N T ) in descending order. It is stressed that the actual value of H N T depends on the realized unobservable process F t , an estimateF t , and unknown parameters . What makes the situation unique is the fact that the researchers neither know nor are able to consistently estimate the realization of H N T : 3 3 A classic work of Cattell (1978) called it "accidental" rotation. Bai and Ng (2010) further investigate this statistical non-identi…cation problem in the reduced-form factor model (1) and provide three sets of parameter restrictions with which PC estimation yields H N T which converges to the identity matrix as N; T ! 1 up to sign normalization. In other words, if one of these restrictions holds, then the estimated factors and parameters are individually identi…ed up to sign.
Structural identi…cation
Due to the above statistical identi…cation problem of factor models, the conventional structural VAR identi…cation schemes do not simply go through with FAVARs under the standard regularity conditions. Also, the identifying assumptions proposed by Bai and Ng (2010) Bai and Ng (2010) in the sense that we impose identifying restrictions on the structural parameters rather than on reduced-form parameters and still account for the factor rotation. Indeed, these identi…cation schemes are technically distinct from but conceptually common in many existing structural VAR studies. It is also seen that through these identifying restrictions, although the reduced-form parameters are not identi…ed, so are the structural ones.
To be precise, we introduce the following assumptions:
Assumption 7. The lag order p and the number of factors r are known a priori.
Assumption 8. E( 0 =T ) = I r .
Assumption 9. We have either: Assumption 7 excludes the model uncertainty from the analysis and simpli…es the iden-ti…cation and inference problem. Any trials of relaxing this assumption must be practically relevant and of great interest, however, this problem is beyond the scope of this paper.
Assumption 8 imposes the orthogonality of the structural shocks, which is standard in the structural VAR literature. Note that Assumption 7 …xes the total number of parameters in the model and Assumption 8 imposes restrictions on r 2 +r 2 parameters since the covariance matrix is symmetric by de…nition.
One of three conditions in Assumption 9 leads a su¢ cient condition for structural iden-ti…cation and it plays an essential role in this paper 4 . Assumption 9.1 provides a set of restrictions on the short-run or contemporaneous structural IRFs. It requires researchers to …nd at least r 1 observable variables where the kth (k r 1) of which is contemporaneously a¤ected only by the …rst k factors. Assumption 9.2 works similarly, but it now restricts the long-run IRFs instead of the short-run IRFs. The implication of the long-run IRF restriction follows from Blanchard and Quah (1989) for example. Assumption 9.3 is similar to the popular recursive restriction in structural VARs and it imposes zeros on r 2 r 2 parameters in an invertible matrix (Q 0 ) 1 S. Note that in FAVARs we do not restrict the contemporaneous matrix S itself but its (asymptotic) rotation (Q 0 ) 1 S.
In this sense, this is not an identifying restriction on structural parameters and may be of a limited use. However, since it involves the most common Cholesky identi…cation procedure, we further break down Assumption 9.3 into the following set of conditions:
Assumption 9.3' : The following three restrictions imply Assumption 9.3:
3. S is an (upper or) lower triangular matrix and the signs of diagonal elements of (Q 0 ) 1 S are known where Q is de…ned in Assumption 9.3;
The …rst two parts of Assumption 9.3'imply that the model involves orthogonal factors and loadings in its reduced-form and they are rather statistical assumptions. Given these two statistical restrictions, we are now able to impose the recursive structure not on (Q 0 ) 1 S but on S as we are in conventional structural VARs. The signs of diagonal elements of (Q 0 ) 1 S are hardly known since the matrix Q does not have a structural interpretation, however, one can easily deduct them by using the signs of structural IRFs as we will discuss in the next subsection. Finally, the reason why these three conditions imply Assumption 9.3 follows the same steps as in Bai and Ng (2010) 's PC1 condition. The …rst two restrictions ensure that the limit of H N T is asymptotically diagonal so is Q. Then the diagonality of Q preserves the triangularity of (Q 0 ) 1 S as long as S is triangular which is guaranteed by Assumption 9.3'.3. 5
Note that each set of Assumption 9 imposes r 2 r 2 zeros on the structural parameters respectively. Hence either one of Assumption 9 together with Assumption 8 achieves the necessary order condition of r 2 parameter restrictions on the structural models.
Given above assumptions and the two-step PC estimation, we can proceed by introducing a su¢ cient identifying condition for the structural parameters and IRFs.
Condition 1. (Su¢ cient condition for structural identi…cation) We obtain an r r matrixŜ such that
The next question is how to obtain suchŜ as in Condition 1. In the following subsection,
we discuss examples of how the restrictions of Assumption 9 will enable us to consistently estimates the structural parameters and IRFs.
Estimation of identi…ed structural models
Once the reduced-form models are estimated by the two-step PC method, structural parameter estimates are obtained by the contemporaneous coe¢ cient matrixŜ which satis…es 5 However, this restriction may be too restrictive. If we assume S is triangular, it eventually requires F = (L)SS 0 (L) 0 to be diagonal by part 1 in Assumption 9.3'. This requirement only allows for speci…c parameter values for (L) with which all the o¤-diagonal elements are all zeros. Instead of this strong requirement for (L), assuming the diagonality of S may be more practical. This case reduces to the orthogonal factor restriction in which F s0 F s =T is also diagonal. Condition 1. The following three schemes are simple to implement and often used in empirical applications.
ID1 (short-run restriction):
1. Construct a short-run IRF estimate for observations from 1 to r :
2. ObtainŜ such thatŜ =^ 1 1:r'1:r;0 ;
where^ 1:r is a reduced-form estimate for 1:r . This scheme achieves Condition 1 under Assumption 9.1.
ID2 (long-run restriction):
1. Construct a long-run IRF estimate for the observations from 1 to r :
This scheme achieves Condition 1 under Assumption 9.2.
ID3 (recursive restriction):
1. ObtainŜ such thatŜ
This scheme achieves the Condition 1 under Assumption 9.3. Note that the step 2 is to normalize the signs of (Q 0 ) 1 S which are not directly known. However, they are deduced through the sign of the structural IRF ' 1:r;0 in practice for the following reason. Since an estimate for 1:r Q is available as^ 1:r and we know the correct signs of ' 1:r;0 = 1:r S, they imply the signs of (Q 0 ) 1 S. Hence the sign restriction in Assumption 9.3'.3 has an structural interpretation through the signs of ' 1:r;0 .
In Appendix B, we prove that these methods will provide a contemporaneous matrix estimateŜ which satis…es Condition 1. Note that these examples should not be only ones which lead the condition, however, they would cover many empirical studies. 6
Theorem 1 (Consistency of the structural parameters) Under Assumptions 1-7 and Condition 1, the followings hold for the two-step PC estimators of s i , s , and ' ih :
8i uniformly in h = 0; 1; 2; ::: as N; T ! 1.
Next we move on to the asymptotic distributions of the structural parameters. First we need a high-level condition about the limit distribution ofŜ. This condition is standard when one uses the standard Gaussian VARs, however, there is a caveat with FAVARs. Indeed, the approximation is reasonable when a simple Cholesky factorization method (ID3) is used, however, if more practical ID1 or ID2 methods are implemented, the distribution ofŜ is a¤ected, even asymptotically, by the distributions of reduced-form IRF estimates which are used for identi…cation. This is because constructinĝ S involves an inverse of a reduced-form IRF estimate. This issue is further examined in Appendix C, however, its consequences are twofold. First, an exact expression ofŜ's distribution is intractable. Second, resulting distributions tend to be asymmetric. However, once we obtain Condition 2, the following theorem follows.
Theorem 2 (Asymptotic distribution of structural IRFs) Under Assumptions 1-7 and Conditions 1 and 2, p
8i uniformly in h = 0; 1; 2; as T; N ! 1 and
as shown in Bai and Ng (2006) .
Despite the important implication that the structural IRFs are functions of structural parameters, when we consider the distribution of IRFs, we present the expression in terms of the reduced-form parameters. This is because the researchers would straightforwardly construct the IRF estimates using reduced-form parameter estimates, if needed. The above expression can easily be applied to variance computations when one constructs the analytical intervals by the normal approximation. 7
Impulse response analysis in models with observable factors
In macroeconomic applications, the following model is often considered instead of that given by (1) and (2):
where the vector Y t (m 1) is observable factors. An important feature of these models is the fact that observable factors Y t enter in the same manner as the latent factors hence enabling the researcher to assess the situation in which some small number of observable variables Y t also a¤ect the overall system. For example, a monetary policy shock to the federal funds rate can be regarded as the driving force of a wide range of macroeconomic variables.
In this model, estimation of the latent factors is not conducted the same as in the model without observable factors. In the simplest case, X t can …rst be regressed on Y t and the factors can then be extracted as the principal components of It is also importantly noted that the reduced-form IRFs are statistically identi…ed. To see this, consider the models (1) and (2) in their moving average form
are de…ned as the moving average polynomials for F t and Y t such that
Let the reduced-form IRF of an observed factor shock to X i at time horizon h be y i;h . Then 
where h is the moving average coe¢ cient matrix of the hth lag such that (L) P 1 i=0 i L i . The following lemma then obtains.
Lemma 1 Assume F t and Y t are orthogonal in models (8) and (9). Under Assumptions 1-7, which are extended for F to include Y , and Condition 1,
as N; T ! 1, 8i and uniformly in h = 0; 1; 2; :::.
This result implies that as long as the assumption that the latent and observable factors are orthogonal, the standard structural identi…cation schemes among observable factors go through to get structural IRFs. We next move on to inference techniques to evaluate con…dence intervals for the identi…ed structural IRFs.
Bootstrap inference
This section considers residual-based bootstrap algorithms to construct con…dence intervals for the IRFs investigated so far. The methods discussed here focus on i.i.d. bootstraps. We start with the following assumption Assumption 10. u it and e t are independent and identically distributed for each t with E(u it ) = 0; E(e t ) = 0, E(u 2 it ) = 2 i a positive constant, and E(e t e 0 t ) = e an r r positive de…nite matrix.
This assumption on e t is widespread in VAR literature as we placed in Assumption 4. However, assuming that the i.i.d. idiosyncratic errors u it may be thought as restrictive in some factor analysis. 8 Gonçalves and Perron (2010) recently developed a rigorous theory for residual-based wild bootstrap procedures which are applicable to heteroskedastic idiosyncratic errors u it . Their setup is simpler than ours in the sense that no particular structural relations are assumed in the model, however, applying their residual-based bootstrap in FAVARs or a method which can account for autocorrelations, e.g. block bootstrap, must be important future extensions.
At this moment, we present two i.i.d. bootstrap algorithms. The …rst procedure is A:
bootstrapping with factor estimation, and the second algorithm is B: bootstrapping without factor estimation. The main feature of the procedure A is that it includes factor estimation within each bootstrap replication so that the created con…dence intervals can properly account for the uncertainty associated with factor estimation. On the other hand, the procedure B does not re-estimate the factors in bootstrap replications and take the original factor estimates as factual.
First the bootstrap procedure A is outlined as follows:
Procedure A : Bootstrapping with factor estimation 1. Estimate the model by the two-step PC procedure and obtain parameter estimates^ ;
;Ŝ and residualsû t andê t . Obtain the IRF estimate' i :
2. Resample the residualsê t with replacement, and label them e t . Generate the bootstrapped sample F t by F t =^ (L)F t 1 + e t with the initial condition F j =F j for j = 1;
; p. 9 Also resample the residualsû t with replacement, and label them u t . Generate the bootstrapped observations X by X t =^ F t + u t 10 .
3. Using the bootstrapped observation X t (and Y t ), estimate (F ;^ ) by the …rst step of the PC procedure. Then estimate the VAR equation ofF t to obtain the bootstrapped estimates^ andŜ by the second step of the PC procedure. This yields the bootstrap IRF estimates' i .
4. Repeat 2 and 3 R times.
5. Store the re-centered statistic s ' ih ' ih . Sort the statistics and pick the 100 th and 100 (1 ) th percentiles (s ( ) ; s (1 ) ). The resulting 100(1 2 )% con…dence interval for ' ih is [' ih s (1 ) ;' ih s ( ) ] for h = 0; 1; ::: 11
In particular, the bootstrap sample X t shares the same data generating process as the original sample X t in step 2. In step 3, the bootstrap estimate involves the same identi…cation and estimation methods as the original. These two ingredients will promise that the dispersions of the bootstrap estimates can mimic those of the original estimates.
Procedure B : Bootstrapping without factor estimation Second, we consider the procedure B. It actually needs a modi…cation only in the step 3 of procedure A and is formalized as follows.
3. Using the bootstrapped observation X t and factors F t , estimate^ ,^ andŜ .
This yields the bootstrap IRF estimates' i . This procedure is regarded as a natural and simple extension of the methods conducted in the standard VAR analysis. However, the generated con…dence intervals will not properly account for the uncertainty associated with factor estimation. Their theoretical and empirical properties are further investigated in the following sections.
Asymptotic validity
This section discusses asymptotic validity of the bootstrapping inference procedures A and B. The …rst-order asymptotic results are given in Theorems 3 and 4 and several remarks on higher-order correctness will follow the statements. Note that we also need the high-level conditions A1-A2 which are stated in the Appendix A to obtain the asymptotic validity of the bootstrap procedure A.
Theorem 3 (Asymptotic validity of the procedure A) Under Assumptions 1-7, 10, Conditions 1, 2, A1, and A2,
for all i and uniformly in h = 0; 1; 2;
as N; T ! 1, and p T =N ! 0.
This results are again of …rst-order and in order to understand …nite sample inference results better, lower-order terms in the estimation errors are of interest. First the errors in the original structural parameter estimation can be expanded into three components: (a) errors regarding the contemporaneous coe¢ cient matrixŜ, (b) factor estimation errors and (c) combinations of (a) and (b). If we take the structural IRF at time 0 as an example 12 , the expansion of the original estimate is:
with " =Ŝ H 0 N T S. In the original estimate, the terms in (a), (b), and (c) are of o p (1);
we follow the procedure A, the bootstrap parameter estimates take the same form in the bootstrap space so that: :
with
whereV is a diagonal matrix with its elements being eigenvalues of^ 0^ N in descending order and " =Ŝ H 0 N TŜ : The validity is shown under Conditions A1 and A2. These conditions guarantee that all the terms in (12) are of the same probability order under P , in probability, 13 as ones in (11) Theorem 4 (Asymptotic validity of the procedure B) Under Assumptions 1-8,10, Conditions 1, 2, A1(6)(7) and A3
for all i and uniformly in h = 0; 1; 2; as N; T ! 1; p T =N ! 0.
When one uses the procedure B, the bootstrap estimate of the structural IRF at time 0 is expanded in the bootstrap space as follows:
The lower-order terms associated with factor estimation errors (b) and (c) do not appear with the procedure B. Hence we expect that the intervals constructed by procedure B are in general smaller than those by procedure A because of the factor estimation errors. More importantly, the intervals by procedure B may not be as accurate as those by procedure A especially when N is smaller than p T ( p T =N ! 0 is not appropriate) since the terms in (b) which are not present with procedure B are relevant. It is also noted that when the errors in the contemporaneous matrix estimate " is not small for some reason, the terms in (a) and (c) can play a signi…cant role. This leads an error in coverage in short horizons since the e¤ect of " will diminish in long horizons. Finally, the asymptotic normal approximation neither accounts for the factor estimation errors (b) and (c) nor is able to capture the e¤ect of (a) well as explained in section 3.3. Hence it is also anticipated that the coverage ratios will become smaller than the nominal level and quite erratic.
6 Finite sample properties
Monte Carlo simulations
In this section, we provide simulation results to assess the …nite sample properties of the proposed bootstrap procedures. For simplicity we consider a two-factor VAR(1) model. For case 1, the observable variables x i;t are generated as
and the factors (f t : 2 1) evolve such that f t = f t 1 + e t ; for i = 1; :::; N and t = 1; :::; T with i = [ i;1 ; i;2 ] and is a 2 2 matrix. The structural IRF of a unit shock to the …rst factor is studied with e t = S t and S is S = 2 4
1 0:5 0 1 3 5 :
For identi…cation, we consider ID1.We also consider a case with an observable factor y t (1 1) so that
with a 3 3 matrix. We consider the structural IRF of a unit shock to the observable factor. Parameter values are set as follows. When we consider the case 1, we set S is the identity matrix so that all the parameters can be interpreted as structural parameters. The loadings are ij i:i:d:U (0; 1) and 21 = 0 so that we can use the triangular structure of the …rst two loadings. The VAR parameter for ID1 can be general so that so that Y and F are asymptotically orthogonal. Since we consider only one observable factor, we do not need a particular identifying restriction among factors.
We generate quasi-random variables e j;t (j = 1; 2) and u i;t following i.i.d.standard normal (Gaussian errors) or a centered chi-square distribution with one degree of freedom (Chisquared errors) with unit variance. To eliminate the e¤ect of initial value assumptions, we generate a sample with size of 2 T and discard the …rst T sample.
Since the e¤ect of the sample size on the inference results is of major interest, we compare the results of the four (N; T ) combinations of N = f50; 200g and T = f40; 120g. The bootstrap inference method is conducted for 1; 000 replications and the results for equalsided con…dence intervals of 95%, 90% and 85% nominal levels are reported. By default, the PER-H is used unless otherwise speci…ed and the bias correction 14 in the spirit of Kilian (1998) The results for case 1 by using the suggested procedure A are shown in Table 1 -a,b and that for case 2 in Table 2 -a,b. The …rst observation to note is that throughout the experiments, the bootstrap procedure A shows coverage probabilities close to the corresponding nominal levels. This result is robust to the sample sizes considered. The second notable result is that the coverage rates appear to be robust to the two distributional assumptions of the errors. Finally, sample sizes a¤ect the lengths of the con…dence intervals, with more available data inducing tighter intervals as expected.
Next we compare the results of con…dence intervals constructed by the bootstrapping procedures A, B, and the asymptotic approximation (denoted by "N"). In doing so, we only present the result of case 1. The results of case 2 basically follow the same line, but the di¤erences are less clear so that they are not reported here. The case of smaller sample size is of interest since the factors are estimated less precisely and it should enlighten the e¤ects of the factor estimation uncertainty. The sample sizes are now chosen (N; T ) = f(10; 120); (30; 120); (50; 120)g. As for VAR parameters, we consider the case of the diagonal elements 0:4 and 0:7; and the o¤-diagonal elements 0:2. Everything else is same as the baseline simulation and results of only 95% nominal level and the normal errors are reported in Table 3 . Table 3 shows that the procedure A provides intervals with coverage ratios closer to the nominal levels in …nite samples than the procedure B. First, for smaller sample sizes, the e¤ect of neglecting the factor estimation uncertainty becomes more distinct. Second and as frequently shown in empirical data, when factors are more persistent and have more variability (diagonal elements are larger) the di¤erence of two procedures becomes more distinct. We also found that the asymptotic normal approximation can be quite erratic. This is mainly due to the estimation errors in the contemporaneous matrixŜ because of the reason stated in section 3.3 and Appendix C.
Monte Carlo simulation using empirical data
Finally, we present an empirical experiment to ascertain the robustness of the proposed bootstrap procedure A to actual economic data. To this end, we use 110 US macroeconomic series which are investigated by Stock and Watson (2008) . The frequencies of the data are a mixture of quarterly and monthly, spanning from 1959Q1 to 2006Q4. We conducted the following treatment, as the original paper did. First, monthly data are converted into quarterly by taking a simple average over three months. Second, all series are transformed into stationary processes following Stock and Watson's (2008) guidelines. In addition, the data are demeaned and standardized to have unit standard deviations. A brief description of the data set is listed in Table 6 although more in-depth details are contained in the original paper. Coinciding with the previous simulation experiment, we consider two types of models: case 1, IRFs to factor innovations with ID1 identifying method, and case 2, IRFs to observed policy instrument (Federal Funds rate). We chose the number of factors to be 2 which is justi…ed by the ICP2 criteria of Bai and Ng (2002) although moderate variations of the lag order and number of factors do not a¤ect the qualitative results. We also …nd that the …rst factor is closely related to medium-run real economic activity measures (e.g. production) and the second factor has a stronger correlation with price variables. This is consistent with Sargent and Sims (1977) 's or Stock and Watson (2005) 's …nding. Hence for identi…cation, we select an assumption that the producer price index 15 is contemporaneously a¤ected only by the second factor. We chose the order of the vector autoregression to be four. The observation equations and the VAR equations are identical to those described in the previous subsection except now with the larger lag order.
The aim here is to evaluate the coverage properties for the IRFs of the bootstrap procedure A. However, the coverage probabilities of the con…dence intervals constructed from actual data cannot be calculated. Hence, I use the following calibration experiment in order to replicate an approximation of the actual data generating process.
1. Estimate the model using the PC method to obtain coe¢ cient estimates and residuals.
2. Generate quasi-observations from the calibrated model with the error terms resampled from fû t g and fê t g with replacement. Note that fê t g are orthogonalized by t =ê t^ 1 , where^ is the Cholesky decomposed covariance matrix ofê t . This allows t to be interpreted as a structural innovation. Table  7 ), however, the basic structure of the data set remains the same and gives clearer results 16 .
We consider the full time length (T = 190) . It is also shown that if the bootstrapping is applied without considering uncertainty associated with factor estimation, the resulting con…dence intervals become narrower and the coverage ratios are mostly below the 95% nominal level.
Conclusions
This paper has two main contributions. First we explicitly consider structural identi…cation schemes in FAVAR models. It is stressed that an extra care must be taken in structural iden-ti…cation in FAVARs since the popular PC estimation identi…es individual parameters only up to some random rotation. Our strategy is to impose identifying restrictions on structural parameters or IRFs in conventional manners and still account for the factor rotation. Second we investigate popular residual-based bootstrap procedures with a particular emphasis on the e¤ects of the factor estimation errors. We …rst proposed a valid algorithm in theory and practice (procedure A), then compared it with two simple alternatives: bootstrap without factor estimation (procedure B) and the asymptotic normal approximation. It reveals that the factor estimation errors may be relevant when N is small compared to T . In FAVARs, this e¤ect can be further intensi…ed through contemporaneous coe¢ cient matrix estimation 16 The results using full data set follow the same line.
in structural identifying methods. These results suggest that the uncertainty associated with factor estimation can be relevant especially in structural IRF estimates in FAVARs and researchers must pay a close attention to identi…cation schemes and the steps of the bootstraping algorithm.
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Appendix A : Proof of Theorems
In appendix, we suppress the subscript N T for the PC rotation matrix H N T and use H.
Proof of Theorem 1:
We show that the results of individual structural parameters s i and s . Then the continuous mapping theorem immediatelly yields the result of the structural IRF. First the reduced-form PC estimate^ i is expanded into the following form (see Bai, 2003, proof of Theorem 2) .
Under condition 1, we letŜ = H 0 S + " with " = o p (1) as N; T ! 1. This implies that =Ŝ 1 S 1 (H 0 ) 1 = o p (1). Then the estimate for the structural parameter s0 i = S 0 0 i is given by:
Note that the last two terms in (A.2) are associated with the factor estimation errors and shown to be of order O p ( 1 ) by using Lemmas B1 and B3 of Bai (2003) . Hence, rearranging the terms in (A.2) gives: ; e T ] 0 : The least square estimate for the reduced-form parameter = [ 1 ; 2 ; :::; p ] 0 is given bŷ
Again the last two terms in (A.5) are factor estimation errors and of order O p ( 1 ): The estimate for the structural parameter s j = S 1 j S (j = 1; :::; p) is then
The second term in the RHS of (A.6) is O p (T 1=2 ) and, under Condition 1, the terms from the second line to the fourth line are of o p (1), hence we obtain
This proves the result for^ s . These imply the result for a continuous mapping of structural parameters, i.e. the structural IRF estimate' h .
Proof of Theorem 2. First Theorem 1 shows that the ' ih is consistently estimated and we know that it is also a function of the reduced-form parameters ( i and ) and S. Given that the reduced-form parameter estimates^ i and^ are asymptotically normal as N; T ! 1 and p T =N ! 0 under Assumptions 1-4, 6 and 7 (See Bai, 2003 and Bai and Ng, 2006 who prove under the same or weaker conditions) up to rotation and the asymptotic normality forŜ by Condition 2, the delta method yields the asymptotic normality for the structural IRF which is free from the rotation with the variance given in the theorem.
Proof of Lemma 1: Here we omit the notation of the lag operator L and write (L)L without a¤ecting the results of the proof. Let and be partitioned as completing the proof.
Lemma A1. Suppose that Assumptions 1-5, 7, 8 and 10 hold. With the idiosyncratic and VAR residuals by the two-step PC estimation, (a) p lim N;T !1û
Proof of Lemma A1: (a) The idiosyncratic residualsû i are expanded intô
by using Lemmas A1, B1 and B3 in Bai (2003) . The cross terms are not presented to conserve space but are all shown to be of less than o p (1). Hence the result follows from Assumption 10.
(b) First we expand the residualsê. The data generating process F = Z + e can be rewritten as follows by right multiplying the rotation matrix H will yield an expression of stochastic expansion ofê =F Ẑ^ such that e =F Ẑ^ =F Ẑ (T 1Ẑ 0F );
Note that there are other two terms Z H and T 1Ẑ 0ẐẐ 0 Z H in the RHS of (A.9), but they are cancelled out. Then,
The cross terms are not presented to conserve space, however, they are shown to be less than o p (1) using Lemma A1 in Bai and Ng (2006) . Hence we can show that
under p T =N ! 0 as N; T ! 1. Using the fact that H p ! Q 1 for (A.10) and Assumption 10 lead the result.
The following conditions A1-A3 are high-level assumptions in the bootstrapped statistics and the bootstrap validity is shown under these assumptions. Note that the validity of Condition A1 is partly proven by Gonçalves and Perron (2010) .
Condition A1. The following conditions hold, in probability:
Condition A2. The following condition on the contemporaneous coe¢ cient matrix estimate in the bootstrap procedure A holds: in probability, as N; T ! 1:
Proof of Theorem 3. We equivalently show that
; in probability P that converges to one as N; T ! 1 given p T =N ! 0. In the following, we …rst con…rm the identi…cation of ' ih in the bootstrap probability space by showing it for the individual parameters s i and s . Second, we show the asymptotic normality for (' ih ' ih ). In doing so we introduce hypothetical sign-adjusted reduced-form parameters by r r matrix Q 0 as the limit of the bootstrap analogue of the rotation matrix H 1 given the original sample. It is shown that Q 0 a matrix which has +1 or 1 in the diagonal elements and zeros otherwise under the common regularity conditions. Note that this matrix is is available to the researcher but not necessary in practice if the structural IRF is identi…ed since all Q 0 will eventually be cancelled out. This is only for convenience of the proof.
We start showing the consistency. Let " =Ŝ H 0Ŝ and =Ŝ 1 S 1 (H 0 ) 1 . For s i , the bootstrap estimate is given by:
Note that we have the same expression as (A.2) with replacing the original parameters, factors, rotation, and errors with their bootstrap counterparts. The …rst term in (A.11) is O p (T 1=2 ) by Condition A1 (6), the second and the third terms are o p (1) by Condition A2, and the last two terms are O p ( 1 ) by Condition A1 (3) and (5), in probability. Hence the RHS of (A.11) is o p (1), in probability, as N; T ! 1. For s ; it follows that .12) in probability, under Condition A1. Now (A.12) is analogous to (A.6) . It is easily shown that all the terms are smaller than o p (1), in probability, under Conditions A1 and A2. These two imply' ih ' ih = o p (1); in probability, as N; T ! 1. Hence we established the fact that the boostrap structural IRF estimates converges to the original estimates in probability P . Next we move on to the limit distributions. We hypothetically consider the "signadjusted" version of the reduced-form parameter estimates in the bootstrap space by multi- A.13) in probability, as N; T ! 1 and p T =N ! 0 under Condition A1(6). We used Condition A1(3)(5) for the second equality and O p (T 1=2 1 ) = o p (1) under p T =N ! 0 and Q 0 H 0 I r = o p (1), in probability, by de…nition in the limit result in (A.13) . To obtain the …nal form of the kimit covariance, we used an implied fact of independence between F t and u t ,
in probability, under p T =N ! 0 as N; T ! 1 under Condition A1 (7). Note that we can also use Q 1 0 H 0 I r = o p (1), in probability, since the probability limit of H 0 under P is Q 1 0 and Q 1 0 is a diagonal matrix with elements of 1 or 1. We also used
T , conditional independence of e given Z and Lemma A1(b). In addition, Condition A2 ensures p T vec(Ŝ H 0Ŝ ) d ! N (0; S ); in probability, under the same conditions. It is noted that since the structural IRF is identi…ed, all Q 0 0 s are eventually cancelled out in the construction of the IRF estimate. For the original estimate, it is straightforward to show from (A.1) and (A.5) that p
given Assumption 10. The proof is completed.
Proof of Theorem 4. With the procedure B, H does not show up. Hence we do not need to introduce the sign-adjusted parameter estimates. Also, expansions of the bootstrap parameter estimates will have fewer terms in the absence of the factor estimation errors. For
(A.14) in probability, under Condition A3 as N; T ! 1. Note that we do not have the terms of factor estimation errors in (A.14) . Since the …rst term is O p (T 1=2 ) under Condition A1 (6) and the second and the third terms are also o p (1) under Condition A3, in probability, we obtain the above result. = o p (1); in probability, under Condition A1 (7) and Condition A3. Next consider the asymptotic distribution of reduced-form parameters. .15) in probability, as N; T ! 1 by Condition A1(6), Condition A3, and Lemma A1(a). For ,
1 )); (A.16) in probability, as N; T ! 1 by Condition A1 (7), Condition A3, and Lemma A1(b). Given (A.15), (A.16) and condition A3, the rest of the proof follows Theorem 3.
Appendix B: Proof of Condition 1
In this appendix, we show that under Assumptions 1-9,Ŝ computed by ID1, ID2 and ID3 satisfy Condition 1 respectively. We start with ID3 since it is the simplest case. To this end, we show 1) the limit of H 0 S is a triangular matrix and the signs of its diagonal elements are known and 2) ê 0ê T H 0 SS 0 H = o p (1) . We can trivially show 1) since H 0 S ! (Q 0 ) 1 S and Assumption 9.3 holds. For 2), as shown in the proof of Lemma A1,
We used the de…nition e = S and Assumption 8 in the second equality. Since X = Chol(X 0 X) with a triangular matrix X with with positive diagonal elements, 2) is shown. This completes the proof. We next consider ID1 case, consider the part inside the Choleskey factorization: 
This completes the proof. Finally ID2 case can exactly follow ID1 case with replacing the short-run IRF s 1:r (= ' 1:r;0 ) with the long-run IRF ' 1:r;1 . We also replace an estimate of the former with an estimate of the latter. Since ' 1:r;1 ' 1:r;1 = o p (1) is straightforward from Theorem 1, the whole discussion of ID1 case goes through with ID2.
Appendix C : Distribution ofŜ
In this appendix, we illustrate how the distribution ofŜ is a¤ected by the distribution of the reduced-form IRF estimates which are used for identi…cation. To this end, we conduct a simple simulation experiment: …rst, generate two scalar random variables^ N ( 0 ; v ) andŝ N (s 0 ; v s ). In this setting, estimating S by ID1 or ID2 is equivalent to getting an estimate for s 0 byŝ 12 =^ 1 q (^ ŝ) 2 ; and estimating S byŝ 3 = pŝ is same as using ID3 identi…cation scheme. The table below shows simulated mean, variance, and skewness ofŝ 12 andŝ 3 with 10,000 replications. We set 0 = (0:1; 0:5; 1:0); s 0 = 1, v = v s = 0:1, and no correlation between^ andŝ is assumed.ŝ Note that the simulated variance of ID1 or ID2 estimate (represented byŝ 12 ) is a¤ected the value of 0 . The smaller the value of 0 is, the more the distributions are contaminated. It is also observed thatŝ 12 is negatively skewed. It is concluded that with ID1 and ID2 identifying schemes, the distribution of IRFs may be contaminated when the means of the reduced-form IRFs are close to zero.
1. Estimate the model and generate R b bootstrap replications^ ;ib , ib = 1; 2;
Then approximate the bias
where H is estimated by regressingF t on F t .
2. Calculate the modulus of the largest eigenvalues of the companion matrix : 2 6 6 6 6 6 6 4^ ; and if it is less than 1, construct the bias-corrected coe¢ cient estimate e =^ B b . If not, let e =^ . This will preserve the stationarity of the generated process.
3. Generate the bias-corrected bootstrap replications for the IRFs by using^ , e ,ê t , and u t . 
