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Abstract: We investigate the phase structure of the compactified 2-dimensional nonlinear
SU(3)/U(1)2 flag sigma model with respect to two θ-terms. Based on the circle compactifi-
cation with the Z3-twisted boundary condition, which preserves an ’t Hooft anomaly of the
original uncompactified theory, we perform the semiclassical analysis based on the dilute
instanton gas approximation (DIGA). We clarify classical vacua of the theory and derive
fractional instanton solutions connecting these vacua. The resulting phase structure based
on DIGA exhibits the quantum phase transitions and triple degeneracy at special points in
the (θ1, θ2)-plane, which is consistent with the phase diagram obtained from the anomaly
matching and global inconsistency conditions. This result indicates the adiabatic continuity
between the flag sigma models on R2 and R × S1 with small compactification radius. We
further estimate contributions from instanton–anti-instanton configuration (bion) and show
the existence of the imaginary ambiguity, which is expected to be cancelled by that of the
perturbative Borel resummation.
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1 Introduction
2-dimensional nonlinear sigma models with the target space SU(N)/U(1)N−1 (flag sigma
models) have been recently getting much attention since it gives the low-energy effective
description of SU(N) anti-ferromagnetic spin chains [1, 2]. This generalizes the Haldane
conjecture by finding its connection with SU(N) Wess-Zumino-Witten model [3, 4], which is
also supported by the Lieb-Schultz-Mattis theorem [5–7] or ’t Hooft anomaly matching con-
dition [8, 9] (see also Refs. [10–26] for recent developments). Phase diagram of the flag sigma
model with respect to multiple θ angles has been studied by the lattice strong-coupling ex-
pansion [2], and also by the anomaly matching and global inconsistency condition [3]. Since
this theory has asymptotic freedom, however, the model cannot be studied reliably based
on the semiclassical analysis in two dimensions [27, 28]. This prevents us from verifying the
conjectured phase diagram by the use of the semiclassical analysis with instantons.
Recently, adiabatic continuity under circle compactification has been proposed for
asymptotically-free field theories including adjoint QCD [29–34] and 2-dimensional non-
linear sigma models [35, 36]. For nonlinear sigma models, this roughly states that the
phase structure of the theory on R × S1 with a symmetry-twisted boundary condition co-
incides with that of the original 2-dimensional theory. This property is still at the level
of conjecture in general cases, but has been proved for large-N limit of CPN−1 and O(N)
sigma models [37]. Adiabatic continuity implies that one can investigate the phase diagram
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of asymptotically-free field theories based on semiclassical analysis with small compactifica-
tion circumference of S1. In the CPN−1 and SU(N)/U(1)N−1 flag sigma models on R×S1
with the ZN -twisted boundary condition, the continuity has been also argued in terms of
the ’t Hooft anomaly matching [3, 18]: the mixed ’t Hooft anomaly involving the ZN shift-
center symmetry associated with the ZN -twisted boundary condition survives even in the
compactified limit.
Research on the adiabatic circle compactification is also of great influence on the at-
tempt to give nonperturbative definition of 2-dimensional field theories based on the resur-
gence theory [36, 38–52]. Resurgence theory, which was originally developed for the ordinary
differential equation, has been applied to a broad area of theoretical physics including, quan-
tum mechanics [53–62], string theory [63–78] and supersymmetric field theory [79–83] (see
more references in [84, 85]). Since the application of resurgence theory to quantum theories
utilizes the nontrivial relation between perturbative and nonperturbative contributions to
physical quantities, the adiabatic continuity between the perturbative (weak-coupling) and
nonperturbative (strong-coupling) parameter regions are essential for continuing results to
the nonperturbative region. Turning our eyes to the SU(N)/U(1)N−1 flag sigma models
with these facts in mind, what we have to do is to figure out whether the adiabatic continu-
ity exists and the nonperturbative properties including the phase structure are maintained
in the process of compactification.
In this work, we study the phase diagram in the parameter space of the two theta angles
(θ1, θ2) in the SU(3)/U(1)2 flag sigma model on R × S1 with the Z3-twisted boundary
condition given in Ref. [3]. To apply the semiclassical analysis or the dilute instanton gas
approximation (DIGA) to the theory, we work on the small compactification circumference
in most parts of this work.
We first classify the classical vacua and derive the fractional instanton solutions of
SU(3)/U(1)2 sigma model on R × S1 with the Z3-twisted boundary condition. Since
SU(3)/U(1)2 sigma model can be regarded as a set of three copies of CP 2 sigma mod-
els with orthogonality constraints, we can use the knowledge of fractional instantons of
CPN−1 model [86–90]. We find six independent classical vacua that are connected by eigh-
teen fractional instanton solutions. Based on the fractional solutions and classification of
the vacua, we obtain the partition function and the six lowest eigenenergies within the
DIGA. We find the existence of phase transitions in the (θ1, θ2)-plane caused by the de-
generacy of ground states. The resultant phase diagram is in good agreement with the one
conjectured by the ’t Hooft anomaly matching and the global inconsistency. We also show
how the ’t Hooft anomaly and the global inconsistency are realized in the approximated
Hilbert space in DIGA. This is consistent with the adiabatic continuity of the phase diagram
between strong-coupling (large compactified radius) and weak-coupling (small compactified
radius) regions.
We also set about investigation on the resurgent structure of the present theories. We
obtain contributions to the partition function from the instanton-antiinstanton configura-
tion called a bion, and show the existence of the imaginary ambiguity by performing the
integral with respect to the parameters called quasi-moduli. Although we do not incor-
porate the one-loop determinant including the quantum fluctuations on the top of bion
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configurations in this work, the imaginary ambiguity with taking them into account is ex-
pected to be cancelled by the perturbative Borel resummation if there is the nontrivial
resurgent structure.
The paper is constructed as follows: In Sec. 2 we discuss the 2-dimensional SU(3)/U(1)2
sigma model and its circle-compactified version with the Z3-twisted boundary condition,
with emphasis on the symmetries of the original uncompactified and compactified theories.
We there argue the conjectured phase diagram and the adiabatic continuity in terms of
’t Hooft anomaly matching. In Sec. 3, by classifying the classical vacua and deriving the
fractional instanton solutions, we obtain the partition function and the eigenenergies within
the dilute instanton gas approximation, which leads to the phase diagram in the (θ1, θ2)
parameter space. In Sec. 4, we calculate contributions from the instanton-antiinstanton
configuration and show the existence of the imaginary ambiguity. Sec. 5 is devoted to the
summary and discussion.
2 2d SU(3)/U(1)2 sigma model with twisted boundary condition
In this section, we review the 2-dimensional SU(3)/U(1)2 sigma model and its circle com-
pactification with a twisted boundary condition [3]. We put emphasis on the symmetry
structure of the original uncompactified and compactified theory, and propose the adiabatic
continuity between them based on the ’t Hooft anomaly [3, 18, 19, 91]. After explaining the
original uncompactified theory in Sec. 2.1, we introduce the compactified theory, adiabatic
continuity conjecture, and its symmetry structure in Sec. 2.2.
2.1 2d SU(3)/U(1)2 nonlinear sigma model
Let us consider the 2-dimensional SU(3)/U(1)2 nonlinear sigma model, whose action is
given by
S[φ`, a`] =
3∑
`=1
∫
M2
[
− 1
2g
|(d + ia`)φ`|2 + iθ`
2pi
da` +
λ
2pi
(φ`+1 · dφ`) ∧ (φ`+1 · dφ`)
]
, (2.1)
where φ` = (φ1,`, φ2,`, φ3,`)t ∈ C3 (` = 1, 2, 3) denote three-component complex scalar fields
interacting with U(1) gauge fields a` (` = 1, 2, 3). Here φ` satisfy the following constraint:
φ` · φk = δ`k, εabcφa,1φb,2φc,3 = 1. (2.2)
Introducing the 3× 3 matrix made of φ`,
Φ = [φ1,φ2,φ3] =
φ1,1 φ1,2 φ1,3φ2,1 φ2,2 φ2,3
φ3,1 φ3,2 φ3,3
 , (2.3)
the constraint (2.2) means Φ ∈ SU(3), i.e.
Φ†Φ = 13, det Φ = 1. (2.4)
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Since det Φ has charge 1 under three U(1) gauge symmetries, there are two independent
U(1) gauge fields among a` (` = 1, 2, 3), and the target space of this sigma model is given
by the flag manifold SU(3)/U(1)2.
The action (2.1) gives the low-energy effective field theory of SU(3) anti-ferromagnetic
spin chains derived in Ref. [2]. In addition to the familiar θ terms, the term proportional to
λ is also topological—but not quantized—in the sence that it does not depend on the metric
of the base manifold M2. In this paper, we will mainly focus on the case with vanishing
λ-terms, and put λ = 0. One may naïvely think that the model reduces to the simple sum
of three copies of CP 2 nonlinear sigma model when we turn off the λ-term. However, this
is not true because three copies are still coupled due to the constraint (2.4).
We then discuss a consequence coming from the constraints by using the equation
of motion for a`. As is usual for CPN−1 sigma model, only the first term in the action
(2.1)—the kinetic term for φ` and gauge interactions between φ` and a`—contributes to
the equation of motion for a`, which leads to
a` = iφ` · dφ`. (2.5)
In addition, we can also solve the constraints (2.4) for φ3 and obtain
φa,3 = εabcφb,1φc,2. (2.6)
This set of equations enable us to eliminate a3 in the theory since it can be expressed by
the use of a1 and a2 as follows:
a3 = iεabcφb,1φc,2d(εab′c′φb′,1φc′,2)
= −i (φ1 · dφ1 + φ2 · dφ2)
= −a1 − a2,
(2.7)
where we used constraints on φ1 and φ2 to proceed to the second line. Therefore, the sum
of topological charges is always zero in the path-integral formula of the partition function.
In other words, the partition function depends only on the difference between two theta
angles, θij = θi − θj . We can thus take θ3 = 0 without loss of generality, and consider the
phase structure in the (θ1, θ2)-plane.
In order to elucidate the phase structure of the 2-dimensional SU(3)/U(1)2 nonlinear
sigma model, we need to pay attention to three basic properties of the model: global
symmetries, ’t Hooft anomaly together with global inconsistency, and asymptotic freedom.
We here summarize these properties.
Global symmetries: The model enjoys four global symmetries; SU(3)/Z3 flavor symme-
try, time reversal symmetry T , Z3 permutation symmetry, and charge conjugation symme-
try C. The last two become symmetries only for a class of special thetas and for the other
class of special thetas, respectively. We will briefly summarize these symmetries in order
(see Ref. [3] in more detail).
1. SU(3)/Z3 flavor symmetry: Taking account of the constraints (2.4), 2d SU(3)/U(1)2
sigma model is invariant under
φ` 7→ Uφ` with U ∈ SU(3). (2.8)
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Furthermore, since its center Z3 ⊂ SU(3)—e.g. U = e 2pii3 13—belongs to a part of U(1)
gauge symmetries, the correct flavor symmetry is identified as PSU(3) = SU(3)/Z3.
2. Time reversal symmetry T : The action (2.1) is shown to be invariant under the
time reversal transformation given by
T :

φ`(x, t) 7→ φ`(x,−t),
a`,0(x, t) 7→ a`,0(x,−t),
a`,1(x, t) 7→ −a`,1(x,−t).
(2.9)
Note that the constraints (2.4) also remain invariant under this transformation.
3. Z3 permutation symmetry: We define the Z3 permutation by
Z3 permutation :
{
φ` 7→ φ`+1,
a` 7→ a`+1,
(2.10)
where we identify the label ` mod 3. Under this transformation, the action changes
as
∆S = i
3∑
`=1
θ`−1 − θ`
2pi
∫
da`. (2.11)
At the special point in the (θ1, θ2)-plane given by
θ` =
2pip
3
` mod 2pi, (2.12)
with p ∈ Z, the model further enjoys this additional symmetry because a1+a2+a3 = 0
and ∆S = 0 mod 2pii.
4. Charge conjugation symmetry C: The model also possesses charge conjugation
symmetries acting as
Ck :
{
φ` 7→ −φ−`−k,
a` 7→ −a−`−k,
(k = 1, 2, 3) (2.13)
at special points in (θ1, θ2)-plane given by
C1-invariant points : θ2 = 2θ1 mod 2pi,
C2-invariant points : θ1 = 2θ2 mod 2pi,
C3-invariant points : θ1 = −θ2 mod 2pi.
(2.14)
Note that all Ck becomes symmetry at the Z3-invariant points.
’t Hooft anomaly and global inconsistency: Among the above symmetries, there
are mixed ’t Hooft anomaly and global inconsistency which constrain the possible phase
diagram. In Ref. [3], one of the authors (Y.T.) provided intensive study on this constraint,
and we here summarize the result.
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1. SU(3)/Z3-Z3 anomaly: As mentioned above, although the action (2.1) enjoys Z3 per-
mutation symmetry at Z3-invariant points (2.10), after gauging SU(3)/Z3 symmetry,
the partition function is no longer invariant at some Z3-invariant points. Background
gauge fields for SU(3)/Z3 symmetry consist of [92–95]
• A: SU(3) one-form gauge field, and
• B: Z3 two-form gauge field.
In practical computations [3], we realize the Z3 two-form gauge field as a pair of
U(1) two-form and one-form gauge fields (B,C), satisfying 3B = dC, and embed the
SU(3) gauge field to the U(3) gauge field as A˜ = A + 13C. By postulating the U(1)
one-form gauge invariance, the U(3) bundle can be regarded as SU(3)/Z3 bundle.
The Z3 permutation symmetry at θ` = 2pip`/3 is anomalously broken as
(Z3)permutation : Z[(A,B)] 7→ Z[(A,B)] exp
(
−ip
∫
M2
B
)
at θ` =
2pip
3
`, (2.15)
where Z[(A,B)] denotes the partition function in the presence of the background
SU(3)/Z3 gauge field. This is the mixed ’t Hooft anomaly between SU(3)/Z3 and
Z3-permutation for p 6= 3 mod 3. Then, the anomaly matching argument enables
us to exclude the trivially gapped ground state. Further taking into account the
Coleman-Mermin-Wagner theorem [96, 97] and the fact that the topological order is
ruled out in (1 + 1)-dimension [98], the possible scenarios are given as follows [2, 3]:
• The ground state spontaneously breaks Z3 symmetries.
• The ground state shows conformal behavior, especially given by SU(3)1 Wess-
Zumino-Witten model [2–4].
2. SU(3)/Z3-C global inconsistency: When we can cancel the difference of the parti-
tion function arising from the gauge transformation by adding local counter terms, it
means that there is no ’t Hooft anomaly. Nevertheless, there is a situation in which
we cannot cover all the coupling constant space by the single local counter terms.
Then, there is locally no t’ Hooft anomaly, but there is global inconsistency, which
also gives restrictions on the phase structure [14, 15, 99]. For example, let us consider
C3-invariant lines θ1 = −θ2 + 2pik (k ∈ Z). The C3-charge conjugation then induces
the change of the partition function given by
C3 : Z[(A,B)] 7→ Z[(A,B)] exp
(
−2ik
∫
M2
B
)
. (2.16)
This difference, however, does not means the ’t Hooft anomaly. Indeed, the modified
partition function Zn[(A,B)] with the gauge-invariant local counter terms transforms
as
Zn[(A,B)] ≡ Z[(A,B)] exp
(
in
∫
M2
B
)
7→ Zn[(A,B)] exp
(
−2i(n+ k)
∫
M2
B
)
,
(2.17)
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and thus, Zn[(A,B)] remains invariant if n = 2k mod 3. Therefore, there is no
’t Hooft anomaly between SU(3)/Z3 and C3 for a certain fixed k ∈ Z. Nevertheless,
when we change k to another value k′ ∈ Z—e.g. k = 0 to k′ = 1—we immediately
see that another local counter term is necessary to remove the difference. This means
we now have SU(3)/Z3-C3 global inconsistency between two lines (`1, `2) defined by
`1 : θ1 = −θ2 and `2 : θ1 = −θ2 + 2pi. Then, we can apply the conjectured matching
condition [15, 99], which states two possibilities:
• The ground state on `1 or `2 is not trivially gapped.
• The ground states on both `1 and `2 are trivial, but they are separated by
quantum phase transitions, and thus, belong to different symmetry-protected
topological (SPT) phases protected by SU(3)/Z3.
We come to the same conclusion for the (C1, C2)-charge conjugation by simply replac-
ing θ2 = 2θ1 + 2pik and θ1 = 2θ2 + 2pik with different k ∈ Z, and the possible phase
structure is constrained [3].
Asymptotic freedom: The symmetry and anomaly argument restricts the possible phase
diagram, but does not answer which possibility is realized. To elucidate the phase structure
in details, it is desirable to apply the semiclassical analysis to the present theory. Never-
theless, there is a troublesome general property for 2d nonlinear sigma models, that is, the
asymptotic freedom. In fact, the renormalization group (RG) analysis in Ref. [2, 4] gives
the β functions for g and λ as
βg(g, λ) = −5g
2
4pi
, βλ(g, λ) =
3gλ
2pi
with βx ≡ dx
d logµ
, (2.18)
where µ is the renormalization scale1. Note that λ = 0 is the fixed point of this RG flow2,
and we will restrict our attention to this case in the following. Since βg(g, λ) is negative,
the model yields the asymptotic freedom:
g(µ) =
(
5
4pi
ln
(µ
Λ
))−1
. (2.19)
Here, Λ is the infrared dynamical scale introduced by the dimensional transmutation. This
causes a serious problem for the semiclassical analysis since it may give a unreliable result
even qualitatively [27, 28].
1The RG flows obtained in [2] and [4] are not consistent for λ term while they obtain the same equation
for g, and we here quote the result from [4] in (2.18).
2Although the beta function βλ is positive, the physical coupling constant is given by λ˜ = g3/2λ instead
of λ itself, as discussed in [2, 4], and then λ˜ is the relevant perturbation when we use the result of [4].
Therefore, λ = 0 is the unstable fixed point, so we may need another justification for our setting. As
we shall discuss in Sec. 3.3, the effect of λ to the ground-state energy is always subdominant under the
Z3-twisted compactification, which justifies to set λ = 0 in our analysis.
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2.2 Persistent ’t Hooft anomaly and adiabatic continuation
There must exist various phase transitions in the phase diagram of 2-dimensional SU(3)/U(1)2
nonlinear sigma model in the (θ1, θ2)-plane, due to its rich symmetry structure — ’t Hooft
anomaly and global inconsistency. However, the asymptotic freedom, or the resulting strong
coupling nature in the infrared regime, hampers our effort to analytically clarify the phase
structure of the system. To circumvent the difficulty caused by the infrared strong dynam-
ics, one can compactify the theory with sufficiently small circumference L Λ−1 to perform
the semiclassical analysis. However, a naïve compactification procedure often breaks the
original symmetry (and ’t Hooft anomaly) structure of the uncompactified theory, and the
phase transition occurs as the compactified size L is varied. This again prevents us from
obtaining a reliable conclusion for the ground state of the system.
Much progress has been recently made on semiclassical analysis to obtain reliable re-
sults of nonperturbative dynamics. The vital point is to employ a proper twisted boundary
conditions associated with the compactification procedure [36–39, 41, 42], and it is conjec-
tured that the phase structure of compactified theory is adiabatically connected to that of
uncompactified theory. It has been also shown that one can systematically construct the
compactified theory equipped with the same ’t Hooft anomaly as the original theory by em-
ploying the twisted boundary condition [18], which is consistent with the above conjecture
on adiabatic continuity.
In accordance with these developments, let us introduce the twisted SU(3)/U(1)2 sigma
model [3], in which both of the SU(3)/Z3-Z3 mixed anomaly and SU(3)/Z3-C global incon-
sistency survive. We compactify the base manifold as M2 = M1 × S1 with circumference
L, and introduce the Z3-twisted boundary condition given by{
Φ(x, t+ L) = CΦ(x, t),
a`(x, t+ L) = a`(x, t),
with C = diag
(
1, e2pii/3, e4pii/3
)
. (2.20)
We can equivalently describe the twisted theory in terms of the field φ˜ satisfying the periodic
boundary condition. For that purpose, we define the untwisted field φ˜` as
φ˜f,`(x, t) ≡ e−2piift/3Lφf,`(x, t) (f = 1, 2, 3), (2.21)
and replace the covariant time derivative as
|Dtφf,`|2 =
∣∣∣∣(∂t + ia`,0 + 2piif3L
)
φ˜f,`
∣∣∣∣2 . (2.22)
We can see the equivalence between the Z3-twisted boundary condition and the background
flavor-dependent SU(3) holonomy along the compactified direction.
Let us then look into symmetries of the twisted theory. Most of the symmetries for
the original theory are not affected by the twisted boundary condition because they do not
depend on the flavor. Only the original flavor SU(3)/Z3 symmetry is broken down to its
maximal Abelian subgroup [U(1)×U(1)]/Z3 due to the twisted boundary condition, or the
introduction of the background SU(3) holonomy. We however have another intertwined
– 8 –
Z3-symmetry coming from the twisted nature of the system. To see this, it is crucial to
note Z3 ⊂ SU(3), generated by the shift matrix
Φ 7→ SΦ with S ≡
0 1 00 0 1
1 0 0
 , (2.23)
is not symmetry of the twisted theory since it generates the change for the kinetic term
due to the flavor-dependent background holonomy:
∑
f
∣∣∣∣(∂t + ia`,0 + 2piif3L
)
φ˜f,`
∣∣∣∣2 7→∑
f
∣∣∣∣(∂t + ia`,0 + 2pii(f − 1)3L
)
φ˜f,`
∣∣∣∣2 . (2.24)
Nevertheless, we easily see that the difference generated by the shift can be absorbed into
the Z3 one-form transformation given by
a`,0 7→ a`,0 + 2pii
3L
. (2.25)
Therefore, the system possesses intertwined Z3 symmetry defined by (2.23) and (2.25),
which we will call (Z3)shift symmetry.
By gauging the intertwined (Z3)shift symmetry, we can show that the twisted theory
indeed shares the structure regarding ’t Hooft anomaly and global inconsistency with the
original uncompactified theory. The crucial point is that the background Z3 one-form gauge
field B(1) for the (Z3)shift-symmetry is directly related to the two-form gauge field B for
the flavor SU(3)/Z3-symmetry in the following simple manner:
B = B(1) ∧ L−1dt. (2.26)
Using (2.15), under the Z3-permutation given in eq. (2.10), the twisted partition function
is shown to transform as
ZM1×S1 [B
(1)] 7→ ZM1×S1 [B(1)] exp
(
−ip
∫
M1
B(1)
)
at θ` =
2pip
3
`. (2.27)
This is the (Z3)shift-(Z3)permutation anomaly, which coincides with the original SU(3)/Z3-Z3
anomaly. Similarly, we see the same (Z3)shift-C global inconsistency appears by a simple
substitution as ∫
M1×S1
B =
∫
M1
B(1). (2.28)
Therefore, the twisted theory possesses the completely same ’t Hooft anomaly and global
inconsistency, which again restricts the possible phase diagram in (θ1, θ2)-plane.
3 Fractional instantons and Phase diagram
In this section, we perform the semiclassical analysis on the twisted 2-dimensional SU(3)/U(1)2
sigma model with λ = 0 and sufficiently small L, and clarify its vacuum phase diagram
– 9 –
in the (θ1, θ2)-plane. In Sec. 3.1, we first construct the fractional Bogomol’nyi-Prasad-
Sommerfield (BPS) instantons connecting six classical vacua. In Sec. 3.2, with the help of
the dilute instanton gas approximation (DIGA), we derive the θ`-dependence of the ground-
state energy. We there clarify the phase diagram and see that the result of this explicit
computation is consistent with the constraint coming out of anomaly and global inconsis-
tency matching. After demonstrating the accidental enlarged symmetry without λ-term in
Sec. 3.3, we explicitly see how ’t Hooft anomaly and global inconsistency are realized in the
semiclassical regime in Sec. 3.4.
3.1 Classical vacua and fractional instantons
In this subsection, we first identify the classical vacua and fractional BPS instantons con-
necting them for λ = 0. In the absence of the λ-term, we can regard the system as the
three coupled copies of the CP 2 nonlinear sigma models due to the constraints (2.4). With
the boundary condition (2.20), the configurations φ` with minimal action of CP 2 model
are given by
φ` =
10
0
 ,
 0e2piit/3L
0
 ,
 00
e−2piit/3L
 . (3.1)
Since φ` (` = 1, 2, 3) must be orthonormal by the constraint (2.4), these three CP 2 classical
vacua must be assigned to φ` by one-to-one correspondence. Therefore, the number of
classical vacua is 3! = 6, and these six classical vacua Φa(x, t) (a = 1, . . . , 6) of the twisted
flag sigma model are given by
Φ1 =
1 0 00 e2piit/3L 0
0 0 e−2piit/3L
 , Φ2 =
 0 1 00 0 e2piit/3L
e−2piit/3L 0 0
 ,
Φ3 =
 0 0 1e2piit/3L 0 0
0 e−2piit/3L 0
 , Φ4 =
−1 0 00 0 e2piit/3L
0 e−2piit/3L 0
 ,
Φ5 =
 0 −1 0e2piit/3L 0 0
0 0 e−2piit/3L
 , Φ6 =
 0 0 −10 e2piit/3L 0
e−2piit/3L 0 0
 .
(3.2)
We here adopt the expression indicating the Z3-twisted boundary condition explicitly. Note
that the column vectors represent the vacua for each of the CP 2 sigma models, and only
the restricted combinations appear due to the the SU(3) constraints (2.4). In order to
visualize six classical vacua in eq. (3.2), it is helpful to use the phase of the Polyakov loop
(Polyakov-loop phase) along the compactified direction, given by
P`(x) ≡
∮
S1
a` = i
∫ L
0
dtφ` · ∂tφ`. (3.3)
For example, Fig. 1 shows the configuration of the Polyakov loops for the vacuum state
Φ1. Their values are given by a multiple of m ≡ 2pi/3 mod 2pi. Other classical vacua are
specified by all possible permutations of three colors; red, green, and blue in Fig. 1.
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Figure 1. The Polyakov-loop phase P`(x) corresponding to one of the classical vacua Φ1 in
eq. (3.2). Red, green, and blue curves correspond to P1(x), P2(x) and P3(x), respectively.
Let us then construct the fractional instanton solutions by combining a fractional in-
stanton and an fractional anti-instanton of the CP 2 sigma model [47] (see appendix A
for a brief review of CPN−1 fractional instanton solutions). For each topological charge
Q` =
1
2pi
∫
da`, each kinetic term is bounded from below as
1
2g
∫
|(d + ia`)φ`|2 ≥ 2pi
2g
|Q`|, (3.4)
and the equality is satisfied for (anti-)BPS solution. Because of the constraint Q1 + Q2 +
Q3 = 0, we can designate two topological charges (Q1, Q2), and the lower bound of the
kinetic term for fixed (Q1, Q2) is
3∑
`=1
1
2g
∫
|(d + ia`)φ`|2 ≥ 2pi
2g
(|Q1|+ |Q2|+ | −Q1 −Q2|) . (3.5)
For the finite-action configurations, the topological charges Q` are intimately related to the
Polyakov-loop phases at infinities, since they are given by
Q` ≡ 1
2pi
∫
da` = − 1
2pi
(
P`(x =∞)− P`(x = −∞)
)
. (3.6)
This shows that Q` ∈ 13Z, and thus one of the minimal possibility is (Q1, Q2) = (1/3,−1/3).
This configuration can be constructed explicitly, and the Polyakov-loop profiles are shown
in Fig. 2: Introducing the dimensionless variable z = 2pi3L(x + it), we can construct one
solution as
φI1 =
1√
1 + |ez−z0 |2
 1ez−z0
0
 , φI2 = 1√
1 + |ez0−z|2
 −1ez0−z
0
 , φI3 =
 00
e
2pii
3L
(t0−t)
 , (3.7)
where z0 = 2pi3L(x0+it0) is the moduli parameter: x0 is the position of the fractional instanton
while 2pi3L t0 is a phase modulus. We again adopt the expression with the Z3-twisted boundary
condition being explicit. One can immediately check that φI1 (φI2 ) satisfies the (anti-)BPS
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Figure 2. Spatial dependences of the Polyakov-loop phase for the fractional instanton (3.7).
instanton equations (see appendix A). Also the constraint (2.4) is trivially satisfied, and
thus, eq. (3.7) actually gives one BPS fractional instanton solution for the SU(3)/U(1)2
flag sigma model, which connects classical vacua Φ1 and Φ5. The instanton action SI is
obtained by summing magnitude of the topological charges:
SI =
3∑
a=1
2pi
2g
|Qa| = 2pi
3g
. (3.8)
This is the leading nonperturbative contribution in the path integral, and we shall take into
account them in the DIGA.
Although we only show one fractional instanton solution—a pair of the instanton and
anti-instanton for φ1 and φ2—connecting the two classical vacua Φ1 and Φ5, it is straight-
forward to construct other solutions by considering all possible combination for every two
pairs of φ`. They are given by a pair of the BPS fractional instanton and anti-instanton
and connect one of the classical vacua Φ1,2,3 (Φ4,5,6) to another one Φ4,5,6 (Φ1,2,3). Thus,
the total number of the minimal fractional instanton solutions is 18. Note that all the basic
BPS fractional instantons have the same value of the instanton action, but the different
combinations of topological charges. Although the sum of the topological charge in total
again vanishes for all solutions, these induce the θ`-dependences of the ground-state energy
as we will see in the next subsection.
3.2 Dilute fractional-instanton gas approximation
We here evaluate the ground-state energy, or the partition function with the help of the
dilute instanton gas approximation (DIGA). Before applying the DIGA, let us elucidate its
validity. Setting the renormalization scale µ = 1/L in the RG running (2.19), we obtain
the nonperturbative contribution coming from the fractional instantons as
e−SI = exp
(
− 2pi
3g(L−1)
)
= (LΛ)5/6. (3.9)
The energy gap produced by the nonperturbative contribution can be evaluated as
∆Enp ∼ L−1(LΛ)5/6. (3.10)
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On the other hand, the perturbative contribution typically leads to the energy Ep ∼ L−1.
Therefore, in order to apply the DIGA, the condition
∆Enp  Ep ⇔ (LΛ)5/6  1, (3.11)
should be satisfied. This indicates that the DIGA works well if we assume the sufficiently
small compactified size L satisfying (3.11). We note that the condition (3.11) is equivalent
to the simple condition e−SI  1.
To obtain the ground-state energy, we compute the transition amplitude,
〈Φa| exp(−βH)|Φb〉 =
∫ Φ(β)=Φa
Φ(0)=Φb
DΦ(x) exp (−S[Φ(x)]) , (3.12)
where |Φa〉 denotes the classical vacuum states characterized by Φa in eq. (3.2). In the limit
L−1e−SI  β−1  L−1, the transition amplitude is well approximated by one-fractional
instanton transitions:
β
(
0 M †
M 0
)
with M = Ke−SI
e
i
3
(θ2−θ3) e
i
3
(θ1−θ2) e
i
3
(θ3−θ1)
e
i
3
(θ1−θ2) e
i
3
(θ3−θ1) e
i
3
(θ2−θ3)
e
i
3
(θ3−θ1) e
i
3
(θ2−θ3) e
i
3
(θ1−θ2)
 , (3.13)
where e−SI represents the common nonperturbative contribution coming from the fractional
instantons, and K is a prefactor coming from one-loop determinant. Note that the phase
factors depending on the differences between θ` appear in the matrix M . We here keep all
θ`, but we will eventually set θ3 = 0. In the DIGA, the transition amplitude with βL−1  1
is approximated by using the one-instanton matrix element as follows:
〈Φa| exp(−βH)|Φb〉 = exp
(
β
(
0 M †
M 0
))
. (3.14)
Using this amptlitude, we can compute the partition function as
Z = tr
[
exp
(
β
(
0 M †
M 0
))]
= tr
[
exp(β
√
M †M)
]
+ tr
[
exp(−β
√
M †M)
]
.
(3.15)
Before evaluating the eigenenergies, we here check the consistency between our cal-
culation and the direct DIGA calculation. To see this, we expand the partition function
as
Z = 6
∑
n≥0
β2n
(2n)!
〈Φ1|(M †M)n|Φ1〉
= 6
(
ZLO + ZNLO +O(e−6SI )
)
,
(3.16)
where we used the consequence originating in Z3 symmetry to obtain the first expression:
〈Φ1|(M †M)n|Φ1〉 = 〈Φ2|(M †M)n|Φ2〉 = 〈Φ3|(M †M)n|Φ3〉. (3.17)
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Figure 3. Polyakov-loop phases for two pairs of the fractional instantons starting from the
classical vacuum Φ1 given in eq. (3.2). Red, green, and blue curves correspond to P1(x), P2(x) and
P3(x), respectively.
Here, ZLO (ZNLO) denotes the contribution from two (four) pairs of the fractional instantons
starting and ending at a fixed classical vacuum, say, Φ1. They follows from the transition
amplitude (3.13):
ZLO =
1
2!
(
βKe−SI
)2 × 3, (3.18)
ZNLO =
1
4!
(
βKe−SI
)4 × [15 + 4 cos(θ1 − θ2) + 4 cos(θ2 − θ3) + 4 cos(θ3 − θ1)]. (3.19)
On the other hand, we can count all the leading-order and next-leading-order configura-
tions in the DIGA by looking into their profiles of Polyakov loop phases. Fig. 3 shows all
the leading-order profiles with two pairs of the fractional instantons. Fig. 4 shows nine
representative ones among the 27 configurations in the next-leading order with four pairs
of the fractional instantons, by restricting the first jump of instanton as Φ1 → Φ5 among
three possibilities Φ1 → Φ4,5,6. We clearly see there is no nontrivial winding in the leading-
order configurations while some of next-leading-order ones have (see configurations (6)-(9)
in Fig. 4). These are completely consistent with the θ`-dependence of the partition function
given in eq. (3.18)-(3.19). This indicates that our calculation is indeed equivalent to the
direct calculation of the DIGA.
Let us then evaluate the eigenenergies by diagonalizing the matrixM †M . The partition
function indicates that the six lowest eigenenergies of the system Ek± (k = 0, 1, 2) can be
obtained by solving the characteristic equation
0 = det
[
(Ek±)213 −M †M
]
. (3.20)
Setting θ3 = 0, we now obtain these six eigenenergies as
Ek±(θ1, θ2) = ±Ke−SI
∣∣∣e i3 (θ1−θ2) + e i3 (θ2+2pik) + e− i3 (θ1+2pik)∣∣∣. (3.21)
As we shall see in Sec. 3.4, we can confirm that each state is the eigenstate of (Z3)shift
symmetry, with the eigenvalue e−2piik/3. Indeed, the corresponding energy eigenstates are
given by
|Ek±〉 =
√
f∗k (θ1, θ2)
(
ωk|Φ1〉+ |Φ2〉+ ω−k|Φ3〉
)
±
√
fk(θ1, θ2)
(
|Φ4〉+ ωk|Φ5〉+ ω−k|Φ6〉
)
,
(3.22)
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Figure 4. Polyakov-loop phases for four pairs of the fractional instantons starting from and
ending at the classical vacuum Φ1 in eq. (3.2) with the fractional instantons (3.7). At this order,
there are 27 possible configurations, but we here only show 9 of them by restricting the first jump
of fractional instantons as Φ1 → Φ5.
with ω = e2pii/3 and fk(θ1, θ2) = e
i
3
(θ1−θ2) + e
i
3
(θ2+2pik) + e−
i
3
(θ1+2pik). The ground-state
energy has the three-branch structure:
Egs(θ1, θ2) = min
k∈{0,1,2}
Ek−(θ1, θ2). (3.23)
This three-branch structure is shown in Fig. 5
Fig. 5 shows the profile of the ground-state energy and resulting phase diagram in
the (θ1, θ2)-plane. We clearly see that quantum phase transitions take place on the spe-
cial line segments (lines between different color regions in the right figure), which in-
duce the three different types of the SPT phases. In addition, at the special points—
like (θ1, θ2) = (2pi/3,−2pi/3)—shown as red points in the right figure, the eigenenergies
Ek− (k = 0, 1, 2) take the same value, which means the triple degeneracy is realized there.
These are completely consistent with the conjectured phase diagram by the anomaly/global
inconsistency matching. This point will be discussed in Sec. 3.4 in more detail.
The obtained phase diagram has the same structure with the ones for the lattice strong-
coupling limit [2] and for the SU(3)/U(1)2 linear sigma model with heavy scalars [3], but
we emphasize that this is the first result in which the matter field φ` can be regarded as
would-be Nambu-Goldstone bosons.
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Figure 5. The ground-state energy of the 2-dimensional twisted SU(3)/U(1)2 sigma model (λ = 0)
in the (θ1, θ2)-plane. The quantum phase-transition lines are located in the places consistent with
the anomaly/global inconsistency matching. Furthermore, we also see the triple degeneracies of the
ground-state energy appear at special points e.g. (2pi/3,−2pi/3).
3.3 Speculation on effects of λ-term and higher KK fractional instantons
In this paper, we mainly focus on the DIGA of the twisted SU(3)/U(1)2 sigma model, where
we turn off the λ-term. In view of properties of the ground states, we have seen that our
result reproduces the expectation from anomaly and global inconsistency conditions given
in Ref. [3], and it is quite successful. We here provide detailed properties of the energy
spectra based on the symmetry accidentally enlarged with vanishing λ-term.
As an example, let us set θ1 = θ2 = 0 in (3.21), then the energy eigenvalues are
E0± = ±3Ke−SI , E1± = E2± = 0. (3.24)
This shows the unique ground state E0−, but the first excited states are four-fold degenerate.
Two-fold degeneracies of E1+ = E2+ and of E1− = E2− are expected from the existence of
charge-conjugation symmetry C, but the DIGA realizes additional degeneracy, say, E1+ =
E1− (or E2+ = E2−). A related fact is that the expression of eigenstates (3.22) is singular
when θ1 = θ2 = 0, since the coefficient f1,2(0, 0) = 0.
Let us more clearly show that this additional degeneracy is accidental. At θ1 = θ2 = 0,
the full symmetry group of twisted SU(3)/U(1)2 sigma model is(
(Z3)shift × (Z3)permutation
)
o (Z2)C . (3.25)
Irreducible representations of this group are 1 or 2 dimensional representations, and thus
four-fold degeneracy must be accidental in this viewpoint. The above four-fold degeneracy,
however, is a consequence of our setting λ = 0, because (Z3)permutation is enlarged to the
symmetric group S3 when θ1 = θ2 = 0 and λ = 0 [4]: The full symmetry is(
(Z3)shift × S3
)
o (Z2)C . (3.26)
This symmetry group has a four-dimensional irreducible representation, which explains the
above degeneracy of the first excited state.
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Figure 6. Polyakov loop phases P`(x) for the higher KK fractional instanton (3.27).
This analysis indicates that we must remove our assumption λ = 0 to solve the degen-
eracy between E1+ and E1−. Interestingly, this consequence, at the same time, requires
the analysis beyond the lowest Kaluza-Klein (KK) mode approximation. To see this, let
us assume that we pick up one KK mode for each φ`, then φ`+1 · ∂tφ` ∝ φ`+1 · φ` = 0 by
the orthogonality constraint. Since the λ-term must contain φ`+1 · ∂tφ` by its topological
nature, it automatically vanishes in this approximation.
Lastly, let us give an example of higher KK fractional instantons, which may play an
important role in the study of the first excited state at θ1 = θ2 = 0 with λ 6= 0.
φI1 =
1√
1 + |e2(z−z0)|2
 10
e2(z−z0)
 , φI2 = 1√
1 + |e2(z0−z)|2
 10
−e2(z0−z)
 ,
φI3 =
 0e 4pii3L (t0−t)
0
 . (3.27)
Fig. 6 shows the Polyakov phase attached to the higher KK fractional instantons (3.27).
Note that φI3 correctly satisfies the Z3-twisted boundary condition since e−
4pii
3 = e
2pii
3 . The
topological charge of this fractional instanton is (Q1, Q2) = (2/3,−2/3), and the action is
S = 2SI =
4pi
3g
. (3.28)
This BPS solution cannot be constructed by combining two minimal fractional instantons,
and thus we have to go beyond the DIGA to discuss its effect. We have argued its possible
importance on excited states, but we also would like to point out that such an effect
is parametrically smaller than one-instanton contributions for most of the theta angles.
Especially, its effect on the ground state energies are always subdominant, and thus it does
not change the consequence of our analysis on the ground-state properties of the twisted
partition function.
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3.4 Semi-classical realization of anomaly and global inconsistency
In the DIGA, we approximate the Hilbert space and the Hamiltonian as
H =
6∑
a=1
C|Φa〉 ' C6, H =
(
0 M †
M 0
)
, (3.29)
and M is given in (3.13). We can explicitly see how the anomaly and global inconsistency
are realized in the energy spectrum (3.21) by constructing the symmetry algebra on H.
The anomaly matching argument states that we should be able to reproduce the anomaly
in Sec. 2.2.
The (Z3)shift symmetry classically acts on Φa as
(Z3)shift :
{
Φ1 7→ Φ2, Φ2 7→ Φ3, Φ3 7→ Φ1,
Φ4 7→ Φ6, Φ5 7→ Φ4, Φ6 7→ Φ5.
(3.30)
This motivates us to define the operator on H as
U =
(
S 0
0 S−1
)
, with S ≡
0 1 00 0 1
1 0 0
 , (3.31)
where we again used ω = e2pii/3. Since SMS = M , we find that U generates the (Z3)shift
symmetry: U3 = 1 and
U †HU =
(
0 S−1M †S−1
SMS 0
)
= H. (3.32)
This acts on the eigenstate |Ek±〉 as U |Ek±〉 = ω−k|Ek±〉.
(Z3)shift-(Z3)permutation anomaly: At the special point of theta angles, θ` = 2pip3 ` mod 2pi,
we have an extra symmetry (Z3)permutation. It classically acts on Φa as
(Z3)permutation :
{
Φ1 7→ Φ2, Φ2 7→ Φ3, Φ3 7→ Φ1,
Φ4 7→ Φ5, Φ5 7→ Φ6, Φ6 7→ Φ4.
(3.33)
When acting on the states |Φa〉, we need to multiply appropriate Z3 phase in addition to
this classical transformation. As an example, let us take (θ1, θ2) = (2pi3 p,−2pi3 p) with p ∈ Z,
then the submatrix M of Hamiltonian H is given by
M = Ke−SI
ω−p/3 ω2p/3 ω−p/3ω2p/3 ω−p/3 ω−p/3
ω−p/3 ω−p/3 ω2p/3
 . (3.34)
Let us define the Z3 transformation
Vp =
(
Sp 0
0 S−p
)
, with Sp ≡
 0 1 00 0 ω−p
ωp 0 0
 , (3.35)
– 18 –
then this is the symmetry at (θ1, θ2) = (2pi3 p,−2pi3 p) because we can check that V †pHVp = H
by using S†−pMSp = M . Vp acts on the eigenstates as Vp|Ek±〉 ∝ |E(k+p)±〉.
Since SSpS−1 = ω−pSp, U and Vp does not commute for p 6= 0 mod 3:
UVpU
−1 = ω−pVp. (3.36)
Therefore, (Z3)shift × (Z3)permutation has the projective representation for p 6= 0 mod 3,
which requires the triple degeneracy of the states. The red blobs of Fig. 5 indeed shows this
degeneracy. The projective phase ω−p of (3.36) is nothing but the consequence of anomaly
discussed in Sec. 2.2.
(Z3)shift-C global inconsistency: On special lines given in eq. (2.14), the system does not
have the (Z3)permutation symmetry in general, but still has the charge-conjugation symmetry.
Let us consider lines `n : θ1 + θ2 = 2pin, then the submatrix M takes the following forms:
M`n = Ke
−SI
ωne
− i
3
θ1 ω−ne
2i
3
θ1 e−
i
3
θ1
ω−ne
2i
3
θ1 e−
i
3
θ1 ωne−
i
3
θ1
e−
i
3
θ1 ωne−
i
3
θ1 ω−ne
2i
3
θ1
 , (3.37)
On these lines `n, the system enjoys the C3-charge conjugation symmetry. With trial-and-
error, we find that its representation matrix is
C`n =
(
Cn 0
0 C−n
)
, with Cn =
 0 ωn 0ω−n 0 0
0 0 1
 . (3.38)
The matrix satisfies C`n = C†`n = C−1`n . We find that C`nHC`n = H by using C−nM`nCn =
M`n , and thus C`n generates the Z2 symmetry at `n.
The commutation relation between U and C is
C`nUC`n = ωnU−1, (3.39)
and the symmetry is (Z3)shifto(Z2)C . It is important to notice that this is not the projective
representation but gives the global inconsistency condition for different lines `n [99] (see
also Refs. [14, 15]). The reason this is not projective is that another Z3 generator Un = ωnU
satisfies
C`nUnC`n = U−1n , (3.40)
and thus the phase ωn in (3.39) can be eliminated by redefinition of generators, which is
equivalent to adding the local counter term in (2.17). This, however, provides the global
inconsistency condition, since the C-symmetric state must be trivial under Un, i.e. must
have the (Z3)shift charge U = ω−n. Comparing `0 and `1, each C-symmetric state must have
Z3 charge U = 1 and ω−1, respectively, and these states cannot be continuously connected
by Z3-symmetric perturbations.
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4 Bion configuration in the twisted flag sigma model
In the previous section, we study the phase diagram of SU(3)/U(1)2 flag sigma models with
the Z3-twisted boundary condition within the dilute instanton gas approximation (DIGA),
where we ignore the interaction between the fractional instantons.
The recent intensive study on the CPN−1 models with the ZN -twisted boundary con-
dition reveals the nontrivial relation between large-order growth of perturbative series
and nonperturbative contribution from fractional instanton–anti-instanton pair, called a
“bion” [36, 38, 41, 42, 47–49, 52, 60]. Such a relation is one of the explicit examples of the
resurgent structure, which stands for the nontrivial relation between the perturbative and
nonperturbative sector: Both the perturbative Borel resummation and the nonperturbative
bion contribution are accompanied with imaginary ambiguities, but they are cancelled out.
All the imaginary ambiguities are cancelled as we incorporate all the multi-bion contribu-
tions, then we end up with the real physical quantities without ambiguities.
We speculate a similar structure in the SU(3)/U(1)2 flag sigma models with Z3-twisted
boundary condition too. In the following, toward future intensive investigation on the
resurgent structure of the theory, we show existence of the imaginary ambiguity in the
contributions from the bion.
The bion amplitude in the SU(N)/U(1)N−1 flag sigma models on R × S1 with the
ZN -twisted boundary condition is calculated via quasi-moduli integral of the interaction
potential between fractional instanton and fractional anti-instanton. One of the bion con-
figuration is given by
φII¯1 =
e(z−z)/2√
1 + |ez−z1 + e−z+z2 |2
ez−z1 + e−z+z2−1
0
 ,
φII¯2 =
1√
1 + |ez−z1 + e−z+z2 |2
 1ez−z1 + e−z+z2
0
 ,
φII¯3 =
 00
e−
2pii
3L
t
 ,
(4.1)
where the parameters
z1 ≡ 2pi
3L
x1 + iφ1, z2 ≡ 2pi
3L
x2 + iφ2, (4.2)
include two moduli composed of a center position and an overall phase and two quasi-
moduli composed of a relative distance and a relative phase. Among them we here focus on
the quasi-moduli parameters, which are not genuine moduli but come to be moduli in the
well-separated limit (or in the weak-coupling limit in the complexified theory [47]). They
are given by
χ ≡ x1 − x2
L
, φ ≡ φ1 − φ2 , (4.3)
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Figure 7. Bion configuration in SU(3)/U(1)2 flag sigma models with Z3-twisted boundary
condition.
with −∞ < χ < ∞ and −pi ≤ φ < pi. Here we define both quasi-moduli χ, φ as dimen-
sionless parameters. Eq. (4.1) is regarded as an approximate configuration of the complex
bion solutions in the complexified theory [47–49, 52, 61]. We schematically depict the bion
configuration in SU(3)/U(1)2 flag sigma models with the Z3-twisted boundary condition
in Fig. 7.
Let us perform the quasi-moduli integral although we need the one-loop determinant
around the bion background to obtain the whole single-bion contribution to the partition
function ZII¯Z0 . The (bare) bion effective potential in the SU(3)/U(1)
2 flag sigma model
on R × S1 with the Z3-twisted boundary condition is derived by substituting the bion
configuration (4.1) into the action. It is notable that, as a result of the constraints on
the field variable in the flag sigma model, the number of quasi-moduli parameters in the
bion configuration of the SU(3)/U(1)2 flag sigma model becomes two as shown in eq. (4.3),
which coincides with that of the CP 2 sigma model. Eventually, the bion contribution to the
partition function in the present model is obtained from the bion effective action equivalent
to twice of that in the CP 2 sigma model [47] as
ZII¯
Z0
= KL
∫ pi
−pi
dφ
∫ ∞
−∞
dχ e−V (χ,φ), (4.4)
V (χ, φ) = 2VCP 2(χ, φ) =
2m
g
− 4m
g
cosφ e−mχ + 4mχ, (4.5)
with m ≡ 2pi/3. Here all the parameters and coordinates are made dimensionless as m ≡
2pi
3LL and χ = (x1 − x2)/L by the use of the compactification circumference L, and this
is why the L appears as an overall factor in ZII¯Z0 . The factor K includes contributions
from one-loop determinant and the genuine moduli integral over a center position and an
overall phase. We note that the definition of coupling here is obtained by replacing as
2/g2 → 1/g in the definition of the references [47, 52]. The last term 4mχ corresponds
to the deformation term originating in quantum-mechanical fermionic degrees of freedom.
We are here interested only in the bosonic flag sigma model, thus we take a → 0 limit in
the end of calculation. Precisely speaking, this bion effective action will be renormalized
by taking account of the Kaluza-Klein modes of quantum fluctuations around the bion
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configuration, where the coupling will be renormalized [52]. However, we here concentrate
on this bare bion effective action to show the existence of the imaginary ambiguity.
It is shown in Ref. [47] that this integral is performed by complexifying χ, φ and applying
the Lefschetz thimble decomposition of the integration contour [100–118], which corresponds
to the thimble decomposition of the complexified path integral associated with complex and
real bion saddle points. We here calculate it in a distinct but equivalent manner following
Ref. [60]. We first consider the integrals
I
(
1
g
)
≡
∫ ∞
−∞
dχ exp
(
4m
g
e−mχ − 4mχ
)
=
1
m
Γ(4)
(−g
4m
)4
= − 1
m
(
γ + log
4m
g
∓ ipi
)
+O() +O
(
1

)
,
(−g = e±ipig)
(4.6)
and
I
(
−1
g
)
≡
∫ ∞
−∞
dχ exp
(
−4m
g
e−mχ − 4mχ
)
=
1
m
Γ(4)
( g
4m
)4
= − 1
m
(
γ + log
4m
g
)
+O() +O
(
1

)
. (4.7)
In the former integral we come across the imaginary ambiguity since we first need to regard
−g as positive-valued and take analytic continuation as −g = e±ipig in the end. This
procedure of the integral is called the Bogomol’nyi–Zinn-Justin prescription [54]. On the
other hand, the imaginary ambiguity is absent when the argument of I(X) is negative as
in the latter integral since we need no analytic continuation. With taking account of the
relative phase moduli φ, the bion contribution to the partition function is expressed as
ZII¯
Z0
= KL e− 4pi3g
∫ pi
−pi
dφ I
(
cosφ
g
)
, (4.8)
where 4pi/(3g) = 2SI is twice of the fractional instanton action of the present theory.
Since we apply the above Bogomol’nyi–Zinn-Justin prescription to the integral, we need to
decompose the integration region into two, where the arguments of I(X) are positive and
negative respectively. The main part of the integral is then performed as
m
∫ pi
−pi
dφ I
(
cosφ
g
)
= 2m
∫ pi/2
0
dφ I
(
cosφ
g
)
+ 2m
∫ pi
pi/2
dφ I
(
cosφ
g
)
= −2pi
(
γ + log
2m
g
)
∓ ipi2 +O() +O
(
1

)
, (4.9)
where we used
∫ pi/2
0 dφ log(cosφ) = −pi2 log 2. In the whole partition function, the O(1/)
term is expected to be cancelled by that in the other quasi-moduli integral, thus we drop
this here. We thus obtain the bion contribution from eq. (4.1) in the → 0 limit as
ZII¯
Z0
= e
− 4pi
3gK L
m
[
−2pi
(
γ + log
2m
g
)
∓ ipi2
]
, (4.10)
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with m = 2pi/3. The bion contribution to ground-state energy from (4.1) is obtained as
EII¯ = − limβ→∞ 1β ZII¯Z0 , where β is the size of the x-direction introduced to regularize the
partition function. Although the factor K is not calculated here, we can speculate the be-
havior of the perturbation series by assuming the resurgent structure, where the imaginary
ambiguities arising from the perturbative Borel resummation and the bion contribution are
cancelled out. From eq. (4.10), the Borel transform of perturbative series of the ground-
state energy is expected to have a Borel singularity at t = 4pi/3 when the perturbative
parameter is g.
We note that the Borel singularity position does not coincide with that of the infrared-
renormalon singularity expected from the coefficient of the beta function in eqs. (2.18)-
(2.19). As we have mentioned, however, the bion effective action for the finite compactifi-
cation circumference is renormalized by summing over the Kaluza-Klein modes of quantum
fluctuations around bion configurations as shown in [52]. It is an interesting question
whether or not we can show that the bion contribution includes the imaginary ambiguity
corresponding to the infrared-renormalon as with the case in the CPN−1 model [52] by
taking account of the quantum fluctuations. These topics are left for future works.
5 Summary and Discussion
In this work, we studied the vacuum structure and the phase diagram of the SU(3)/U(1)2
flag sigma model on R×S1 with the Z3-twisted boundary condition. The phase diagram in
the (θ1, θ2)-plane is obtained from the dilute instanton gas approximation (DIGA) at small
compactification radius, and it is consistent with the one conjectured for the uncompactified
theory. This indicates the adiabatic continuity of this 2-dimensional asymptotically-free
theory.
What we have done in the present work is summarized as follows:
• We classified the classical vacua and derived the fractional instanton solutions con-
necting those vacua.
• We obtained the eigenenergies within the dilute instanton gas approximation. The
phase diagram with respect to the two theta angles (θ1, θ2) shows good agreement
with the conjectured one for the uncompactified theory.
• We computed contributions from the instanton–anti-instanton configuration, called
a bion, and showed the existence of the imaginary ambiguity. This ambiguity is
expected to be cancelled by that from the perturbative Borel resummation.
Although our study on the phase diagram by the use of the DIGA is restricted to the
SU(3)/U(1)2 flag sigma model in this work, it can be extended to general SU(N)/U(1)N−1
flag sigma models as long as one can find fractional instanton solutions for ZN -twisted
boundary conditions. We speculate that we will find a similar sign of the adiabatic conti-
nuity in these general flag sigma models too.
One important physics that could not be differentiated within the DIGA is whether the
triple degeneracy at (θ1, θ2) = (2pi/3,−2pi/3) of our model comes out of the two-dimensional
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conformal behavior or not. Since the compactification sets the energy scale L−1, both the
two-dimensional conformal behavior and spontaneous Z3 breaking can explain the triple
degeneracy in the ground states of SU(3)/U(1)2 sigma model on R × S1. So far, this
problem was investigated in two-dimensions using the numerical analytic continuation of
the Monte Carlo results with the imaginary theta angles [2]. It is very desirable to get the
reliable result from numerical simulations with real theta angles, and we here point out that
this recently becomes possible by lattice dual formulation [119]. We also have a chance to
get new insight by considering the supersymmetric version of the flag sigma model, which
was introduced as marginal deformation of supersymmetric WZW model [120, 121].
Investigation on the resurgent structure of the flag sigma model is also a theme to be
studied in details. The quantum fluctuations around the bion configurations (or complex
bion solutions) for the 2-dimensional CPN−1 sigma model on R × S1 with the Z3-twisted
boundary condition has been recently calculated in [52] by summing over the Kaluza-Klein
modes. It was there shown that the bion effective action is renormalized and the renormal-
ized coupling (or the dynamical scale) emerges correctly. The bion contribution obtained
from this renormalized effective bion action yields the imaginary ambiguity consistent with
the infrared renormalon ambiguity arising from the perturbative Borel resummation. This
procedure for verifying the resurgent structure can be extended to the flag sigma models.
Let us also propose a possible interesting connection between the fractional instantons
of the SU(N)/U(1)N−1 flag sigma models and the nontrivial saddles of the SU(N) principle
chiral model (PCM). In Ref. [3], level-p SU(N) Wess-Zumino-Witten (WZW) model is con-
tinuously deformed to SU(N)/U(1)N−1 flag sigma model with θ` = 2pip`/N by adding the
double-trace term. Since the classical action of the level-0 WZW model coincides with that
of the SU(N) PCM, this suggests possible connection between SU(N)/U(1)N−1 flag sigma
models and SU(N) PCM. What is specific to PCM is that we cannot define topological
charge since pi2[SU(N)] = 0. Nevertheless, it has been shown that there are solutions simi-
lar to fractional instantons called Uhlenbeck’s “fractons” and “unitons” in PCM on R× S1,
which of course has no topological charge [39, 122, 123]. We speculate that the fractional
instantons for the flag sigma model correspond to these nonperturbative configurations in
PCM. If this observation is correct, the DIGA we have done in this work may be interpreted
as “dilute fracton (uniton) gas approximation” in PCM. Further investigation is required
for revealing this possible correspondence.
In the end of this paper, we comment on the extension of the study to a broad range
of sigma models. The flag sigma models in a broad sense includes CPN−1, Grassmannian,
flag sigma models in a narrow sense and more. The study based on combination of ’t Hooft
anomaly matching and semiclassical analyses including the investigation on the resurgent
structure can be extended to such sigma models, where we expect to gain fruitful outcomes.
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A Fractional instantons of CPN−1 sigma model
The CPN−1 model is defined by
S =
1
2g
∫
|Dφ|2 + iθ
2pi
∫
da. (A.1)
Here, φ is N -component complex fields with |φ|2 = 1, Dφ = (d + ia)φ is the covariant
derivative, and a is U(1) gauge field. By solving the equation of motion, we get
a = iφ · dφ. (A.2)
To obtain the (anti-)self-dual equation, let us rewrite the kinetic term as∫
Dφ ∧ ?Dφ = 1
2
∫
(Dφ± i ? Dφ) ∧ ?(Dφ± i ? Dφ)± i
∫
Dφ ∧Dφ
=
1
2
∫
|Dφ± i ? Dφ|2 ±
∫
da. (A.3)
Therefore, for a fixed topological charge, the minimal action is given by the (anti-)BPS
solution [124, 125],
Dφ± i ? Dφ = 0. (A.4)
Introducing the stereographic coordinate, φ is represented by the (N − 1)-component com-
plex field n as
φ =
1√
1 + n†n
(
1
n
)
. (A.5)
Then, the (anti-)BPS equation becomes the (anti-)holomorphic condition,
(∂x ± i∂t)n = 0. (A.6)
The fractional instanton appears by introducing the twisted boundary condition on
R× S1,
φ(x, t+ L) = Cφ(x, t), (A.7)
where C is the clock matrix, diag(1, ω, . . . , ωN−1), with ω = e2pii/N . Using the dimensionless
complex coordinate z = 2piNL(x+ it), the fractional instanton is given by
φ =
1√
1 + |ez−z0 |2

1
ez−z0
0
...
0
 , (A.8)
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where z0 is the moduli parameter. The x-dependence of the Polyakov-loop phase is∫
S1
a =
∫ L
0
dt
i
(1 + n†n)
n†∂tn = −2pi
N
1
1 + e−
4pi
NL
(x−x0)
. (A.9)
Therefore, the topological charge is given by −2pi/N , which is why the configuration is
called fractional instanton.
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