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Abstract 
Prior research has argued that use of optional properties in conceptual models results in 
loss of information about the semantics of the domains represented by the models. 
Empirical research undertaken to date supports this argument. Nevertheless, no 
systematic analysis has been done of whether use of optional properties is always 
problematic. Furthermore, prior empirical research might have deliberately or 
unwittingly employed models where use of optionality always causes   problems. 
Accordingly, we examine analytically whether use of optional properties is always 
problematic. We employ our analytical results to inform the design of an experiment 
where we systematically examined the impact of optionality on users’ ability to 
understand domains represented by different types of conceptual models. We found 
evidence that use of optionality undermines users’ ability to understand the domain 
represented by a model but that this effect weakens when use of mandatory properties 
to replace optional properties leads to more-complex models. 
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Introduction 
For many years, use of optional attributes and optional associations (relationships) has been a widely 
accepted practice when information systems professionals develop conceptual models to provide a 
representation of the important semantics of some real-world domain (e.g., Batini et al. 1992, pp. 21, 32, 
34).  They are employed to show that some instances of object classes in the domain may or may not have 
a particular attribute or association with another object.  For instance, in Figure 1, only some instances of 
the object class “Faculty Member” have the attribute “possesses National Research Grant” and the 
association “supervises a Research Assistant.” 
 
 
Figure 1.  Conceptual Model with Optional Attribute and Optional Association 
 
Several researchers have cautioned against using optional attributes and associations in conceptual 
models.  Weber and Zhang (1996, p. 158) and Wand et al. (1999, p. 512) were perhaps the first to suggest 
that optional attributes and associations obfuscate domain semantics.  Subsequent empirical work has 
provided support for this proposition.  Much of this work has been undertaken from an ontological 
perspective.  Indeed, the case against optional properties has perhaps been the most intently studied topic 
in ontologically informed conceptual modeling research.  For instance, Bodart et al. (2001) and Gemino 
and Wand (2005) found that use of optional attributes or associations in conceptual models undermined 
the recall, comprehension, and problem-solving performance of individuals who used the models.  Bowen 
et al. (2006) found that users who constructed SQL queries on a database where optionality was absent in 
the conceptual models they used made fewer semantic errors than users who constructed SQL queries on 
a database where optionality was present in the conceptual models they used.  In the context of system 
evaluation tasks, Dunn et al. (2005) found that the evaluators who participated in an experiment they 
conducted were less able to identify errors in cardinalities shown as optional that should have been 
mandatory compared with cardinalities shown as mandatory that should have been optional.     
In spite of this prior empirical work, support for proscription of optional attributes and associations from 
conceptual models remains equivocal.  Some researchers (e.g., Allen and March 2006) continue to argue 
these constructs still have a place in conceptual modeling.  Moreover, in some situations, it is not clear 
why use of optional attributes and associations will be problematic in terms of accurately and completely 
representing domain semantics.  For instance, in Figure 2(a), “holds National Research Grant” is an 
optional attribute of the class of things “Faculty Member.”  In Figure 2(b), optionality has been avoided by 
creating a subclass of “Faculty Member” to show those faculty members who possess a national research 
grant.  At least prima facie, it appears the same semantics can be inferred from both scripts–namely, all 
faculty members receive a salary, but only some hold a national research grant.  When only a single 
optional attribute or association is used, perhaps problems with conceptual models do not arise.  Past 
proscriptions against optionality (e.g., Bodart et al. 2001; Gemino and Wand 2005; Wand et al. 1999) 
have been universal in nature—suggesting that optional attributes and associations should always be 
avoided.  Such universal proscriptions may be unwarranted. 
In this light, prior empirical research that has shown that problems arise when optional attributes and 
associations are used in conceptual models might simply reflect the fact that particular types of 
conceptual models have been chosen in the experiment–specifically, instances of conceptual models from 
the subset where semantics about the real-world domain are clearly lost when optionality is used.  In 
other words, this research might have been biased, either deliberately or unwittingly, to examine 
situations where use of optional attributes and associations led to loss of information about the semantics 
of the real-world domain being represented. 
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(a)  Class with Optional Attribute (b)  Subclass with Mandatory Attribute 
Figure 2.  Conceptual Model with Subtyping and Mandatory Attributes 
 
In this paper, therefore, we address two questions.  First, does use of optional attributes or associations in 
conceptual models always reduce the clarity of the real-world semantics the models are intended to 
represent?  Second, if optional attributes and associations are proscribed from conceptual models and 
only mandatory attributes and associations used instead, do any negative consequences arise for users of 
conceptual models?  Answering these questions will offer practical benefits by helping to inform 
practitioners of the likely effects of using or avoiding optionality in conceptual models.  Answering these 
questions will also advance research by providing a clearer understanding of the effects of optionality and 
providing a more detailed methodology than past research for testing its effects. 
Theoretical Foundations 
In this section, we first discuss the theories that have motivated concerns about use of optional attributes 
and associations in conceptual models.  We then use one of these theories as a “lens” to examine the first 
question that underpins our research–namely, whether use of optionality in a conceptual model will 
always obscure the semantics of the domain the model is intended to represent.  Next, we employ another 
theoretical lens to examine the second question that underpins our research–namely, whether use of 
conceptual models that have mandatory attributes and associations only has any negative consequences 
for the users of conceptual models. 
Ontological Analysis of Optionality 
Two theories underpin prior concerns that have been raised about use of optional attributes and 
associations in conceptual modeling.  The first is Wand and Weber’s (1993) theory of ontological 
expressiveness (TOE).  TOE involves mapping the constructs in a conceptual modeling grammar to the 
constructs in an ontological theory.  Several outcomes can arise from the mapping.  One, called “construct 
excess,” occurs when a grammatical construct exists that does not map to an ontological construct (Wand 
and Weber 1993, pp. 232-233). In such situations, Wand and Weber argue that use of a conceptual 
modeling grammar or models generated via the grammar may cause confusion among users because the 
real-world meaning of a grammatical construct (and an instance of the construct) is unclear. 
The second theory is Bunge’s (1977) ontological theory (a theory about the nature of and major types of 
phenomena that exist in the real world).  In work on optional attributes and associations, his theory has 
been used as the target ontology in TOE (the ontology against which conceptual modeling constructs are 
mapped).  The resulting mapping has led to the conclusion that optional attributes and associations are 
instances of construct excess (Bodart et al. 2001).  Specifically, in relation to properties of things (the real-
world but ultimately unknowable phenomena that attributes and associations are meant to represent), 
Bunge (1977, p. 60) states:  “We certainly need negation to understand reality and argue about it or 
anything else, but external reality wears only positive traits” (our emphasis).  Prior researchers have 
concluded that in effect use of optional attributes and associations means some things in a class may not 
possess a particular property.  In other words, these things possess a “negative” property–a construct not 
included in Bunge’s ontology and specifically proscribed in his ontology.  Thus, instances of optional 
attributes and associations represent construct excess under TOE–grammatical constructs for which no 
corresponding ontological construct exists.  Based on TOE, the implication is that they will cause 
confusion among users of conceptual models where they are employed to represent a domain. 
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Unfortunately, Bunge (1977) does not articulate the problems he predicts will arise if an ontology includes 
negative properties as one of its constructs.  Therefore, the reason why construct excess may lead to 
confusion, as predicted by TOE, is not clear.  In the context of conceptual modeling, however, Wand et al. 
(1999, p. 518) suggest that difficulties might arise because information about the “laws” that cover the 
properties of things is lost when optional attributes and associations are used.  For instance, in the 
conceptual model shown in Figure 1, it is unclear whether research assistants can work for all kinds of 
faculty members or only for faculty members who hold a national research grant.  In essence, Figure 1 
represents insufficient semantics to educe the nature of any law that relates the attribute of “possesses a 
national research grant” to the association that indicates the faculty member also has a research assistant.  
The argument from the perspective of TOE, therefore, is that construct excess may be problematic not just 
because a foreign construct per se has been used, but also because use of such a construct can result in a 
loss of semantics.  A more-faithful representation of the real-world semantics can be obtained, therefore, 
if the excess construct is not used. 
A number of other studies have implicitly supported Wand et al.’s (1999) contention that optionality 
might lead to a loss of semantics about laws.  For instance:  Gemino and Wand (2005, p. 306) state it may 
be “unclear which optional properties would appear or disappear together”; Bowen et al. (2006, p. 518) 
indicate it may be difficult to convey business rules such as “only those inventory items that have 
experienced sales can participate in the relationship with sales order items”; Dunn et al. (2005, p. 98) 
point out that “a sales return must correspond to an existing sale.”  Nonetheless, although the idea that 
optionality leads to a loss of semantics about laws has been mentioned in several prior studies, an in-
depth analysis of laws from an ontological perspective has not been conducted, nor has the effect of 
optionality on the semantics of laws been examined carefully.  The aim of this paper is to address these 
matters and thereby to provide a clearer theoretical basis for TOE’s predictions. 
Consequences for the Loss of Semantics about Laws 
Bunge defines a “law” in terms of the scopes of properties.  The scope of a property is the set of real-world 
things that possess the property (Bunge 1977, pp. 75-76).  Specifically, one property is related lawfully to 
another property if the former’s scope is a subset of the latter’s scope (or vice versa) (Bunge 1977, p. 78).  
If a property is not related lawfully to another property, Bunge (1977, p. 77) calls the property “stray” or 
“lawless.”  He argues, however, that “[e]very substantial property is lawfully related to some other 
substantial property” (Bunge 1977, p. 78).  In short, no substantial property exists in the real world that is 
not related to at least one other substantial property. 
In light of Bunge’s definition, consider Figure 3, which shows how two properties’ scopes can be related.  
Figure 3(a) displays a situation where the scopes of two properties, P and Q, are disjoint.  In other words, 
no real-world thing exists that possesses both properties.  Bunge (1977, p. 73) defines such properties as 
incompatible properties.  P and Q are not lawfully related because the scope of P is not included in the 
scope of Q (or vice versa).  Moreover, for Bunge a law is a substantial property, and some phenomenon in 
the world is a property only if it is possessed by at least one thing in the world (Bunge 1977, p. 79).  Thus, 
there cannot be a law that covers P and Q because no thing in the world possesses them both. 
If conceptual models show incompatible properties as optional, information about incompatibility and 
not laws is lost.  For instance, Figure 3(e) shows how two properties (“possesses national research grant” 
and “possesses national research fellowship”) are incompatible; a faculty member cannot possess both.  If 
instead Figure 3e were shown with these two properties as optional attributes of the class “Faculty 
Member,” the fact that a person cannot possess both is lost.  Although the loss of semantics is a result of 
using optionality, the loss of semantics is not about laws per se. 
Although a loss of information about incompatability does not equate to a loss of information about laws, 
it can result in a loss of information about laws if the incompatible properties are themselves subject to 
different laws.  For instance, assume once again that the attributes in Figure 3(e) “possesses national 
research grant” and “possesses national research fellowship” are shown as optional attributes of the class 
“Faculty Member.”  Assume, also, that only faculty members who possess a national research fellowship 
may be given teaching relief.  The fact that faculty members who possess a national research grant can 
never get teaching relief would be lost when optional attributes are used.  
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(a)  Disjoint Property Scopes (e)  Disjoint Subclasses with Mandatory Properties 
  
(b)  Overlapping Property Scopes (f)  Overlapping Subclasses with Mandatory Properties 
 
 
(c)  One Property Scope a Proper Subset (g)  Subclass of a Subclass, Each with Mandatory Attributes 
  
(d)  Equal Property Scopes (h)  Subclass with Mandatory Attributes 
Figure 3.  Conceptual Model with Subclassing and Mandatory Attributes 
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Figure 3(b) displays a situation where the scope of two properties P and Q overlap.  In other words, some 
real-world things exist that possess P and Q, some real-world things exist that possess P only, and some 
real-world things exist that possess Q only.  The conjunction of properties P and Q forms a new property, 
which Bunge (1977, p. 82) calls a “complex” property.  Because all properties must be lawfully related to 
some other property, the complex property (P and Q) must be lawfully related to some other property R.  
Individually, however, neither property P nor property Q may be lawfully related to property R. 
For instance, consider Figure 3(f).  Again, assume that the attributes “possesses national research grant” 
and “possesses national research fellowship” are shown as optional attributes of the class “Faculty 
Member.”  In this case, the fact that a faculty member may have a grant, a fellowship, or both, would no 
longer be clear.  Other laws could also be lost if the two properties were lawfully related to other 
properties.  For instance, assume that only faculty members who possess both a national research grant 
and a national research fellowship are eligible for a special travel grant.  The fact that special travel grants 
may be obtained only by faculty members who possess the complex attribute “possesses national research 
grant and possesses national research fellowship” would be lost when optional attributes are used. 
Figure 3(c) displays a situation where the scope of property P is a proper subset of the scope of property 
Q.  In other words, the existence of property P is sufficient for the existence of property Q, and the 
existence of property Q is necessary for the existence of property P.  If a thing possesses property P, it 
must possess property Q, but the possession of property Q does not mean the thing also must possess 
property P.  Things that possess property P also possess the complex property (P and Q). 
For instance, consider Figure 3(g).  Once again, assume that the attributes “possesses national research 
grant” and “possesses national research fellowship” are shown as optional attributes of the class “Faculty 
Member.”  When such a representation is used, the fact that faculty members who possess a national 
research fellowship must also possess a national research grant is lost. 
Figure 3(d) displays a situation where the scopes of properties P and Q are the same.  Thus, the existence 
of property P is sufficient for the existence of property Q, and the existence of property Q is sufficient for 
the existence of property P.  In short, any thing in the real world that possesses property P will possess Q 
(and vice versa).  Because P and Q are possessed by exactly the same set of things, any additional 
properties possessed by things that possess P must also be possessed by things that possess Q (and vice 
versa).  Bunge (1977, p. 81) defines properties that have the same scope to be “concomitant” properties.” 
When the scopes of properties P and Q are equal, whatever laws we implement in the information system 
for things possessing property P will also be implemented for things possessing property Q (and vice 
versa).  Even if we are not aware that the scopes of P and Q are the same, the results in practice will mean 
that the real-world semantics associated with the laws over P and the laws over Q will be preserved.  In 
short, by default, the semantics of the real world will be implemented correctly when we implement the 
semantics associated with properties P and Q in an information system.  Nonetheless, consider Figure 
3(h).  Yet again, assume the attributes “possesses national research grant” and “possesses national 
research fellowship” are shown as optional attributes of the class “Faculty Member.”  When such a 
representation is used, the fact that faculty members who possess a national research fellowship must also 
possess a national research grant (and vice versa) is lost. 
In summary, because Bunge defines laws in terms of property scopes, we assessed the claim in past 
research that use of optional attributes and associations can result in a loss of information about laws by 
examining the four ways in which property scopes can be related.  Our analysis shows that optionality can 
indeed result in a loss of information about laws in all four cases, but it occurs in the first case (disjoint) 
only if the incompatible properties are themselves subject to different laws.  Thus, our analytical results 
confirm the predictions of prior researchers who expressed concerns about use of optional attributes and 
associations and the claims made about loss of information pertaining to laws.  In each of the four cases, 
the domain could be modeled using subclasses and mandatory properties to clearly reflect the laws 
involved.  Nonetheless, although our analysis supports prior researchers’ claims about the problematic 
effects of using optionality in conceptual models, it goes further by showing how a loss of semantics can 
occur.  The range of possible loss is extensive, because not only can property scopes be related in four 
different ways but also our examples above illustrate just the simplest type of law (involving two 
properties).  Laws can involve any number of properties (two, three, or more).  Laws can also involve 
combinations of the four types shown in Figure 3–for instance, the scopes of two properties could overlap 
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partially but may both reside within the scope of another property.  Moreover, as we showed earlier in 
Figure 2, in some cases optionality may not result in a loss of information about laws.  The important 
implication is that the range of ways in which use of optionality can lead to a loss of semantics about a 
real-world domain has never been articulated.  Thus, we cannot conclude from past studies that 
optionality will always result in a loss of information about laws, let alone that optionality will always be 
problematic.  To support such claims, one would have to proceed systematically through each of the 
general types of law discussed above, examine how optionality can lead to a loss of semantics in each case, 
and confirm empirically that the loss is, in fact, problematic. 
Consequences of Proscribing Optional Attributes or Associations 
Optional attributes and associations can be avoided through using subclasses that have mandatory 
attributes and associations only (e.g., compare Figure 2(b) to Figure 2(a)).  When this approach is 
adopted, however, a concern may arise that conceptual models are more complex because they contain 
more model elements (Batra 2007)–specifically, more subclasses and “is-a” relationships (relationships 
that manifest a subclass-class association).  Gemino and Wand (2005) argued that the increase in model 
complexity that occurs is beneficial because each part of the resulting model will be clearer.  Other than 
their study, however, no research has formally examined this issue.    
In the context of object-oriented software design, Briand et al. (2001, p. 15) propose a model in which the 
structural properties of a class (e.g., the extent to which it is coupled to other classes) affects its cognitive 
complexity (the “mental effort” required to understand the class), which in turn affects the “external 
qualities” of the class (e.g., its tendency to cause errors) (Figure 4).  Genero et al. (2008, p. 538) suggest 
that this model is also applicable to conceptual modeling.  The structural properties of a conceptual model 
(e.g., the number of entity types and relationships in an entity-relationship conceptual model) affect the 
ease with which it can be understood (cognitive complexity), which in turn affects the extent to which it is 
easy to validate (external qualities).  Similarly, Moody (1998, pp. 220-221) argues that the number of 
entities, relationships, and attributes in an entity-relationship model is a measure of its complexity. 
 
 
Figure 4.  Relationship between Structural Characteristics of Conceptual Model, Cognitive 
Complexity, and Ease of Understanding (based on Briand et al. (2001) and Genero et al. (2008) 
 
To date, empirical work on the impact of complexity in conceptual models has not yielded clear-cut 
outcomes.  On the one hand, Teo et al. (2006) found that more-complex models were understood less 
effectively by their users.  On the other hand, Genero et al. (2008) found different effects for different 
measures of complexity (e.g., users’ level of understanding was affected by the number of attributes and 
relationship in a model but not by the number of entity types in the model nor the number of IS-A 
relationships).  Shanks (1997) also found that more-complex conceptual models were more complete in 
their representation of domain semantics and did not show any significant decrease in understandability.  
In light of these mixed results, we investigate whether any increase in complexity that arises when 
conceptual models use mandatory attributes and relationships in place of optional attributes and 
relationships has a detrimental impact on users’ ability to understand the semantics of the domain that 
the model represents.  Specifically, we wish to discern whether the benefits of additional semantics 
offered by models with mandatory properties are offset by the costs of having a more-complex model. 
Summing up our theory section, the effect of optionality in conceptual models has arguably been the most 
extensively studied topic in ontologically informed conceptual modeling research.  Surprisingly, however, 
clear-cut conclusions cannot yet be drawn from the prior work that has been done.  A more-systematic 
analysis is needed of the reasons why optionality causes problems (such as by obfuscating semantics 
regarding laws) and whether using mandatory properties may itself be a problematic solution.  
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Research Method 
Given the exploratory nature of our research, we chose an experimental approach to analyze the effect of 
optionality.  In particular, we presented conceptual models to participants in our experiments and asked 
them to respond to questions about the models to test their level of understanding of the semantics they 
represented.  In light of our analysis in the proceeding sections, we sought to examine two questions: 
1. Does use of optionality in conceptual models undermine users’ understanding of the semantics of 
a domain?  While this question has been examined in prior research, our research differs in that 
we chose to systematically vary the ways in which optional attributes and associations were used 
in the models we employed in our experiments.  We wished to investigate whether any effects on 
users’ understanding that occurred when optional attributes and associations were employed 
were sustained across all the different types of conceptual models we examined. 
2. Are there situations where enforcing a regime of using only mandatory attributes and 
associations in conceptual models undermines users’ understanding of the domain represented by 
the models because the models are more complex relative to their counterparts where optional 
attributes and associations are used?  Again, we examined this question systematically through 
the controlled way we varied how mandatory attributes and associations were used. 
Design 
Our experimental design had two between-subjects factors and one within-subject factor.  The first 
between-subjects factor was “optionality,” which had two levels.  The first level was “mandatory,” which 
meant the diagrams received by a participant had only mandatory attributes and associations.  The 
second was “optional,” which meant the diagrams received by a participant had some optional attributes 
and associations.  The purpose of using the “optionality” factor was to evaluate the extent to which use of 
optional attributes and associations in conceptual models led to loss of information about the semantics of 
domain represented by the model.  The second between-subjects factor was “semantics,” which also had 
two levels.  The first was “meaningful,” which meant that the constructs in the diagrams that a participant 
received reflected a meaningful real-world domain.  We chose the health domain for these diagrams given 
the importance of conceptual modeling in health informatics and the common use of optionality in health 
information models (see, e.g., Centers for Disease Control and Prevention 2000).  The second level was 
“void,” which meant that the constructs in the diagram that a participant received did not reflect any 
meaningful real-world domain.  Our purpose in using the semantically void level was to reduce the 
likelihood of experimental confoundings arising as a result of participants responding to questions we 
asked about the conceptual models based on background knowledge they possessed rather than only the 
semantics represented in the model (Parsons and Cole 2005).  In short, we included the “semantics” 
factor to improve our ability to draw reliable and generalizable conclusions from our results. 
The within-subjects factor was “complexity.”  The levels of this factor were determined by calculating 
complexity metrics for each diagram in the study.  Because these calculations relate to our materials, we 
provide more detail in our Materials section.  In short, however, the levels of this factor corresponded to 
increases in the relative difference in complexity between each pair of diagrams (one diagram in each pair 
having optional properties and the other reflecting the same domain using mandatory properties only). 
The dependent variable in our experiment was “level of understanding.”  To measure a participant’s level 
of understanding of a diagram they received, we used the following question:  “It is important to be able 
to understand a conceptual model fully.  In this text box, please write as clearly and completely as 
possible everything that you can gather from the diagram above.”  We scored responses to this question 
in two ways.  First, we assessed the extent to which participants described all the domain semantics 
represented by the conceptual model (exhaustive understanding).  Second, we assessed the extent to 
which participants described a law in the conceptual model that was represented differently in the 
diagram with mandatory properties from the diagram with optional properties (selective understanding). 
Participants 
Participants in the experiment were 68 undergraduate students in the business school of a major North-
American university.  Participation was voluntary, and $15 was provided as compensation.  Participants 
were assigned randomly to the four cells of our design, yielding just over 15 participants per cell.  While 
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our cell size is relatively small, it was sufficient for the statistical tests we conducted.  Our participants 
were novices in both conceptual modeling and the health domain.  For instance, based on responses to 
self-report measures in our study, 59 participants indicated they had not learned conceptual modeling.  
Moreover, participants, on average, rated their familiarity with conceptual modeling as 1.8 out of 5.0, and 
their familiarity with the health domain as 2.1 out of 5.0 (where 1 is “not at all” and 5 is “a great extent”).  
Following Gemino and Wand (2004, p. 258) and Parsons and Cole (2005, p. 331), we used novices 
because internal validity was more critical to us than external validity at this stage of our research.  Also, 
our aim was to test the effects of the factors mentioned previously rather than the effects of expertise. 
Materials 
We developed four sets of materials for our experiment.  The first set comprised a background 
questionnaire that asked participants to record their prior training and knowledge of conceptual modeling 
and their knowledge of the health domain (as mentioned above). 
The second set comprised training materials that provided explanations and examples of the following 
constructs in the Unified Modeling Language (UML) (Rumbaugh et al. 1999):  (a) class diagrams and 
attributes; (b) associations and multiplicities; (c) optional attributes; (d) subclasses; (e) overlapping 
subclasses and multiple inheritance; and (f) recursive relationships and association classes.  The different 
constructs were explained in different sections of the training materials.  The materials also were designed 
so that participants received equal exposure to optional properties vis-à-vis subclassing with mandatory 
properties.  Comprehension questions were asked at the end of each section to gauge participants’ 
understanding of the constructs they had covered prior to moving on to the next section of the training 
materials.  In addition to serving as a warm-up task prior to the main task, the comprehension questions 
allowed us to use participants’ performance on them as a covariate in our statistical tests and thereby to 
control for participants’ knowledge, motivation, and other similar confounds that may affect performance. 
The third set comprised eight conceptual models for the primary task.  We selected eight models rather 
than a smaller or higher number of models in an effort to balance our intent to provide a thorough 
analysis with our need to maintain validity by not exhausting participants in our study.  Each model had 
four different manifestations:  (a) optional-meaningful; (b) mandatory-meaningful; (c) optional-void; and 
(d) mandatory-void.  Table 1 shows the models with our results.  The models used a simplified form of 
class diagrams that showed only the phenomena of interest in our study:  classes, attributes, optionality, 
and subclasses.  Other conceptual modeling constructs (such as multiplicity, operations, and composition) 
were not shown to avoid potential confounds.  The eight models used in the study were selected because 
of the different ways in which they express laws and complexity.  Specifically:  
• Laws:   
Because Bunge defines a law in terms of property scopes, and because his ontology contains two 
types of property (intrinsic and mutual), a law may relate intrinsic properties with intrinsic 
properties, intrinsic properties with mutual properties, or mutual properties with mutual 
properties.  As foreshadowed earlier, it turns out these combinations can occur in a large 
number of ways.  To provide a starting point, we focused on just one of the four cases shown 
earlier in Figure 3–namely, the case in which one property scope is a proper subset of another 
property scope (Figure 3(c)).  In addition, we chose to examine laws involving two properties 
only (rather than three or more).  We made these choices because they seemed to mirror 
Bunge’s own choices in his discussion of laws (see Bunge 1977, p. 80).  We also followed Bunge 
in representing properties in a unary dichotomic form (with yes/no values).  Thus, all laws in 
our models were of the form:  property A is necessary for property B. 
 
Through a process of enumeration, we identified 32 ways in which this type of law can be 
manifested in conceptual models:  2 for laws between intrinsic properties, 22 for laws between 
mutual properties, and 8 for laws between intrinsic and mutual properties.  We confirmed that 
in all 32 cases, translating a model with the law obfuscated by optional properties to a model 
with the law shown via mandatory properties led to an increase in the complexity of the model.  
However, the level of increase varied across the cases.  From the 32 possibilities, we selected 8 to 
(a) provide reasonable coverage of laws, and (b) allow us to test the effects of different levels of 
increase in complexity.  In Table 1, models #1 and #7 reflect laws between intrinsic properties, 
models #2, #3, #4, and #8 reflect laws between intrinsic and mutual properties, and model #6 
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reflects a law between an intrinsic property and a mutual property. 
 
• Complexity:   
We computed complexity scores for each model using metrics from Genero et al. (2008) and 
Teo et al. (2006).  Genero et al. (2008) provide metrics that focus on the number of constructs 
(e.g., entities, attributes, relations) in a model.  Because most of their metrics have a constant 
value across the different versions of our models, we only considered those that differed 
between our models–namely, NE (number of entities) and NIS_AR (number of IS_A relations).  
We also calculated one further metric that Genero et al. (2008) do not consider explicitly–
namely, N0:NR, the number of 0:N relations (i.e., optional relations), defined in an identical 
manner to Genero et al.'s N1:NR and NM:NR (number of 1:N relations and number of M:N 
relations).  We used the mean of these three metrics as our first measure of complexity. 
 
Teo et al. (2006) provide a single metric for the overall complexity of a model.  This metric 
counts all elements of a model:  every meaningful line, box, label, etc. counts as an element.  In 
our diagrams, we count the boxes, relation lines, subclass arrows, labels ("C1," "R1," etc.), and 
optionality indicators ("0" or "(o)") as elements.  Because it is not obvious whether arrows 
should count as one element or two (a line plus an arrowhead, or a connection plus a direction), 
and because the results were not affected by which decision we took on this matter, we used 
both measures and calculated their average as our second measure of complexity. 
 
We calculated both the absolute value of each metric for each model and the difference in 
complexity for each pair (complexity of mandatory model minus complexity of optional model).  
The latter is the metric of interest to us because it reflects the cost in complexity of moving from 
a model with optional properties to one with mandatory properties.  The difference scores using 
our metrics from Genero et al. (2008) and Teo et al. (2006) turned out to be highly correlated (r 
= .92).  Moreover, when we ranked each pair of models according to their difference scores on 
the two metrics, the ranking was very similar: the optional and mandatory versions of models #7 
and #8 differed negligibly on both metrics; the optional and mandatory versions of models #3, 
#4, and #5 differed substantially on both metrics; and the optional and mandatory versions of 
models #1, #2, and #6 differed to a moderate level on both metrics.  Because the results were so 
similar, and the overall conclusions from our results do not differ across the two metrics, we 
rescaled both scores to a percentage scale to reflect a single metric of the percentage difference 
in complexity between the optional and mandatory versions.  The percentage scale ranged from 
100% (for Model #3), indicating the largest difference in complexity out of the eight pairs of 
models in our study, to 40% (for Model #7), indicating the smallest difference in complexity.  
The final set of materials comprised a questionnaire that asked participants how well they understood the 
models, how easy they found the models to understand, and their confidence in their answers.  
Participants responded to these questions after each model, and at the conclusion of the experiment.  
These measures were not our main focus.  Rather, we collected them to help us understand our results.   
Procedures 
Participants registered for and undertook the experiment during one of five sessions.  All sessions were 
held on the same day.  A research assistant who was blind to the propositions we were testing greeted 
participants on their arrival, supervised them during the conduct of the experiment, obtained signed 
ethical consent forms from them, and paid them on completion of the experiment.  All participants 
undertook the experiment using a web-based system.  The system presented the questionnaire and 
training materials, collected response data, and stepped each participant through each task according to a 
set time.  Based on informal pre-tests and our pilot test, around one minute was offered for the 
questionnaires, 20 minutes for the training session, and 20 minutes for the experimental session (140 
seconds for participants to describe each script).  These times were chosen such that participants had to 
work steadily throughout the study but they could still complete all tasks without being unduly pressured 
(whether they had the scripts with optional properties or the more-complex ones with mandatory 
properties).  The website presented the scripts to each participant in a random order.  We recorded the 
sequence that each participant received and included it in our tests to control for order (learning) effects. 
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Pilot Test 
We undertook a pilot test with 176 students prior to conducting the primary experiment.  The pilot test 
differed from the primary experiment in four ways.  First, we used 28 conceptual models rather than only 
eight, to cover a wider range of ways in which laws can be lost.  We later found that the pilot test results 
did not differ greatly across these different models and that it would be more efficient to use a smaller 
selection of models in the primary experiment, also allowing us to also use a smaller sample size in the 
main study (N = 68, as noted earlier).  Second, we focused the pilot on semantically void models rather 
than semantically meaningful models because we were interested in the general patterns of results at this 
stage rather than their application to a specific domain.  Third, we included two different ways of asking 
our question for the dependent measure:  the first was identical to the method used in the primary 
experiment, while the second asked participants to indicate all possible ways in which one class, attribute, 
or association depends on or requires another class, attribute, or association.  We chose this wording to 
focus participants’ answers on laws in the domain.  It turned out, however, that the results were fairly 
similar across these two methods, so we used the first approach only in our primary experiment.  Finally, 
we used a three-point scale to measure participants’ performance on both the selective and exhaustive 
measures of understanding in our pilot, but we ultimately found that the results could be coded more 
effectively using a binary measure for the selective measure and a percentage scale for the exhaustive 
measure (explained below).  Because for the most part the results from the pilot were in line with our 
expectations, we made only minor changes to other aspects of the study prior to the main experiment. 
Results 
We describe our results in two stages.  First, we describe our coding of the data.  We then examine the 
extent to which our statistical results answer the questions that motivated our empirical study.  
Data Coding 
As noted earlier, we measured participants’ understanding by assessing the extent to which they described 
all the domain semantics represented in a model (exhaustive understanding) and the extent to which they 
described a law that was represented differently in the two versions of a model (selective understanding).  
For example, in the “meaningful” versions of Model #1 in Table 1, the law is that doctors who are 
psychiatrists only treat patients with mental health conditions.  For each model, we wrote out an 
exhaustive list of statements describing it.  For example, for the optional-meaningful version of Model #1, 
the statements were:  1. Doctors treat patients (and patients are treated by doctors), 2. Some patients have 
mental health conditions; and 3. Some doctors are psychiatrists.  For the exhaustive measure, participants 
received a percentage score based on how many statements they included in their answer from this set 
(either implicitly or explicitly).  Because the exhaustive scores reflected participants’ understanding of 
each diagram on its own terms, we expected that the scores would be similar between the mandatory and 
optional versions.  For the selective measure, participants received a score of one if they identified the law 
implicitly or explicitly, and received a score of zero if they did not.  Because the law could be inferred from 
the model with mandatory properties but not from the model with optional properties, we expected that 
this difference would be reflected in their scores on the selective measure.  An independent coder scored 
the results for both measures; a second independent coder then graded 30 percent of the cases selected at 
random.  The two coders’ scores were highly correlated (r = 0.78 for selective; r = 0.87 for exhaustive). 
Statistical Analyses 
We conducted two types of tests.  First, to test the results across all eight models, we conducted a linear 
mixed model with one random factor (participantID) and six fixed factors (optionality, semantics, 
training-score, order, %difference-in-complexity, and optionality by %difference-in-complexity).  Figure 
5 shows the results.  For the exhaustive answers, the significant effect for semantics indicates that 
participants performed worse on models with meaningful semantics.  This result was initially surprising.  
Upon inspection, however, we found it occurred because participants used less-precise language when 
they described meaningful semantics than when they described void semantics, which in hindsight is not 
completely unexpected.  The significant effect of training indicates that participants who did better on the 
training did better on the exhaustive answers, and the significant effect of order indicates that participants 
did better as they proceeded in the task (a learning effect) (both results were expected).  The effects for 
optionality and complexity are less clear, because the interaction is not quite significant.  Nonetheless, 
there is some evidence to suggest that participants with the mandatory models did somewhat worse on 
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the exhaustive answers as the difference in complexity increased (see the plot in Figure 5).  Supporting 
this view, when we excluded the data for the two models with the least difference in complexity (models 
#7 and #8), the use of mandatory properties led to a significant reduction in the exhaustive scores (p = 
0.04).  The results for the selective data, on the other hand, were quite clear-cut.  Controlling for the effect 
of participants’ score on the training exercise, optionality and complexity had significant main effects and 
a significant interaction.  As Figure 5 shows, the interaction reflects that participants’ performance with 
the mandatory versions dropped substantially as the difference in the complexity of the models grew.   
Although not our main focus, we also ran the linear mixed models with our perceptual measures of 
understanding, ease of understanding, and confidence.  The results complemented those in Figure 5, as 
we found a significant interaction between optionality and complexity in each case.  Moreover, there was a 
crossover effect such that when the mandatory version was only slightly more complex than the optional 
version, participants reported higher scores for the mandatory version, but when mandatory version was 
much more complex than the optional version, participants reported higher scores for the optional case. 
 
Exhaustive Results Selective Results 
Variable df F Sig. df F Sig. 
Intercept 1, 65 .35  .557 1, 67 .73 .396 
Optionality 1, 63 2.57 .114 1, 67 133.60 .000 
Semantics 1, 61 6.26 .015 1, 63 .84 .362 
Training_score 1, 64 19.95 .000 1, 67 5.61 .021 
Order 8, 416 1.99 .046 8, 422 1.09 .371 
% difference-in-complexity 6, 414 12.95 .000 6, 418 6.40 .000 
Optionality * %difference-in-complexity 6, 414 1.96 .070 6, 418 3.34 .003 
 
Figure 5.  Linear Mixed Model Results and Plots of Interactions Between Optionality and Complexity 
 
Our second type of test was a MANCOVA we conducted separately for each model, with the exhaustive 
and selective answers as outcomes, optionality and order as fixed factors, and training-score as a 
covariate.  The far-right column of Table 1 shows the results.  For reasons of space, we report only the 
direction and significance of the results.  Overall, these results complement those in Figure 5.  They show 
that the effect of optionality on participants’ exhaustive answers was not significant for any of the models 
except for Model #3, which was the model with the greatest difference in complexity between the 
mandatory and optional versions (Genero et al. = 1.3, and Teo et al. = 10).  The results also show that the 
selective scores were significant for all eight models.  Thus, although the relative effect reduced, as shown 
in the plot in Figure 5, the effect remained significant in all cases. 
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Table 1:  MANCOVA Results Per Model 
Scripts with Optional Properties Scripts with Mandatory Properties Only  
 
Differences  Void Semantics Meaningful Semantics Void Semantics Meaningful Semantics 
 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
Difference in 
complexity:   
• Genero et al.: 1.3 
• Teo et al.: 7 
 
Differences in DVs:  
Selective:   
• M>O, p = .000 
Exhaustive:   
• Not sig., p = .24 
 2 
 
 
 
 
 
 
Difference in 
complexity:   
• Genero et al.: 1.0 
• Teo et al.: 7 
 
Differences in DVs:  
Selective:   
• M>O, p = .000 
Exhaustive:   
• Not sig., p = .47 
 3 
 
 
 
 
  
Difference in 
complexity:   
• Genero et al.: 1.3 
• Teo et al.: 10 
 
Differences in DVs:  
Selective:   
• M>O, p = .005 
 
Exhaustive:   
• O>M, p = .001 
 4 
  
 
 
 
 
 
Difference in 
complexity:   
• Genero et al.: 1.3 
• Teo et al.: 9 
 
Differences in DVs:  
Selective:   
• M>O, p = .000 
Exhaustive:   
• Not sig., p = .13 
G: 0.7 
T: 10 
G: 1.0 
T: 12 
G: 0.7 
T: 11 
G: 0.7 
T: 14 
G: 0.7 
T: 11 
 
G: 0.7 
T: 14 
 
G: 2.0 
T: 17 
G: 2.0 
T: 19 
G: 2.0 
T: 21 
G: 2.0 
T: 23 
G: 2.0 
T: 19 
 
G: 0.7 
T: 10 
G: 2.0 
T: 17 
G: 1.0 
T: 12 
G: 2.0 
T: 23 
G: 2.0 
T: 21 
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Scripts with Optional Properties Scripts with Mandatory Properties Only  
 
Differences Void Semantics Meaningful Semantics Void Semantics Meaningful Semantics 
 5  
 
 
 
 
 
  
 
Difference in 
complexity:   
• Genero et al.: 1.3 
• Teo et al.: 9 
 
Differences in DVs:  
Selective:   
• M>O, p = .000 
Exhaustive:   
• Not sig., p = .46 
 6  
 
 
 
 
 
 
  
Difference in 
complexity:   
• Genero et al.: 1.0 
• Teo et al.: 6 
 
Differences in DVs:  
Selective:   
• M>O, p = .000 
Exhaustive:   
• Not sig., p = .22 
 7  
 
 
 
  
 
Difference in 
complexity:   
• Genero et al.: 0.7 
• Teo et al.: 3 
 
Differences in DVs:  
Selective:   
• M>O, p = .000 
Exhaustive:   
• Not sig., p = .41 
 8  
 
 
 
 
 
 
  
 
Difference in 
complexity:   
• Genero et al.: 0.7 
• Teo et al.: 5 
 
Differences in DVs:  
Selective:   
• M>O, p = .000 
Exhaustive:   
• Not sig., p = .87 
Key:  G: Complexity metric of Genero et al. (2008); T: Complexity metric of Teo et al. (2006). “o” reflects optionality.  All p-values <0.006 are significant, i.e., 0.05/8.
G: 1.0 
T: 16 
G: 1.0 
T: 16 
 
G: 2.3 
T: 25 
G: 2.3 
T: 25 
 
G: 0.7 
T: 11 
 
G: 1.7 
T: 17 
G: 1.7 
T: 17 
 
G: 0.3 
T: 6 
G: 0.3 
T: 6 
 
G: 1.0 
T: 9 
G: 1.0 
T: 9 
 
G: 1.0 
T: 8 
G: 1.3 
T: 11 
G: 0.7 
T: 11 
 
G: 1.0 
T: 8 
G: 1.3 
T: 11 
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Conclusions 
Motivated by the widespread use of optionality in conceptual models and claims in past research 
regarding their potential problems, this study set out to explain why optionality can result in problems, 
discern whether such problems always occur, and determine whether solutions to this problem, such as 
the use of mandatory properties only, could also be problematic.  In achieving these aims, our paper 
offered two contributions.  First, from a theoretical perspective, we extended past research on optionality 
by providing a detailed analysis of how it can result in a loss of semantics about laws in the domain a 
model is intended to represent.  Our analysis went beyond past research to provide a framework that 
future researchers can use to systematically test the effects of optionality on the loss of semantics about 
laws.  Second, from an empirical perspective, the paper extends past work by providing more detailed 
evidence of the problems associated with optionality and the efficacy of representing the domain via 
models with mandatory properties only.  Our results seem to confirm and extend those of Gemino and 
Wand (2005), who found that the additional complexity manifest in diagrams with mandatory properties 
(relative to diagrams with optional properties) was beneficial.  Like them, we found that the additional 
complexity that occurs when translating diagrams with optional properties into diagrams with mandatory 
properties can be beneficial.  However, our results extend theirs by showing that this only occurs when the 
difference in complexity is relatively slight.  When the difference in complexity between the optional and 
mandatory versions moves beyond a certain level, the benefits of the additional complexity appear to be 
offset by the cognitive difficulties that readers experience when reading more complex models.  Our 
results show that this offsetting effect is substantial:  participants’ relative performance on the selective 
answers dropped by almost half as the mandatory versions became more complex (see Figure 5).   
Overall, our results provide support for the criticisms of optional properties in past research while also 
revealing problems associated with the alternative modeling approach (subclasses with mandatory 
properties).  It would seem, at least intuitively, that these two problems require different solutions.  For 
instance, when the use of optionality could lead to a loss of semantics about laws, the clearest solution is 
to avoid optionality and, instead, use subclasses with mandatory properties.  However, when the use of 
mandatory properties could lead to cognitive difficulties associated with having too much complexity in a 
model, the clearest solution is not to avoid using mandatory properties.  After all, the model with 
mandatory properties is still likely to be a better choice than the model with optional properties.  It would 
seem that the best approach to manage this problem, therefore, would be to provide support for modelers 
and users who may be affected.  A logical next step for research would be to investigate the most-
appropriate forms of support in such cases (whether via training and awareness, the use of formal or 
informal annotations to clarify model semantics, changes to modeling notations, or other approaches). 
Our study’s limitations should be noted.  While its internal validity should be fairly strong, one way to 
improve it would be to obtain more evidence, such as through a protocol analysis, of how complexity leads 
to cognitive difficulties.  A more-complete causal chain from the use of optionality to problems in users’ 
understanding might then become evident.  Construct validity could be improved through the use of 
additional measurement instruments.  For example, we have not yet examined all the ways in which 
complexity can increase when we move from a model with optional properties to a model with mandatory 
properties only.  A more-detailed measurement scale is needed.  In terms of statistical conclusion 
validity, our sample size was fairly small, so some of the insignificant results that we obtained on our 
exhaustive answers may reflect type-2 errors.  Thus, replicating the results on a larger sample would be 
useful.  Finally, our study’s external validity could be improved by increasing its realism–for example, by 
studying additional types of tasks, using standard UML or ER diagrams rather than the simplified forms 
we used, and testing whether the same effects we observed with novices occur with more-experienced 
participants.  For instance, the detrimental effects we observed as a result of increases in complexity with 
the mandatory models with novice users might not arise with expert users (e.g., database designers).  
Finally, we have concentrated on the most widely used form of conceptual models, which are static in 
nature.  It would be valuable to extend our research to temporal conceptual models (Combi et al. 2008) to 
study how the issues we examined play out in contexts in which laws emerge and change over time. 
In addition to these specific contributions and limitations, an overriding lesson has been the painstaking 
way in which progress is made in this field of research.  Although several studies have examined optional 
properties already, we were not able to draw firm conclusions from their results.  By providing a more-
detailed analysis of the issues associated with use of optional properties, we hope to encourage future 
researchers to extend our work so that we might come to an even deeper understanding of the issues. 
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