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Abstract In this note, we establish a new exact worst-case linear convergence rate of the proximal
gradient method in terms of the proximal gradient norm, which complements the recent results in [1]
and implies a refined descent lemma. Based on the new lemma, we improve the linear convergence rate
of the objective function accuracy under the Polyak- Lojasiewicz inequality.
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1 Introduction
A well-known algorithm for minimizing the sum of a smooth function with a non-smooth convex one
is the proximal gradient (PG) method. Recently, the authors of [1] studied the exact worst-case linear
convergence rates of the PG method for three different standard performance measures: objective function
accuracy, distance to optimality and residual gradient norm. However, the first and third measures rely
on the minimizers and the optimal value, which are in general unknown; while the second measure is
usually difficult to compute. On the other hand, the proximal gradient (also called stepsize in [2]) norm
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is suggested as a more appealing stopping criteria in [2]. This motivates us to consider the proximal
gradient norm as an alternative to the existing three performance measures.
As a result, we derive an exact worst-case linear convergence rate for the PG method in terms of the
proximal gradient norm. The proof idea shares the same spirit of Theorem 2 in [3] but is quite different
from that in [1]. Our result not only complements the recent results in [1], but also helps us refine the
classic descent lemma for the PG method and further yields an improved linear convergence rate of the
objective function accuracy for non-strongly convex case.
2 Notations and preliminaries
2.1 Notations and definitions
Throughout the paper, Rn will denote an n-dimensional Euclidean space associated with inner-product
〈·, ·〉 and induced norm ‖ · ‖. For any nonempty S ⊂ Rn, we define the distance function by d(x, S) :=
infy∈S ‖x− y‖. Besides, we define the indicator function of a set C ⊂ Rn as
ιC : C → [−∞,+∞] : x→


0, x ∈ C;
+∞, otherwise.
Recall some basic notions, the domain of the function f : Rd → (−∞,+∞] is defined by dom f = {x ∈
R
d : f(x) < +∞}. We say that f is proper if dom f 6= ∅.
The L-smoothness and µ-strongly convexity are defined as:
 L-smoothness: ∀x ∈ Rn, ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖ holds.
 µ-strong convexity: f(x)− µ
2
‖x‖2 is convex on Rn.
For simplicity, we make the following notations:
• F1,1L (R
n): the class of L-smooth convex functions from Rn to R;
• S1,1µ,L(R
n): the class of L-smooth and µ-strongly convex functions from Rn to R;
• Γ0(Rn): the class of proper closed and convex functions from Rn to (−∞,+∞].
Obviously, we have S1,1µ,L(R
n) ⊆ F1,1L (R
n).
2
2.2 The proximal gradient algorithm
In this note, we consider the composite convex minimization:
min
x∈Rn
{ϕ(x) := f(x) + g(x)} (1)
where f ∈ F1,1L (R
n) and g ∈ Γ0(Rn).
We focus on the PG method with constant step size t to solve (1). For simplicity, we use the superscript
”+” to denote the subsequent iterate. The PG method can be simply expressed by
x+ = proxtg(x− t∇f(x)) = x− t · Gt(x), t > 0
where proxtg(x) := argminu∈Rn
{
tg(u) + 1
2
‖u− x‖2
}
and Gt(x) = t−1
(
x− proxtg(x− t∇f(x))
)
is de-
fined as the proximal gradient. By the equality proxtg = (I+t∂g)
−1, we have x−t∇f(x) ∈ x++t∂g(x+),
which implies that there exists s+ ∈ ∂g(x+) such that
x+ = x− t(∇f(x) + s+).
2.3 Two important lemmas
Our analysis will rely on the following two lemmas.
Lemma 2.1 (Theorem 2.1.12, [4]; Theorem 4, [5]) If f ∈ S1,1µ,L(R
n), then for any x, y ∈ Rn we
have
µ‖x− y‖ ≤ ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖,
and
〈∇f(x)−∇f(y), x− y〉 ≥
µL
µ+ L
‖x− y‖2 +
1
µ+ L
‖∇f(x)−∇f(y)‖2,
and the smooth strongly convex interpolation formula
f(x) ≥ f(y) + 〈∇f(y), x− y〉+
1
2L
‖∇f(x)−∇f(y)‖2 +
µL
2(L− µ)
‖x− y −
1
L
(∇f(x) −∇f(y))‖2.
Lemma 2.2 (Theorem 3.5, [6]) Let ϕ = f + g, where f ∈ F1,1L (R
n) and g ∈ Γ0(Rn). For any x ∈ Rn,
it holds that
‖Gt(x)‖ ≤ d(0, ∂ϕ(x)).
3
3 Main result and implications
In this section, we present two new results for the PG method: one is an exact worst-case linear conver-
gence rate in terms of the proximal gradient norm, and the other is a refined sufficient decrease property
of the objective function value.
3.1 Main result
Now, we are ready to present the main result of this note.
Theorem 3.1 Let ϕ = f+g, where f ∈ S1,1µ,L(R
n) and g ∈ Γ0(Rn). Denote ρ(t) := max{|1−Lt|, |1−µt|}.
Then, the PG method for minimizing ϕ achieves the exact worst-case linear convergence rate in terms
of the proximal gradient norm:
‖Gt(x
+)‖ ≤ d(0, ∂ϕ(x+)) ≤ ρ(t)‖Gt(x)‖ ≤ ρ(t)d(0, ∂ϕ(x)). (2)
In particular, for f ∈ F1,1L (R
n), g ∈ Γ0(Rn), and 0 < t ≤
2
L
, it holds that
‖Gt(x
+)‖ ≤ d(0, ∂ϕ(x+)) ≤ ‖Gt(x)‖ ≤ d(0, ∂ϕ(x)).
Proof Note that s+ ∈ ∂g(x+) and hence d(0, ∂ϕ(x+)) ≤ ‖∇f(x+) + s+‖. Therefore, to show (2), it
suffices to show that ‖∇f(x+) + s+‖2 ≤ ρ2(t)‖Gt(x)‖2 in view of Lemma 2.2. Using Lemma 2.1, we
derive that
‖∇f(x+) + s+‖2
=‖∇f(x) + s+ +∇f(x+)−∇f(x)‖2
=‖∇f(x) + s+‖2 + 2〈∇f(x) + s+,∇f(x+)−∇f(x)〉 + ‖∇f(x+)−∇f(x)‖2
=
1
t2
‖x+ − x‖2 −
2
t
〈x+ − x,∇f(x+)−∇f(x)〉+ ‖∇f(x+)−∇f(x)‖2
≤
1
t2
‖x+ − x‖2 −
2
t
(
µL
µ+ L
‖x+ − x‖2 +
1
µ+ L
‖∇f(x+)−∇f(x)‖2
)
+ ‖∇f(x+)−∇f(x)‖2
=
1
t2
[
(1−
2tµL
µ+ L
)‖x+ − x‖2 + t(t−
2
µ+ L
)‖∇f(x+)−∇f(x)‖2
]
≤
1
t2
[
(1−
2tµL
µ+ L
)‖x+ − x‖2 + tmax{L2(t−
2
µ+ L
), µ2(t−
2
µ+ L
)}‖x+ − x‖2
]
=
1
t2
max{1−
2tµL
µ+ L
+ tL2(t−
2
µ+ L
), 1−
2tµL
µ+ L
+ tµ2(t−
2
µ+ L
)}‖x+ − x‖2
4
=
1
t2
max{(1− Lt)2, (1− µt)2}‖x+ − x‖2 = ρ2(t)‖Gt(x)‖
2.
Here, the factor ρ(t) can not be improved; otherwise, it will contradict the following exact worst-case
convergence rate, which was recently established in [1]:
‖∇f(x+) + s+‖2 ≤ ρ2(t)‖∇f(x) + s‖2, ∀s ∈ ∂g(x).
3.2 Implicated result
The second result is a refined version of the classic descent lemma(see [4, Corollary 2.2.1][7, Lemma 2.3]).
Lemma 3.1 Let ϕ = f + g, where f ∈ S1,1µ,L(R
n) and g ∈ Γ0(Rn). Then, the PG method for minimizing
ϕ has the refined sufficient decrease property
ϕ(x) ≥ ϕ(x+) +
t
2
‖Gt(x)‖
2 +
t
2(1− µt)
‖Gt(x
+)‖2, 0 < t ≤
1
L
. (3)
In particular,
– for f ∈ F1,1L (R
n), g ∈ Γ0(Rn), it holds that
ϕ(x) ≥ ϕ(x+) +
t
2
‖Gt(x)‖
2 +
t
2
‖Gt(x
+)‖2, 0 < t ≤
1
L
. (4)
– for f ∈ F1,1L (R
n), g ≡ 0, it holds that
f(x) ≥ f(x+) +
t
2
‖∇f(x)‖2 +
t
2
‖∇f(x+)‖2, 0 < t ≤
1
L
. (5)
Proof Note that 0 < t ≤ L−1 implies t−1 ≥ L and the fact that S1,1µ,L(R
n) ⊂ S1,1
µ,t−1
(Rn). We can use the
smooth strongly convex interpolation formula with L = t−1 and y = x+ in Lemma 2.1 to get
f(x) ≥ f(x+) + 〈∇f(x+), x− x+〉+
t
2
‖∇f(x)−∇f(x+)‖2 +
µ
2(1− µt)
‖x− x+ − t(∇f(x)−∇f(x+))‖2.
The convexity of g gives g(x) ≥ g(x+) + 〈s+, x− x+〉 since s+ ∈ ∂g(x+). Adding these two inequalities,
we derive that
ϕ(x) ≥ϕ(x+) + 〈∇f(x+) + s+, x− x+〉+
t
2
‖∇f(x)−∇f(x+)‖2
+
µ
2(1− µt)
‖x− x+ − t(∇f(x) −∇f(x+))‖2
=ϕ(x+) + 〈∇f(x) + s+, x− x+〉 − 〈∇f(x+)−∇f(x), x+ − x〉
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+
t
2
‖∇f(x)−∇f(x+)‖2 +
µ
2(1− µt)
‖x− x+ − t(∇f(x)−∇f(x+))‖2
Using the expression x+ = x− t(∇f(x) + s+), we can further derive that
ϕ(x) ≥ϕ(x+) +
1
t
‖x− x+‖2 − 〈∇f(x+)−∇f(x), x+ − x〉
+
t
2
‖∇f(x)−∇f(x+)‖2 +
µt2
2(1− µt)
‖s+ +∇f(x+)‖2
=ϕ(x+) +
1
2t
‖t(∇f(x+)−∇f(x)) − x+ + x‖2
+
1
2t
‖x− x+‖2 +
µt2
2(1− µt)
‖s+ +∇f(x+)‖2
=ϕ(x+) +
1
2t
‖x− x+‖2 +
t
2(1− µt)
‖s+ +∇f(x+)‖2.
Note that x− x+ = tGt(x) and
‖s+ +∇f(x+)‖ ≥ d(0, ∂ϕ(x+)) ≥ ‖Gt(x
+)‖.
We finally obtain
ϕ(x) ≥ ϕ(x+) +
t
2
‖Gt(x)‖
2 +
t
2(1− µt)
‖Gt(x
+)‖2.
This completes the proof.
Remark 3.1 In [4, Corollary 2.2.1], for ϕ = f + g with f ∈ S1,1µ,L(R
n) and g being the indicator function
of a set Q, the descent lemma of the projected gradient method can be stated as
ϕ(x) ≥ ϕ(x+) +
t
2
‖gQ(x, t)‖
2, 0 < t ≤
1
L
. (6)
where gQ(x, t) := t
−1(x− x+) is the gradient mapping of f on Q.
In [7, Lemma 2.3], for ϕ = f + g with f ∈ F1,1L (R
n) and g ∈ Γ0(Rn), the corresponding descent
lemma of the PG method is:
ϕ(x) ≥ ϕ(x+) +
L
2
‖x+ − x‖2. (7)
Remarkably, our result improves these existing descent lemmas.
With the refined descent lemma, we can show a better linear convergence rate in terms of the objective
function accuracy for the gradient descent method under the classic Polyak- Lojasiewicz inequality [8][9].
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Corollary 3.1 Let f ∈ F1,1L (R
n), g ≡ 0. Assume that f satisfies the Polyak- Lojasiewicz inequality for
some η > 0:
∀x ∈ dom f,
1
2
‖∇f(x)‖2 ≥ η(f(x) −min f).
Let x+ = x− t∇f(x), 0 < t ≤ 1
L
, then it holds that
f(x+)−min f ≤
1− ηt
1 + ηt
(f(x)−min f). (8)
Proof Using the Polyak- Lojasiewicz inequality and (5) in Lemma 3.1, we have
f(x) ≥ f(x+) +
t
2
‖∇f(x)‖2 +
t
2
‖∇f(x+)‖2
≥ f(x+) + ηt(f(x) −min f) + ηt(f(x+)−min f).
Rearranging and subtracting min f from both sides yield
f(x+)−min f ≤
1− ηt
1 + ηt
(f(x)−min f).
Remark 3.2 The result (8) with t = 1
L
improves the existing linear convergence rate in [10, Theorem 1]
from (1 − η
L
) to L−η
L+η
.
Finally, we extend the result above to the PG method.
Corollary 3.2 Let f ∈ F1,1L (R
n), g ∈ Γ0(Rn). Assume that ϕ = f + g satisfies the generalized Polyak-
 Lojasiewicz inequality for some η > 0:
∀x ∈ dom ϕ,
1
2
‖Gt(x)‖
2 ≥ η(ϕ(x) −minϕ).
Let x+ = x− tGt(x), 0 < t ≤
1
L
, then it holds that
ϕ(x+)−minϕ ≤
1− ηt
1 + ηt
(ϕ(x) −minϕ). (9)
Proof Using the generalized Polyak- Lojasiewicz inequality and (4) in Lemma 3.1, we have
ϕ(x) ≥ ϕ(x+) +
t
2
‖Gt(x)‖
2 +
t
2
‖Gt(x
+)‖2
≥ ϕ(x+) + ηt(ϕ(x) −minϕ) + ηt(ϕ(x+)−minϕ).
Rearranging and subtracting minϕ from both sides give us
ϕ(x+)−minϕ ≤
1− ηt
1 + ηt
(ϕ(x) −minϕ).
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