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Abstract
Despite the growing concern for the energy consumption of the Internet, green strategies for network and traffic man-
agement cannot undermine the quality and the functional level normally expected from carrier networks. In particular,
two very important issues that may be affected by green networking techniques are resilience to node and link failures,
and robustness to traffic variations.
In this paper, we study how strategies aiming at achieving different levels of resiliency and robustness impact the
efficiency of energy-aware network management approaches in saving energy. We propose novel optimization models to
minimize the energy consumption of IP networks that explicitly guarantee network survivability to failures and robustness
to traffic variations. Network consumption is reduced by putting in sleep mode idle line cards and nodes according to
daily traffic variations that are modeled by dividing a single day into multiple time intervals. To guarantee network
survivability we consider two different schemes, dedicated and shared protection, which assign a backup path to each
traffic demand and some spare capacity on the links along the path. Robustness to traffic variations is provided through
an approach that allows to tune the capacity margin on active links in order to accommodate load variations of different
magnitude. Furthermore, we impose some inter-period constraints necessary to guarantee network stability and preserve
device lifetime. Both exact and heuristic methods are proposed.
Experimentations carried out on realistic networks operated with flow-based routing protocols (like MPLS) allow us
to quantitatively analyze the trade-off between energy cost and level of protection and robustness. Results show that
with optimal strategies significant savings, up to 30%, can be achieved even when both survivability and robustness are
fully guaranteed.
Keywords: Energy-Aware, Traffic Engineering, Network resiliency, Robust Optimization, Shared protection, Dedicated
protection
1. Introduction
Both network operators and device manufacturers agree
that the energy consumption of communications networks
cannot be neglected anymore [5]. According to recent es-
timates [1], the worldwide electricity consumption of tele-
com operators has grown from 150 Twh/y in 2007 to 260
TWh/y in 2012, which accounts for almost 3% of the total
worldwide consumption.
This growing consumption has stimulated the develop-
ment of new strategies to increase the energy efficiency of
communications networks, with particular focus on IP net-
works [6, 7, 8]. In this context, remarkable improvements
can be obtained with energy-aware strategies for network
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management and traffic engineering that dynamically op-
timize the network configuration by putting in sleep mode
some of the network components (line cards and nodes)
and using the remaining active part to serve the actual
traffic [9, 10, 11, 12, 7, 13].
Basically, the aim of energy-aware management is to ad-
just both the network topology and the available capacity
to varying traffic levels in order to keep active only the
resources that are essential for the actual load. It is ba-
sically a dynamic redesign of the network that takes as
input the predicted or measured traffic pattern. Manage-
ment approaches differ depending on the strategy to select
the sleeping/active parts, on how optimizing the network
routing through the active network, and on how closely
traffic variations can be followed by network reconfigura-
tion.
It is quite evident that the best energy performance can
be obtained tailoring perfectly the network capacity to the
traffic level. But on the other side there are several impor-
tant functions that depend on the spare capacity available
in the network in case actual working conditions are dif-
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ferent from expected. Protection techniques are widely
used to guarantee the network capability of being resilient
to failures of links (or device interface serving a link) and
nodes. In case of failure occurrence, the affected traffic is
rerouted on the surviving part of the network. To verify
the possibility of accommodating this traffic on alternative
paths to destination it is obviously necessary to have some
spare capacity left there to cope with these anomalous sit-
uations. Also traffic can be different from what expected
because of the uncertainty intrinsic in traffic estimations or
possible rapid deviations that cannot be followed by mon-
itoring and measurement techniques. Networks should be
designed to be robust to these variations, and also in this
case the price to pay is some spare capacity in the network
to be used for compensating traffic fluctuations around the
nominal value.
For these reasons, there is clearly a trade off between en-
ergy consumption and the level of resilience and robustness
of the network. However, how protection techniques and
robustness strategies are integrated in the energy-aware
network management methodologies is fundamental to de-
termine their energy cost. Moreover, if technologies are
available for rapidly reactivating sleeping elements when
needed, more energy-efficient approaches can be defined
by integrating procedures to recover from failures within
the network energy management framework.
The fundamental question that we tackle in this paper is
whether it is possible to design a network with embedded
reliability, survivability and robustness and still aiming at
energy reduction. We also want to investigate what is the
energy cost of protection and robustness considering dif-
ferent available techniques. To this aim, we introduce a
novel framework for survivable and robust energy-aware
network management that builds on our recent work on
multi-period energy-aware network management in IP net-
works [14] 1. The central idea is to introduce dedicated and
shared protection into the energy-aware IP network man-
agement models and add as well the notion of network
robustness to traffic variations [18].
This paper is organized as follows. In Section 2 we re-
view state-of-the-art literature on energy-aware network
management and point out the novelties of our work. In
Section 3 we discuss the most relevant aspects of the pro-
posed energy-aware framework, while in Sections 4, 5 and
6 we present some MILP formulations to take into ac-
count both survivability and robustness issues. The reso-
lution methods and computational results are extensively
discussed in Section 7 and 8, respectively. Finally, some
concluding remarks are reported in Section 9.
2. Related work
The issues concerning the optimization of Internet en-
ergy consumption were first discussed in the seminal work
1Preliminary results have been presented in [15, 16, 17].
by Gupta and Singh [19]. Since then, in the last decade,
several studies have been conducted to develop efficient
strategies to make the Internet greener [12, 7, 13].
As pointed out in [6], green networking proposals can
be classified into: (i) new technologies and architectures
for energy-efficient networking devices, (ii) virtualization-
based strategies, (iii) methodologies for energy-aware net-
work management and design. The modelling framework
to minimize the daily energy consumption of IP networks
proposed in this paper belongs to the last class.
Preliminary studies that evaluate the applicability and
effectiveness of energy-aware network management have
been presented in [3, 20, 21, 22, 23, 24, 25]. It is
worth pointing out that energy-aware network manage-
ment based on device sleeping represents a promising strat-
egy to reduce network consumption [24].
Several studies for energy-aware network management
without additional requirements such as survivability or
robustness have recently been presented. To the best
of our knowledge, multi-period optimization with inter-
period constraints has been considered only in our two
previous articles, [26, 17], where both a MILP exact for-
mulation, and a GRASP heuristic to put to sleep network
line cards and chassis were proposed. The other propos-
als can be naturally categorized according to the routing
scheme considered.
The per-flow routing taken into account in this pa-
per was adopted in [27, 28, 29]. Different off-line greedy
heuristics to route traffic demands and switch-off idle links
and nodes are presented in [27]. Other dynamic pro-
cedures to dynamically optimize routing paths and net-
work power consumption are instead presented in [28]; the
proposed methods exploit a local search scheme and as-
sume to cope with network devices whose consumption
is strongly dependant on the utilization. Other work on
energy-aware network management with flow-based rout-
ing include [30, 31, 32, 33, 34, 35, 36].
Shortest path routing protocols such as OSPF are con-
sidered in [37, 38, 9, 39, 40]. In [37] the authors pro-
posed a distributed algorithm to put to sleep network links
by exploiting link state packets exchanged by OSPF to
disseminate information concerning the link loads. Link
state packets are used to exchange information also in [38],
where a centralized network management platform to ad-
just OSPF link weights and equal cost path splitting ratios
is presented. Energy-aware link weight optimization is also
used by the heuristic methods for off-line network manage-
ment proposed in [9, 39]. The OSPF protocol is instead
modified in [40] to force the network to forward the pack-
ets on a restricted set of shortest path trees. In this way,
an higher number of links will remain idle and thus put to
sleep.
Other energy-aware network management approaches
that adopt different perspectives include a restricted path
MILP formulation to put to sleep network links in net-
works operated with a hybrid OSPF+MPLS routing pro-
tocol [41], methods for energy-aware traffic engineering in
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Carrier Grade Ethernet networks [42], strategies to switch
off links according exclusively to network topology features
(traffic demands are ignored) [43] and MILP models for
energy-aware network planning [44].
Preserving network resiliency is a key issue in particu-
lar when related to energy consumption. [45] shows for
the first time the impact on network reliability when only
energy-efficiency is considered in the design. Thus, net-
work survivability requirements must be taken into ac-
count when reducing network consumption [46, 47, 48, 49,
50, 51, 52, 53, 54]. Almost all these articles focus on the
WDM domain – only [51, 54] deals with IP networks – and
they provide a set of algorithm and models for the energy-
aware management of lightpaths. Backup lightpaths are
used to reserve resources to implement the desired protec-
tion scheme, and network devices that are unused or carry
backup lightpaths only are put to sleep.
Dedicated protection is considered in [47, 46, 49]. An
ILP formulation to efficiently manage the lightpaths and
based on a set of precomputed paths is proposed in [47].
Some heuristic algorithm to tackle the same problem are
presented in [46, 49]. Shared protection is instead adopted
in [48, 50, 52]. In [52] the authors propose an algorithm
for dynamic energy-aware admission control where connec-
tions are accepted if enough spare capacity is available in
the network. Heuristic algorithms to optimize the rout-
ing of a fixed set of network demands and put to sleep
network devices are presented in [48, 50]. Our work dif-
fers from the previous ones for several aspects, including
(i) the multi-period structure of our optimization problem,
(ii) the routing management performed, in our case, at the
IP level, (iii) the use of two different maximum-utilization
thresholds that account for the two cases when a link fail-
ure has occurred or not, and (iv) the development of both
exact and heuristic methods. Furthermore, the proposed
heuristic algorithm can be used also as online optimization
tool.
Differently from the proposals already mentioned, in [53]
network survivability is not managed by explicitly defining
backup paths, but imposing a budget on the minimum reli-
ability required by each connection. The reliability of each
path is computed by considering a measure of the failure
probability observed on each link. The authors propose a
heuristic to minimize the power consumption by optimiz-
ing the network routing and blocking the connection that
cannot be served with the required reliability.
Finally, in [51] the authors present some MILP formu-
lation to save energy while providing protection to each
single network links or demands, while in [54] a heuristic
framework to compute different topology configurations by
considering a single link failure protection is proposed.
To the best of our knowledge, except in our preliminary
work presented in [17], the explicit management of uncer-
tain traffic demands taking into account the consumption
reduction has been previously addressed only in [55], where
the authors proposed a green robust approach to exploit
redundancy elimination to reduce the amount of transmit-
ted traffic and consequently reduce the network consump-
tion. In [55] the uncertainty affects the redundancy degree
of each demand and the addressed optimization problem is
very different from ours. More generally, in literature the
management of traffic variation issues is typically faced in
an indirect way by applying on-line strategies that adjust
the network configuration according to the observed traffic
variations. We refer the reader to [18] and [56] for general
surveys on robust optimization applied in both general and
network contexts.
Finally, we refer the reader to [57] for a general survey on
multi-period network optimization and survivable network
design.
3. Energy Management, robustness and surviv-
ability
We here present the key elements of our proposed ap-
proach and discuss their interactions and roles when we
manage the system so as to reduce the energy consumption
and to guarantee at the same time a certain level of protec-
tion again failures and traffic variations. This preliminary
high level description of the framework is intended to give
an overview of the issues that motived our mathematical
models that are then presented with all their details in
next section. For this reason we included at the end of
this section also a visual example on a small network that
can help understand more easily the impact of resiliency
and robustness on energy efficiency.
3.1. Energy management
Given a backbone IP network composed of routers (chas-
sis) and links (line cards), we consider the problem of
planning in advance (i.e. off-line) both routing and topol-
ogy configurations so as to minimize the daily network
consumption, while guaranteeing the normal network op-
eration, in terms of both QoS and resiliency to failures.
Power consumption is reduced by efficiently exploiting a
subset of network equipment to route traffic demands and
by putting to sleep the remaining idle devices.
To efficiently adapt the network configuration to the
traffic level, we split the considered time horizon, a sin-
gle day for instance, in multiple time periods, or scenarios,
characterized by a given level of traffic (see Figure 1). The
time period division is performed by analyzing the daily
traffic profiles (see for instance [58]) typically observed or
estimated by the network provider. The traffic demand in
each time period is, for the sake of simplicity, represented
by a single average estimated traffic matrix, the traffic sce-
nario. The demand profile associated to the considered
time horizon is cyclically repeated.
3.2. Demand robustness
Due to the regular daily/weekly behaviour of the traffic
profiles [58], network providers exploit direct [59] and in-
direct methods [60], to estimate traffic matrices in normal
3
Figure 1: Traffic scenarios.
conditions. Since real traffic matrices naturally deviate
around predicted values, we use robust optimization tech-
niques to reserve enough spare bandwidth to satisfy un-
predictable peaks of traffic. The basic idea is to adapt the
modeling proposed in [18], according to which each traffic
demand can vary into a close symmetric interval centered
on its average traffic value, to our energy aware-problem.
Next, a set of tunable parameters is used to adjust the
robustness degree of the solutions by varying the total de-
viation allowed on each link.
In our multi-period modeling framework the consump-
tion over the entire time horizon is minimized by jointly
considering all traffic scenarios. Inter-period constraints
are introduced to take into account the energy cost paid to
power on a particular device and to preserve network sta-
bility. For instance, we impose a so-called card-reliability
constraints to preserve the line-card lifetime by forbidding
to reactivate too many times a single line card over the
considered time horizon.
3.3. Survivability
Network resiliency to failures is provided by considering
two different kind of protection schemes, i.e. dedicated and
shared, which allow to protect the network in case of break
down of a single link. Given that multiple link failures and
single node failures are very unlikely events, they have not
been considered in this paper. Both dedicated and shared
protection require the definition of a primary path and a
backup path for each traffic demand. The latter is used to
transmit data only after a link break down in the primary
path. The two schemes have different advantages and dis-
advantages. Dedicated protection reserves demand capac-
ity on both primary and backup paths. This results in an
excessive amount of reserved backup resources that, in case
of single link-failure, will never be completely exploited. In
shared protection, the backup paths corresponding to two
link-disjoint primary paths share the same backup capac-
ity when routed on the same link, in fact they will never
be activated simultaneously. In this case the amount of
backup capacity required is the maximum of the two traffic
amounts. Due to the smaller amount of backup resources
required, shared protection naturally allows to reduce the
energy consumption.
3.4. A visual example
In this subsection we illustrate with an example different
outcomes of our modeling framework that depend on the
protection and robustness features being introduced or not
in the modeling. They are presented in Figures 2(a), 2(b),
2(c) and 2(d). In the figures, link capacity is assumed to be
2 units and there are four traffic demands each requesting
1 unit of traffic.
Figure 2(a) represents the simple case for which no pro-
tection schemes are implemented. We can see that there
are 4 nodes and 10 bidirectional links to put to sleep, mak-
ing this case the most energy-efficient.
When the uncertainty of traffic demands is explicitly
considered (Figure2(b)) the system cannot share any link
between the four traffic demands routed in the network.
Thus, 6 more links and 3 more nodes have to be activated,
increasing the consumption with respect to the Simple case
given above.
In case of dedicated protection (Figure 2(c)), additional
links and nodes have to be switched on (3 more nodes and
6 more links) to carry the backup paths. Note that, since
each backup path has the same bandwidth requirement of
the primary one, the two demands G − I cannot be routed
on the links already used by the backup paths of the two
demands D − F. However, by implementing shared pro-
tection (Figure 2(d)), it is possible to sensibly reduce the
consumption due to protection and put to sleep 2 more
nodes and 2 more links w.r.t. the dedicated case. These
savings can be achieved because shared protection allows
to share the backup resources on the links used by the sec-
ondary paths (links G−H and H− I), since the two couples
of demands D − F and G − I are satisfied two by two by
link disjoint paths.
To further reduce the network power consumption, in
addition to the classic approach just described, we also
investigate a slightly modified variant, that we call smart
version, in which line cards carrying only backup paths can
be put to sleep for most of the time, thus having negligi-
ble consumption. In fact, since line cards can be rapidly
reactivated (in the order of milliseconds) from the sleeping
state [61], it is reasonable to assume that those used only
by backup paths are powered only when required by the
occurrence of a failure. It is worth pointing out that the
same scheme cannot be applied to network routers because
a chassis switch on requires non negligible time. Further,
QoS is guaranteed by imposing a limitation on the max-
imum link utilization allowed. Since the occurrence of a
link failure is very unlikely, we opted to include a second
higher utilization threshold enable only when backup re-
sources are exploited. Allowing the network to operate
with a higher but still reasonable congestion during the
very limited failure intervals we are able to further increase
the energy savings.
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As shown in Figures 2(e) and 2(f), the smart protec-
tion allows to further reduce the network consumption by
switching off an additional number of links. When com-
pared with the corresponding classic cases, the dedicated-
smart protection 6 more links can be put to sleep, whereas
with shared-smart protection the additional sleeping links
are 4. Note that with the smart strategies the system is
pushed to use different links to carry backup and primary
paths, while with the classic ones links can be shared by
primary and backup without forcing to switch on a the
considered link.
In the following section, we provide more details on the
considered problems and describe the mathematical for-
mulations.
4. Reference model for energy management
Let us consider a backbone IP network. Each router
is composed of a chassis of capacity ψ and a set of line
cards each of capacity γ. Duplex links connect routers.
To guarantee the connectivity of link (i, j), the same num-
ber ni j of line cards is available on both routers i and j.
Therefore, each link has multiple operating states based
on the number of powered-on line cards. Since links have
the same bandwidth in both directions, the same number
of line cards has to be available on each router. We can
model the network by a symmetric directed graph G(N, A),
where N represents the sets of chassis, and A represents the
bidirectional links and their associated line cards.
Furthermore, let πi j and π¯ be positive real parameters
representing the hourly power consumption, respectively,
of a single card installed on link (i, j), and of a chassis
of i. Since the reactivation of a chassis typically causes
a consumption spike, parameter δ is used to quantify the
additional power consumption (normalized with respect to
hourly one) associated to a chassis switching-on.
The maximum utilization level allowed on each link to
guarantee the required QoS is denoted by the positive real
parameter µa ∈ [0, 1]. Therefore the available bandwidth
on one card is given by µaγ. When all the line cards con-
nected to a given router are in the stand-by mode, the
router chassis can be put to sleep too.
Due to the multi-period nature of the addressed prob-
lem, the considered daily time horizon is split among a set
S of time periods σ of duration hσ. The network traffic
is represented by a set of traffic demands D, where each
demand d ∈ D is described by a source node od, a des-
tination node td, and the amount of demand qσd that has
to be satisfied during period σ. Such amount is a fraction
of the nominal value of demand ρd. Table 1 resumes the
parameters list.
We first introduce the reference MILP formulation for
the multi-period energy-aware network management pre-
viously presented in [14], then, in the following sections,
we describe the modeling of the resiliency and robustness
features. The variables used in the models are resumed in
Table 2.
4.1. Routing constraints
Demand d routing in scenario σ is described through bi-
nary variables xdσi j , which are equal to 1 if the routing path
of demand d is routed on link (i, j) in scenario σ. The rout-
ing constraints (1) represent flow conservation constraints
and describe the single path unsplittable routing typically
used in MPLS networks. The right hand side parameter
bdi is 1 if i = od, -1 if i = td and 0 in all the other cases.
∑
(i, j)∈A
xdσi j −
∑
( j,i)∈A
xdσji = b
d
i , ∀σ ∈ S , i ∈ N, d ∈ D (1)
4.2. Chassis status constraints
The status of the chassis in each scenario is described by
a binary variable yσi , which is equal to 1 if the chassis i is
on during scenario σ, and 0 otherwise. The proper value
of such variables is forced by constraints (2): if a demand
is routed through chassis i the left hand side of equation
(2) is strictly positive and therefore yσi must be equal to
one. On the other hand, if yσi is equal to zero, no demand
can be routed through chassis i. The constraints guarantee
also that the chassis capacity ψ is not exceeded.
∑
(i, j)∈A
∑
d∈D
qσd x
dσ
i j +
∑
( j,i)∈A
∑
d∈D
qσd x
dσ
ji ≤ ψy
σ
j , ∀σ ∈ S , j ∈ N (2)
4.3. Card and link status and capacity
The number of active line cards on link (i, j) during pe-
riod σ is represented by an integer variable wσi j ∈ [0, ni j].
As for the chassis, the status of cards is set through a set
of constraints, which also guarantee that the bandwidth
available on each link, which depends on the number of
active cards wσi j, is not exceeded (3). To insure a suitable
level of QoS, the total used capacity is limited by a frac-
tion µa. Besides, constraints (4) force to keep activated
the same number of line cards in both the direction of
each link, so as to guarantee network stability.
∑
d∈D
qσd x
dσ
i j ≤ µaγw
σ
i j, ∀σ ∈ S , (i, j) ∈ A (3)
wσi j = w
σ
ji, ∀σ ∈ S , (i, j) ∈ A (4)
4.4. Chassis activation consumption constraints
The power consumption for the reactivation of chassis j
at the beginning of scenario σ is represented by continuous
non negative variable zσj , whose value is set by means of
constraint (5).
zσj ≥ δπ¯
(
yσj − y
σ−1
j
)
, ∀σ ∈ S , j ∈ N (5)
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Figure 2: Energy consumption minimization vs Resilience requirements.
6
4.5. Card activation constraints
To preserve the lifetime and the reliability of network
equipment, a single line card cannot be switched on more
than ε times along an entire day. The number of activa-
tion of a card is described by auxiliary binary variable uσi jk,
which is equal to one if cards k-th linking nodes i and j
is powered on in scenario σ. The number of card activa-
tions is limited by constraints (6), while the proper value
of variables uσi jk is set by constraints (7).
∑
σ∈S
uσi jk ≤ ε, ∀(i, j) ∈ A, k ∈ [1, ni j] (6)
ni j∑
k=1
uσi jk ≥ w
σ
i j − w
σ−1
i j , ∀σ ∈ S , (i, j) ∈ A (7)
4.6. Objective function
The objective function (8) aims at minimizing the daily
energy consumption. It is the sum of three terms tak-
ing into account, respectively, the energy consumed by the
router chassis in each scenario
∑
j∈N
π¯yσj , the energy used by
the line cards
∑
(i, j)∈A
πi jwσi j, and energy one consumed when
chassis are reactivated
∑
j∈N
zσj .
min
∑
σ∈S
hσ

∑
j∈N
π¯yσj +
∑
(i, j)∈A
πi jwσi j
 +
∑
j∈N
zσj
 (8)
ψ Chassis maximum capacity
π¯ Chassis power consumption
δ Chassis switch on energy consumption
ni j Number of available cards on link (i, j)
γ Per card capacity
πi j Card power consumption
η Maximum number of allowed card switch-on
µa Max primary paths arc capacity fraction
µb Max primary and backup paths arc capacity fraction
od Origin of demand d
td Destination of demand d
qσd Demand value on scenario σ
hσ Duration of scenario σ
Table 1: Parameters
5. Modeling resilience
Modeling a protection scheme requires the addition of
both routing variables and flow conservation constraints.
xdi j Primary path routing
xidi j Backup path routing
yσj Chassis status
wσi j Link/Card status
uσi jk Card change of state
zσj Chassis switch on energy consumption
gdσi jkl Joint primary and backup path routing
Table 2: Variables
5.1. Backup path routing constraints
The backup paths are represented by binary variables
ξdσi j , which are equal to one if backup path of demand d
is routed on link (i, j) in scenario σ. As the variables de-
scribing the primary path xdσi j , the backup path variables
must satisfy the flow conservation constraints (9).
∑
(i, j)∈A
ξdσi j −
∑
( j,i)∈A
ξdσji = bdi ∀σ ∈ S , i ∈ N, d ∈ D (9)
5.2. Link disjoint constraints
In addition, the primary and backup path of a given
demand d must be link disjoint, as guaranteed by con-
straints (10) and (11).
xdσi j + ξ
dσ
i j ≤ 1, ∀σ ∈ S , (i, j) ∈ A, d ∈ D (10)
xdσi j + ξ
dσ
ji ≤ 1, ∀σ ∈ S , (i, j) ∈ A, d ∈ D (11)
5.3. Chassis status constraints
Chassis capacity constraints (12) take into account the
resources reserved for primary and backup paths:
∑
(i, j)∈A
∑
d∈D
qσd
(
xdσi j + ξ
dσ
i j
)
+
∑
( j,i)∈A
∑
d∈D
qσd
(
xdσji + ξ
dσ
ji
)
≤ ψyσj , ∀σ ∈ S , j ∈ N (12)
5.4. Card capacity constraints
Concerning the line card capacity, two values of the max-
imum card capacity fraction are considered to provide the
network QoS both in case of normal network operation
and of single link failure. If no failure occurs, the value of
maximum card capacity fraction is µa, and the constraints
are inequalities (3). For the single link failure, the value
of maximum card capacity fraction is µb, which represents
the maximum utilization allowed in case of failure when
both primary and backup paths are used. The value µb
is greater or equal than µa, and it is used by the network
operator to find the desired trade off between resilience
and consumption. It allows the network congestion to be
slightly deteriorating during the very short and unlikely
periods in which a single link failure occurs, in order to
achieve higher savings in normal conditions.
The capacity needed on each link is different according
to the different adopted protection schemes (13) and (15).
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5.4.1. Dedicated protection case
According to the dedicated protection scheme, the ca-
pacity constraint (13) states that the sum of the demands
whose primary and backup paths are routed on a link can-
not exceed the link available capacity.
∑
d∈D
qσd
(
xdσi j + ξ
dσ
i j
)
≤ µbγw
σ
i j,∀σ ∈ S , (i, j) ∈ A (13)
5.4.2. Shared protection case
According to the shared protection scheme, the capac-
ity on a link must be greater or equal than the sum of
the demands whose primary path is routed on the consid-
ered link plus the worst backup capacity due to different
failures. Such case is computed by evaluating the impact
of each failure and selecting the highest one. The impact
of a failure is given by the sum of the demands whose
backup paths are routed on the considered link and whose
primary paths fall if the considered failure occurs. To cor-
rectly model the backup capacity to be reserved on each
link, a set of binary variables gdσi jkl is introduced. A binary
variable gdσi jkl is defined for each pair of links (i, j) and (k, l),
each demand d and each scenario σ, and it is equal to 1
if the demand must be rerouted on link (i, j) if link (k, l)
fails, i.e. the traffic demand d is served by a primary and
a backup paths routed, respectively, on link (i, j) and link
(k, l) in scenario σ. Constraints (14) force the correct value
of gdσi jkl.
gdσi jkl ≥ x
dσ
i j + ξ
dσ
kl − 1,∀σ ∈ S , (i, j), (k, l) ∈ A, d ∈ D, (14)
Taking into account variables gdσi jkl, the impact of failure
(k, l) on link (i, j) can be computed by constraints (15),
which allow to protect the network (i.e. to reserve enough
capacity) by reserving on each link enough backup band-
width to cope with the worst-case single link failure.
∑
d∈D
qσd
(
xdσi j + g
dσ
kli j
)
≤ µbγw
σ
i j,∀σ ∈ S , (i, j), (k, l) ∈ A (15)
5.5. The smart consumption variant
The smart protection variant exploit the possibility of
reactivating sleeping line cards in a few milliseconds and
therefore the possibility of putting to sleep line cards that
carry only backup paths during normal network operation.
Such new feature of dynamic network can be modelled
by replacing constraints (13) with constraints (16) for the
dedicated protection case.
∑
d∈D
qσd
(
xdσi j + ξ
dσ
i j
)
≤ µbγni jyσj , ∀σ ∈ S , (i, j) ∈ A. (16)
Similarly, constraints (15) must be replaced with (17) for
the shared protection case.
∑
d∈D
qσd
(
xdσi j + g
dσ
kli j
)
≤ µbγni jyσj , ∀σ ∈ S , (i, j), (k, l) ∈ A
(17)
Constraints (16) and (17) guarantee that the total avail-
able capacity on each link (γni j) is not exceeded by the sum
of primary and backup traffic routed on it, when all the
cards are switched on. H owever, the status of cards is
forced by primary paths only, as described by (3). Note
that the sleeping cards carrying backup paths have to be
connected to an active chassis.
6. Modeling robustness to traffic variations
Uncertainty may arise in the problem, if the demand
amount is described by an uncertain parameter qσd . To
deal with such uncertainty, we apply the cardinality-
constrained approach proposed in [18]. The approach
exploits the idea that all the uncertain parameters are
very unlikely to assume simultaneously their worst possible
value. The uncertain parameters are assumed to vary in
the interval
[
qσd − qˆσd , q
σ
d + qˆσd
]
, where qσd and qˆσd represent,
respectively, the expected traffic value and the maximal
variation considered during period σ. In [18] uncertainty
is dealt with in such a way to guarantee than any solu-
tion is feasible if, for each card capacity constraint asso-
ciated to link (i, j) and scenario σ, at most Γσi j2 demands,
among those routed on (i, j), assume their maximum value
qσd + qˆσd , while all the others assume their expected one,
qσd . Parameters Γσi j ∈ [0, |D|] can be used to tune the re-
quired robustness degree by limiting the number of traffic
demands that are considered uncertain. In this way, we do
not limit ourself to perform a trivial worst-case optimiza-
tion. Instead, by using Γσi j values smaller than |D|, we can
ignore the most unlikely realizations where all the traffic
demands routed on a link (i, j) assume simultaneously the
maximal deviation, achieving in this way higher level of
energy savings.
Uncertain parameters have an impact on con-
straints (3)3. For each such constraints a set Uσi j is defined
as the set of demands which assume their maximum pos-
sible amount. The cardinality of Uσi j is at most Γ
σ
i j. The
robust counterpart of constraints (3) is:
∑
d∈D
qσd x
dσ
i j + max
{Uσi j⊆D, |U
σ
i j |≤⌊Γ
σ
i j⌋}

∑
d∈Uσi j
qˆσd x
dσ
i j
 (18)
≤ µγwσi j, ∀σ ∈ S , (i, j) ∈ A
2For the sake of conciseness, we assume parameters Γi j to be inte-
ger. However a more general case, in which they can also continuous,
can be easily dealt with, as described in [18].
3Although uncertain parameters are present in constraint (2), un-
certainty has not an impact on such constraints, as such constraints
force the status of chassis variables rather than limiting the overall
used capacity.
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Let Θσi j represents the worst case additional traffic to
be considered on link (i, j) during period σ, i.e. Θσi j =
max{Uσi j⊆D, |U
σ
i j |≤⌊Γ
σ
i j⌋}
{∑
d∈Uσi j qˆ
σ
d x
dσ
i j
}
. The value of Θσi j can be
computed through dualization.
Given a solution represented by the routing variables
xdσi j , the value of Θ
σ
i j can be computed solving the following
linear programming problem:
Θ
σ
i j = max
∑
d∈D
qˆσd x
dσ
i j u
dσ
i j (19)
s.t. ∑
d∈D
udσi j ≤ Γ
σ
i j (20)
0 ≤ udσi j ≤ 1, ∀d ∈ D (21)
Let us denote with ǫσi j and l
dσ
i j the dual variables associ-
ated to constraints (20) and (21) respectively. The dual of
problem (19)-(21) is the following:
min
∑
d∈D
ldσi j + Γσi jǫσi j (22)
s.t.
ǫσi j + ldσi j ≥ qˆσd x
dσ
i j , ∀d ∈ D (23)
ldσi j ≥ 0, ǫσi j ≥ 0 ∀d ∈ D (24)
According to the duality properties, the optimal primal
and dual objective functions coincide and thus the robust
constraints (18) can be replaced with the following con-
straints:
∑
d∈D
qσd x
dσ
i j +
∑
d∈D
ldσi j + Γ
σ
i jǫ
σ
i j ≤ µγw
σ
i j, (25)
∀σ ∈ S , (i, j) ∈ A
ǫσi j + l
dσ
i j ≥ qˆ
σ
d x
dσ
i j ,∀d ∈ D,∀(i, j) ∈ A,∀σ ∈ S (26)
ldσi j ≥ 0,∀d ∈ D,∀(i, j) ∈ A,∀σ ∈ S (27)
ǫσi j ≥ 0,∀(i, j) ∈ A,∀σ ∈ S (28)
It is very important to point out that the robust ap-
proach can be naturally applied to the protected case too.
7. Resolution methods
All the MILP formulations previously presented can be
treated by state-of-the-art solvers. In our case we experi-
mented with CPLEX 12.5.0.0 using the AMPL modeling
language and setting a resolution time limit of 1 hour. Due
to the time-limit and the complexity of the models, the fi-
nal solution may be sub-optimal.
Since, for scalability reasons, the MILP formulations can
be efficiently solved for instances with less than 20 nodes,
50 links and 50 demands, to solve larger instances (up to 50
nodes and 300 demands) we developed different mathemat-
ical programming heuristic techniques exploiting variants
of the original MILP formulations.
7.1. Single time period heuristic
The single time period heuristic (STPH) presented in
[14] to efficiently solve the reference problem can be easily
adapted to solve both the protected and the robust cases.
The basic idea is to deal with each time period separately
and sequentially, by solving a reduced MILP model derived
from the main one, where only variables and constraints
concerning the considered interval are taken into account.
It is worth pointing out that some group of constraints are
used to correctly evaluate the energy consumed to reacti-
vate a chassis, and keep track of the number of switching
on each line card along all the previous periods. Card
reliability constraints are respected by keeping activated
all the line cards already switched on ε times in the pre-
viously optimized time intervals. Since the choice of the
starting period may influence the final solution, the al-
gorithm is repeated |S | times, taking at each iteration a
different starting scenario.
7.2. Path restriction
To further speed up the single time period heuristic, we
developed a new version of the algorithm, i.e. single time
period heuristic with restricted paths (STPH-RP) based
on the use of a pre-computed restricted set of paths as-
signed to each traffic demand.
To formalize the restricted-path variants of the com-
plete MILP formulations, let Pd represent the set of pre-
computed paths assigned to demand d, and let χdp and λdp
be the binary variables equal to 1 when path p ∈ Pd is
exploited by demand d, respectively, as primary path and
backup path. Note that in the variables we neglect the sce-
nario index σ because in the single time period heuristic
we consider one single scenario at the time.
The following set of constraints replace the flow conser-
vation constraints (1) to force each demand to use a single
primary path:
∑
p∈Pd
χdp = 1, ∀d ∈ D (29)
Similarly, for the protected case, flow conservation con-
straints of backup path (9) are replaced by:
∑
p∈Pd
λdp = 1, ∀d ∈ D (30)
Then, considering that:
xdi j =
∑
p∈Pd :(i, j)⊂p
λdp, ∀(i, j) ∈ A, d ∈ D (31)
ξdi j =
∑
p∈Pd :(i, j)⊂p
χdp, ∀(i, j) ∈ A, d ∈ D, (32)
all the original constraints have to be modified by replacing
the xdi j and ξ
d
i j variables with the corresponding path-based
expression.
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The pre-computed paths of each demand are generated
by means of the following procedure. First, for each de-
mand d ∈ D, an LP formulation is solved to compute the
maximum flow md that can be routed from node od to node
td when each link has unitary capacity. Then, being Ω an
integer positive parameter, the precomputed paths are ob-
tained by performing Ω iterations of the following multi-
stage algorithm: (i) a random weight is assigned to each
link, (ii) for each demand d, md shortest paths (disjoint if
possible) are computed by solving a minimum cost flow LP
formulation, (iii) a minimum cost spanning tree is com-
puted with the Kruskal algorithm, (iv) a single path for
each demand is extracted from the links belonging to the
spanning tree. At the end of the procedure Ωmd +Ω paths
are available. It is worth pointing out that the two differ-
ent strategies used to generate the paths allow to find both
disjoint paths to better achieve load balancing and imple-
ment the protection schemes, and very correlated paths
(with a lot of common links) to minimize the consump-
tion.
7.3. Warm starting
Due to the extreme complexity of the shared protection
model, we developed a procedure to warm start CPLEX
(when solving both the multi-period exact model and each
single period of the heuristic) with a solution rapidly ob-
tained by solving the dedicated protection formulation
with a limited time-limit. The warm-start is implemented
in CPLEX using the option send_statuses 2. In case
of the exact formulation the time limit is typically set to
3 minutes (with 57 minutes left to the resolution of the
main model). For the heuristic the solution obtained for
the previous scenario is given as input to solver, by prop-
erly initializing the variables of the considered time pe-
riods with the values of those of the previous one. The
warm-start is implemented in CPLEX using the option
send_statuses 2. In the heuristic, due to some AMPL
code constraints, the resolution of each single period is
equally split between the dedicated protection warm start
and the shared protection model. Note that each feasible
solution of the dedicated protection is naturally feasible
for the shared protection one.
8. Computational Results
We performed several computational tests to evaluate
both the impact of the different proposed strategies and
the performance of the resolution methods. All the exper-
iments were carried out on machines equipped with Intel
i7 processors with 4 core and multi-thread 8x, and 8Gb of
RAM. Test-bed and instance characteristics are described
in Section 8.1, the behaviour of each strategy is exhaus-
tively discussed in Section 8.2 and, finally, extensive results
on the largest instances are analysed in Section 8.3.
Table 3: Overview of different network configurations
case device capacity hourly cons.
− Chassis Juniper M10i 16Gbps 86.4 W
al f a FE 4 ports 400 Mbps 6.8 W
delta OC-3c 1 port 155 Mbps 18.6 W
eta GE 1 port 1 Gbps 7.3 W
Table 4: Test instances.
ID Net |N|-|Nc | |A| |D| equip scenario
1 polska 12-6 36 15 alfa a
2 polska 12-6 36 15 alfa b
3 polska 12-6 36 15 alfa c
4 polska 12-6 36 15 alfa aver
5 polska 12-6 36 15 delta a
6 polska 12-6 36 15 delta b
7 polska 12-6 36 15 delta c
8 polska 12-6 36 15 delta aver
9 polska 12-6 36 15 eta a
10 polska 12-6 36 15 eta b
11 polska 12-6 36 15 eta c
12 polska 12-6 36 15 eta aver
13 nobel-ger 17-9 42 21 alfa a
14 nobel-ger 17-9 42 21 alfa b
15 nobel-ger 17-9 42 21 alfa c
16 nobel-ger 17-9 42 21 alfa aver
17 nobel-ger 17-9 42 21 delta a
18 nobel-ger 17-9 42 21 delta b
19 nobel-ger 17-9 42 21 delta c
20 nobel-ger 17-9 42 21 delta aver
21 nobel-ger 17-9 42 21 eta a
22 nobel-ger 17-9 42 21 eta b
23 nobel-ger 17-9 42 21 eta c
24 nobel-ger 17-9 42 21 eta aver
25 nobel-eu 28-14 82 90 alfa a
26 nobel-eu 28-14 82 90 alfa b
27 nobel-eu 28-14 82 90 alfa c
28 nobel-eu 28-14 82 90 alfa aver
29 nobel-eu 28-14 82 90 delta a
30 nobel-eu 28-14 82 90 delta b
31 nobel-eu 28-14 82 90 delta c
32 nobel-eu 28-14 82 90 delta aver
33 nobel-eu 28-14 82 90 eta a
34 nobel-eu 28-14 82 90 eta b
35 nobel-eu 28-14 82 90 eta c
36 nobel-eu 28-14 82 90 eta aver
37 germany 50-25 176 182 alfa a
38 germany 50-25 176 182 alfa b
39 germany 50-25 176 182 alfa c
40 germany 50-25 176 182 alfa aver
41 germany 50-25 176 182 delta a
42 germany 50-25 176 182 delta b
43 germany 50-25 176 182 delta c
44 germany 50-25 176 182 delta aver
45 germany 50-25 176 182 eta a
46 germany 50-25 176 182 eta b
47 germany 50-25 176 182 eta c
48 germany 50-25 176 182 eta aver
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8.1. The test-bed
We tested both exact and heuristic methods using
four network topologies provided by the SND Library
(SNDLib) [62], i.e. polska, nobel-germany, nobel-eu
and germany.
The summary of the instances features is reported in
Table 4, where columns ID, Net, |N|-|Nc|, |A|, |D|, equip and
scenario represent the instance label, the network topol-
ogy, the number of nodes and core nodes, the number of
unidirectional link, the number of traffic demands, the
equipment configuration and the traffic scenario, respec-
tively.
In each test instance all routers are assumed to be
equipped with the same type of chassis and the same type
of cards. However, we experimented with three different
configuration cases, alfa, delta, and eta, wherein the chas-
sis technology is always the same, while the type of cards
is varied (but the same technology is used for all the cards
in a given instance). Chassis and card details are reported
in Table 3. The network nodes are equally and randomly
divided between core routers and edge routers. Notice that
only core routers can be put to sleep, since they are neither
source nor destination of any traffic demand.
Traffic matrices have been derived by those provided by
the SNDLib. The nominal values ρd have been computed
by scaling the SNDLib matrices with a fixed parameter
̟
µb
µa . The chosen value of ̟
µb
µa is the highest value such that
the matrix obtained multiplying the SNDLib values by̟µbµa
can be routed in the real full active network with protec-
tion (dedicated or shared), while respecting the maximum
utilization in normal conditions µa, and the maximum uti-
lization in failure conditions µb. In the majority of our
tests we used matrices scaled for ̟85%50% computed by con-
sidering dedicated protection. That is, we used µa (link
max-utilization due to primary paths) equal to 50% and
µb (link max-utilization due to both primary and backup
paths) equal to 85%.
We split a single day in six traffic periods correspond-
ing to the following time intervals: 1) 8a.m.-11a.m., 2)
11a.m.-1p.m., 3) 1p.m.-2.30p.m., 4) 2.30p.m.-6.30p.m., 5)
6.30p.m.-10.30p.m., 6) 10.30p.m.-8a.m. We experimented
with four different traffic scenarios (column scenario). The
first three, i.e a, b, and c, were generated by considering
traffic values qσd distributed uniformly as a fraction r
σ
d of
nominal value ρd. In particular we considered qσd = r
σ
d ρd,
where parameter rσd is generated according to the uniform
distribution N(rσd + ˆrσd , rσd − ˆrσd ). The average values rσd were
chosen according to the traffic profile of Figure 1, the vari-
ation ˆrσd is chosen as 0.2
4.
In the fourth traffic scenario, namely aver (see Table
4), all the rσd are equal to the average values r
σ
d . This last
scenario was used to compare with the robust approaches.
To evaluate the performance of the robust approaches,
we experimented with uncertainty sets of different sizes,
4Negative values are rounded up to value zero.
i.e. by setting ˆrσd = 0.05, 0.10, 0.15, 0.20, and by tuning
the robustness degree of the solutions, i.e. by varying each
Γ
σ
i j from 0 (no robustness) to 5 (high level of robustness in
the considered instances).
As for the remaining parameters, we set δ (chassis
switching-on normalized consumption) equal to 0.25, ε
(switching-on limit) equal to 1, and ni j (number of cards
in link (i, j)) equal to 2 for each link.
8.2. Savings vs. Protection/Robustness
First we aim at pointing out the impact of the differ-
ent features provided to the network according to the
protection/robustness strategy considered, i.e. simple,
robust, dedicated-classic, shared-classic dedicated-smart,
shared-smart, robust plus dedicated-classic and robust plus
dedicated-smart. The expected trade-off between energy
savings and network survivability/robustness is reported
in Figure 3. Starting from the simple energy-aware prob-
lem with no protection and no robustness, we expect the
energy consumption of the network to gradually increase if
we increase the protection/robustness (P/R) level. At the
first P/R level we put the robust approach with no protec-
tion, which, by varying the robustness parameters Γdσi j and
the size of the uncertainty intervals ˆrσd , allows to allocate
additional resources to cope with traffic variations. Then,
we find, in sequence, the shared-smart strategy and the
dedicated-smart one. Although shared protection guaran-
tees the same degree of survivability of the dedicated one,
with single link failures, we consider it less conservative
because it produces solutions with, in general, less spare
capacity available. Clearly, the larger the spare capac-
ity, the higher the capability of the network to react to
failures and other unexpected events. Moving towards the
right side of the graph, we first meet the shared-classic and
the dedicated-classic strategies, and finally the two robust
plus dedicated ones. Classic schemes are considered more
conservative that the smart ones because all the backup
capacity is kept constantly activated. It is worth to notice
that, in term of consumptions, the possibility of switch-
ing off the backup links is considered more effective than
the switching from the simple dedicated protection to the
complex shared one (it will be confirmed by the following
results). Robust plus shared strategies are not reported due
to the excessive computational effort required, that does
not allow to efficiently solve even the smaller instances.
To confirm the expected behaviour we considered twelve
instances associated to the smallest network, polska, and
solved the MILP formulation of each problem with a time
limit of one hour. The effectiveness of the computing
methods, i.e. computing times, solution optimality, ab-
solute savings, are evaluated, as well.
8.2.1. Robust strategy
Let us first analyze the results reported in Table 5 for the
robust case. Columns rˆ and TL represent the size of the de-
mand deviation and the resolution time-limit, respectively.
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Figure 3: Savings vs Protection/Robustness.
Then, for each instance, column %Ec represents the ratio
between the energy consumption of the optimized network
and the energy consumption of the full active one. The ro-
bustness degree of the solution is evaluated on a set of ran-
domly generated scenarios. We generated 10,000 random
traffic scenarios where the rdσ parameters were generated
with the uniform distribution N(rσd + ˆrσd , rσd − ˆrσd ). For each
generated scenario we then tested the optimized solutions
by routing the random demands and verifying the viola-
tion of the capacity robust constraints. Columns %in f eas
and Maxdev represent the percentage of random scenar-
ios wherein at least one capacity constraint was violated,
and the largest positive difference between the observed
maximum utilization and the allowed maximum one, re-
spectively. A solution can be considered completely ro-
bust if %in f eas = 0%. Results clearly show that, thanks
to the robust model, the optimized solutions can be com-
pletely immunized to traffic variations by using the robust
parameter Γ equal to 4 (four demands considered uncer-
tain on each link). Most importantly, the absolute energy
consumption increase necessary to reserve additional re-
sources is smaller, in average, than 1%, and, in the worst
case (instance 4 with r¯ = 0.2) equal to 2.8%. It is worth
pointing out that (i) the nominal solution (Γ = 0) is largely
unreliable, with %in f eas 95.6% and Maxdev = 35.6% in the
worst case (instance 12 with rσd = 0.2), (ii) the increase of Γ
produces a gradual improvement of the robustness degree,
as expected, (iii) the increase of the uncertainty interval
force the model to reserve more resources and reduce the
potential savings. The results analysis suggests that ro-
bustness has a relatively small energetic cost and allows to
greatly reduce the violations of the maximum utilization
constraint due to traffic variations, which is a very crucial
aspect for any off-line network management approach.
8.2.2. Protection strategies: energy efficiency
Results concerning the protection scheme models are
reported in Tables 7-9.In Table 7, the energy savings
achieved by simple, dedicated-classic, and shared-classic
models is shown. Column %Ec represents the ratio be-
tween the energy consumption of the optimized network
and the energy consumption of the full active one. Col-
umn gapopt represents the gap of the final solution w.r.t.
to the best lower bound computed by CPLEX. Column
gapsimple represents the relative increase of energy con-
sumption due to the survivability requirement: it is com-
puted as Eprotc −E
simple
c /E
simple
c , where %Eprotc and %Eprot
simple
c
represent the energy consumption of the optimized net-
work w.r.t. the full active one, for the unprotected and
protected case, respectively. As expected, the explicit im-
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Exact model - Robust approach with no protection
Γ = 0 Γ = 1 Γ = 2 Γ = 3 Γ = 4
ID rˆ TL %Ec %in f eas Maxdev %Ec %in f eas Maxdev %Ec %in f eas Maxdev %Ec %in f eas Maxdev %Ec %in f eas Maxdev
4 0.05 1h 60,6% 42,33% 6,57% 60,7% 9,91% 0,78% 60,9% 0,00% 0,00% 60,9% 0,00% 0,00% 60,9% 0,00% 0,00%
4 0.10 1h 60,6% 81,69% 16,32% 60,9% 10,18% 2,56% 60,9% 0,09% 1,73% 60,9% 0,09% 1,73% 60,9% 0,00% 0,00%
4 0.15 1h 60,6% 92,32% 24,64% 60,9% 15,27% 9,22% 61,4% 0,27% 4,76% 61,4% 0,27% 4,76% 61,4% 0,00% 0,00%
4 0.20 1h 60,6% 95,60% 32,30% 60,9% 32,89% 19,19% 62,4% 0,04% 1,26% 62,4% 0,04% 1,26% 63,4% 0,00% 0,00%
8 0.05 1h 50,6% 40,80% 6,24% 50,8% 10,48% 0,78% 51,0% 0,00% 0,00% 51,0% 0,00% 0,00% 51,0% 0,00% 0,00%
8 0.10 1h 50,6% 78,39% 14,83% 51,0% 1,29% 0,61% 51,0% 0,00% 0,00% 51,0% 0,00% 0,00% 51,0% 0,00% 0,00%
8 0.15 1h 50,6% 88,64% 24,24% 51,0% 9,49% 8,85% 51,5% 0,46% 4,89% 51,5% 0,46% 4,89% 51,6% 0,00% 0,00%
8 0.20 1h 50,6% 93,95% 33,59% 51,0% 27,62% 19,41% 52,6% 0,05% 1,10% 52,6% 0,05% 1,10% 53,2% 0,00% 0,00%
12 0.05 1h 60,0% 41,37% 7,05% 60,1% 4,71% 0,70% 60,3% 0,00% 0,00% 60,3% 0,00% 0,00% 60,3% 0,00% 0,00%
12 0.10 1h 60,0% 78,73% 15,41% 60,3% 11,23% 2,34% 60,3% 0,00% 0,00% 60,3% 0,00% 0,00% 60,5% 0,00% 0,00%
12 0.15 1h 60,0% 88,49% 24,41% 60,3% 6,87% 9,17% 60,7% 0,41% 4,92% 60,7% 0,41% 4,92% 60,8% 0,00% 0,00%
12 0.20 1h 60,0% 94,12% 35,61% 60,3% 40,13% 18,45% 61,6% 0,01% 0,20% 61,6% 0,01% 0,20% 62,5% 0,00% 0,00%
Table 5: Robustness analysis for the solutions obtained by the robust exact model with no protection with 1h time limit on polska instances
Exact model - Robust approach with dedicated protection
Γ = 0 Γ = 1 Γ = 3 Γ = 5
ID rˆ TL %Ec %in f eas ∆classicsmart %Ec %in f eas ∆classicsmart %Ec %in f eas ∆classicsmart %Ec %in f eas ∆classicsmart
4 0.05 1h 70,6% 96,7% -3,1% 71,4% 17,9% -3,4% 71,5% 0,5% -3,4% 71,6% 0,0% -3,5%
4 0.10 1h 70,6% 98,7% -3,1% 71,4% 61,7% -3,2% 71,6% 1,2% -3,3% 71,8% 0,0% -3,4%
4 0.15 1h 70,6% 99,8% -3,1% 71,6% 63,2% -3,4% 71,9% 0,7% -3,3% 72,1% 0,0% -3,3%
4 0.20 1h 70,6% 99,7% -3,1% 71,6% 64,1% -3,2% 72,1% 3,5% -3,1% 72,6% 0,0% -3,4%
8 0.05 1h 60,8% 95,7% -5,5% 61,8% 31,9% -6,2% 61,8% 0,4% -5,7% 62,0% 0,0% -6,0%
8 0.10 1h 60,8% 99,1% -5,5% 61,8% 38,6% -5,7% 62,3% 1,9% -5,4% 62,3% 0,0% -5,9%
8 0.15 1h 60,8% 99,0% -5,5% 61,8% 63,8% -5,8% 62,6% 1,8% -5,8% 63,2% 0,0% -6,2%
8 0.20 1h 60,8% 99,8% -5,5% 62,0% 55,4% -5,5% 62,9% 2,8% -5,3% 63,4% 0,0% -5,5%
12 0.05 1h 70,0% 91,4% -3,2% 70,9% 21,4% -3,7% 70,9% 0,9% -3,4% 71,0% 0,0% -3,7%
12 0.10 1h 70,0% 97,4% -3,2% 70,9% 32,3% -3,5% 71,0% 1,0% -3,4% 71,3% 0,0% -3,7%
12 0.15 1h 70,0% 99,0% -3,2% 71,0% 56,2% -3,5% 71,4% 1,5% -3,4% 71,5% 0,0% -3,5%
12 0.20 1h 70,0% 99,4% -3,2% 71,0% 71,3% -3,4% 71,6% 2,1% -3,3% 71,9% 0,0% -3,5%
Table 6: Robustness analysis for the solutions obtained by the robust exact model with classic dedicated protection with 1h time limit on
polska instances
plementation of a protection scheme increases the network
energy consumption, in fact the energy-aware approaches
keep activated additional resources to cope with possible
failures. In the case without protection, the consumption
Ec varies from 50.1% to 60.6%, in the dedicated-classic
case network consumption is between 61.4% and 71.4%,
with absolute and relative increase, on average, of 10%
and 20%, respectively. By considering the more sophis-
ticated shared-classic protection, the consumption can be
reduced, w.r.t. the dedicated-classic case, up to 5%. How-
ever, while for the dedicated-classic, the model computes
nearly optimal solutions within the time limit of one hour
( gapopt usually lower than 1% and never above 3.5%), for
the shared-classic case the gap from the best lower bound
is in some instances larger than 15% (Instances 6-7), as
the model is more complex and requires a high compu-
tational effort. For this reason, in some instances the re-
ported difference between shared and dedicated protection
consumption is smaller than 1% (Instances 6-7-11).
To overcome this problem, the single time period heuris-
tic can be applied. Heuristic results are reported in Ta-
bles 8 and 9. In Table 8 we analyze the gap between exact
model and STPH solutions. Columns Heurgap represent
the difference between the energy consumption obtained
by the model and that achieved by STPH, i.e. Eheurc −Emodelc .
In Table 9 we compare the saving improvement achieved
Exact model
simple case dedicated prot classic shared prot classic
ID TL %Ec gapopt %Ec gapopt gapsimple %Ec gapopt gapsimple
1 1h 60,6% 1,3% 71,4% 1,4% 17,8% 66,9% 3,6% 10,3%
2 1h 60,5% 0,9% 71,3% 0,9% 17,8% 66,3% 4,4% 9,6%
3 1h 60,3% 0,6% 71,4% 0,7% 18,4% 70,4% 8,9% 16,7%
5 1h 50,7% 2,4% 62,2% 2,6% 22,7% 59,3% 10,1% 17,0%
6 1h 50,1% 0,8% 61,4% 3,3% 22,7% 60,3% 15,5% 20,5%
7 1h 50,3% 0,4% 61,7% 2,7% 22,6% 61,7% 15,8% 22,6%
9 1h 60,0% 1,4% 70,9% 0,9% 18,1% 66,2% 3,2% 10,3%
10 1h 59,8% 0,7% 70,7% 0,8% 18,1% 65,7% 3,6% 9,8%
11 1h 59,7% 0,0% 70,8% 0,5% 18,6% 70,9% 11,1% 18,8%
Table 7: Comparison between simple and protected solutions ob-
tained by solving the exact model with 1h time limit with polska
instances.
by the smart protection solution produced by STPH w.r.t.
the classic one. Columns ∆classicsmart represent the absolute
difference between the energy consumption obtained with
the smart and the classic models. The time limits are re-
ported, as well: in Tables 8 and 9, differently from Tables
5 and 7, T L represent the time limit imposed to CPLEX
when solving a single time period of STPH.
Table 8 shows that, by using STPH with a time limit
of 6 minutes, we reduce the energy consumption of the so-
lutions with shared protection up to about 5% (Instances
3-6-7-11). The difference between shared and dedicated
protection for the instances for which the gap obtained
solving the model is large (Instances 6-7-11) is therefore
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Figure 4: Analysis of the trade-off between energy savings and network congestion, obtained by adjusting the secondary utilization threshold
µb from 0.5 to 1 when solving STPH.
increased. Furthermore, it is worth pointing out that, even
for the instances of the dedicated case solved at optimality
or with a very small gap using the complete model, the gap
between STPH and the formulation is very small, varying
between 0.6% and -0.2%, negative values meaning that
STPH solutions improve upon the sub-optimal solutions
found by CPLEX when solving the model. Having shown
the good quality of STPH algorithm solutions in the re-
mainder of this section we report only the results obtained
by solving STPH, for practical and space reasons.
Exact model vs STPH
simple case dedicated prot classic shared prot classic
ID TLmodel Heurgap T L Heurgap T L Heurgap T L
1 1h 0,00% 60s 0,1% 30s -0,3% 360s
2 1h 0,25% 60s 0,1% 30s -0,3% 360s
3 1h 0,16% 60s 0,0% 30s -4,0% 360s
5 1h 0,41% 60s 0,6% 30s -2,1% 360s
6 1h 0,00% 60s -0,1% 30s -3,6% 360s
7 1h 0,28% 60s -0,2% 30s -4,5% 360s
9 1h 0,28% 60s 0,1% 30s -0,3% 360s
10 1h 0,28% 60s 0,2% 30s -0,4% 360s
11 1h 0,17% 60s 0,1% 30s -4,9% 360s
Table 8: Comparison between the energy saving achieved by solving
the exact model and running the single time period heuristic with
different types of protection.
The possibility of putting to sleep the line cards carry-
ing only the backup links (smart protection) is expected
to substantially decrease the energy consumption of the
network w.r.t. the classic case. This hypothesis is clearly
confirmed by the results of Table 9, where we observe that
smart protection allows to reduce the consumption of the
protected solutions (w.r.t. the total network consumption)
by up to 7.1% and 3.9%, for the dedicated and shared case,
respectively. Smart shared produces smaller energy con-
sumption reduction, w.r.t. the non smart case, than smart
dedicated. The smaller reduction produced by shared pro-
tection solutions w.r.t. dedicated one is motivated by the
fact that, since the first requires a minor amount of backup
capacity, also lesser backup resources can be put to sleep
when switching from the classic to the smart scheme. The
most important result is that with the smart scheme ded-
icated protection can be more energy efficient than classic
shared protection, while being less computationally expen-
sive.
8.2.3. Protection strategies: congestion analysis
Concerning the congestion, it is necessary to remind that
shared protection, due to the high efficiency of the backup
allocation scheme, can deal with levels of traffic that can-
not be managed by the dedicated protection scheme, with-
out violating the maximum utilization constraints. In Ta-
ble 10 the value of ̟85%50%, namely the maximum values used
to scale the SNDLib traffic matrix while respecting the
maximum utilization constraints with µa = 0.5, µb = 0.85
and rσd = 1∀d ∈ D, σ ∈ S , are reported for the shared and
dedicated case. Results show that shared protection al-
lows to manage a traffic that is, on average, greater than
the one managed by the dedicated case. The increase rises
up to about 10%. Therefore, although the computational
effort required by the shared case is significantly increased,
shared protection scheme is worth to be implemented to
reduce the network congestion.
STPH - Classic vs Smart
dedicated shared
ID ∆classicsmart T L ∆classicsmart T L
1 -3,9% 30s -1,9% 360s
2 -3,5% 30s -2,2% 360s
3 -3,2% 30s -1,9% 360s
5 -7,1% 30s -3,4% 360s
6 -5,9% 30s -3,9% 360s
7 -5,5% 30s -3,6% 360s
9 -4,2% 30s -2,0% 360s
10 -3,8% 30s -2,3% 360s
11 -3,5% 30s -2,1% 360s
Table 9: Comparison between the energy saving achieved by STPH
with classic and smart protection schemes.
To better understand the balance between network con-
gestion and energy savings, we report in Figure 4 the net-
work energy-consumption computed by varying the sec-
ondary maximum utilization threshold µb from 0.5 to 1.
In this specific set of tests, we considered dedicated pro-
tection and traffic matrices obtained by using ̟50%50% instead
of the ̟85%50%. In fact, with ̟
85%
50% the problem would not be
feasible in case of µb < 0.85. Figure 4 shows that the dif-
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ference between the network consumption obtained with
µb = 0.5 and µb = 1 varies from 4% to 8%. The plot clearly
shows how a network provider can balance energy savings
and network congestion according to his own requirements.
8.2.4. Joint protection and robustness
To conclude the analysis on the polska instances, let
us analyse the results reported in Table 6, which reports
about the robust dedicated case solved with the exact for-
mulation. As for the simple robust case, it is possible to
obtain solutions completely immunized to traffic variation
(%in f eas = 0%) where the power consumption is increased,
on average of 1% and in the worst case of 2.6% (Instance
8, rσd = 0.2). Furthermore, the energy consumption reduc-
tion obtained by the smart approach w.r.t. the classic one,
is about 4% and up to 6% (similar to the protected non
robust case).
Finally, Figure 5 reports the average energy savings ob-
tained with the three scenarios a, b, and c. It is possible
to observe that the final energy consumption for polska
computed by varying the protection degree follows the ex-
pected trend previously showed in Figure 3.
Table 10: Comparison between the efficiency of the shared protection
and the dedicated protection schemes.
S hared Ded
ID ̟85%50% ̟
85%
50%
1-2-3-4 1053.7 941.8
5-6-7-8 408.32 365.0
9-10-11-12 2634.3 2354.6
13-14-15-16 18039.3 16451.6
17-18-19-20 6990.5 6375.0
21-22-23-24 45099.9 41129.0
8.3. Largest networks
In the second group of tests, we experimented with
nobel-germany, nobel-eu and germany network by run-
ning STPH or STPH-RP (the restricted path version of
STPH). For comparison purposes, a restricted set of in-
stances were tested with both procedures. STPH-RP was
then used to solve instances that were too computationally
demanding to be efficiently solved in a reasonable amount
of time by the simple STPH. The time limit for the single
time period used to run STPH and STPH-RT are reported
in Table 11. We report a / when a given network has not
been solved with the corresponding method (for instance
with nobel-germany we used only STPH).
Figure 6 reports the results for the nobel-germany net-
work, while Figure 7 reports the results for the nobel-eu
network.
First of all, we can observe that the consumption trend
showed in Figure 5, is confirmed in Figures 6 and 7, where
we report the network consumption obtained by STPH on
nobel-germany and nobel-eu networks considering dif-
ferent protection cases. The only difference that can be
observed is that the energy consumption for the dedicated-
smart case is on average smaller that that one of the
shared-classic case. This can be explained as the solver
is not able to efficiently solve the shared protection model,
even for single period, and to obtain a small gap when the
instance dimensions increase. It is worth to note that, in
some tests, the solution computed by the warm start pro-
cedure cannot be improved by the solver within the chosen
time-limit. Besides, due to memory limits (8GB of RAM),
the shared protection instances could not even be initial-
ized for the nobel-eu and germany networks. Thus, as
a solution feasible for the dedicated problem is naturally
feasible for the shared one the solutions obtained by solv-
ing the dedicated problem are applied also for the shared
case. By solving STPH, the consumption difference be-
tween the simple case and the most protected one, i.e.
the dedicated-classic robust, is around 20% for both
nobel-germany, nobel-eu networks.
In Figure 8, the network energy consumption, the in-
feasibility degree and the maximum threshold overrun are
represented for the robust case (in Table 5, the last two val-
ues are indicated as %in f eas and Maxdev ). The four graphics
clearly prove that our approach allow to efficiently man-
age traffic variations without considerably increasing the
network consumption (increase lower than 2% for solution
completely immunized). It is also worth pointing out that
by simply increasing Γ from 0 (no robustness) to 1, we are
already able to substantially immunize the solution, with
%in f eas improved from 90% to around 15%. The results for
the eta case are very similar and therefore not reported.
For the dedicated robust case, the medium size nobel-
eu network was solved using the restricted-path version of
STPH, for efficiency reasons. With the aim of evaluating
the efficiency of STPH-RP in Figure 10 the consumption
obtained with both STPH and STPH-RP (with Ω = 10)
considering nobel-eu network and dedicated classic pro-
tection are reported. The consumption difference between
the two solution methods is generally slightly lower than
10%. Therefore, taking into account all the paths allows to
gain a substantial amount of saving when handling small
and medium size instances. However, the use of a re-
stricted set of paths turned out to be a reasonable strat-
egy to reduce the computational effort when dealing with
larger instances without excessively degrading the achieved
energy saving.
Finally, to further confirm the good performance of
STPH-RP, the average network consumption values com-
puted on the germany network with all the different pro-
tection schemes are reported in Figure 11. We solved the
instances with STPH-RP with Ω = 5. Also in this case
the heuristic method provides significant savings, obtain-
ing final network consumption from 60% up to 80% of the
original value.
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Figure 5: Energy savings achieved by STPH when implementing the different protection schemes on polska instances.
Table 11: CPLEX time limits for the single time period to solve nobel-germany, nobel-eu and germany instances with different types of
protection.
simple robust dedicated shared robust-dedicated
Net T LS T PH T LS T PH−RP T LS T PH T LS T PH−RP T LS T PH T LS T PH−RP T LS T PH T LS T PH−RP T LS T PH T LS T PH−RP
nobel-ger 60s / 90s / 90s / 360s / 120s /
nobel-eu 300s / 300s / 300s 300s / / 1200s /
germany / 600s / 600s / 600s / / / 1200s
Figure 10: Energy saving comparison between STPH and STPH-RP
on nobel-eu network with dedicated classic protection.
9. Concluding Remarks
In this paper we have exhaustively investigated the is-
sues concerning energy saving and network resilience to
both failures and traffic variations. We have proposed
a comprehensive set of modelling tools to efficiently per-
form multi-period off-line energy-aware network manage-
ment without compromising the normal network opera-
tion. We have presented and discussed both exact and
heuristic methods able to put to sleep network line cards
and chassis while reserving backup resources to efficiently
cope with single link failures and leaving enough spare ca-
pacity to absorb the unexpected peak of traffic. Extensive
experimentations have shown that even when full protec-
tion is guaranteed (dedicated protection with robustness
to traffic variations) it is possible to save up to 30% of the
daily network consumption.
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