Abstract. This paper contains a study of the asymptotic stability and uniqueness of equilibrium solutions of multi-dimensional Hamiltonian-like systems. The results are applied to the swing equations, the classical model for power systems. By developing some results in matrix theory, it is shown that asymptotically stable equilibrium solutions may exist even though most rotor angle pairs are more than 90°, some even 180°, out of phase. In contrast to the numerical criteria usually used, an analytic criterion for the existence of asymptotically stable equilibrium solutions of the swing equations is given.
1. Introduction. Most authors studying the stability of the swing equations for power systems have investigated only those equilibrium solutions for which all the rotor angles are less than 90° out of phase with each other. In this paper we develop examples of swing equations for which asymptotically stable equilibrium solutions exist even though most of the rotor angle differences are greater than 90° in magnitude; some such differences may be 180°.
It is the usual procedure to determine the existence of a post-fault equilibrium solution by numerical calculations. In this paper we give an analytic criterion for the existence of stable equilibrium solutions.
In general we study the stability, instability, uniqueness and existence of equilibrium solutions of the swing equations. The first three properties are studied by investigating the following system which is a model for many physical systems, including the swing equations: y = -Ay-g(z), z = By, (la, b) where y e Rk, z e Rl, k + I = m, x -(yT, zT)T e Rm, A and B are constant real k x k and I x k matrices respectively, and g: Rl -* Rk is a continuous map. For the swing equations k =J= I.
When conservative forces are involved, system (1) will be a damped Hamiltonian-like system. In Sec. 2 we discuss the stability and uniqueness of equilibrium points of such systems. In Sec. 3 we apply these results to the swing equations and prove the existence result.
In Sec. 4 we develop some matrix theory which will allow us to find swing equations of arbitrarily large dimension for which stable equilibrium solutions exist even though most of the rotor angle differences are greater than 90° in magnitude.
Most of the notation used is standard and will be used without explanation. The symbols AT and A'1 will denote the transpose and inverse, respectively, of a matrix A = (atj) whose (i -j)th element is a0-. All vectors x are column vectors; hence x' is a row vector. The constant vectors y* e Rk, z* e Rl are an equilibrium point of system (1) if Ay* + g(z*) = 0 and By* = 0. Let /" be the n x n identity matrix. Let dg/dz be the Jacobian matrix of g.
A submatrix of A is a matrix formed by eliminating from A certain rows and columns. A principal submatrix of A is a matrix formed by eliminating a row from A if and only if the corresponding column is eliminated. We use several characterizations for the positive definiteness of a symmetric matrix (see [8] , p. 306).
For a real-valued function h(y, z) with y e Rk, z e R' we let Vyh = (dh/dyu dh/dyk)T, Vzh = (dh/dz1; ..., dh/dz,)T.
2. Hamiltonian-like systems. In this section we study the stability of damped Hamiltonian-like systems of the form (1).
2.1 Definition. We say that a system of ordinary differential equations is Hamiltonianlike if it has the form y = ~LVzh(y, z), z = LTVyh(y, z) (2a, b)
where y e Rk, z e Rl, h is a differentiate real-valued function of y and z, and L is a k x / real matrix. The function h is an integral of system (2) and system (2) is Hamiltonian in form if k = I and L is the identity matrix. System (2) is called damped if a linear term -Ay is added to the right-hand side of Eq. (2a).
In the following theorem if we let L= K~lBT and h(y, z)= V(x, z*) (see Eq. (5) below), then system (1) is a damped Hamiltonian-like system. One example of such a system with k =/= / is the swing equations with zero transfer conductances (see Sec. 3).
The following theorem lists the results for Hamiltonian-like forms of system (1).
2.2 Theorem. Let A, B, and g be defined as in Eq. (1). Let K be a symmetric positive definite k x k matrix. Let f(z) be a real-valued function of / variables with continuous second partial derivatives. Suppose that KA + A 'K is positive definite, that B has rank I with I < k, and that
Define the Hessian matrix (4) (a) If x* -(y*T, z*T)T is an equilibrium point of system (1), then y* = 0 and g(z*) = 0.
(b) Suppose that g(z*) = 0 for some z* e Rl and that J(z*) is positive definite. Then x* = (0r, z*T)T is an asymptotically stable equilibrium point of system (1).
(c) Suppose that g(z*) = 0 for some z* e R1 and that J(z*) is not positive semidefinite. Then x* = (0T, z* ' )T is not an asymptotically stable equilibrium point of system (1) . If in addition x* is an isolated equilibrium point of (1) , then x* is not stable.
(d) Let g(z*) = 0 for some z* e Rl and let S be a convex subset of Rl with z* e S. Suppose that J(z) is positive definite and that Eq. (3) holds for all z e S. Then x* = (0r, z*T)T is the only equilibrium point of system (1) in Rk x S.
Proof, (a) Suppose that x* -(y*T, z*T)T is an equilibrium point of system (1). Then Ay* + g(z*) = 0 and By* = 0. Thus jy*T(ATK -I-KA)y* = y*TK{Ay*) = -y*TKg(z*) --y*TBTWz/(z) = 0.
Since ATK + KA is positive definite, y* = 0. For parts (b) and (c), define
where z* e R' is fixed, g(z*) = 0, and x = (yT, zT)T e Rm. The derivative of V along solutions of system (1) By inspection of system (1), the only solutions of (1) Suppose that J(z*) and hence H is positive definite. Then x* is a relative minimum point for F(x; z*) (see [2] , p. 376).
Since det J(z*) 0, V2 /is one-to-one in a neighborhood of z* by the inverse function theorem (see [2] , p. 372). Hence, g(z) is one-to-one in that neighborhood of z* because K~1 and BT are one-to-one. Thus, there is a neighborhood N of x* such that for x e N we have V(x\ z*) > 0 if x =/= x* and g(z) is one-to-one if (yr, zT)T = x e N. Therefore x* can be the only equilibrium point and hence the only invariant subset of G n N. By the invariance theorem [4, 9] x* is an asymptotically stable equilibrium point of system (1).
(c) Suppose that J(z*) and hence H is not positive semi-definite. Then x* is a saddle point for V(x; z*) (see [2] ). Hence, there is an open region M c Rm containing x* on its boundary such that F(x; z*) < 0 for xeM. Since dV/dt < 0, a solution starting in M cannot approach x* as t increases. Thus x* is not an asymptotically stable equilibrium point of system (1).
Suppose that, in addition, x* is an isolated equilibrium point. Let N be a bounded neighborhood of x* containing no other equilibrium points of (1) . By invariance theory (see [4] , p. 203), a solution starting in M n N must either leave the set N or approach an invariant subset of G. Since {x*} is the only invariant subset of G in N, the point x* cannot be a stable equilibrium point.
(d) By part (a) we need only to show that g(z) is one-to-one on S. Let z1 and z2 be two distinct points in S. Define z(u) = uz2 + (1 -ujz1 for u e R and w = z2 -z1. Then z(w) e S for 0 < u < 1 by convexity of S and dz/du = w. Let J(u) = J(z(u)) and
Since J(u) is positive definite for 0 < u < 1, dq/du > 0 for 0 < u < 1. Hence 0 = q(0) < 9(1).
If Vz/(z1) = Vz/(z2), then g(l) = 0, which is a contradiction. Since BT and K 1 are one-to-one, g{zl)± g(z2).
If system (1) is damped Hamiltonian in form, then we can apply Theorem 2.2 with k = I and B = K.
3. Power systems. The problem of transient stability of systems of synchronous generators modeled by the " swing equations " has been studied since the beginning of the electric age [1, 5] , In recent years Lyapunov theory has been applied to the problem [7,11]- In this section we show that the swing equations take the form of system (1) so that we can apply the results of Sec. 2. The Lyapunov function used in this section is equivalent to a classical Lyapunov function used in the study of power systems. Derivatives of this Lyapunov function along solutions are not negative definite, so that asymptotic stability does not follow directly from the classical Lyapunov theorems. By applying the invariance theorem we can conclude the asymptotic stability of the equilibrium solutions with a negative semi-definite derivative.* We also give results on existence and uniqueness of stable equilibrium solutions.
In the classical model for power systems with negligible transfer conductances, a set of n interconnected synchronous generators is assumed to be governed by the system of differential equations (see [7, 11]) MA + dA = Qt-E2GU -£ £, Ej Yu sin(<5; -8,) (6) j=i j + i for i = 1, ..., n. For the ith generator St is the rotor angle, M, > 0 is the moment of inertia, d, > 0 is a damping constant, Qt is the mechanical power, and the remaining parameters have technical meanings as discussed in the literature (see [7, 11] ). All parameters except <5, are assumed to be constant during the transient. A principal goal of a power systems engineer is to ensure that a system of synchronous generators approaches a synchronous solution.
If we assume that (<5!,Sn) is a synchronous solution of system (6) and we add together all n equations, we find that tdA= iiQi-EfG,). 
where £?= t P, = 0 and an = 0. By introducing the extra parameter ct" = 0 we can write system (8) in a more compact form than otherwise. For the remainder of the paper we will call system (8) the swing equations. The system of equations (8a), (8b), and (9) is equivalent to system (6). However, system (8) is independent of p; solutions of system (6) may be found from solutions of system (8) by the integration indicated by Eq. (9). Hence, we will focus our attention on system (8).
For convenience we define a = (cti, ..., an-i)7 and co = (cou ..., u>n)T.
3.2 Remark. A synchronous solution of system (6) corresponds to an equilibrium point co*, a* of system (8) with the property that co* = 0 e R". We see this by examining the two systems and considering the discussion after Definition 3.1.
Many authors study only stable equilibrium points which occur in the set S= jcr e R""1: |<r,| <^, \<Ti-Gj\ for i,j= 11, i^j|.
We see that S is convex and that if a e S, then cos (a, -cr,) > 0 for i, j -1, ..., n (recall <7" = 0). We will see that any equilibrium point ol>*, a* with a* e S will be asymptotically stable, a well-known result. However, in Sec. 4 we will see that a* may be far outside S and still be an asymptotically stable equilibrium point. 
The following result is a direct application of Theorem 2.2. It provides sufficient conditions for the asymptotic stability and the instability of the swing equations (system (8) ). It will be used in Sec. 4 to find stable equilibrium points of system (8) for which most of the rotor angles are more than 90° out of phase. Unlike many previous authors, we are able to conclude asymptotic stability rather than only stability. The result is almost a necessary and sufficient condition for stability of an equilibrium point. The critical case for which dp/da is positive semidefinite and singular is the only case not treated in the following theorem. The theorem also contains a uniqueness result.
3.4 Theorem. Suppose that co*, a* is an equilibrium point of system (8) . Then co* = 0 and system (8) is equivalent to a Hamiltonian-like form of system (1). Let p be defined as in Eq. (13).
(a) If the Jacobian matrix (dp/do)\a=(Tt is positive definite, then «*, a* is an asymptotically stable equilibrium point of system (8) . If a* e S (see Eq. (10)), then {dp/da) |CT=(T» is positive definite.
(b) If the Jacobian matrix (dp/do) |CT=(T, is not positive semi-definite, then co*, a* is not asymptotically stable equilibrium point of system (8) . If, in addition, a* is an isolated solution of p(a) = 0, then co*, a* is not a stable equilibrium point of system (8) .
(c) Suppose that T is a convex subset of R"~1 such that if a e T, then dp/da is positive definite. In particular, we may set T = S where S is defined in Eq. (10) . Then p(a) is one-to-one on T, and w*, a* is the only equilibrium point of system (8) with a* e T.
Proof. Let A, B, and g be defined in Remark 3.3. We apply Theorem 2.2 to system (8) and with K = M = diag(M;). We see that p(tr) = p(z) = Vz /(z). In a straightforward way we see that the hypotheses of Theorem 2.2 are satisfied and dp/da \a. = J (a*) = J(z*). If a e S, then we see that J(a) is symmetric and diagonally dominant so that J (a) is positive definite. The region S is not the largest region containing the origin in which dp/da is positive definite. If we assume a conjecture of Tavora and Smith [10] that each connected region in which dp/da is positive definite is convex, then system (8) has at most one equilibrium point in any such region. The author was unable to follow the uniqueness proof of Tavora and Smith.
The existence of an equilibrium point for the swing equations is usually discovered in practice by numerical methods. The next result gives an analytic criterion for the existence of a stable equilibrium point for the swing equations. Then there exists a unique vector a* e S (see Eq. (10)) such that to* = 0, a* is an asymptotically stable equilibrium point of system (8) .
Proof. Let p be defined in Eq. (13). By Theorem 3.4, p is one-to-one on S. Let P=(P,,..., P.-fFeJi""1 and Q(<r) = p(a) + P. Then Q is one-to-one on S. Let T = Q(S). Define U = {q e R"~1: (qf/Pfn) < !}• If U c T, then we define a* = Q 1(P) e Q 1(T) = S so that p(a*) = Q(a*) -P = 0.
By Theorem 3.4, w* = 0, a* is asymptotically stable. To show that [/cT we show that if q is on the boundary of T, then Yj = i {qf/Pfn) > 1 so that q $ U. But Q(0) = 0 e U n T so that U c T. Now, q is a boundary point of T if and only if q = Q(cr) for some a on the boundary of S. The point a is on the boundary of S if and only if ak = n/2, ak = -n/2, or ok -a, = n/2 for some k, I e {1, ..., n -1}. We see that if a is on the boundary of S, then cos(<T; -(Tj) > 0 and cos <7; > 0 for all i,j= 1, ..., n -1 with i =f= j. We consider three cases. (ii) Suppose that ak = -n/2 where k e {1, n -1}. We repeat the argument of (i), noticing that sin( -n/2 -a,) = -cos <t,-< 0 for i = 1, n -1. The negative signs cancel to give the same result.
(iii) Suppose that ak = c, + n/2 for some k, I e {I,n -1} with k =/= /. Let q = @(cr). For i = 1, n -1 we make the substitutions sin(<rfc -at) = cos(<r, -o-() > 0, sin(ff, -<t,) = -cos(at -c,) < 0, sin <rk = cos at > 0, and sin <t, = -cos ak < 0 in the equations qk = Qk(a) and q, = Qi(a) to show that qI/pL + qJ/Pi > iHence, (14) is true for all q on the boundary of T. Q.E.D.
By looking at limiting cases in which some of the P0-are zero and for which (14) becomes an equation, we see that Theorem 3.5 is "best possible" for this kind of criterion. We note that because the numbering of the machines is arbitrary, the theorem is actually more general.
4. Stable examples. Most studies of the Lyapunov stability of power systems discuss only equilibrium points for which the rotor angles are less than 90° out of phase with each other; that is, equilibrium points a>*, a* for which a* e S (see Eq. (10)). It is known (see [10] ) that some equilibrium points outside S may be stable, a fact which may be established by a continuity argument. However, it appears to be often assumed that stable equilibrium points occur in or near the region S.
In this section we will see that stable equilibrium points for swing equations may occur far outside the region S. In fact, there are examples of swing equations which have a stable equilibrium point for which a majority of the rotor angles are more than 90° out of phase; some may be 180° out of phase.
To find such examples we will develop some conditions for positive definiteness and apply Theorem 3.4. We see from Eq. (13) that dpn-1
We will begin the section with a somewhat lengthy but necessary search for a criterion based on the signs of the numbers cos (a, -o^) to determine whether dp/da can be positive definite if the Pfj-> 0 are chosen properly. Using this criterion, we will choose the vector a* so that the signs of cos(of -aj) allow (dp/da) \r7=rr, to be positive definite for some choices of Ptj. We will then choose the Pt so that co* = 0, a* is an equilibrium point (and by Theorem 3.4 asymptotically stable) of system (8) .
The following definitions will be useful. We assume that H = (/i^) is a real n x n symmetric matrix (such as dp/da). As we will see, the next two definitions are criteria for positive definiteness (or lack thereof). One is the negation of the other.
Definition. Let D(H) = (dij).
We say that H has property R if there exists an ordered (n + l)-tuple k = (k0, ..., k") such that k is a permutation of elements of {0, ..., n} and such that for all i = 1, ..., n it is true that djt > 0 with I = /c, for some je{k0,...,ki-1}.
For any T c {0,..., n} we let T = {;' e {0, ..., n): i $ T}. 4 .4 Definition. Let D(H) = (dij). We say that H has property N if there exists a proper subset T of {0, ..., n} such that du < 0 whenever i e T and j e T. 4.5 Lemma. Let H be a real n x n symmetric matrix. Then H has property R if and only if H does not have property N.
Proof. If we assume N and R, we can show by induction that the subset T assumed in N cannot be proper. If we assume that H does not have property N, then we can construct the (n + l)-tuple of R by induction.
4.6 Lemma. Let H be a real n x n symmetric matrix with D(H) = (). If there exists k e {0,..., n} such that dkj < 0 for all j e {0, ..., n}, then H is not positive definite.
Proof. If k = (1,..., n), then a diagonal element of H is not positive. If k = 0, we form a new matrix H' by adding all the rows of H to its first row and all the columns of H to the first column. Although this transformation preserves positive definiteness, the first diagonal element of H' is not positive.
4.7 Lemma. Let H be a real n x n symmetric matrix with D(H) = (d0) such that d^ > 0 for i, j = 0, ..., n. If some principal submatrix F of H has property N, then H has property N.
Proof. Let F be the r x r submatrix formed from H by eliminating the rows and columns indexed by the elements of a proper subset P' of {1,..., n}. Let P = {0} u P'. Let P and P be disjoint sets whose union is {0, ..., n}. By hypothesis we may form a proper subset T of {0, ..., r} which satisfies the criterion of property N for F. Let T be the set of integers I e P such that row I of H corresponds to row j of F for some j e T. Then T satisfies the criterion of property N for H. (e) If du < 0 for some i, j e n} then there exists a real n x n symmetric matrix H' with the same sign configuration as H such that H' is not positive definite.
Proof, (a) Let T be the subset given in property N for H. Let F be the submatrix of H formed by eliminating the rows and columns with indices in T. By Lemma 4.6 we see that F, and hence H, is not positive definite.
Part (b) follows from part (c).
(c) We see that one direction follows from part (a). We prove the other direction by induction. The result for 2 x 2 matrices follows by an easy calculation.
Assume that (c) is true for all (n -1) x (n -1) matrices. Let H be the n x n matrix of the hypothesis. (^m' * * * j hn-it n) = ( din, ..., dn _ it c = hnn -^ din,
and A is the principal submatrix of H formed by eliminating the last row and column of H. By Lemmas 4.5 and 4.7, the submatrix A has property R, so that A is positive definite by the induction hypothesis. Let A = (al7) and A1 = (a,,). Since A is an M-matrix (see [3] or [6] ), we know that > 0 for all i,j-1, ..., n. Let e = (1, 1, . .. 
Hence det H > 0, so that H is positive definite. (e) For this part we choose dtj < 0 so small that hit= idtl <0.
We may use Lemma 4.8 to show that many examples of the swing equations exist with asymptotically stable equilibrium points far outside the region usually studied. 4.9 Theorem. Let a* e R"'1. Suppose that there is an n-tuple k = (ku such that k is a permutation of elements of {1, ..., n} and such that for all i = 2, ..., n it is true that cos(<7* -of) > 0 if l = kt for some je{klt..., (Recall a* = 0.) Then we may choose real numbers P, and Ptj = Pji > 0 for i, j = 1, n with i =/= j such that a>* = 0, a* is an asymptotically stable equilibrium point of system (8) for any M(> 0 and d( > 0, i = 1, ..., n.
Proof. Let p(a) be defined in Eq. (13). Let H = (dp/da) \a=a, and D(H)= (dfj) (see Definition 4.1). Then dij = F0-cos(of -a*) for all i, j = 1, ..., n-1 with i j and dio = Pin cos erf for i = 1, ..., n -1. The hypothesis determines that H has property R for any choices of the Pi;-. By Lemma 4.8(d) we may choose the Ptj so that H is positive definite. With these choices of Pi;-we choose the Pt so that w* = 0, a* is an equilibrium point of system (8) .
In applying the previous theorem we are restricted in the possible sign configurations of dp/do by the fact that the right-hand side of Eq. (8a) is periodic in each component of a. Hence, if u>* = 0, a* is an equilibrium point of system (8), then we may assume without loss of generality that |of | < n for i = 1, n -1. This assumption restricts the possible choices of a* for which cos(of -af) < 0. Except in low dimensions, for all a* many of the numbers cos(cf -af) are positive. Nevertheless, examples of stable equilibrium points exist for which most of the numbers cos(<rf -af) are negative. This system has an asymptotically stable equilibrium point co* = 0, a* with a* -n, a* -2tt/3, a* = n/ 3 fx* -erf = 7r/3, -a* = 2n/3, erf -a% = n/2>.
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which is positive definite, so that co*, a* is asymptotically stable by Theorem 3.4(a). Thus, a synchronous solution may be attractive even though some of the rotor angles are 180°o ut of phase.
