Integral Hopf–Galois Structures on Degree p2 Extensions of p-adic Fields  by Byott, Nigel P.
Journal of Algebra 248, 334–365 (2002)
doi:10.1006/jabr.2001.9053, available online at http://www.idealibrary.com on
Integral Hopf–Galois Structures on Degree p2
Extensions of p-adic Fields
Nigel P. Byott
School of Mathematical Sciences, University of Exeter,
Exeter EX4 4QE, United Kingdom
E-mail: N.P.Byott@ex.ac.uk
Communicated by Susan Montgomery
Received June 28, 2001
Let L/K be a totally ramiﬁed, normal extension of p-adic ﬁelds of degree p2. We
investigate the behavior of the valuation ring L in the various Hopf–Galois struc-
tures on L/K. Speciﬁcally, we determine when L is Hopf–Galois with respect to
a Hopf order in the corresponding Hopf algebra. When this occurs, L is necessar-
ily a free module over this Hopf order. We also determine which Hopf orders can
arise in this way. For cyclic extensions L/K of degree p2, L. N. Childs has shown,
under certain restrictions on the ramiﬁcation numbers, that if L is Hopf–Galois
with respect to a Hopf order in one of the Hopf–Galois structures on L/K, then the
same is true in all p Hopf–Galois structures on L/K. We show that this no longer
holds if the ramiﬁcation conditions are relaxed, or if elementary abelian extensions
of degree of p2 are considered. We illustrate our results with a special family of
Kummer extensions, and with certain extensions arising from Lubin–Tate formal
groups.  2002 Elsevier Science (USA)
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1. INTRODUCTION
Let L/K be a ﬁnite Galois extension of number ﬁelds or of p-adic ﬁelds
for some prime p, with Galois group G = GalL/K). Let K and L
be the rings of integers in K and L, respectively. Then L is a module
over the integral group ring KG. It is well known that L is a locally
free KG-module if and only if L/K is at most tamely ramiﬁed. A deep
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result of Taylor [T1] shows that when L/K is a tamely ramiﬁed extension
of number ﬁelds, the structure of L as a locally free module over G is
determined by the Artin root numbers attached to L/K.
We will be concerned in this paper with wildly ramiﬁed extensions L/K
of p-adic ﬁelds. Although L cannot be free over KG, it may be free
as a module over its associated order
KG = α ∈ KG  α ·L ⊆ L

In particular, if KG is a Hopf order in KG then L is a free KG-
module [C1, CM]. It is therefore of interest to know when Hopf orders
occur as associated orders.
This point of view makes implicit use of the fact that KG is a Hopf
algebra acting on L in such a way that L becomes a KG-Galois extension
of K. (For the deﬁnition, see the start of Section 2.) We then say that KG
gives rise to a Hopf–Galois structure on the ﬁeld extension L/K. There
may be other K-Hopf algebras H which also endow L/K with a Hopf–
Galois structure. Greither and Pareigis [GP] reduced the determination of
all Hopf–Galois structures on a ﬁnite separable ﬁeld extension L/K to a
purely group-theoretic problem, which has been solved in various cases (see
[B3, CC, C2, K]).
We can consider the module structure of a p-adic ring of integers L in
this more general situation. If H is a Hopf algebra endowing L/K with a
Hopf–Galois structure, then L is a module over its associated order H
in H, deﬁned by
H = α ∈ H  α ·L ⊆ L

Again, if H is a Hopf order then L is free over H . Moreover, if the
extension degree L  K is a power of p, then L will be an H-Galois
extension of K unless L/K is maximally ramiﬁed. If L is -Galois for
some Hopf order  ⊂ H then necessarily  = H , and we then say that
L is Hopf–Galois relative to H.
The question then arises of comparing the behavior ofL in the different
Hopf–Galois structures on the same ﬁeld extension L/K. More precisely,
if H and H ′ are Hopf algebras giving two different Hopf–Galois structures
to L/K, and L is Hopf–Galois relative to H, we can ask whether L is
also Hopf–Galois relative to H ′. In the case of cyclic extensions of degree
p2, this question has been investigated by Childs [C3], under the hypothesis
that p is odd and that certain restrictions are satisﬁed by the ramiﬁcation
numbers of L/K. Using an explicit description of the Hopf orders in the
Hopf algebras acting on L/K, he gave a necessary and sufﬁcient criterion,
in terms of a parameter β describing the arithmetic of L, for L to be
-Galois for a given Hopf order . He was then able to determine, ﬁrst,
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which Hopf orders arise (most Hopf orders will not occur as the associated
order of any valuation ring L), and, second, what happens if one switches
to a different Hopf–Galois structure on the same ﬁeld extension L/K. He
found that if L is Hopf–Galois in any one of the Hopf–Galois structures
on L/K, then in fact the same is true in all p Hopf–Galois structures.
In contrast to Childs’ result for cyclic extensions, it was shown in [B4] (see
also [B5]) that for certain normal extensions L/K constructed using Lubin–
Tate formal groups, L exhibits different behavior in different Hopf–Galois
structures: L is not free over its associated order KG in the group
algebra KG, but there is another Hopf algebra H giving L/K a Hopf–
Galois structure in which L is free over its associated order H . Here H
is a Hopf order, but KG is not. The smallest examples produced by this
construction are elementary abelian extensions of degree p2.
The aim of this paper is to study systematically the behavior of L in
the different Hopf–Galois structures on a totally ramiﬁed normal exten-
sion L/K of degree p2. (Thus the Galois group is either cyclic or elemen-
tary abelian of order p2.) Our treatment closely follows that of Childs, but
our results encompass both the situation he considers and the elementary
abelian examples described above. They also extend Child’s results in the
cyclic case by removing the ramiﬁcation hypotheses and the restriction to
odd p.
We take as our ground ﬁeld K a ﬁnite extension of p containing a
primitive pth root of unity. After describing the Hopf–Galois structures
on L/K (Theorem 2.5) and all Hopf orders in the corresponding Hopf
algebras (Theorem 4.5), we show in Lemma 6.1 that Child’s criterion for
L to be Hopf–Galois relative to a given Hopf order is still valid. This
enables us to determine, for a given Hopf order , whether there exists an
extension L/K such that L is -Galois (Theorem 7.1). We also determine
in Theorem 8.1 the possibilities for the ramiﬁcation numbers of L/K if L
is Hopf–Galois. The result is more complicated than one might expect: the
ramiﬁcation numbers have the form t1 = pj − 1, t2 = p2i − 1 for certain
integers i j, and the permitted pairs i j fall into a number of cases, each
deﬁned by a combination of inequality and congruence conditions.
Our main results (Theorems 9.2A–D) compare the behavior of L in
different Hopf–Galois structures, distinguishing the cases of cyclic and ele-
mentary abelian extensions, and of p odd and p = 2. In the elementary
abelian case, the example from [B4] tells us that the situation must be
more complicated than that found by Childs. In fact if L is Hopf–Galois
relative to any of the p2 Hopf–Galois structures on L/K, then it is Hopf–
Galois relative to either one or p of them. Furthermore, for some values of
the ramiﬁcation numbers, the classical Hopf–Galois structure (correspond-
ing to H = KG) plays a distinguished role, whereas for other it does not.
The examples constructed in [B4] and [B5] turn out to be very special, lying
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on the transition between these two types of behavior. In the cyclic case,
we ﬁnd some new extensions L/K not satisfying Childs’ hypotheses. These
can exhibit a behavior different from that found by Childs, where L is
Hopf–Galois relative to exactly one of the Hopf–Galois structures on L/K.
We end the paper by examining where two special families of extensions
ﬁt into this picture. The ﬁrst of these is a certain family of Kummer exten-
sions, in which the valuation ring is free over its associated order in the
group algebra. The second family of examples comprises those elementary
abelian extensions of degree p2 which arise from Lubin–Tate formal groups
by the construction of [B5].
2. HOPF–GALOIS STRUCTURES ON FIELD EXTENSIONS
Let R be a commutative ring, let H be an R-Hopf algebra, and let S
be a commutative R-algebra. We suppose that S and H are both ﬁnitely
generated and projective as R-modules. Recall that S is an H-module alge-
bra if there is an R-linear action of H on S which is compatible with the
coalgebra structure of H in the sense that
h · st =∑
h
h1 · sh2 · t for h ∈ H s t∈ S
h · 1S = εh1S for h ∈ H
Here ε H → R is the augmentation of H, and we have used Sweedler’s
notation,
h →∑
h
h1 ⊗ h2
for the comultiplication of H. If, furthermore, the R-module homomor-
phism
j S ⊗R H → EndRS js ⊗ ht = sh · t
is a bijection, then S is said to be an H-Galois extension of R. We also say
that S is H-Galois (over R) or is Hopf–Galois for H.
Now ﬁx a prime number p, and let p denote the p-adic completion of
the rational numbers . We shall be concerned with Hopf–Galois exten-
sions S as above over two sorts of base ring R, namely R = K and R = K ,
where K is a ﬁnite extension ﬁeld of p with valuation ring K . In the
latter case, S is an K-order in the K-algebra S ⊗K K, and H is an K-
Hopf order in the K-Hopf algebra H ⊗K K. Moreover, S ⊗K K is an
(H ⊗K K)-Galois extension of K.
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Now let L/K be a ﬁnite separable extension of ﬁelds. If H is a K-Hopf
algebra such that L is H-Galois, then we say that H gives a Hopf–Galois
structure to L/K. The standard example is when L/K is normal with Galois
group G = GalL/K and H = KG is the group algebra. We call this the
classical Hopf–Galois structure on L/K and refer to any other Hopf–Galois
structure on L/K as non-classical. A given ﬁeld extension L/K may have
many different Hopf–Galois structures. The problem of ﬁnding them all
was reduced to a purely group-theoretic question by Greither and Pareigis
[GP]. We now recall their result, considering only the special case where
L/K is normal.
Let Perm(G) be the group of permutations of the elements of G =
GalL/K. For each g ∈ G, deﬁne gl ∈ PermG by glh = gh for h ∈ G,
and let Gl = gl  g ∈ G
 be the group of left translations by elements of
G. A subgroup N of Perm(G) is said to be regular if it is transitive on G,
and the stabilizer in N of each g ∈ G is trivial. (This implies that G and N
have the same order, but not in general that they are isomorphic.)
Theorem 2.1 (Greither, Pareigis). Let L/K be a ﬁnite Galois extension
of ﬁelds with group G. Then the Hopf–Galois structures on L/K correspond
bijectively to the regular subgroups N ⊆ PermG which are normalized by
Gl. The Hopf algebra corresponding to N is H = LNG. The classical Hopf–
Galois structure corresponds to N = Gr , the group of right translations by
elements of G.
In more detail, H is the subalgebra of the group algebra LN consisting
of elements ﬁxed under G, where G acts from the left simultaneously on L
as ﬁeld automorphisms and on N by conjugation with elements of G = Gl
inside Perm(G). There is a natural L-linear action of LN on the algebra
MapGL of functions f  G → L given by xn · f g = xf n−1g
for x ∈ L, n ∈ N , g ∈ G. This descends to an action of H = LNG on
the algebra MapGGL of G-equivariant functions G→ L (where G acts
on itself by left translations). The action of H on L arises by identifying
MapGGL with L via f → f 1G, where 1G is the identity element of G.
Explicitly, H acts on L via
(∑
n∈N
xnn
)
· l = ∑
n∈N
xnn
−11Gl for xn l ∈ L (2.2)
For the rest of this section we consider Hopf–Galois structures on nor-
mal, separable ﬁeld extensions of degree p or p2, where p is prime. (We
do not yet assume that the ﬁelds are ﬁnite extensions of p, although that
is the case of interest.) For extensions of degree p, the matter was settled
by Childs [C2, Proposition 4].
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Proposition 2.3. Let M/K be a Galois extension of ﬁelds of degree
p. Then M/K admits only one Hopf–Galois structure, namely the classical
one.
Now let L/K be a Galois extension of ﬁelds of degree p2, with group
G. Thus G is either cyclic or elementary abelian. In [B3] we showed that
L/K has p Hopf–Galois structures if G is cyclic and has p2 Hopf–Galois
structures if G is elementary abelian. To describe them we ﬁx, for each
subgroup T ⊂ G of order p, elements σ τ ∈ G with
T = τ G = σ τ σp =
{
τ if G is cyclic;
1G if G is elementary abelian.
(2.4)
There are of course p + 1 subgroups T of order p when G is elementary
abelian and only one when G is cyclic.
We can now describe the Hopf–Galois structures on L/K:
Theorem 2.5. Let T ⊂ G have order p, let d ∈ 0 1     p − 1
, and
let σ τ be as in (2.4). There are well-deﬁned elements ρη ∈ PermG deter-
mined by
ρσkτl = σkτl−1
ησkτl = σk−1τl+k−1d for k l ∈ 
We have ρp = 1 and ρη = ηρ. Moreover,
ηrσkτl = σk−rτl+drk−drr+1/2 for r ∈ 
Thus if G is elementary abelian we have ηp = 1 unless p = 2 d = 1 (when
η2 = ρ), and if G is cyclic we have ηp = ρ unless p = 2 d = 1 (when
η2 = 1).
Now set N = NTd = ρη. Then N is a subgroup of PermG of order
p2, and N ∼= G unless p = 2 d = 1. In all cases, N is regular on G. For
g ∈ G and n ∈ N write gn for glng−1l ∈ PermG. Then we have gρ = ρ
for all g ∈ G τη = η, and ση = ρdη. Thus N is normalized by Gl and
therefore gives rise to a Hopf–Galois structure on L/K, corresponding to the
Hopf algebra H = HTd = LNTdG. If d = 0 then N = Gl = Gr , and we
get the classical Hopf–Galois structure (irrespective of the choice of T ). Taking
1 ≤ d ≤ p− 1 and letting T vary through the subgroups of G of order p, we
obtain p − 1 (respectively, p2 − 1) distinct groups N = Gr when G is cyclic
(respectively, elementary abelian). This gives in total p (respectively, p2) Hopf–
Galois structures on L/K when G is cyclic (respectively, elementary abelian)
of order p2. These are the only Hopf–Galois structures on L/K.
Proof. This is essentially contained in [B3], although not in quite this
form. Given the count of Hopf–Galois structures there, the proof of the
theorem is a matter of straightforward (though rather lengthy) veriﬁcation,
which we leave to the reader.
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Remarks 26. (i) Describing each of the (possibly cyclic) groups G =
σ τ and N = ρη in terms of two generators will enable us to treat
the cyclic and elementary abelian cases simultaneously and to handle the
exceptional case p = 2.
(ii) When G is elementary abelian, we obtain p+ 1 different presen-
tations of the group N = Gr by taking d = 0 and letting T run through all
subgroups of G of order p. When d = 0, however, T is uniquely determined
by N (and therefore by H = LNG) since Gl ∩N = ρ = Tl.
We next give a more explicit description of the Hopf algebra HTd, fol-
lowing [C3, Proposition 1.3]. For this we assume that K contains a primitive
pth root of unity ζ. We keep the notation of Theorem 2.5, with N = NTd.
The group algebra Kρ of the subgroup ρ of N has a K-basis of mutually
orthogonal idempotents,
es =
1
p
p−1∑
k=0
ζ−ksρk for 0 ≤ s ≤ p− 1 (2.7)
and these satisfy
ρes = ζses (2.8)
Let M = LT be the subﬁeld of L ﬁxed by the subgroup T = τ of G. Thus
M/K is a cyclic extension of degree p. Let v ∈M× satisfy
σv = ζ−dv (2.9)
and set
av =
p−1∑
s=0
vses ∈Mρ
(If d = 0 then of course v ∈ K and av ∈ Kρ.)
Lemma 2.10. With the above notation, HTd = Kρ avη. In particular,
HTd ⊂MN where M = LT .
Proof. By Theorem 2.1 we have H = LNG, where each g ∈ G acts on
L as a ﬁeld automorphism and on N by taking n ∈ N to gn = glng−1l ∈
PermG. (Indeed gn ∈ N since N is normalized by Gl.) Now since
avηp =
∑
s
vpsesη
p ∈ Kρ
it is clear that Kρ avη is a K-subalgebra of LN of dimension p2. As
H must also have dimension p2, it sufﬁces to show that Kρ avη is ﬁxed
elementwise by G.
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Now gρ = ρ for all g ∈ G, so every element of Kρ is ﬁxed by G. In
particular, G ﬁxes the idempotents es. As Kρ avη is generated over Kρ
by avη, it only remains to show that avη is ﬁxed by G. But τη = η ση =
ρdη, and v ∈M = LT . We calculate
τavη =
p−1∑
s=0
τvsesη =
p−1∑
s=0
vsesη = avη
and
σavη =
p−1∑
s=0
σvsesση =
p−1∑
s=0
σvsesρdη =
p−1∑
s=0
ζ−dsvsesζ
dsη = avη
using (2.8) and (2.9). This completes the proof.
We now record how avη acts on certain elements of L.
Proposition 2.11. Let x ∈ L satisfy τx = ζx. Then
avη · mx = vσmx
for any m ∈M .
Proof. We have
avη =
1
p
p−1∑
s=0
p−1∑
k=0
vsζ−ksρkη
Now by (2.2), ρkη acts on L as ρkη−11G ∈ G. But ρkη−11G = στk
since ρkηστk = ρkτk = 1G by Theorem 2.5, so
avη · mx =
1
p
∑
s k
vsζ−ksστkmx
= 1
p
∑
s k
vsζ−ksσmζkx
=∑
s
vs
(
1
p
∑
k
ζk1−s
)
σmx
= vσmx
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3. LOCAL FIELDS: EXTENSIONS OF DEGREE p
For any ﬁnite extension F of p, we write F for the valuation ring (ring
of integers) of F and ordF  F ∪ ∞
 for the normalized valuation on
F . We shall need the induced valuation on the group of units ×F of F
and the corresponding ﬁltration of ×F , so we deﬁne
ord×F x = ordFx− 1 for x ∈ ×F
and
UFn = x ∈ ×F  ord×F x ≥ n
 for n ≥ 0
Then ord×F xy ≥ minord×F x ord×F y, with equality if ord×F x =
ord×F y. In particular, the UFn are subgroups of ×F .
Let eF = ordFp, the absolute ramiﬁcation index of F . If F contains
a primitive pth root of unity ζ then eF = p − 1ord×F ζ is a multiple of
p− 1. Using the binomial theorem and the completeness of F , one obtains
the following well-known results.
Proposition 3.1. Let F contain a primitive pth root of unity ζ, and set
e′F = ord×F ζ. Then
(i) ord×F xp = p ord×F x if ord×F x < e′F ;
(ii) ord×F xp = ord×F x + e if ord×F x > e′F ;
(iii) UFn = UFn− eFp if n > pe′F ;
(iv) ord×F xp ≥ pe′F if ord×F x = e′F , with equality unless ord×F ζax >
e′F for some a ∈ ;
(v) the group UFpe′F/UFe′Fp has order p.
For the rest of the paper, we ﬁx a ﬁnite extension K of p containing
a primitive pth root of unity ζ. Let e = ordKp and e′ = e/p − 1 =
ord×Kζ. We ﬁx once and for all π ∈ K with ordKπ = 1. For 0 ≤ j ≤ e′
we write j′ = e′ − j.
We next recall some deﬁnitions and results from ramiﬁcation theory.
Further details can be found in [Se2, Chap. IV]. If L is a ﬁnite normal
extension of K with Galois group G = GalL/K then the ramiﬁcation
groups of L/K are the groups
Gt = σ ∈ G  ordLσx − x ≥ t + 1 for all x ∈ L
 t ≥ −1
If x ∈ L with ordLx 0 (mod p), and if σ ∈ Gt but σ /∈ Gt+1 for some
t ≥ 1, then
ordLσx − x = ordLx + t ord×L σx/x = ord×L x + t (3.2)
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The ramiﬁcation numbers (break numbers) of L/K are the values of t for
which Gt+1 = Gt . The extension L/K is unramiﬁed if the only ramiﬁcation
number is t = −1 (this can occur only if G is cyclic) and is totally ramiﬁed
if all of the ramiﬁcation numbers satisfy t ≥ 0.
We write tM/K for the unique ramiﬁcation number of a normal extension
M/K of degree p. Then tM/K ≤ ep/p − 1. By Proposition 2.3, the only
Hopf–Galois structure on M/K is the classical one, and tM/K determines
whether M is Hopf–Galois. Before explaining this result in Lemma 3.4,
we describe the relevant Hopf orders.
Proposition 3.3. For a cyclic group G = σ of order p, the only Hopf
orders in the group algebra KG are the orders
j = Kπ−1σ − 1 for 0 ≤ j ≤ e′
The fact that there are precisely e′ + 1 Hopf orders in KG follows from
the classiﬁcation of group schemes of order p TO. Their description in
Proposition 3.3 is due to Larson [L]. Clearly 0 is the group ring KG.
Lemma 3.4. Let M be a normal extension of K of degree p, with Galois
group G = σ. Then M is 0-Galois if and only if M/K is unramiﬁed. For
1 ≤ j ≤ e′, the following are equivalent:
(i) M is j-Galois;
(ii) tM/K = pj − 1;
(iii) M = Kz for some z ∈ M such that zp ∈ Kσz = ζz, and
ord×Kzp = pj′ + 1.
If these conditions hold, then M/K is totally ramiﬁed, ord×Mz = pj′ + 1,
and, setting
µ = π−j′ z − 1
we have ordMµ = 1 and M = Kµ.
Proof. The statement for 0 holds since the relative discriminant of
M/K coincides with the unit ideal K precisely when M/K is unramiﬁed
(cf. [C1, Proposition 11.3, Remark 11.4]). If M is j-Galois with j > 0
then M/K must be totally ramiﬁed. The equivalence of (i), (ii), and (iii)
is then [C1, Theorem 16.1], except that the condition σz = ζz in (iii) is
there replaced by zp ∈ K. However, since Kz = M , we may assume that
σz = ζz, possibly after replacing z by za for a suitable a ∈  coprime to
p. The remaining statements follow from [C1, Lemma 13.1].
Corollary 3.5. For a normal extension M/K of degree pM is Hopf–
Galois if and only if tM/K ≡ −1 (mod p).
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Corollary 3.6. Let G be a group of order p, and let  be a Hopf order
in KG. Then there exists an extension M of K such that M is -Galois.
Proof. By Proposition 3.3, we have  = j for some j ≥ 0. If j = 0,
take M to be the unique unramiﬁed extension of K of degree p. If j > 0,
choose w ∈ K with ord×Kw = pj′ + 1 and set M = Kz with zp = w. It
follows from Proposition 3.1 that z ∈ K. Thus M/K is cyclic of degree p
with Galois group generated by σ where σz = ζz. Then M is -Galois
by Lemma 3.4.
For future use, we next record some properties of the norm NM/K for a
normal extension M/K of degree p.
Proposition 3.7. Let M/K be a totally ramiﬁed normal extension of
degree p, with Galois group G = σ, and with ramiﬁcation number t. Then
(i) NM/KUMt + pk+ 1 = UKt + k+ 1 for k ≥ 1;
(ii) σx/x  x ∈ ×M
 = Ut+1M ∩ KerNM/K.
Proof. Part (i) follows from [Se2, Corollary 3, p. 85] since the Herbrand
map ψ satisﬁes ψn = t + n− tp for n ≥ t. Part (ii) is [G, Lemma II.3.6].
4. HOPF ORDERS OF RANK p2
For any commutative ring R, a sequence
J ↪→ HP
of R-Hopf algebras and R-Hopf algebra morphisms is called a short exact
sequence if the kernel of the surjection HP is J+H = HJ+, where J+ is
the augmentation ideal of J. Hopf–Galois extensions have good functorial
behavior with respect to short exact sequences:
Lemma 4.1. Let R be a noetherian integral domain and let J ↪→ HP
be a short exact sequence of R-Hopf algebras in which JHP are ﬁnitely
generated and projective as R-modules. Let S be an H-module algebra, and
set
SJ = s ∈ S  j · s = εjs for all j ∈ J

Then
S is H-Galois over R⇔
SJ is P-Galois over R and S is J ⊗R SJ-Galois over SJ
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Proof. This is essentially [G, Lemma II.1.7], after translation between
the comodule and module formulations of the Galois property. (Note that
in the terminology of [G], an H-Galois extension is an H-comodule algebra,
and not an H-module algebra as in our usage).
We now return to the ﬁeld K of the previous section. Let L be a normal
extension of K of degree p2. If L is -Galois for some K-Hopf algebra
 then  must be a Hopf order in one of the K-Hopf algebras H = HTd
of Theorem 2.5. We then say that L is Hopf–Galois with respect to H, or
with respect to the Hopf–Galois structure given by H. We will say simply
that L is Hopf–Galois if L is Hopf–Galois with respect to some Hopf–
Galois structure on L/K. Now H = LNG with N = NTd = ρη. Write
η¯ for the image of η in N/ρ. Then the short exact sequence of abelian
groups
0→ ρ → N → η¯ → 0
induces a short exact sequence of K-Hopf algebras,
Kρ ↪→ HKη¯
in which the idempotent es ∈ H of (2.7) is sent to 1 if s = 0 and to 0
if 1 ≤ s ≤ p − 1. Now set 1 =  ∩ Kρ and let 2 be the image of
 in Kη¯. Then 12 are K-Hopf orders in the K-Hopf algebras
KρKη¯, respectively, and we have a short exact sequence of K-Hopf
algebras,
1 ↪→ 2
Lemma 4.2. Suppose that L is -Galois for some Hopf order  ⊂ H =
HTd, and let M = LT . Then, in the notation of Proposition 33, we have a
short exact sequence of K-Hopf algebras
i ↪→ j (4.3)
for some i j with 0 ≤ i j ≤ e′. If L/K is totally ramiﬁed then i j > 0 and
tM/K = pj − 1 tL/M = p2i− 1.
Proof. By Proposition 3.3 we have 1 = i and 2 = j for some i j,
so from the preceding discussion we have the short exact sequence (4.3). By
Lemma 4.1, L is i ⊗M -Galois over M and M is j-Galois over K .
(More precisely, L is Galois for Mπ−iρ− 1 where ρ acts on L like
τ ∈ GalL/M ⊂ GalL/K, and M is Galois for Kπ−jη¯− 1 where
η¯ acts on M like σT ∈ G/T = GalM/K.) If L/K is totally ramiﬁed then
M/K and L/M are both totally ramiﬁed. Applying Lemma 3.4 to M/K, we
ﬁnd that j > 0 and tM/K = pj − 1. Applying the same Lemma to L/M , and
noting that ordMπ = p, we obtain i > 0 and tL/M = p2i− 1.
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Remark 44. If L/K is elementary abelian and d = 0, then we obtain
the same H for any of the p+ 1 choices of T and correspondingly obtain
p + 1 short exact sequences (4.3) containing the same . The parameters
i j may depend on the choice of T .
Our next task is to describe all K-Hopf algebras  which are Hopf
orders in a given Hopf algebra H = HTd = LNG and which ﬁt into a
short exact sequence (4.3) for given i and j. Recall that N may be either
elementary abelian or cyclic of order p2.
The problem of classifying all Hopf algebra extensions (4.3) has been
treated by the author in [B1, B2] and by Greither in [G]. In [B2] we used the
algebraic framework of [B1] to determine all of those extensions which sat-
isfy an extra technical hypothesis (these are the so-called cleft extensions).
In fact all extensions here are cleft extensions, so we obtain a description
of all of the short exact sequences (4.3). Greither gave a different descrip-
tion of the Hopf orders in H when N is cyclic and H = KN (that is, for
d = 0 in Theorem 2.5), under the assumption that pj ≤ i. If  is a Hopf
order in KN then either pj ≤ i and  is one of these Greither orders,
or pi′ ≤ j′ and  is the dual of a Greither order. This was observed by
Underwood [U] and follows from the results of [B2]. Childs [C3] extended
the construction of Greither orders to arbitrary d.
Theorem 4.5. Let H = HTd be a K-Hopf algebra giving a Hopf–Galois
structure to L/K, as in Theorem 2.5. Let M = LT and let 0 ≤ i j ≤ e′. Then
the Hopf orders  in H ﬁtting into a short sequence (4.3) are the orders
v = Kπ−iρ− 1 π−javη− 1
where v ∈M× with σv = ζ−dv and one of the following holds:
(i) (Hopf orders of elementary abelian type) N is elementary abelian
and
vp ∈ UKpi′ + j ∩UKpj + i′ (4.6)
(ii) (Greither orders) N is cyclic, pj ≤ i, and
vp ∈ UKpi′ + j and ζvp ∈ UKpj + i′ (4.7)
(iii) (dual Greither orders) N is cyclic, pi′ ≤ j′, and vp satisﬁes the
preceding condition (4.7).
In each of these cases we have v = w ⇔ vw−1 ∈ UKi′ + j.
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Proof. That the Hopf orders correspond to the elements v as stated is
essentially Theorem 3 of [B2], although the explicit description of v is in
the form due to Greither. In any case, arguing as in [C3, Theorem 2.1],
we ﬁnd that v as above is a Hopf order if and only if (4.6) (respectively
(4.7)) holds in the case where N is elementary abelian (respectively cyclic).
If (4.7) holds then either ζ ∈ UKpj + i′ or ζ ∈ UKpi′ + j, so that either
pj ≤ i, giving (ii), or pi′ ≤ j′, giving (iii).
When N is cyclic and the conditions pj ≥ i pi′ ≥ j′ both hold, each Hopf
order can be viewed either as a Greither order or as a dual Greither order
(with the same parameter v). It is convenient to remove this ambiguity in
the following way:
Convention 4.8. For N cyclic, we regard a Hopf order with parameters
i j as a Greither order if i+ j ≤ e′ (that is, if j ≤ i′) and as a dual Greither
order if i+ j > e′.
The pairs i j for which Greither orders and dual Greither orders can
occur are then as indicated in Fig. 1.
Remarks 49. (i) In the case of Greither orders we have ζ ∈ UKpj+
i′, since pj ≤ i, so that (4.6) and (4.7) are equivalent. For dual Greither
orders, on the other hand, we can rewrite (4.7) as
ζvp ∈ UKpi′ + j ∩UKpj + i′
FIG. 1. Regions of deﬁnition of Greither orders and dual Greither orders.
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(ii) To construct the Hopf algebra HTd and the Hopf order v inside
it, we do not need to specify the ﬁeld L completely. The data required to
construct v consist of the group N , the integers i j and the parameter v
(which determines the ﬁeld M = Kv if d = 0). If we think of N = NTd
as a regular group of permutations on the abstract group G as in (2.4), the
choice of d determines an isomorphism between G/T and GalM/K.
(iii) Given an K-Hopf algebra  = v ﬁtting into the short exact
sequence i ↪→ j , we may ask whether there exists a normal extension
of ﬁelds L/K such that L is -Galois. We can see immediately that, in
contrast to the situation of Corollary 3.6, this will not always be the case.
Indeed, if such an L exists and d = 0 (that is,  is not contained in KG),
thenM = Kv is the intermediate ﬁeld of L/K of degree p over K, and by
Lemma 4.2 we must have tM/K = pj − 1. One can easily choose v satisfying
(4.6) or (4.7) such that M = Kv has ramiﬁcation number tM/K ≡ 1 (mod
p). For the corresponding  = v, there is no ﬁeld L such that L is
-Galois.
(iv) Away from the line i + j = e′, the dual of a Greither order is a
dual Greither order, and the converse is true, since duality interchanges
i′ and j. When i + j = e′, Convention 4.8 forces us to label the dual of
a Greither order as another Greither order. This slight anomaly will not
cause us any difﬁculties.
5. FIELD EXTENSIONS OF DEGREE p2
For the rest of this paper, we consider only totally ramiﬁed extensions
L/K. Thus we will be concerned with Hopf orders v as in Theorem 4.5
with i j > 0. The omitted cases where i = 0 or j = 0 can be treated by
similar arguments.
In this section we study the arithmetic of a totally ramiﬁed normal exten-
sion L/K of degree p2. Take a presentation of G = GalL/K as in (2.4):
G = σ τ τp = 1G σp =
{
τ if G is cyclic,
1G if G is elementary abelian.
(5.1)
Let T = τ and M = LT .
The extension L/K either has two distinct ramiﬁcation numbers t1 < t2
(so Gt2 has order p) or has a unique ramiﬁcation number t (so Gt has
order p2 but Gt+1 is trivial). In the latter case we set t1 = t2 = t.
Now G contains a subgroup T of order p singled out by the presenta-
tion 5.1 and (except in the case t1 = t2) contains a subgroup Gt2 of order p
singled out by the arithmetic of L/K. If G is cyclic, these subgroups neces-
sarily coincide. If G is elementary abelian, they may or may not coincide.
Let H = HTd be a Hopf algebra endowing L/K with a Hopf–Galois struc-
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ture, as in Theorem 2.5. We have already noted in Remark 2.6(ii) that T is
then determined by H except when d = 0. If d = 0 then H = KG, and
H determines the classical Hopf–Galois structure on L/K for any choice
of T . From now on, we adopt the following convention:
Convention 5.2. If L/K has two distinct ramiﬁcation numbers then, in
the classical Hopf–Galois structure on L/K, we take T to be Gt2 . That is,
if H = HTd determines a Hopf–Galois structure on L/K, we shall always
assume that either T = Gt2 or d = 0. (If L/K has a unique ramiﬁcation
number, T may be chosen arbitrarily.)
Lemma 5.3. Suppose that L is v-Galois, where v is a Hopf order
in H = HTd with parameters i j d as in Theorem 4.5, and i j > 0. Then
M = Kz with zp ∈ Kσz = ζz and ordMz = pj′ + 1. The ramiﬁcation
numbers t1 ≤ t2 of L/K satisfy
t1 = tM/K = pj − 1 t2 = tL/M = p2i− 1
so that, in particular, j≤pi. If t1 =t2 (that is, j =pi) then T = Gt2 . Moreover,
v = cz−d for some c ∈ ×K (5.4)
Proof. Since M/K is totally ramiﬁed, we have tM/K = pj − 1 tL/M =
p2i − 1 by Lemma 4.2, and M = Kz, with z as stated, by Lemma 3.4.
From Theorem 4.5, v ∈ ×M and σv = ζ−dv. Thus vzd ∈ ×M ∩K = ×K ,
giving (5.4).
If t1 < t2 and T = Gt2 then tL/M = t2, and, using Herbrand’s Theorem
[Se2, Chap. IV, Sect. 3], we ﬁnd that t1 = tM/K . Thus j < pi. Similarly, if
t1 = t2 then tL/M = tM/K = t1 and j = pi. We will show that the remaining
possibility, t1 < t2 T = Gt2 , cannot occur. In this case we have d = 0 by
Convention 5.2, tL/M = t1, and by Herbrand’s Theorem, tM/K = t1 + t2 −
t1/p > t1. Thus j > pi. Now either (4.6) or (4.7) holds, so ord×Kvp ≥
pi′ + j > pe′, whence ord×Mvp > p2e′. Using Proposition 3.1, it follows
that
ord×Mv ≥ pe′ > pj′ + 1 = ord×Mz = ord×Mz−d
so (5.4) gives ord×Mc = ord×Mz−d = pj′ + 1. This is impossible as
ord×Mc = p ord×Kc ≡ 0 (mod p).
When L/K has two distinct ramiﬁcation numbers, Lemma 5.3 shows that
we need only consider those Hopf–Galois structures on L/K for which
T = Gt2 . Thus, if L/K is elementary abelian with two distinct ramiﬁcation
numbers, L is Hopf–Galois in at most p of the p2 Hopf–Galois structures.
We next analyze more closely the arithmetic of the extensions L of K
whose ramiﬁcation numbers are consistent with L being Hopf–Galois.
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Lemma 5.5. Let L/K be a totally ramiﬁed extension of degree p2, with
Galois group G as in (5.1), and let M = LT . Suppose that tM/K = pj − 1 and
tL/M = p2i− 1 with j ≤ pi. Then there exist z ∈M and x ∈ L such that
M = Kz σz = ζz τz = z zp ∈ K
ord×Kzp = pj′ + 1
and
L =Mx τx = ζx xp ∈M
ord×Mxp = p2i′ + 1
Setting µ = π−j′ z− 1 and ν = π−i′ x− 1, we have ordMµ = ordLν =
1 and L = Kν. Also, σx = βx for some β ∈M satisfying
NM/Kβ =
{
1 if G is elementary abelian,
ζ if G is cyclic; (5.6)
ord×Mβ = pi′ + j (5.7)
and
ord×Mβp = p2i′ + pj (5.8)
Proof. The existence of z and x as stated comes from Lemma 3.4,
applied ﬁrst to the extension M/K and then to the extension L/M . This
also shows that ordMµ = ordLν = 1, so that L = Kν since L/K is
totally ramiﬁed.
Now deﬁne β ∈ L× by σx = βx. Then τσx = τβτx = τβζx,
while on the other hand τσx = στx = σζx = ζσx = ζβx. Thus
τβ = β and hence β ∈M . Also
NM/Kβ = NM/Kσx/x
=
p−1∏
r=0
στσx/x
= σpx/x
If G is elementary abelian then σp = 1 and NM/Kβ = 1. If G is cyclic
then σp = τ and NM/Kβ = τx/x = ζ. This proves (5.6).
As j ≤ pi we have σ ∈ Gt1 but σ /∈ Gt1+1. We may write xp = 1+πpi
′
µu
where u ∈ ×M . Then
βp − 1xp = σxp − xp = πpi′ σ − 1 · µu
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But µu is a uniformizer of M , so by (3.2),
ord×Mβp = ordMβp − 1xp
= ordMπpi
′  + ordMµu + tM/K = p2i′ + pj
proving (5.8). In particular, we have ord×Mβp ≤ p2e′ = p ord×Mζ. Using
Proposition 3.1, we therefore have ord×Mβ = p−1 ord×Mβp, which gives
(5.7).
6. WHEN IS L v-GALOIS?
Given i and j, we have seen in Lemma 5.5 that the arithmetic of a normal
extension L/K with ramiﬁcation numbers pj − 1 p2i − 1 gives rise to a
parameter β. We have also seen in Theorem 4.5 that if  is a Hopf order
in one of the Hopf algebras HTd, and  ﬁts into the short exact sequence
i ↪→ j , then  = v for some parameter v. Our next task is to
determine when L is v-Galois. We get the same criterion, in terms of v
and β, as given by Childs [C3, Proposition 3.2] in the cyclic case.
Lemma 6.1. Let L/K be a totally ramiﬁed normal extension of degree p2,
let H = HTd be one of the Hopf algebras giving a Hopf–Galois structure to
L/K, and suppose that tM/K = pj − 1 tL/M = p2i − 1 with j ≤ pi, where
M = LT . Let β be as described in Lemma 5.5. Let
 = v = Kπ−iρ− 1 π−javη− 1
be a Hopf order in H as in Theorem 4.5. Then L is -Galois if and only if
vβ ≡ 1 modπi′+jM.
Proof. Lemma 3.4 and the given ramiﬁcation numbers ensure that L
is i ⊗K M -Galois over M , and M is j-Galois over K . Thus by
Lemma 4.1, L will be -Galois if and only if L admits the action of .
Let
 = Kπ−iρ− 1 +Kπ−iρ− 1π−javη− 1
Then  is a free K-direct summand in the free K-module . Let
C =  ⊗K K = Kρ + Kρavη ⊂ H. Then C ⊗K M = Mρ +Mρη
is evidently a subcoalgebra of the M-Hopf algebra H ⊗K M = MN.
It follows ﬁrst that C is a K-subcoalgebra of H, and then that  is an
K-subcoalgebra of . Since  generates  as a ring, L will admit 
if c · α ∈ L for all c ∈  and all α ∈ L. But L = Kν with ν as in
Lemma 5.5, and L is an H-module algebra, so this will hold provided that
c · ν ∈ L for all c ∈ 
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First we calculate
π−iρ− 1 · ν = π−e′ τx − x = π−e′ ζ − 1x ∈ K +Kν
As c · r = εcr ∈ K for all r ∈ K , it follows that K +Kν is stable
under the action of Kπ−iρ− 1. Thus we conclude that L admits 
if and only if π−javη− 1 · ν ∈ L. But using Proposition 2.11, we have
π−javη− 1 · ν = π−i
′−javη− 1 · x− 1
= π−i′−javη · x− x
= π−i′−jvσx − x
= π−i′−jvβ− 1x
and this last expression lies in L if and only if vβ ≡ 1 modπi′+jM,
since x ∈ ×L .
Corollary 6.2. Let L be an v-Galois algebra. Then
ord×Mv = ord×Kvp = pi′ + j
Proof. From Lemmas 5.3 and 5.5 we have j ≤ pi and hence
ord×Mβ = pi′ + j ≤ e
Thus ord×Mβ < pi′ + j ≤ ord×Mvβ. It follows that ord×Mv =
ord×Mβ = pi′ + j.
We now consider vp. If ord×Mv < pe′, then by Proposition 3.1(i),
ord×Mvp = p ord×Mv and hence ord×Kvp = ord×Mv. On the other
hand, if ord×Mv = pe′ then j = pi > i, so that i′ + j > e′. Thus
ord×Mvβ ≥ pi′ + j > pe′, and by Proposition 3.l(ii),
ord×Mvpβp = ord×Mvβ + ordMp > pe′ + pp− 1e′ = p2e′
But ord×Mβp = p2i′ + pj = p2e′ by (5.8), so that again ord×Kvp =
p−1 ord×Mβp = pi′ + j.
7. REALIZING HOPF ORDERS
We now determine which of the Hopf orders v of Theorem 4.5 are
realizable in the sense that there is an extension L/K such that L is
v-Galois. The necessary condition on v given by Corollary 6.2 is in fact
sufﬁcient. If d = 0, the parameter v determines the ﬁeld M = Kv, so we
assume thatM is given, along with v, and construct the required ﬁeld L as
an extension ofM . The construction of L is essentially due to Greither [G],
who considered only the cyclic case. Here we treat the cyclic and elementary
abelian cases simultaneously.
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Theorem 7.1. Let M be a given extension of K, cyclic of degree p, with
tM/K = pj − 1 > 0. Let i be an integer with j ≤ pi, and let v be a Hopf
order as in Theorem 4.5, where the parameter v lies in M . Then there exists
a totally ramiﬁed normal extension L/K of degree p2, such that M ⊂ L and
L is v-Galois, if and only if ord
×
Kvp = pi′ + j.
Proof. The condition ord×Kvp = pi′ + j is necessary by Corollary
6.2, and since pi′ + j ≤ pe′ it implies that ord×Mv = pi′ + j. We prove
sufﬁciency.
By Theorem 4.5, v is a Hopf order in H = HTd ⊂ MN, and η ∈ N
induces an automorphism σ of M which generates GalM/K. We then
have σv = ζ−dv. We calculate
NM/Kv =
p−1∏
r=0
σrv
=
p−1∏
r=0
ζ−rdv
= ζ−pp−1d/2vp
=
{
vp if p is odd or d = 0,
−vp if p = 2 and d = 1.
Next set
w =
{
vp if N is elementary abelian;
ζvp if N is cyclic.
In either case, the conditions in Theorem 4.5 ensure that w ∈ UKpj + i′.
By Proposition 3.7(i), we have
NM/KUMpj + pi′ = UKpj + i′
so there exists ε ∈ UMpj + pi′ with NM/Kε = w. Let β = εv−1. Then
NM/Kβ = wNM/Kv−1. Thus if p is odd or d = 0 then
NM/Kβ =
{
1 if N is elementary abelian,
ζ if N is cyclic, (7.2)
while if p = 2 and d = 1 we have ζ = −1 and the two cases in (7.2) are
reversed. In all cases, NM/Kβp = 1, and
ord×Mβ = ord×Mv = pi′ + j ≤ pe′
As ord×Kvp = pi′ + j by hypothesis, we may argue as in the proof of
Corollary 6.2 (but with the roles of v and β reversed) to show that
ord×Mβp = p ord×Mβ = p2i′ + pj ≥ pj = tM/K + 1
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Hence by Proposition 3.7(ii) there exists y ∈ ×M with σy/y = βp. Multi-
plying y by an element of ×K , we may assume that ord
×
My is not divisible
by p. Then by (3.2),
p2i′ + pj = ord×Mσy/y = ord×My + tM/K
so ord×My = p2i′ + 1.
Now let L = Mx with xp = y. Then L/M is normal of degree p with
tL/M = p2i − 1. Since σxp = βxp, we may extend σ to an automor-
phism of L (which we again denote by σ) with σx = βx. As βp = 1
it follows that the group of K-automorphisms of L is strictly larger than
GalL/M, and hence that L/K is a normal extension of degree p2.
We next verify that G = GalL/K has the correct isomorphism type, as
given by Theorem 2.5. An easy calculation shows that σpx = NM/Kβx.
For odd p with N elementary abelian (and for p = 2, with either d = 0N
elementary abelian or d = 1N cyclic) we have NM/Kβ = 1, so that σp =
1. This shows that G is elementary abelian of order p2, generated by σ and
the subgroup GalL/M of order p. In the remaining cases, NM/Kβ = ζ,
so σp = 1 and G is cyclic of order p2, generated by σ .
It now follows from Theorem 2.5 that H induces a Hopf–Galois structure
on L/K. Since by construction vβ = ε ≡ 1 modπi′+jM, Lemma 6.1
shows that L is v-Galois, as required.
8. CONSEQUENCES FOR i j AND d
We next determine the values of i j and d for which there exists a Hopf
order v and an extension L/K such that L is v-Galois. The various
cases listed in the following theorem are as indicated in Fig. 2.
Theorem 8.1. Let L be a totally ramiﬁed normal extension of K of degree
p2, with ramiﬁcation numbers t1 = pj − 1 ≤ t2 = p2i− 1. Let v be a Hopf
order in H = HTd as in Theorem 4.5. If L is v-Galois then one of the
following holds:
(i) [Region A]: pj ≤ i i+ j ≤ e′, and p  j;
(ii) [Region B]: pj > i i+ j ≤ e′ p+ 1j < pi+ 1, and p  j;
(iii) [Region C]: p+ 1j > pi+ 1 j ≤ pip  j, and d = 0;
(iv) [Line segment L]: p + 1j = pi + 1 i + j ≤ e′ j ≡ 1 modp,
and d = 0;
(v) [Line segment M]: pi′ = j′ e′/p + 1 < j < p − 1e′ + 1/p,
and p  j;
(vi) [Line segment N]: pi′ = j′ j > p − 1e′ + 1/pp  j, and
d = 0;
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FIG. 2. Values of i j where L can be Hopf–Galois.
(vii) [Point P]: i = p2 − 1e′ + 1/p2 j = p − 1e′ + 1/p j ≡ 1
modp, and d = 0.
In case (i), v is either of elementary abelian type or is a Greither order.
In cases (ii)–(iv), v is of elementary abelian type. In cases (v)–(vii), v is a
dual Greither order.
Proof. By Lemma 5.3, j ≤ pi and v = cz−d, where c ∈ ×K and where
z generates the intermediate ﬁeld M = LT = Kz and satisﬁes ord×Mz =
pj′ + 1. Moreover, we have ord×Mv = ord×Kvp = pi′ + j by Corollary 6.2.
We ﬁrst show that either i + j ≤ e′ or v is a dual Greither order with
pi′ = j′. For this we consider the three cases in Theorem 4.5. If N is
elementary abelian then ord×Kvp ≥ pj + i′ by (4.6), so we have pi′ +
j ≥ pj + i′, which simpliﬁes to i + j ≤ e′. If v is a Greither order then
automatically i+ j ≤ e′ by Convention 4.8. Finally, if v is a dual Greither
order then i+ j > e′ and pi′ ≤ j′, and it remains to show that in fact pi′ =
j′. Suppose for a contradiction that pi′ < j′. Then ord×Kvp = pi′ + j <
e′ = ord×Kζ, and hence also ord×Kζvp = pi′ + j. By (4.7) we therefore
have pi′ + j ≥ pj + i′. This simpliﬁes to i + j ≤ e′, giving the required
contradiction. Hence pi′ = j′.
For the remainder of the proof, we distinguish three possibilities:
(a) pj′ + 1 > pi′ + j, that is, p+ 1j < pi+ 1. (This certainly holds if
pj ≤ i.) Then ord×Mz > ord×Mv. As v = cz−d, this implies that pi′ + j =
ord×Mv = ord×Mc. Since c ∈ K× and M/K is totally ramiﬁed, we then
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have pi′ + j ≡ 0 modp) and hence p  j. If i+ j ≤ e′ then v cannot be a
dual Greither order, so either N is elementary abelian or v is a Greither
order (and by Theorem 4.5 the latter can only occur if pj ≤ i). This gives
cases (i) and (ii). If i′ + j > e′ then v is a dual Greither order and pi′ = j′,
giving case (v).
(b) pj′ + 1 < pi′ + j, that is p + 1j > pi + 1. Here ord×Mz <
ord×Mv. We cannot have ord×Mc = ord×Mz since ord×Mz ≡ 1 modp
and c ∈ K. As v = cz−d, we must therefore have d = 0 and v = c ∈ K. As
ord×Mv = pi′ + j, this implies that p  j. If i + j ≤ e′ this gives case (iii),
while if i + j > e′ then v is a dual Greither order with pi′ = j′, giving
case (vi).
(c) pj′ + 1 = pi′ + j, that is, p + 1j = pi + 1. Here ord×Mv =
ord×Mz ≡ 1modp so that j ≡ 1 modp. As v = cz−d with ord×Mc ≡
0 modp, it follows that ord×Kc > ord×Mv and d = 0. If i + j ≤ e′ we
have case (iv), and if i + j > e′ then v is a dual Greither order with
pi′ = j′, giving case (vii).
The next result shows that all of the possibilities listed in Theorem 8.1
can occur, although in some cases we need to impose extra hypotheses.
Lemma 8.2. Let i j d be given with 1 ≤ i j ≤ e′ and 0 ≤ d ≤ p − 1,
and satisfying one of the conditions (i)–(vii) of Theorem 8.1. In cases (v)–
(vii), suppose that K contains a primitive p2th root of unity, φ. In case (v)
assume also that d = 0. Then there exists a Hopf order v as in Theorem 4.5,
with the given parameters i j d, and a normal extension L of K such that L
is v-Galois. Moreover, in case (i), there are such v of elementary abelian
type and of Greither type. In all cases except (vii), L may be chosen to contain
a given normal extension M of K of degree p such that tM/K = pj − 1, and
any choice of generator GalM/K may be chosen as σ in Theorem 4.5.
Proof. As usual let M = Kz, where z is chosen so that ord×Mz =
pj′ + 1 and σz = ζz. In cases (v)–(vii), we may assume that φ is chosen
so that φp = ζ. Again we distinguish several possibilities:
(a) Cases (i)–(iii). Here p  j, and by Proposition 3.1 we can ﬁnd c ∈
×K with ord
×
Kc = i′ + j/p ≤ e′ and ord×Kcp = pi′ + j. Set v = cz−d.
Since ord×Mz > ord×Mc in cases (i) and (ii), and d = 0 in case (iii), we
have ord×Kvp = ord×Kcp = pi′ + j. Then (4.6) holds since i+ j ≤ e′. Thus
we have a Hopf order v of elementary abelian type satisfying the condition
of Theorem 7.1, which gives the existence of L as stated. Moreover, in
case (i), v satisﬁes (4.7), so we also obtain a Greither order v and a
corresponding ﬁeld L.
(b) Case (iv). Take v = z−d. Since d = 0 we have ord×Mv =
ord×Mz = pi′ + j, so that again v satisﬁes (4.6). Again, Theorem 7.1
completes the proof.
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(c) Cases (v), (vi). Here d = 0 and pi′ + j = e′. Take v = φ−1 ∈ K.
Then vp = ζ−1 and ζvp = 1. Hence ord×Kvp = pi′ + j and (4.7) is satisﬁed.
We therefore have a dual Greither order v, and Theorem 7.1 yields a
suitable ﬁeld L.
(d) Case (vii). In this case we take M = Kφ. For i j to be integral
we require e′ ≡ 1 modp2. In particular e′ is not divisible by p, so M is a
totally ramiﬁed extension of K of degree p. (Recall that we always assume
ζ ∈ K.) Since pj′ + 1 = e′ = ord×Kζ, we have ord×Mφ = pj′ + 1, whence
tM/K = pj − 1. We make a speciﬁc choice of σ depending on the given
d; namely, we take σ ∈ GalM/K such that σφ = ζdφ. We then set
z = φf and v = z−d, where fd ≡ 1 modp. Thus σz = ζz vp = ζ−1,
and ζvp = 1. We then obtain v and L as in (c).
Remarks 83. (i) If p is odd, L/K is cyclic, and 0 < pj ≤ i, then only
case (i) of Theorem 8.1 can arise. Thus we recover [C3, Corollary 3.4]. The
relevant Hopf orders here are always Greither orders.
(ii) If L is any totally ramiﬁed abelian extension of K of degree pn
such that L is Hopf–Galois in the classical Hopf–Galois structure on
L/K, then by [B4, Theorem 4.4] the ramiﬁcation numbers ti of L/K satisfy
ti ≡ −1 modpn. Now in Theorem 8.1 we have p  j in all cases except
(iv) and (vii) (line segment L and point P in Fig. 2), when p + 1j =
pi + 1. It follows for n = 2 that if L is Hopf–Galois in any Hopf–Galois
structure then either t1 ≡ t2 ≡ −1 modp2 or t2 = p + 1t1 with t1 ≡
p− 1 t2 ≡ −1 modp2 (this exceptional case occurs only for non-classical
Hopf–Galois structures). It would be interesting to ﬁnd analogous state-
ments for n > 2.
(iii) Let L/K be any cyclic extension of degree p2, with ramiﬁcation
numbers t1 < t2. If t1 > e′ (the so-called stable case) then we necessarily
have t2 = t1 + pp− 1e′. This follows from the translation of [Wy, Theo-
rem 3] from the upper to the lower numbering of the ramiﬁcation groups.
When t1 = pj − 1 and t2 = p2i − 1, we therefore have pi = j + p− 1e′,
that is, pi′ = j′, whenever j > e′ + 1/p. This goes some way toward
explaining why most dual Greither orders, namely those with pi′ < j′, do
not occur in Theorem 8.1. In fact, Theorem 8.1 tells us that, for cyclic exten-
sions L/K for which L is Hopf–Galois (in some Hopf–Galois structure
on L/K), we must have pi′ = j′ whenever j ≥ e′/p+ 1, that is, whenever
t1 ≥
pe′
p+ 1 − 1
Thus when L is Hopf–Galois, the relation t2 = t1 + pp− 1e′ holds for
a slightly larger range of values of t1 than is the case for arbitrary cyclic
extensions.
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9. CHANGING THE HOPF–GALOIS STRUCTURE
We now return to the question raised in the Introduction. Suppose that
L is a totally ramiﬁed, normal extension of K of degree p2, and L is
Hopf–Galois in one of the Hopf–Galois structures on L/K. What happens
in the other Hopf–Galois structures on L/K?
If L/K has a unique ramiﬁcation number, then (since d = 0 in case (iii)
of Theorem 8.1) the only Hopf–Galois structure on L/K in which L could
be Hopf–Galois is the classical one. When L/K has two distinct ramiﬁcation
numbers, we know that L can only be Hopf–Galois with respect to a Hopf
algebra H = HTd with T = Gt2 . We can therefore take T to be ﬁxed, and
we only need to consider the effect of changing d.
Lemma 9.1. Let L be Hopf–Galois with respect to HTd. We assume
L/K is totally ramiﬁed, with ramiﬁcation numbers pj − 1 and p2i− 1, where
j ≤ pi. If i ≥ 2j then L is Hopf–Galois with respect to HTd′ for all d′ ∈
0 1     p − 1
. Thus L is Hopf–Galois with respect to exactly p of the
Hopf–Galois structures on L/K. If i < 2j then L is Hopf–Galois with respect
to a unique Hopf–Galois structure on L/K.
Proof. We have that L is v-Galois for some Hopf order v in HTd,
where the parameter v satisﬁes ord×Mv = pi′ + j v = z−dc with c ∈ ×K ,
and vβ ≡ 1 modπi′+jM. Here β is as in Lemma 5.5 and does not depend
on d. We ﬁrst note that
z ≡ 1 modπi′+jM ⇔ ord×Mz ≥ pi′ + j
⇔ pj′ + 1 ≥ pi′ + j
⇔ j′ ≥ i′ + j
⇔ e′ − j ≥ e′ − i+ j
⇔ i ≥ 2j
If i ≥ 2j we may therefore replace v = z−dc by v˜ = z−d˜c for any d˜ ∈
0 1     p − 1
. We then have v˜ ≡ v modπi′+jM and hence v˜β ≡
1 modπi′+jM. Thus L will be v˜-Galois, provided that v˜ is indeed a
Hopf order in HT d˜. But v satisﬁes one of the conditions (4.6) and (4.7),
and v˜ will be a Hopf order if v˜ satisﬁes the same condition. Thus it sufﬁces
to verify that zp ∈ UKpi′ + j ∩ UKpj + i′. As i ≥ 2j we have pi + 1 ≥
2pj + 1 > p + 1j, so that ord×Kzp = pj′ + 1 > pi′ + j, and 2pj − i ≤
p− 1i < p− 1e′ + 1, so that pj′ + 1 > pj + i′, as required.
Now suppose i < 2j. If L is Hopf–Galois with respect to HT d˜
then L is v˜-Galois for some v˜ = z−d˜ c˜ with c˜ ∈ ×K . We there-
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fore have v˜β ≡ 1 ≡ vβ modπi′+jM. Thus v˜ ≡ v modπi′+jM,
so zd−d˜ ≡ c˜c−1modπi′+jM. If d˜ = d, it follows that ord×Mc˜c−1 =
ord×Mz = pj′ + 1 ≡ 0 modp, contradicting c˜c−1 ∈ K. Hence we must
have d˜ = d. Thus L is Hopf–Galois with respect to only one Hopf–Galois
structure.
We can interpret Lemma 9.1 in terms of Fig. 2 as follows.
For odd p, the line i = 2j divides the region B into two regions B1, B2,
and divides the line segment M into two segments M1, M2, as shown in
Fig. 3. In regions A, B1 and on line segment M1 (including those points on
the boundary i = 2j), if L is Hopf–Galois then it will be Hopf–Galois with
respect to exactly p of the Hopf–Galois structures. In regions B2, C on line
segments L, M2, N and at point P, there can be at most one Hopf–Galois
structure on L/K in which L is Hopf–Galois. If L/K is cyclic then all of
the Hopf orders concerned will be either Greither orders or dual Greither
orders, so that points in regions B or C, or on line segment L, cannot occur.
Similarly, points on line segments M and N , and the point P , cannot occur
when L/K is elementary abelian.
For p = 2 the line i = 2j already appears in Fig. 2 as the boundary
between regions A and B. Outside of region A, there can be at most one
Hopf–Galois structure on L/K in which L is Hopf–Galois. If L/K is cyclic
then points in region C cannot occur, since if d = 0 then v must be either
a Greither order or a dual Greither order. However, points in region B
are possible, since here we can have d = 1 so that the Hopf order is of
elementary abelian type. Similar considerations show that point P cannot
occur for L/K cyclic, and points on the line segments L, N cannot occur
for L/K elementary abelian.
Combining Lemma 9.1 with Theorem 8.1 and the above discussion, we
can now give a complete answer to our question concerning the behavior
of L in the different Hopf–Galois structures on L/K. If L is Hopf–
Galois, it is so in either just one or exactly p of the Hopf–Galois structures
on L/K, depending on the values of i and j. As the precise statement is
quite involved, we distinguish the cases p odd and p = 2 and the cases
G cyclic and G elementary abelian. The following hypotheses and notation
are assumed in each of Theorems 9.2A–D: L/K is a totally ramiﬁed normal
extension of degree p2, with ramiﬁcation numbers t1 = pj − 1 ≤ t2 = p2i−
1 and with Galois group G = GalL/K = σ τ. We write T = τ and
set G′ = Gt2 if t1 < t2, taking G′ to be an arbitrary subgroup of G of order
p if t1 = t2. To assist the reader in keeping track of the various subcases,
we indicate where the corresponding points i j lie in Figs. 2 and 3.
Theorem 9.2A. Let p be odd and let L/K be cyclic. IfL is Hopf–Galois
with respect to some Hopf–Galois structure on L/K then one of the following
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FIG. 3. Values of i j where L can be Hopf–Galois in one or in p of the Hopf–Galois
structures.
holds:
(i) [Region A]: pj ≤ i i+ j ≤ e′. Then p  jv is a Greither order,
and L is Hopf–Galois with respect to all p Hopf–Galois structures on L/K.
(ii) [Line segment M1]: pi′ = j′ e′/p+ 1 < j ≤ p− 1e′/2p−
1. Then p  jv is a dual Greither order, and L is Hopf–Galois with respect
to all p Hopf–Galois structures on L/K.
(iii) [Line segments M2N , point P]: pi′ = j′ j > p − 1e′/2p −
1. Then v is a dual Greither order, and L is Hopf–Galois with respect
to exactly one of the p Hopf–Galois structures on L/K. This Hopf–Galois
structure is the classical one if j > p − 1e′ + 1/p and is one of the non-
classical ones if j = p− 1e′ + 1/p. Moreover, j ≡ 1 modp if j = p−
1e′ + 1/p and j  p otherwise.
Theorem 9.2B. Let p be odd and let L/K be elementary abelian. If L
is Hopf–Galois with respect to some Hopf–Galois structure on L/K then one
of the following holds:
(i) [Regions A, B1]: 2j ≤ i i+ j ≤ e′. Then p  jv is a Hopf order
of elementary abelian type, and L is Hopf–Galois with respect to exactly p of
the p2 Hopf–Galois structures on L/K, namely those with T = G′ (including
the classical one).
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(ii) [Regions B2 C, line segment L]: 2j > i j ≤ pi i + j ≤ e′. Then
v is a Hopf order of elementary abelian type, and L is Hopf–Galois with
respect to exactly one of the p2 Hopf–Galois structures on L/K. If p+ 1j >
pi+ 1 (respectively, p+ 1j = pi+ 1) then this is the classical Hopf–Galois
structure (respectively, one of the non-classical Hopf-Galois structures). In
any case, it is one of the p Hopf–Galois structures corresponding to the sub-
group T = G′. Moreover, j ≡ 1 modp if j = p − 1e′ + 1/p and j  p
otherwise.
Theorem 9.2C. Let p = 2 and let L/K be cyclic. If L is Hopf–Galois
with respect to some Hopf–Galois structure on L/K then one of the following
holds:
(i) [Region A]: 2j ≤ i i+ j ≤ e′. Then 2  j, and L is Hopf–Galois
with respect to both Hopf-Galois structures on L/K. In the classical Hopf–
Galois structure v is a Greither order, and in the non-classical Hopf–Galois
structure v is of elementary abelian type.
(ii) [Region B, line segment L]: 2j ≥ i 3j ≤ 2i+ 1 i+ j ≤ e′. Then
d = 1, so L is Hopf–Galois with respect to the non-classical Hopf–Galois
structure but not with respect to the classical one, and v is of elementary
abelian type. Moreover, j is even unless 3j = 2i+ 1 (in which case j is odd).
(iii) [Line segments M, N]: 2i′ = j′ i + j > e′. Then d = 0 and j
is even, so v is a dual Greither order, and L is Hopf–Galois with respect
to the classical Hopf–Galois structure on L/K, but not with respect to the
non-classical one.
Theorem 9.2D. Let p = 2 and let L/K be elementary abelian. If L is
Hopf-Galois with respect to some Hopf-Galois structure on L/K then one of
the following holds:
(i) [Region A]: 2j ≤ i i+ j ≤ e′. Then 2  j and L is Hopf–Galois
with respect to two of the four Hopf–Galois structures on L/K, namely the
classical one (in which v is a Hopf order of elementary abelian type) and the
non-classical one with d = 1 and T = G′ (in which v is a Greither order).
(ii) [Regions B, C]: 2j ≥ i j ≤ 2i i + j ≤ e′. Then d = 0 and j is
even. Thus v is of elementary abelian type and L is Hopf–Galois with
respect to the classical Hopf–Galois structure but not with respect to any of the
three non-classical ones.
(iii) [Line segment M, point P]: 2i′ = j′ e′/3 < j ≤ e′ + 1/2. Then
v is a dual Greither order, so d = 1. Thus L is Hopf–Galois with respect
to exactly one of the four Hopf–Galois structures on L/K, namely the non-
classical one with d = 1 and T = G′. Moreover, j is odd if j = e′ + 1/3
(this can occur only if e′ ≡ 2 mod 6), and j is even otherwise.
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10. EXAMPLES
In this section, we give two classes of examples illustrating some of the
special types of behavior that can occur.
10.1. Classical Kummer Extensions
We consider a certain class of Kummer extensions for which the valua-
tion ring is Hopf–Galois relative to the classical Hopf–Galois structure. We
assume that the ground ﬁeld K contains a primitive p2th root of unity, φ,
and without loss of generality we suppose that φp = ζ. Choose an inte-
ger s with 0 ≤ s < e′/p and choose a ∈ K with ord×Ka = p2s + 1. Let
xp
2 = zp = a. Then L = Kx is a cyclic extension of K of degree p2. Its
Galois group G is generated by σ where σx = φx. The unique intermedi-
ate ﬁeld of the extension L/K is M = Kz. By Lemma 3.4, tM/K = pj − 1
and tL/M = p2i− 1 where j = e′ −ps i = e′ − s. We then have j′ = pi′. We
are therefore in the situation of Lemma 5.5, with β = φ. Now let v = φ−1.
Then ζvp = 1 ∈ UKpj + i′ and vp = ζ−1 ∈ UKe′ = UKpi′ + j. If
s ≥ e′/p + 1 then i + j ≤ e′, and we obtain a Greither order v. If
s < e′/p + 1 then i + j > e′, and, recalling Convention 4.8, we obtain
a dual Greither order v. By suitable choice of s we may obtain any pair
of values i j satisfying the conditions (v) or (vi) of Theorem 8.1 (that is,
lying on the line segment M or N of Fig. 2). In either case, it follows from
Lemma 6.1 that L is v-Galois. Since v ∈ K we have d = 0. Thus we
have constructed a family of Kummer extensions L of K whose valuation
rings are free over their associated order in the group algebra KG, this
associated order being a Hopf order.
10.2. Kummer Theory for Lubin–Tate Formal Groups
We recall a general construction due to Childs and Moss [CM]. Let
h F → G be an isogeny of ﬁnite height n between one-dimensional
formal groups FG over K . Then  = KX/hX is an K-
Hopf algebra of rank pn. Given any c ∈ K with ordKc ≥ 1, the ring
Sc = KZ/hZ − c is an -Galois object and is therefore ∗-Galois,
where ∗ is the dual Hopf order to . In particular, Sc is a free module of
rank 1 over ∗. Moreover, if ordKc = 1 then Sc is the valuation ring of a
totally ramiﬁed extension ﬁeld Lc of K of degree pn.
The ﬁrst instances of this construction were due to Taylor [T2, T3], who
investigated the Galois module structure of certain extensions arising from
Lubin–Tate formal groups. For the construction and standard properties
of Lubin–Tate formal groups, see [Se1]. Further results on Galois module
structure for extensions obtained from Lubin–Tate formal groups can be
found in [Ch, B4, B5].
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We start afresh with a ﬁnite extension k of p, whose residue ﬁeld has
cardinality q = ps. Fix a uniformizing parameter λ of k. Let f X ∈
kX be a Lubin–Tate series for the parameter λ. Then there is a unique
formal group F over k which has f as an isogeny. For each α ∈ k there
is an endomorphism α of F , and we have λ = f . Let ¯ be the maximal
ideal of the valuation ring of the algebraic closure of k. Then ¯ becomes an
k-module under F . For r ≥ 1, let kr be the ﬁeld obtained by adjoining to
k all λr-torsion points of ¯. Then kr is a totally ramiﬁed abelian extension
of k of degree qr−1q− 1. The ﬁelds kr are the analogues with respect to
F of the cyclotomic ﬁelds ζpr .
Fix r and set K = kr . Fix m ≥ 1, and set  = kX/λmX. For
any c ∈ K with ordKc = 1, deﬁne Sc and Lc as above, taking h to be the
isogeny λm F → F . Thus Lc/K is a totally ramiﬁed extension of degree
qm, whose valuation ring Sc is an -Galois object.
If m ≤ r then Lc is normal over K and ∗ is the associated order of Sc in
KG, where G = GalLc/K ∼= kerλm. Thus Sc is Hopf–Galois relative
to the classical Galois structure and therefore is free over its associated
order in KG. In particular, if c is a primitive λm -torsion point of F , then
Lc = km+r . This is the case considered in [T2].
If m > r then ∗ is not contained in a group algebra, and Sc is free
over its associated order in some non-classical Hopf–Galois structure. The
extension Lc/K may nevertheless be normal. In particular, suppose that
c = ωr +F λm−rb where ωr is a primitive λr-torsion point, +F denotes
addition via the formal group F , and b is an arbitary element of the maximal
ideal of K . Then, provided that k = p, we showed in [B5] that Lc/K
is normal but Sc is not free over its associated order in the classical Hopf–
Galois structure. Thus we have a class of examples where the valuation ring
exhibits different behaviors in two different Hopf–Galois structures.
To end this paper, we determine when the above construction gives nor-
mal extensions of degree p2 and where these extensions ﬁt into the theory
developed in the preceding sections. We assume that K contains a primi-
tive pth root of unity. For simplicity we assume p > 2. Thus k = p. Since
Lc has degree qm over K, the possibilities are
(a) q = p2 r ≥ 1m = 1. Here the ramiﬁcation numbers of Lc/K
are t1 = t2 = qr − 1. Thus we have j = p2r−1 i = p2r−2, and j = pi, cor-
responding to a point on the upper boundary of region C in Fig. 2. The
extension Lc/K is normal, with elementary abelian Galois group G, and Sc
is free over its associated order in KG. By Lemma 9.1, Sc is not Galois
with respect to any of the other Hopf–Galois structures on Lc/K. In this
case the Hopf orders  and ∗ of rank p2 admit an action by the units of
the ﬁnite ﬁeld k/λk of cardinality p2, so they are of the type considered
by Raynaud [R].
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(b) q = p r ≥ 2m = 2. Again we are dealing with the classical
Hopf–Galois structure, and G = GalLc/K is elementary abelian. We have
t1 = pr − 1 t2 = pr+1 − 1, so i = j = pr−1. Here Sc is Galois relative to the
classical Hopf–Galois structure. If k is unramiﬁed over p then i = j = e′,
and we are in case (vi) of Theorem 8.1 (at the upper endpoint of line seg-
ment N in Fig. 2). If k is ramiﬁed over p we are in case (iii) of Theorem
8.1 (region C in Fig. 2). In either case, Sc is not Hopf–Galois relative to
any of the non-classical Hopf–Galois structures on L/K.
(c) q = p r = 1m = 2. This time we have that Sc is Galois and,
hence, free over its associated order in a non-classical Hopf-Galois struc-
ture. Assume that c = ωr +F λm−rb, so that Lc/K is in fact normal.
Then by [B5, Theorem 2.5], Sc is not free over its associated order in
the classical Hopf–Galois structure, and the ramiﬁcation numbers are t1 =
p− 1 t2 = p2 − 1. Thus we have i = j = 1. The extension Lc/K is there-
fore of the exceptional type where j ≡ 1 modp, and we are in case (iv)
of Theorem 8.1 (on line segment L in Figure 2). By Lemma 9.1, Sc is
Hopf–Galois relative to only this one Hopf–Galois structure.
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