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Abstract—We investigate the problem of jointly testing two
hypotheses and estimating a random parameter based on data
that is observed sequentially by sensors in a distributed net-
work. In particular, we assume the data to be drawn from a
Gaussian distribution, whose random mean is to be estimated.
Forgoing the need for a fusion center, the processing is performed
locally and the sensors interact with their neighbors following
the consensus+innovations approach. We design the test at the
individual sensors such that the performance measures, namely,
error probabilities and mean-squared error, do not exceed pre-
defined levels while the average sample number is minimized.
After converting the constrained problem to an unconstrained
problem and the subsequent reduction to an optimal stopping
problem, we solve the latter utilizing dynamic programming.
The solution is shown to be characterized by a set of non-linear
Bellman equations, parametrized by cost coefficients, which
are then determined by linear programming as to fulfill the
performance specifications. A numerical example validates the
proposed theory.
Index Terms—Joint detection and estimation, sequential anal-
ysis, distributed inference, sensor networks
I. INTRODUCTION
In many signal processing applications, detection and es-
timation occur in a coupled manner and both outcomes are
of interest. That is, we want to perform a hypothesis test
and, based on its outcome, estimate several parameters of the
underlying model. Since solving the estimation and detection
problem separately does not result in an overall optimal
performance [1], this problem has to be solved jointly. This
line of work, called joint detection and estimation, goes back
to the 1960 [2]. Later on, the problem was extended to multiple
hypotheses [3]. More recently, joint detection and estimation
was applied to speech processing [4], change point detection
[5], communications [6] and biomedical engineering [7].
Sequential analysis is a field of research pioneered by
Abraham Wald in the 1940 with the Sequential Probability
Ratio Test (SPRT) [8]. In that framework, the inference should
be performed as fast as possible, while fulfilling pre-defined
constraints on the quality of the outcome. Sequential inference
is an area of ongoing research. Sequential methods can reduce
The work of Dominik Reinhard was supported by the German Research
Foundation (DFG) under grant number 390542458.
The work of Michael Fauß was supported by the German Research
Foundation (DFG) under grant number 424522268.
the number of samples up to 50 % on average. Thus, such
approaches are preferable to conventional ones, especially
in low-power or time critical applications. An overview on
sequential detection and estimation is given in [9] and [10],
respectively.
Combining the ideas of joint detection and estimation with
those of sequential analysis leads to a framework in which
as few samples as possible are used on average while the true
hypothesis and random parameters are inferred simultaneously.
This topic was investigated, for example, in [11], [12]. In those
works, the aim is to minimize the number of used samples
under the constraint that a combined cost function, which
incorporates detection and estimation errors, is kept below a
certain level. We investigated the problem of joint detection
and estimation under distributional uncertainties in [13]. In
[14], we proposed a Bayesian framework in which the average
number of samples is minimized under the constraints that the
detection and estimation errors are kept below certain levels.
That framework was later applied to joint signal detection
and Signal-to-Noise Ratio (SNR) estimation [15]. In [16],
we proposed an approach for sequential joint detection and
estimation under multiple hypotheses and applied it to joint
symbol decoding and noise power estimation.
In many modern applications, a network of multiple sensors
is used to gather data. There exist three types of sensor
networks: centralized, decentralized and distributed. In a cen-
tralized network, the entire processing is done at a single
processing unit, the fusion center. In decentralized sensor
networks, some of the processing is done at the sensors, but
the final inference is still left to the fusion center, such as in
[17]. In a distributed sensor network, the entire processing is
performed at the nodes through local interactions in the neigh-
borhood, such as in [18]–[22]. Distributed sensor networks
have the advantage that there is no single point of failure,
making them robust against link and sensor faults.
In this work, we investigate the problem of sequential joint
detection and estimation in a distributed sensor network. The
sensors cooperate via the Consensus+Innovations approach
[18]. The optimal policy at a particular node is designed by
exploiting the theoretical results in [14]. To the best of our
knowledge, joint detection and estimation in distributed sensor
networks has not been treated in the literature yet, neither in
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a sequential nor in a fixed sample size setup.
The remainder of the work is structured as follows. In
Section II, a detailed problem formulation is given and the
fundamentals of sequential joint detection and estimation are
briefly revised. The representation of the data and the local
interaction between the nodes is described in Section III. In
Section IV, the solution of the design problem is presented,
which is validated by a numerical example in Section V.
Concluding remarks are given in Section VI.
II. PROBLEM FORMULATION
Consider a network of K sensors, which can be modeled
by a simple, connected and undirected graph G = (E ,V),
where the sets of nodes and edges are denoted by E and
V , respectively. Let N ok =
{
l ∈ E | (k, l) ∈ V} and
N ck = N ok ∪ {k} denote the open and closed neighborhood
of node k, respectively. Each sensor k ∈ {1, . . . ,K} observes
a sequence of random variables X kN = (Xk1 , . . . , XkN ), which
can be generated under two different hypotheses H0 or H1.
Under both hypotheses, the data conditioned on the mean is
Gaussian distributed with variance σ2. Moreover, the mean is
itself a random variable, which follows a known distribution
under both hypotheses. The priors have a disjoint support and
the occurrence of the hypotheses is a random variable with
known probability p(Hi), i ∈ {0, 1}. Mathematically, the two
hypotheses can be written as:
H0 : X kN | θ0 ∼ N
(
θ0, σ
2
)
, Θ0 ∼ p(θ0)
H1 : X kN | θ1 ∼ N
(
θ1, σ
2
)
, Θ1 ∼ p(θ1)
In this work, each sensor should jointly infer the true hy-
pothesis as well as the underlying parameter in a sequential
manner. That is, each sensor observes the sequence X kN sample
by sample and makes a decision as soon as the confidence
about the true hypothesis and the parameter is high enough.
To perform the inference task, each sensor uses its own data
as well as information from its neighborhood.
The following assumptions are made throughout the paper:
First, the random variables Xkn |Hi, θi are independent and
identically distributed (iid) for all n = 1, . . . , N and all k =
1, . . . ,K. Second, all sensors share the same realization of
the random parameter and the hypothesis, which stay constant
during the observation period.
A. Fundamentals of Sequential Joint Detection and Estimation
At each time instant n and at every sensor k a stopping
rule Ψkn ∈ {0, 1} is evaluated to decide whether sensor k is
certain enough about the true hypothesis and the unknown
parameter. Once the stopping rule of sensor k takes on the
value 1, this sensor jointly infers the hypothesis and the true
parameter. More precisely, the decision rule δkn ∈ {0, 1} is
evaluated to obtain the hypothesis; to obtain an estimate at
node k, the estimator θˆki,n is applied, where i denotes the value
of δkn. The collection of stopping rule, decision rule and the
two estimators is referred to as policy. At node k, the policy
is given by pik = {Ψkn, δkn, θˆk0,n, θˆk1,n}0≤n≤N . The time instant
at which sensor k stops, i.e., the stopping time, is defined as
τk = min
{
n ≥ 1 : Ψkn = 1
}
.
To measure the individual performance of node k, we use the
average sample number E
[
τk
]
along the error probabilities
and the Mean-Squared Error (MSE), which are given by
αki = E
[
1{δkτk 6= i}
∣∣Hi] , i ∈ {0, 1} ,
βki = E
[
1{δkτk = i}
(
θ − θˆki,τk
)2 ∣∣Hi] , i ∈ {0, 1} .
In the previous equations, 1{·} denotes the indicator function.
B. Test Design as an Optimization Problem
We only consider truncated sequential schemes in this work,
i.e., scheme which use at most N samples, which implies that
ΨkN = 1 for all k = 1, . . . ,K.
The aim is to find a sequential scheme which uses on
average as few samples as possible, while the type I and
type II error probabilities as well as the MSEs under both
hypothesis are limited to pre-defined levels. Since designing
a global optimal policy is infeasible, we formulate the design
problem locally as in, e.g., [19], [21]. That is, for each node k,
we want to design a scheme which uses a minimum number
of samples on average, while the detection and estimation
errors are kept below pre-defined levels. However, although
the design problem is formulated at the sensor level rather
than on the network level, there exist a coupling through the
neighborhood communication.
Mathematically, the design problem for node k can be
formulated as the following optimization problem
min
pik
E
[
τk
]
, ΨkN = 1
s.t. αki ≤ α¯i , i = 0, 1 ,
βki ≤ β¯i , i = 0, 1 ,
(1)
where α¯i ∈ (0, 1) and β¯i ∈ (0,∞) are the maximally tolerated
detection and estimation errors, respectively.
Instead of solving (1) directly, we first consider the follow-
ing auxiliary problem
min
pik
{
E
[
τk
]
+
1∑
i=0
p(Hi)
(
λki α
k
i + µ
k
i β
k
i
)}
, (2)
where λki and µ
k
i , k = 1, . . . ,K, i = 0, 1, are some non-
negative and finite cost coefficients. The choice of the cost
coefficients is discussed later in the paper.
III. DATA REPRESENTATION AND INFORMATION
EXCHANGE
Since each sensor observes the data sequentially, the sam-
ple space grows with every new sample. For the reason of
tractability, a low-dimensional representation of the data has
to be found. Here, the sample mean of the data is used as
a representation since it contains all information relating the
samples and the random mean for a Gaussian likelihood [14].
Although [14] uses the sample mean directly as state variable
for the test, this work is in a distributed setup and hence,
the state of a sensor comprises not only information from its
measurements, but also from the state of its neighbors. More
precisely, we resort to the consensus+innovations approach
[18], which was already applied to distributed sequential
detection [19], [20].
Let tkn be the state of sensor k at time n, with a initial state
tk0 = 0 for all k = 1, . . . ,K. The state update at sensor k is
then given by
tkn =
∑
l∈N ck
(
n− 1
n
wklt
l
n−1 +
1
n
wklx
l
n
)
, (3)
where wkl are some appropriate weights, the choice of which
will be discussed later. In (3), the weighted sum of the states
is called the consensus term and the weighted sum of the
observations is the innovations term. By stacking the states and
the observations in vectors, i.e., tn = [t1n, . . . , t
K
n ]
> and xn =
[x1n, . . . , x
K
n ]
>, and collecting the weights wkl in a matrix W,
the update of all states can be rewritten as
tn =W
(
n− 1
n
tn−1 +
1
n
xn
)
=
1
n
n∑
i=1
Wn−i+1xi .
A. Choice of Weights
From a theoretical point of view, the weighting matrix W
can be arbitrary as long as it is right stochastic, i.e.,∑
i∈N ck
wkl = 1 , ∀k, and wkl ≥ 0 , ∀k, l .
In [20], the authors assumed that the matrix W to be non-
negative, symmetric, irreducible and stochastic. It is designed
as W = 1 − cL, where 1 denotes the identity matrix, L
is the graph Laplacian matrix and c some suitably chosen
constant. This approach was first introduced in [22]. However,
this design procedure often places negative weights on the
main diagonal [19], [22].
In this work, we use equal weights for the closed neighbor-
hood of a node, i.e.,
wkl =
{
1
|N ck| , l ∈ N
c
k
0 otherwise
This more intuitive weight design was already used in the
context of distributed sequential detection [19].
B. Statistical Properties of the State Variable
Before the solution methodology is presented, a statistical
characterization of the random state variable is presented.
Since the random variable tkn | θi,Hi is a linear combination
of Gaussian random variables, it is again a Gaussian random
variable. Hence, it is sufficient to calculate its mean and its
variance. Following the arguments in [19, Section IV-A], it
can be shown that the mean and the variance are given by
E[tkn |Hi, θi] = θi ,
Var[tkn |Hi, θi] =
σ2
n2
n∑
i=1
e>k W
i
(
Wi
)>
ek := σ
2
tkn
,
where ek is the kth column of the identity matrix 1. Hence,
we can state that tkn |Hi, θi ∼ N
(
θi, σ
2
tkn
)
.
IV. SOLUTION METHODOLOGY
In order to design the tests, we rely on our framework
proposed in [14]: First, (2) has to be reduced to an optimal
stopping problem, which is then solved by means of dynamic
programming. The coefficients, which parametrize the solution
of the optimal stopping problem are then obtained via linear
programming, such that the solutions of (1) and (2) coincide.
A. Reduction to an Optimal Stopping Problem
To end up with an optimal stopping problem, the uncon-
strained problem in (2) first has to be minimized with respect
to the decision rule and then with respect to the estimators
[14]. With the optimal decision rule and the optimal estimators,
the design problem reduces to the optimal stopping problem
min
Ψk
N∑
n=0
E
[
Φkn(n+ g
k(tkn))
]
, (4)
with the short hand notation Φkn = Ψ
k
n
∏n−1
i=0 (1−Ψki ) and the
instantaneous cost
gk(tkn) = min
{
Dk0,n(t
k
n) , D
k
1,n(t
k
n)
}
. (5)
The instantaneous cost gk(tkn) for stopping at time n is the
minimum of Dk0,n(t
k
n) and D
k
1,n(t
k
n), which are the costs for
stopping at time n and deciding in favor of H0 and H1,
respectively. The cost for stopping and deciding in favor of
Hi is given by
Dki,n(t
k
n) = λ
k
1−ip(H1−i | tkn) + µki p(Hi | tkn)Var[Θi |Hi, tkn] .
These costs consist of two parts. The first part penalizes
wrong decisions, whereas the second part penalizes inaccurate
estimates.
B. Characterization of the Cost Function
For fixed coefficients λki , µ
k
i , i ∈ {0, 1}, the solution of the
optimal stopping problem in (4) can be characterized by a set
of non-linear Bellman equations, see, e.g., [14], [23],
ρkn(t
k
n) = min
{
gk(tkn) , dn(t
k
n)
}
, n < N ,
ρkN (t
k
N ) = g
k(tkN ) ,
with the cost for stopping as defined in (5) and the cost for
continuing the test
dkn(t
k
n) = 1 + E[ρ
k
n+1(t
k
n+1) | tkn] . (6)
By defining
t¯kn+1 =
∑
l∈N ok
wklt
l
n and x¯
k
n+1 =
∑
l∈N ck
wklx
l
n+1 ,
the state transition in (3) can be rewritten as:
tkn+1 =
1
n+ 1
(
nwkkt
k
n + nt¯
k
n+1 + x¯
k
n+1
)
:= ξtkn(x¯
k
n+1, t¯
k
n+1)
TABLE I: Sampling from the posterior predictive.
1: for l = 1, . . . , Nsamp do
2: sample H(l) ∼ Bern(r), with r = p(H1 | tkn)
3: sample θ(l) ∼ p(θ |H(l), tkn)
4: sample t¯k,(l)n+1 ∼ N
(
(1− wkk)θ(l), σ2t¯kn+1
)
5: sample x¯k,(l)n+1 ∼ N
(
θ(l), σ2
x¯kn+1
)
6: end for
Hence, the cost for continuing is calculated as
dkn(t
k
n) = 1 +
∫∫
ρkn+1(ξtn(x¯
k
n+1, t¯
k
n+1)) (7)
× p(x¯kn+1, t¯kn+1 | tkn)dx¯kn+1dt¯kn+1 . (8)
A derivation of the posterior predictive is laid down in
Section A. The integral in (7) can either be solved numerically
or approximated by Monte Carlo integration. That is, the cost
for continuing is approximated by
dkn(t
k
n) ≈ 1 +
1
Nsamp
Nsamp∑
l=1
ρkn+1(ξtn(x¯
k,(l)
n+1 , t¯
k,(l)
n+1)) ,
where the sequence
{
x¯
k,(l)
n+1 , t¯
k,(l)
n+1
}Nsamp
l=1
is obtained by sam-
pling from the posterior predictive p(x¯kn+1, t¯
k
n+1 | tkn) as sum-
marized in Table I. In this algorithm, Bern(r) is the Bernoulli
distribution with success rate r.
The policy of the optimal sequential scheme at node k,
which is induced by ρkn, can be summarized as:
δkn(t
k
n) = 1{Dk0,n(tkn) > Dk1,n(tkn)}
Ψkn(t
k
n) = 1{ρkn(tkn) = gk(tkn)}
θˆki,n = E[Θi |Hi, tkn] , i = 0, 1
(9)
Since the functions gk(tkn) and ρ
k
n(t
k
n) are parametrized by the
coefficients λki , µ
k
i , i = 0, 1, the policy also depends on these
coefficients. Hence, their choice is crucial for the performance.
C. Choice of the Cost Coefficients
For choosing the cost coefficients such that the resulting
test also solves (1), a strong connection between the cost
function and the performance measures [14, Theorem 4.2] [23,
Theorem 3.2] is exploited. As outlined in [14], [23], the final
design problem can be cast into a linear program, which can be
efficiently solved by various off-the-shelf solvers. Substituting
λk = (λk0 , λ
k
1) and µ
k = (µk0 , µ
k
1) gives the final optimization
problem for the test at sensor k:
max
λk≥0,µk≥0,ρkn
{
ρk0(t
k
0)−
1∑
i=0
p(Hi)(λ
k
i α¯
i + µki β¯
i)
}
(10)
s.t. ρn ≤ Dki,n , i ∈ {0, 1} , n = 0, . . . , N ,
ρn ≤ 1 + E[ρkn+1(tkn+1) | tkn] , n < N ,
The resulting test fulfills the constraints with equality when the
corresponding cost coefficients are positive. However, when a
k sensor k communication link
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Fig. 1: Network with K = 20 agents and a communication
radius of dcom = 0.3
coefficient becomes zero, the corresponding constraint is still
fulfilled implicitly, but not with equality. See [14, Appendix
F] for a detailed discussion.
V. NUMERICAL RESULTS
We consider a network of K = 20 sensors with x- and
y-coordinates uniformly sampled on the interval [0, 1]. The
neighborhood of a node is defined as all nodes which are
inside a communication radius of dcom = 0.3. The network
generation is repeated until the graph is connected. The
generated network is depicted in Fig. 1. In order to validate
the proposed approach, we chose the following example setup,
H0 : X kN | θ0 ∼ N
(
θ0, 4
2
)
, Θ0 ∼ N
(−2, 0.52) ,
H1 : X kN | θ1 ∼ N
(
θ1, 4
2
)
, Θ1 ∼ N
(
2, 0.52
)
,
where both hypotheses have equal prior probabilities. Al-
though it was mentioned in Section II that the priors p(H0)
and p(H1) must have a disjoint support, this is not the case
for Gaussian priors. Nonetheless, with this particular choice
of hyperparameters, the support can be assumed to be almost
disjoint. Moreover, the chosen prior acts as a conjugate prior,
which allows us to derive a closed-form expression of the
posterior distribution and to easily sample from it.
Each sensor should jointly infer the underlying hypothesis
and parameter, while the detection and estimation errors are
limited to α¯0 = α¯1 = 10−3 and β¯0 = β¯1 = 0.1, respectively,
and at most N = 50 samples should be used.
To design the tests, the linear program in (10) is solved using
the gurobi optimizer [24], which is called via the Matlab cvx
interface [25], [26]. To solve the problem numerically, the state
is discretized on the interval [−9, 9] with 1900 equally spaced
points. The expectation in (6) is approximated via Monte
Carlo integration with 5 · 104 samples, which are generated
according to the algorithm in Table I. Note that, since we
chose a conjugate prior, the posterior distribution in line 3
is Gaussian distributed, i.e., p(θ |H(l), tkn) = N
(
θpost, σ
2
post
)
with θpost = σ2post
(
±2
0.52 +
tkn
42
)
and σ2post =
(
0.5−2 + σ−2
tkn
)−1
continue stop and H0 stop and H1
0 10 20 30 40 50
−5
0
5
n
t1
7
n
Fig. 2: Policy of node 17.
and the sign of ±2 depends on the value of H(l). Hence, we
can easily sample from the posterior distribution.
To illustrate the behavior of a designed test, the policy of
node 17 is depicted in Fig. 2. The policy comprises three
different regions, one for continuing the test (gray color) and
one for stopping the test and deciding in favor of H0 (blue
color) and H1 (red color), respectively. For n ≤ 14, the cost for
making an inaccurate estimate dominates so that the procedure
does not stop in this region. Subsequently, the test continues
sampling only for small values of |t17n | since the uncertainty
about the true hypothesis is high. Note that there exist two
regions in which the tests stops for n = 1, which are artifacts
caused by numerical inaccuracies, e.g., too few samples for
estimating the costs for continuing.
The designed tests are then validated with 106 Monte
Carlo runs. The validation is two-fold. First, the performance
on node-level, i.e., the performance of all individual nodes,
is considered as it is the design goal in (1). Second, the
performance is averaged over the network as in [19], [21].
That is, for each Monte Carlo run a random node is selected
to evaluate the performance.
The detection and estimation errors are depicted in Fig. 3,
where the detection/estimation errors of a single node are indi-
cated by blue circles, the averaged errors over the network are
indicated by black lines and the constraints are indicated by red
lines. From Figs. 3c and 3d, it can be seen that averaged MSEs
as well as the MSEs of the individual nodes are close to the
targeted values. The detection errors, on the other hand, have,
under both hypotheses, a higher fluctuation over the nodes than
the estimation errors. However, the individual as well as the
averaged empirical error probabilities are reasonable close to
the constraint. There are several reasons which can cause these
small deviations. First, numerical inaccuracies arise during the
design process. Especially the quality of approximation of the
cost for continuing via Monte Carlo integration depends on
the number of samples. Using 5 · 104 samples to approximate
the integral might not be sufficient. Second, the assumption
that the priors have a disjoint support is violated. Last, the
number of Monte Carlo runs might be too small to represent
the statistical properties of the observed data and its flow
through the network.
VI. CONCLUSION
We have investigated the problem of sequential joint de-
tection and estimation in a distributed fashion for Gaussian
distributed data with a random mean. The local interaction
of the individual sensors follow a consensus+innovations ap-
proach. The test at each node has been designed such that
it is of minimum expected run-length and meets pre-defined
levels of error probabilities and MSEs. The proposed theory
has been validated with a numerical example.
APPENDIX
The joint posterior predictive can be calculated via
p(t¯kn+1, x¯
k
n+1 | tkn) =
1∑
i=0
p(t¯kn+1, x¯
k
n+1 |Hi, tkn)p(Hi | tkn) .
Under hypothesis Hi, the posterior predictive is given by
p(t¯kn+1, x¯
k
n+1 |Hi, tkn)
=
∫
p(t¯ln+1, x¯
k
n+1 |Hi, θi)p(θi |Hi, tkn)dθi .
Since t¯kn+1 and x¯
k
n+1 are conditionally independent given Hi
and θi, the joint likelihood factorizes as
p(t¯kn+1, x¯
k
n+1 |Hi, θi) = p(t¯kn+1 |Hi, θi)p(x¯kn+1 |Hi, θi) .
With the same line of arguments as in Section III-B, one can
show that
x¯kn+1 |Hi, θi ∼ N
(
θi, σ
2
x¯kn+1
)
,
where the variance is given by
σ2x¯kn+1
:= Var[x¯kn+1 |Hi, θi] = σ2e>k WW>ek .
In order to derive the mean and the variance of t¯kn+1 |Hi, θi,
a modified weight matrix W˜, whose diagonal elements are
zeros, is introduced. The elements w˜kl of W˜ are given by:
w˜kl =
{
wkl , k 6= l
0 , k = l
Then, the combined states of the open neighborhood can be
written as
t¯kn+1 =
∑
l∈N ok
wklt
l
n = e
>W˜tn .
It can be easily seen that the conditional mean is given by
E[t¯kn+1 |Hi, θi] = (1− wkk)θi := θ˜ki .
The conditional variance can be now be calculated as
Var
[
t¯kn+1 |Hi, θi
]
= e>W˜ E
[
tnt
>
n |Hi, θi
]
W˜>ek −
(
θ˜ki
)2
.
(11)
Similarly to [19, Section IV-A], it can be shown that:
E[tnt
>
n |Hi, θi] =
σ2
n2
n∑
i=1
Wi
(
Wi
)>
+ θ2i
= Σtn + θ
2
i (12)
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Fig. 3: Simulation results of the Monte Carlo simulation with 106 runs. The empirical values of a single node are represented
by blue circles, the averages over the network by black lines and the constraints by red lines.
Inserting (12) into (11), finally gives
Var
[
t¯kn+1 |Hi, θi
]
= e>W˜ΣtnW˜
>ek := σ2t¯kn+1 . (13)
Therefore, the likelihood of t¯kn+1 is given by
p(t¯kn+1 |Hi, θi) = N
(
θ˜ki , σ
2
t¯kn+1
)
.
Hence, the joint likelihood under Hi becomes
p(t¯kn+1, x¯
k
n+1 |Hi, θi) = N
(
θ˜ki , σ
2
t¯kn+1
)
N
(
θi, σ
2
x¯kn+1
)
.
Finally, the posterior predictive calculates as
p(t¯kn+1, x¯
k
n+1 | tkn) =
1∑
i=0
p(t¯kn+1, x¯
k
n+1 |Hi, tkn)p(Hi | tkn) ,
with
p(t¯kn+1,x¯
k
n+1 |Hi, tkn)
=
∫
N
(
θ˜ki , σ
2
t¯kn+1
)
N
(
θi, σ
2
x¯kn+1
)
p(θi |Hi, tn)dθi .
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