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INTRODUCTION

30
Understanding species' range dynamics under climate change is an urgent goal in 31 conservation biology (Huntley et al., 2010 ), yet the speed at which species can track a moving 32 climatic niche remains one of the big open questions. Studies of the spread of invasive species 33 suggest that dispersal is the most critical determinant of the speed at which species expand 34 (Neubert & Caswell 2000) . Even though species distribution models have started to consider 35 dispersal explicitly (Midgley et al., 2006) , it is not yet clear what aspects of dispersal need to be 36 considered. One potentially important aspect of dispersal is its relationship to local population 37 density. 38 39 Several local processes can cause the emigration rates from a local patch to depend on 40 density in different ways (Sutherland et al., 2002) . Territorial individuals can settle according to 41 the ideal free distribution (Fretwell & Lucas Jr, 1970) , where fitness decreases with local density 42 and individuals choose to settle in the patch where they can maximise their fitness. This 43 mechanism leads to positively density-dependent emigration, i.e. higher emigration rates as 44 population densities increase. The relationship between emigration rate and density is expected 45 to depend on the relative quality of the other nearby habitat patches. If territorial individuals 46 settle according to an ideal despotic distribution, where individuals can defend territories 47 (Fretwell & Lucas Jr, 1970) , emigration should be related to density in a fashion that resembles a 48 step-wise function. There would be little emigration as long as vacant territories exist in the 49 current cell and full emigration otherwise. Other forms of competition should also lead to 50 positively density-dependent emigration. On the other hand, negatively density-dependent 51 emigration, i.e. increased emigration rates as local density declines, has mostly been related to 52
If dispersal through areas of high density is risky due to conspecific aggression or high predator 54 presence, negatively density-dependent emigration can also result (Matthysen, 2005) . Finally, if 55 individuals disperse due to intrinsic (e.g. genetic or morphological) reasons, emigration rates 56 may be unrelated to density. 57 58 Immigration is often density dependent for similar reasons to emigration. It may be more 59 difficult to find a vacant territory in an area of high density, in which case immigration would be 60 negatively density dependent, i.e. individuals are less likely to immigrate into patches of high 61 density. On the other hand, positive density dependence in immigration may arise from 62 conspecific attraction (Stamps, 1988 (Stamps, , 2001 ; Greene & Stamps, 2001 ). High population densities 63 may indicate good habitat or opportunities for finding a mate. Bark beetles, for example, are 64 strongly attracted to conspecifics (Wood, 1982) . 65
66
Most theoretical studies assume dispersal rates to be independent of local population 67 density (but see Veit & Lewis 1996) . However, if characteristics of dispersal are allowed to 68 evolve, positive density dependence often emerges (Travis, 1999; Kun & Scheuring, 2006 ; 69 Hovestadt et al., 2010) . Positive density dependence was also assumed in the original 70 formulation of source-sink models (Pulliam, 1988 species' spatial response to climatic change compared to species with density-independent 80 dispersal. Here, we extend these results by examining a wide range of plausible dispersal forms 81 in terms of their effect on species' range expansion rates in a simulation model. We consider 82 positive and negative density dependence both in emigration and immigration. We limit our 83 investigations to animals that have a distinct dispersive life stage and remain relatively 84 sedentary throughout the rest of their life. We consider two general life histories, an annual life 85 cycle with high fecundity and low survival (e.g. a univoltine butterfly), and a multi-annual life 86 cycle with relatively low fecundity, high survival and overlapping generations (e.g. a non-87 passerine bird or a mammal). 88
89
We distinguish between three phases of dispersal: emigration; transit; and immigration 90 (sensu Ims & Yoccoz 1997). We consider density dependence in emigration and immigration, i.e. 91 the decisions to leave and to settle. The distance travelled (transit) has also been found to be 92 density dependent but this may often be a result of density-dependent settlement decisions 93 mostly affecting short movements. The studies that found density-dependent dispersal 94 distances were conducted at relatively small spatial scales (Matthysen, 2005) . We do not 95 of dispersal subject to density-dependent emigration and immigration. 97
98
Species often colonise suitable habitat, e.g. by invading novel areas or because they are 99 lagging behind a spatially moving environmental niche (Kasparek, 1996; Devictor et al., 2008) . In 100 these cases, density dependence in dispersal is likely to affect the rate of emigration from 101 habitat patches at the periphery of a species' range where populations will typically be below 102 carrying capacity. If dispersal is positively density dependent, emigration from these patches 103 would be reduced until densities build up to a level where individuals start emigrating. The 104 converse would be true for negatively density-dependent emigration, where a high proportion 105 of individuals would leave these low-density patches until the populations nevertheless build up 106 and emigration rates tended towards values typical for the species. Since dispersal is critical for 107 the spread of species (Kot et al., 1996) , we expect the mean emigration rate from local habitat 108 patches to be the main mechanism by which density-dependent dispersal could affect the speed 109 of range expansions. The speed at which recently established marginal populations grow 110 towards high densities, determined by the intrinsic rate of increase ( r) and carrying capacity (K), 111
should also be critical for how density-dependent dispersal affects the speed of range 112 expansions. 113
114
METHODS / THE MODEL
115
We used the spatially explicit, grid based model MIGRATE, which has been described and 116 individual, it is set to one with probability p and to zero otherwise, thus introducing stochasticity 125 into the model. The simulated species are reproducing sexually and we therefore assume that 126 local populations need at least one female and one male to be established successfully. 127
Assuming an equal sex ratio and no sex differences in dispersal, the probability of an empty cell 128 being colonised by a group of either males or females only is We assumed a grid of 500 × 1300 cells of uniform habitat suitability (fixed carrying capacity, 133 K). The size of the grid was chosen so as to be sufficiently large to ensure that space did not 134 become limiting in any scenario. Beyond that, the size of the grid had no effect on our results. A 135 block of 10 × 10 cells at the centre of one end along the shorter dimension was populated with 5 136 individuals per cell at generation 1. After 50 generations, we measured how far along the longer 137 dimension the population had spread, by recording the furthest colonized grid cell. 138 varied the shape of the density-dependence of emigration and kept immigration density 141 independent. Then we varied the shape of the density-dependence of immigration while 142 keeping emigration density independent. Finally we varied both, exploring two possible 143 combinations representing species that either avoid areas of high or of low density . See Table 1  144 for an overview. The forms of emigration rates we examine can be described by the following 145
Here, the emigration rate at time t, ε t , is a function of the current population size N t relative 148 to the carrying capacity K. ε K is the emigration rate at N t = K, and we set it at 0.10. γ determines 149 the shape of density dependence. In our simulations, we used the following values for γ: -0.15, 150 0, 0.2, 1 and 10 ( Fig. 1) . γ= -0.15 leads to negatively density-dependent emigration. With γ=0, 151 emigration is independent of density, γ=0.2 describes a concave relationship, γ=1 a linear 152 relationship and γ>1 a convex relationship between emigration and density ( Fig. 1) . For high 153 values of γ (i.e. 10), emigration approximates a step function with little dispersal for N t < K, but 154 maximum dispersal for N t = K. We chose these scenarios so that they all produced the same 155 emigration rate at carrying capacity. Thus, effects of density-dependent emigration on the speed 156 of range expansion can only be caused by different emigration rates from cells along the range 157 front where carrying capacity has not yet been reached and will not be confounded by different 158 dispersal rates from the saturated core area. The distribution of dispersal distances was density 159 grid cells. All directions were equally likely. 161
162
Using the density-independent emigration scenario, we then considered two different 163 scenarios for density-dependent immigration. In the first scenario, individuals avoid cells with 164 high population density (negatively density-dependent immigration) whereas in the second 165 scenario they avoid cells with low population densities (positively density-dependent 166 immigration). We envision individuals to reach a target cell, but then being able to settle either 167 in the target cell, or one of the eight surrounding cells according to local population density 168 within each of these nine cells. Under the first scenario, individuals leave their target cell if it is 169 at a density higher than 0.7 × K and instead settle in the neighbouring cell with the lowest 170 density among those with densities < 0.7 × K. In the second scenario, they leave the target cell if 171 its density is below 0.3 × K and instead settle in the neighbouring cells with density above 0.3 × 172 K, starting with the one with the highest density but still with available space. All 8 neighbouring 173 cells are examined in order of their perceived suitability according to these settlement rules 174 until all the dispersing individuals have been accounted for or all of the 8 neighbouring cells 175 examined. We used the density of residents in the previous time step as a measure of local 176 population density rather than the number of queuing recruits at the present time step. Since 177 most offspring settle locally under the chosen parameter values, the two densities were nearly 178 identical, but using density of residents greatly reduced the computational burden. Mortality 179 was based on current densities so that K was not exceeded. 180 181 immigration in two further scenarios. The first represents a species that avoids high density both 183 when deciding to leave and when deciding to settle. For this scenario, w e combined positively 184 density-dependent emigration, assuming γ = 1, and negatively density-dependent immigration, 185 as described in the previous paragraph. The second scenario represents a species that avoids 186 areas of low conspecific density. We assumed γ = -0.15 and positively density-dependent 187 immigration. 188
189
In total, we therefore had nine scenarios for density-dependent dispersal: five scenarios of 190 density-dependent emigration (Table 1 The second life-history we consider represents an organism with a multi-year life cycle with 210
It produces r = 4 offspring which survive to the 1st cohort class (1 yr olds) with probability 212 s perennial , and thereafter survive with probability s = 0.9. In this life history pairs are needed for 213 breeding. If the number of adults in a cell is  20 then the number of breeding pairs is drawn 214 from a binomial distribution with sample size equal to the number of adults and probability 215 equal to 0.5, otherwise it is simply assumed to be half the number of adults. This part of the 216 model is another source of stochasticity. Movement happens during the juvenile stage only for 217 organisms with a multi-year life cycle and new recruits to a local cell compete for available space 218 so that the total number of individuals could not exceed K. Movement into one of the eight 219 neighbouring cells may also occur depending on the settlement rules for that particular 220 simulation or if the local cell is full. We envision the first life history to represent an annual 221 
RESULTS
248
Density-dependent dispersal had clear effects on the speed of range expansion (Fig. 2,  249 summary in Table 1 ). At medium levels of carrying capacity (K) and population growth rate (r), 250 three density-dependent dispersal scenarios strongly reduced the speed of range expansion 251 compared to the density-independent scenario (γ = 0, Above, we presented the effects of density-dependent dispersal on the change in the speed 268 of range expansion compared to the scenario with density-independent dispersal. However, 269 varying density dependence in dispersal, r, K and the life history all affected the absolute speed 270 at which the ranges expanded. We used a regression tree model to visualize the relative 271 importance of varying these factors on the speed of range expansion (Fig. 3) . We pruned the 272 tree to 5 terminal nodes, which yielded a model that explained 87% of the total deviance in our 273 response and clearly shows the most important splits. The first split was between simulations 274 that used a low intrinsic growth rate, r, and the rest. probabilities that depend on local population density (Travis, 1999). We used a simulation model 286 geographic ranges can expand, be they alien invaders or native species undergoing range 288 dynamics. 289 290 Density dependence in emigration and settlement had profound eff ects on the speed of 291 range expansion in our model (see Table 1 for an overview). Range expansion was slowest when 292 emigration was positively density dependent, i.e. where individuals were more likely to emigrate 293 at densities close to the carrying capacity. The reason for this result was that newly colonised 294 grid cells emitted few emigrants until their population sizes had built up. Positively density-295 dependent emigration is usually found in situations where individuals compete for resources 296 In our model, range expansion tended to be fastest with negatively density-dependent 316 emigration, i.e. where individuals were more likely to leave cells at low population densities, or 317 with density-independent dispersal. This result is consistent with the empirical finding that 318 range expansions accelerate in areas not favoured by a species as individuals mov e on more 319 readily (Andersen et al., 2004) . If this type of emigration is governed by the same behavioural 320 mechanisms as settlement decisions, one would expect negatively density-dependent 321 emigration to be coupled with positively density-dependent immigration. In our simulations, this 322 situation was represented by the scenario 'avoid low density', which led to a greatly reduced 323 speed of range expansion comparable to the scenario with negatively density-dependent 324 emigration alone. Our results thus suggest that understanding the mechanisms that govern 325 decisions to leave or settle in a particular patch are crucially important for predicting how fast a 326 species is able to shift its range. 327
328
The two life histories we considered represented two rather different points on the slow -329 fast continuum (Saether et al., 1996) , with the butterfly representing an annual with high 330 reproductive output. We chose both to have the same intrinsic growth rate and carrying 332 capacity. While the butterfly expanded its range more quickly than the bird, both life histories 333 showed the same relationships between density-dependent dispersal and the speed of range 334 expansion. This suggests that our results apply to species across a wide range of life histories. 335
336
Our simulations assumed a spatially and temporally constant environment. While 337 environmental heterogeneity would also affect the speed at which ranges change (e.g. Early & 338 Sax, 2011), neither temporal nor spatial heterogeneity should qualitatively change our results. 339
However, species expanding into environments that become slowly more suitable may be close 340 to carrying capacity more often than in the situation we simulated. Since all our scenarios had 341 the same emigration rate at carrying capacity, we would have found smaller effects of density 342 dependence in this situation. Table 1 . Overview of dispersal scenarios and their effects on the speed of range expansion across a simulated landscape. For the density-498 dependent emigration scenarios, γ determines the shape of the relationship as plotted in Fig. 1 
