We present serial and parallel algorithms for O(n/p), provided ihat p = 0 ( 6 / log n).
Introduction
Consider a vehicle that is constrained to move in a subset G of 'W. The vehicle starts at an initial point xo and moves according to dx dt = u ( t ) , subject to the constraint IIu(S)ll 5 1, where i -1 1 denotes the Euclidean norm. At some unspecified time T , the vehicle reaches the boundary of G and incurs a t,erminal cost q(z(T)).
We also associate a traveling cost Jo r ( z ( t ) ) dt to the trajectory followed by the vehicle. We are interestcd in a numerical method for finding a trajectory that minimizes the sum of the traveling and the terminal cost. We assume that infzEG r ( z ) > 0, which forces the vehicle to exit G in finite time. This problem formulation allows us to enforce a desired destination zj: for example, we may let G = -{zf} and q ( z j ) = 0. It can also incorporate hard obstacles"; for example, if a subset F of G corresponds 1.0 an obstacle, we can redefine G, by removing F from G and by letting q ( z ) be very large at. the boundary of F .
%"' , until an unspecified time 4 that the region is ex-
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Problems of this type have been considered in the computer science literature for some cases where the function r is piecewise constant [MI. They can also be addressed using deterministic optimal control methods but these are only guaranteed to produce locally optimal trajectories [AF, FRI. However, if a lobally optimal trajectory is desired, then methods f m e d on dynamic programming are required. The solution to the problem is furnished, in principle, by the HamiltonJacobi (HJ) equation. Since an exact solution of the HJ equation is usually impossible, the problem has to be discretized and solved numerically. After discretization, one needs to solve a system of nonlinear equations whose structure resembles the structure of the original HJ equation. This approach raises two types of issues: (a) Does the solution to the discretized problem provide a good approximation of the solution to the original problem? (b) How should the discretized problem be solved?
Questions of the first type have been studied extensively and in much greater generality elsewhere -see, e.g. [CD, CDF, CDI, F, GR, KD, S] and references therein. We bypass such questions and focus on the purely algorithmic issues.
The usual approaches for discretizing the HJ equation are finite-difference or, more generally, finiteelement methods. The discretized problem is equivalent to solving a stochastic optimal control problem for a finite stato controlled Markov chain; the number of states of the Markov chain is equal to the number of grid points used in the discretization [KD] . Thus, the discretized problem can be solved by standard methods such as successive approximation or policy iteration [Bl] . This is somewhat unfortunate: one would hope that the discretized version of an optimal trajectory problem would be a deterministic shortest path problem on a finite graph, that can be solved efficiently, say using Dijkstra's algorithm. In contrast, a method such as successive approximation can require a fair number c;f iterations, does not have good guarantees on its computational complexity (because the number of required iterations is not easy to bound), and can be much more demanding than Dijkstra's algorithm. The contribution of this paper is to show that, for the particular problem under consideration and for certain discretizations, Dijkstra-like methods can be used, resulting to fast algorithms. In particu-lar, we will show under mild assumptions, that there is an algorithm whose complexity is proportional to the number of grid-points. Our starting point is the discretized HJ equation, which we take for granted and whose structure we then exploit; our development is completely independent from the rich analytical theory that deals with the justification of the HJ equation and its discretizations.
Most of the proofs and some of the details are omitted; they can be found in the full paper, available from the author.
Problem formulation and a finite difference discretization
The purpose of this section is purely to motivate the structure of the discretized HJ equation that will be studied in the rest of the paper; the reader is referred to the literature for rigorous and more precise statements.
Let G be a bounded connected open subset of Sm and let dG be its boundary. We are also given two cost functions r : G H (0, CO) 
the infimum of the costs of all admissible trajectories that start at 2.
A formal argument [FR] indicates that V' should satisfy the Hamilton-J acobi equation [CDF, CL, FS] . We now describe a discretized version of the HJ equation. While this discretization is closely related or a special case of the discretizations described in [CDF, F, GR, KD] , we provide a self-contained heuristic argument based on Bellman's principle of optimality. Once more, no rigorous results are derived or stated; our only purpose is t o indicate the origin of the discretized HJ equation that will be studied later.
Let h be a small positive scalar representing the fineness of the discretization (the discretization step). Let S and B be two disjoint finite subsets of !Rm, all their elements being of the form (ih, j h ) , where i and j are integers. The sets S and B are meant t o represent a discretization of the sets G and dG, respectively. (For example, S could be the set of all grid points inside G and B could be the set of all gridpoints outside G that neighbor an element of S.) Let e l , . . . , e m be the unit vectors in S". For any point z E S, we define the set N ( z ) of its neighbors by letting N ( z ) = {z + ha;e; I i E ( 1 , . . . ,m}, a; E {-1,1}}. The assumption that follows states that B contains the "boundary" of S, in keeping with the intended meaning of these sets.
To ev- We finally introduce a function V : S U B H SJZ which is meant to provide an approximation of the optimal cost-to-go function V'. The discretized HJ equation is the following system of equations in the unknown V :
Let a be an element of A = { -1, l}m. The discretization (2.3)-(2.4) is a special case of those considered in [GR, KD] . It is also related to those in [CD, F] , except that the latter references involve a fixed time step, whereas our time step ~( 0 ) is variable. It should also be pointed out that our choice of a particular discretization out of the multitude of choices allowed by [GR, KD] is not arbitrary; under most choices, the arguments in subsequent sections fail to go through.
(2.3)-( 2.4).
References [GR] and [KD] , which deal with more general types of problems, suggest the use of the successive approximation method, possibly an accelerated version. The computational complexity of each iteration is proportional to the number of grid-points. However, even for deterministic shortest path probl e m , the number of iterations is proportional to the diameter of the grid-graph, which is usually of the order of l / h . The number of iterations can be reduced using Gauss-Seidel relaxation (as in [GR] , for example), but no theoretical guarantees are available. This is in contrast to Dijkstra-like algorithms that solve deterministic shortest path problems with essentially a single pass through the grid points.
A Dijkstra-like algorithm
Dijkstra's algorithm is a classical method for solving the shortest path problem on a finite graph.
Its running time, for bounded degree graphs, is O(nlogn), where n is the number of nodes, provided that it is implemented with suitable data structures [B2] . The key idea in Dijkstra's algorithm is to generate the nodes in order of increasing value of the costto-go function. This is done in n stages (one node is generated at each stage) and the O(1ogn) factor is due to the overhead of deciding which node is to be generated next. We will now show that a similar idea can be applied to the solution of Eqs. We now proceed to the description of the algorithm.
Let zl be an element of B at which j ( z ) is minimized.
Using the Markov Decision Problem interpretation of
Eqs. (2.3)-(2.4), it is evident that V(z) 2 f(zl) = V ( z l ) , for all z E S U B . Thus, zl is a point with a smallest value of V(z), and this starts the algorithm.
We now proceed to a recursive description of a general stage of the algorithm. Suppose that during the first IC stages (1 5 IC < n ) we have generated a set of points P k = (21 , .. . , zk} C S U B with the property
Furthermore, we assume that the value of V ( z ) has been computed for every I: E Pk. (The set P k is like the set of permanently labeled nodes in Dijkstra's algor it h m .)
We define Vk(z) by letting
We then compute an estimate V k of the function V by essentially performing one iteration of the successive approximation algorithm, starting from VI,. More precisely, for z E B , let Vk(z) = V(z) and G E S let m (3.1) In this equation, and throughout the rest of the paper, we use the interpretation 0 . 00 = 0. Since vk(z) 2 V(z), a comparison of Eqs. (3.1) and (2.3) shows that
The variable V k z), for z 4 Pk is similar to the lemWe now choose a node with the smallest temporary label to be labeled permanently. Formally, we choose some zk+1 that minimizes &(z) over all z $? Pk. The following lemma asserts that this choice of zk+1 is sound.
L e m m a 3.2: (a) V(zk+l) = Vk(zk+1).
(b) For every z $? Pk, we have V(z:b+l) 5 I f ( . ) .
The description of the algorithm is now complete. The algorithm terminates after n stages and produces the values of V(z) for all z E S U B , in nondecreasing order. In order to determine the complexity of the algorithm, we will bound the complexity of a typical stage. Throughout this analysis, we view the dimension m of the problem as aconstant, and we investigate the dependence of the complexity on n.
Let us first consider what it takes to compute V j ( z ) .
There are O( 1) different elements a of A to consider and for each one of them, we have to solve, after some normalization, a convex optimization problem of the form p o r a q labels in 6 ijkstra's algorithm.
I "
No matter what method is used to solve the problem (3.2), the computational effort is independent of the number n of grid points; it depends, of course, on the dimension m, but we are viewing this as a constant. Thus, we can estimate the complexity of computing V k ( z ) , for any fixed z, according to Eq. (3.1), to be O(1). (In the full paper, it is also shown that V;(z) can be computed using a finite number of arithmetic operations and square root calculations.)
We now notice that Vk(z) = Vk+,(z) for every z # zk+l. This means that if z is not a neighbor of z k + 1 , then Vk(z) = Vk+l(z . Thus, V k + I ( z ) only needs to be computed for the J (1) neighbors of zk+l.
We conclude that once V k is computed, the evaluation of Vk+l, at the next stage of the algorithm, only requires O( 1) computations. At each stage, we must also determine the next point zk+l, by minimizing Vk(z) over all z 4 pk.
Comparing O(n) numbers takes O(n) time, which leads to O ( n ) time for each stage, and a total 0 n 2 ) Vk(z) can be maintained in a binary heap, in which case z k + l can be determined in O(1og n) time; see [B2] for the use of binary heaps in shortest path algorithms. We conclude that each sta e of the algorithm can be implemented with @log n! computations. We now summarize: Theorem 3.1: The algorithm of this section solves the system of equations (2.3 -(2.4). Assuming that implemented so that it runs in time O ( n log n).
Some more comments are in order. We have been using a uniform grid. If we were to use a nonuniform grid instead, there would be some minor changes in the form of Eq. 2.3). The general structure would still be the same. ' H owever, Lemma 3.1 would cease to hold. Similarly, if the cost function g(z) were to become direction dependent, e.g., of the form g(z, CY, e), Lemma 3.1 would again fail to hold.
The algorithm of this section is inherently serial.
This is because the elements of S are generated one at a time, in order of increasing values of V z). To to generate the values of V(z) for several points z simultaneously. This is accomplished by the method developed in the next section.
An algorithm with optimal complexity
The algorithm of Section 3 achieved O(n log n ) running time by mimicking Dijkstra's shortest path algorithm. A property that would lead to a fast solution of Eqs. 
any positive E , the optimal value of 81 can be computed and is positive. On the other hand, the value of V(z) is bounded above by 1 and the difference V(z)-V(z+el)
is no larger than E . Since this is true for every E > 0, property P does not hold.
In this section, we show that property P becomes true if a somewhat different discretization is used. Unfortunately, the discretization that we introduce is more cumbersome and is unlikely to be useful when the dimension is higher than 3. We describe here our method when the dimension m is 2; the full paper also deals with the case where m = 3.
Let H be the boundary of a square centered at the origin and whose edge length is equal to 2h. We define the vectors w1,. . . , wg as shown in Fig. 4 .1. We use z + H to denote the translation of H so that it is centered at z.
running time. In a better implementation, the va I ues square roots can be evaluate d in unit time, it can be obtain a parallelizable algorithm, we should 6 e able We now motivate the discretization of the HJ equation that will be used in this section. Suppose that the vehicle starts at some z E S and moves along a direc- It is easily seen that T a ( e ) = 1~1 -e)w, + ew,+lii
Using the principle of optimality, as in Section 2, and by approximating V by a linear function on the segment joining 20, and w,+l, we obtain the following system of equations:
+ (~-B ) V ( I +~, ) + B I / (~+~L ' , +~) ] ,
2 E s, (4.1)
(4.2) Equations (4.1)-(4.2) are again a special case of the finite element discretizations studied in [GR, KD] .
Once more, they admit a Markov Decision Process interpretation, have a unique solution, and we reserve the notation V ( z ) to denote such a solution.
&call that the cost per stage g in the discretized problem has been assumed to be positive. In the following, we assume a lower bound of unity for g and proceed to establish property P. We implement the algorithm by using buckets that hold all of the grid points I for which (k -1)6 5 pk(2) < k 6 . Since each z has a bounded number of "neighboring points" I + w,, a point z may move from one bucket to another and the value of @k(z) may need to be recomputed only O(1) times. Each time that
Vk(x) is recomputed, we need to solve the optimization problem in Eq. The same complexity estimated is also obtained for three-dimensional problems.
We now interpret the complexity estimate of Theorem 4.1 in terns of the original continuous trajectory optimization problem. We assume that the underlying cost function T (cf. Section 1) is bounded below by some positive constant. For a problem involving trajectories in Xm, the number of grid-points is on the other hand V ( z ) < (k + 1)6, ' L emma 4.1 shows n = O(h-m), where h is the grid-spacing. On the other hand V(z) should converge to V*(z), the costto-go for the original continuous problem, which is independent of h. In particular, the factor L in Theorem 4.1 can be taken independent of h. For m > 1, the term O(n) is the dominant one in the complexity estimate O(n+L/h). We conclude that, as long as the problem data in a trajectory optimization problem are regular enough for our discretizations to be justified, we have algorithms whose complexity is proportional to the number of grid-points involved, which is the best possible.
Parallel implementation
The algorithm of Section 4 can be parallelized as follows. Let us concentrate on the computations required during a typical stage of the algorithm. Suppose, for example, that Vk(z) is available for all points 2 , so that Q k 1 can be determined. Let Nk+l be the set of points t l a t have a neighbor belonging to Q k + l .
For every 2 $ Nk+1, we have V k + l ( z ) = Vk(z) and no computation is required to obtain V k + l ( z ) . Thus, a high-level description of a typical stage of the a l p rithm of Section 4 is ,as follows: 1. Use the values of Vk(z) to determine the set Q k + l . 2. Determine the set N k + l . 3. For every z E N k + l , compute, in parallel, the value By splitting the computations at each stage between p processors, and taking into account some overhead required in order to do some load balancing, the algorithm can be implemented in O( n1I2 log n ) time using a shared memory parallel computer with O(n'I2/ log n ) processors. See the full paper for more details.
Numerical results
We report here on some preliminary numerical experiments designed and carried out by L. C. Polymenakos. The problems considered dealt with the unit square discretized using a 150 x 150 grid of points. The running cost was chosen to be a concave quadratic function. A few line obstacles were also added in the interior of the square. Depending on the number of obstacles, a reasonable implementation of the GaussSeidel variant of the successive approximation a l g e rithm was found to be between 10 and 50 times slower than our Dijkstra-like method.
