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Abst rac t - -A  more general and unified form of the Hubbell rectangular source integral is defined 
as  
subject o ? > #3 > 0; a, b,p > 0; A,/~ > -1. Special cases of this integral occur in some radiation field 
problems. Under certain restrictions, 74 may be expressed in terms of Appell's double hypergeometric 
functions F2 and F4. Tau method approximations of the Gauss hypergeometric function 2F1 are 
employed in the evaluation of this integral, and upper bound estimates on the Tan error are given. 
geywords - -Rectangu lar  source integrals, Tau method approximation, Polynomial approxima- 
tion. 
1. INTRODUCTION 
In their pioneering work in 1960, Hubbell ,  Bach and Lamkin [1] investigated the geometrical  
aspects of the problem of penetrat ion of radiation emanat ing from a rectangular source. For a 
certain detector-source configuration, viz. when an omni-directional detector is posit ioned at a 
height h over one corner of an 1 × w isotropic rectangular source, the series solution of detector 
response was found to involve, as its leading coefficient, an integral of the form 
f0 b 1 tan-  1 a__  dx (1) I(a,b) = ~ + 1 ~ + 1 
with a = w/h, b = l/h; this integral has become known in the l iterature as the Hubbell rectangular 
source integral. Attempts  at evaluating integral (1) in closed form had not been successful, as 
the authors have remarked in [1]. Nevertheless, they were able to evaluate I(a, b) using a rapidly 
convergent series, see [1]. Gabutt i  et al. [2] have also investigatcd I(a, b) in terms of its series 
expansions, while numerical computat ions of this integral have been carried out by Hanak and 
Cechak [3], and more recently, by GStze [4] and by Kal la and Kha jah  [5], where the Tau method 
is applied in the latter. 
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Interest in the Hubbell rectangular source integral has prompted later authors to generalise it
in different forms, pertinent to other geometries, where the inverse tangent function is replaced 
by some other suitable special functions [6-9]. The generalisation proposed by Kalla et aL [6] 
defines 
.ro , l/o ( = x~ (x 2+p) -aF  a, 8;7; x2+p i a ,8 ,7  J - ~  dx, (2) 
where 7 > /3 > 0; a,b,p > 0; A > -1, and F(a,8;f;x) is the Gauss hypergeometric func- 
tion 2F1 (a,/3; 7; x). This integral may be expressed in terms of Appell's double hypergeometric 
function F~ (see [10,11]) as 
H[a,b,p,~,]b~+l ( A+I  A-t-3, a2 ~_) 
[ c~,8,7 J (A -~p,  ~ F2 c~,/3, T ;7 ,  ~ • p ,  . (3) 
Uniform approximations for H based on series expansions are given by Besenghi and Gabutti [12]. 
A further generalisation f this integral, introduced by Galu~ [8] and Kalla et al. [13], is given by 
G[a,b,p,A,#] ~o x),(x2+p)_a(l_~)~F(ot,8 a2 ~ dx, 
where 7 >/3 > 0; a,b,p > 0; A,# > -1. This is also expressed in terms ofF2 as 
(4) 
G _- b A+I [~(/t -{- 1)F((A + 1)/2) 
L a ,8 ,7  / 2p ~ F(# + ((A + 3)/2) 
A+I  A+3 
F2 ~, /~, - -~- ;7 ,~+ 2 ; p ,  . (5) 
In their recent work, Galud et aL [14] discuss ome algorithms for approximating G. Galud and 
Kiryakova [15] give a number of recurrence relations on G, as well as some integrals derivable 
from it. 
In this paper, we present an even more general and unified form of these integrals by introducing 
a new parameter u in the exponent of (x 2 +p), rather than the restricted -c~. Thus, we define 
Tl[a'b'P'A'#'v][ a,8,7 J b (1 -  x2,~.] (c~, 7; a2 x~ p) dx = ~0 x~ (x2 + p)" F f~; (6) 
subject o 7 > f~ > 0; a,b,p > 0; A,# > -1. This integral will give rise to the following special 
cases: 
TI [ a'b'p'A'#'-c~ 
u ra'b'P'~'°'-~]L a,/3,7 
F~,b,l,O,O,-l] 
u/  1 13  | 
L '2 '2  J 
= G ra, b,P,),,t ~] 
i ~,8,7 J '  
=Hra, b,P, ~l 
L ~,8,7 J' 
-- I(a, b). 
We should point out that, in general, 7~ is not symmetric in a and b (Table 1), although this 
symmetry holds for I(a,b). In terms of Appell's function F4, see [10,11], when y = -8;  # = 
8 - c~ - 7; A -- 2c~ - 1, integral 7-I becomes 
U [a,b,p,A,#,v] 1 b2o _~r(.) r (~- . -  7 + 1) 
L -,~,7 j = ~ " r--(-(~--;;V) 
( b2 (1 + ~- ) ,  --~- (1-1- -~) )  x F4 \c~, 8; 8 - 9' + 1 ,7 ; -p  
('z) 
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Under the above restrictions on v, #, and A, and since (7) reduces to (5) for v = -a ,  comparing 
these two expressions will lead to the following relation between Appell's functions F2 and Fa: 
F4 (a ,  a;  a - 7 + 1, 7; w (1 - z ) ,  z (1 - w) )  = F2(a, a, a; a - 7 + 1,7; w, z). (8) 
We make the following substitution i  integral (6): 
a2 ~_p  aS 
- - -  so that x = t = x 2 +p '  t ' 
where we note that t < 0, since a,p > 0. The integral then becomes 
(a,B;7;t) dt 
a, ~, 7 J ~ ro t 
(9) 
with 
and we note that DQk(t) = t k. 
k 
Qk(t) = ~ ~oI k) t' (12) 
i=O 
g~ k 5=0 
For any integer k > 0, since r0 < 0, we define the shifted Chebyshev polynomial T~ to be 
T;(t) = Tk (1 - 2t)  , te[r0,O],  
where Tk (x) is the k th Chebyshev polynomial defined on the interval [-1,1], and the jth coefficient 
of T~ (t) is defined to be 
(-r0)~ _ 1 ) ]  - \ k- j  • 
2. TAU METHOD APPROXIMATION OF  2F1 
The Gauss hypergeometric function F(a, ~; 7; t) satisfies the second-order linear differential 
equation 
D~ := t (I - t)~" + [7- (c~ +~ + l)t] ~' -  a~ = O, (I0) 
with initial conditions ~(0) -- 1 and ~o'(0) = ot]~7 -1. We shall apply the Tau method to 
equation (10), see [16-19], to approximate its solution ~ by a polynomial of a prescribed egree n. 
The canonical polynomials {Qk} are defined by the recursive relations 
Qk(t) = ~1 (hkQk-l(t) - t k) , k >_ 0, (11) 
where gk = k (k + c~ + f~) + af~ and hk = k (k - 1 + 7); alternatively, 
taking 
1 l+v pA2 M = ~ (a 2) b -2" (b 2 + p)" ,  
2A1 = -(A + 2# + 2u + 3), and 2A2 = A - 1, hence, A1,A2 > -1. The integration limits are 
ro = -a2p  -1 and rx = -a  s (b 2 + p)-l .  
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In fact, other sets of orthogonal polynomials (e.g., Legendre, Laguerre, etc.) could have been 
chosen as bases for the desired expansions, but we use Chebyshev polynomials because of their 
best uniform approximation property. Note that T~ is independent of b, and for a 2 _< p, we have 
[ro,rl] c [r0,0] c [-1,0]. The second set-inclusion is important since better approximations 
are obtained when the interval in question is less than unity; otherwise, we must resort to the 
step-by-step Tau formulation as treated by Ortiz [20]. 
For a fixed positive integer n and for t E [r0,0], let 
n n--1 
¢(t) = To Z c(n) Qk(t) + vl Z c(n-1) Qk(t). (131 
k=O k=O 
Then D~) = ~'oT~ + ~'1T,~_I, and the polynomial (I) approximates the function 2F1 on the in- 
terval Jr0, 0]. The parameters ~'0, T1 are evaluated using the initial conditions on the differential 
equation (10). Equation (13) may be written in the form 
n 
¢(t) = Z Ak t k (14) 
k=0 
with coefficients 
n n - -1  
An- i) ~(ki) Ak = r0 Z c~n) ~0(/) + rl Z c, 
i=k i=k 
The two initial conditions on ¢ become Ao = 1 and A1 = afl/'y, where we find that vl = -~'o, 
and 
n--1 ' ( 2 n )  (n_{_ i_21]  -1 [{4p'~no(on ) {4p '~ ' ( i )  1 + (15 /
which is a function of a, fl, 7, a, and p. Then the coefficients Ak are written as 
= ,o  _ • 
i----k 
Now we have D~ = To (T~ -T~_I) ,  which signifies the perturbation in the original equation (10). 
As such, the parameter 0 may be conceived as a 'gauge' for the Tan error, and it is clear 
from (15), that this is small whenever a2 <_ p; a point which should be taken into account when 
we compute ~(t). 
3. APPROXIMATION OF  7-/ 
With the polynomial approximation (14) for 2F1, we shall use the identity 
fr ~(t - r) al (s - t)a2t a3 dt = ra3(s - r) a'+a2+l F (ai + 1) F (a2 + 1) F (al + a2 + 2) 
× (o, + 1,-o,:o1 +o, + 
to approximate 7t as given by (9). Thus we have 
7-l a,b,p,,~,p,u ~-M ( - t )~( t - ro )~ ' ( r i - t ) "¢ ( t )d t  a, B, "y 
= M y~(-1)~'IAk (t - to)  ~" (r l  - t ) "  t ~'~+k dt 
k=0 
---- M (-r0) ~' (rl - r0) ~'+"+1 r (A2 + 1) r (# -F 1) 
r (,~2 + u + 2) 
xZA~r~F )~2+l , - )h -k ;~2+#+2;1  - r l  , 
k-0 
(16) 
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which reduces to 
u 1 o, 
L a,3,  
n k (17) 
k=O 
where we have taken a' = (A+l)/2; 3~ = (A+3) /2+p+v-k ;  ~' = (A+3)/2+#; zo = b2/(b2+p). 
To evaluate ach F(a', 3~:; ~/'; z0), we need to obtain the Tau method approximation for F with 
the new parameters a',  f~, and 3,'. Therefore, we refer back to the differential equation (10) and 
its associated canonical polynomials (12) to derive the Tau approximant Ok(t). However, since 
0 < z0 < 1, we shall use the interval [0, z0] instead, and furthermore, choose the shifted Legendre 
polynomials 
as the basis for our expansions. Considering that we are interested in the values of F at a 
particular point z0, our choice of a Legendre polynomial basis stems from the fact that, for 
a given degree of approximation, these polynomials result in improved end-point accuracy as 
compared with Chebyshev polynomials, ee [21]. 
Following the procedure for approximating F(a,  3; ~; t) by the polynomial ~)(t), we are led to 
the approximations (~k(zo) for F in (17). Hence, we have 
7"l [a,b,p,A,#,v] 1 .~+~, jF  (a') F (7' - a') E (_ )kA  k k ~ (zo) ( is) 
with the only restriction that a'  + # + v # i - j - 1 for all 0 < i, j < n. For the special case where 
the order of approximation n = 6 and a = 1; 3 = 1/2; 7 = 5/3; p = 3/20; v = -7/8;  A = 7/20; 
p = 2; b = 3, we have the following values for the absolute rror [F(a', 3~; 7'; Zo) - (I)k(zo)[: 
k = 0 1 2 3 4 5 6, 
err = 9.3 (-5) 5.7 (-7) 6.2 (-8) 1.5 (-8) 6.2 (-9) 4.7 (-9) 7.0 (-9). 
In Table 1, we list some values for 
[a, b, 2, 0.35, 0.15, -0.8751 
~/[  1, 0.5, 1.667 J 
with n -- 6 and a 2 < p; tan values and upper-bound estimates for the Tan error ~ as given by (23) 
are also listed. 
b 
0.1 
0.5 
1 
5 
1O 
50 
100 
5OO 
1000 
50OO 
10O00 
50O00 
b--. oo 
Irol 
I1~11 < 
Table 1. 
a=0.1  a=0.5  a=l  a=v~ 
0.01617068 
0.13686874 
0.31628642 
1.10302815 
1.46993799 
2.31815337 
2.41891613 
2.45514713 
2.45631448 
2.45668850 
2.45670019 
2.45670393 
2.45670409 
1.9 (--17) 
1.5 (-20) 
0.01562791 
0.13244875 
0.30700068 
1.08461535 
1.45084527 
2.29883847 
2.39959434 
2.43582313 
2.43699041 
2.43736441 
2.43737610 
2.43737984 
2.43737100 
3.3 (--9) 
6.5 (-11) 
0.01428148 
0.12139938 
0.28339391 
1.03544303 
1.39961753 
2.24693345 
2.34766827 
2.38389033 
2.38505740 
2.38543133 
2.38544302 
2.38544676 
2.38544692 
5.2 (--6) 
4.1 (-7) 
0.01299558 
0.11074704 
0.26014288 
0.98338784 
1.34496016 
2.19140604 
2.29211372 
2.32832710 
2.32949390 
2.32986774 
2.32987943 
2,32988317 
2.32988332 
1.2 (-4) 
1.9 (-5) 
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APPENDIX  
We attempt o find an upper-bound estimate for the maximum error of (I)(t) using a method 
proposed by Lanczos [17]. For ro < t < 0, let ~(t) = F(a,/~;'~; t) - q~(t) denote the functional 
error in ~). Then (10) implies 
D~=t(1 - t )~?"  +[ 'y - (a+j3+ l ) t ]~? ' -a f l~ l=-~-oT* -T1T~_  1. (19) 
If we put t -- ro sin2(#/2), then the interval [ro, 0] becomes hifted to [-Tr, 0], and by definition 
of T,~, we have T* (t) = cos n v~; T~_ 1 (t) = cos(n-1) ~. With this change of variables, equation (19) 
becomes 
Urf '  + VTf  + a f l~  = TO cosn0 + rl cos(n -- 1) 0, (20) 
where the coefficients are given by 
U(~)=- - -1  [ ( i - to )  tan ~ ] 
r0 ~+1 , 
1[2 coso 1 ( }] 
V(~)=-~0 [ sin0 ~ tan~ ( l - r0 )  1 - tan  s +2ro(a+f l+ l )  . 
We now replace the right-hand side of (20) by ro e *n° + T1 e *(n-l)° with the understanding that 
only the real part of the solution is considered. Furthermore, we split (20) into the two equations 
U~?~' + V~?~ + al3 r/o -- TO e *n°, (21) 
U I]~ ! -[- V ~ -~- OI ~TI1 = T1 e ,(n-1)O, (22) 
whose solutions are then added together to yield a solution of (20). 
We shall consider the fact that the error y is periodic in nature, and regard the coefficients U, V 
as constants ince their variations are negligible compared to those of the rapidly changing ex- 
ponential function. Thus, we take rlo(~) = TO Go(vq)e ~n° and rh(v~ ) = vl Gl(V a) e z(n-1)0. If we 
substitute the former in equation (21) and ignore G~ ~ and G~, we obtain 
TO e* nO 
~lo = a~_n2U +znV 
and this equation is written in polar form as 
TO e* (nO-wo )
rlo = 
¢(a  ~ - n 2 U) 2 + n 2 V 2 
where 
nV 
tan wo = 
aB - n~U" 
Multiply both the numerator and denominator of r/o by r0 sin ~ to get 
vo(O)= 
and form the inequality 
I~0(~)1-< 
To r0 sin v~ e* (n~-wo) 
Cr~ sin 2 ~ (a f~ - n 2 U) 2 + (n ro sin ~ V) 2 
[To r01 
2 sin 2 t9 (a ~ - n ~ U) ~ + (n ro sin9 V) 2 
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The  te rm under  the square root  sign a t ta ins  its min imum value when 0 = 0, where it becomes 
n 2 (2~/ -  1) 2, and  therefore, we obta in  
[To ro[ 
I1 oll < n 12~ - 11" 
A s imi lar  a rgument  appl ied to (22) leads to 
I~1 rol 
(n - 1)12~ - 11" 
Since 7 /= n0 + ~h and T1 = --~0, we get 
2n-  1 a 2 [TO[ 
I1 11 < - 1) p - 1 I' (23) 
and if we impose the  aforement ioned restr ict ion a 2 < p, this upper -bound est imate  for the Tau  
error becomes 
2n - 1 [TO[ 
I1~11 < n(n - 1------~ 12~ - - - - - ] "  (24) 
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