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Abstract—An algorithm is proposed for the simulation of improper
(noncircular) complex-valued second-order stationary stochastic processes
having specified second-order properties. Three examples are given. Gen-
erated processes are shown to obey necessary distributional properties.
Index Terms—Coherence, complex-valued processes, simulation, widely
linear modelling.
I. INTRODUCTION
Complex random processes occur in fields as diverse as optics,
quantum mechanics, electromagnetics and communications [7]. De-
note a complex-valued random process by fZt; t 2 g; without loss
of generality, we assume the process to have a mean of zero. Let us
define the autocovariance between Zt+ and Zt at lag  in the usual
way as covfZt+ ; Ztg  EfZt+Zt g, (where  denotes complex
conjugate), and let us also define the relation [6] between Zt+ and Zt
at lag  as relfZt+ ; Ztg  EfZt+Ztg = covfZt+ ; Zt g. fZtg
is said to be second-order stationary (SOS) iff covfZt+ ; Ztg and
relfZt+ ; Ztg are functions of  only [6], in which case, we obtain
the autocovariance sequence f ;  2 g, with   covfZt+ ; Ztg,
and the relation sequence fr ;  2 g, with r = relfZt+ ; Ztg.
We note that  =   , and r = r  , i.e., the autocovariance se-
quence is complex Hermitian, while the relation sequence is complex
symmetric.
Let Zt = [Zt; Zt ]T , then the Fourier transform (f), say, of
EfZt+ Z
H
t g is
(f) =
1
= 1
 r
r 


e i2f =
 (f) R(f)
R( f)  ( f)
: (1)
The Fourier transform of fg, namely  (f), is the power spectrum
of fZtg and is real-valued and nonnegative. The Fourier transform of
frg,R(f), is complex symmetric. Since r = covfZt+ ; Zt g,R(f)
is actually the cross-spectrum of fZtg and fZt g, and hence, we call
R(f) the relational cross-spectrum. Of course both  (f) and R(f)
are periodic with period unity. The integral of  (f) over a period is the
process variance 2.
In order for the spectral matrix to be nonnegative definite, its de-
terminant must be nonnegative. Hence, [6], necessary and sufficient
conditions on  (f) and R(f) in order that they form, respectively, the
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power spectrum and relational cross-spectrum for a complex-valued
SOS process are
 (f)  0;  (f) 6= ( f) in general (2)
R(f) =R( f) (3)
jR(f)j2  (f) ( f): (4)
If r = 0,  2 , (or R(f) = 0, f 2 ( 1=2; 1=2], assuming
a sample interval of unity), then the process is said to be proper or
circular. Recently, Percival [5] presented a scheme for simulation of
a sample of size N from such a Gaussian process. In this correspon-
dence, we provide a method for simulation from a general improper
complex-valued SOS process, i.e., it is not assumed that r = 0,
 2 . To be precise, given some  0(f) and R0(f) satisfying (2)–(4),
our algorithm generates a SOS sequence fZtg such that  Z(f) 
 0(f) and RZ(f)  R0(f), i.e., a series with the same second-order
properties.
The basic simulation algorithm is given in Section II as a conse-
quence of the widely linear model for improper complex SOS pro-
cesses. The complex-valued autoregressive process is introduced and
its simulation discussed in Section III; we use it to provide the known
analytical forms for  0(f) and R0(f) for our simulations. Spectral es-
timation for complex sequences is discussed in Section IV and three ex-
amples of simulating from improper processes are given in Section V,
along with very satisfactory tests of statistical behavior and spectral es-
timation results. Section VI provides a brief summary.
II. WIDELY LINEAR MODELING AND SIMULATION
A. General Model for Improper Processes
It was shown in [6] that any complex SOS process, whether proper
or improper, can be written as the output of a widely linear filter driven
by proper white noise, i.e.,
Zt =
1
l= 1
glt l +
1
l= 1
hl

t l (5)
where fglg and fhlg are sequence of complex constants, and ftg is
proper white noise for which ; = 2 ;0 and r; = 0, for  2 ,
where j;k is the Kronecker delta. It is convenient to set 2 = 1 (which
amounts to rescaling the filters), and we do this henceforth. It follows
[6] that
 Z(f) = jG(f)j
2 + jH(f)j2 (6)
RZ(f) =G(f)H( f) +G( f)H(f): (7)
HereG(f) is the frequency response function of fglg given byG(f) =
1
l= 1
gle
 i2fl and H(f) is the frequency response function of
fhlg.
B. Basic Simulation Algorithm
For a given 0(f) andR0(f) satisfying (2)–(4), the representation of
an improper process in terms of a widely linear model can be recast into
a formal algorithm for finding a suitable G(f) and H(f) for simula-
tion of a process fZtg such that Z(f)   0(f) andRZ(f)  R0(f).
The steps involved in finding a pair G(f) and H(f) satisying (6) and
1053-587X/$25.00 © 2007 IEEE
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(7) were discussed in [6], enabling the derivation of the following al-
gorithm.
For our algorithm, we let G(f) have zero phase. For f 2
( 1=2; 1=2], it follows that:
• if  0(f) = 0, set G(f) = H(f) = 0;
• otherwise, if 0( f) = 0 orR0(f) = 0, setG(f) = [ 0(f)]1=2;
H(f) = 0;
• otherwise, set
G(f) =  0(f) 0( f)
   20(f) 20( f)  0(f) 0( f)
 R0(f)
2 1=2
(2 0( f))
1=2
(8)
H(f) =R0(f)=[2G( f)]: (9)
Because of (9), in practice G(f) is calculated first over f 2
( 1=2;1=2], and then H(f).
The required filters fglg and fhlg in (5) follow by inverse Fourier
transformation of G(f) and H(f). Proper Gaussian white noise can
be readily generated by setting t = X;t = +iY;t, where fX;tg and
fY;tg are zero mean uncorrelated real-valued Gaussian white noise
sequences each having variance 2=2.
C. Filter Coefficients and Practical Implementation
In practice, 0(f) andR0(f)will be sampled at an incrementf =
1=M for some M and computations for determining G(f) and H(f)
carried out on the frequency grid 0;f; . . . ; 1 f . Additionally, (5)
will be replaced by
Zt =
`
l= `
glt l +
`
l= `
hl

t l (10)
for a suitable ` provided that the filters, the inverse Fourier transforms
of G(f) and H(f), are effectively zero beyond `.
An obvious minimum requirement is that gl, hl ! 0 as l ! 1.
Assuming  0(f) is a valid power spectrum, we see from (6) that G(f)
and H(f) are periodic and
1=2
 1=2
jG(f)j2 df +
1=2
 1=2
jH(f)j2 df =
1=2
 1=2
 0(f)df = 
2
so that G(f) and H(f) are square integrable over a period, i.e., G(f),
H(f) are L2(0; 1), and since they are periodic G(f), H(f) are
L2(a; b) for all finite values of a and b. Hence, G(f) and H(f) are lo-
cally L2 and by [1, Ch. 15], gl, hl ! 0 as l! 1, as required. Also,
l jglj2 < 1 and l jhlj2 < 1. Stronger theoretical statements on
the decay of the filter/Fourier coefficients typically require G(f) and
H(f) to be of bounded variation [8, p. 426], but this does not seem to
be deducible from the properties of  0(f) alone. We comment on the
decay of the filter coefficients in the examples in Section V.
III. IMPROPER COMPLEX AUTOREGRESSIVE PROCESSES
Given a particular pair  0(f) and R0(f), we wish to generate a
process fZtg such that  Z(f)   0(f) and RZ(f)  R0(f). The
pairs  0(f) and R0(f), we choose here in order to demonstrate the
simulation scheme in Section II-B will come from complex SOS au-
toregressive processes of order p. This is convenient because we can
readily find  0(f) and R0(f) in analytic form for such processes and
the processes themselves can be easily iteratively simulated.
A. Complex Autoregressive Process
The complex SOS autoregressive process fZtg of order p, denoted
CAR(p), has a model of the form
Zt =
p
j=1
jZt j + t (11)
where fjg are a set of p complex-valued parameters such that all the
roots of the z-polynomial (z) = 1  1z        pzp are outside
the unit circle, and ftg is doubly white noise.
A zero mean complex-valued sequence ftg is said to be doubly
white noise [6] if it satisfies ; = 2;0 and r; = r;0, for
 2 . The parameters must satisfy the conditions in (2)–(4); since for
doubly white noise  (f) = 2 and R(f) = r , we must have
  jr j=2  1: (12)
For theCAR(p)model, we can consider the doubly white noise ftg
to be the result of filtering fZtgwith (1; 1; . . . ; p). Using results
on linear time-invariant filtering of a complex-valued SOS sequence by
a complex-valued filter in [6], we find
 Z(f) =
2
 1 
p
j=1
je
 i2fj
 2
(13)
RZ(f) = r 1 
p
j=1
je
 i2fj  1 
p
j=1
je
i2fj
 1
:
(14)
As a result
jRZ(f)j2 = 2 Z(f) Z( f);   1: (15)
Thus, whereas the ratio of jR(f)j2 to  (f) ( f) can vary with fre-
quency for the general improper process, (4), the ratio of jRZ(f)j2
to  Z(f) Z( f) is fixed with frequency for the improper CAR(p)
process.
B. Simulation of CAR(p) Processes
fZtg in (11) is simulated iteratively using the doubly white noise
innovations sequence ftg. Using (5), we can express doubly white
noise as
t =
1
l= 1
g;lt l +
1
l= 1
h;l

t l (16)
for some suitable filters fg;lg and fh;lg. Since, for doubly white
noise,  0(f) = 2  1 and R0(f) = r , (8) and (9) give G(f) =
[(1  f1  jr j2g1=2)=2]1=2 = g;0 and H(f) = r=[2G( f)] =
r=[2g;0] = h;0, where the rightmost equalities follow from the fact
that G(f) and H(f) are constant for all f . The doubly white noise
can thus be written t = g;0t + h;0t . In our simulations, apart
from setting 2 = 1, we shall also let r = 0:6ei=6, a combination
which satisfies (12). Our doubly white noise sequence will always thus
be found via
t =
p
0:1t +
0:3p
0:1
ei=6t (17)
with Gaussian ftg generated as described in Section II-B.
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See Section V for further details on our simulation of CAR(p) pro-
cesses.
IV. SPECTRAL ESTIMATION
Here, we briefly describe multitaper spectral estimation for complex
sequences. The estimated spectra will be used to show that the simu-
lated series have the requisite statistical properties.
A. Complex Sequences and Spectrum Estimation
Spectrum estimation methods often contain the assumption
that the time series is real valued. Here, we explicitly con-
sider estimating  Z(f) and RZ(f) given a zero mean com-
plex-valued sequence Z0; . . . ; ZN 1. Now, the autocovariance
sequence is complex Hermitian, while the relation sequence is
complex symmetric. Hence, standard estimators for these quan-
tities would be of the form ^ = (1=N) N  1t=0 Zt+Z

t ,
 = 0; . . . ; N   1, and ^ = ^  ,  =  (N   1); . . . ; 1, and
r^ = (1=N)
N j j 1
t=0 Zt+j jZt,  =  (N   1); . . . ; (N   1).
Periodogram estimators follow as  ^Z(f) = (N 1)= (N 1) ^e
 i2f
and R^Z(f) = (N 1)= (N 1) r^e
 i2f
.
The periodogram summation for  ^Z(f) is equivalent to summing
the diagonals of a matrix with j, k-th element (1=N)Zj Zke i2f(k j)
for j; k = 0; . . . ; N   1. The summation for R^Z(f) is equiv-
alent to summing the diagonals of a matrix with j, kth element
(1=N)ZjZke
 i2f(k j) for j; k = 0; . . . ; N   1. Carrying out these
summations using row sums instead, we get  ^Z(f) = jJ(f)j2 and
R^Z(f) = J(f)J( f), where J(f) = (1=
p
N) N 1t=0 Zte
 i2ft
.
Much better estimators are obtained by the use of multitapering,
which employs a set of K orthogonal tapers (e.g., [9]). We form
the product uk;tZt of the kth real valued taper, k = 0; . . . ; K   1,
with the sequence, and then compute the (scaled) Fourier transform
Jk(f)  N 1t=0 uk;tZte i2ft, and then the multitaper estimators of
 Z(f) and RZ(f) follow as
 ^
(mt)
Z (f) =
1
K
K 1
k=0
jJk(f)j2 (18)
R^
(mt)
Z (f) =
1
K
K 1
k=0
Jk(f)Jk( f): (19)
B. Known Distribution
The statistic ^2(f)  jR^(mt)Z (f)j
2
=[ ^
(mt)
Z (f) ^
(mt)
Z ( f)], esti-
mates the proportion of power in fZtg which can be predicted from
fZt g and consequently has, asymptotically, the same distribution
as magnitude squared coherence, namely the Goodman distribution,
[2]. Its probability density function (PDF), for 0 < jf j < 1=2, and
0  ^2(f) < 1, is
g^ (x;K; 
2)=(K   1)(1  2)K(1  x)K 22F1(K;K; 1; 2x)
(20)
where the frequency f has been suppressed. 2F1(1; 2; 1; z) is the
hypergeometric function with 2 and 1 parameters, 1, 2 and 1, and
scalar argument z. It is a special case of the generalized hypergeo-
metric series pFq(1; . . . ; p; 1; . . . ; q; z) defined by [4, p. 1045].
The statistic ^2(f) will be identically unity for K = 1, the case of
no tapering, but the smoothing effect of tapering renders the Goodman
distribution for K  2. It will prove useful for checking the simula-
tion of improper complex-valued stationary sequences, as calculated in
Section V.
Fig. 1. Results for model 1, where two lines are shown the solid line is the
real part and the dotted is the imaginary part. (a)   (f). (b) R (f). (c) G(f).
(d)H(f). (e) fg g. (f) fh g.
V. GENERAL SIMULATION
We can compare the performance of our general simulation method,
(see Section II-B), against the alternative simulation method specific to
CAR(p) processes, (see Section III-B).  0(f) and R0(f) were sam-
pled with an increment f = 1=M with M = 2048. Computations
were carried out on the frequency grid 0;f; . . . ; 1   f , and fre-
quencies greater than Nyquist mapped to negative frequencies at the
plotting stage.
A. Model 1
This comprises a CAR(1) process with 1 = 0:5ei=3.
Fig. 1(a) and (b) show, respectively,  0(f), real and positive,
and R0(f), symmetric and complex-valued, defined by (13) and (14).
Fig. 1(c) and (d) show, respectively, G(f) and H(f) evaluated as in
(8) and (9). Fig. 1(e) and (f) show, respectively, the corresponding
filter sequences fglg and fhlg; since, in this example, the filter/Fourier
coefficients decay rapidly, the plots only show l =  10; . . . ; 10, and
` = 10 was used in (10). G(f) is real-valued since we have forced it to
have zero phase. For the same reason, the real part of fglg is symmetric
about the origin, while the imaginary part is anti-symmetric; this will
be true in all our examples since we always take G(f) to have zero
phase.
Next, we compared our simulated sequences with directly generated
CAR(1) sequences. First, we simulated 500 sequences of length
N = 1024 using our derived filter coefficients in (10). In each case, a
longer sequence was generated and the portion of length N = 1024,
free of end effects, was retained. For each sequence,  Z(f) and
RZ(f) were estimated using multitaper spectrum estimation as de-
tailed in Section IV-A, (18) and (19). K = 6 sine tapers were used.
Fig. 2(a) and (b) show the average of the 500 estimates  ^Z(f) and
R^Z(f), respectively.
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Fig. 2. Spectral estimates for model 1. (a) and (b) give the average of 500 es-
timates  ^ (f) and R^ (f) from series simulated using our approach. (c) and
(d) give the average of 500 estimates  ^ (f) and R^ (f) from series simulated
directly from the CAR(p) model. (Solid line is the real part and the dotted line
is the imaginary part.)
For the direct CAR(1) simulation 500 series of length 4N were
generated using (11) and (17), and in each case only the lastN retained
for spectral estimation (in order to remove start-up effects). Spectra
were again estimated using multitapering as detailed previously.
Fig. 2(c) and (d) show the average of the 500 estimates  ^Z(f) and
R^Z(f), respectively. There is very little difference between these
plots and those generated by our proposed scheme, which seems to
work well.
It is worth pointing out that for calculation of just fglg and fhlg for
this model, the value of M could be much less than 2048, say 128;
M needs to merely be large enough that the filters are not truncated.
The larger value of M = 2048 is beneficial for well-resolved spectral
estimates such as shown in Fig. 2.
We should check that ^2(f) has the PDF specified by the Goodman
distribution (20). We note that the distribution of ^2(f) depends on the
true value 2(f) and the number of tapers K . For CAR(p) processes,
we know that 2(f) = 2 = jr j2=4 . For our choice, 2 = 1 and
r = 0:6e
i=6 we see that 2 = 0:36 for all frequencies. For six sine
tapers, spectrum estimates spaced apart by (K+1)=(N+1)  0:007
are approximately uncorrelated since this is the effective bandwidth of
the estimator [10]. So for a CAR(p) process, if we sample ^2(f) at
such a spacing, then the result is a sample, of size n say, of values from
the Goodman distribution. These estimates are ordered into increasing
order of size. The probability of a value less than the jth ordered esti-
mate (or sample quantile) is pj = j=(n+1) to a close approximation.
The corresponding theoretical quantile of the Goodman distribution is
the value yj such that
pj =
y
0
g^ (x;K; 
2)dx = F (yj)
where F (x) is the cumulative distribution function of the Goodman
distribution which can be calculated using the algorithm in [3]. The
value yj can be found rapidly by solving F (yj)  pj = 0. The values
y1; . . . ; yn so obtained are plotted (on the y-axis) against the ordered
estimates, giving a quantile-quantile (Q-Q) plot. Such a plot is shown
in Fig. 3(a) for a simulated model 1 series of length N = 1024, and
demonstrates a good fit of the sample quantiles to the theoretical quan-
tiles.
Fig. 3. Q-Q plots for (a) model 1 and (b) model 2. Ordered sample quantiles,
(values of ^ ), plotted against the corresponding theoretical quantiles of the
Goodman distribution.N = 1024 and six sine tapers. The y = x line is dashed.
Fig. 4. Results for model 2 in same format as Fig. 1.
B. Model 2
This comprises a CAR(2) process with 1 = 0:95  0:4i and 2 =
 0:15+0:3i. The roots of the corresponding z-polynomial, (z), are
2.236 and 1.333, both outside the unit circle.  0(f), R0(f), G(f),
H(f), fglg, and fhlg are given in Fig. 4. fhlg dies down more slowly
than for model 1, so the filter lengths have been increased and ` = 20
was used in (10).
For spectral estimation the analysis parameters were again as for
model 1. Using the same format as for Fig. 2, the spectral estimates
calculated from our scheme and calculated from generated CAR(2) se-
quences, were indistinguishable by eye from each other, and from the
theoretical results in Fig. 4(a) and (b). A Q-Q plot for a model 2 se-
quence generated using our scheme is shown in Fig. 3(b) and again
demonstrates a good fit of the sample quantiles to the theoretical quan-
tiles.
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Fig. 5. Results for model 3 in same format as Fig. 1.
C. Model 3
The final model comprises a CAR(1) process with 1 = 0:98ei=3.
The root of (z) is outside but close to the unit circle.  0(f), R0(f),
G(f), H(f), fglg, and fhlg are given in Fig. 5. Both fglg and fhlg
die down very slowly and for this model ` = 300 was used in (10). A
large value of M , such as the 2048 used, is needed with this model to
sample the sharp changes in  0(f) andR0(f) seen in Fig. 5(a) and (b),
and ensure no truncation of fglg and fhlg. For spectrum analysis, the
bandwidth was decreased by using only K = 3 sine tapers, with other
parameters unchanged. The spectral estimates, in the format of Fig. 2,
calculated from our scheme and calculated from generated CAR(1) se-
quences, were indistinguishable by eye from each other, and from the
theoretical results in Fig. 5(a) and (b).
VI. SUMMARY
Given some  0(f) and R0(f) satisfying (2)–(4), our algorithm
generates an improper complex-valued SOS sequence fZtg such
that  Z(f)   0(f) and RZ(f)  R0(f), i.e., a series with the
same second-order properties is formed. For our examples, CAR(p)
processes driven by doubly white noise were used as examples of
improper complex-valued processes with  0(f) and R0(f) satisfying
(2)–(4). Our simulation approach produced results essentially indis-
tinguishable from those obtained using direct simulation from the (in
this case known) CAR(p) processes.
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Statistical Angular Resolution Limit for Point Sources
Zhi Liu, Student Member, IEEE, and Arye Nehorai, Fellow, IEEE
Abstract—We define a statistical angular resolution limit (ARL) on re-
solving two closely spaced point sources in a 3-D reference frame, using
constraints on the probabilities of false alarm and detection for a hypoth-
esis test. The ARL can be used as a performance measure for sensor ar-
rays in localizing remote sources and is applicable to different measure-
ment models and applications (e.g., radar, sonar, or astronomy). By consid-
ering the asymptotic performance of the generalized likelihood ratio test
(GLRT), we derive the analytical expression of the ARL and show that
it is proportional to the square root of the Cramér–Rao bound (CRB) on
the angular source separation, or asymptotically the lower bound on the
mean-square angular error (MSAE ). Numerical examples illustrate
that the proposed ARL is practically computable and achievable with large
data samples. Our analytical result can replace the commonly used ad hoc
resolution limits in existing literature.
Index Terms—Angular resolution limit, direction estimation, hypothesis
test, generalized likelihood test, point sources, statistical resolution limit.
I. INTRODUCTION
The ability to resolve two closely spaced point sources is an impor-
tant performance measure of sensor arrays in localizing remote targets.
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