Clustering route is an important routing way. Combined 
Related work
With the rapid development of wireless networks, numerous routing protocols have been proposed. From the perspective of network topology, those routing protocols can be classified into flat routing protocols and hierarchical routing protocols.
In flat routing protocols, each node on a route records the physical next hop towards the destination as its next hop for that route. This approach works well in small networks but has scalability limitations that degrade performance in larger or rapidly moving networks [6] . The problems mentioned above are inherent in flat routing protocols. The typical flat routing protocols are OLSR [7] , DSR [8] , AODV [9] , etc.
Hierarchical routing protocols are developed to solve the problems in flat routing protocols. In these protocols, the network is divided into groups and a subset of nodes is assigned special functionalities. Hierarchical routing protocols can record routes between clusters. There are numerous proposals for clustering and hierarchical routing schemes. A comprehensive overview of different clustering strategies is presented in [10] .
Cluster head-Gateway Switch Routing (CGSR) [11] is a typical hierarchical routing protocol. CGSR divides the network into clusters that are circular regions with the radius of a predefined hop count. After the network is divided into clusters, local route maintenance activities will only affect a few neighboring clusters, while other clusters remain untouched. Both intra-cluster and inter-cluster use proactive routing. Although the delay in routing discovery is short, routing messages are broadcast in intra-cluster and inter-cluster, which causes large overheads.
Way Point Routing (WPR) [12] is an improved hierarchical routing protocol, which maintains a hierarchy only for active routes, and a number of intermediate nodes on a route are selected as way points and the route is divided into segments by the way points. Though achieved the scalability, hierarchical routing protocols always have very complex algorithms which make it difficult to application.
A cluster-based routing protocol (CBRP) has been proposed by Jiang et.al in [13] for mobile ad-hoc networks. It divides the network nodes into a number of overlapping or disjoint two-hop-diameter clusters in a distributed manner. But the delay in routing discovery is large, and when the data flow are large, the routing discovery can cause huge bandwidth.
A hierarchical WMN hybrid routing protocol
Combined the characteristics of WMN with cluster commonly used in wireless mobile networks, this paper provides a cluster-based hierarchical WMN architecture. Also, a new routing protocol based
1. Cluster-based hierarchical WMN architecture
WMN is composed of Ad Hoc component and backbone Mesh. Every Ad Hoc component consists of many stations, which are conventional IEEE 802.11 stations. Every Ad Hoc component is managed by its MAP, mobility of stations lead to frequent topology changes. Each MAP and its Ad Hoc component are considered to a cluster with MAP as its cluster-head, which is named STA-Cluster. Backbone Mesh is made up of MP, MAP and MPP, nodes in backbone Mesh have less mobility, network topology is relatively stable, most of the traffic are routed in backbone, and the data transmission is frequent. Backbone Mesh is considered to be a cluster with MPP as cluster-head, which is named Backbone-Cluster. Then, the whole WMN becomes a cluster-based three-class network, which is shown in Figure 2 . Each cluster has a certain hop count k, if k is too small, there are too many clusters in the network, and nodes easily roam inter-clusters which produces frequent routing update, consumes a lot of network bandwidth and causes larger delay; if k is too large, too many nodes in one cluster which makes cluster head have too much burden and leads to network bottleneck easily. In order to facilitate the description and understanding of the proposed scheme, the value of k in this paper is set to 2, that is, the maximum of distance between nodes in the cluster and cluster head is 2 hops.
This cluster-based WMN architecture has many advantages. First of all, it can improve the network scalability. Clustering can be widely accepted because it can implement the network scalability easily, which has been fully verified in the research of Ad Hoc network and wireless sensor network. Secondly, it is convenient to manage cluster members. The proposed architecture implements "divide and conquer", reduces the overhead caused by topology changes. Also, no matter MAPs or MPPs are wireless routers in essence, both have minimal mobility, selecting MAPs and MPPs as cluster-head simplifies the procedure of cluster-head selection in general clustering mechanism, and the selected cluster-heads are relatively stable, which is favorable for improving network performance. Thirdly, MPP as a separate layer reduces the complexity caused by topology changes. It is assumed that there are n nodes in layer 2, when network has two layers, the computation complexity of a new node joining is O(n); when network has three layers, the complexity is only O(1). This shows that the more nodes in layer 2 in large networks, the more obvious advantage of this three-layer structure.
2. A hierarchical WMN hybrid routing protocol
WMN routing protocols can be classified as proactive protocols, reactive protocols and hybrid protocols [14] . Proactive protocols work best in networks that have low node mobility or where the nodes transmit data frequently. Reactive protocols are most suited for networks with high node mobility or where the nodes transmit data infrequently. Hybrid protocols can be used to find a balance between the proactive and reactive protocols. The basic idea of hybrid protocols is to use proactive routing mechanisms in some areas of the network at certain times and reactive routing for other areas of the network [15] .
In the proposed cluster-based WMN architecture, both proactive protocols and reactive protocols face problems in providing a solution [16] . A better solution would be to use hybrid routing protocols, different routing protocols for the different parts. STA-Cluster is an Ad Hoc component with high mobility, frequent topology changes and infrequent data transmission, so we can have a reactive protocol to counter the dynamic changes in topology and the mobility of the nodes. Backbone-Cluster is a backbone network, each MP is relatively stable, has minimal mobility and less topology changes, and most of the traffic are routed in backbone network, and a proactive protocol would be better suited for this static router infrastructure, so to provide immediate availability of routes in the router backbone. On the basis of this concept, we propose a hierarchical hybrid routing protocol (HHRP), which promises to provide a better problem to the routing solution.
2. 1. Route discovery
When source node S wants to communicate with destination node D, S checks whether an effective routing to D exists in its routing table. If an effective routing exits, data transmission goes on along this routing; if not, it starts initialization of route discovery.
In the process of route discovery, S creates and broadcasts an Route Request (RREQ) packet, which includes RREQ ID, Destination Serial Number, Source MAC address, Destination MAC address, Type, Source Cluster -Head (SCH), destination Cluster-Head (DCH) etc. RREQ ID and Destination Serial Number prevent from sending duplicate routing message and avoid "loop". Type denotes the type of the source node, Type=0 means the source node is a station, Type=1 means the source node is a Mesh Router (MR). MP, MAP and MPP are referred collectively as MR. After receiving RREQ, intermediate node checks whether an effective routing exists in the routing table. If an effective routing exits, data transmission goes on along this routing; if not, it deals according to the value of Type.
When S is a station, SCH in RREQ is the MAP of the cluster including S. Firstly, S looks for destination in the current cluster according to AODV. If it does not find destination node during a certain time, intermediate nodes forward RREQ to cluster-head MAP and record the reverse routing. MAP receiving RREQ caches the reverse routing to S and RREQ, then decide whether it is destination node, if it is destination, it transmits a corresponding Route Reply (RREP), if not, MAP forwards RREQ to cluster-head of Backbone-Cluster MPP. After receiving RREQ, MPP records the reverse routing of RREQ and decide whether it is destination node, if it is destination node, it returns a corresponding RREP, if not, MPP checks whether destination node exists in its routing Figure 3 . Flowchart of the initial route discovery Flowchart of the initial route discovery between S and D is shown in Figure 3 . If the routing between S and D concludes the routing in Backbone-Cluster, we need to take another step to complete route discovery after initial route discovery. The initiator of initial rout in Backbone-Cluster is denoted as S'(may be the same with S, may be different from S), the destination node is denoted as D' (may be the same with D, may be different from D). Because the tree-based proactive routing may not be the optimal routing, so S' needs to find the route to D' in Backbone-Cluster in the way of AODV when transmitting data. S' find it and record it, then compares it with the initial routing and chooses the better one to transmit data. So far, the final route discovery is completed. This method of "Finding Route for twice" reduces the overload of MPP and suppress "network bottleneck" to certain extent. Also, this method chooses the optimal routing to transmit data, which improves the network performance.
In general, reactive protocol is suited for route discovery in STA-Cluster, the initial routing in Backbone-Cluster is set up in the way of tree-based proactive routing, when data transmission goes on after finishing initial routing, reactive protocol is used to look for the routing again, then S compares these two routings and chooses the optimal to transmit data. Then route discovery is completed.
2. 2. Route maintenance
Due to the wireless medium dynamic and node mobility in WMN, the network topology changes frequently. The routing with optimal metric set up during route discovery may change, which degrades the network performance, so it is necessary to maintain routings.
No matter cluster-heads in STA-Cluster or cluster-heads in Backbone-Cluster need to broadcast message of cluster-heads periodically. If a new node wants to join in the network, it needs to send Joining Request to cluster-head, after the permission of cluster-head, cluster-head sends a corresponding reply, the node becomes the new member of this cluster after receiving the permission reply. Every member in a cluster must store the information of its cluster-head. MAP, which is the cluster-head of STA-Cluster, stores the routings to MPP, not the members of this cluster. During routing, MAP only needs to check whether DCH is itself, then MAP can decide whether D is in its cluster or not. It can reduce the overheads caused by the frequent change of cluster-head routing table because of the frequent moving of stations. When a node leaves cluster, it need to set the field of cluster-head NULL. Routing table of MPP needs to store its cluster members and all the routings to its members.
The proposed protocol broadcasts "HELLO" periodically to ensure symmetric links, if a link breaks, a Route Error (RERR) is sent to notify nodes affected by link break to update routing tables timely. If node M detects the next hop node N is unreachable, that is to say, link M-N breaks, then M immediately caches the routing and sends RERR along the reverse routing to S to notify S and intermediate nodes that link M-N breaks, nodes receiving RERR update routing table timely. At the same time, M generates a new RREQ to look for a new routing to D. If N is the only next-hop node of M, then the last-hop node of M starts a new route discovery and M forwards the cached routing to this node. Just like this, if none of the intermediate nodes between S and M can find a new routing to D, S will re-initialize a route discovery process. This local-repair mechanism can shorten the time of S reestablishing the routing, which improves the network performance.
Simulation and performance analysis
To assess the performance of the proposed HHRP, we simulated it in OPNET [17] [18] . The simulation scenario is a size of 4 km * 4 km, 30-300 nodes are placed randomly in the scenario. Each mobile host has an omni-directional antenna having unity gain with a nominal radio range of 250 meters. The time interval of packet generation is exponential, the simulation time is 200 seconds, the data rate is 4 packets/s, and the power is 0.005 w. Each data packet is generated with a random destination per second. MRs is stationary, and the mobility speed of stations is less than 5 m/s.
We design two scenarios and simulate our scheme for each scenario and for different parameter settings. In the first scenario, the mobility speed of nodes is constant, it is 2 m/s, and we evaluate the performance with different numbers of nodes. In the second scenario, the number of nodes is constant, 100, but the mobility speed varies from 1 m/s to 5 m/s.
Simulations are run over 10 times with different random seeds. These results are then collected and averaged, these metrics, such as end-to-end delay, route cost and packet delivery ratio, are evaluated. To ensure a valid comparison between, the sequence of random seeds is the same, so that the only variation is the choice of the parameters.
1. Performance parameters
To evaluate HHRP precisely, we compare HHRP with AODV on the following three performance parameters.
1. 1. End-to-end delay
ETE Delay is the average end-to-end delay got from data packets, including time delay caused by cache during discovery phase, queue waiting time, relay time in MAC layer and the transmission time in the air. The less the ETE delay, the better the performance. That is
and AD denotes the average end-to-end delay.
RT denotes the time of receiving packets.
ST denotes the time of sending packets. PN denotes number of packets .
1. 2. Route cost
Route cost (RC) denotes the ratio of all control messages and all data messages during the whole simulation. The less the route cost, the better the performance. That is ∑ ∑ = DP CP RC (2) and RC denotes the average route cost during the simulation. CP denotes all control messages generated during the routing. DP denotes all data messages received during the simulation.
1. 3. Packet delivery ratio
Packet delivery ratio (PDR) denotes the ratio of the total packets received by the destination to the total packets sent by the source during the whole simulation, which reflects the efficiency of the routing. The more the packets received, the better the performance. That is ∑ ∑ = SP RP PDR (3) and PDR denotes the packets delivery ratio during the whole simulation. RP denotes the packets received by the destination. SP denotes the packets sent by the source.
2. Simulation analysis 2. 1. Variation of network nodes
In this scenario, the mobility speed of nodes is constant, it is 2 m/s, and we evaluate the performance with different numbers of nodes.
The simulation parameters are shown in table 1. Comparison of ETE delay with the same mobility speed between HHRP and AODV is shown in Figure 4 . From Figure 4 we can see that, the delay of AODV is larger than that of HHRP, when the number of nodes is small, the offset of the two delays is small, as the number of nodes increases, the length of routings between source and destination become longer and the offset of the two delays becomes larger. Especially, when the number of nodes is 200, the gap is very apparent. This shows that the advantage in ETE delay of our scheme is more obvious than AODV in large networks. higher route cost, and the variation of AODV is larger. This is due to that: HHRP needs to send control messages to maintain topology timely while AODV sends "HELLO", as the network becomes larger, routes become longer, and more and more links are broken, so more and more cost are used to rebuild the routings. Luckily, the local repair mechanism of HHRP relieves the overhead of repairing the broken links, so the increase of HHRP is less than the increase of AODV. Comparison of PDR with the same mobility speed between HHRP and AODV is shown in Figure  6 . As shown in Figure 6 , we can see that, when the network is small, both HHRP and AODV have high packet delivery ratio, which reflects that routings operate well. As the network becomes larger, the number of nodes increases, both packet delivery ratios decrease apparently. The reason is that, a large number of data and control packets cause too much overhead, and local network congest happens, so a lot of packets are lost. The local repair mechanism makes HHRP repair broken links within its clusters, so the decrease of HHRP is less.
2. 2. Variation of mobility speed
In this simulation, there are 100 nodes (60 MRs and 40 stations). We change the mobility speeds of nodes from 1 m/s to 5 m/s to compare the performance of HHRP and AODV. Comparison of ETE delay with different mobility speed between HHRP and AODV is shown in Figure 7 . When nodes move slowly, both HHRP and AODV have small delay, as the mobility speed increases, routings update frequently, more and more routings are failure and more and more new routings are needed to rebuild, so both delays become high. Both hybrid routings and local repair mechanism decrease the delay of rebuilding routings, so the ETE delay of HHRP is lower than that of AODV as shown in Figure 7 . Figure 8 shows the comparison of route cost between HHRP and AODV. When mobility speed is 1 m/s, the route cost ratios of HHRP and AODV are almost the same, about 9%. As mobility speed increases, both route cost ratios become larger. This is due to that, the increase of mobility speed causes frequent route updates, network congests and more broken links, so the cost of route discovery and maintenance increases, and the local repair mechanism makes HHRP have less cost than AODV. From Figure 9 we can see that, as the mobility speed increases, packet delivery ratios decrease, but the PDR of HHRP is higher than that of AODV. This is because, as the mobility speed increases, more and more nodes change their clusters, and more and more old routings cannot be used again, so a lot of packets are lost and the packet delivery ratio decreases as the mobility speed increases. Although the mobility speed increases, route discovery of inter-clusters can not start until nodes move out of the current cluster. So, the PDR of HHRP is higher than AODV as shown in Figure 9 .
From the analysis above, we can conclude that, because HHRP is a hybrid routing, different components use appropriate routing schemes, it combines the advantages of proactive routing and reactive routing, and its route maintenance uses local route discovery mechanism, which reduces the time of rebuilding routings and the lost packets. Compared with traditional AODV, HHRP has advantages on end-to-end delay, route cost ratio and packet delivery ratio, which improves the performance of hybrid WMN.
Conclusion
Combined the characteristics of WMN with cluster commonly used in wireless mobile networks, this paper provides a cluster-based hierarchical WMN architecture, divides the hybrid WMN into three layers which reduces the complexity caused by topology changes. At the same time, this paper presents a corresponding routing protocol-Hierarchical Hybrid Routing Protocol (HHRP), it uses appropriate routing schemes in different components, which combines the advantages of proactive routing and reactive routing, and its route maintenance uses local route discovery mechanism reducing the time of rebuilding routings and the lost packets. We elaborate the workflow of HHRP in detail. Also we implement it in OPNET and estimate it. The simulation results show that, compared with AODV, HRRP has less delay, less route cost ratio and higher packet delivery ratio, it can improve network performance to some extent.
In order to assess HHRP more preciously, we plan to setup a testbed and estimate more metrics in the future. Meanwhile, we will consider the routings of terminals in different Mesh networks.
