Abstract. This paper introduces a globally convergent algorithm for solving a class of nonsmooth optimization problems, involving square roots of quadratic forms. The class includes in particular limit analysis problems in plasticity. The algorithm combines smoothing with successive approximation. The main computational effort in each iteration is solving a linear weighted least-squares problem. The convergence of the algorithm !s proved and an a priori error estimate is obtained. Numerical results are presented for two limit analysis problems.
Introduction
This paper is motivated by certain problems in mechanics, in particular Limit Analysis of beams and plates, and by an algorithm of Yang [12] , which solves them by using the (discretized) dual problems and employs a smoothing technique combined with successive approximations steps to obtain efficiently good approximate solutions.
3. The convergence analysis developed in Section 4 also furnishes an interesting explanation to a phenomenon already observed by Yang, namely the excellent performance of the algorithm in the first step, regardless of the starting point and the size of the smoothing parameter. In Section 5 we derive a dual problem to the smoothed primal and show how to use it to obtain a stopping criterion for the algorithm and an estimate on the suboptimality of the solution reached. In Section 6 we report on computational results in using the CSSA algorithm for solving two limit analysis problems: a small-scale three bar truss and a large-scale (2500 variables) simply supported square plate.
A Class of Nonsmooth Problems
In the theory of plasticity, a prototype problem from limit analysis of beams [12] is to find the plastic collapse load 2* which is the optimal solution of max{2: m"(x) = 2qo(x), [M(x)l < 1, a _< x < b}, (2.1) where M(x) is the moment in the beam; qo(x) is a given load distribution and the static boundary condition on M(x) at the ends a and b should also be included in (2.1) if they are prescribed. This prototype problem is an important special case of more general problems of mechanics given in two and three dimensions. They involve a partial differential equation for equilibrium and a more general norm inequality for material behavior. For example, the simply supported plate problem [12] is to find the maximum load parameter 2* solving max{2: V' V" u = 2~0, F(u) < Uo, boundary condition on u} For the above-stated problem (2.2), namely the primal problem, we can derive a dual problem, see, e.g., [12] (2.4) subject to u = 9 a given function on ~f~.
The discretization of the above problems (in the dual formulation) can be embedded in the following class of convex nonsmooth optimization problems: With the constraint (2.6) added to problem (2.5) we can derive the following dual 276 A. Ben-Tal, M. Teboulle, a n d W. H. Y a n g problem of (2.5):
which is an unconstrained linear ll-norm minimization problem. Problem (2.7) is a special case of (P) with p --1, N = m + 1, and Qi = ith row of B, r i = 0, D i = 1, hi(z) = ,ffi = Izl for i = 1 . . . . . N -1, and QN = qT, rN = 1, ON = a 2, hN(z) = alzl.
We note that the l~-norm problem (2.7) also models the limit analysis problem of trusses, see Section 6, Example 6.1. The discretized form of problem (2.8) is
with appropriate matrices Qi~ R 3 ×", Die R 3 × 3 (positive diagonal matrix), and vectors r i ~ R 3, q0 ~ R". This problem is in the format of our prototype problem (P). Example 4: Fermat-Weber Problem. With the choice p = n, Qi = I, and hi(z ) =
>< i]]zH, where wl are given weights, problem (P) reduces to the well-known location theory problem (see, e.g., [7] ):
The convex objective function of problem (P)
is not continuously differentiable at the points x satisfying Qix -ri = 0 for some i, and so we use (as in, e.g., [5] 
where e > 0 is a smoothing parameter. The function f~(x) is a differentiable function in x for every e > 0, and, for any fixed x, f~(x) ~ f(x) as e ~ 0, moreover f~(x) preserves the convexity o f f , which is a consequence of the following lemma. 
This system of equations reduces to the following compact form: 
This naturally suggests using successive approximations
to compute x*. For each k, the right-hand side of the above equation is in fact the solution of the normal equations (3.5) corresponding to the weighted least-squares (WLS) problem:
where Ml/2(x):= diag(x/#l(X, e) . . . . . ~x/~s(x, e)). Thus the basic algorithm for solving problem (P~) consists of the following steps:
The CSSA Algorithm 0. Choose e > 0 and x o~ ~'. Set k = 0. 1. Solve the WLS problem (3.8):
2. If an appropriate stopping rule holds, then stop. Otherwise, set k = k + 1 and go to step 1.
The stopping rule given in step 2 is discussed in Section 5 using duality results to provide a bound on the suboptimality of the iterate Xk.
The performance of the above algorithm has the remarkable property of producing practically acceptable solutions even from bad starting points and for a wide range of e values, see Section 6, for numerical examples. The insensitivity to bad starting points is a consequence of Corollary 4.1, where we prove that the first iterate must lie in a compact set (see Section 4). The next result demonstrates that if e becomes large, then x~ approaches the least-squares solution of Ax = b. As e ~ oo then M~(x*)~ I, the identity matrix. Hence, taking limits in (3.9) produces the result.
[]
Convergence Analysis
In this section we prove the convergence of the CSSA algorithm. The first result demonstrates that the algorithm for problem (Pc) possess a descent property. Consider the perturbed function
Then it is easy to verify that step 1 in the algorithm is the same as Proof. With the notations defined above we have
Applying the inequality, see, e.g., [1] ,
to (4.1) with a = ki(Xk), b = ki(Xk+O, and p = --1 it follows that
Now observe that X---,g~(X, Xk) is strictly convex. Indeed, we can A crucial step in proving that the sequence {Xk} generated by the map T (i.e., by solving the WLS problem (2.14)) converges is to demonstrate that it resides in some compact set. Such a result was obtained recently by the first two authors in [2] and is summarized below. Let A be a real m x n matrix (m > n) and let M be a given positive definite diagonal matrix. Consider the solution of the WLS problem: Denote P~+,, = {j ~ P,,,,: det Air ¢ 0}. We state the result in a form appropriate for our purposes. From the last statement in Theorem 4.1 it follows in particular that the first iterate Xl lies in a fixed compact set which depends only on the problem data (A, b), and which is independent on the algorithmic information Xo and e. This explains why the CSSA algorithm performs initially well, even from distant (from the optimal solution) starting points.
We are now in position to prove the convergence theorem, proceeding along the same lines as Kuhn [7] and Morris [9] . Proof By Corollary 4.1, the sequence {Xk} lies in a compact set. Hence, by the Bolzano-Weierstrass theorem, there exists at least one point, say 92, and a convergent subsequence Xk, such that lim~. ~ XR, = 92. We prove below that 92 = x* in all cases. 
Case 2. If x k + 1 ~ T(Xk), then by Lemma 4.1 L(x~ + ~) < L(xk)
and thus [] The rest of this section is devoted to error analysis; here we attempt to answer the following question: If the sequence {Xk} generated by the CSSA algorithm converged to x*, how far is it (in terms of the objective function value) from the true optimal solution x*? This is answered in Theorem 4.3. First we demonstrate that f~(x) converges uniformly to f(x) as e ---, 0. The result is valid for arbitrary functions f~(x).
L(Xo) > L(~) >"" > L(x~) >"" > L(x*).

Hence, lim { f~(Xk) --f,(T(Xk
Lemma 4.3. For all x E ~n, I f~(x) -f(x)] < N' e.
Proof We use the following inequality: 
Proof. Note that by the definition of f~(x) we have
Hence,
f(x*) --f(x*) < f~(x*) --f(x*). (4.7)
Since x* solves min f~(x), then The inequality (4.9) gives an a priori bound on the suboptimality of the optimal solution x* produced by solving the approximate problem (P~).
A. Ben-Tal, M. Teboulle, and W. H. Yang
A Stopping Rule via Duality
The dual problem of the approximate problem (P~) can be computed (we leave this to the reader) and we obtain Let the optimal solution of (D~) be denoted by y*. Recall that x* is the optimal solution of (P~). By the duality theory of convex programming, max(D~) = d~(y*) = f~(x*) = min(P~). 
(x*) <_ L(xk) -d~(y~).
Combining inequalities (4.9) and (5.9) it can be easily shown that in order to get an overall prescribed accuracy eo when stopping at x k, i.e.,
we can choose e = eo/(N + 1) and use the stopping rule f(Xk) --d~(yk) < e.
Numerical Examples
Two examples presented in this section serve to illustrate the convergence behavior of the CSSA algorithm given in Section 3 and its efficiency for very large problems. In our implementation, the least-squares problems were solved by preconditioned conjugate gradient methods, see, e.g., [6] . With an arbitrary (Uo, v0) as a starting point and a chosen e, inner iteration may begin. A tolerance on the change of the vector (u, v) and that of the objective function will serve as the stopping criterion for the inner iteration. Then the value of e is reduced and the iteration begins again with the latest value of (u, v) as its starting point. We can continue to reduce the value of e in the outer loop until the solution is deemed converged. The algorithm requires only a starting point (Uo, Vo) and a given sequence of e. A convenient sequence may be chosen for the purpose of extrapolating to the limit, ~ --* 0. In order to demonstrate the behavior of convergence we fix the parameters: values produce similar results. The sequences of iterates are shown in Table 1 , where a fixed limit of five inner iterations is enforced for the purpose of producing a tidy output. After a few iterations, global convergence to an approximate optimal solution and insensitivity to the choice of e is observed, as was expected from the theoretical analysis. Since this is a small problem (two variables), the subsequent convergence is also rapid as shown in Table 1 Table 2 . The efficiency of the new CSSA algorithm remains excellent at least in the initial stages of the iteration. For moderate accuracy requirements, a few iterations will produce acceptable results without extrapolation. We demonstrate this claim with a very large problem (2500 variables).
Example 6.2. The problem of a simply supported square plate under a uniform load as described in Example 2.2 is solved. We seek the limit value of the multiplier 
