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Accelerated Nuclear Magnetic Resonance Spectroscopy with 
Deep Learning 
Xiaobo Qu*[a], Yihui Huang[a], Hengfa Lu[a], Tianyu Qiu[a], Di Guo[b], Tatiana Agback[c], Vladislav 
Orekhov[d], Zhong Chen*[a] 
Abstract: Nuclear magnetic resonance (NMR) spectroscopy serves 
as an indispensable tool in chemistry and biology but often suffers 
from long experimental time. We present a proof-of-concept of 
application of deep learning and neural network for high-quality, 
reliable, and very fast NMR spectra reconstruction from limited 
experimental data. We show that the neural network training can be 
achieved using solely synthetic NMR signal, which lifts the prohibiting 
demand for a large volume of realistic training data usually required 
in the deep learning approach. 
Nuclear magnetic resonance (NMR) spectroscopy is an 
invaluable biophysical tool in modern chemistry and life sciences. 
However, duration of NMR experiments increases rapidly with 
spectral resolution and dimensionality[1], which often imposes 
unbearable limitations due to low sample stability and/or 
excessive costs of NMR measurement time. To accelerate the 
data acquisition and optimize sensitivity, modern NMR 
experiments are often acquired using the Non-Uniform Sampling 
(NUS) approach [1], where only a small fraction of traditional NMR 
measurements, usually called free induction decay (FID), is 
performed and, thus, only a fraction of measurement time is spent. 
Over the past two decades, several methods have been 
established in the NMR field to reconstruct high quality spectra 
from NUS data. In all cases, a prior knowledge or assumption are 
incorporated in order to compensate for missing information 
introduced by the NUS scheme. Examples include the maximum 
entropy[1b], spectrum sparsity in compressed sensing[2], spectral 
line-shape estimation in SMILE[3], tensor structures in MDD[1a] or 
Hankel tensors[4], and exponential nature of NMR signal in low 
rank[4-5]. Although spectra are reconstructed well with these 
approaches, a number of important practical limitations and 
conceptual question remain. Thus, despite of varying 
implementations, algorithms of all these methods are iterative and 
require lengthy calculations and/or use of super-computers. Pros 
and cons of applying different prior assumptions are not well 
understood and combination of the best features, while avoiding 
the negative sides of different approaches is problematic.  
Deep learning (DL) is a representative artificial intelligence 
technique that uses neural networks. DL has been successfully 
demonstrated in computer vision[6], medical imaging[7] and 
biological data analysis[8]. Data analysis by a trained neural 
network is fast. Furthermore, in contrast to the traditional methods 
that relies on a prior knowledge or formal assumptions, for 
instance, sparsity or maximum entropy, the neural network 
retrieves the essential features embedded in training data and 
thus does not require any predefined formal priors. In this work, 
we explore the DL for fast and high-quality reconstruction of NMR 
spectra from non-uniformly sampled data. 
A critical challenge of the DL is that it requires an enormous 
amount of realistic data at the training stage. Whilst obtaining of 
such a gigantic data set is practically impossible due to NMR 
sample and instrument time limitations, our work demonstrates 
that successful training of the neural network in the DL is possible 
using solely synthetic data. These are generated using the classic 
assumption that NMR signal is a superposition of small number of 
exponential functions[1b, 4-5]. The strategy of using synthetic data 
for training is beyond the traditional DL approach that usually 
requires huge volume of practical experimental data. This work 
exemplifies bridging of the traditional signal modelling to DL that 
enables smart artificial intelligence computational tools in 
applications that lack enough practical data to train the neural 
network. This work can be treated as a proof-of-concept for DL 
NMR spectroscopy. 
Reconstructing a spectrum from NUS data is equivalent to 
mapping of the input undersampled FID signal to the target 
spectrum. In the DL NMR, a neural network is trained to perform 
the mapping as shown in Figure 1. First, the spectrum artifacts 
introduced by NUS are removed with dense convolutional neural 
network (CNN)[9] and then intermediately reconstructed spectra 
are further refined to maintain the data consistency to the sampled 
signal. Artifacts are gradually removed as the stage of 
reconstruction increases and the final spectrum is produced after 
several stages. In our implementation, dense CNN is chosen 
because it ensures maximum information flow between layers in 
the neural network[9] while data consistency constraint the 
reconstruction to the sampled data points[7]. 
The key step for DL NMR is to learn the mapping. We simulate 
the fully-sampled time domain NMR signal, from which 
undersampled NUS signal was obtained using Poisson gap 
sampling scheme (See Supplement S1.1 for more details). Given 
the synthetic NUS signal 𝒚  and the corresponding target 
spectrum 𝒔 produced from the fully sampled time domain data, a 
large number of pairs (𝒚$, 𝒔$) (k=1, 2, …, K) are fed into the 
neural network to learn the best network parameters 𝜽  that 
minimizes the least errors 𝑒(𝜽) = ∑ (𝒇(𝒚𝒌, 𝜽) − 𝒔𝒌)𝟐𝑲𝒌0𝟏 . Therefore, 
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DL provides an optimal mapping 𝒇(𝒚, 𝜽) from the input 𝒚 to the 
target spectrum in the sense of least square error for all pairs. 
Then, for a given undersampled signal 𝒚2 from a NUS experiment, 
a spectrum 𝒔3 is obtained via 𝒔3 = 𝒇(𝒚2, 𝜽). 
To demonstrate the applicability of the DL NMR, we first 
validate the reconstruction performance on several fully sampled 
2D and 3D spectra of small proteins. As shown in Figure 2, DL 
reconstructs excellent 2D 1H-15N HSQC spectrum from 25% NUS 
data with correlation of the peak intensity to the fully sampled 
spectrum reaching 0.9996. Figure 2d indicates that DL is in pair 
with the state-of-the-art reconstruction techniques[5a] in 
robustness and spectra quality and may even surpass the other 
methods at low NUS densities (See Supplement S4.2 for more 
details). High fidelity of the reconstructed peak shapes is 
illustrated in Figures 2e and 2f. Using the network with same 
trained parameters, the correlations greater than 0.98 were also 
obtained for 2D spectra of three other proteins (See Supplement 
S4.2). High potential of the DL in reconstructing high-quality multi-
dimensional spectra is illustrated in Figure 3, exemplified by 3D 
HNCO for Azurin (14 kDa protein) and 3D HNCACB spectrum for 
GB1-HttNTQ7 (10 kDa protein). The peak intensity correlations 
approaching 0.99 for both 3D spectra (Figures 3e and 3f) 
indicates excellent fidelity of the DL reconstruction.  
Figure 4 illustrates quality and performance of DL for 
challenging cases of a large protein MALT1 (44 kDa) and an 
intrinsically disordered protein alpha-synuclein (14.5 kDa) (See 
Supplement S2.1 for more details). Even with 10% data, DL 
provides robust high-quality spectra reconstruction, thus allowing 
up to factor of ten saving of experiment time for these challenging 
cases. 
An important advantage of the DL NMR is fast spectra 
reconstruction due to harnessing of a non-iterative low-complexity 
neural network algorithm that allows massive parallelization with 
graphics processing units. Without compromising the spectra 
quality (See Supplements S2.2 and S2.3 for detailed 
comparisons), DL is much faster than other state-of-the-art 
methods such as low rank[5a] and compressed sensing[2a]. The 
comparisons, shown in Figure 5, indicate that the computational 
time of DL is 4%~8% of that needed for low rank for 2D spectra 
and 12%~22% of that consumed by compressed sensing for 3D 
spectra. Although the training time is long, which is 5.08 hours for 
2D NMR and 31.68 hours for 3D NMR, a unique network can be 
trained in advance and then applied to reconstruct many spectra 
that have the same dimensionality (2D or 3D) and do not deviate 
much in sizes of the spectral dimensions and NUS levels (See 
Supplement S1.1.5 for more details). 
Figure 2. Reconstruction of a 2D 1H–15N HSQC spectrum of the cytosolic domain of CD79b protein from the B-cell receptor. (a) and (b) are the fully sampled spectrum and deep 
learning NMR reconstruction from 25% NUS data, respectively. (c) Peak intensity correlations between fully sampled spectrum and reconstructed spectrum. (d) denotes the peak 
intensity correlation obtained with the deep learning and low rank methods under different NUS levels. (e) and (f) are zoomed out 1D 15N traces of (a). Red and green lines represent 
the reference and the reconstructed spectra, respectively. Note: The R2 denotes the square of Pearson correlation coefficient. The closer the value of R2 gets to 1, the stronger the 
correlation between the reference and the reconstructed spectra is. The average and standard deviations of correlations in (d) are computed over 100 NUS trials. The intensity distortion 
of small peaks in reconstruction is marked with the black arrow. 
 
Figure 1.  Flowchart of deep learning NMR spectroscopy. Note: Please refer to Supplement S1 for more details. 
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With the afore results, we have demonstrated that DL can be 
successfully applied to triple resonance experiment commonly 
used for protein backbone assignment. We anticipate that DL is 
also applicable to higher dimensional NMR, e.g. 4D or 5D, by 
synthetizing sufficient training data and carefully handling the 
Fourier transform on a large data set [10] or other experiment types, 
e.g. relaxation, diffusion or temperature series, by taking the 
advantage that network may automatically grasps essential 
features of the spectra series from the training on the 
corresponding synthetic data sets. 
Limitations of the current DL NMR are similar to other methods 
used for reconstructing spectra from NUS data: (i) Due to inherent 
non-linearity of the algorithm, very small peaks may significantly 
change their amplitudes or disappear as indicated by black arrays 
in Figures 2 and 3. Thus, usage of DL for experiments with large 
dynamic range of cross-peak intensities, such as NOESY, should 
be done with caution; (ii) Unsatisfactory reconstructions under 
very low NUS density, e.g. 5% for 2D NMR, and/or low signal-to-
noise ratios. Even though, in some cases in our tests, DL 
demonstrated somewhat more robust results than other state-of-
the-art methods, e.g. low rank (See Supplement S4). 
In summary, we present the proof-of-concept demonstration of 
application the DL for reconstructing high quality NMR spectra of 
small, large and disordered proteins from NUS data. This result 
opens an avenue for application of DL and possibly other artificial 
intelligence techniques in biological NMR.  
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Figure 4. 3D HNCO spectra reconstructions for a large protein, MALT1 (44 kDa), and 
an intrinsically disordered protein, alpha-synuclein (14.5 kDa). (a-b) Sub-regions of 13C-
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 The first proof-of-concept of application of deep learning, 
an artificial intelligence technique, for high-quality, 
reliable, and very fast NMR spectra reconstruction from 
limited experimental data. 
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