In this paper, we propose a new channel estimation scheme for TDD/FDD massive MIMO systems by reconstructing (sometimes also referred to as covariance computing or covariance fitting) uplink/downlink channel covariance matrices (CCMs) with the aid of array signal processing techniques. Specifically, the angle parameters and power angular spectrum (PAS) of channel are extracted from the instantaneous uplink channel state information (CSI). Then, the uplink CCM is reconstructed and can be used to improve the uplink channel estimation without any additional training cost. By virtue of angle reciprocity as well as PAS reciprocity between uplink and downlink channels, the downlink CCM could also be inferred with a similar approach even for the FDD massive MIMO systems. Then, the downlink instantaneous CSI can be obtained by training toward the dominant eigen-directions of each user. The proposed strategy is applicable to various PAS distributions. Numerical results are provided to demonstrate the superiority of the proposed methods over the existing ones.
investigated for its numerous merits, such as high spectrum and energy efficiency, high spatial resolution, and simple transceiver design [1] [2] [3] .
To embrace all these potential gains, the accurate channel state information (CSI) between BS and users is a prerequisite. The CSI acquisition has been recognized as a very challenging task for massive MIMO systems, due to the high dimensionality of channel matrices as well as the resultant uplink pilot contamination, overwhelming downlink training overhead, prohibitive computational complexity and so on [1] . To overcome these challenges, many research works [4] [5] [6] on massive MIMO channel estimation have resorted to the channel statistics, e.g., channel correlation or channel covariance matrix (CCM), and are built on the facts that the finite scattering propagation environments [7] as well as the high correlation between compact antenna elements make highdimensional CCMs sparse or low-rank. That is, CCMs could be utilized to project the high-dimensional channels onto lowdimensional subspaces and thus reduce the effective channel dimensions. Compared to the compressive sensing approaches which try to recover CSI from fewer sub-Nyquist sampling points [8] , [9] or the angle-space methods which exploit the intrinsic angle parameters [10] [11] [12] , CCM based channel estimation would offer additional statistical knowledge about the channel variants and therefore achieve much better channel estimation accuracy. Furthermore, space-time preprocessing at BS, like (hybrid) transmitter beamforming [13] , [14] , channel prediction and signal-to-noise ratio (SNR) prediction, can benefit from the knowledge of CCMs as well.
It is worthy mentioning that the CCM is different from signal covariance where the latter can be easily obtained from the accumulation of the received signals whereas the former can only be acquired from the accumulation of channel estimates. For massive MIMO system, unfortunately, the number of channel estimates to construct CCMs increases linearly with the array size, making the accuracy or even the feasibility of the CCM acquisition questionable. Especially, it is much more difficult to obtain the downlink CCMs for all users as the cost of training and feedback is hardly affordable. To release the heavy burden of downlink CCM acquisition, the common practice is to utilize the channel reciprocity in time division duplexing (TDD) systems, where the downlink CCM can be immediately obtained from its uplink counterpart. However, channel reciprocity is not applicable for frequency division duplexing (FDD) systems. Some works have proposed downlink CCM reconstruction (or inference) for conventional FDD MIMO systems by exploring the structure of antenna array. For example, the authors of [15] extracted the power angular spectrum (PAS) from measured uplink CCMs and then transformed it into the estimated downlink correlation, assuming PAS reciprocity between uplink and downlink channels. In [16] , the uplink CCM was directly used to predict its downlink counterpart through Fourier transform without explicit calculation of the PAS, but still relying on the assumption that uplink and downlink PASs are identical. Based on the observed uplink covariance, authors of [17] proposed an inference process to interpolate the FDD downlink CCMs over a Riemannian space after getting a dictionary of uplink/downlink CCMs pairs at certain frequency points through preamble training. However, all these methods [15] [16] [17] require the knowledge of uplink CCMs without considering their acquisition difficulties. Moreover, directly applying [15] [16] [17] to massive MIMO scenarios may not be a good choice, since they do not exploit the special characteristics of "massive" number of antennas. Being aware of the high angular resolution of large-scale antenna arrays, the authors of [18] formulate CCM as an integration of certain functions over the angular spread (AS) of signals. Nevertheless, the result in [18] is only valid for the uniform distribution of PAS and has to assume very narrow AS as well as the uniform linear array (ULA), which is far from a general discussion.
In this paper, we propose a new channel estimation scheme for TDD/FDD massive MIMO systems with inferred uplink/downlink CCMs from array signal processing techniques. Specifically, the angle and PAS parameters of channel are first extracted from one instantaneous uplink channel estimate. Then uplink CCMs are reconstructed with these angle and PAS parameters based on the structures of largescale antenna arrays. With the reconstructed uplink CCMs, the uplink channel can be re-estimated in a better shape without any additional training cost. Thanks to the angle reciprocity as well as PAS similarity between uplink/downlink channels, the downlink CCMs can be inferred even for FDD massive MIMO systems, and then are utilized to enable the eigen-beamforming for downlink CSI estimation. Comparing with existing CCM reconstruction methods [15] [16] [17] [18] [19] [20] , the proposed offers following several difference and benefits:
1) The proposed scheme, enabled by the high angle and PAS resolution of large-scale antenna arrays, is dedicated for massive MIMO systems and facilitates the uplink/downlink CCM computing directly from the perspective of angle space.
2) The proposed method reconstructs uplink/downlink
CCMs with instantaneous uplink channel estimate, which is totally different from conventional methods, and then channel estimation performance is selfenhanced without any additional training overhead.
3) The proposed method avoids the overhead and difficulty for uplink CCM acquisition in conventional methods and thus is suitable for both TDD and FDD massive MIMO systems. 4) The proposed method is applicable for various PAS distributions. The rest of the paper is organized as follows. In section II, the system model as well as the representations and relationships of uplink/downlink CCMs are described. The proposed CCM reconstruction and inference scheme for TDD/FDD massive MIMO systems are presented in section III, followed by simulations in section IV. Finally, conclusions are drawn in section V.
Notations: Vectors and matrices are denoted by boldface small and capital letters; the transpose, Hermitian, inverse, and pseudo-inverse of the matrix A are denoted by A T , A H , A −1 and A † , respectively; [A] i,j is the (i, j)-th entry of A and the entry index of vector and matrix starts from 0;
denotes new definition; [h] Q,: indicates the sub-vector of h by keeping the elements indexed by Q;
[H] :,Q denotes the sub-matrix of H by collecting the columns indexed by Q, and [H] Q,: denotes the sub-matrix of H by collecting the rows indexed by Q; tr{A} is the trace of A and the symbol A, C tr{A H C} denotes the inner product between matrices A and C.
II. PROBLEM FORMULATION

A. System Model
Let us consider such a massive MIMO scenario, where BS equipped with M 1 antennas serves K single-antenna users. The propagation between BS and each user is assumed to experience frequency-flat fading. Following [21] [22] [23] [24] , we consider a ray-tracing based channel model, as shown in Fig. 1 , where the M × 1 uplink channel of each user can be expressed as (1) where A [θ − Δ,θ + Δ] and α(ϑ) |α(ϑ)|e jφ(ϑ) with |α(ϑ)| and φ(ϑ) representing the attenuation (amplitude) and random phase of the incident signal ray coming from AOA ϑ, respectively. Meanwhile, Δ is the single-side AS and the random phase φ(ϑ) of each signal ray is assumed to be uniformly distributed in [−π, π]. Moreover, a(ϑ) is the array manifold vector (AMV) or array response vector, whose expression is dependent on the specific array geometries. When a ULA is deployed, there is
where χ 2πf d/c, d denotes the antenna spacing, f is the carrier frequency and c is the speed of light. Obviously, a(ϑ) is dependent on the signal carrier frequency f . From above channel model, the M × M CCM of h can be written as [24] , [26] 
where S(ϑ) E{|α(ϑ)| 2 } denotes the PAS of h and characterizes its channel power distribution in angular domain [26] by evaluating the distribution of angle ϑ as well as the distribution of complex gain at each angle α(ϑ). Obviously, R is determined by the values of central AOAθ, AS Δ, PAS S(ϑ), as well as the AMV a(ϑ). Accordingly, if ULA is deployed, the (m, n)-th element of R is denoted by
B. Representation and Expansion of CCM
Since S(ϑ) is also a function of the angle parametersθ and Δ, the estimation of R actually boils down to two sub-problems: angle estimation and PAS estimation. For angle acquisition, many canonical means such as various MUSIC [27] or ESPRIT methods [28] , or some emerging approaches for large-scale antenna arrays like compressive sensing (CS) [29] , [30] or discrete Fourier transform (DFT) [12] are available, whose detailed exposition will be left in Section III. Let us here focus on the analysis of PAS. In the sequel, we assume a ULA model for ease of exposition.
1) Known PAS Distribution: If the prior distribution of S(ϑ) is available, then the expression of [R] m,n in (4) could be possibly simplified to a function ofθ and Δ. For example, if S(ϑ) is uniformly distributed with mean AOAθ and AS Δ, i.e., S(ϑ) = 1 2Δ for ∀ϑ ∈ [θ − Δ,θ + Δ] [18] , then the (m, n)-th entry of R can be expressed as
where χ mn (m − n)χ and sinc(x) sin x/x denotes the sinc function. The second approximation equation derives from the Taylor expansion of cos(ϑ) atθ, namely, cos(ϑ) ≈ cos(θ) − (ϑ −θ) sinθ. Similarly, if S(ϑ) is modeled by Laplacian distribution [31] as
then there is
Note that the closed-form equations (5b) and (7b) are the Taylor expansion approximation of (5a) and (7a), respectively, under the condition of narrow AS (e.g., less than 12 degrees shown in Fig. 5 ). That is to say, if the AS is not small enough, we should refer back to (5a) and (7a) for the true CCMs reconstruction. In this case, the basic Monte Carlo method may be adopted for the integral process and thus we refer to this procedure as the Monte Carlo integral CCM reconstruction (MC-iCCM). In comparison, the closed-form equations (5b) and (7b) are referred to as the Closed-form integral CCM reconstruction (CF-iCCM) .
2) Unknown PAS Distribution: Let us then consider a more practical case where the prior knowledge of the distribution of S(ϑ) is unavailable. Under this circumstance, S(ϑ) could not be explicitly expressed by a given probability density function and thereby [R] m,n may not be simplified like equations (5) or (7) .
Without any prior knowledge of S(ϑ), one should first estimate S(ϑ). With limited number of observations over antennas, we need first approximate R by an appropriate basis expansion model (BEM), or to approximate the integral of (3) by the sum of discrete points extracted from the angular integral region. For example, the whole spatial space is often discretized evenly into M blocks, each with the width of 2π M , and then the basis vectors could be chosen as the columns of an M × M DFT matrix when ULA is deployed at BS. In this case, the continuous PAS function in (3) should be approximated by M discrete expansion coefficients, denoted as {S l } for l = 0, 1, . . . , M − 1. Then, there is
where
√ M and f l is the l-th column of F. Therefore, S l is given as
The estimation of PAS is thus equivalent to estimating the M expansion coefficients {S l } M l=1 . A more accurate way other than using DFT expansion is to approximate R with non-orthogonal basis vectors within the actual incident AS. For instance, without any prior knowledge of S(ϑ), a natural idea is to sample S(ϑ) at discrete points, e.g., {S(ϑ l )|ϑ l ∈ A, l = 0, 1, . . . , L − 1}. Then the approximation of R could be expressed as
It is apparent that S(ϑ l ) is slightly different from S l in (9). As we increase the number of sum terms L in (10), S(ϑ l )'s will be a more accurate approximation of the continuous PAS S(ϑ) and thus renders a more accurate CCM approximation.
In these cases, to reconstruct CCMs, not only the central AOAθ and AS Δ but also the discrete samples of PAS S(ϑ l )'s need to be estimated, which we show in detail in Section III-B-3.
C. Inferring Downlink CCMs From Uplink CCMs
Since the AMV a(ϑ) is dependent on the signal carrier frequencies, downlink CCMs will differ from their uplink counterparts in FDD systems. Denote the uplink and downlink signal carrier frequencies by f u and f d respectively. Meanwhile, let us rewrite the uplink AMV a(ϑ) and CCM R as a u (ϑ) and R u , respectively and represent their downlink ones accordingly as a d (ϑ) and R d . Then, there are
where A d is the downlink angle of departure (AOD) interval at BS and S d (ϑ) is the downlink PAS. Considering the structure of a u (ϑ) and a d (ϑ), the following transformation holds:
with Θ(ϑ) defined as
To proceed, we adopt the following assumptions from many theoretical works [7] , [15] , [16] , [19] , [32] and measurement tests [33] [34] [35] [36] [37] :
1) The underlying angle parameters of uplink and downlink channels are reciprocal, i.e, A d ≈ A u , as long as the uplink and downlink frequency discrepancy is not big.
2) The PAS of uplink and downlink channels are reciprocal, except for a frequency dependent scalar μ, i.e., S d (ϑ) = μS u (ϑ). That is, the shapes of uplink/downlink PAS functions are the same. Based on these facts, the relationship between uplink/downlink CCMs can be derived as By combining (10) and (13), the discrete approximation of (15) is given by
Following above analysis, it is clear that the uplink angle parameters and PAS could be used to infer the downlink CCM, even in FDD systems.
III. PROPOSED CHANNEL ESTIMATION SCHEME
As shown in Fig. 2 , the proposed transmission starts from an uplink preamble phase to obtain all users' initial AS information, which will be used for initial user grouping and scheduling. In the subsequent transmissions, the instantaneous channel estimates are updated with limited pilots, and users' angle parameters are also dynamically updated. Then, the uplink/downlink CCMs are reconstructed and utilized to enhance the channel estimation via minimum mean square error (MMSE) estimators. The flow chart of the overall transmission scheme is presented in Fig. 3 for better understanding.
In the sequel, we use an additional subscript k to indicate all the symbols for user-k.
A. Preamble for Initial Angle Estimation and User Scheduling
During the preamble phase, all K users adopt the conventional uplink training methods, 1 e.g., least square (LS), to estimate their initial CSIĥ ini k , k = 1, . . . , K. The next step is to extract the initial A k of each user fromĥ ini k . 1) Initial Angle Estimation: Owing to the narrow AS, namely, Δ k is small (especially, Δ k is zero in mmWave scenarios [7] ), h k in (1) will exhibit sparsity or low-rank property in the angle domain and thus it could be approximately represented by discretizing the integral of (1) as
is an angle domain transform matrix. Note that, here the possible range of unknown θ l belongs to [−π, π], different from the range of true angles ϑ ∈ A k . Moreover, α ∈ C L×1 is the sparse representation to be determined and only a few components of α corresponding to those angles inside A k are nonzero. Therefore, the nonzero components of α could facilitate the estimation of AOA interval A k . To this end, the initial angle estimation problem is formulated as
To solve this problem, there are several common options. First, we can resort to maximum likelihood (ML) [38] method to search for the optimal angle candidates {θ l } L−1 l=0 . Second, if L M , the super-resolution CS [29] , [30] is a popular and suitable choice for such kind of sparse recovery problem. The spatial rotation enhanced DFT method from array signal processing in [12] is also a good choice.
Remark 1: Note that these three methods are off-grid angle estimation approaches and could achieve super angle resolution. In comparison, the DFT-based beamspace methods, e.g., virtual channel models, restrict the angle candidate bins, namely, angle-on-grid, and could only achieve finite resolution.
Among the three options, ML and CS methods are capable of achieving high angle estimation accuracy, while the spatial rotation enhanced DFT method achieves a nice tradeoff between angle estimation accuracy and computational complexity. In the following, we take ULA as an example and adopt the third option for angle acquisition to make the analysis complete. To be noted that, all the mentioned angle estimation techniques could be incorporated into the proposed scheme, especially when the DFT based angle estimation is not applicable for other antenna array geometries. According to [12] , A is chosen as 2 2 , and then the angle estimation problem is boiled down to determining the optimal spatial rotation parameter ψ k and the corresponding index set Q k of nonzero components of α, namely, (19) where κ is a pre-determined largest cardinality of Q. Note that for the consideration of easier practical implementation, the indices of points inside Q are required to be contiguous. This is due to the fact that most of the channel power after DFT will gather around the central point and then decrease to both sides. In doing so, the optimization in (19) 
where (·) min and (·) max return the minimal and maximal values in the parenthesis, respectively. Therefore, θ k andΔ k are obtained accordingly.
2) Initial User Scheduling: After obtaining the AOA intervals of all users, we divide users into different groups, denoted by U 1 , U 2 , . . ., such that users with non-overlapping AOA intervals, i.e.,Â k or Q k , stay in the same group, as shown in Fig. 4 . According to [5] , [6] , and [12] , users in the same group could reuse the same training sequence in the subsequent channel updating without causing severe pilot contamination, while different groups still adopt orthogonal training sequences to remove the inter-group interference. Such an angle domain grouping strategy will significantly reduce the subsequent training overhead (after preamble) and is called as angle-division multiple access (ADMA).
B. Uplink Channel Estimation With CCM Reconstruction
1) Instantaneous Channel Update: After ADMA user scheduling, the subsequent instantaneous channel update for all users could be implemented with the spatial basis expansion model (SBEM) scheme proposed by [12] , which resorts to the full utilization of the angular information. Take users in group U 1 for instance and denote the orthogonal training sequence assigned to U 1 as s 1 with s H 1 s 1 = ρ u , where ρ u is the total uplink training SNR. Then at the n-th (n = 1, 2, . . . , N) coherence time interval, the received signals at BS from users in U 1 are expressed as
where N is a Gaussian noise matrix with CN (0, 1) elements. The inter-group interference does not appear due to the orthogonal training among different groups. The uplink channel estimate for all users in U 1 is then computed aŝ
with n U1 1 √ ρu Ns 1 ∼ CN (0, I M ) denoting the normalized noise vector. Since users in U 1 have disjoint AOA intervals, the second term in (22) could be eliminated for the k-th user by only extracting the components ofĥ U1 (n) indexed by Q k . Specifically, we have
[FΦ(ψ k (n−1))h i (n)] Q k (n−1),:
≈ [FΦ(ψ k (n−1))h k (n)] Q k (n−1),:
where the first term in the second line vanishes for Q i (n − 1) and Q k (n − 1) are non-overlapping. Note that the parameters ψ k (n−1) and Q k (n−1) from the (n−1)-th coherence time are adopted for the current channel update, because each user's AOA interval is unlikely to change much in a short time slot. Then user-k's uplink channel update could be recovered from (23) by the following equation:
· FΦ(ψ k (n−1))ĥ U1 (n) Q k (n−1),:
. (24) 2) Instantaneous Angle Update: With updated instantaneous channels, we are able to update the instantaneouŝ A k (n), Q k (n) and ψ k (n) fromĥ SBEM k (n). To be concrete, a better ψ k (n) is first updated forĥ SBEM k (n) to further gather the channel power [FΦ(ψ k (n))ĥ SBEM k (n)] than [FΦ(ψ k (n − 1))ĥ SBEM k (n)] did. And then the updated ψ k (n) is used in (23) and (24) to to get [FΦ(ψ k (n))ĥ U1 (n)], from which the variation of Q k (n) compared to old Q k (n−1) could be determined. This updated angle information actually helps to monitor the motion of users and thus triggers a user rescheduling process when two users' angular distance becomes smaller than a certain threshold, as indicated by the flow chart in Fig. 3 .
3) PAS Estimation: As mentioned in Section II-B, we need to estimate the discrete PAS S k (ϑ) for ϑ ∈Â k (n). Since only one instantaneous channel realization is obtained, we will first estimateα(ϑ) fromĥ SBEM k (n) and then use |α(ϑ)| 2 to approximate the expectation S k (ϑ) = E{|α(ϑ)| 2 }.
Remark 2: Note that this is an approximation method for PAS estimation, not an exact recovery approach. The imperfect estimated PAS may affect the accuracy of reconstructed CCMs. Nevertheless, the CCMs of high-dimensional massive MIMO channels are dominated by their spatial properties, e.g., signal subspace, which could be accurately reconstructed thanks to the high-resolution angle estimation. Therefore, the estimated PAS is able to provide certain knowledge of the true PAS and thus helps to reconstruct the CCMs.
The nonzero components ofα in (18) could have been used to estimate the desired S(θ l ) at their corresponding angles θ l . However, the selected angles {θ l } L−1 l=0 in (18) are chosen from [−π, π], not fromÂ k (n). In other words, only few angles among {θ l } L−1 l=0 will be located insideÂ k (n) and thus the number of nonzero components ofα in (18) is not sufficient to get an accurate estimation of the continuous PAS S k (ϑ) for ϑ ∈Â k (n), as indicated in (10) . In line of this thought, we should first determine enough discrete angles of interest insideÂ k (n) and then estimate the corresponding instantaneous channel gains. Specifically, with the updated instantaneous channelĥ SBEM k (n) as well as estimated angle parametersÂ k (n) at hand, θ k (n) andΔ k (n), the acquisition of instantaneous channel gains corresponding to selected angles insideÂ k (n) could be formulated aŝ
where ϑ = [ϑ 0 , ϑ 1 , . . . , ϑ L−1 ] T collects L discrete angles of interest selected fromÂ k (n). One simple way to determine these L discrete angles is to pick L evenly spaced angles insideÂ k (n), namely,
[a(ϑ 0 ), a(ϑ 1 ), . . . , a(ϑ L−1 )], andα(ϑ) = [α(ϑ 0 ), α(ϑ 1 ), . . . ,α(ϑ L−1 )] T is exactly our desired instantaneous channel gains.
To solve the problem in (25) , we have to consider two cases. When L ≤ M , A(ϑ) ∈ C M×L is a tall matrix and the solution ofα(ϑ) could be directly obtained by LS aŝ
On the other side, a large L (≥ M ) may generally be considered to get dense angle samples insideÂ k (n) such that |α(ϑ)| 2 may give a more accurate approximation of the continuous S k (ϑ). Unfortunately, due to more unknown variables than the observations, LS method is not applicable for (25) . To find an alternative solution, let us consider (25) from another perspective. If we take the ideal channel vector h k (n) as an M -point receiving vector in the spatial domain, the values of α(ϑ) are exactly the outputs of the discrete time Fourier transform (DTFT) of Φ(ψ k (n))h k (n) at certain angles. To be concrete, the DTFT of Φ(ψ k (n))h k (n) could be given as
where asinc M (x) sin(Mx/2) M sin(x/2) is an aliased sinc function, β(ξ) is the DTFT output and the scalar variable ξ ∈ [−π, π] could be deemed as spatial frequency. Since that asinc M (0) = 1 and |asinc M (x)| ≤ 1
M|x| for x = 0, there is β(ξ) ξ=ψ k (n)−χ cos(ϑ) → α(ϑ), ∀ϑ ∈ A k (n), as M → ∞. (28) which indicates that as ξ varies across the whole spatial frequency range, β(ξ) gives an accurate estimation for α(ϑ), ∀ϑ ∈ A k (n). When L discrete angles ϑ = [ϑ 0 , ϑ 1 , . . . , ϑ L−1 ] T is considered, the desiredα(ϑ) = [α(ϑ 0 ),α(ϑ 1 ), . . . ,α(ϑ L−1 )] T are exactly the sampling results of β(ξ) at corresponding spatial frequencies, namely, β(ξ) [β(ξ 0 ), β(ξ 1 ), . . . , β(ξ L−1 )] T , with ξ l = ψ k (n)−χ cos(ϑ l ) for l = 0, . . . , L − 1. According to (27) , the expression of β(ξ) could be further specified as
where Ψ ∈ C L×M is defined as
Therefore, the instantaneous channel gain estimatesα(ϑ) under the condition of L ≥ M can be expressed aŝ
4) Uplink CCM Reconstruction:
In the sequel, we show how to reconstruct the uplink CCMs with the obtained uplink anglesÂ k (n) and channel gainsα(ϑ). Let us model the random channel phases of all signal rays as independent uniformly distributed variables in [−π, π], and then along with the estimated channel gains, we may artificially generate many copies of instantaneous uplink channel estimates. In particular, we generate the auxiliary uplink channel estimates with random additional phase as
where φ(ϑ) is the modeled random phase for the incident ray from AOA ϑ, and φ(ϑ i ) and φ(ϑ j ) are mutually independent and identically distributed in [−π, π] for any ϑ i , ϑ j ∈Â k (n) and ϑ i = ϑ j . Approximating the integral of (32) with the discrete angles ϑ and the estimated channel gainsα(ϑ) in (25), we obtain
where Π(ϑ) diag φ(ϑ 0 ), φ(ϑ 1 ), . . . , φ(ϑ L−1 ) collects the random phases. To reconstruct the CCMR u k (n), we take the expectation of h aux k (n) and obtain
where denotes the Hadamard product (elementwise product) and T is defined (35) , as shown at the top of the next page.
Since that φ(ϑ i ) and φ(ϑ j ) are mutually independent, it leads to E{e j( φ(ϑi)− φ(ϑj )) } = δ(ϑ i − ϑ j ) and E{T} = I L , and thereof
From (36) , it tells that the channel covariance is mainly related with the angular information and PAS but is not related to the channel phase information, which matches the intuition and the expression (4) quite well.
Algorithm 1 Main steps of proposed IC-pCCM scheme.
• Step 1: After ADMA user scheduling, obtainĥ SBEM k (n) via (24) for each user, and updateÂ k (n), Q k (n) and ψ k (n) via (19) and (20) . The main steps of above CCM reconstruction scheme is summarized in Algorithm 1. Considering the characteristics of the proposed CCM reconstruction scheme in this section, we will refer to it as Instantaneous Channel aided parametric CCM reconstruction (IC-pCCM), for distinguishing from the MC-iCCM and CF-iCCM schemes in section II-B.
5) Improved Uplink Channel Estimation With Reconstructed CCMs:
With the reconstructed CCMs in (36) , the uplink channel estimation performance could be further improved by applying MMSE estimator for (24) , namely,
being the eigenvalue matrix of ν × ν and ν rank(R u k (n)). Due to the narrow AS condition, the reconstructed CCMs of all users would exhibit low-rank property [4]- [6] , i.e., ν M , and thus the ν dominant eigenvectors ofR u k (n) are sufficient for uplink training in (37) . The asymptotic orthogonality between V u k and V u i is considered when M → ∞ [5] , [6] . It is expected from (37) that the reconstructed CCMs could enhance the performances of uplink channel estimation compared to the SBEM method in (24) . It needs to be mentioned that this channel estimation performance enhancement as well as above CCM construction are both obtained without any additional training overhead.
C. Downlink CCM Inference and Downlink
Channel Estimation 1) Downlink CCM Inference: According to the derivation of downlink CCM inference from uplink measurements in (16) , together with the uplink angle and PAS estimates, the downlink CCMR d k (n) in the n-th coherence time could be inferred aŝ
As mentioned in section II-C, there maybe exist an unknown amplitude scaling factor μ between the estimated and the real downlink CCMs. However, to be noted that this unknown factor does not affect the eigenvectors, or say, the signal subspace, and thus is not going to impact the subsequent eigenbeamforming for downlink channel estimation.
2) Downlink Training With Eigen-Beamforming:
With the inferred downlink CCM at hand, the eigen-beamforming [5] , [6] may be adopted for downlink CSI training. Similar to the uplink case, BS only needs to train along ν dominant eigenvectors of the low-rankR d k (n) [4] [5] [6] . This operation could significantly reduce the overall downlink training overhead, compared to the overhead of M ×M orthogonal training matrix required in conventional orthogonal downlink training scheme. Denote the corresponding eigen-beamforming matrix as B k for each user. Then, the downlink training signals received at user-k of group U 1 is given as
where n k ∼ CN (0, I ν ) and S is a ν ×ν scaled unitary training matrix, i.e., SS H = ρ d I ν with ρ d being the downlink training power. To complete the downlink training procedure, user-k has to feed back the ν received signals y H k (n) to BS, and then an MMSE estimator is adopted by BS to recover the downlink channel h d k (n) for user-k as:
Similarly, when M → ∞, the asymptotic orthogonality, i.e., B H i B j = 0 for i = j, suppresses the inter-user interference and promotes a better performance of downlink training [5] , [6] . In the first examples, we examine the efficiency of uplink/downlink CCMs reconstruction, as defined as in [14] 
where R k (n) denotes the real CCMs of user-k, namely, R u k (n) or R d k (n), andB k ∈ C M×ν collects the ν dominant eigenvectors ofR u k (n) orR d k (n) corresponding to the ν largest eigenvalues. Obviously, for any given ν M , if η ≈ 1, then a significant amount of received signal's power is captured by a low-dimensional signal subspace, which also serves as an indicator of the "similarity" between estimated signal subspaces and the real ones. Besides the IC-pCCM scheme, the efficiencies of CCMs constructed by CF-iCCM and MC-iCCM methods in section II-B with prior knowledge of PAS distributions are also included in Fig. 5 and Fig. 6 . For all the methods, the central AOA and AS parameters are estimated from uplink instantaneous channel estimates and then applied for uplink/downlink CCM reconstructions. Meanwhile, the uplink/downlink training power is set as ρ u = ρ d = 10 dB and the default cardinality of Q k for each user is set as κ = ν = 16. It can be seen from Fig. 5 and Fig. 6 that when ν = 16, M = 128, the IC-pCCM scheme could obtain a relative high efficiency for both uplink/downlink CCM estimation, for both uniform and Laplacian PAS distributions, and for both narrow and wide ASs. This demonstrates the effectiveness of CCM reconstruction from instantaneous channel estimates. Meanwhile, the IC-pCCM scheme outperforms the CF-iCCM and MC-iCCM methods for both uplink and downlink CCMs construction. Especially, the performances of CF-iCCM method deteriorate significantly for larger AS and uniform PAS. This is because the performance of CF-iCCM relies heavily on the accuracy of angle estimation, which unfortunately often degrades when multiple users are scheduled at the same time. By contrast, the IC-pCCM scheme is more robust to the angle estimation error for the reason that the value ofα(ϑ) will be small if an estimated angle ϑ does not belong to the real AOA interval. Furthermore, if Laplacian PAS is considered, the CCM reconstruction efficiencies of all three methods increase for the reason that more channel power is concentrated in central DOAs. Fig. 7 compares the ranks of real uplink CCMs and the estimated uplink CCMs by the three methods as a function of AS with uniform PAS and SNR = 10 dB. It shows that the ranks of CCMs estimated by IC-pCCM is close to the ranks of real CCMs, while the ranks of CCMs reconstructed by CF-iCCM and MC-iCCM are much larger, which means that a larger angle estimation error will cause a wider spread of the eigenvalues of estimated CCMs by integral methods. Meanwhile, with increasing AS, the gap between ranks of constructed CCMs by CF-iCCM and MC-iCCM also becomes larger. This verifies the discussion in section II-B that MC-iCCM is more accurate than CF-iCCM for large AS. Fig. 8 displays the performances of uplink channel estimation via MMSE estimator with CCMs reconstructed by the three different methods. For better comparison, the SBEM [12] and the CS-based method in [9] are also included. The performance metric of the channel estimation is taken as the average individual MSE, i.e.,
For uplink training, the SNR is set as ρ u = 10 dB and only ν = 20 dominant eigenvectors along with the corresponding eigenvalues are used for uplink channel estimation in (37) for the purpose of training overhead reduction. Fig. 8 illustrates that the MMSE estimator with CCMs reconstructed from uplink channel estimates by IC-pCCM scheme can achieve a significant performance improvement than that of SBEM and only has a small gap between the performance of ideal CCM case. Meanwhile, as AS increases, the performances of SBEM, CF-iCCM, MC-iCCM and CS methods deteriorate greatly, while the MMSE performances with real CCMs and reconstructed CCM via IC-pCCM are relatively more robust to larger ASs. The reason lies in that the eigenvectors of CCMs formulate optimal orthogonal basis vectors for signal expansion, such that more signal components are projected into a lower-dimensional signal subspace even in the larger AS conditions. However, the CCMs estimated by CF-iCCM and MC-iCCM methods fail for the inaccurate angle estimation as explained above. Fig. 9 then compares the uplink MSE performances of the MMSE estimators with reconstructed CCMs by different methods as well as the SBEM and CS methods as a function of SNR, with AS Δ k = 10, ν = 16 and a uniform PAS. It can be seen that the uplink MSE curves of all methods have their own error floors. There are two main reasons for these error floors. First, only limited number of expansion basis vectors, i.e., ν = 16 in Fig. 9 , is used for uplink training enhancement in (37) . More importantly, the instantaneous channel estimates in (22)-(24) have their own truncation errors by only extracting components ofĥ U1 (n) indexed by Q k . This truncation error cannot be improved even by the proposed uplink training enhancement scheme and thus even the MSE curve with real CCM has its own error floor. However, the MSE performance of MMSE with reconstructed CCM by IC-pCCM method has a significant improvement. As explained above, this is because the real CCMs as well as the reconstructed CCMs with IC-pCCM are able to accumulate more power with only ν = 16 eigenvectors, which also corroborates the effectiveness and satisfying performance gains provided by IC-pCCM scheme. Fig. 10 illustrates the downlink MSE performances of the MMSE estimators with inferred CCMs by different methods as well as the SBEM and CS methods as a function of SNR, with AS Δ k = 10. For downlink training, only ν = 20 dominant eigenvectors along with the corresponding eigenvalues are used for eigen-beamforming in (40) for the same consideration of limited radio frequency chains and reduced training and feedback overhead. It can be seen that the MSE curves of SBEM, CF-iCCM and MC-iCCM methods have their own error floors. Note that different from uplink case, these error floors are only due to the limited number of expansion basis vectors for downlink training. Without truncation error, the MSE curve with real CCM does not have any error floor. Compared to CF-iCCM and MC-iCCM, the MSE performance of MMSE with inferred CCM by IC-pCCM has been improved greatly. Meanwhile, the gap between the MSE performances of CF-iCCM and MC-iCCM methods shows that when AS is large or the narrow AS condition is not satisfied, the CF-iCCM method (5b) using Taylor expansion to approximate (5a) certainly results in performance loss.
As the MSE performances of MMSE estimator with CCMs inferred by different methods are significantly dependent on the value of ν, we illustrate their MSE curves as a function of ν in Fig. 11 . For comparison, the SBEM and CS methods with the same number of training beams are also considered. The downlink SNR is set as 10 dB and the AS is set as 15.
It can be seen that the MSE curves of different methods are going to approach each other as ν increases. This is intuitively correct as a larger ν means a higher ratio of the channel power included for training. It is also be seen that the MSE curves of the real CCM and the inferred CCMs by IC-pCCM become flat quickly when ν is about 20, while SBEM, CF-iCCM, MC-iCCM and CS methods require ν = 32 or larger. Hence, this also indicates the effectiveness of the IC-pCCM scheme for accurate CCM estimation as well as accompanied low overhead channel estimation.
V. CONCLUSIONS
In this paper, we proposed an enhanced channel estimation scheme for TDD/FDD massive MIMO systems based on uplink/downlink CCMs reconstruction from array signal processing techniques. Specifically, the CCM reconstruction was decomposed into angle estimation and PAS estimation, both of which were extracted from only one instantaneous uplink channel estimate. With estimated angle and PAS, uplink CCMs were first reconstructed and exploited to improve the uplink training performances. Then the downlink CCMs were inferred even in FDD systems. Meanwhile, a dynamical angle division multiple access user scheduling strategy was proposed based on the real-time angle information of users. Compared to existing methods, the proposed method does not need the long-time acquisition for uplink CCMs and could handle a more practical channel propagation environment with larger AS. Moreover, the proposed scheme is applicable for various PAS distributions. Numerical simulations have corroborated the effectiveness of our proposed scheme. 
