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Las Redes Neuronales son los modelos de aprendizaje automático con mejor
desempeño en la actualidad en una gran variedad de problemas. Son modelos ge-
nerales y aproximadores universales. Con algoritmos de optimización basados en
descenso de gradiente, pueden optimizar miles o millones de parámetros en ba-
se a una función de error. Se distinguen de otros modelos en que no requieren un
diseño manual de características de los datos para funcionar; las características se
aprenden automáticamente mediante el proceso de optimización, también llamado
entrenamiento. Su diseño se organiza en capas que determinan su arquitectura. En
los últimos años, se ha conseguido entrenar Redes Neuronales con múltiples capas
mediante un conjunto de técnicas que suelen denominarse Aprendizaje Profundo
(Deep Learning).
En particular, las Redes Convolucionales, es decir, Redes Neuronales que utilizan
capas convolucionales, son el estado del arte en lamayoría de los problemas de visión
por computadora, incluyendo la clasificación de imágenes. Las capas convoluciona-
les permiten aplicar convoluciones con filtros aprendidos para un mejor desempeño
y eficiencia.
Muchos de los problemas para los cuales las Redes Convolucionales son el estado
del arte requieren que los modelos se comporten de cierta manera ante transforma-
ciones de su entrada. Existen dos propiedades fundamentales que capturan dicho
requerimiento; la invarianza y la equivarianza. La invarianza nos dice que la salida
del modelo no es afectado por las transformaciones. La equivarianza permite que la
salida sea afectada, pero de una manera controlada y útil.
Si bien los modelos tradicionales de Redes Convolucionales son equivariantes a
la traslación por diseño, no son ni invariantes a dicha transformación ni equivarian-
tes a otras en los escenarios usuales de entrenamiento y uso. Existen dos opciones
principales para otorgar invarianza o equivarianza a un modelo de red neuronal. La
tradicional ha sido modificar el modelo para dotarlo de esas propiedades. La otra
opción es entrenarlo con aumentación de datos utilizando como transformaciones el
mismo conjunto al que se desea la invarianza o equivarianza.
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4Dotar con invarianza o equivarianza a los modelos tiene utilidades en varios do-
minios, como la clasificación de imágenes de galaxias, imágenes de microscopios o
formas demano. En particular, el reconocimiento de formas demano en imágenes es
una de las etapas más importantes de los sistemas de reconocimiento de lenguas de
señas o gestos mediante imágenes o video. En muchos casos, la rotación, traslación
o escalado de la mano en la imagen no afectan a su forma, y por ende se requiere
dotar de invarianza a la red para mejorar el desempeño del sistema.
No obstante, no está claro cómo los modelos adquieren estas propiedades, tanto
al usar aumentación de datos como al modificar el modelo. Tampoco está claro como
las modificaciones de modelos afectan la eficiencia y el poder de representación de
los mismos. Más aún, en los modelos tradicionales tampoco es conocido cómo se
adquieren dichas propiedades con aumentación de datos, así como cuál es la mejor
estrategia para aumentar los datos con este fin.
En el primer aporte de esta tesis, analizamos diversas estrategias para obtener
invarianza o equivarianza en modelos de clasificación de imágenes con redes neu-
ronales. Comparamos los modelos tradicionales AllConvolutional y LeNet, y los
modelos especializadosGroup CNN y Spatial Tansformer Networks para determi-
nar su desempeño. Realizamos experimentos con varios conjuntos de datos conoci-
dos (MNIST y CIFAR10) utilizando aumentación de datos. Los resultados arrojan
evidencia en favor de la hipótesis de que aún con ingeniosas modificaciones de las
redes convolucionales, la aumentación de datos sigue siendo necesaria para obtener
un desempeño similar al de los modelos no invariantes. Más aún, en varios casos
la aumentación de datos por si sola puede proveer un desempeño similar al de los
modelos especializados, siendo al mismo tiempo más simples de entrenar y com-
prender. Además, analizamos cómo re-entrenar una red previamente generada para
convertirla en invariante, y encontramos que el entrenamiento de las últimas capas
permite convertir un modelo no invariante en uno que si lo sea con un bajo costo
computacional y leve pérdida de desempeño.
Si bien estos mecanismos permiten imbuir de invarianza o equivarianza una red,
la forma en que la misma codifica o representa dichas propiedades no están claros.
La comprensión de la invarianza o equivarianza de una red o cualquier sistema pue-
de ayudar a mejorar su desempeño y robustez. Estas propiedades pueden estimarse
midiendo los cambios en las salidas de la red en base a las transformaciones reali-
zadas a su entrada. Las metodologías actuales de evaluación y comprensión de la
invarianza y equivarianza se enfocan solamente en las capas de salida de la red. No
obstante, para poder comprender como se codifican, el análisis debe realizarse en
base a toda la red, es decir, considerando las representaciones intermedias.
En el segundo y principal aporte de esta tesis, por ende, desarrollamos métri-
5cas para medir la invarianza y equivarianza de las redes. Dichas métricas permi-
ten cuantificar estas propiedades de forma empírica no solo en la salida de la red
sino también en sus representaciones internas. De esta forma, podemos visualizar y
cuantificar que tan invariante o equivariante es una red, ya sea en su totalidad, por
capas, o por activaciones individuales. Las métricas son aplicables a cualquier red
neuronal, sin importar su diseño o arquitectura, así como a cualquier conjunto de
transformaciones. Realizamos una implementación de las métricas en una librería
de código abierto, con soporte para la librería tensorial PyTorch. Las métricas fueron
validadas para verificar su correcto funcionamiento y utilidad. Además, estudiamos
sus propiedades, como la variabilidad ante los conjuntos de datos, transformaciones,
inicialización de los pesos, y otras.
Utilizando las métricas, también se evaluamosmodelos de redes neuronales con-
volucionales conocidos para caracterizarlos en términos de su invarianza o equiva-
rianza. Asimismo, caracterizamos diversos tipos de capas como las de Batch Nor-
malization,Max Pooling, diversas funciones de activación, capas convolucionales con
distintos tamaños de filtro, y otros. Los resultados otorgan una primera mirada de
los modelos de redes en términos de estas propiedades, y esperamos que puedan
fomentar un mejora en ese área.
Por último, hacemos un tercer aporte al reconocimiento automático de lengua
señas basado en video. El reconocimiento de señas es un subárea del reconocimiento
de gestos o acciones. Tiene como objetivo traducir al lenguaje escrito un video en
donde una persona se comunica mediante lengua de señas. Desde la aparición de
tecnologías de captura de video digital existen intentos de reconocer gestos y señas
con diferentes fines. Es un problema multidisciplinar complejo y no resuelto aún de
forma completa.
Un paso fundamental en el reconocimiento de señas es la clasificación de for-
mas de mano, ya que estas conllevan una gran parte de la información de una seña.
El motivante principal de las interrogantes planteadas sobre modelos de invarianza
y equivarianza surge a partir del estudio de técnicas de clasificación de formas de
mano. Si bien las redes convolucionales proveen un desempeño ejemplar en varios
dominios, su desempeño para la clasificación de formas de mano no ha sido evalua-
do rigurosamente. Por ende evaluamos diversos modelos de redes neuronales para
determinar su aplicabilidad en este dominio.
Utilizando los conjuntos de datos de formas demanoLSA16 yRWTH-PHOENIX-
Weather, realizamos experimentos con los modelos LeNet, VGG16D, ResNet, Incep-
tion y AllConvolutional para determinar su eficacia como clasificadores en este
dominio. Los resultados indican que todos los modelos tienen un desempeño razo-
nable en ambos conjuntos de datos, con resultados iguales omejores que otrosmode-
6los diseñados específicamente para la tarea. No obstante, el modeloVGG16D obtuvo
los mejores resultados. Incluimos también evaluaciones de transferencia de aprendi-
zaje, con y sin re-entrenamiento de las capas; en ambos casos dichas estrategias obtu-
vieron un desempeño peor que losmodelos entrenados sin transferencia de aprendi-
zaje. Además, realizamos un estudio de varias estrategias de pre-procesamiento de
las imágenes, encontrando que la segmentación de las manos del fondo otorga un
incremento de desempeño significativo. Por último, también desarrollamos una li-
brería de código abierto para facilitar el acceso y preprocesamiento de bases de datos
de formas de manos.
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Capítulo 1
Introducción
El tema principal de esta tesis es el desarrollo de métricas de equivarianza para
el análisis de modelos de aprendizaje automático basados en redes neuronales que
requieran estas propiedades.
Dicho tema de investigación surge del tema secundario de la tesis, la clasificación
de formas de mano para el reconocimiento de gestos y lengua de señas.
1.1. Motivación
1.1.1. Redes Neuronales yMétricas de Invarianza y Equivarianza a
las transformaciones
El Aprendizaje Automático es una rama de la Inteligencia Artificial que estudia
sistemas capaces de aprender a realizar una tarea a partir de datos de ejemplo. Es
de naturaleza inductiva, a diferencia de la inteligencia artificial clásica, y comprende
técnicas ymétodos para realizar clasificación, optimización y predicción,mayormen-
te en dominios en donde los problemas no pueden definirse de forma explícita o no
existen soluciones analíticas aplicables. Por estos motivos, las técnicas que presen-
ta resultan adecuadas para el procesamiento de imágenes y otras señales [GBC16;
LBH15].
Las redes neuronales son modelos de Aprendizaje Automático que consisten en
un grafo de computación no lineal con capacidad de aproximación universal y una
gran cantidad de parámetros. Dichos parámetros son ajustados mediante un proce-
so de optimización llamado entrenamiento a partir de datos de ejemplo. La optimiza-
ción busca en general minimizar cierta función de error asociada con alguna tarea en
particular. Los modelos de aprendizaje automático basados en redes neuronales han
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permitido mejoras de desempeño muy significativas, estableciéndose en los últimos
años como la tecnología base del estado del arte.
Dicha prominencia se ha logrado mediante el uso de un conjunto de técnicas de
Aprendizaje Automático denominada Redes Neuronales Profundas o Aprendizaje
Profundo (Deep Learning). Ese conjunto de técnicas extiende los modelos previos
de redes neuronales artificiales con arquitecturas y algoritmos de optimización que
permiten entrenar redes de varias capas con grandes cantidades de datos de en-
trenamiento. Las redes neuronales profundas están siendo utilizadas en todos los
campos en donde se utiliza aprendizaje automático [GBC16; LBH15]. Además, se
han propuesto una gran cantidad demodelos distintos de redes para distintas tareas
[GBC16; LBH15].
Las redes neuronales profundas típicamente constan de una serie de capas, que
transforman paulatinamente un ejemplo de entrada en la salida de la red. Dichas
capas tradicionalmente eran de dos tipos: capas lineales o afines, y funciones de ac-
tivación no lineales. Las capas lineales tienen la forma 𝑓 (𝑥) = 𝑊 ×𝑥+𝑏, donde𝑊 y 𝑏
son parámetros optimizados (aprendidos) por la red. Las funciones de activación no
lineales otorgan unamayor capacidad de expresión a la red. Son funciones comunes,
como la tangente hiperbólica, o la sigmoidea. No tienen parámetros optimizables, y
generalmente se ubican entre cada capa lineal, debido a que dos capas lineales con-
secutivas son equivalentes a una sola. Los valores intermedios que calcula la red y
que llamaremos activaciones son representaciones intermedias de la entrada. Dichas
representaciones también son llamadas características o features, y son aprendidas
por la red, debido a que los parámetros𝑊 y 𝑏 son optimizados por la red. El espacio
en que dichas características existen suelen llamarse espacio latente u oculto, debido a
que no se observa directamente, como la entrada y la salida de la misma El aprendi-
zaje de estas características es una propiedad fundamental de las redes profundas y
una de sus mayores fortalezas.
Las Redes Neuronales Convolucionales (CNN, por Convolutional Neural Network)
[GBC16], en particular, han demostrado una especial capacidad para el procesa-
miento de imágenes y otras señales. Las redes convolucionales son redes neuronales
con capas Convolucionales. Las capas convolucionales aplican la operación de con-
volución a su entrada con filtros FIR. Los parámetros de estos filtros son optimizados
o aprendidos por la red durante el entrenamiento en lugar de ser determinados de an-
temano. En el caso de las imágenes, tanto la entrada como la salida de una capa con-
volucional es una serie de imágenes o feature maps. Dichos feature maps sonmatrices
2D que representan alguna característica de la entrada, y que también llamaremos
activaciones de la red.
Las capas convolucionales pueden verse como una versión con pesos atados de
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una capa lineal [GBC16]. Debido a esto, pierden capacidad de expresión y univer-
salidad, pero a cambio son mucho más eficientes y establecen priors útiles a la red,
como la localidad espacial o temporal en el procesamiento. Por este motivo, las capas
convolucionales tienen problemas para lidiar (individualmente) con algunos tipos
de entrada [DWD15; MVT16].
En los últimos años, se han propuesto miles de arquitecturas CNNs y sus va-
riaciones [Liu+17; Kha+19]. No obstante, se destacan algunos modelos emblemá-
ticos como LeNet, All Convolutional, VGG y ResNet que han elevado significati-
vamente el estado del arte anterior en cada ocasión[LeC+98; Spr+15; SZ14; He+16;
GBC16].
Si bien el desempeño de las redes en varios dominios es excepcional, y se ha avan-
zado en la comprensión sobre su funcionamiento [Goo+09; ZD19], quedan todavía
varias incógnitas respecto a la manera en que las redes neuronales pueden apren-
der a partir de ejemplos a resolver problemas. Las redes neuronales son modelos
de caja negra en donde el resultado del aprendizaje se cristaliza en miles o millones
de parámetros aprendidos mediante un proceso de optimización. Estos parámetros
permiten a la red representar su entrada en espacios latentes que no son fácilmente
interpretables [Goo+09; ZF14; Cad+18; ZD19].
En ocasiones buscamos que una red se comporte de unamanera determinada an-
te ciertos cambios de su entrada [DDFK16; Xie+17]. Por ejemplo, que ignore ciertas
características de un objeto, o que cuantifique ciertos cambios del mismo. No obstan-
te, dada la difícil tarea de interpretar los valores de los parámetros, puede ser difícil
dotar a las redes de estas propiedades [CW16b; SG18].
Estos requerimientos pueden formalizarsemediante los conceptos de invarianza,
auto-equivarianza y equivarianza a las transformaciones.
Coloquialmente, una red es invariante a un conjunto de transformaciones si su
salida no cambia cuando una de esas transformaciones se aplica a su entrada. Por
ejemplo, dada una red que clasifica imágenes, si el conjunto de transformaciones 𝑇
son las rotaciones de 0°, 90°, 180° y 270°, la red es invariante a 𝑇 si su clasificación (es
decir, su salida) siempre es la misma aún al aplicar cualquiera de estas rotaciones a
la imagen de entrada [DDFK16].
La auto-equivarianza (same-equivariance en inglés) es un concepto relacionado.
La auto-equivarianza nos permite cuantificar que tan equivalente es transformar la
entrada 𝑥 o la salida 𝑓 (𝑥). Por ejemplo, dada una red que cambia el estilo de una
imagen, la red convierte una imagen 𝑥 en otra imagen 𝑓 (𝑥). Si deseáramos además
rotar la imagen, tenemos dos opciones, no necesariamente equivalentes: rotar 𝑥 y
luego aplicar 𝑓, o aplicar 𝑓 y luego rotar 𝑓 (𝑥). La auto-equivarianza nos indica que tan
30 CAPÍTULO 1. INTRODUCCIÓN
equivalentes son estas dos opciones [DDFK16].
Finalmente, la equivarianza generaliza ambos conceptos, y nos permite establecer
relaciones entre una transformación de la entrada 𝑥 y su salida 𝑓 (𝑥). La medición de
estas tres propiedades nos permite comprender mejor la forma en que se comporta
una red [DDFK16; LV15].
Si bien los conceptos de invarianza, auto-equivarianza y equivarianza son agnós-
ticos al dominio, nos interesa en particular aplicar dichas propiedades en términos
del procesamiento de imágenes, que poseen relaciones naturales con ricos conjuntos
de transformaciones como las afines (rotaciones, escalados, traslaciones), de color,
etc. Por ende, también nos enfocaremos en las redes neuronales convolucionales co-
mo modelos.
Por simplicidad, en el resto de esta tesis utilizaremos el término equivarianza
para referirnos de forma general a la invarianza, auto-equivarianza y la misma equi-
varianza como conjunto de propiedades.
La aumentación de datos es una forma de otorgar equivarianza a transformacio-
nes de la entrada a una red. La aumentación de datos consiste en transformar los
ejemplos de entrenamiento. Dicha transformación puede implementarse eligiendo
una transformación aleatoria para un ejemplo cada vez que la red se entrena con el
mismo. Alternativamente, se pueden pre-generar todas las transformaciones posi-
bles de cada ejemplo para obtener un conjunto de datos aumentado. Para cualquiera
de los casos, si utilizamos el conjunto de transformaciones al que se busca lograr la
invarianza, y se proveen suficientes ejemplos, dicha aumentación induce al modelo
a obtener la invarianza. Un proceso similar puede realizarse para la equivarianza, al
transformar tanto la entrada como la salida esperada de la red.
Para modelos de redes convolucionales, la invarianza a las transformaciones a
través de la aumentación de datos ha sido estudiada ligeramente [Lar+07; LV15].
Estos resultados presentan evidencia favorable para la hipótesis de que las CNNs
tradicionales pueden aprender representaciones invariantes y equivariantes aplican-
do aumentación de datos. No obstante, estas redes pueden requerir un mayor pre-
supuesto computacional para ser entrenadas, ya que deben explorar el espacio de
transformaciones de la entrada.
El otro enfoque posible consiste enmodificar el modelo o la arquitectura de CNN
en lugar de la entrada para adquirir la equivarianza. Por ejemplo, algunos modelos
emplean filtros invariantes a la transformaciones, o combinan múltiples prediccio-
nes realizadas con versiones transformadas de la entrada. En estas líneas, se han
propuestos varias modificaciones para obtener equivarianza a las transformaciones
[Lap+16; Zha+17; Lua+17; CW16b;CW16a; LB15;Dai+17; Zho+17;DWD15; Jad+15].
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En varios casos, estos modelos requieren de todas formas un entrenamiento con au-
mentación de datos [CW16a], o incluyen un proceso interno similar [Lap+16].
No obstante, no está claro si estas modificaciones superan a los modelos tradicio-
nales entrenados con aumentación de datos, tanto en términos de eficiencia como de
poder de representación. Más aún, los mecanismos mediante los cuales las CNNs
tradicionales obtienen equivarianzas tampoco se comprenden completamente, así
como la mejor estrategia para adquirir equivarianza mediante aumentación de da-
tos.
Como mencionamos anteriormente, dado el gran número de modelos de redes
neuronales, y adicionalmente, la gran cantidad de opciones para obtener equivarian-
za en lasmismas, la tarea de elegir unmodelo equivariante apropiado para una tarea
determinada no es simple.
Para dominios donde los modelos han sido evaluados, encontramos que varios
modelos tienen desempeños similares, y no es claro cuál tiene mejor desempeño
[Kha+19]. No obstante, dicha situación no es común para la mayoría de dominios,
debido a la gran cantidad de modelos que se proponen. Esta situación es más com-
pleja aún en el caso de modelos con equivarianza, ya que se multiplican las posibili-
dades entre los posibles modelos y técnicas de equivarianza.
Para poder comparar dichos modelos, es necesario hacerlo no solo en términos
de su desempeño en términos métricas de error o tasa de aciertos, sino también en
términos de su equivarianza. Es decir, se requiere una métrica de equivarianza de
una red neuronal.
La equivarianza puede estimarse midiendo los cambios en las salidas de la red.
Siguiendo este principio se han propuesto varios métodos para medir equivarianza
en redes neuronales [Lar+07; Pen+14; FF15; Amo+18; BRW18; Kan17; Kau18].
Algunos trabajos proveen un análisis teórico de la invarianza, como el de [AW18]
estudian la falta de equivarianza en algunas CNNs mediante conecciones entre el
teorema de muestreo de Shannon con las convoluciones espaciadas.
La mayoría, no obstante, utilizan medidas de error o tasas de acierto para medir
indirectamente la equivarianza de la red [Kau18; SG18]. Por ejemplo, el mapa de
sensibilidad a la traslación de [Kau18] relaciona la tasa de acierto de un clasificador
con la posición central de un objeto en una imagen; [SG18] utiliza gráficos 3D para
evaluar la equivarianza a varios tipos de transformaciones. Todos estos métodos tie-
nen en común que solo analizan la equivarianza en relación a la tasa de acierto final,
sin tomar en cuenta la representación interna de la red.
Los trabajos de [Goo+09] y [LV15], por otro lado, definen métricas para evaluar
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la equivarianza en términos de la representación interna de las redes. Sin embargo,
dichasmétricas no han sido utilizadas para evaluarmodelos equivariantes. Aúnmás,
sólo han sido utilizadas en otras dos ocasiones [CT17; Sha+16], lo cual demuestra la
necesidad de avanzar en este enfoque, dada su importancia teórica y práctica.
En conclusión, todavía quedan por comprender varios aspectos del funciona-
miento de las redes profundas. Entre ellas, cuál es la mejor manera de otorgarles
equivarianza a la rotación y a otras transformaciones afines, cuáles son los mecanis-
mosmediante los cuales adquieren dicha equivarianza, y que propiedades tienen las
equivarianzas obtenidas. La utilización de métricas de equivarianza que tengan en
cuenta la estructura interna de la red y su representación pueden otorgar otra pers-
pectiva sobre las redes neuronales, así como una metodología para diseñar mejores
modelos [Goo+09; LV15].
1.1.2. Clasificación de formas de manos
Por otro lado, el reconocimiento de acciones o gestos permite reconocer diversos
tipos de movimientos, poses y expresiones de una persona. Un subproblema parti-
cular de este campo es el reconocimiento de la lengua de señas. Las lenguas de señas
tienen el mismo poder de expresividad que las lenguas escritas, y las utilizan ma-
yormente las comunidades sordas para comunicarse entre ellos y con otras personas.
No obstante, la penetración de la lengua sorda entre las comunidades hablantes es
muy baja, lo cual dificulta la comunicación entre las comunidades. La integración
de la lengua de señas es una temática muy impulsada actualmente por gobiernos y
universidades para una mayor integración de las comunidades sordas y hablantes
[Bra+19].
Por ende, sería de mucha utilidad contar con una herramienta que pueda 1) tra-
ducir la lengua escrita a la lengua de señas y 2) viceversa. Si bien ambos problemas
están relacionados, cada uno tiene problemáticas distintas. En particular, nos intere-
sa el segundo problema; traducir, a partir de un video, de la lengua de señas a la
lengua escrita, el cual llamaremos Reconocimiento automático de Lengua de Señas. Una
herramienta así podría utilizarse no sólo para la traducción sino también para la en-
señanza de la lengua [Bra+19].
El reconocimiento automático de lengua de señas es un problema multidiscipli-
nar sumamente complejo que hoy en día sigue sin ser resuelto en forma total. Si
bien en el último tiempo han habido avances en el reconocimiento de gestos, impul-
sados principalmente por el desarrollo de nuevas tecnologías, aún queda un largo
camino por recorrer para construir aplicaciones precisas y robustas que permitan la
traducción e interpretación de los gestos realizados por un intérprete. La compleja
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naturaleza de los gestos motivan esfuerzos de diversas áreas de investigación co-
mo interacción hombre-máquina, visión por computador, análisis de movimientos,
aprendizaje automático y reconocimiento de patrones [Bra+19].
Las señas tienen diversas características que permiten definirlas y distinguirlas
unas de otras. Sus principales son la posición, forma y movimiento de las manos, así
como la expresión del rostro y la pose del cuerpo. Debido a que es muy difícil definir
de forma escrita que caracteriza a cada seña, los enfoques de Aprendizaje Automáti-
co basados en datos son especialmente importantes. La tarea completa de reconocer
una seña involucra diferentes pasos: la ubicación de las manos del intérprete, el re-
conocimiento de las formas de las manos, el seguimiento de las manos para detectar
el movimiento realizado, la interpretación de los rasgos no manuales y el contexto,
la interpretación semántica y traducción al lenguaje escrito [Bra+19].
En estudios previos se ha determinado que la forma de lamano es el atributomás
importante para reconocer correctamente una seña. Por ende, en esta tesis nos enfo-
camos en dicha etapa del reconocimiento de lenguas de señas. La clasificación de
formas de mano para lengua de señas tiene algunas dificultades adicionales. Dado
que la traslación, rotación o escala de la mano no afecta a la forma de las manos, para
aumentar la robustez de los clasificadores de formas de manos es necesario dotar-
los con equivarianza a estas transformaciones[Bra+19]. De la misma forma, varios
problemas de otras áreas que lidian con el reconocimiento de objetos que tienen equi-
varianzas naturales a la rotación y otras transformaciones se beneficiarían de estos
métodos, como el análisis de texturas, imágenes de microscopios o clasificación de
galaxias [DWD15; Chi+19; Kan+18].
Dado estos antecedentes, resulta natural aplicar Redes Profundas al problema
del reconocimiento de Lengua de Señas. En particular, las Redes Convolucionales
Profundas (redes neuronales profundas con capas convolucionales) se han aplicado
al reconocimiento de secuencias de acciones, gestos y señas en videos con resultados
que superan al estado del arte [KNB16]. No obstante, no ha habido un análisis rigu-
roso sobre su aplicación en el reconocimiento de formas de mano, con el objetivo de
determinar qué tipo de arquitecturas funciona mejor, en especial en el contexto de la
necesidad de invarianza a las transformaciones.
En resumen, si bien hay varios métodos propuestos para otorgar equivarianzas a
las redes, y en consecuencia aumentar su capacidad de reconocer formas de manos
de la Lengua de Señas, no existe ninguna comparación exhaustiva entre los distintos
métodos, y lo que es aúnmás acruciante, existen pocos análisis en profundidad sobre
como dichos métodos codifican las equivarianzas.
De estas interrogantes surgen los objetivos de investigación de esta tesis.
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1.2. Objetivos
Nuestro objetivo general en esta tesis es contribuir al entendimiento y mejora
de la equivarianza de los modelos de redes neuronales, en particular aplicados a
la clasificación de formas de mano para la lengua de seña y otros tipos de gestos
mediante modelos de redes convolucionales.
Para ello, establecimos los siguientes objetivos particulares:
1. Analizar los modelos específicos para equivarianza en CNNs.
2. Comparar los modelos específicos y la aumentación de datos para obtener
equivarianza. Evaluar estrategias de transferencia de aprendizaje para obtener
modelos equivariantes a partir de modelos que no lo son.
3. Desarrollar métricas de equivarianza para las activaciones o representaciones
internas de las redes neuronales. Implementar las métricas en una librería de
código abierto. Analizar el comportamiento de las métricas. Comparar con las
métricas existentes.
4. Caracterizar modelos de CNN para la clasificación de imágenes en términos
de su equivarianza con las métricas propuestas.
5. Comparar los modelos de CNN, con y sin equivarianza, para la clasificación
de formas de mano.
Debido a la existencia de múltiples métodos para lograr equivarianza, y a la falta
de comparaciones rigurosas y profundas de los mismos, el alcance de esta tesis se
limita al análisis y no propone nuevos modelos equivariantes de redes.
1.3. Contribuciones
En esta tesis, presentamos varias contribuciones:
Un análisis comparativo de modelos basados en Redes Neuronales para la cla-
sificación de formas de mano de la lengua de señas.
Un análisis de estrategias para lograr equivarianza a las rotaciones en redes
neuronales:
• Comparación del desempeño de estrategias basadas en aumentación de
datos vs diseños especiales de redes y capas.
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• Determinación de estrategias para reentrenar redes de forma que adquie-
ran equivarianza a las rotaciones.
Un conjunto demétricas para analizar empíricamente la equivarianza de las re-
des neuronales, así como de cualquier otromodelo basado en representaciones
latentes.
• Validación de lasmétricas para determinar que logranmedir lo requerido.
• Análisis de distintas variantes de las métricas propuestas.
• Un análisis de las métricas propuestas, en términos de variabilidad ante
distintas transformaciones, modelos, inicialización de pesos.
• Análisis del cambio en la estructura de la equivarianza ante distintos hi-
perparámetros, como el tipo de función de activación, uso de capas de
Max Pooling, Batch Normalization, y tamaño del kernel de las capas convo-
lucionales.
• Análisis de la estructura de la equivarianza de distintos modelos recono-
cidos redes convolucionales, como ResNet [He+16], AllConvolutional
[Spr+15] y VGG [SZ14].
• Análisis del impacto en la equivarianza al utilizar modelos especializados
para obtener equivarianza como Transformational Invariance Pooling
[Lap+16]
• Análisis de la estructura condicional de clase de la equivarianza de los
modelos.
• Determinación del efecto de la diversidad y complejidad de las transfor-
maciones en las métricas.
1.4. Publicaciones
Las siguientes publicaciones están relacionadas directamente con las contribu-
ciones que presentamos en esta tesis:
1. Facundo Quiroga y col. «A study of convolutional architectures for handshape
recognition applied to sign language». En: XXIII Congreso Argentino de Ciencias
de la Computación (La Plata, 2017). Springer International Publishing. 2017
2. Facundo Quiroga y col. «Revisiting Data Augmentation for Rotational Inva-
riance in Convolutional Neural Networks». En: International Conference on Mo-
delling and Simulation in Management Sciences. Springer. 2018, págs. 127-141
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3. FacundoQuiroga y col. «Measuring (in) variances inConvolutionalNetworks».
En: Conference on Cloud Computing and Big Data. Springer. 2019, págs. 98-109
4. Ulises Jeremias Cornejo Fandos y col. «Recognizing Handshapes using Small
Datasets». En: XXIII Congreso Argentino de Ciencias de la Computación (Rio Cuar-
to, 2019). Ed. por Springer. 2019
Las siguientes publicaciones constituyen trabajos previos relacionados realizados
antes y durante la tesis:
1. Facundo Quiroga y Leonardo César Corbalán. «A novel competitive neural
classifier for gesture recognition with small training sets». En: XVIII Congre-
so Argentino de Ciencias de la Computación (CACIC). Red de Universidades con
Carreras en Informática (RedUNCI). 2013
2. Franco Ronchetti y col. «Distribution of Action Movements (DAM): a Descrip-
tor for HumanAction Recognition». En: Frontiers of Computer Science 9.6 (2015),
págs. 956-965. issn: 2095-2236. doi: 10.1007/s11704-015-4320-x
3. Facundo Quiroga y col. «Handshape recognition for argentinian sign language
using probsom». En: Journal of Computer Science & Technology 16.1 (2016). issn:
1666-6038
4. FacundoQuiroga y col. «Sign languague recognitionwithout frame-sequencing
constraints: A proof of concept on the argentinian sign language». En: Ibero-
American Conference on Artificial Intelligence. Springer International Publishing.
2016, págs. 338-349
5. Facundo Quiroga y col. «LSA64: An Argentinian Sign Language Dataset». En:
XXII Congreso Argentino de Ciencias de la Computación (CACIC 2016). Ed. por
Springer. Red deUniversidades con Carreras en Informática (RedUNCI). 2016,
págs. 794-803
Métricas transformacionales: Una librería de código abierto para computar
métricas transformacionales como las definidas en esta tesis para modelos de
redes neuronales, utilizando el frameworkPyTorchyNumpy (https://github.
com/facundoq/transformational_measures).
Handshape Datasets: Una librería de código abierto para facilitar la descar-
ga y preprocesamiento de conjuntos de datos de formas de mano (https:
//github.com/midusi/handshape_datasets).
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LSA16: Una base de datos de imágenes de formas de mano para la Lengua
de Señas Argentina, disponible públicamente y de forma gratuita bajo licencia
creative commons (http://facundoq.github.io/unlp/lsa16/).
LSA64: Una base de datos de videos de señas dinámicas de la Lengua de Señas
Argentina, disponible públicamente y de forma gratuita bajo licencia creative
commons (http://facundoq.github.io/unlp/lsa64/).
1.5. Organización de la tesis
El Capítulo 2 presenta el marco teórico de la misma, en el cual se describe en más
detalle el funcionamiento de las redes neuronales y convolucionales, los conceptos
de equivarianza, y los conceptos relacionados de invarianza y auto-equivarianza.
Además, se analiza la bibliografía existente en la actualidad acerca de los modelos
de redes convolucionales y conjuntos de datos utilizados, modelos de redes para ob-
tener equivarianza, y otrasmétricas de equivarianza existentes. Por último, se detalla
la problemática del reconocimiento de lengua de señas y en particular la clasificación
de formas de manos.
Los Capítulos 3, 4 y 6 contienen las contribuciones de esta tesis.
En particular, el Capítulo 3 compara modelos CNN especializados en invarianza
a la rotación contra la estrategia de aumentación de datos, para problemas de cla-
sificación clásicos de las bases de datos MNIST y CIFAR10. Además, se realiza un
análisis de estrategias de transferencia de aprendizaje para obtener modelos inva-
riantes a partir de modelos que no lo son.
A su vez, el Capítulo 4, la contribución principal de esta tesis, presenta las mé-
tricas de equivarianza propuestas. El Capítulo 5 complementa este capítulo, presen-
tando los análisis de validez y comportamiento de las métricas, y la caracterización
de modelos a partir de las mismas.
Luego, en el Capítulo 6 se desarrolla una comparación de modelos de CNN pa-
ra la clasificación de formas de manos, con énfasis en invarianza a la translación,
rotación y escalado.
Finalmente, el Capítulo 7 presenta las conclusiones y los trabajos futuros.




Un programa que aprende automáticamente es aquel que no se programa explí-
citamente para resolver un problema, sino que utiliza un algoritmo de aprendizaje
en base a datos de instancias o ejemplares del problema para generar un modelo del
mismo (Figura 2.1).
Con esemodelo, se pueden analizar ejemplares del problema general, obteniendo
alguna inferencia, con cierto grado de error (Figura 2.2).
Siguiendo la definición más formal de Mitchell [Mit97] donde la ‘‘experiencia’’
son los ejemplares del problema:
Unprogramade computadora aprende de la experiencia E respecto a una
clase de tareas T ymedida de error P, si su error en las tareas en T,medida
por P, mejora con la experiencia E. 1
En general, las técnicas de aprendizaje automático se aplican a problemas donde
1La P es por performance. En general, hablar de performance o desempeño es equivalente a hablar
de error, ya que a mayor performance menor error y viceversa
Figura 2.1: Generación de unmodelo a partir de ejemplares de un problema: la esen-
cia del aprendizaje automático.
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Figura 2.2: Obtención de una inferencia a partir de algún ejemplar del problema.
no se conoce una solución algorítmica definitiva o esta tiene características indesea-
bles: es computacionalmente demandante, numéricamente inestable, requiere pro-
gramación explícita para adaptarse a cambios, es poco robusta a fallos de sensores,
o requiere intervención manual.
Una clase muy importante de problemas en donde se aplica aprendizaje automá-
tico es la de aquellos donde los humanos tienen un bajo nivel de error innato, como
el reconocimiento de voz, de gestos, de objetos, etc, pero es difícil codificar reglas
para realizar dichas tareas explícitamente. El aprendizaje automático es importan-
te, entonces, porque las ocurrencias de la existencia humana acontecen en forma de
patrones. La información del lenguaje, el habla, el dibujo y el entendimiento de las
imágenes, todas involucran patrones.
No hay un aspecto o secuencia de aspectos que determine absolutamente y sin
ambigüedad el significado de un patrón, y dicho significado varía con el contexto.
Los humanos solemos ser bastante buenos en este tipo de tareas ya que tenemos
un cerebro capaz de procesar la información relevante a dichas tareas de forma efi-
ciente, adaptativa y eficaz. Si bien esto no es algo del todo sorprendente, ya que nos
interesan y nos parecen importantes justamente porque podemos hacerlos, lograr
que una computadora emule ciertas capacidades de nuestro cerebro es un objetivo
de gran interés para el aprendizaje automático. De hecho, se puede argumentar que,
en esencia, muchos de los algoritmos de aprendizaje automático son aproximacio-
nes matemáticas y computacionales al funcionamiento del cerebro [Sha53; Mel+09;
Lio12].
2.1.1. Ejemplo
Para ilustrar la idea del aprendizaje automático, tomaremos como ejemplo el pro-
blema del reconocimiento de formas de mano.
Supongamos que en una base de datos (BD) existe un conjunto de 20 imágenes
que representan ejemplares de formas demano: 10 son imágenes demanos abiertas y
10 demanos cerradas. Requerimos un programa que pueda, dado una nueva imagen
de ejemplo, decidir si es de la primera clase (abierta) o de la segunda (cerrada).
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En un enfoque más tradicional, ignoraríamos la BD de 20 ejemplares, e intenta-
ríamos definirmatemáticamente el concepto de forma demano. Podríamos describir
una forma de mano en base a la posición de los dedos, para los casos abierto o cerra-
do. Luego, escribimos un algoritmo que tome un nuevo ejemplar, realice un ajuste
del mismo a los dos modelos, y decida si pertenece a alguno de los dos, o a ninguno.
Este enfoque corresponde al de Hoare, donde existe un programa 𝑓 de reconoci-
miento automático, y se pueden definir tuplas de Hoare del tipo:
{Precondición} 𝑃𝑟𝑜𝑔𝑟𝑎𝑚𝑎 {Poscondición}
Por ejemplo:
{La entrada se ajusta al modelo de forma de mano abierta } 𝑓
{La imagen es de una mano abierta}
o:
{La entrada no se ajusta a ninguno de los modelos} 𝑓
{La imagen no tiene una mano cerrada ni una abierta}
Si bien es cierto que estas tuplas pueden ser triviales, lo importante es notar que
podemos escribirlas porque definimos el modelo de formas de mano explícitamente.
En el enfoque de aprendizaje automático, en cambio, podríamos entrenar un cla-
sificador 𝑓 que aprenda las características particulares de los ejemplares de cada clase
de forma demano a partir de los ejemplares de la BD. De esamanera, elmodelo surge de
los datos, con lo cual prescinde de la necesidad de programación explícita de cada
nuevo tipo de forma de mano. Luego evaluamos el clasificador con nuevos ejem-
plares de formas de manos. En el caso ideal, el clasificador clasifica correctamente
todos los nuevos ejemplares demanos. En la práctica, obtendremos un porcentaje de
clasificación incorrecta que habla del error del clasificador.
Entonces, hablando ahora en general, en el enfoque de aprendizaje automático
nos desligamos de la noción de Hoare de computación, y modelamos a 𝑓 como un
programa o una función que realiza una tarea de inferencia con cierto grado de
error, de forma similar a cómo trabajamos con métodos numéricos o simulaciones.
Es usual llamar a 𝑓 el modelo del problema. Para generar el modelo, utilizamos un
conjunto de ejemplares 𝐷, que es un subconjunto del conjunto de ejemplares de un
problema o dominio𝒫 (en el ejemplo,𝒫 es el conjunto de todas las posibles formas
de mano).
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Figura 2.3: Generación de un modelo 𝑓 a partir de ejemplares de un problema, 𝐷
Figura 2.4: Generación de un modelo 𝑓 a partir de un conjunto de ejemplares del
problema, 𝐷 y una función de entrenamiento, 𝑔
Las distintas maneras de generar la función 𝑓 dan lugar a distintos algoritmos
de aprendizaje automático. En general un esquema de aprendizaje automático está
definido por un algoritmo o función de entrenamiento 𝑔, que genera o entrena una
función 𝑓 en base al conjunto de ejemplares 𝐷. 2
La elección de la función de entrenamiento 𝑔 depende fuertemente del proble-
ma a resolver. Distintas funciones de aprendizaje automático 𝑔 generarán distintos
modelos 𝑓.
Como mencionamos, toda función 𝑓 generada por un algoritmo de aprendiza-
je automático 𝑔 y un conjunto de datos 𝐷 cometerá algún tipo de error, ya que el
aprendizaje casi nunca es perfecto, y 𝐷 representa solo una parte del dominio a mo-
delar.
De este modo, dado un conjunto de datos 𝐷 podemos definir como objetivo ge-
neral de un algoritmo de entrenamiento la resolución del problema de optimización,
en donde buscamos una función de inferencia 𝑓 que minimice el error del modelo,




Formalmente, 𝑔 ∶∶ [𝒫] ↦ 𝑓, donde 𝒫 es el dominio de los ejemplares del pro-
blema. 𝐷 es una lista de ejemplares de ese dominio (o sea, un conjunto de datos),
y 𝑓 es una función de inferencia tal que 𝑓 ∶∶ 𝒫 ↦ 𝐼𝑛𝑓 𝑒𝑟𝑒𝑛𝑐𝑖𝑎. Aquí, 𝐼𝑛𝑓 𝑒𝑟𝑒𝑛𝑐𝑖𝑎 es un
conjunto de inferencias posibles a realizar sobre 𝒫, dependiente del problema a re-
2De la misma manera en que nos referimos a 𝑓 como función de inferencia o modelo, hablaremos
de función y algoritmo de entrenamiento 𝑔 de forma intercambiable.
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solver. En el ejemplo de las formas demano, 𝐼𝑛𝑓 𝑒𝑟𝑒𝑛𝑐𝑖𝑎 sería un conjunto de etiquetas
para cada clase y la etiqueta que indica que el ejemplar no pertenece a ninguna clase
conocida, es decir, 𝐼𝑛𝑓 𝑒𝑟𝑒𝑛𝑐𝑖𝑎 = {𝐴𝑏𝑖𝑒𝑟𝑡𝑜, 𝐶𝑒𝑟𝑟𝑎𝑑𝑜,𝑁𝑖𝑛𝑔𝑢𝑛𝑜}.
Entonces, 𝑓 es una función de inferencia generada por 𝑔, una función de apren-
dizaje: una vez ‘‘entrenada’’ 𝑓 con un conjunto de datos de 𝒫, se puede utilizar para
hacer inferencia sobre el dominio𝒫. Por otro lado, si asumimos la existencia de una
‘‘verdadera’’ función 𝑓 ′ ∶∶ 𝒫 ↦ 𝐼𝑛𝑓 𝑒𝑟𝑒𝑛𝑐𝑖𝑎 que asigna correctamente una inferencia
para cada ejemplar del problema, podemos considerar que 𝑓 aproxima o estima 𝑓 ′ en
base a un conjunto de datos 𝐷 ⊂ 𝒫 y una función de aprendizaje 𝑔.3.
Volviendo al ejemplo, el problema de reconocimiento de formas de mano es un
problemade clasificación, en donde buscamos inferir la clase de los ejemplares (abier-
ta o cerrada). No obstante, un programa de aprendizaje automático se puede entre-
nar para aprender una función 𝑓 arbitraria.
En otras palabras, la imagen de 𝑓 no tiene que ser un conjunto clases a asignar a
los ejemplares, como en el ejemplo; podría ser que busquemos aprender la función
𝑡(𝑥) = 𝑥3, que es una función que convierte números reales a números reales (o sea,
𝑡 ∶ ℝ → ℝ) y entonces en ese caso 𝐼𝑛𝑓 𝑒𝑟𝑒𝑛𝑐𝑖𝑎 = ℝ y 𝒫 = ℝ.
Con este ejemplo, esperamos haber establecido un contexto y unamotivación pa-
ra el desarrollo de las siguientes secciones. A continuación detallamos varias de las
aplicaciones de aprendizaje automático, a modo de comprender los alcances de esta
técnica, y luego el proceso de aprendizaje junto con sus propiedades más importan-
tes, profundizando el esquema de generación del modelo 𝑓.
2.1.2. Aplicaciones
Las técnicas de aprendizaje automático se usan con éxito en una enorme variedad
de problemas. Un artículo de Widrow [WRL94] de 1994 ya mencionaba una gran
cantidad de aplicaciones de las redes neuronales artificiales, uno de losmodelosmás
utilizados de aprendizaje automático. Entre ellas, encomtramos aplicaciones en:
Telecomunicaciones para la mitigación del eco y la ecualización de la señal.
Detección de eventos y disminución del error de operación en aceleradores de
partículas.
3En verdad, generalmente no podemos definir a 𝑔 como una verdadera función ya que el entrena-
miento suele contener elementos aleatorios; es decir, un algoritmo de entrenamiento puede generar
distintos clasificadores 𝑓 aunque se entrene con el mismo conjunto de datos 𝐷. Podemos obviar este
hecho asumiendo que en cada generación de 𝑓 se utiliza un 𝑔𝑠 de la misma familia de generadores
que solo difieran en una semilla aleatoria 𝑠 distinta.
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Detección de fraudes en operaciones bancarias y tarjetas de crédito.
Reconocimiento óptico de caracteres de máquina y manuscritos.
Detección de cáncer y otras enfermedades en imágenes médicas y muestras
biológicas.
Enfoque automático en telescopios.
En la actualidad, la utilización de dichas técnicas no ha menguado. En el área de
la industria y los servicios, se han utilizado para clasificar el tráfico en conexiones a
Internet [Yua+10] y desarrollar sistemas de control integral de manufactura guia-
dos por aprendizaje automático de reglas en base a experiencias previas [SGL12].
También se han empleado en tareas de predicción de índices de la bolsa [KH00] y
predicción de la disponibilidad de recursos hídricos [MD00]. Se utilizan en sistemas
de control demanufactura, paramanejar automáticamente automóviles, aviones, he-
licópteros y robots [Pom91; Pom93; AH99; RBS12].
El procesamiento de señales médicas en particular se ha visto muy beneficiado
por el uso de aprendizaje automático debido a que este suele superar a los méto-
dos estadísticos tradicionales. Se ha utilizado para desarrollar marcadores biológi-
cos para el diagnóstico por computadora de cáncer [Abe+10] y para la detección de
Alzheimer y Trastornos con Déficit de Atención e Hiperactividad [Leh+07; Sid+12],
respectivamente. También se han utilizado técnicas de aprendizaje automático en la
evaluación de datos neurológicos para resolver diversos problemas, como el diag-
nóstico clínico de enfermedades, la elaboración de pronósticos y el mapeo de es-
tructuras cerebrales y su funcionamiento. En el área de reconocimiento de patrones
cerebrales, se han desarrollado verdaderos juegos mentales [FLR09], así como in-
terfaces para interactuar con personas en estado vegetativo [Lul+12], con posibles
aplicaciones concretas debido a la comercialización masiva de dispositivos de cap-
tura.
Tienen gran utilidad en problemas de reconocimiento de voz, del hablante, de
objetos en imágenes y videos y de gestos. Su efectividad en estas aplicaciones ha
aumentado enormemente en los últimos años, especialmente en el reconocimiento
de secuencias de acciones en videos y en etiquetado de escenas [Le+11a; Le+11b;
Far+13] y el reconocimiento de voz [Hin+12; Den+13].
Debemos considerar que varias técnicas de aprendizaje automático como las Re-
des Neuronales entrenan funciones de inferencia con la propiedad de ser aproxi-
madores universales, es decir, pueden aproximar cualquier función continua en un
hipercubo 𝑀-dimensional [0, 1]𝑀 con un error arbitrariamente pequeño, dado un
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Supervisado No supervisado
Figura 2.5: Esquema de entrenamiento de un algoritmo supervisado y otro no su-
pervisado.
modelo con la complejidad requerida [Hay94], lo cual sienta bases teóricas que apo-
yan la experiencia de su gran aplicabilidad. Por ende se han utilizado para aproximar
funciones como la Transformada Discreta de Fourier [Vel08], implementar Análi-
sis de Componentes Principales No-Lineal (NPCA) [Kra91] y realizar optimización
combinatoria [Smi99].
2.1.3. Aprendizaje Supervisado
Si bien existen varias clasificaciones de los métodos y técnicas de aprendizaje
automático, la más simple y quizás la más significativa distingue entre algoritmos
de entrenamiento supervisado y no supervisado.
Los algoritmos supervisados son aquellos donde se conoce a priori el resultado
que se busca aprender para cada ejemplar de entrenamiento del problema. En el
ejemplo de las formas de mano, el aprendizaje es supervisado si para cada una de
las 20 imágenes de la BD se conoce su clase, es decir, se sabe a priori si son manos
abiertas o cerradas. El programa entonces aprende a clasificar nuevas manos en base
a etiquetas anteriores.
En el aprendizaje no supervisado no hay o se ignoran los resultados previamente
conocidos, no hay etiquetas asociadas a los ejemplares. El programa aprende relacio-
nes entre los datos, descubre las estructuras subyacentes del espacio de ejemplares
𝒫, pero no se guía por ninguna etiqueta asociada a los ejemplares, sino que usa so-
lamente los datos de los ejemplares mismos. En el ejemplo, sería como tener sólo las
veinte imágenes de manos pero no saber (al menos a priori) de qué clase son.
En la práctica, ambas técnicas se pueden utilizar conjuntamente, por lo que si
bien un algoritmo puede ser tildado de supervisado o no, en general un sistema
completo de aprendizaje automático emplea varias combinaciones de algoritmos de
los dos tipos.
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Figura 2.6: (a) Ejemplos de cada clase. (b) Regiones de cada clase estimadas por un
clasificador entrenado con dichos ejemplos.
2.1.4. Problemas de clasificación
El aprendizaje automático, en general, y la clasificación automática, pueden con-
siderarse efectivamente desde un punto de vista geométrico. En el mismo, los mo-
delos de clasificación ven a los ejemplares a clasificar como puntos o vectores en un
espacio 𝑑 dimensional.
Por ejemplo, si se deben clasificar personas para saber si pertenecen a una pobla-
ción de riesgo de obesidad, y de ellas se conoce su edad y su peso, entonces los ejem-
plares son vectores de 𝑑 = 2 componentes que existen en un espacio bi-dimensional,
comoℝ2. Este espacio sería el que previamente se identificó como𝒫. Además, como
se tiene un problema de clasificación supervisada, se conoce el conjunto de clases a
asignar a los ejemplares, y los del conjunto de entrenamiento 𝐷 se encuentran eti-
quetados con la clase correspondiente.
Un algoritmo de entrenamiento genera un modelo de clasificación 𝑓 en base a
estos ejemplares. La hipótesis básica detrás de la mayoría de los modelos es de lo-
calidad, es decir, que si un ejemplar 𝑥 tiene una etiqueta 𝑦, entonces los ejemplares
𝑥′ cercanos a 𝑥 probablemente tendrán la misma etiqueta. Al considerar todos los
ejemplares, esta hipótesis da lugar a que el modelo determine distintas regiones de
𝒫, que corresponden a ciertas clases.
Entonces, el desafío de entrenar un modelo de clasificación 𝑓 es el de estimar las
regiones de cada clase, en base a los ejemplares de entrenamiento. Luego de entre-
nado, a la hora de clasificar, 𝑓 recibe un ejemplar como entrada, y da como resultado
una clase estimada (Figura 2.7).
Formalmente, un clasificador puede definirse como una función 𝑓 ∶∶ 𝒫 ↦ 𝐶,
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Figura 2.7: Funcionamiento de la función de clasificación o inferencia 𝑓.
Figura 2.8: Regiones de Voronoi para un problema de clasificación con dominio𝒫 =
ℝ2. Cada región𝒫𝑖 está representada con un color distinto. Los puntos representan
a los centros de la región. Los colores indican que cada a región le corresponde a
alguna clase. Es posible que más de una región corresponda a la misma clase.
donde 𝒫 es el conjunto de todos los ejemplares del problema, y 𝐶 = {1..𝑁} ∪ ⊥ es
el conjunto de etiquetas de las 𝑁 clases (⊥ representa la clase nula, es decir, que un
ejemplar no pertenece a ninguna clase).
Para generar el clasificador 𝑓 utilizamos base a un conjunto ordenado𝐷 de 𝑛 ejem-
plares 𝑥𝑖, 𝐷 = {𝑥𝑖 ∈ 𝒫} 𝑖 = 1..𝑛, donde por ejemplo podría ser que 𝒫 = ℝ
𝑑, como
será en el caso de las formas de mano, o 𝒫 = ℝ2, como en el de clasificar personas
en base a su edad y peso. A su vez, cada ejemplar pertenece a una de las |𝐶| clases
conocidas, por ende asociado a cada 𝑥𝑖 hay una etiqueta 𝑦𝑖 ∈ 𝐶 que indica a qué clase
pertenece 𝑥𝑖.
Volviendo al punto de vista geométrico, podemos interpretar a 𝑓 como una fun-
ción que particiona 𝒫 en subconjuntos disjuntos 𝒫𝑖 (posiblemente infinitos) llama-
dos regiones de Voronoi, con ∪𝑖𝒫𝑖 = 𝒫, y luego asigna a cada 𝒫𝑖 una clase (o
ninguna) (Figura 2.8).
Como vimos anteriormente, generamos la función 𝑓 con un algoritmo de entrena-
miento en base a un conjunto de ejemplares de entrenamiento y a ciertos conocimien-
tos específicos del dominio del problema a resolver. De forma análoga al argumento
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general sobre aprendizaje automático, en esencia 𝑓 aproxima una función 𝑓 ′ que co-
difica las clases ‘‘verdaderas’’ de los ejemplares de𝒫; es decir, 𝑓 ′ conoce las regiones
verdaderas de cada clase.
2.1.5. Experimentos
Una vez entrenado un clasificador, típicamente se quiere conocer que tan bien
clasifica a los ejemplares del dominio del problema a resolver. Para evaluar un clasi-
ficador podemos realizar el siguiente esquema:
Obtener los datos de los ejemplares y preprocesarlos.
Seleccionar los hiperparámetros que definen el clasificador.
Entrenar un clasificador con los ejemplares y un algoritmo de entrenamiento.
Probar el modelo generado obteniendo alguna medida de error.
Llamaremos a esta serie de pasos un experimento. El resultado del experimento
es el modelo entrenado y una medida de error del mismo respecto al dominio 𝒫 y
la asignación de etiquetas 𝑦𝑖 para los ejemplares.
El objetivo del experimento es el último punto, la evaluación del desempeño del
modelo. Para ello, pensaremos en el experimento como un experimento estadístico,
que estimará el desempeño del modelo dado el dominio𝒫 y la asignación de etique-
tas 𝑦𝑖.
Como en toda prueba estadística, nos interesará el comportamiento promedio del
modelo, y poder caracterizar su variabilidad.
Fuentes de variabilidad
Un experimento de clasificación tiene dos fuentes principales de variabilidad o
aleatoriedad.
La primera está dada por los datos utilizados para entrenar y probar el clasifica-
dor. Distintos datos para entrenar generanmodelos distintos, y por ende el error será
distinto. De la misma forma, usar datos distintos para probar el clasificador hará que
varíe el valor del estimador calculado. En general, cuantos más datos para entrenar
pueda usar el algoritmo de entrenamiento y mejor sea su calidad (representatividad
de la variabilidad del dominio del problema, poco error de medición), mejor será el
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modelo generado, por las mismas razones que el ajuste a una curva en base a puntos
de ejemplo de la misma es más preciso con más puntos.
Del mismo modo, cuanto más y mejores datos se utilicen para evaluar el error
del clasificador mejor será la confianza de las pruebas, por las mismas razones que
una muestra grande de datos es deseable para realizar un test estadístico.
La segunda se encuentra en la generación del clasificador. Muchos algoritmos de
entrenamiento utilizan el enfoque de partir de un estado generado aleatoriamente,
y luego mejorarlo iterativamente durante el entrenamiento. La inicialización es alea-
toria, y como el estado final depende del estado inicial, también es aleatorio el error
del clasificador. En otros casos, el estado inicial puede estar fijado de antemano, pero
los pasos para llegar al estado final contienen elementos aleatorios.
Si bien esta fuente de aleatoriedad puede eliminarse utilizando una semilla fija
en la generación de números aleatorios, dicha estrategia impediría el análisis de una
serie de experimentos con herramientas estadísticas, lo cual es necesario para obtener
una medida de error del clasificador en promedio realizando varios experimentos y
agregando los resultados.
El concepto de experimento será útil para hacer referencia a esta serie de pasos en
las siguientes secciones. El objetivo de un experimento es generar y evaluar un clasi-
ficador. En la evaluación, interesa esencialmente el comportamiento del clasificador
entrenado en nuevos ejemplares del problema, no vistos en la etapa de entrenamien-
to; este es el problema de la generalización.
2.1.6. Generalización
Un clasificador se genera en base a un conjunto de datos de entrenamiento. Una
vez generado el clasificador, interesa conocer su desempeño, no en el conjunto de
datos de entrenamiento, sino en su dominio 𝒫. El desempeño de un clasificador en
ejemplares del problema no vistos en la etapa de entrenamiento se denomina como
la capacidad de generalización del clasificador.
Para conocer esta capacidad de generalización, se aplican métodos estadísticos
para estimar el error del clasificador en la población de posibles ejemplares𝒫. Dado
que es imposible probar todos los elementos de𝒫, se utiliza algún conjunto de datos
𝐷 ⊂ 𝒫 para estimar el error.
Hay distintos estimadores de error, y algunos son específicos al tipo de clasifica-
dor a utilizar. El más simple y genérico es el porcentaje de ejemplares clasificados
incorrectamente o tasa de aciertos.
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La definición de la funcion de error del modelo generalmente se hace en base a
una función de error de una ejemplo en particular, que llamaremos ℓ(𝑥, 𝑓 ), y cuanti-
fica el error de 𝑓 al querer clasificar el ejemplar 𝑥.
Utilizando la función de error por ejemplar ℓ, podemos definir el error esperado
de 𝑓 (Ecuación [2.1]).
𝜌ℓ(𝒫, 𝑓 ) = 𝐸𝑥[ℓ(𝑥, 𝑓 )] [2.1]
Como 𝒫 suele ser infinito, aproximamos 𝜌ℓ(𝒫, 𝑓 ) con 𝜌ℓ(𝐷, 𝑓 ).
En resumen, para evaluar un modelo, un experimento utiliza un conjunto de da-
tos 𝐷 para entrenar a 𝑓mediante 𝑓 = 𝑔(𝐷) y luego estima su error con 𝜌ℓ(𝐷, 𝑓 ).
Validación con retención
Un problema con la estrategia anterior es que los algoritmos de entrenamiento
en general están basados, en forma implícita o explícita, en la idea de encontrar un 𝑓
que justamente minimice una medida de error como 𝜌ℓ(𝐷, 𝑓 ). Entonces, si se utiliza
el mismo conjunto de datos para entrenar un clasificador y estimar su error se obten-
drá una estimación que subestima el error real de 𝑓 en𝒫. Es como generar unmodelo
a partir de ciertos datos, y luego validar dicho modelo con esos mismos datos; cla-
ramente, si el modelo está bien generado, es improbable que tenga un alto grado de
error en los datos de entrenamiento.
En un caso extremo, si 𝑦(𝑥) es la etiqueta correcta para 𝑥, se puede definir un




𝑦(𝑥) si 𝑥 ∈ 𝐷
clase aleatoria de lo contrario
[2.2]
Dicha función 𝑓𝐷
4 tiene un error de clasificación 𝜌ℓ(𝐷, 𝑓𝐷) = 0 en el conjunto 𝐷,
pero clasifica de forma aleatoria cualquier otro conjunto de ejemplares. Mientras que
este es un caso claramente trivial, sirve para ilustrar la importancia de no hacer esti-
maciones de error con los mismos datos con los cuales fue entrenado un clasificador.
De todas formas, en la práctica es usual obtener funciones 𝑓 que no tengan errores
de clasificación en el mismo conjunto en que fueron entrenados, pero que varían
ampliamente en su capacidad de clasificar otros ejemplares de 𝒫.
4Para que 𝑓𝐷 sea realmente una función, se asume que dichas etiquetas de clase aleatorias se asig-
nan en la definición de la función y no en su evaluación
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Figura 2.9: Esquema del proceso de validación con retención. El conjunto de ejem-
plares 𝐷 se divide en dos, el de entrenamiento 𝐷𝑒 y el de prueba 𝐷𝑝. Mediante la
función 𝑔 y 𝐷𝑒, se entrena el modelo 𝑓. Luego, se obtiene una medida del error de 𝑓
en 𝒫 utilizando el conjunto 𝐷𝑝.
Para solucionar este problema, es necesario entonces probar a 𝑓 con ejemplares
distintos a los utilizados para entrenar. La ideamás simple es tomar a𝐷 y en lugar de
utilizar todos los ejemplares para entrenar, dividir el conjunto en dos:𝐷𝑒, el conjunto
de entrenamiento, y 𝐷𝑝 el conjunto de prueba que se reserva para hacer las pruebas
de generalización, calculando 𝜌ℓ(𝐷𝑝, 𝑓 ), donde 𝑓 = 𝑔(𝐷𝑒). Este método se denomina
holdout validation (validación con retención).
Se puede considerar entonces a 𝐷𝑝 como una muestra de 𝒫 limpia, es decir, in-
dependiente de 𝐷𝑒 y representativa de𝒫, que permite estimar el error esperado del
clasificador entrenado 𝑓 en 𝒫, 𝐸𝑥(ℓ(𝑥, 𝑓 )).
Entonces, dada una medida de error 𝜌ℓ, se define formalmente el concepto de un
modelo bien entrenado y de generalización.
Un modelo 𝑓 bien entrenado es aquel para el cual 𝜌ℓ(𝐷𝑒, 𝑓 ) ≃ 0.
Un modelo 𝑓 que generaliza es aquel para el cual 𝜌ℓ(𝐷𝑒, 𝑓 ) ≃ 𝜌ℓ(𝒫, 𝑓 ). En la
práctica el segundo término es imposible de conocer, y por eso se estima como
𝜌ℓ(𝐷𝑒, 𝑓 ) ≃ 𝜌ℓ(𝐷𝑝, 𝑓 ).
Nuestro ejemplo de la función 𝑓𝐷 es un caso en el cual el modelo estaría bien
entrenado, ya que 𝜌ℓ(𝐷𝑒, 𝑓𝐷) = 0, pero claramente 𝜌ℓ(𝒫, 𝑓𝐷) resulta altísimo. Por
ende, ambas condiciones son necesarias para un clasificador efectivo.
2.1.7. Regularización y overfitting
Como ya se mencionó, hacer un experimento de clasificación involucra estimar
el error de 𝑓 en𝒫 usando𝐷. Para eso divide𝐷 en𝐷𝑝 y𝐷𝑒, y se mide el error en𝐷𝑝. Si
dicho error es aceptable, se considera que el clasificador es adecuado para la tarea.
Ahora bien, si el error es muy grande puede ser que el clasificador no sea adecuado
para la tarea, no se haya entrenado lo suficiente, o los datos sean insuficientes o de
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mala calidad. Si además se mide el error de 𝑓 en 𝐷𝑒 y también es alto, se obtiene una
confirmación de ello. Pero si 𝑓 se comporta bien con 𝐷𝑒, existe otra razón posible: el
clasificador se adaptó tanto a los ejemplares de𝐷𝑒 que no puede generalizar cuando
se presentan los de 𝐷𝑝.
Entonces, si un clasificador se especializa tanto en el conjunto de ejemplares con
el cual fue entrenado que pierde o no adquiere la capacidad de generalizar, es de-
cir, clasificar correctamente ejemplares no vistos, ejemplares de𝒫 en general, se dice
que sufre del fenómeno de overfitting (sobre-especialización) que se da cuando un
clasificador tiene un nivel de error significativamente menor en el conjunto de en-
trenamiento que en nuevos ejemplares del problema. Esto puede suceder cuando un
clasificador se entrena de forma excesiva o utilizando métodos que no se adaptan
bien al dominio del problema.























Figura 2.10: Curvas típicas de: 𝜌ℓ(𝐷𝑒, 𝑓 ) y 𝜌ℓ(𝒫, 𝑓 ) en función de la cantidad de itera-
ciones de entrenamiento o fuerza del ajuste de 𝑓 con𝐷. El error se puede decrementar
arbitrariamente para el conjunto de entrenamiento, pero llega un momento donde
el entrenamiento extra incrementa el error sobre el dominio del problema 𝒫 (mejor
visto en color).
En este sentido, si bien es importante entrenar un clasificador adecuadamente
para minimizar el error en 𝐷𝑒, un entrenamiento que ajuste 𝑓 demasiado a 𝐷𝑒 traerá
un error mayor en 𝐷𝑝.
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Conjunto de datos 𝐷 con dos clases,
donde hay un outlier. Si bien el
hiperplano no clasifica correctamente
todos los ejemplares, provee una
separación coherente entre clases.
Mismo 𝐷, con un hiperplano
sobre-entrenado: clasifica bien todas
las instancias de 𝐷 pero no refleja la
distribución real de las clases.























Figura 2.11: Comportamiento de ambos clasificadores ante un nuevo ejemplar.
El problema del overfitting también se da, en ocasiones, cuando la potencia del
clasificador utilizado excede la necesaria para resolver un problema dado. En este
caso, puede que el mismo se ajuste tan bien a los datos de entrenamiento que no
pueda lidiar con desviaciones mayores de los mismos, como se muestra en la figura.
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Distribución real de ejemplares por
clases
Distribución aprendida por el
clasificador. Las regiones de Voronoi
se ajustan tan perfectamente a cada
ejemplar que no consideran el espacio
entre ejemplares de una clase como de
la misma clase.
En ocasiones, lo que se necesita es limitar el poder del clasificador. En la figura
anterior, se consideró el poder computacional del clasificador como bastante alto ya
que debe de alguna manera recordar o incluir en su modelo todos los ejemplares
usados para el entrenamiento de forma bastante específica. Si se limita la cantidad










Figura 2.12: Distribución aprendida por el clasificador con capacidad limitada. Hay
menos regiones de Voronoi que en el primer caso, pero son más grandes y menos
específicas, obteniendo una clasificación más acertada.
En este caso podemos considerar la cantidad de ejemplares en los que basarse
como un parámetro del modelo. Este método de limitación del poder computacional
se conoce como un esquema de regularización, y sigue el principio de la navaja de
Occam: si dos modelos explican un fenómeno, por principio se elige el más simple
de los dos. Dicho esquema puede estar basado en la selección de algún parámetro
del entrenamiento del clasificador, o puede estar incluido directamente mediante un
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proceso de entrenamiento que penalice clasificadores complejos en preferencia de




𝑒𝑟𝑟𝑜𝑟(𝑓 , 𝐷𝑒) + 𝑐𝑜𝑚𝑝𝑙𝑒𝑗𝑖𝑑𝑎𝑑(𝑓 )
Donde 𝑐𝑜𝑚𝑝𝑙𝑒𝑗𝑖𝑑𝑎𝑑 es alguna función que mide la complejidad de 𝑓, dependiente
del algoritmo de entrenamiento del clasificador utilizado. Veremos un ejemplo de
regularización en la 2.2 de redes neuronales.
En otros casos, cambiar a un modelo de clasificador más simple que se adapte
mejor al problema puede solucionar el problema.
x1
x2






Figura 2.13: Distribución aprendida por un clasificador basado en hiperplanos.
De todas maneras, el clasificador con hiperplanos gana en simplicidad porque
implícitamente está haciendo una hipótesis (fuerte) de que la mitad de ℝ2 perte-
nece a una clase, y la otra mitad a otra; es decir, para todo punto en el espacio de
ejemplares, hay una clase correspondiente. El modelo de hiperesferas, por otro lado,
sólo asigna una clase a los puntos cercanos a los conocidos durante el entrenamiento.
2.1.8. Resumen
En esta sección, presentamos los conceptos básicos de aprendizaje automático
para el resto de la tesis. Mediante un ejemplo de clasificación demanos, de interés en
esta tesis, introdujimos los conceptos generales del área. A su vez, se hace referencia
a la gran cantidad de aplicaciones de estas técnicas y su importancia para todas las
áreas.
Luego distinguimos entre el aprendizaje supervisado y el no supervisado, y en
particular, un modelo supervisado de clasificación de ejemplares, del tipo que uti-
lizamos en los experimentos. La sub-secciones sobre experimentos, generalización,
sobre-entrenamiento y regularización describen conceptos claves para poder entre-
nar un modelo con éxito, es decir, un modelo que tenga poco error.
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Estos conceptos sientan las bases teóricas para los siguientes capítulos. A conti-
nuación, se construye sobre dichos conceptos para presentar los modelos particula-
res de Redes Neuronales (sección 2.2).
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2.2. Redes Neuronales
Las redes neuronales son modelos de aprendizaje automático5. Desde su intro-
ducción en 1970 han sufrido varios cambios e iteraciones hasta llegar a los modelos
actuales [GBC16]. En esta sección realizamos una breve introducción a las redes neu-
ronales desde un enfoque moderno, haciendo énfasis en problemas de clasificación
(aprendizaje supervisado) y en redes convolucionales6.
2.2.1. Introducción
La versión más moderna de una red neuronal puede considerarse como un grafo
de computación dirigido. Este grafo de computación está compuesto de nodos o ca-
pas7 donde cada capa representa una operación, como la suma de dos números, una
multiplicación, una exponenciación, etc. Cada capa tiene un conjunto de entradas y













Figura 2.14: Grafo de computación con valores escalares.
En cada entrada la capa recibe un tensor 𝑛 dimensional de números reales, como
un vector, una matriz, o simplemente un escalar. En base a esas entradas la capa
calcula un tensor de salida (único), y ese tensor se transmite por todas las aristas
de salida. En varios casos el tensor puede ser simplemente un escalar (tensor 1D de
tamaño 1) o un vector 1D (Figura 2.16).
No obstante, las capas o nodos se pueden definir a varios niveles de abstracción,
y pueden componerse para formar otras capas. De esta forma, generalizamos la en-
trada a una capa o nodo, la cual puede definirse en términos de la dimensión del
5Al ser relativamente novedoso, el campo de Redes Neuronales, y en especial de las Redes Neu-
ronales Profundas, utiliza muchos términos en inglés que aún no tienen una traducción universal al
castellano. Por ende, hemos preferido mantener varios términos o siglas en inglés en lugar de tradu-
cirlos al español para evitar confusiones.
6Para más detalles, recomendamos el libro de Ian Goodfellow, Yoshua Bengio y Aaron Courville.
Deep Learning. MIT Press, 2016.
7En otros textos podemos encontrar una diferenciación entre estos conceptos, en donde las capas
están compuestas por varias neuronas o nodos, donde estos dos últimos conceptos se usan como si-
nónimos. No obstante, en este texto consideraremos el concepto de nodo como sinónimo de capa, en
línea con una visión más genérica de los modelos de redes neuronales.
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Capa Capa Capa
(a) (b) (c)














[ 1 23 4 ]
(a) (b) (c)
Figura 2.16: (a) Capa que recibe tres escalares y genera un escalar como salida, que
se conecta con dos capas. (b) Capa con dos vectores de entrada de tamaños 2 y 3 y
un escalar como salida. (c) Capa con dos escalares de entrada y una matriz como
salida.
tensor de entrada en base a la necesidad. Por ejemplo, podemos considerar que una
capa tiene tres entradas, correspondiente a tres valores escalares distintos, o una sola
entrada, correspondiente a un vector de 3 valores (Figura 2.17).
Si bien las capas pueden clasificarse por el tipo de operación que realizan (suma,
resta, etc), otra manera usual de categorizarlos es en términos de capas de entrada,
de salida y capas ocultas (Figura 2.18). Las capas de entrada son aquellas que no
tienen aristas entrantes. De forma simétrica, las de salida son aquellas que no tienen





9 +(2, 3, 4) 9
(a) (b)
Figura 2.17: (a) Una capa con tres entradas escalares (b) Una capa equivalente con
un vector de entrada de 3 elementos
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Figura 2.18: Red neuronal con capas de entrada (verde), capas intermedias (azul) y
capas de salida (rojo).
(a) (b)
Figura 2.19: (a) Una red acíclica. (b) Una red con ciclos (recurrente)
el cálculo de la salida a partir de la entrada, permitiendo que la red sea eficiente
y tenga un buen desempeño. En general, las capas de entrada no computan ningún
valor; simplemente se les puede asignar un valor, que propagan hacia las otras capas.
En cambio, de capas de salida se puede leer el resultado del cómputo.
2.2.2. Topología de la red
La topología de la red o el grafo no tiene restricciones a priori. De hecho, una cla-
se particular de redes neuronales llamadas redes recurrentes permite utilizar hasta
grafos con ciclos (Figura 2.19). No obstante, en lo siguiente nos limitamos a redes
acíclicas, ya que son las que utilizamos en esta tesis.
La red se diseña para realizar una tarea, codificada en la función final que calcula
la red. El tipo de tarea de la red está determinada por la estructura de sus entradas
y salidas. No obstante, qué tan bien la realiza depende de su topología interna, es
decir, la estructura de las operaciones en el grafo.
La topología alimentada hacia adelante o feedforward (Figura 2.20) es la más simple
y está compuesta por una serie de capas. El concepto de alimentar a una capa o red
es equivalente a poner un valor en su entrada. Las capas intermedias siempre tienen
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(a) (b) (c) (d)
Figura 2.21: Propagación hacia adelante de los valores desde las capas de entrada
hacia las de salida de la red.
una entrada y una salida, salvo por las capas de entrada y salida. De hecho, el nom-
bre de capa se origina en estos modelos en donde los nodos se consideran sucesivas
capas de cómputo. Varios modelos de redes que veremos más adelante utilizan esta
topología.
2.2.3. Propagación hacia adelante o evaluación de la red
En el caso de las redes sin ciclos, el cómputo de la salida se realiza de formadiscre-
ta, ordenando de forma topológica las capas del grafo. A las capas de entrada se les
asigna el valor de entrada deseado, y se propagan los valores del cómputo hasta cal-
cular las salidas. Este proceso se conoce como propagación hacia adelante (Figura 2.21)
y permite evaluar las salidas de la red.
A continuación, describimos las dos capas básicas para crear una red neuronal:
las lineales, y las funciones de activación.
2.2.4. Capas Lineales
Las capas lineales fueron uno de los primeros tipos de capas utilizados. Su en-
trada es un vector 1D, y como su nombre indica calculan una transformación lineal
del mismo, donde la matriz de coeficientes de la transformación 𝑤 es un parámetro
de la red, generando así un vector de salida. Es decir, la capa computa la función
𝑓 (𝑥) = 𝑤𝑥. La matriz de coeficientes también se denomina la matriz de pesos o sim-
plemente los pesos de la capa.
En términos de dimensiones, si la entrada es un vector de 𝑛 dimensiones, y la
salida es un vector de 𝑚 dimensiones, entonces 𝑤 ∈ 𝑅𝑛×𝑚, es decir, 𝑤 es una matriz
de números reales de tamaño 𝑛 por𝑚. Estas dimensiones se eligen en base a la tarea
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𝑓 (𝑥) = 𝑤𝑥 + 𝑏
𝑤 ∈ 𝑅𝑛×𝑚
𝑏 ∈ 𝑅𝑚
𝑥 ∈ 𝑅𝑛 𝑦 ∈ 𝑅𝑚
Figura 2.22: Capa lineal, con sus dimensiones de entrada (𝑥) y de salida(𝑦 = 𝑓 (𝑥)),
y la de sus parámetros.
a realizar.
Las capas lineales suelen llamarse así, pero en general calculan una función afín.
Una función afín es simplemente una función lineal a la cual se le suma un coefi-
ciente de sesgo 𝑏, de modo que se definen como 𝑓 (𝑥) = 𝑤𝑥 + 𝑏 (Figura 2.22). Estos
coeficientes de sesgo se organizan en un vector de 𝑚 valores, que permiten cambiar
la escala de la salida de la capa.
Las capas lineales funcionan como bloques básicos de la red, y permiten realizar
aproximaciones lineales mediante el ajuste de sus parámetros.
Por otro lado, desde una perspectiva geométrica las capas lineales definen un hi-
perplano en 𝑛dimensiones. Este hiperplano permite separar el espacio en dos partes,
asignando un valor positivo o negativo a los ejemplos de acuerdo al lado del hiper-
plano en el que se encuentren. Una capa lineal con𝑚 valores de salida permite trazar
𝑚 hiperplanos en un espacio 𝑛 dimensional, con lo cual hay∑𝑛𝑖=0 (
𝑚
𝑖 ) posibles regio-
nes del espacio.
La derivada de las capas lineales respecto de los parámetros y su entrada es sim-
ple y eficiente para calcular (Ecuación [2.3]). Esto resultará de gran utilidad luego











Por estos motivos, las capas lineales son muy potentes para representar funcio-
nes. Al aplicar varias capas lineales, se puede transformar la entrada paulatinamente
hasta obtener el resultado deseado, según la tarea a resolver. No obstante, la compo-
sición de dos o más capas lineales de forma consecutiva sufre de una limitación. Al
62 CAPÍTULO 2. MARCO TEÓRICO
componer dos capas lineales directamente, las mismas colapsan en una sola capa. Si
𝑓1(𝑥) = 𝑤1𝑥 + 𝑏1 es una capa lineal y 𝑓2(𝑥) = 𝑤2𝑥 + 𝑏2 es otra capa lineal, entonces
𝑓2(𝑓1(𝑥)) también es una capa lineal (Ecuación [2.4])
𝑓2(𝑓1(𝑥)) = 𝑤2(𝑤1𝑥 + 𝑏1) + 𝑏2
= 𝑤2𝑤1𝑥 + 𝑤2𝑏1 + 𝑏2
= 𝑤𝑥 + 𝑏
donde 𝑏 = 𝑤2𝑏1 + 𝑏2 y 𝑤 = 𝑤2𝑤1
[2.4]
Es decir, dos capas lineales consecutivas no tienenmayor poder de expresión que una
sola capa lineal. Por ende, al componer capas lineales para generar una red suelen
utilizarse también funciones no lineales, llamadas funciones de activación.
2.2.5. Funciones de Activación
Las funciones de activación permitenmodificar los valores en la red de una forma
no lineal. Estas se colocan generalmente después de cada capa lineal, de modo que
la composición final no se colapse en una sola linealidad.
Las más conocidas son:
1. Logística o Sigmoide
2. Tangente hiperbólica (TanH)
3. Lineal rectificada (ReLU, por Rectified Linear Unit)
4. Lineal rectificada paramétrica (PReLU, por Parametric Rectified Linear Unit)
5. Lineal rectificada con perdida (LeakyReLU, por Leaky Rectified Linear Unit)
6. Exponencial lineal (ELU, por Exponential Linear Unit)
La tabla 2.1 muestra varias funciones activación conocidas, y la Figura 2.23 pre-
senta gráficos de las mismas.
Las funciones de activación obtienen su nombre de su capacidad para activar o
desactivar su entrada. En este contexto, generalmente activar se refiere a tener un
valor alto, y desactivar a tener un valor bajo, o en ocasiones negativo. De esta forma
la red puede codificar la presencia o ausencia de características en la entrada. En
general, admiten cualquier número real como entrada, pero su rango o imagen están
limitados.
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Función Definición Rango Derivada
Sigmoidea 𝑠𝑖𝑔(𝑥) = 11+𝑒−𝑥 [0, 1] 𝑠𝑖𝑔(𝑥)(1 − 𝑠𝑖𝑔(𝑥))
TanH 𝑡𝑎𝑛ℎ(𝑥) = 2 1
1+𝑒−2𝑥
− 1 [−1, 1] 1 − 𝑡𝑎𝑛ℎ(𝑥)2
ReLU 𝑟𝑒𝑙𝑢(𝑥) = 𝑚𝑎𝑥(0, 𝑥) [0,∞]
⎧{
⎨{⎩

























𝑥 si 𝑥 > 0




1 si 𝑥 > 0
𝛼𝑒𝑥, d.l.c
Tabla 2.1: Tabla de las funciones de activación Sigmoidea, TanH, ReLu, LeakyReLU,
PReLU y ELU.
Por ejemplo, la función de activación Sigmoidea tiene como salida números entre
0 y 1. Además, convierte los valores negativos a números entre 0 y 0.5, y los números
positivos a números entre 0.5 y 1. De esta forma, combinada con una capa lineal,
permite codificar con valores cercanos a 1 a los ejemplos que se encuentran de un
lado del hiperplano de aquella capa, y con valores cercanos a 0 a los del otro lado. Por
último, la salida también puede interpretarse como una probabilidad, por ejemplo,
de la presencia de una característica.
Por otro lado, la función 𝑇𝑎𝑛𝐻 cumple un objetivo similar, pero codifica los valo-
res negativos de la entrada con valores cercanos a −1. La función 𝑅𝑒𝐿𝑈 codifica los
valores negativos con 0, y no modifica a los valores positivos; de esta forma, permite
desactivar de manera similar a una Sigmoidea, pero no restringe a los positivos.
La estabilidad numérica y eficiencia para el cálculo son importantes para la fun-
ción activación. Pero además, la existencia y simplicidad de la derivada de estas fun-
ciones (tabla 2.1, columna 4) también es de suma importancia, ya que, como veremos
más adelante, dichas derivadas serán de suma utilidad para entrenar la red.
Por último notamos que algunas funciones como la 𝑅𝑒𝐿𝑈 no son derivables en
todo su dominio. No obstante, estas funciones se utilizan de todas formas ya que se
define arbitrariamente el valor de la derivada para los puntos donde no es derivable
y esto no presenta problemas en la práctica.
Las funciones de activación en general no tienen parámetros, es decir, su funcio-
namiento es fijo. La función PReLU es una excepción a esta regla, ya que en su caso 𝛼
es un parámetro entrenable que le permite aprender la pendiente para las entradas
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(a) (b) (c) (d)
Figura 2.23: Gráfico de las funciones de activación (a) Sigmoidea, (b) TanH, (c) Re-






𝑓 (𝑥1,1) 𝑓 (𝑥1,2)
𝑓 (𝑥2,1) 𝑓 (𝑥2,2)
]
Figura 2.24: Aplicación de una función de activación a un tensor. La función se aplica
a cada uno de los elementos del tensor por separado.
negativas. Las funciones de activación se aplican generalmente a cada valor de un
tensor. Por ejemplo, si se aplica una función de activación a una matriz de 5 × 4, la
función se aplicará 20 veces, una vez por cada valor escalar (Figura 2.24).
Las redes formadas con al menos dos capas lineales y funciones de activación
no lineales son aproximadores universales y por ende pueden representar cualquier
función continua con un error arbitrariamente pequeño usando una cantidad de pa-
rámetros acorde. Esta arquitectura entonces es sumamente potente para entrenar
modelos de aprendizaje automático.
Por otro lado, el uso de capas extra permite que la aproximación seamás eficiente,
ya que se utilizan varias transformaciones sucesivas. Si consideramos cada una como
un paso de un algoritmo, entonces una red de varias capas se asemeja a un algoritmo
entrenable, que se determina de forma automática en base a los datos. Es por esto
que en los últimos tiempos se tiende a utilizar redes con gran cantidad de capas,
dando lugar a las Redes Neuronales Profundas o Deep Learning.
A continuación, presentamos la función Softmax, que permite convertir las sali-
das de la red en distribuciones de probabilidad.
Función de activación Softmax
La función de activación Softmax es un caso particular ya que no actúa elemento
por elemento. Es un caso particular de función de activación ya que generalmente
sólo se utiliza en la salida de la red en problemas de clasificación.
Permite convertir un vector de valores con rango (−∞,+∞), considerados como
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Entrada(2) Lineal(4) ReLU(4) Lineal(3) Softmax(3)
Figura 2.25: Grafo de la red Entrada(2) → Lineal(4) → ReLU(4) → Lineal(3) →
Softmax(3).
Entrada(2) → Lineal(4) → ReLU(4) → Lineal(3) → Softmax(3)
Figura 2.26: Notación abreviada para redes neuronales feedforward.
puntuaciones, en un vector con una estructura de distribución de probabilidad. Es
decir, los valores del vector resultante cumplen los axiomas de una distribución de
probabilidad: son mayores a cero, y suman a uno.
Para ello, la Softmax calcula la exponencial de cada uno de los valores del vector
𝑥 por separado, y luego normaliza los valores resultantes con la suma de todos ellos
(Ecuación [2.5]).













De esta forma, la red puede convertir un vector de valores arbitrarios en un vector
de probabilidades, lo cual es útil para problemas de clasificación, ya que cada valor
de salida puede representar la probabilidad de una clase.
2.2.6. Ejemplo de red
En base a lo visto, podemos considerar una red neuronal de ejemplo con topolo-
gía de feedforward (Figura 2.25). La entrada a la red es un vector con 2 elementos.
La red está compuesta por una capa lineal de dimensión 4, una función de activación
𝑅𝑒𝐿𝑈, otra capa lineal de dimensión 3 y finalmente una función Softmax.
Podemos describir dicha red de acuerdo a la notación de la Figura 2.26, donde el
número entre paréntesis indica la dimensión de salida de la capa. En este caso inclui-
mos explícitamente la capa de entrada, en otras ocasiones simplemente omitiremos
esa información dado que puede deducirse de la descripción de los datos a utilizar.
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[0, 1, 0, 0] [0.3, 0.6, 0.03, 0.07]
(a) (b)
Figura 2.27: (a) Salida esperada para la clase 2 en un problema de clasificación con
4 clases (b) Posible salida de la red para el mismo problema, con las probabilidades
por clase.
2.2.7. Perspectiva de grafo y de función de la red.
Si bien el concepto de grafo nos permite diseñar la red, también podemos consi-
derarla simplemente como una (complicada) función 𝑓, tal que si 𝑥 es la entrada a la
red, 𝑓 nos permite calcular la salida 𝑦, o sea 𝑦 = 𝑓 (𝑥).
Por ejemplo, para la red anterior de la Figura 2.25 podemos escribir la función
resultante que calcula. Si𝑤1 y 𝑏1 son los pesos de la primera capa lineal, y𝑤2 y 𝑏2 los
de la segunda, la Ecuación [2.6] detalla la función 𝑓 equivalente que calcula la red:
𝑓 (𝑥) = Softmax(𝑤2 ReLU(𝑤1𝑥 + 𝑏1) + 𝑏2) [2.6]
2.2.8. Codificación de la salida de la red
La tarea que realiza una red neuronal está determinada por la salida de la mis-
ma. Como mencionamos anteriormente, la función de activación Softmax permite
codificar la salida para tareas de clasificación. En este caso, si el problema es pre-
decir una de 𝐶 clases posibles, entonces la salida será un vector de 𝐶 elementos y
la última capa será una Softmax. Por ende, la salida verdadera de los ejemplos de
la base de datos también se codifica como un vector 𝑦 de 𝐶 elementos. Dado que
para estos elementos conocemos con total seguridad su clase, el vector 𝑦 contie-
ne todos valores 0, excepto por el elemento cuyo índice correspondiente a la cla-
se, que tendrá valor 1. Es decir, si un ejemplo tiene clase 𝑐 entonces su salida será
𝑦 = [𝑦1,… , 𝑦𝑐,… , 𝑦𝐶] = [0,… , 1,… , 0] donde el valor 1 se encuentra en el índice 𝑐
(Figura 2.27).
2.2.9. Funciones de error para un ejemplo
Para saber qué tan bien una red realiza una tarea de aprendizaje supervisado,
podemos definir una función de error que compare los valores que produce la red
𝑓 (𝑥) con el valor verdadero o esperado 𝑦. Es decir, buscamos una función de error
𝑒(𝑓 (𝑥), 𝑦) que pueda cuantificar el error de la red en un ejemplo particular.
Si una red tuviese varias salidas, se requeriría una función de error por cada una
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de ellas; en lo siguiente asumiremos que la red tiene una sola salida y por ende ha-
blaremos de una sola función de error.
Las funciones de error tienen como salida un valor escalar, que cuantifica el error
de un ejemplo particular. La función suele cumplir que vale 0 en el caso en que 𝑓 (𝑥) =
𝑦, y tiene un valor mayor a 0 de lo contrario. Dependiendo de la tarea de la red,
la magnitud de este error puede variar, debido a que 𝑒 siempre está asociada a los
valores que produce la capa de salida de la red. Es decir, la función 𝑒 debe definirse
en conjunto con la red, para que la cuantificación del error tenga sentido.
Función de error cuadrático
El error cuadrático es uno de los más simples, y se basa en calcular la distancia
euclidiana al cuadrado entre la salida de la red ̂𝑦 = 𝑓 (𝑥) y la salida esperada 𝑦. De
esta forma, si ̂𝑦 e 𝑦 son vectores con 𝑑 elementos, entonces la Ecuación [2.7] define la
función de error ErrorCuadratico(𝑓 (𝑥), 𝑦) como:
ErrorCuadratico(𝑓 (𝑥), 𝑦) = ErrorCuadratico( ̂𝑦, 𝑦)





( ̂𝑦𝑖 − 𝑦𝑖)
2
[2.7]
La función de error cuadrático suele asociarse a redes que no tienen una función
activación después de la última capa lineal, es decir, cuya salida es la salida de una
capa lineal. De esta forma, la salida de la red puede ser un vector con valores reales
arbitrarios. También puede utilizarse con redes cuya última capa utiliza una función
activación 𝑅𝑒𝐿𝑈, por ejemplo en dominios donde la salida siempre debe ser positiva.
Función de error de Entropía Cruzada
En el caso de una red que se utiliza para clasificación, lomás común es que la capa
final sea de una función de activación Softmax, que genera un vector de 𝐶 elementos
representando las probabilidades de clase. En este caso, existe una función de error
llamada entropía cruzada (EntropiaCruzada), que permite comparar el vector de la
salida verdadera 𝑦 de 𝐶 elementos, con 𝑓 (𝑥). La EntropiaCruzada es una medida de
distancia entre distribuciones de probabilidad, y nos permite comparar la generada
por la red (𝑓 (𝑥)) con la esperada (𝑦). La Ecuación [2.8] es la definición general de la
entropía cruzada entre una distribución fija 𝑦 y la distribución generada por la red
̂𝑦 = 𝑓 (𝑥)
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En el caso particular de un problema de clasificación, el vector 𝑦 solo tiene un
valor distinto de 0. Sea 𝑐 el índice de dicho valor, que también es el índice de la clase,
por lo cual 𝑦𝑐 = 1. Podemos simplificar entonces la definición de laEntropiaCruzada,
dejando sólo uno de los términos (Ecuación [2.9]).






= −𝑦𝑐 log( ̂𝑦𝑐)
= − log( ̂𝑦𝑐)
[2.9]
La EntropiaCruzada entonces funciona bien para evaluar la salida de una fun-
ción activación Softmax, ya que compara distribuciones de probabilidad, y suelen
utilizarse casi siempre de forma conjunta.
2.2.10. Evaluación por lotes
Si bien para evaluar la salida a partir de una entrada es posible hacerlo con un
solo ejemplo, esto no es lo más eficiente ya que varias de las operaciones de las capas
pueden optimizarse para su cálculo si se emplean varios ejemplos al mismo tiempo.
Por otro lado, las redes neuronales puedenutilizar una gran cantidaddememoria
para almacenar parámetros así como los valores intermedios al calcular la salida, por
ende la cantidad de ejemplos a utilizar está limitada. En otras palabras, no podemos
evaluar todos los ejemplos de una base de datos significativa al mismo tiempo.
Este conjunto de ejemplos se conoce como lote. Entonces, las redes se diseñan
de forma tal de que reciben un lote de ejemplos como entrada, y generan de forma
correspondiente un lote de salidas, donde hay una salida para cada ejemplo.
Por ejemplo, en el caso de las capas lineales, si tenemos un solo ejemplo 𝑥 ∈ 𝑅𝑛, y
𝑤 ∈ 𝑅𝑛×𝑚, entonces 𝑥𝑤 ∈ 𝑅𝑚. Ahora si tenemos un lote de 𝑙 ejemplos, éstos pueden
codificarse en unamatriz con 𝑙 filas y 𝑛 columnas (𝑥 ∈ 𝑅𝑙×𝑛). No obstante, la fórmula
de la capa lineal sigue funcionando, pero ahora 𝑥𝑤 ∈ 𝑅𝑙×𝑚, es decir, tenemos 𝑙 de
salidas de la capa cada una de dimensión 𝑚, organizadas en una matriz de 𝑙 × 𝑚
(Figura 2.28).
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Figura 2.28: Evaluación por lotes de una red con una capa lineal, utilizando 4 ejem-
plos por lote.
Error promedio por lotes
En el caso de la función de error, podemos también calcular el error de todo un
lote. En tal caso, también es frecuente calcular el error promedio del lote. Dado un lote
de 𝑙 ejemplos 𝑋 con sus etiquetas 𝑌, donde 𝑋 = [𝑥1,… , 𝑥𝑙] e 𝑌 = [𝑦1,… , 𝑦𝑙] y una
función de error 𝑒(𝑓 (𝑥), 𝑦) para un ejemplo, el error promedio del lote 𝐸 se define
según la Ecuación [2.10]:
𝐸(𝑋, 𝑌, 𝑒) =
∑𝑙𝑖=1 𝑒(𝑓 (𝑥𝑖), 𝑦𝑖)
𝑙
[2.10]
En ocasiones, abreviaremos la notación 𝐸(𝑋, 𝑌, 𝑒) a 𝐸(𝑋, 𝑌) o incluso a 𝐸, si estos
argumentos no son relevantes o están claros dado el contexto.
El error 𝐸 permite obtener una idea general del error de la red, tanto para eva-
luarla como para poder minimizar este error durante su entrenamiento, de manera
que la red funcionemejor para su tarea. La definición en términos de lotes es flexible,
ya que la misma definición sirve también para evaluar el error de todos los ejemplos
de una base de datos.
2.2.11. Entrenamiento de la red
Hasta ahora hemos visto los elementos para definir y evaluar una red para una
tarea. La función de error de la red depende de 3 cosas:
1. El diseño o la topología de la red.
2. El valor de los parámetros de la red.
3. El valor del conjunto de ejemplos con los que se evalúa el error (𝑋 e 𝑌).
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El diseño de la red generalmente se realiza de forma manual, con conocimiento
experto del dominio a resolver. El objetivo de la red como modelo de aprendizaje
automático es aprender a partir de un conjunto de ejemplos; estos ejemplos general-
mente están fijos, ya que se obtienen de una base de datos.
En efecto, para que la red aprenda, nuestra única opción es cambiar los parámetros
de la misma.
La red aprende de los datos al combinarlos junto con la función de error para
modificar sus parámetros hasta encontrar valores de los mismos que ofrezcan un bajo
error de la red. Este proceso se llama optimización o entrenamiento de la red.
El conjunto de parámetros de la red está compuesto por la unión de los paráme-
tros de cada capa, y generalmente se modifican todos ellos para entrenar la red. En
lo siguiente, asumiremos una red con 𝐿 capas, donde los parámetros de cada una se
indican como 𝑝𝑖.
Existen varios algoritmos de optimización que pueden utilizarse para entrenar la
red. Algunos están basados en metaheurísticas, otros en algoritmos evolutivos, pero
los más utilizados emplean algoritmos de optimización basados en la derivada de 𝐸,
la función de error promedio de la red.
En este caso, nos interesa considerar el error promedio 𝐸 como una función que
depende solamente de los parámetros 𝑝𝑖, ya que tanto los datos (𝑋, 𝑌) como la fun-
ción error 𝑒 están fijos durante el entrenamiento. Si bien anteriormente definimos
𝐸 = 𝐸(𝑋, 𝑌, 𝑒) como una función que depende de los datos y la función error, y deja-
ba implícita la dependencia de los parámetros, para lo siguiente, ahora considerare-
mos a 𝐸 como una función de los parámetros de modo que si tenemos 𝐿 parámetros,
entonces 𝐸 = 𝐸(𝑝1,… , 𝑝𝐿). Dado que el algoritmo que utilizaremos se basa en las
derivadas de los parámetros, un elemento fundamental del mismo será el valor 𝜕𝐸
𝜕𝑝𝑖
.
Para el entrenamiento de la red también resulta de utilidad pensar en la función
de error simplemente como otra capa de la red, de modo que la salida final de la
misma es un número escalar que representa su error.
Entonces para entrenar la red aprovecharemos el hecho de que el grafo es de-
rivable. Esto permitirá calcular las derivadas del error respecto de cada uno de los
parámetros 𝑝𝑖 con un algoritmo llamado propagación hacia atrás. Luego, se pueden
utilizar las derivadas para optimizar estos parámetros respecto de 𝐸, mediante un
algoritmo de optimización llamado descenso de gradiente 8. A continuación, detalla-
mos estos dos algoritmos.
8Existen también otros algoritmos de optimización o entrenamiento basados en descenso de gra-
diente más avanzados, como Descenso de gradiente con Momentum, AdaDelta, ADAM, ADAMW,
etc, pero están fuera del alcance de este texto [GBC16].
2.2. REDES NEURONALES 71
(a) (b)
Figura 2.29: Topología de la propagación hacia adelante con el grafo original (a) y
hacia atrás con el grafo invertido (b).
Propagación hacia atrás (backpropagation)
La propagación hacia atrás es un algoritmo para calcular las derivadas de los
parámetros de la red respecto del error. Dada una red 𝑓, un lote de ejemplos 𝑋 e
𝑌, y una función de error 𝑒, el objetivo de la propagación hacia atrás es calcular las
derivadas parciales de 𝐸 = 𝐸(𝑋, 𝑌, 𝑒) respecto a cada uno de los parámetros de la
red.
En la sección 2.2.3 definimos la propagación hacia adelante de la red. El algoritmo
de propagación hacia atrás obtiene este nombre por su funcionamiento, que comienza
con la última capa, la del error, y luego recorre las capas hacia atrás, en el orden inverso
al topológico. Por ende, el algoritmo utiliza una inversión del grafo original, que era
de propagación hacia adelante (Figura 2.29).
Para ello, el algoritmo trabaja por capas. Para cada capa 𝑖, con parámetros 𝑝𝑖, ten-






ra 2.30). Para ello, recibe la derivada del error respecto de su salida, es decir, 𝜕𝐸
𝜕𝑠𝑖
,
desde las capas a las cual alimenta, es decir, desde las capas conectadas a sus aristas
de salida. Estas derivadas tienen los siguientes objetivos:
𝜕𝐸
𝜕𝑠𝑖








es el resultado de este proceso, que luego se utilizará para optimizar la red.
𝜕𝐸
𝜕𝑒𝑖
se utiliza para que las capas anteriores también puedan realizar este proce-
so.
La regla de la cadena es el mecanismo que posibilita la propagación hacia atrás
entre las capas. Cada capa 𝑖, por ser derivable, puede calcular la derivada de la sa-




. Por ejemplo, en la sec-
ción 2.2.4 vimos justamente como calcular estos valores para las capas lineales. La















Figura 2.30: Propagación hacia adelante (a) y hacia atrás (b) para una capa arbitraria.
Si la capa 𝑖 tiene parámetros 𝑝𝑖 también se calcula
𝜕𝐸
𝜕𝑝𝑖
. Este valor no se propaga, pero
se almacena para ser utilizado por el proceso de entrenamiento.
sección 2.2.5 muestra las derivadas de las funciones de activación, que no son más
que los elementos de 𝜕𝑠𝑖
𝜕𝑒𝑖
; como las funciones de activación no tienen parámetros, no
es necesario calcular 𝜕𝑠𝑖
𝜕𝑝𝑖
, salvo por la función 𝑃𝑅𝑒𝐿𝑈.




, podemos utilizar la regla de la cadena dentro





















Para simplificar la presentación, en esta ecuación estamos asumiendo que la capa




pueden calcularse con una
sumatoria sobre todas las aristas de salida.
El algoritmo itera por cada una de las capas en orden inverso al topológico, co-
menzando por las capas de error, que en este caso deberían ser las de salida, y ter-
minando cuando se alcanzan las capas de entrada.
Por último, la derivada parcial 𝜕𝐸
𝜕𝑝𝑖
es un tensor con tantos elementos como 𝑝𝑖. Por
ende, el coste de memoria para almacenar todas las derivadas es el mismo que el
necesario para almacenar los parámetros de la red.
Descenso de gradiente
El algoritmo de propagación hacia atrás nos ofrece una manera eficiente de cal-
cular las derivadas del error promedio 𝐸 con respecto de cada uno de los parámetros
( 𝜕𝐸
𝜕𝑝𝑖
). Con esa información, podremosmodificar los parámetros 𝑝𝑖 de forma iterativa






























Figura 2.31: Valores de la propagación hacia adelante con el grafo original (a) y hacia
atrás con el grafo invertido (b).
hasta encontrar valores de los pesos que tengan un error bajo mediante el algoritmo
de Descenso de gradiente.
El término gradiente técnicamente se define como un tensor de derivadas parcia-
les. En este caso, es equivalente a lo que venimos llamando la derivada del error
respecto de los parámetros, con lo cual seguiremos utilizando esta nomenclatura.
El algoritmo de descenso del gradiente utiliza el hecho de que la derivada de una
función en un punto indica la dirección hacia la cual moverse a partir de ese punto
para incrementar el valor. El opuesto de la derivada nos indica la dirección óptima
para decrementar el valor de la función.
Podemos visualizar esta situación para una función de error con un parámetro
real (𝐸 ∶ 𝑅 → 𝑅) mediante la Figura 2.32.
La Figura 2.33 sugiere una analogía importante para comprender el descenso de
gradiente. Cada posición en el gráfico corresponde a un vector 2D que contiene una
combinación de los valores de los parámetros. La altura en cada posición indica el
error de esa combinación de parámetros. A cada posición además corresponde una
derivada, que también es un vector 2D, que indica la dirección a tomar para maxi-
mizar el error, partiendo de esa posición en particular.
De esta forma, partiendo de un valor inicial de los parámetros 𝑝𝑖, podemos calcu-
lar la derivada, y hacer un paso en la dirección en la que indica el opuesto de la deriva-
da. Podemos repetir este esquema 𝑛 veces, haciendo 𝑛 pasos o iteraciones. Repitiendo
𝑛 pasos o iteraciones este proceso, podemos llegar a un conjunto de parámetros fi-
nales (Figura 2.34). Como detallaremos más abajo, con una cantidad de iteraciones
suficiente, este error generalmente será bajo. El Algoritmo 1 presenta un pseudocó-
digo del algoritmo de descenso de gradiente. Las líneas 1 y 2 inicializan los pesos
con valores aleatorios. La línea 3 genera 𝐼 pasos del algoritmo. La línea 4 calcula la
propagación hacia atrás, obteniendo las derivadas de cada parámetro. Las líneas 5 y































Figura 2.32: Visualización de la función de error 𝐸(𝑝) para distintos valores de 𝑝. El
opuesto de la derivada en cada punto (−𝜕𝐸
𝜕𝑝





Figura 2.33: Visualización de la función de error 𝐸, y la derivada 𝜕𝐸
𝜕(𝑝1,𝑝2)
en un punto
repecto de los dos parámetros (flecha verde). Los ejes 𝑥 e 𝑦 indican el valor de los
parámetros 𝑝1 y 𝑝2. El eje 𝑧 indica el valor de la función de error promedio 𝐸.
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6 mueven los parámetros en la dirección opuesta al gradiente.
Algoritmo 1: Algoritmo de descenso de gradiente
Datos: Conjunto de ejemplos 𝑋 e 𝑌
Red con 𝐿 parámetros 𝑝1,… , 𝑝𝐿
Función de error 𝐸
Cantidad de iteraciones 𝐼
Resultado: Pesos finales de la red 𝑝1,… , 𝑝𝐿
1 for j ←1 to L:
2 𝑝𝑗 ←random();






= propagacionHaciaAtras(𝐸,𝑋, 𝑌, 𝑝1,… , 𝑝𝐿);
5 for j ←1 to L:




Tasa de aprendizaje 𝛼 En el Algoritmo 1, la línea 6 modifica un peso en base a su
gradiente. Dicha línea utiliza una variable 𝛼, que se conoce como tasa de aprendizaje,
que multiplica la derivada, cambiando su escala. De esta forma, se puede controlar





El gradiente indica la dirección de máximo crecimiento, pero para un valor de
𝑝𝑖 particular. Dicha dirección es de máximo crecimiento solo en un contorno infi-
nitesimal alrededor de 𝑝𝑖. Por ende, el tamaño de paso debe ser pequeño para que
el algoritmo funcione. Si el tamaño de paso es muy grande, la dirección pierde sig-
nificado, y el algoritmo dará pasos en falso. Por otro lado, valores de 𝛼 demasiado
pequeños causan actualizaciones pequeñas y el algoritmo requiere más iteraciones.
En general, se eligen valores pequeños de 𝛼, en el orden de 0.001.
Por último, el valor 𝛼 es un ejemplo de un hiperparámetro, es decir, un valor que
se elige durante el diseño de la red pero no se optimiza con el descenso de gradiente.
Valor inicial de los parámetros El valor final de los parámetros depende de su va-
lor inicial. El valor inicial de los parámetros generalmente se elige de forma aleatoria.
De esta forma, podemos repetir el entrenamiento si el conjunto de parámetros finales
no tiene un error suficientemente bajo. Existen varios esquemas de inicialización de
parámetros, los cuales están fuera del alcance de este texto [GBC16]. En general, es-
tos esquemas asignan valores muy pequeños para los parámetros iniciales, y buscan
posicionarlos en un punto del espacio de parámetros bueno, para que el aprendizaje













Figura 2.34: Visualización de los pasos del descenso de gradiente hasta su conver-
gencia en un gráfico 3D. Los ejes 𝑥 e 𝑦 indican el valor de los parámetros 𝑝1 y 𝑝2. El
eje 𝑧 indica el valor de la función de error promedio 𝐸.
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Figura 2.35: (a) Función de error convexa, donde el único mínimo es el local, y las
derivadas siempre indican la dirección de este mínimo. (b) Función de error no con-
vexa, con múltiples minimos (locales) y un único mínimo global.
de la red sea corto y alcance un error bajo con los parámetros finales.
Tipos de funciones de error Las funciones de error a optimizar se pueden clasificar
en funciones convexas y no convexas (Figura 2.35).
Las primeras resultan fáciles para optimizar ya que tienen un solo mínimo, lla-
mado mínimo global. El entrenamiento utilizando descenso de gradiente y un valor
de 𝛼 suficientemente chico tiene garantizada la convergencia para funciones conve-
xas. De esta forma siempre alcanzan el mínimo global sin importar en qué valores
fueron inicializado los parámetros.
Las funciones que no son convexas pueden tener varios mínimos, de los cuales
uno o varios serán los mínimos globales, y el resto serán mínimos locales. Los mí-
nimos locales son conjuntos de parámetros cuyo valor de error asociado es menor
que el de todo su entorno. En algunos casos, el valor de error es bajo, y por ende el
mínimo local es una solución útil. En otros casos, el valor de error es inaceptable,
y el mínimo local no es una solución útil. Estos casos suelen denominarse mínimos
locales buenos y malos, respectivamente (Figura 2.36). En general, los problemas de
optimización con mínimos locales son mucho más difíciles de resolver con descenso
del gradiente. Este algoritmo depende de la derivada del error, que tiene valor cero
en los mínimos. Si la derivada del error es cercana a cero, entonces el descenso de
gradiente realizará pasos muy chicos, y por ende el algoritmo puede atascarse en un
mínimo local malo.
La función de error de las redes neuronales casi nunca es convexa. Afortunada-
mente, al utilizar redes con miles o millones de parámetros, un diseño de red apro-
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Figura 2.36: Función de error con variosmínimos. Elmínimo global (azul) es elmejor
error posible. No obstante, podemos considerar que otros mínimos locales también
son soluciones aceptables (verde), y mientras otros tienen un valor de error dema-
siado alto (rojo).
Figura 2.37: Una función de error típica de una red neuronal. Hay varios mínimos
locales cuyo valor de error es similar, por ende desde el punto de vista del error son
equivalentes.
piado para el problema y una buena inicialización de los parámetros, la mayoría de
los mínimos locales que se encuentran durante el entrenamiento son mínimos lo-
cales buenos (Figura 2.37). Es decir, las funciones de error de las redes neuronales
típicamente contienen una gran cantidad de mínimos locales cuyo error es similar, y
por ende representan soluciones equivalentes.
Convergencia del descenso de gradiente Si bien las redes neuronales son mode-
los de aprendizaje automático y por ende rara vez se puede lograr que su error sea
cero, se considera que una red converge cuando su error deja de cambiar significati-
vamente.
En el Algoritmo 1 se utiliza una cantidad máxima de iteraciones como criterio de
terminación del algoritmo de descenso de gradiente. En varios dominios, la cantidad
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iteraciones que requiere el algoritmo para converger se conoce de forma aproximada,
y por ende este esquema es suficiente.
En otros casos, no se puede determinar a priori la cantidad aproximada de itera-
ciones necesarias. Así, otro criterio de terminación posible del algoritmo de descenso
de gradiente consiste en monitorear el error de cada iteración, y finalizar el entrena-
miento cuando la diferencia entre el error de una iteración y la anterior sea menor a
un umbral, que generalmente es un valor pequeño como 0.001.
No obstante, estos criterios son complementarios, y generalmente se combina el
criterio del error con una cantidad máxima iteraciones, de modo de limitar el costo
computacional máximo del algoritmo. En ambos casos, no obstante, es una buena
práctica registrar la evolución del error de la red para cada iteración para comprender
su dinámica de aprendizaje y la cantidad de iteraciones que precisa para converger.
Descenso de gradiente estocástico
El algoritmo descenso de gradiente nos permite optimizar la red para un lote de
ejemplos (𝑋, 𝑌) fijos. No obstante, si tenemos un conjunto de datos de millones de
ejemplos, no será posible propagar por la red todos los ejemplos al mismo tiempo,
por lo mencionado en la sección 2.2.10.
Es posible modificar el algoritmo de propagación hacia atrás para funcionar por
lotes, de modo que podamos calcular las derivadas de la red respecto al error pro-
medio de millones de ejemplos. Este esquema se conoce como entrenamiento batch.
No obstante, de esa forma se desperdiciaría mucho poder de cómputo, ya que pa-
ra realizar el cálculo de las derivadas no es necesario utilizar tantos ejemplos para
obtener significancia estadística.
Un esquema más balanceado consiste en realizar descenso de gradiente de for-
ma estocástica. En este esquema el entrenamiento se realiza por lotes, de la misma
forma que en la evaluación de las redes. El entrenamiento se organiza en épocas; en
cada época, la red se entrena con todos los ejemplos del conjunto de entrenamien-
to. Para ello, el conjunto de entrenamiento se divide en lotes, ordenados de alguna
forma. Cada lote corresponde a una iteración dentro de la época. En cada iteración
entonces se realiza una actualización de los pesos de la red utilizando una aplicación
de descenso de gradiente. Entre dos iteraciones consecutivas los pesos se modifican,
con lo cual la propagación hacia atrás se realiza nuevamente en cada iteración/lote.
El algoritmo se denomina estocástico porque el lote varía en cada actualización de
pesos, a diferencia del caso anterior en el cual se realiza una actualización por cada
época.
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La elección del tamaño de lote permite encontrar un balance entre significancia
estadística y eficiencia computacional. Por un lado, un lote podría tener un solo ejem-
plo. Entrenar la red con este lote sería un ejemplo de entrenamiento online, ya que en
cada época actualizaríamos los pesos una vez por cada ejemplo. En este caso el valor
de las derivadas sería casi aleatorio y muy probablemente inútil, ya que optimizar
la red para un ejemplo a la vez dificulta la generalización, dado que los pesos de un
ejemplo particular puede que no sean de utilidad para otro ejemplo. Por otro lado,
el lote podría consistir en todos los ejemplos del conjunto entrenamiento, con lo cual
volvemos al esquema anterior de entrenamiento batch.
En general, los tamaños de lotes usuales para el descenso de gradiente estocás-
tico varían entre 8 y 512, dependiendo de la aplicación y la cantidad de memoria
disponible.
Regularización
Hay dos esquemas básicos de regularización que se suelen utilizar en las redes
neuronales: regularización L2, y decadencia de pesos.
La regularización L2 penaliza a la redes con pesos cuyos valores son muy altos
en magnitud. De esta forma, se logra que la red no sobre-ajuste al conjunto de entre-
namiento, ya que la penalización impone una restricción demagnitud sobre la salida
de las capas lineales. Para ello, en una red con pesos 𝑝𝑖 con 𝑖 = 1,… , 𝐿, se establece
la función de error regularizado 𝐸𝑟 según la Ecuación [2.13], donde |𝑝𝑖|
2 denota la
norma euclidiana al cuadrado del parámetro 𝑝𝑖.




El segundo término de 𝐸𝑟 es la penalización. Con esta función de error promedio,
el entrenamiento de la red a través de las derivadas naturalmente llevará a la misma
a buscar una solución con parámetros de baja magnitud.
Por otro lado, la decadencia de pesos es un algoritmo simple cuyo funcionamiento
básico es multiplicar a los pesos por un valor 𝛾 entre 0 y 1 en cada iteración. Los
valores de 𝛾 generalmente está muy cercanos a uno, como 0.99 o 0.999 9. Es decir, los
pesos se modifican en cada iteración de acuerdo a la Ecuación [2.14]:
𝑝𝑖 ← 𝑝𝑖 ∗ 𝛾 [2.14]
9En ocasiones, en lugar de especificar el valor 𝛾, se especifica el complementario 1 − 𝛾, de modo
que los valores de decadencia suelen ser cercanos a 0.
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De esta forma, obtenemos un resultado similar al de la regularización L2, pero
con un proceso demodificación de pesos paralelo al del entrenamiento. No obstante,
en varios casos ambos esquemas de regularización son equivalentes [GBC16].
2.2.12. Librerías de Redes Neuronales
Existen diversas librerías que facilitan la implementación de redes neuronales.
Las más conocidas y utilizadas actualmente son Tensorflow [Aba+16] y Pytorch
[Pas+19]. Estas librerías permiten especificar un grafo de computaciónmediante có-
digo del lenguaje Python, a distintos niveles de abstracción, ya sea con operaciones
de bajo nivel entre tensores, o definiendo directamente capas lineales y funciones de
activación mediante clases específicas.
La ventaja de utilizar librerías como estas radica en que establecen un lenguaje
común para toda la comunidad que utiliza modelos de redes neuronales. Además,
las operaciones básicas se encuentran optimizadas, y permiten ejecutar elmismomo-
delo en distintos dispositivos, como CPUs o GPUs. Por último, para la mayoría de
operaciones las librerías permiten sólo especificar el cálculo de la etapa de prepara-
ción hacia delante, es decir, diseñar la salida de la red, y proveen una implementación
automatizada de la etapa de propagación hacia atrás para calcular las derivadas del
error respecto de los parámetros. Por eso mismo también permiten utilizar varios
algoritmos de optimización de forma intercambiable.
2.2.13. Resumen
En esta sección detallamos los aspectos básicos de las redes neuronales, en tér-
minos de su diseño, considerando su topología y los tipos de capas más usuales:
lineales y funciones de activación.
Además, desarrollamos el algoritmo de entrenamiento más utilizado por las re-
des, compuesto por la propagación hacia atrás y el descenso de gradiente. Por último,
comentamos sobre la evaluación por lotes, esquemas de regularización y librerías
para implementar las redes.
A continuación, describimos capas específicas para trabajar con imágenes, que
permiten construir Redes Neuronales Convolucionales.
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2.3. Redes Convolucionales
Las redes neuronales presentadas en la sección sección 2.2 que utilizan capas
lineales y funciones de activación permiten crear modelos para todo tipo de datos
que puede codificarse como un vector de entrada.
No obstante, los datos de tipo imagen se codifican como un tensor 𝑡 de tres di-
mensiones 𝐻,𝑊 y 𝐹 (𝑡 ∈ 𝑅𝐻×𝑊×𝐹), donde 𝐻 y𝑊 representan el alto y el ancho, y 𝐹
la cantidad de canales. Para imágenes en escala de grises, la dimensión 𝐹 suele tener
tamaño uno; para imágenes a color en RGB, 𝐹 suele tener tamaño tres. Entonces, una
imagen a color de 4 pixeles de alto y 8 de ancho se codificará como un tensor con
dimensiones (4, 8, 3). En general, una imagen puede tener una cantidad de canales 𝐹
arbitrarios. Cada una de las 𝐹matrices de tamaño (𝐻,𝑊) también se conocen como
mapas de características o feature maps (FMs) (Figura 2.38).
Figura 2.38: Una imagen formada por varios mapas de características. Cada mapa
de características tiene tamaño (𝐻,𝑊); en este caso en particular, la imagen tiene 4
mapas de características (FMs) cada uno de tamaño (6, 6)
La estructura espacial y canales de imagen impide su fácil procesamiento utili-
zando las capas lineales que vimos anteriormente. Para procesar una imagen con
estas capas debemos convertirla previamente a un vector, es decir un tensor con una
sola dimensión. Para ello, existe la operación o capa de aplanamiento, que describi-
mos a continuación.
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(a) (b) (c) (d)
Figura 2.39: Imagen original (a) procesada con un filtro de paso alto horizontal (b),
vertical (c) y de ambos lados (d).
2.3.1. Capa de aplanamiento (Flatten)
La capa de vectorización o aplanamiento (Flatten), convierte un tensor de dimen-
siones arbitrarias (𝐷1, 𝐷2,… ,𝐷𝑘) en un tensor con una sola dimensión, es decir, un
vector. Para ello, simplemente se calcula la cantidad de valores individuales del ten-
sor 𝐷 = 𝐷1 × 𝐷2 ×⋯ ×𝐷𝑘, y se modifica el tipo del tensor a un vector de tamaño 𝐷.
En la mayoría de los casos, no es necesario ningún tipo de copia de memoria, ya que
es una cuestión de considerar a los mismos elementos del tensor original con otra
organización. El orden de los elementos en el nuevo vector generalmente depende
de la implementación, de acuerdo a como se almacenaba el tensor original.
Por ejemplo, en el caso de la imagen de dimensiones (4, 8, 3), el aplanamiento da
como resultado un vector de dimensiones (96) = (4×8×3). De esta forma, se puede
utilizar una capa lineal para procesar una imagen.
2.3.2. Capas Convolucionales
Si bien la combinación de capas de aplanamiento y lineales permite procesar imá-
genes, dicho procesamiento será poco eficiente y eficaz, debido a que ignora la estruc-
tura espacial de la imagen. Dicha estructura permite utilizar operaciones especiales
para imágenes que aprovechan la localidad espacial y la estructura en canales.
En este caso, la operación que utilizaremos es la convolución 2D, que permite
aplicar un mismo filtro en distintas ubicaciones espaciales de la imagen. Las salidas
de la aplicación de filtro se organizan espacialmente a partir de la imagen de entrada
para generar una imagen resultante. La convolución permite detectar características
de las imágenes de entrada y resaltarlas en la imagen resultante (Figura 2.39). Los
filtros también se conocen con el nombre de núcleos o kernels.
La convolución 2D está definida en general para dos señales 𝑥 y 𝑓 como:
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(a) (b) (c) (d)
Figura 2.40: Esquema del cálculo de la operación de convolución 2D con un filtro de
3 × 3 y una imagen de 4 × 4 [DV16].







𝑓 [𝑚, 𝑛] ⋅ 𝑥 [𝑖 + 𝑛, 𝑗 + 𝑚] [2.15]
En la Ecuación [2.15], la señal 𝑦 es la imagen de salida, la señal 𝑥 es la imagen de
entrada y la señal 𝑓 es el filtro.
Para cada posición de salida [𝑖, 𝑗], la convolución combina los valores de la entra-
da y el filtro, para producir una salida transformada.
Esta definición asume que las señales son infinitas, pero en la práctica lidiamos
con imágenes y filtros digitales con soporte finito, es decir, con matrices de tamaño
(𝐻,𝑊). Como mencionamos antes, las imágenes tienen varios canales, por lo cual el
tensor que representa una imagen tiene dimensiones (𝐻,𝑊,𝐶); no obstante, dado
que sólo dos dimensiones son espaciales, las seguimos llamando convoluciones 2𝐷.
Por ende, a continuación definiremos las convoluciones en términos de estos tenso-
res.
Una convolución recibe 𝑐𝑥 mapas de características, es decir, una imagen de di-
mensiones (ℎ𝑥, 𝑤𝑥, 𝑐𝑥). Además, recibe un filtro de tamaño (ℎ, 𝑤, 𝑐𝑥) y genera como
resultado un solo FM 𝑦 de tamaño (ℎ𝑦, 𝑤𝑦), donde ℎ𝑦 = ℎ𝑥−ℎ+1 y𝑤𝑦 = 𝑤𝑥−𝑤+1).
La Figura 2.40 muestra un esquema de esta operación, y el Listado 2.1 muestra un
ejemplo de su implementación en Python.
1 import numpy as np
2 def conv2d(f, x):
3 # 'f': el vector de pesos o coeficientes del filtro
4 # 'x': imagen de entrada
5
6 h_x,w_x,c_x = x.shape #alto, ancho y canales
7 h,w,c = w.shape #alto, ancho y canales
8 assert c == c_x
9 assert impar(h) and impar(w)
10
2.3. REDES CONVOLUCIONALES 85
11 # Calcular dimensiones de salida
12 h_y = h_x - h + 1 #Alto de la matriz de salida (imagen)
13 w_y = w_x - w + 1 #Ancho de la matriz de salida (imagen)
14 #Vector de salida (un sólo feature map)
15 y = np.zeros( (h_y,w_y) )
16
17 for i in range(w_y):
18 for j in range(w_y):
19 x_window=x[i:i+h,j:j+w,:]
20 y[i,j] = (w*x_window).sum()
21 return y
Algoritmo 2.1: Operación de convolución
Las capas convolucionales tienen 𝑓𝑦 filtros. Por cada filtro se realiza una ope-
ración de convolución distinta. La capa convolucional recibe la imagen de tamaño
(ℎ𝑥, 𝑤𝑥, 𝑐𝑥), y aplica cada uno de los 𝑓𝑦 filtros por separado a dicha entrada. Así se
obtienen 𝑓𝑦 imágenes de tamaño (ℎ𝑦, 𝑤𝑦), que se juntan para formar la imagen de
salida con tamaño (ℎ𝑦, 𝑤𝑦, 𝑓𝑦) (Listado 2.2).
1 import numpy as np
2 def conv2d_capa(fs, x):
3 # 'ws': Tensor de pesos o coeficientes del filtro
4 # 'x': imagen de entrada
5
6 h_x,w_x,c_x = x.shape # alto, ancho y canales
7 f_y,h,w,c = f.shape #cantidad de filtros, y su alto, ancho y canales
8
9 # Calcular dimensiones de salida
10 h_y = h_x - h + 1 #Alto de salida
11 w_y = w_x - w + 1 #Ancho de la salida
12 #Salida (f_y feature maps)
13 y = np.zeros( (h_y,w_y,f_y) )
14
15 # Calcular convoluciones de cada filtro
16 for i in range(F):
17 y[:,:,i]= conv2d(ws[i],x)
18 return y
Algoritmo 2.2: Operación de la capa de convolución
Las capas convolucionales tienen una gran ventaja frente a los filtros diseñados
por un experto. Los coeficientes o pesos de sus filtros son parámetros de la red, y se
aprenden también mediante propagación hacia atrás y descenso del gradiente.
86 CAPÍTULO 2. MARCO TEÓRICO
(a) (b) (c) (d)
Figura 2.41: Esquema del cálculo de la operación de convolución 2D con un filtro de
3 × 3 y una imagen de 5 × 5 con relleno de 2 pixeles de cada lado. [DV16]
Convoluciones con relleno (Padding)
El tamaño espacial de la salida de las convoluciones generalmente es menor al
de la entrada. Como las imágenes son de tamaño finito, los filtros convolucionales
no pueden ser aplicados en los bordes de las mismas, y la salida pierde píxeles en
los bordes. Dado que en general preferimos que los tamaños de las imágenes sean
potencias de 2, por temas de eficiencia y simplicidad, este fenómeno genera incon-
veniencias.
Las convoluciones con relleno intentan paliar esta inconveniencia agrandando la
imagen previo a la convolución. Para ello se rellenan los bordes, agregando píxeles
arriba, abajo, a la izquierda y a la derecha de la imagen (Figura 2.41). La cantidad que
se agrega se expresa como la cantidad de filas o columnas que se agrega en un lado
en particular, sino en términos de píxeles o de filas o columnas totales. Los píxeles
agregados generalmente tienen un valor fijo que suele ser cero, pero también pueden
utilizarse los píxeles del borde de la imagen original duplicados en forma de espejo.
En cualquier caso, dada una imagen de tamaño (𝐻,𝑊), si se rellena con 𝑟ℎ y 𝑦𝑤
píxeles, se obtiene una imagen de tamaño (𝐻 + 2𝑟ℎ,𝑊 + 2𝑟𝑤).
Generalmente, el tamaño de relleno R se elige en conjunto con el tamaño de los
filtros convolucionales. Si es filtro tiene tamaño (ℎ, 𝑤), entonces quitará a la imagen
(ℎ − 1)/2 pixeles arriba y abajo, y (𝑤 − 1)/2 a la izquierda y a la derecha. Por ende,
si el relleno se elige como 𝑟ℎ = (ℎ − 1)/2 y 𝑟𝑤 = (𝑤 − 1)/2, el tamaño de la imagen
de salida sea igual que el de la imagen de entrada.
Convoluciones espaciadas (Strided Convolutions)
Las convoluciones anteriores se realizan de forma densa, es decir, excepto por los
bordes, por cada dimensión espacial de la imagen de entrada se genera una dimen-
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(a) (b) (c) (d)
Figura 2.42: Esquema del cálculo de la operación de convolución 2D con un filtro de
3 × 3 y una imagen de 5 × 5 con 𝑝𝑎𝑠𝑜 = 2 [DV16].
sión espacial correspondiente en la imagen de salida.
Las convoluciones espaciadas o con 𝑝𝑎𝑠𝑜 ≠ 1 permiten que los filtros no se apli-
quen con cada par de índices espaciales de la entrada, sino que se salteen algunos.
En general, se suele utilizar 𝑝𝑎𝑠𝑜 = 2, de forma que los FMs se escalan a la mitad del
tamaño (Figura 2.42), pero también es posible utilizar valores de 𝑝𝑎𝑠𝑜 mayores a 2.
El Listado 2.3 muestra una implementación posible de esta operación sobre un solo
FM.
1 import numpy as np
2 def conv2d_paso(f, x, h_paso,w_paso):
3 # 'f': el vector de pesos o coeficientes del filtro
4 # 'x': imagen de entrada
5 # 'h_paso': el tamaño de paso vertical para las convoluciones
espaciadas
6 # 'w_paso': el tamaño de paso horizontal para las convoluciones
espaciadas
7
8 h_x,w_x,c_x = x.shape #alto, ancho y canales
9 h,w,c = w.shape #alto, ancho y canales
10 assert c == c_x
11 assert impar(h) and impar(w)
12
13 # Calcular dimensiones de salida
14 h_y = ((h_x - h)//h_paso) + 1 #Alto de la matriz de salida (imagen)
15 w_y = ((w_x - w)//w_paso) + 1 #Ancho de la matriz de salida (imagen)
16 #Salida (un sólo feature map)
17 y = np.zeros( (h_y,w_y) )
18
19 for i in range(h_y):
20 i_paso = i*h_paso
21 for j in range(w_y):
22 j_paso = j*w_paso
23 x_window=x[i_paso:i_paso+h,j_paso:j_paso+w,:]
24 y[i,j] = (w*x_window).sum()
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Figura 2.43: Cálculo de la operación de convolución 2D con filtros de tamaño 1 × 1.
25 return y
Algoritmo 2.3: Operación de convolución
Convoluciones 1 × 1
Las convoluciones 1 × 1 son un caso especial de las convoluciones, que utilizan
filtros cuyo tamaño espacial no les permite filtrar un pixel junto con sus vecinos.
No obstante, estas convoluciones si actúan en la dimensión de canales, ya que el
filtro tiene tamaño 1 × 1 × 𝑐𝑥 si hay 𝑐𝑥 canales en el FM de entrada. Como las capas
convolucionales utilizan 𝑐𝑦 filtros para generar 𝑐𝑦 FMs de salida, entonces dichas
capas con convoluciones 1×1 permiten generar combinaciones lineales de los filtros
existentes para generar nuevos. Esta combinación lineal es aprendida, ya que los
coeficientes del filtro son parámetros de la red.
La Figura 2.43 ejemplifica el funcionamiento de estas convoluciones. En ocasio-
nes, este tipo de convoluciones se utiliza para obtener más FMs de salida que los de
entrada, o viceversa según el problema.
2.3.3. Capas de Agrupamiento (Pooling)
Las capas de agrupamiento permiten reducir la dimensionalidad de las repre-
sentaciones internas de la red, y generalmente se utilizan sobre los FMs.
La capa de agrupamiento más conocida es la de Agrupamiento Espacial, que
permite reducir el tamaño espacial de los FMs. Por otro lado, las capas de Agrupa-
miento Global permiten eliminar completamente las dimensiones espaciales de los
2.3. REDES CONVOLUCIONALES 89
Figura 2.44: Cálculo de la operación de MaxPooling con ventanas de tamaño 2 × 2.
FMs, y obtener un vector resultante de manera similar a la operación de las capas de
Aplanado. A continuación, describimos en más detalle ambas operaciones.
Agrupamiento espacial (Spatial Pooling)
Las capas de Agrupamiento Espacial permiten reducir el tamaño espacial de los
feature maps, de modo de reducir la dimensionalidad. Esta operación suele ser ne-
cesaria por dos motivos. Por un lado, la aplicación de varios filtros convolucionales
sobre los FMs de entrada suele tener un efecto similar al de la aplicación de varios
filtros gaussianos; la resolución efectiva de los objetos decrece, mientras que la reso-
lución de la imagen se mantiene constante. Al mismo tiempo, para mantener cons-
tante el coste computacional y de memoria pero incrementar la eficacia del modelo,
es preferible achicar el tamaño de cada FM pero incrementar su cantidad.
De este modo, las capas de Agrupamiento Espacial simplemente son una ver-
sión derivable de operaciones de escalado de imágenes. En particular, una variante
popular es el Agrupamiento por Máximo o MaxPooling. Esta operación trabaja de
forma separada con cada FM. MaxPooling achica el tamaño espacial del FM de en-
trada dividiéndolo en ventanas, que son reemplazadas por el máximo de esa venta-
na el FM de salida (Figura 2.44). El Listado 2.4 muestra una posible implementación
de esta operación. También, existen otras variantes que utilizan otras funciones de
agregación en lugar del máximo, como la suma, producto, mínimo, media, etc. Su
implementación es similar, excepto por la línea 23 del Listado 2.4
1 import numpy as np
2 def max_pooling(x, h_paso,w_paso,h,w):
3 # 'h_paso': tamaño de paso vertical
4 # 'w_paso': tamaño de paso horizontal
5 # 'h': tamaño de la ventana vertical
6 # 'w': tamaño de la ventana horizontal
7 # 'x': imagen de entrada (c feature maps)
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8
9 h_x,w_x,c = x.shape #alto, ancho y canales
10
11 # Calcular dimensiones de salida
12 h_y = ((h_x - h)//h_paso) + 1 #Alto de la matriz de salida (imagen)
13 w_y = ((w_x - w)//w_paso) + 1 #Ancho de la matriz de salida (imagen)
14 #Salida (c feature map)
15 y = np.zeros( (h_y,w_y,c) )
16
17 for k in range(c):
18 for i in range(h_y):
19 i_paso = i*h_paso
20 for j in range(w_y):
21 j_paso = j*w_paso
22 x_window=x[i_paso:i_paso+h,j_paso:j_paso+w,:]
23 y[i,j,k] = x_window.max()
24 return y
Algoritmo 2.4: Operación de la capa de Agrupamiento por Máximo (MaxPooling)
Agrupamiento global (Global Pooling)
El Agrupamiento Global es un caso extremo del espacial en el cual todas las di-
mensiones espaciales desaparecen. Su objetivo es similar al de las capas de Flatten,
pero en lugar utilizar todos los elementos originales de los FMs de entrada, para cada
FM calcula una función de agregación de los valores en sus dimensiones espaciales
(alto y ancho).
De esta forma, si la entrada es un conjunto de 𝑐 FMs, la salida es un vector de
𝑐 elementos, donde cada elemento tiene, por ejemplo, el promedio de los valores
de cada FM (Figura 2.45). El Listado 2.5 muestra una posible implementación de
este caso, que se conoce como Agrupamiento Global con Promedio o Global Average
Pooling (GAP).
1 import numpy as np
2 def global_average_pooling(x):
3 # 'x': imagen de entrada
4 h,w,c = x.shape #alto, ancho y canales
5 y = np.zeros( c ) # Vector de salida
6
7 for i in range(c):
8 # promedio de las dimensiones espaciales
9 y[i]= x[:,:,c].mean()
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Figura 2.45: Cálculo de la operación de GlobalAveragePooling.
10 return y
Algoritmo 2.5: Operación de la capa de Agrupamiento Promedio Global
(GlobalAveragePooling)
El GAP se suele utilizar en combinación con una convolución 1 × 1 para generar
puntajes por clases. Para un problema con𝐶 clases, la convolucion 1×1 primero cam-
bia la cantidad de FMs a𝐶, obteniendo un conjunto de featuremaps con dimensiones
(𝐻,𝑊,𝐶). Luego, el GAP elimina las dimensiónes (𝐻,𝑊), obteniendo un vector con
𝐶 elementos de puntajes por clase.
2.3.4. Resumen
En esta sección detallamos los aspectos básicos de las redes neuronales convolu-
cionales. Introducimos las capas convolucionales, que aplican un filtro aprendido a
su entrada para determinar automáticamente sus características. Consideramos al-
gunas variaciones de dicha operación, como la convolución con relleno, espaciada o
1 × 1.
También comentamos el funcionamiento de las capas de Agrupamiento o Poo-
ling, tanto las espaciales, de las cuales la de MaxPooling es la más conocida, y las
globales, ejemplificadas por Global Average Pooling.
A continuación, describimos algunos modelos de redes convolucionales conoci-
dos que serán utilizados luego en las distintas contribuciones de esta tesis.
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2.4. Modelos de Redes Convolucionales
En esta sección realizamos un resumen de las arquitecturas de redes convolucio-
nales utilizadas en los análisis y experimentos de esta tesis.
Describiremos un modelo convolucional simple llamado SimpleConv, que es una
variación de LeNet. Por otro lado, también resumimos las características principales
de otros modelos más complejos que utilizamos en los experimentos: AllConvolu-
tional, VGG, Inception-v3 y ResNet. Estos modelos han demostrado su desempeño
en problemas de procesamiento de imágenes y visión por computadora en conjuntos
de datos conocidos, comoMNIST, CIFAR10 e ImageNet. Además, cada uno ha incor-
porado alguna propiedad particular que lo ha distinguido de modelos anteriores.
2.4.1. LeNet y SimpleConv
El modelo LeNet [LeC+98] fue propuesto en 1998, para resolver problemas de
reconocimiento óptico de caracteres, así como letras escritas a mano en documentos.
Es uno de los primeros modelos convolucionales y una línea de base común para el
campo de las CNNs.
Su arquitectura consiste simplemente en capas convolucionales 2D estándar, con
max-pooling para reducir la dimensión espacial y una cabeza de clasificación con
dos capas lineales (Figura 2.46).
Figura 2.46: Diagrama de la arquitectura LeNet.
SimpleConv es una variante de LeNet que tiene un buen desempeño en MNIST
y CIFAR10 (sección 2.5), pero al mismo tiempo es una red simple y eficiente, ya
que como LeNet sólo está compuesta de capas convolucionales y max-pooling (Fi-
gura 2.47). Todos los filtros convolucionales son de tamaño 3×3. 𝐹 representa la can-
tidad de filtros o feature maps de las capas convolucionales. 𝐹 es un parámetro que
se ajusta para las distintas bases de datos, pero sus valores usuales son 32, 64 o 128.
𝐿 es la cantidad de salidas de la capa lineal. 𝐶 es la cantidad de clases de la salida.
La función de activación por defecto es ELU.
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Figura 2.47: Diagrama de la arquitectura SimpleConv.
2.4.2. AllConvolutional
La arquitectura AllConvolutional [Spr+15] está basada en utilizar solo capas
convolucionales. Por ende, se remueven las capas de max-pooling, y se reemplazan
con capas convolucionales con 𝑝𝑎𝑠𝑜 = 2 para achicar el tamaño espacial de los fea-
ture maps. Además, las capas lineales se reemplazan por una operación llamada
Global Average Pooling (sección 2.3) que reemplaza las dimensiones espaciales de
cada feature map por su promedio, y de esa forma puede convertir feature maps en
puntuaciones de clase.
La Figura 2.48 muestra un diagrama de la arquitectura. Como en el caso de Sim-
pleConv, 𝐹 es la cantidad de filtros convolucionales, 𝐿 la dimensión de la capa lineal,
y 𝐶 la cantidad de clases. El hiperparámetro 𝑘 de las capas convolucionales indica el
tamaño del kernel.
2.4.3. VGG
La redVGGfue desarrollada en 2013 para la competencia LSVRC [SZ14]. Su prin-
cipal contribución fue proveer evidencia a favor de apilar varias capas convolucio-
nales con pequeños filtros de 3 × 3 en lugar de los diseños con filtros de tamaños
mayores (5 × 5 o 7 × 7). Al apilar varios filtros pequeños se puede aproximar filtros
grandes de formamás eficiente; este razonamiento es similar a la aplicación sucesiva
de filtros gaussianos.
Por ende, la red consiste en una gran cantidad de filtros convolucionales de 3×3,
apilados en grupos de 2 o 3 capas, con capas max-pooling entre ellos. La cabeza de
clasificación consiste en dos capas lineales de 4096 salidas, y una capa lineal final de
clasificación.
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Figura 2.48: Diagrama de la arquitectura AllConvolutional [Spr+15]. En lugar de
las capas max-pooling, se encuentran convoluciones espaciadas con 𝑝𝑎𝑠𝑜 = 2. La
cabeza de clasificación consiste en una capa de Global Average Pooling seguida por
la tradicional Softmax.
Figura 2.49: Diagrama de la arquitectura VGG, con los filtros apilados y capas max-
pooling entre ellas. [SZ14]
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Figura 2.50: Diagrama de un bloque Inception. Los 4 caminos distintos promueven
la diversidad de representaciones y filtros. Las convoluciones 1 × 1 antes de las con-
voluciones 3 × 3 y 5 × 5 son el cuello de botella [Sze+15a].
La gran cantidad de parámetros le otorga al modelo mucha potencialidad. No
obstante, tanto su entrenamiento como su evaluación sonmuy costosos computacio-
nalmente, además de utilizar una gran cantidad de memoria.
2.4.4. Inception
La arquitectura Inception [Sze+15a; Sze+15b] fue introducida en 2014. Original-
mente se llamóGooLeNet pero las nuevas versiones se denominaron Inception-vN,
donde N es la versión específica.
La contribución principal del modelo es el diseño de bloques Inception. Dichos
bloques incluyen una capa que funciona como cuello de botella. El cuello de botella
se aplica mediante convoluciones de tamaño de kernel 1×1, que reducen la cantidad
de canales antes de aplicar kernels de tamaños espaciales mayores. Además, se utili-
zan distintos caminos en el bloque, de modo de promover la diversidad de represen-
taciones. Finalmente, los resultados de cada camino se concatenan en la dimensión
de canales para formar la salida del bloque.
De esta forma, se logran extraer características a varios niveles de escala en el
mismo bloque del modelo. Los múltiples caminos, a través de cada bloque, dan po-
sibilidad a la red de lograr representaciones muy diversas a través del aprendizaje,
ya que los filtros 1 × 1 efectivamente funcionan como selectores o combinadores de
canales. La diversidad además ayuda a reducir el coste computacional de la red, ya
que se pueden codificar funciones más complejas usando la misma cantidad de pa-
rámetros.
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Figura 2.51: Diagrama de un bloque residual [He+16]. La entrada se combina con la
salida de la transformación mediante la función suma.
2.4.5. ResNet
Los modelos de redes con conexiones residuales (ResNet) [He+16] surgieron
en el año 2016. Las técnicas de bloques residuales que introdujeron permitieron el
entrenamiento y uso de redes mucho más profundas que lo que era posible en ese
entonces. Los bloques residuales transforman su entrada, pero tienen como salida fi-
nal la suma de la entrada y la transformación de la misma (Figura 2.51). Los bloques
se inicializan de forma tal que al comienzo del entrenamiento calculen la función
identidad. Luego, el entrenamiento entonces aprende a generar transformaciones a
partir de la entrada. De esta forma, si una capa no tuviese información para agregar,
puede simplemente retener los pesos correspondientes a la función identidad. Ade-
más, las conexiones residuales permiten el flujo de gradientes hacia la capa anterior
directamente. De esta forma, se logró entrenar modelos de redes neuronales con una
mayor cantidad de capas que las reportadas hasta ese entonces en el estado del arte
[He+16].
Por ende, la contribución más importante de esta arquitectura fue demostrar que
pueden entrenarse redes con cientos de capas utilizando técnicas conocidas y están-
dar como el descenso de gradiente estocástico.
Esta arquitectura también utiliza filtros convolucionales de 1 × 1 en los módulos
residuales para formar capas de cuello de botella como las vistas en la arquitectura
Inception. Esto ayuda a reducir la dimensionalidad en el módulo residual y luego
restaurarla. De este modo se puede igualar la cantidad de canales de la entrada con
la de la salida, un requisito para poder aplicar la función suma entre las dos salidas.
ResNet también utiliza Global Average Pooling, pero adiciona una capa lineal antes
de la capa final de clasificación Softmax.
2.4. MODELOS DE REDES CONVOLUCIONALES 97
2.4.6. Resumen
El auge de los modelos de Redes Neuronales Profundas ha generado una revo-
lución en el desempeño de los modelos de aprendizaje automático. En el caso de las
CNNs, existe una gran variedaddemodelos propuestos en los últimos años [Liu+17;
Kha+19].
No obstante, se destacan algunos modelos emblemáticos como LeNet, AllCon-
volutional, Inception, VGG y ResNet. Cada uno ha contribuido algún tipo de me-
jora a los modelos de CNN, que han elevado significativamente el estado del arte
anterior en cada ocasión[LeC+98; Spr+15; Sze+15a; SZ14; He+16; GBC16].
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2.5. Conjuntos de datos para clasificación de imágenes
En esta sección, presentamos algunas de las BDs utilizadas en los trabajos experi-
mentales de esta tesis. En particular, utilizamos las bases de datosMNIST y CIFAR10
para experimentos generales, y las BDs LSA16 y RWTH-PHOENIX-Weather especí-
ficas para la clasificación de formas de mano.
2.5.1. Conjuntos de datos conocidos para clasificación de imágenes
Las bases de datos MNIST y CIFAR10 son estándar en el área de clasificación de
objetos en imágenes y se han utilizado en numerosos experimentos y comparacio-
nes [GBC16]. Como estas BDs tienen baja resolución, permiten realizar experimentos
con mayor rapidez. Al ser bien conocidas y contener ejemplos reales, los resultados
que se obtengan sobre ellas son relevantes para la comunidad de aprendizaje auto-
mático.
MNIST
La base de datosMNIST 10 está formada por imágenes de dígitosmanuscritos (Fi-
gura 2.52). Es un subconjunto de la base de datos Formularios y Caracteres Impresos
Manualmente de NIST que publica el Instituto Nacional de Estándares y Tecnología
(NIST, por sus siglas en inglés) [LeC+98].
Contiene dos subconjuntos: uno de entrenamiento de 50 000 ejemplos y otro de
prueba de 10 000 ejemplos. La BD contiene 10 clases, una por cada dígito. Es una BD
balanceada, con 5000 ejemplos para cada clase para el entrenamiento, y 1000 para
prueba.
Los dígitos tienen un tamaño normalizado y están centrados en una imagen de
tamaño fijo (28×28). Las imágenes están codificadas en escala de grises. Los dígitos
están segmentados, con un fondo mayormente negro y el trazo en grises y blancos.
La tarea de clasificación que propone es relativamente sencilla actualmente, ya
que casi todos losmétodosmodernos obtienen una tasa de acierto del 99%o superior
en el conjunto de prueba [GBC16].
10Sitio oficial de la BD MNIST: http://yann.lecun.com/exdb/mnist
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Figura 2.52: Ejemplos aleatorios de la base de datos MNIST.
Figura 2.53: Ejemplos aleatorios de la base de datos CIFAR10.
CIFAR10
La base de datos CIFAR-10 11 consta de 60.000 fotos divididas en 10 clases (Figu-
ra 2.53). Fue creada por el Canadian Institute For Advanced Research (CIFAR). CIFAR-
10 es un subconjunto etiquetado de la BD 80 million tiny images [Kri+09]. El etique-
tado fue realizado por estudiantes como un trabajo asalariado.
Las clases incluyen objetos comunes como aviones, automóviles, aves, gatos, etc.
El conjunto de datos se divide de lamisma forma queMNIST, con 50.000 imágenes en
el conjunto de entrenamiento y los 10.000 restantes para el de prueba. Las imágenes
son a color, codificadas en RGB y su tamaño es de 32 x 32 píxeles. Los objetos no
están segmentados y tienen mucha diversidad, tanto en el fondo como en el objeto
en sí.
11Sitio oficial de CIFAR10: https://www.cs.toronto.edu/~kriz/cifar.html
100 CAPÍTULO 2. MARCO TEÓRICO
Figura 2.54: Imágenes del conjunto de datos RWTH-PHOENIX-Weather de formas
de mano.
La tarea de clasificación que propone es de dificultad mediana actualmente, ya
que la mayoría de los modelos modernos alcanzan una tasa de acierto de al menos
80%. Los modelos propuestos en los últimos años incrementan esa tasa hasta llegar
al 99% [TL19].
2.5.2. Conjuntos de datos para la clasificación de formas de manos
Existen diversos conjuntos de datos para la clasificación de formas de mano. A
continuación, describimos el conjunto RWTH-PHOENIX-Weather, generado a partir
de recortes de pronósticos climáticos, y LSA16, un conjunto de imágenes de formas
de mano utilizadas en la Lengua de Señas Argentina [Qui+16a].
RWTH-PHOENIX-Weather (RWTH)
El conjunto de datos de formas de mano RWTH-PHOENIX-Weather 12 de la uni-
versidad RWTHAACHEN contiene 3359 imágenes (Figura 2.54) de formas demano
de 45 clases distintas [KNB16]. Las imágenes fueron extraídas de otro conjunto de
datos del mismo nombre pero con videos de señas dinámicas [For+12]. Este último
conjunto fue presentado en 2012 y contiene recortes de programas de televisión en
donde intérpretes de la lengua de seña traducen reportes del estado del clima.
En 2014, los autores incrementaron el tamaño del conjunto con nuevos videos,
anotaciones de las posiciones de las manos y otros puntos de interés en las caras
de los intérpretes. Adicionalmente se agregaron notas sobre las distintas posturas y
formas de lasmanos que pueden ser utilizadas para tareas de clasificación de formas
de mano.
12Sitio oficial de RWTH-PHOENIX-Weather: https://www-i6.informatik.rwth-aachen.
de/~koller/1miohands-data/
2.5. CONJUNTOS DE DATOS PARA CLASIFICACIÓN DE IMÁGENES 101
Figura 2.55: Ejemplos de cada clase de la base de datos LSA16.
Es importante destacar que este conjunto de datos tiene un grave desbalance de
clases. Algunas de ellas tienen más de 200 ejemplos, mientras que otras menos que
5. Por ende, un preprocesamiento usual consiste en quitar las clases con 7 o menos
ejemplos, de modo que las clases resultantes son 30, y la nueva cantidad de ejemplos
se reduce muy ligeramente a unos 3289.
Base de datos de formas de mano de la Lengua de Señas Argentina (LSA16)
La base de datos de configuraciones de Lengua de Señas Argentina 13, creada con
el propósito de producir un diccionario de LSA y entrenar un traductor automático
de señas, contiene 800 imágenes en donde 10 sujetos realizaron 5 repeticiones de 16
tipos distintos de configuraciones demano utilizadas en distintas señas de dicho len-
guaje [Qui+16a]. Las configuraciones fueron elegidas dentro de las más utilizadas
en el léxico, y se pueden observar en la Figura 2.55. Cada configuración fue realizada
repetidamente en diferentes posiciones y diferentes rotaciones en el plano perpen-
dicular a la cámara, para generar mayor diversidad y realismo en la base de datos.
Los sujetos vistieron ropa negra, sobre un fondo blanco con iluminación contro-
lada, como se observa en la figura 2.56. Para simplificar el problema de segmentación
de la mano dentro de una imagen, los sujetos utilizaron guantes de tela con colores
fluorescentes en sus manos. Esto resuelve parcialmente pero de un modo muy efi-
caz el reconocimiento de la posición de la mano y carece de los problemas existentes
en los modelos de piel. Por otro lado, propone un artefacto simple y económico al
momento de realizar pruebas o confeccionar una aplicación real.
2.5.3. Resumen
Existenmúltiples bases de datos para clasificación de imágenes [GBC16].MNIST
yCIFAR10 sonBDs sumamente conocidas yutilizadas enmiles de trabajos [Kha+19].
13Sitio oficial de LSA16: http://facundoq.github.io/unlp/lsa16/
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Figura 2.56: Imágenes no segmentadas de la base de datos LSA16.
Ambas tienen una resolución de imagen pequeña, lo que permite realizar experi-
mentos complejos. La simplicidad del problema controlado planteado por MNIST y
el hecho de que CIFAR10 contenga imágenes naturales, así como el hecho de que am-
bas bases de datos tienen la misma distribución de ejemplos facilita la comparación
de modelos y comprensión de resultados.
Por otro lado, LS16 y RWTH-PHOENIX-Weather son bases de datos de imágenes
de formas demano reconocidas en el área [Oli18; Mas+18; KNB16]. Nuevamente, se
complementan debido a la naturaleza controlada de LSA16 y al realismo de RWTH-
PHOENIX-Weather, lo cual permite realizar diversos análisis.
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2.6. Invarianza y Equivarianza
Los modelos de aprendizaje automático y redes neuronales se utilizan en domi-
nios muy diversos. En algunos de ellos, se conocen a priori ciertos requerimientos
del modelo.
En ocasiones buscamos que unmodelo se comporte de una manera determinada
ante ciertos cambios de su entrada [DDFK16; Xie+17]. Por ejemplo, que ignore cier-
tas características de un objeto, o que cuantifique ciertos cambios del mismo. Como
casos particulares, podemos mencionar el reconocimiento de texturas en imágenes,
en el cual las transformaciones afines no afectan el tipo de textura. En la clasificación
de formas de mano, todas las transformaciones afines de cuerpo rígido (sin defor-
mar el objeto) tampoco deben afectar el reconocimiento. Por otro lado, dada una
red que calcule la orientación de un objeto, deseamos que las transformaciones de
orientación del objeto se reflejen de forma controlada en la salida de la red.
Estos requerimientos pueden formalizarse mediante los conceptos de invarian-
za, auto-equivarianza y equivarianza a las transformaciones. Las propiedades de in-
varianza o equivarianza nos permiten especificar como un modelo 𝑓 reacciona ante
transformaciones de la entrada 𝑥.
Coloquialmente, una red es invariante a un conjunto de transformaciones si su
salida no cambia cuando una de esas transformaciones se aplica a su entrada. Por
ejemplo, dada una red que clasifica imágenes, si el conjunto de transformaciones 𝑇
son las rotaciones de 0°, 90°, 180° y 270°, la red es invariante a 𝑇 si su clasificación (es
decir, su salida) siempre es la misma aún al aplicar cualquiera de estas rotaciones a
la imagen de entrada [DDFK16].
Formalmente, dada una transformación 𝑡, 𝑓 es invariante a 𝑡 si 𝑓 (𝑥) es igual que
𝑓 (𝑡(𝑥)) para todo 𝑥 del dominio de 𝑓 [DDFK16]. Esta propiedad debe cumplirse en-
tonces para toda posible entrada de 𝑓 (Ecuación [2.16]).
𝑓 (𝑡(𝑥)) = 𝑓 (𝑥) ∀𝑥 ∈ 𝐷𝑜𝑚(𝑓 ) [2.16]
Podemos generalizar esta noción a un conjunto 𝑇 = [ 𝑡1 … 𝑡𝑚 ] de 𝑚 transforma-
ciones, de forma de que si 𝑓 es invariante a 𝑇, entonces es invariante a toda transfor-
mación de 𝑇 (Ecuación [2.17]).
𝑓 (𝑡1(𝑥)) = 𝑓 (𝑡2(𝑥)) = ⋯ = 𝑓 (𝑡𝑚(𝑥)) ∀𝑥 ∈ 𝐷𝑜𝑚(𝑓 ) [2.17]
Asumiendo que la función identidad se encuentra dentro del conjunto 𝑇, lo cual
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es muy usual, la Ecuación [2.18] provee una definición equivalente de invarianza
que nos servirá mejor más adelante:
𝑓 (𝑡(𝑥)) = 𝑓 (𝑥) ∀𝑡 ∈ 𝑇,∀𝑥 ∈ 𝐷𝑜𝑚(𝑓 ) [2.18]
Como se observa en la Figura 2.57 (a), una función invariante produce la misma
salida para todas las transformaciones 𝑇 de su entrada.
La auto-equivarianza es una propiedad complementaria a la invarianza. Una fun-
ción es auto-equivariante si lamisma transformación 𝑡 puede ser aplicada a la entrada
o la salida de la función con el mismo resultado [DDFK16], como se muestra en la
Figura 2.57 (b).
𝑓 (𝑡(𝑥)) = 𝑡(𝑓 (𝑥)) ∀𝑡 ∈ 𝑇,∀𝑥 ∈ 𝐷𝑜𝑚(𝑓 ) [2.19]
La auto-equivarianza es una propiedad bastante rígida, ya que requiere la trans-
formación 𝑡 también esté definida para la salida de 𝑓, es decir, que 𝐼𝑚(𝑓 ) ⊂ 𝐷𝑜𝑚(𝑡).
La generalización de ambas propiedades es la equivarianza. Una función es equi-
variante a 𝑡 si su salida cambia de forma predecible cuando 𝑥 es transformado por
𝑡 [DDFK16]. Formalmente, es equivariante si existe una función 𝑡′ que es la con-
trapartida de 𝑡, y que actua en la salida de la función 𝑓 (Ecuación [2.20]). En esta
definición, 𝑡′ actúa sobre la salida 𝑓 (𝑥), mientras que 𝑡 actúa sobre la entrada 𝑥. Por
ende, la función 𝑡′ no necesita tener ningún tipo de similitud con 𝑡′, como en el caso
de la auto-equivarianza, ni está atada a ningúna restricción como en el caso de la
invarianza.
𝑓 (𝑡(𝑥)) = 𝑡(𝑓 (𝑥)) ∀𝑡 ∈ 𝑇, ∀𝑥 ∈ 𝐷𝑜𝑚(𝑓 ) [2.20]
La Figura 2.57 (c) muestra como transformaciones de rotación 𝑡 de la entrada
pueden corresponder a transformaciones de traslación 𝑡′ en la salida; en este caso, la
función es equivariante.
Analizar si una función 𝑓 es equivariante a una transformación 𝑡 que opera sobre 𝑥
requiere determinar la función 𝑡′ correspondiente que actúa en las salidas [LV15]. Una
condición suficiente para ello es que la función 𝑓 sea invertible. Las CNNs son aproxi-
madamente invertibles [Gil+17; LV15], por ende la existencia de 𝑡′ es muy probable,
al menos de forma aproximada. Por ende, analizar empíricamente la equivarianza
de una CNN puede ser difícil [LV15]
Por otro lado, podemos ver que la invarianza es un caso particular de equivarian-
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(a) Invarianza (b) Auto-equivarianza (c) Equivarianza
Figura 2.57: Ejemplos gráficos de invarianza, auto-equivarianza, y equivarianza de 𝑓
al conjunto de transformaciones 𝑇 = [𝑡1, 𝑡2, 𝑡3, 𝑡4] correspondientes a rotaciones de
[0∘, 90∘, 180∘, 270∘] respectivamente.
za en donde la función 𝑡′ es simplemente la función identidad, es decir 𝑡′(𝑥) = 𝑥. La
auto-equivarianza también es un caso particular de la equivarianza, en donde la fun-
ción que actúa sobre las entradas es la misma que la que actúa sobre las salidas, es
decir, 𝑡 = 𝑡′. Medir invarianza o auto-equivarianza no requiere estimar o determinar
𝑡′, y por ende estas propiedades son más factibles de ser medidas [LV15; Goo+09].
2.6.1. Resumen
Las propiedades de invarianza, equivarianza y auto-equivarianza nos permiten
especificar el comportamiento de un modelo en respuesta a transformaciones 𝑡 de
su entrada. La invarianza indica que un modelo no cambia ante la transformación
de la entrada; la auto-equivarianza nos dice que la salida cambia de igual forma
que la entrada. La equivarianza, un concepto que generaliza a los dos anteriores,
requiere especificar una función 𝑡′ que relaciona transformaciones 𝑡 de la entrada
con transformaciones 𝑡′ de la salida. Por ende, la invarianza y la auto-equivarianza
de un modelo son propiedades más accesibles para ser evaluadas empíricamente.
En el caso de las redes neuronales, otorgarle estas propiedades a un modelo pue-
de ser difícil debido a su naturaleza de caja negra [CW16b; SG18]. La sección 2.7
analiza los modelos específicos que pueden dotar a las redes de invarianza o equi-
varianza.
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2.7. Modelos de Redes Convolucionales con Invarianza
y Equivarianza
En esta sección hacemos una revisión de modelos de CNNmodificados para ob-
tener invarianza a la rotación y a otras transformaciones. Hacemos foco en modelos
de CNN que trabajan con imágenes.
Las capas convolucionales de una red aprenden un conjunto de filtros. La aplica-
ción de uno de estos filtros puede considerarse una versión particular de una capa
lineal. Para ello, en la capa lineal se comparten pesos en cada ubicación espacial, de
modo que la operación de la capa lineal corresponde exactamente a una convolución
[GBC16]. Por ende, podemos considerar a las convoluciones como casos especiales
de las capas lineales. Las capas convolucionales se benefician de este esquema al ob-
tener unamayor eficiencia por parámetro, así como un sesgo útil para procesar datos
espaciales o temporales [GBC16].
Las redes feedforward tradicionales compuestas sólo por capas lineales y funcio-
nes de activación no lineales sonmuy expresivas y pueden aproximar cualquier fun-
ción suave con una precisión arbitraria, si tienen la cantidad suficiente de parámetros
[Hay94]. Por otro lado, las capas convolucionales pierden parte de esa expresividad,
de forma de que individualmente no pueden codificar invarianzas o equivarianzas
a conjuntos de funciones arbitrarias [DWD15]. Si bien las capas convolucionales son
equivariantes a la traslación por diseño [DWD15], no está claro si una serie de capas
convolucionales con funciones de activación no lineales pueden adquirir invarianza
o equivarianza a transformaciones arbitrarias, pero hay poca evidencia que indica
que pueden hacerlo al menos parcialmente con aumentación de datos [SG18].
Dependiendo de la aplicación la equivarianza puede requerirse en distintas capas
de la red. Además, en algunos casos puede requerirse equivarianza. Por ejemplo, en
una imagende una persona si lamanode una persona puede rotar o trasladarse, pero
no el cuerpo, el primero requiere invarianza y el segundo no [DDFK16]. En cualquier
caso, las redes compuestas por capas convolucionales y/o lineales no pueden lidiar
directamente con transformaciones arbitrarias en escenarios de entrenamiento e in-
ferencia usuales. Hay dos enfoques principales para otorgar equivarianza a la red:
aumentación de datos, o modificar el modelo.
La aumentación de datos es una forma de otorgar equivarianza a transformacio-
nes de la entrada a una red. La aumentación de datos consiste en transformar los
ejemplos de entrenamiento. Dicha transformación puede realizarse eligiendo una
transformación aleatoria para un ejemplo cada vez que la red se entrena con el mis-
mo. Alternativamente, se pueden pre-generar todas las transformaciones posibles
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de cada ejemplo para obtener un conjunto de datos aumentado. Para cualquiera de
los casos, si se utiliza el conjunto de transformaciones al que se busca lograr la in-
varianza, y se proveen suficientes ejemplos, dicha aumentación induce al modelo a
obtener la invarianza. Un proceso similar puede realizarse para la equivarianza, al
transformar tanto la entrada como la salida esperada de la red.
La equivarianza a las transformaciones mediante aumentación de datos ha sido
estudiada ligeramente para las Máquinas de Boltzmann Restrictas [Lar+07] así co-
mo para los HOGs y las CNNs [LV14; SG18]. Estos resultados proveen evidencia
de que las redes tradicionales pueden aprender automáticamente representaciones
equivariantes con aumentación de datos.No obstante, en general esto implica utilizar
un mayor presupuesto computacional, ya que deben explorar el espacio de transfor-
maciones de la entrada.
El otro enfoque posible consiste enmodificar el modelo o la arquitectura de CNN
en lugar de la entrada para adquirir la equivarianza. Por ejemplo, algunos modelos
emplean filtros invariantes a la transformaciones, o combinan múltiples prediccio-
nes realizadas con versiones transformadas de la entrada. En estas líneas, se han
propuestos varias modificaciones para obtener equivarianza a las transformaciones
[Lap+16; Zha+17; Lua+17; CW16b;CW16a; LB15;Dai+17; Zho+17;DWD15; Jad+15].
En varios casos, estos modelos requieren de todas formas un entrenamiento con au-
mentación de datos [CW16a], o incluyen un proceso interno similar [Lap+16].
Dentro del enfoque de modificar el modelo, hay varias opciones de diseño.
Algunos trabajos concluyen que para tareas de clasificación donde se requiere in-
varianza usualmente es preferible que las primeras capas de la red codifiquen equi-
varianzas, de modo que múltiples representaciones de la entrada puedan coexistir,
y que las últimas capas de la red colapsen esas representaciones equivariantes a re-
presentaciones invariantes para realizar la clasificación final[LV15]. De esta forma,
la red puede aprender las distintas versiones del objeto como entidades separadas,
y luego convertir dichas representaciones en una única etiqueta de clase.
Alternativamente, podemos añadir un esquema explícito de transformación in-
versa que se aplica a la entrada antes de utilizarla como entrada a la red. Este es-
quema lleva a la entrada a una representación canónica, de modo que la red puede
ignorar las transformaciones y aprender una única representación del objeto. Si bien
esto simplifica el diseño de la red, el esquema de transformación inversa general-
mente requiere un modelo extra que pueda predecir la transformación original.
El primer enfoque pone la invarianza cerca de la salida, mientras que el segun-
do lo pone cerca de la entrada. No obstante, como mencionamos anteriormente, en
algunos dominios requerimos invarianza a sólo una parte de la entrada. Por ende,
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para este tipo de problemas una representación canónica de toda entrada que sea
invariante a las transformaciones puede no ser el mejor enfoque.
A continuación, realizamos un resumen de los modelos de CNN modificados
para obtener equivarianza a las transformaciones. Los clasificamos en dos grupos:
Modelos que lidian con el problema de forma global transformando la entrada
a una representación canónica.
Modelos que proponenmodificar la capa convolucional de algunamanera para
producir características equivariantes y, opcionalmente, convertir esas caracte-
rísticas en invariantes luego si es necesario.
2.7.1. Transformation de la imagen de entrada o feature map
Redes de Transformación Espacial (STN)
Las Redes de Transformación Espacial (STN, por Spatial Transformer Network)
[Jad+15] son redes que utilizan un nuevo tipo de capa llamada Capa de Transfor-
mación Espacial (STL, por Spatial Transformer Layer) que puede aprender a trans-
formar feature maps a una representación canónica de modo que las subsiguientes
capas pueden enfocarse en la representación canónica. Las STLs pueden corregir
transformaciones afines arbitrarias. Entonces, la capa STL contiene una sub-red que
recibe los feature maps y genera un vector 6-dimensional que codifica la matriz de
transformación afin. Utilizan muestreo bilineal para realizar las transformaciones,
una operación que permite calcular el gradiente del error con respecto a los paráme-
tros de la transformación. De esta forma, la transformación puede aprenderse con el
mismo mecanismo de optimización que el resto de la red. Si bien las capas STL son
modulares se pueden aplicar en cualquier parte de la red, generalmente se utilizan
como primer capa.
Agrupamiento Invariante a las Transformaciones (TIP)
El Agrupamiento Invariante a las Transformaciones (TIP, por Transformation-
Invariant Pooling) [Lap+16] propone definir un conjunto de transformaciones =
𝑡1,… , 𝑡𝑚 a los cuales se desea que la red sea invariante. Luego, se entrena una red
siamesa, que contiene una subred 𝑁𝑖 por cada transformación 𝑡𝑖. Dada una entrada
𝑥 a la red general, la entrada a la subred 𝑁𝑖 es 𝑡𝑖(𝑥), es decir, cada subred recibe una
versión transformada distinta de la entrada 𝑥. Las subredes forman parte de una red
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Figura 2.58: Arquitectura de una STN [Jad+15]. La capa STL transforma los feature
maps 𝑈 en feature maps 𝑉 aplicando una transformación afín 𝑇. Los parámetros de
la transformación afín 𝜃 los predice una sub-red de localización.
siamesa, es decir, comparten sus parámetros entre todas. En otras palabras, cada capa
correspondiente de cada subred usa los mismos pesos.
El conjunto de transformaciones 𝑇 es definido por el usuario; los autores demues-
tran que siempre que 𝑇 forma un grupo algebraico entonces la salida del pooling será
invariante a 𝑇 [Lap+16].
Cada subred genera como salida feature maps, posiblemente distintos. Si el con-
junto de transformaciones forma un grupo algebraico, entonces estos feature maps,
considerados como conjunto, son equivariantes a la transformación, debido a que
una transformación de la entrada corresponde a una permutación de las subredes y
por ende de sus salidas.
Si bien las salidas de las subredes son distintas en valores, son iguales en estruc-
tura debido a la arquitectura siamesa. Por ende, es posible aplicar una operación
de pooling entre los feature maps de salida, de modo de que quede uno solo. Esta
operación colapsa la dimensión de los canales o feature maps, y no las dimensiones
espaciales. De esta forma, se colapsa la equivarianza, obteniendo una representación
invariante. Se puede utilizar una capa max-pooling para agrupar, que siempre deja-
rá los valores máximos de todos los feature maps, o una avg-pooling, que calculará
una representación promedio [Lap+16].
TIP puede ser considerado entonces como un modelo que embebe un procedi-
miento de aumentación de datos internamente tanto para el entrenamiento como
para la inferencia.
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Figura 2.59: Ejemplo de unmodelo TI-Pooling para un conjunto de transformaciones
𝑇 con 4 rotaciones.
Redes Profundas de Simetría (DSN)
Las Redes Profundas de Simetría (DSN, por Deep Symmetry Networks) [GD14]
también transforman la imagen antes de aplicar capas convolucionales. No obstan-
te, para ello agregan un procedimiento de optimización iterativo sobre el espacio
6-dimensional de transformaciones afines, de modo de encontrar una transforma-
ción que activa de forma máxima a los filtros. Este procedimiento se realiza para
cada nuevo ejemplar que pasa por la red, ya sea al entrenar o evaluar. De esta forma,
DSN combina ideas de TIP y STN. En espíritu, su enfoque es más similar al de STN,
pero el procedimiento de optimización es menos elegante que el entrenamiento end-
to-end de la subred de localización, y es más costoso computacionalmente. También
podría verse como una forma dinámica de aumentación de datos, de modo que el
procedimiento de buscar una transformación es distinto al enfoque de STN, debido
a que se realiza en tiempo de ejecución. Comparado contra aumentación de datos
en las BDs MNIST y NORB, DSN tiene mejor desempeño al entrenar con menos de
10000 muestras. Con más datos de entrenamiento (ambos datasets tiene alrededor
de 50000), la aumentación de datos regular obtiene un desempeño similar.
2.7.2. Modificaciones de la capa convolucional
Convoluciones Invertir-Rotar-Juntar (FRPC)
Las Convoluciones Invertir-Rotar-Juntar (FRPC, por Flip-Rotate-Pooling Convo-
lutions) [WHK15] extienden las capas convolucionales comunes para obtener in-
varianza a la rotación. Una FRPC de 𝐹 filtros o feature maps genera 𝐹 ∗ 𝑅 filtros
dinámicamente al rotarlos con 𝑅 ángulos distintos. Rotar el filtro en lugar de la ima-
gen resulta más eficiente, y tiene el mismo efecto. Estos 𝑅 nuevos filtros por cada
filtro original se organizan en una nueva dimensión denominada la dimensión de
la rotación, obteniendo feature maps con formato𝑁,𝐻,𝑊, 𝐹, 𝑅, donde 𝑅 es la nueva
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dimensión. El sesgo 𝑏 es el mismo para las 𝑅 rotaciones. Luego, de forma similar a
TIPooling, se utiliza pooling para eliminar la dimensión de rotación 𝑅, obteniendo
entonces 𝐹 filtros invariantes a la rotación. Amayor valor de 𝑅, mejor es la aproxima-
ción. No obstante, a diferencia de TIPooling, FRPC se plantea como una nueva capa
convolucional, no como un modelo entero.
El hecho de que FRPC utilice filtros rotados en lugar de imágenes rotadas pue-
de verse simplemente como una optimización de la idea general de utilizar distintas
transformaciones de la entrada y luego utilizar una operación de pooling para uni-
ficarlas. Estas transformaciones, como en el caso de TIPooling, no tienen por qué
restringirse a rotaciones, si bien FRPC utiliza un truco de optimización para mejorar
la eficiencia computacional en este caso.
De hecho, las 𝑅 versiones de cada filtro convolucional comparten sus pesos. Por
ende, podemos ver a FRPC como una versión de TIPooling a nivel de capa. Esto
permite ubicar capas FRPC en varios lugares distintos de la red de acuerdo a los
requerimientos del dominio.
FRPC no ha sido comparado contra la técnica de aumentación de datos. De for-
ma similar a TIPooling, si bien el número de parámetros de FRPC no se incrementa
respecto de una CNN comparable, la cantidad de memoria en tiempo de ejecución
y requisitos computaciones se ve multiplicada por 𝑅. No obstante, el número de fea-
ture maps 𝐹 generalmente puede reducirse respecto de un modelo tradicional dado
que cada filtro es más expresivo.
El mismo enfoque que FRPC se utiliza en [MVT16] para la clasificación de tex-
turas. En tal caso, si compara la técnica contra aumentación de datos, pero sólo para
clases con 20 muestras. Dado que el sesgo de rotación es muy fuerte en conjuntos de
datos de textura, entendemos que es una comparación poco justa.
CNNs con Simetría Cíclica
Las CNNs con Simetría Cíclica (Exploiting Cyclic Symmetry in CNNs) introdu-
cen un método similar a FRPC, pero de forma similar que con TIPooling prueban
que si el conjunto de transformaciones forma un grupo algebraico, entonces la sa-
lida de la capa antes de aplicar pooling es equivariante. Por ello, sugieren utilizar
varias capas convolucionales modificadas pero sólo realizar el pooling de la dimen-
sión de rotación en la última capa convolucional. La diferencia entonces entre una
red TIPooling y una con simetría cíclica se encuentra en que en el primer modelo
la transformación se aplica solo a la entrada, mientras que en el segundo también
se aplica a los feature maps intermedios, pudiendo entonces aprender invarianzas y
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equivarianzas por partes del objeto a clasificar.
Redes de Respuesta Orientada
Las redes de respuesta orientada (ORN, porOriented response networks ) [Zho+17]
también son similares a FRPC, pero en lugar de una operación de pooling introdu-
cen una capa ORAlign que reordena los feature maps según su nivel de activación.
Esta estrategia, basada en la utilizada por el descriptor SIFT [Low+99] le da inva-
rianza al resultado final. Podemos considerarla una generalización del pooling con
el máximo, ya que no solo se queda con el feature map más activado. El hecho de
conservar todas las activaciones puede ser una ventaja en términos de información,
pero también involucra un mayor coste computacional.
Por ende introducen además un parámetro 𝑝 que indica qué porcentaje de los
feature maps no se calcularán con la nueva estrategia y en lugar de eso mantienen la
forma de cómputo tradicional, de manera de mantener un balance entre desempeño
y coste computacional.
CNNs Equivariantes a un Grupo y CNNs Direccionables
Las CNNs Equivariantes a un Grupo (GCNN, por Group Equivariant Convolu-
tionalNetworksGCNN) yCNNsDireccionables (SteerableCNNs) [CW16a; CW16b;
WHS18] usan los mismos métodos básicos que FRPC, pero proveen una teoría for-
mal para garantizar la equivarianza o invarianza de las representaciones en el caso
en que las transformaciones formen un grupo algebraico. No obstante, se enfocan
en un conjunto de rotaciones muy pequeño, el grupo p4m de 4 rotaciones y volteo
horizontal de la imagen. También aplican la optimización de FRPC de transformar
los filtros en lugar de los feature maps. Las CNNs esféricas generalizan este enfoque
al caso de convoluciones 3D [CGW19].
Notamos que varios de los modelos anteriores siguen una estrategia similar a
FRPC.Definen una nueva versión de la capa convolucional que 1) aplica varias trans-
formaciones a la entrada 2) calcula la convolución con las versiones transformadas,
generando una representación equivariante y 3) luego colapsa de alguna manera la
representación equivariante a una invariante si es necesario.
Redes con Convoluciones Deformables
Las operaciones de convolución tradicionales utilizan filtros de tamaño rectangu-
lar (ℎ × 𝑤). Las Redes con Convoluciones Deformables (Deformable Convolutional
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Figura 2.60: Transformaciones de un filtro de una CNN Equivariante a un Grupo
[CW16a]. Los filtros se rotan y voltean, y luego se aplican a los feature maps. Estas
operaciones forman un grupo.
Networks) [Dai+17]modifican la operación de convolución para aprender filtros de
forma arbitraria. Para ello, utilizan convoluciones de tamaño rectangular, para cada
una de sus posiciones se aprende una traslación durante el entrenamiento, efectiva-
mente permitiendo referenciar cualquier pixel del feature map de entrada. De forma
similar a STN, utiliza un muestreo bilineal para realizar las transformaciones. Como
este muestreo es diferenciable, se pueden calcular los gradientes de los parámetros
de traslación. Si bien este enfoque no está restringido a la rotación, es más general
hasta que STN dado que no está limitado a transformaciones afines.
2.7.3. Resumen
En los últimos años se han propuesto diversos modelos de CNN para lidiar con
invarianza y equivarianza. Varios de estos modelos son similares, con distintos enfo-
ques sobre la misma idea: crear representaciones equivariantes, y luego colapsarlas
a representaciones invariantes.
No obstante, para determinar cuáles de estas mejoras son más eficientes y rele-
vantes, hace falta una comparación exhaustiva entre los modelos, así como un aná-
lisis más profundo sobre su funcionamiento.
La sección 2.8 analiza las métricas existentes de equivarianza para redes neuro-
nales, que permiten el análisis de la estructura de la equivarianza de los modelos.
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2.8. Métricas de Invarianza y Equivarianza
El uso de redes neuronales para problemas de clasificación típicamente utiliza
arquitecturas feedforward. En particular, las CNNs utilizan una serie de capas con-
volucionales seguidas por una o dos capas lineales. Estos modelos, entrenados nor-
malmente con descenso de gradiente estocástico y si aumentación de datos, no pue-
de aprender invarianzas o equivarianzas a las transformaciones [AW18]. Las redes
feedforward compuestas exclusivamente por capas lineales pueden aproximar cual-
quier función suave dada la suficiente cantidadde parámetros. Por otro lado, algunos
modelos de CNN evitan completamente las capas lineales y al mismo tiempo logran
un desempeñomuy cercano al estado del arte [Spr+15], pero no han sido evaluados
en problemas que requieran invarianza o equivarianza.
Como se menciona en la sección 2.7, hay dos mecanismos básicos para adquirir
equivarianzas: aumentación de datos, o modificación del modelo. En ambos casos,
los mecanismos que emplea la red para aprender la equivarianza no se entienden
bien. Dado que la mayoría de los modelos requiere aumentación de datos durante
el entrenamiento, o emplea algún esquema similar a la aumentación de datos en la
modificación del modelo, no está claro cuales son las contribuciones relativas entre
el modelo o los datos aumentados para adquirir las equivarianzas [SG18; AW18].
Además, muchas de las capas propuestas son equivariantes individualmente, pero
no se han realizado análisis sobre la interacción entre las representaciones de distin-
tas capas ni se ha evaluado si realmente esta equivarianza es útil para la red.
Las propiedades de equivarianza explican como unmodelo reacciona a las trans-
formaciones. Entender mejor la equivarianza de un modelo [Sha+16] o cualquier
sistema [Buc+19] puede ayudarnos a mejorar su desempeño y robustez.
Por ende, es necesario contar con herramientas para poder analizar los modelos,
de modo de comprender mejor de donde proviene la equivarianza. Dichas herra-
mientas son las métricas de equivarianza. En esta sección presentamos las métricas
preexistentes de equivarianza. Pueden distinguirse dos tipos principales de métri-
cas: las basadas en el desempeño o tasa de acierto del modelo, y aquellas basadas
en las activaciones o valores intermedios del modelo, es decir, las que utilizan las
características internas del modelo.
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2.8.1. Métricas basadas en el desempeño o tasa de aciertos de un
modelo
Existen varios métodos propuestos para medir la equivarianza de una red neu-
ronal de forma empírica a través del desempeño o tasa de acierto [Lar+07; Pen+14;
FF15; Amo+18; BRW18; Kan17; Qui+18; Kau18]. Lamayoría de lasmétricas se basan
en comparar el desempeño de modelos invariantes contra aquellos que no lo son, o
de analizar como varia la tasa de aciertos del modelo con cada transformación.
Los trabajos de [Kau18] y [SG18] analizan el efecto de utilizar distintos esque-
mas de aumentación de datos y arquitecturas CNNs. Específicamente, el mapa de
sensitividad a la traslación desarrollado en [Kau18] relaciona la tasa de acierto de
un clasificador con la posición central de un objeto en una imagen; [SG18] utiliza grá-
ficos 3D para evaluar la equivarianza a varios tipos de transformaciones. [Kan17] y
[FF15] se enfocan en algoritmos para determinar el conjunto de transformaciones
al cual es invariante la red, pero también utilizan la tasa de aciertos como métrica
indirecta de invarianza.
Por último, la invarianza a las transformaciones también fue investigada desde
una perspectiva adversarial [Eng+17], cuantificando la intensidad de las perturba-
ciones requeridas para decrementar el desempeño de un clasificador.
Todos estos métodos tienen en común que solo analizan la equivarianza en re-
lación a la tasa de acierto final, sin tomar en cuenta la representación interna de la
red.
2.8.2. Métricas basadas en activaciones o valores intermedios
Métrica de invarianza de Goodfellow y otros
Goodfellow y otros [Goo+09] fueron los primeros en proponer una métrica de
invarianza para las activaciones de una red en lugar de las salidas solamente. Re-
creamos aquí la definición de su métrica dado que es conceptualmente similar a las
que desarrollaremos en el 4.
La métrica está definida en términos de la tasa de disparo de la s activaciones. Para
ello, asumen que por cada activación 𝑎 existe un umbral asociado 𝑡, de modo que
si 𝑎(𝑥) > 𝑡 entonces esa unidad está disparando. Su métrica GF(𝑎) (Ecuación [2.21])
se define entonces como la proporción entre la tasa de disparo local denotada como
𝐿(𝑎) y la tasa de disparo global denotada como 𝐺(𝑎) (Ecuaciones [2.22] y [2.23]).















[𝑓 (𝑎, 𝑡, 𝑥)] [2.23]
Donde:
𝑓 (𝑎, 𝑡, 𝑥) =
⎧{
⎨{⎩
1 if 𝑎(𝑥) > 𝑡
0 otherwise
.
𝑃(𝑥) representa la distribución sobre los ejemplos.
𝑍(𝑎) = [𝑥 ∣ 𝑎(𝑥) > 𝑡] representa el conjunto de ejemplos que hacen disparar a
𝑎.
𝑇(𝑥) = [𝑡(𝑥, 𝛾0) ∣ 𝛾 ∈ Γ] es el conjunto de versiones transformadas de 𝑥, donde
Γ es el conjunto de parámetros de la transformación 𝑡.
Si bien la métrica está definida sobre un conjunto arbitrario 𝑋, en práctica la es-
peranza en Ecuación [2.23] se calcula sobre un conjunto finito de 𝑛 ejemplos.
Entonces, GF(𝑎) es la puntuación de invarianza de una sola activación. Para eva-
luar la invarianza de toda una red 𝑁, definen 𝐼𝑛𝑣𝑝(𝑁) como el promedio de las 𝑝
activaciones con mayor puntuación de invarianza en la última capa de 𝑁. Las 1 − 𝑝
activaciones menos invariantes se descartan bajo la hipótesis de que «las diferentes
sub-poblaciones de activaciones pueden ser invariantes a transformaciones distin-
tas». Si bien puede que esto sea cierto, no se utiliza ningún método para determinar
el valor de 𝑝 y ninguna evidencia que soporte esa hipótesis.
El umbral 𝑡, cuyo valor puede ser distinto para cada activación, se selecciona de
modo que𝐺(𝑎) = 𝛼, donde 𝛼 = 0.01 en sus experimentos. Por un lado, el criterio para
para la selección de 𝑡 presenta un problema de desempeño, ya que requiere calcular
un percentil. El cálculo del percentil no puede hacerse a medida que se calculan
las activaciones para cada ejemplo de forma exacta, sin utilizar una aproximación.
Por ende, para 𝑛 ejemplos y 𝑡 transformaciones requiere tener los 𝒪(𝑛 × 𝑚) valores
de la activación en memoria y 𝒪(𝑛𝑙𝑜𝑔(𝑛)) operaciones. Por otro lado, tampoco hay
justificación en el uso del valor 𝛼 = 0.01 para determinar el valor de 𝑡. Aun más, el
uso de un umbral y la noción de la tasa de disparo de una activación, aunque popular
paramodelos de neuronas biológicas [GH92], tiene valor límitadopara arquitecturas
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de redes neuronales modernas. Por último, dado que su trabajo fue presentado en
2009, con dicha métrica solo evaluaron arquitecturas de la época que utilizan pre-
entrenamiento no supervisado y redes profundas pero de creencias. Además, los
conjuntos de datos utilizados no son estándar en el área. A nuestro leal conocimiento,
a la fecha solo [Sha+16] utilizó su método para evaluar la invarianza de modelos
de forma limitada en los conjuntos de datos CIFAR10 e ImageNet para justificar la
proposición de una nueva función de activación.
Métrica de equivarianza de Lenc y otros
Lenc y otros[LV14] evaluaron la equivarianza de los feature maps internos de
una CNN con respecto a un conjunto de transformaciones 𝑇 de la entrada. El método
que proponen asume que dada una transformación 𝑡 que actúa sobre las entradas,
la transformación 𝑡′ correspondiente que actúa sobre las salidas (Ecuación [2.20]) es
afín, es decir, 𝑡′(𝑥) = 𝐴𝑡𝑥 + 𝑏𝑡.
La métrica se calcula luego de entrenar el modelo. Para cada capa se asume una
función 𝑡′ distinta. Para determinar 𝑡′ para una capa, se optimizan los pesos𝐴𝑡 y 𝑏𝑡 de
la transformación afín respecto del error total de la red, pero al calcular la salida de
la red reemplazan 𝑓 (𝑡(𝑥) por 𝑡′(𝑓 (𝑥)). El grado de equivarianza se mide comparando
la función de error de la red original con esta nueva red con el reemplazo.
Para evaluar el grado de invarianza, utilizan𝐴𝑡 como indicador, Si𝐴𝑡 es la matriz
identidad, entonces la representación debe ser invariante. Caso contrario, utilizan
una función de distancia que determina que tan lejos está 𝐴𝑡 de la matriz identidad;
cuanto más grande es, consideran que es menos invariante.
Desde su publicación, y según nuestro conocimiento, dicha métrica solo ha sido
utilizada una vez por [CT17], los cuales en base al análisis de la métrica modifica-
ción la función de error del modelo para mejorar su equivarianza e invarianza. No
obstante, los autores solo estimaron el impacto del error en la última capa, es decir,
con la tasa de error.
Esto sugiere que las dificultades de este método radican en que i) sólo lidia con
transformaciones afines, con lo cual no puede modelar funciones 𝑡′ no lineales ii)
requiere un proceso de optimización iii) no es simple de interpretar y calcular.
2.8.3. Otras técnicas relacionadas
Análisis teóricos Algunos trabajos realizan también un análisis teórico de la equi-
varianza como en el caso de [AW18], donde estudian la falta de equivarianza en
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algunas CNNs aplicando relaciones entre el teorema de muestreo de Shannon con
las convoluciones espaciadas.
Evaluación cualitativa En muchos trabajos, se utiliza un enfoque cualitativo pa-
ra determinar la equivarianza de las características o representaciones internas de
un modelo. Por ejemplo, se han usado visualizaciones para entender la invarianza
y otras propiedades como diversidad en los feature maps de CNNs [ZD19; ZF14;
Cad+18]. No obstante, este enfoque está limitado en que se debe crear una visuali-
zación útil para cada tipo de característica.
Medidade la invarianza También conocida como Invarianza Factorial [VL00; SK08],
es un campobien establecidodentro de la estadística que busca proveer a losmodelos
estadísticos la propiedad de medir el mismo objeto en distintos grupos. Por ejemplo,
sus técnicas pueden ser utilizadas para determinar si una cierta métrica es invariante
a distintos grupos establecidos de acuerdo a la raza y el género. Para ello, analiza el
comportamiento de sus variables latentes, tanto analítica como empíricamente. No
obstante, los métodos de la Medida de la Invarianza están enfocados en técnicas pa-
ra modelos estadísticos estándar como el Análisis de Factores Confirmatorios y no
puede ser aplicado directamente a las redes neuronales [SK08].
Métricas de equivarianza ad-hoc En diversas áreas, se ha determinado o estable-
cido como hipótesis que ciertos modelos o cantidades son equivariantes a ciertas
variables [Buc+19]. A su vez esto incentiva a que se creen técnicas ad-hoc para veri-
ficar dichas hipótesis de equivarianza [Buc+19].
Otras métricas Si bien la equivarianza es una propiedad muy importante, otros
autores han definido métricas para otras propiedades como la complejidad de las
características, invertibilidad, selectividad, capacidad y atención [TC16; KWT17].
2.8.4. Resumen
En esta sección, presentamos varias métricas y técnicas relacionadas para medir
la equivarianza de un modelo.
Con la excepción de los métodos de Goodfellow [Goo+09] y Lenc [LV14], to-
dos los métodos mencionados se enfocan en medir como la tasa de acierto de la red
varía de acuerdo a las transformaciones, arquitecturas, o esquemas de aumentación
de datos utilizados, sin tomar en cuenta la representación interna. Además, sólo un
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autor comparó la aumentación de datos con los modelos específicos de redes para
invarianza [SG18], pero sólo en términos de la tasa de aciertos.
A nuestro leal saber, existen solo dosmétricas propuestas de equivarianza interna
de la red [Goo+09; LV14], las cuales sólo han sido usadas dos veces [Sha+16; CT17]
luego de su publicación, entendemos que debido a su dificultad para computar e
interpretar, y a la falta de implementaciones de público acceso.
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2.9. Clasificación de formas de mano para el reconoci-
miento de Lengua de Señas
El reconocimiento automático de señas es un caso especial del reconocimiento
de acciones o gestos. Es un problemamultidisciplinar sumamente complejo que hoy
en día sigue sin ser resuelto en forma total. Si bien en el último tiempo han habido
avances en el reconocimiento de gestos, impulsados principalmente por el desarro-
llo de nuevas tecnologías, aún queda un largo camino por recorrer para construir
aplicaciones precisas y robustas que permitan la traducción e interpretación de los
gestos realizados por un intérprete [VA+08; CHB11; Qui+16a; Qui+16c; Bra+19].
La compleja naturaleza de los gestos motivan esfuerzos de diversas áreas de in-
vestigación como interacción hombre-máquina, visión por computador, análisis de
movimientos, aprendizaje automático y reconocimiento de patrones. La Lengua de
Señas, y particularmente la Lengua de Señas Argentina (LSA), es una temática muy
impulsada actualmente por gobiernos y universidades para incluir a personas sordas
en diferentes entornos.
Una particularidad de la lengua de señas es que cada región a nivelmundial tiene
su propio léxico y grupo de señas que lo representan. Esto lo hace un problema di-
verso, y diferente de abordar en cada región, ya que nuevos gestos o configuraciones
de manos involucran nuevos desafíos no contemplados con anterioridad. En parti-
cular, para la Lengua de Señas Argentina (LSA) prácticamente no existen sistemas y
bases de datos que representen los gestos que posee.
Hay numerosas publicaciones sobre el reconocimiento automático de lengua de
señas, un campo que comenzó mayormente en los años 90. Von Agris [VA+08],
Cooper [CHB11] y Braggs [Bra+19] presentan revisiones completas sobre la pro-
blemática y el estado del arte del área.
La tarea completa de reconocer un gesto de la lengua de señas involucra diferen-
tes pasos: la ubicación de las manos del intérprete, el reconocimiento de las formas
de lasmanos (configuraciones), y el seguimiento de lasmanos para detectar el movi-
miento realizado, interpretación semántica y traducción al lenguaje escrito [CHB11].
La tarea completa de reconocer un gesto de la lengua de señas involucra diferen-
tes pasos[CHB11; Bra+19], que pueden simplificarse como:
1. Localización del intérprete.
2. Localización y seguimiento de las manos y cabeza del intérprete.
3. Segmentación de las manos y creación de modelos de su forma.
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4. Clasificación de las formas de las manos.
5. Clasificación de la expresión del rostro
6. Clasificación de una secuencia de expresiones de rostro y formas de mano en
una seña.
7. Asignar semántica a una secuencia de señas.
8. Traducir dicha semántica a un lenguaje escrito.
Estas tareas pueden ser desarrolladas y evaluadas en forma separada ya que cada
una tiene su complejidad particular.
El reconocimiento de lengua de señas utiliza distintos tipos de características,
usualmente clasificadas comomanuales y no manuales [CHB11]. Las características
nomanuales como la pose y la lectura de los labios o expresiones faciales muchas ve-
ces se incluyen en el proceso de reconocimiento dado que algunas señas no pueden
diferenciarse solamente con información manual [VA+08]. No obstante, la informa-
ción manual conlleva la mayor parte de la información de la seña, especialmente en
la forma [Bra+19].
La información que provee la mano a una seña está compuesta por una secuencia
de formas de mano. Si bien en la mayoría de las ocasiones dicha secuencia tiene lon-
gitud, es decir, una sola forma de mano, muchas señas utilizan secuencias de dos o
tres formas de mano, las cuales deben modelarse con sus transiciones. No obstante,
la conversión de una forma de mano en otra requiere una transformación no-rígida
de la mano, lo cual también debe ser modelado. Capturar transformaciones 3D de
la mano en la presencia de oclusiones utilizando una cámara RGB 2D normal es
difícil [PB11]. El escenario óptimo para el reconocimiento entonces requiere múlti-
ples cámaras, sensores especiales de profundidad u otros, o marcadores corporales
[Bra+19]. No obstante, el uso de dichos dispositivos limita la aplicabilidad de un
sistema de reconocimiento de lengua de señas.
En la literatura existen numerosos trabajos desarrollados que abordan el reco-
nocimiento automático de lengua de señas. No obstante, cada trabajo presenta un
escenario particular, a veces difícil de replicar completamente, o con ciertas limita-
ciones. Por ejemplo, diferente trabajos utilizan sensores de profundidad como el MS
Kinect, o similares para capturar imágenes 3D. En [PB11],[ZYT13] y [RMG14] se
utilizan imágenes de profundidad para clasificar configuraciones de la lengua de se-
ñas norteamericano (ASL). Estos enfoques en general presentan dos problemas: por
un lado la necesidad de contar con un equipo de similares características con el que
fue probado, y por otro lado la alta tasa de error que todavía tienen estos dispositivos
(al menos los de un costo bajo) para calcular las imágenes de profundidad.
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La mayoría de los enfoques utilizan sólo imágenes RGB para el reconocimiento.
En [Rou+10a] se crea un modelo probabilístico de color de piel para detectar y se-
guir las manos del intérprete en un video. En [Coo+12] se utiliza este modelo para
segmentar las manos y aplicar un clasificador basado en Modelos de Markov. En
general los sistemas basados únicamente en color de piel no son robustos a la varia-
bilidad en el fondo o la vestimenta del intérprete, y en las oclusiones mano-mano
o mano-cara. Para realizar un reconocimiento de la posición de la mano suele ser
necesario adicionar información morfológica al filtrado de color.
2.9.1. Clasificación de formas de mano
Los análisis de sistemas de reconocimiento de lengua de señas muestran eviden-
cias que la clasificación de la forma de la mano es el paso más importante para ob-
tener un buen desempeño [KNB16; Qui+16b; Bra+19]. La mayoría de la literatu-
ra sobre este subproblema está enfocada en encontrar descriptores adecuados para
formas de mano, que luego serán clasificados con modelos como las máquinas de
vectores de soporte o redes neuronales tradicionales (no profundas). Por ende, las
siguientes secciones ofrecen un resumen de los distintos tipos de descriptores, ha-
ciendo énfasis en su desempeño y su aptitud para lidiar con transformaciones.
Descriptores geométricos de la mano
Los descriptores geométricos son simples de definir y computar y se utilizan en
diversas investigaciones. Generalmente se calculan sobre el contorno de la mano, y
requieren algún tipo de algoritmo de filtrado de imágenes previo que permita iden-
tificar el contorno. Esto es una tarea relativamente sencilla hoy en día. Existen nu-
merosos filtros llamados “filtros de detección de bordes” que realizan esta tarea efi-
cientemente. Luego, diversas características de la forma pueden calcularse. Las más
comunes son: el área, centro de coordenadas, orientación del eje principal, excen-
tricidad, compacidad, etc. Un ejemplo de estos descriptores puede encontrarse en
[VA+08; Ron18]. La figura 2.61 muestra un esquema gráfico de este enfoque.
Descriptores de Fourier
Los descriptores de Fourier han sido aplicados exitosamente a muchas tareas de
visión por computador [Gra72], principalmente como representación de formas en
trabajos de reconocimiento óptico de caracteres y otros problemas de clasificación
de imágenes. Al ser robustos al ruido, además de ser fáciles de derivar y simple de
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Figura 2.61: Descriptores geométricos, tomados de [VA+08].
Figura 2.62: Descriptores de Fourier para la forma de mano, tomados de [CBM07].
normalizar, han sido utilizados en numerosas aplicaciones. En 1972, Granlund los
utilizó para reconocer huellas digitales debido a su simplicidad describiendo con-
tornos [Gra72]. Para el caso de configuraciones de manos, la idea es estimar los co-
eficientes de Fourier dado el contorno. Al aplicar la transformada de Fourier a una
imagen particular del contorno de una mano, se generan una serie de coeficientes,
que describen la forma que posee el contorno en el dominio de la frecuencia.
La Figura 2.62 muestra esto con un ejemplo. Las frecuencias más bajas codifican
la curvas más suaves, la idea general del contorno, mientras que las frecuencias más
altas codifican los detalles. Una particularidad de estos coeficientes para describir
contornos de manos, es que resultan invariantes a la rotación, escala y traslación
[Tan+14]. No obstante esta invarianza, no otorgan un buen desempeño para el reco-
nocimiento de formas de mano [GAeS13; Tan+14] en general debido al poco poder
discriminante que poseen.
SIFT (Scale-invariant feature transform)
Un descriptor SIFT es un histograma espacial 3D de los gradientes de una ima-
gen, que caracteriza la apariencia de un punto de interés. Para ello, con el gradiente
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Figura 2.63: Descriptores de HOG para la forma de mano, tomados de [BZE09]
de cada pixel se calcula un descriptor más elemental formado por la ubicación del
pixel y la orientación del gradiente. La técnica fue propuesta en 1999 [Low+99] para
detectar regiones descriptivas en una imagen y así poder realizar segmentación de
objetos, o seguimiento en video. Dado un posible punto de interés, estos descriptores
elementales son pesados por la norma del gradiente y acumulados en un histogra-
ma 3D que representa el descriptor SIFT de la región alrededor del punto de interés.
Al formar el histograma, se le aplica a los descriptores elementales una función de
peso gaussiana para darle menos importancia a los gradientes que están más lejos
del centro del punto de interés.
Los descriptores SIFT han sido aplicados a varias tareas de visión por compu-
tadoras, incluyendo el reconocimiento de configuraciones de mano [ZW12] y reco-
nocimiento de rostros [Lan+13].
Histogramas de gradientes orientados. (HistogramofOrientedGradients -HOG)
En relación con los vectores SIFT, debido a su búsqueda de contexto de formas,
los vectores HOGs caracterizan una imagen por la distribución de los gradientes de
una serie de regiones. El descriptor divide la imagen en pequeñas regiones cuadra-
das llamadas celdas, donde a cada una le calcula las directrices de los gradientes
para los pixeles dentro de ella. El resultado es una serie de vectores que indican la
magnitud de los gradientes para cada celda. Esto da la posibilidad de describir los
diferentes contornos que hay en una imagen. La cantidad de orientaciones que se cal-
culan es un parámetro del algoritmo, siendo lo normal 9 segmentos de orientación,
aunque existen trabajos con menos y con más, dependiendo lo que se desee obtener.
Para evitar disparidades debido a variaciones en iluminación, los histogramas de las
celdas se normalizan en bloques más grandes que contienen varias de ellas.
[BZE09] utiliza descriptores HOGs para describir cada mano segmentada por
separado en un entorno de reconocimiento de lengua de señas. Cada imagen tiene
una resolución de 80x80 pixeles y para calcular los HOGs utilizaron una grilla de
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10x10 celdas con 4 orientaciones (Figura 2.61). [CHB11] utiliza estos descriptores
pero con una resolución de 8x8 celdas de 32x32 pixeles cada una, con 9 segmentos
de orientación.
Si bien los descriptores HOG pueden encontrarse en numerosos trabajos logra-
dos eficazmente, traen aparejada la desventaja de tener una fuerte dependencia a la
traslación y rotación, debido a su naturaleza espacial dentro de la imagen. Esto, ge-
neralmente trata de evitarse rotando con anterioridad la imagen, para llevarla a una
orientación canónica. En ocasiones, estos descriptores se utilizan para detectar una
objeto conocido, como una persona dentro de una imagen, pero su aplicación para
clasificar diferentes configuraciones de manos no es trivial.
Transformada de Radon
La transformada de Radon definida en el espacio R2 para aplicar a imágenes di-
gitales, se define como una integral de linea sobre la imagen. La idea se basa en
integrar diferentes lineas con una ordenada al origen y un ángulo determinado. El
resultado es un descriptor con información de frecuencia de puntos para diferentes
ángulos. Para reconocimiento de configuraciones, resulta muy útil, sobre todo si se
utiliza el contorno de la mano, ya que es posible encontrar rápidamente las zonas
donde haymucha frecuencia de lineas, es decir, donde están los dedos de las manos.
Ha sido muy utilizada en reconstrucción de imágenes, con particular aplicación a
reconstrucción de imágenes médicas [NW01]. Ha sido utilizada también para reco-
nocer objetos y para identificar a personas en base a las características de su mano.
Por ejemplo, en [GCC13] se aplica la transformada de Radón al contorno de la mano
para realizar un proceso de autenticación biométrica. En [Mos+09] se utiliza un en-
foque similar, pero se calcula el ángulo óptimo y solo se computa la transformada
con ese ángulo, dejando un descriptor en forma de vector, en lugar de ser una ma-
triz. En [Qui+16a] se utiliza para la clasificación de formas de mano con resultados
al nivel del estado del arte. No obstante, la transformada de radon no es invariante
a las transformaciones afines.
Otros descriptores para configuraciones
Existen diversos trabajos donde se utilizan otros descriptores a los presentados
anteriormente. En [OB04] presentan una combinación de detección de manos jun-
to con un clasificador de configuraciones, basado en un clasificador en cascada ti-
po boosting. Los niveles más bajos del árbol de clasificadores permiten separar la
imagen de la mano entre varios conjuntos posibles utilizando distancia basada en
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contexto de formas. En [Yan10] se propone una combinación de cinco descriptores
distintos para caracterizar aspectos geométricos y visuales: histogramas de color,mo-
mentos Hu, wavlet de Gabor, descriptores de Fourier y descriptores SIFT. El sistema
luego es utilizado para reconocer configuraciones de la lengua de señas china. En
[KTN15] proponen usar los autovalores de los momentos HU, luego de segmentar
y calcular el contorno de las manos, en un entorno de reconocimiento de lengua de
señas irlandesa. En [Rou+10b] proponen un complejo proceso de caracterización de
la forma de lamano a través de un novedosométodo que los autores proponen como
un balance entre “forma” y “apariencia”. El método combina una modificación de
Modelos de Apariencia Activa [CET01] con un modelado explícito de variación de
poses de las manos incorporando transformaciones afines de las imágenes. El mé-
todo, luego de realizar una aproximación de la imagen segmentada a los diferentes
modelos de configuraciones que posee, realiza una reducción de dimensionalidad
utilizando Análisis de Componentes Principales (PCA). No obstante, el desempeño
de este modelo no es óptimo.
2.9.2. Resumen
El reconocimiento de lengua de señas, un caso particular del reconocimiento de
gestos o acciones, permite traducir un video donde un intérprete se comunica en
lengua de señas a un lenguaje escrito. Para crear un sistema automático de recono-
cimiento de señas, el paso más importante es la clasificación de las formas de las
manos.
Previo al uso de redes convolucionales, se han desarrollado varios descriptores o
características de formas de mano para reconocerlas con mayor tasa de acierto. Con
el desarrollo de las CNNs, se han comenzado a aplicar para clasificar imágenes de
formas de mano, reemplazando paulatinamente a los descriptores diseñados explí-
citamente.
No obstante, no existen comparaciones exhaustivas que determinen qué tipo de
arquitectura convolucional se adaptamejor a la clasificación de formas demano.Más
aún, en el contexto de reconocer dichas formas con invarianza a varias transforma-
ciones afines, no hay experiencias previas con CNNs.
Capítulo 3
Modelos Invariantes vs Aumentación
de Datos
Se han propuesto varias modificaciones de CNNs para lidiar con equivarianza a
la rotación y a otras transformaciones, como se estableció en la sección sección 2.7. No
obstante, no está claro si éstas modificaciones representan unamejora ante las CNNs
tradicionales entrenadas con aumentación de datos, tanto en términos de eficiencia
como de poder de representación. Aún más, los mecanismos mediante los cuales
las CNNs tradicionales adquieren equivarianzas no se conocen, así como cuál es la
mejor estrategia para aumentar los datos para adquirir equivarianza.
Este capítulo compara modelos de CNNmodificados con aumentación de datos
para obtener invarianza rotacional para clasificación de imágenes, con el objetivo de
determinar cual de estas estrategias es más conveniente para lograr la invarianza, y
comprender mejor sus características en el caso de aumentación de datos.
3.1. Metodología
Realizamos dos tipos de experimentos, en ambos casos utilizando las bien conoci-
das BDs MNIST y CIFAR10 (sección 2.5). En el primero, comparamos el desempeño
de los modelos específicos contra la aumentación de datos. En el segundo, evalua-
mos estrategias para re-utilizar modelos pre-entrenados y otorgarles invarianza a la
rotación.
A continuación, describimos las transformaciones y modelos utilizados.
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3.1.1. Transformaciones
El esquema de aumentación de datos que usamos consiste en rotar la imagen
de entrada con un ángulo aleatorio en el rango [0°, 360°), discretizado en 32 valores
posibles de manera uniforme. Para la BD MNIST, varios trabajos previos utilizan la
versión MNISTrot en donde las imágenes han sido rotadas en 8 ángulos fijos, pero
en este caso decidimos aumentar la cantidad de transformaciones para proveer un
conjunto de prueba más real. Sólo usamos rotaciones globales, es decir, rotaciones
de toda la imagen alrededor del centro.
En todos los experimentos, entrenamos los modelos hasta la convergencia moni-
toreando la tasa de acierto promedio del conjunto de prueba. Utilizamos el algoritmo
de optimización ADAM con una tasa de aprendizaje base de 1e−4 y decadencia de
pesos 1e−9 para todos los parámetros excepto los sesgos.
3.1.2. Modelos
Como línea de base, utilizamos un modelo simple de CNN llamado SimpleConv
(sección 2.4). Para MNIST la cantidad de filtros base es 𝐹 = 32, y la dimensionalidad
de la capa lineal es𝐷 = 64. Para CIFAR10, 𝐹 = 64 y𝐷 = 128, debido a la complejidad
extra de esta BD.
Para evaluar la importancia de las capas lineales en proveer invarianza a la rota-
ción, también experimentamos con el modelo AllConvolutional, que sólo utiliza
capas convolucionales (sección 2.4). Para MNIST, la cantidad de filtros convolucio-
nales de base es 𝐹 = 16, mientras que para CIFAR10 es 𝐹 = 96.
Comomodelos invariantes a la rotación, elegimos dos de cada uno de los grupos
descriptos en la sección 2.7.
Como representante del enfoque de transformar la imagen de entrada, que co-
rresponde a poner la invarianza al principio de la red, utilizamos una capa STL del
modelo STN (sección 2.7.1) para re-orientar la imagen antes de que la red la clasifi-
que. Dicha capa se coloca como primer capa de los modelos SimpleConv y AllCon-
volutional, para generar las versiones SimpleConvSTN y AllConvolutionalSTN.
Dado que STL puede calcular transformaciones afines arbitrarias, para que la com-
paración sea justa restringimos los coeficientes a estimar de modo que la matriz de
transformación afín resultante solo represente rotaciones. En ambos casos, la red de
localización que estima el ángulo de rotación de la capa STL es una CNN simple con
la siguiente topología: 𝐶𝑜𝑛𝑣1(16, 7 × 7)–𝐸𝐿𝑈–𝑀𝑎𝑥𝑃𝑜𝑜𝑙1(2 × 2)–𝐸𝐿𝑈 − 𝐶𝑜𝑛𝑣2(16, 5 ×
5) −𝑀𝑎𝑥𝑃𝑜𝑜𝑙2(2 × 2)–𝐸𝐿𝑈 − 𝐿𝑖𝑛𝑒𝑎𝑙(32) − 𝐸𝐿𝑈 − 𝐿𝑖𝑛𝑒𝑎𝑙(1).
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Como representante del enfoque de modificar la capa convolucional, que corres-
ponde a poner la invarianza al final de la red, elegimos el modelo GCNN (sec-
ción 2.7.2). Las redes resultantes se denominan SimpleConvGCNN y AllConvo-
lutionalGCNN, donde simplemente reemplazamos la convoluciones normales por
capas de convolución de grupo, y agregamos una operación de pooling de la dimen-
sión de transformación antes de las capas de clasificación para proveer la invarianza
a la rotación requerida. Las capas convolucionales GCNN generan 4 veces más fea-
ture maps que las convoluciones normales. Para compensar esta ventaja, redujimos
la cantidad de filtros a la mitad. Si bien en términos de número de feature maps la
red GCNN sigue generando el doble que su versión común, la diversidad posible
de GCNN es menor. Entonces, usar la mitad de los filtros originales es un punto de
compromiso.
A continuación, presentamos los resultados de los experimentos.
3.2. Desempeño con aumentación de datos
Para comenzar, evaluamos la tasa de acierto promedio de los modelos Simple-
Conv y AllConvolutional con y sin aumentación de datos para obtener una línea
de base de ambos modelos.
Entonces, entrenamos dos instancias de cada modelo: una con la BD original, y
otra con una versión aumentada mediante rotaciones. Luego, evaluamos cada ins-
tancia de cada modelo con el conjunto de prueba de las dos versiones de la BD. La
Figura 3.1 muestra los resultados del experimento para cada combinación de mode-
lo/BD.
En MNIST, podemos observar que si bien las redes entrenadas con la BD rota-
da tienen una tasa de acierto promedio menor, el decremento es menor que 2%. Es
sorprendente que en el primer caso el desempeño sea tan parecido, sobre todo dado
que el número de parámetros es el mismo para las dos redes. Esto puede indicar una
redundancia en los filtros del modelo sin rotar.
Por otro lado, la pérdida de desempeño para las redes entrenadas con la BD sin
rotar y probadas con la BD rotada son mucho mayores (decremento del 55%). Es
interesante notar, no obstante que el modelo tiene una tasa de acierto promedio de
aproximadamente 40%, lo cual es mucho mayor que lo esperado de forma aleatoria
(10%, ya que las BDs tienen 10 clases). Esto se debe parcialmente a que algunas de las
muestras deMNIST son naturalmente invariantes a las rotaciones, como el número 0,
o parcialmente invariantes a las rotaciones como los números 1 y 8. Además, algunas
de las características aprendidas podrían ser naturalmente invariantes a la rotación,












Figura 3.1: Tasas de acierto para el conjunto de prueba, para las dos versiones de la
BD (normal o sin rotar, y rotada), y los modelos convolucionales tradicionales.
aún cuando no haya un sesgo específico en el conjunto de datos o entrenamiento
para eso.
En el caso de CIFAR10, los resultados muestran una situación similar, aunque la
pérdida de desempeño al pasar de una BD sin rotar a una rotada es aún mayor. Una
posibilidad es que este fenómeno se deba a que el conjunto de datos posee menos
invarianzas naturales que MNIST. Otra posibilidad es que CIFAR10 es un conjunto
de datos más complicado y las redes no obtienen un desempeño tan bueno como en
MNIST.
Debemos notar que para realizar una comparación justa redujimos el número de
épocas de entrenamiento de AllConvolutional, alcanzando entonces una tasa de
acierto promedio de 80% en lugar del 91% reportado en [Jad+15]. No obstante,
es sorprendente que la red AllConvolutional pueda aprender con tanto éxito la
versión rotada de las BDs, dado que las convoluciones individualmente no son ni
invariantes ni equivariantes a la rotación. Esto sugiere que el conjunto de filtros de
una red puede auto-organizarse durante el entrenamiento para representar todas las
variaciones rotadas de un objeto.












Figura 3.2: Tasas de acierto para el conjunto de prueba, para las dos versiones de la
BD (normal o sin rotar, y rotada), y los modelos convolucionales con una capa STL.
3.3. Comparación con STN y GCNN
Utilizando las versiones modificadas de las redes con las arquitecturas STN y
GCNN, repetimos los experimentos anteriores. La Figura 3.2 muestra los resultados
de los modelos con capas STN.
Podemos observar que en todos los casos el desempeño del modelo sin rotar en
la BD rotada es mucho peor que en el original. Esto es esperable dado que la capa
STL requiere aumentación de datos para aprender la orientación canónica. De he-
cho, el desempeño del modelo AllConvolutionalSTN es ligeramente inferior en el
conjunto de datos MNIST respecto de los otros modelos Además, el modelo no tiene
un desempeño notablemente superior al de los modelos con aumentación de datos
(Figura 3.1).
La Figura 3.3muestra losmismos resultados para losmodelos basados enGCNN.
Al igual que con las redes STN, podemos ver que el modelo entrenado sin ejemplos
rotados tiene un desempeño muy inferior al modelo entrenado con aumentación de
datos. No obstante, vemos un aumento significativo (+10%) en la tasa de acierto
promedio para este caso en particular, pero sólo en la arquitectura AllConvolutio-
nal. Es posible que esto se deba a que la capacidad superior de representación de las
capas lineales en el modelo SimpleConv compensen la falta de calidad de las capas
convolucionales, ignorando las ventajas de las convoluciones GCNN. En el caso de












Figura 3.3: Tasas de acierto para el conjunto de prueba, para las dos versiones de la
BD (normal o sin rotar, y rotada), y los modelos con convoluciones GCNN.
AllConvolutional, hay más presión para que las capas convolucionales junto con
GCNN aprendan buenas representaciones.
Es evidente entonces que elmecanismodeGCNNpuede otorgar un sesgo hacia la
invarianza a la red, pero no le permite ser invariante sin un esquema de aumentación
de datos. De todas formas, aún utilizando aumentación de datos, y de forma análoga
al caso de STN, el uso de convolucionesGCNN con aumentación de datos nomejora
el desempeño con respecto a simplemente utilizar aumentación de datos.
3.4. Evaluación de aumentación de datos para invarian-
za con distintas transformaciones
En las secciones anteriores establecemos que en el caso de la invarianza a la rota-
ción, la aumentación de datos puede ser una alternativa útil a los modelos específi-
cos. En esta sección, estudiamos la invarianza de modelos entrenados con aumenta-
ción de datos utilizando además otras transformaciones afines, como los escalados,
las traslaciones, y combinaciones de las tres. De esta forma, podemos determinar si
el efecto encontrado se restringe a las rotaciones o es válido para otras transforma-
ciones también.
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3.4.1. Metodología
Para simplificar, restringimos los modelos a evaluar a SimpleConv,AllConvolu-
tional, VGG16D y ResNet18. En estos experimentos, utilizamos una configuración
de entrenamiento similar a la de la sección anterior, donde entrenamos los modelos
utilizando aumentación de datos con varios conjuntos de transformaciones.
Primero entrenamos cada modelo sin aumentación de datos. Luego, por cada
conjunto de transformaciones, entrenamos los modelos con aumentación de datos a
esas transformaciones. Finalmente, los evaluamos a todos utilizando datos sin trans-
formar y datos transformados.
Además, en todos los casos utilizamos el optimizador AdamW [LH19], una ta-
sa de aprendizaje de 0.001, y elegimos una cantidad de iteraciones base para cada
modelo de forma que siempre sea suficiente para que converja. Para los modelos en-
trenados con aumentación de datos dicha cantidad de iteraciones base se multiplica
por 𝑙𝑜𝑔(𝑚), donde𝑚 es el tamaño del conjunto de transformaciones. Dado que nues-
tro objetivo es obtener una idea del comportamiento general de los modelos ante las
transformaciones y no nos interesa obtener un desempeño del estado del arte, bus-
camos un conjunto de hiperparámetros que funcionen bien para todo el conjunto de
modelos entrenados. En este caso, buscamos que la tasa de aciertos mínima sea de
0.9 para MNIST y 0.75 para CIFAR10.
Utilizamos cuatro conjuntos de transformaciones: rotaciones, escalados, trasla-
ciones y una combinación de las anteriores.
1. Rotación (16 transformaciones). Rotaciones desde 0° a 360°, discretizadas en
16 ángulos. Las rotaciones se realizan siempre utilizando el centro de la imagen
como origen.
2. Escalado (13 transformaciones). Escalamos las imágenes con los coeficientes
de escala: 0.40, 0.50, …1.0, 1.05, …, 1.30.
3. Traslaciones (48 transformaciones): Generamos todas las traslaciones de 𝑑 =
2𝑖 píxeles con el siguiente esquema: (−𝑑,−𝑑), (−𝑑, 𝑑), (𝑑,−𝑑), (𝑑, 𝑑), (0, 𝑑), (𝑑, 0),
(0,−𝑑), (−𝑑, 0). Los valores de 𝑖 utilizados son 0, 1, 2, 3, 4, 5, para un total de
8 × 6 = 48 transformaciones.
4. Combinadas (9984 transformaciones): Generamos todas las posibles combina-
ciones de las transformaciones anteriores, para un total de 16 × 13 × 48 = 9984
transformaciones.
La Figura 3.4 muestra ejemplos de ambas bases de datos a lo cuales se les aplican
estas transformaciones.












Figura 3.4: Muestras transformadas de las bases de datos CIFAR10 y MNIST.
Para evaluar la tasa de aciertos, utilizamos el conjunto de prueba, donde cada
ejemplo es transformado por una de las transformaciones elegida de forma aleatoria.
De estemodo, si el conjunto de prueba tiene 𝑛 ejemplos, entonces se evalúa almodelo
con 𝑛 ejemplos, donde cada ejemplo es evaluado con una transformación aleatoria
(posiblemente) distinta.
3.4.2. Resultados
Para estas transformaciones podemos observar (Figura 3.5) también como los
modelos entrenados sin aumentación de datos tienen tasas de acierto mucho meno-
res al ser evaluados en conjuntos de datos transformados. Este efecto es mayor para
las rotaciones, y menor para otras transformaciones, lo cual parece proporcional a la
intensidad de las transformaciones (Figura 3.5). En todos los casos podemos obser-
var que la aumentación de datos recupera el desempeño de los modelos normales
tanto en el conjunto de prueba normal como en el transformado. Notablemente, este
resultado también se aplica al caso de las transformaciones combinadas, que repre-
sentan un conjunto de transformaciones muy complejas. Esto indica que los resulta-
dos obtenidos en la sección 3.2 son generalizables a distintas transformaciones.























Figura 3.5: Tasas de acierto para varios tipos de transformaciones de aumentación de
datos en las bases de datos MNIST y CIFAR10. Cada barra corresponde a la tasa de
aciertos de un modelo, entrenado y evaluado con distintos conjuntos de transforma-
ciones.












Figura 3.6: Resultado de los experimentos de re-entrenamiento. La figura muestra
la tasa de acierto promedio del modelo luego de re-entrenar una capa o conjunto
de capas. La tasa de acierto promedio se indica para la versión rotada y la versión
original de la BD. El eje x indica que capas re-entrenamos. Las etiquetas conv y allconv
denotan todas las capas convolucionales; la etiqueta fcdenota todas las capas lineales.
3.5. Re-entrenamiento de modelos para obtener inva-
rianza
Las secciones 3.2 y 3.3 indican que hay poca diferencia en desempeño entre utili-
zar modelos especializados y modelos con aumentación de datos. No obstante, po-
dría argumentarse que los modelos especializados son más eficientes para entrenar-
se. Si el tiempo de entrenamiento efectivamente es un factor limitante para el método
de aumentación de datos, entonces una alternativa posible sería utilizar una red pre-
entrenada y re-entrenar algunas de sus capas para adquirir invarianza. No obstante,
a priori no está claro si toda la red puede o necesita ser re-entrenada, o si solo algunas
capas requieren adaptarse a los ejemplos rotados.
Para analizar qué capas son las más indicadas para este fin, entrenamos un mo-
delo base con una BD sin rotar, y luego hacemos copias de la red. En cada copia
re-entrenamos algún subconjunto de sus capas con el conjunto de entrenamiento y
aumentación de datos. Luego, evaluamos el desempeño de la red con alguna de sus
capas re-entrenadas.
Esta estrategia no solo nos permite identificar que capas son mejores para re-
entrenar, sino que también pueden ofrecer indicios de cómo se codifica la invarianza
en la red. Notamos que este no es un procedimiento de transferencia de aprendizaje,
debido a que no cambiamos el dominio ni la BD utilizada para entrenar el modelo
original cuando lo re-entrenamos.
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La Figura 3.6 muestra las tasas de aciertos obtenidas al re-entrenar algunos sub-
conjuntos de capas. En términos generales, podemos observar que re-entrenar para
obtener invarianzamuestra unadinámica similar a re-entrenar para hacer transferen-
cia de aprendizaje: las capas finales, con características de alto nivel, son una mejor
elección para re-entrenar de forma individual dado que están más cerca de la salida
y pueden afectarla más.
Notamos que re-entrenar las ultimas capas restaura el desempeño de las redes
casi a niveles originales. Esto indica que hay una redundancia de información en las
capas anteriores, debido a que las versiones rotadas de las imágenes pueden codi-
ficarse con éxito a partir de la salida de dichas capas. Dado que la red de base fue
entrenada con la BD original, esto indica que o bien la red aprende naturalmente
filtros equivariantes, o que la equivarianza en los filtros no es tan importante para
clasificar objetos rotados.
Por otro lado, re-entrenar cualquier capa aumenta la invarianza, aunque sea le-
vemente. Esto indica que la codificación de la invarianza no tiene por qué codificarse
en alguna capa en particular, es decir, puede hacerse en forma global.
No obstante, en el caso de la red SimpleConv es sorprendente que re-entrenar so-
lamente la última capa lleva a un desempeño inferior que al re-entrenar otras capas.
Como la última capa fc2 es lineal, esto posiblemente se deba a la acción de la capa
lineal anterior fc1 que colapsa la representación convolucional (posiblemente equi-
variante) antes que fc2 la convierta en puntajes de clase. Es decir, la capa fc1 debe
estar perdiendo cierta información relevante a la invarianza.
En el caso de la redAllConvolutional, recordemos que la penúltima capa class_conv
realiza una simple convolución 1 × 1 para forzar la cantidad de feature maps a 10.
Por algún motivo, en MNIST re-entrenar esta capa no permite recuperar el desem-
peño original, pero sí en CIFAR10. Tomando este último caso, podemos concluir que
al utilizar una sola capa para generar puntajes de clase, la red puede recuperar el
desempeño original entrenando sólo esta clase.
3.6. Conclusiones
La invarianza rotacional es una propiedad deseable para varias aplicaciones en
el campo de la clasificación de imágenes. La aumentación de datos es una forma
simple de entrenar modelos de CNN, que representan el estado del arte en clasifica-
ción, para adquirir invarianza. Por otro lado, hay varios modelos CNN con diseños
especializados para generar redes invariantes.
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En este capítulo, comparamos estas dos estrategias para generar redes invarian-
tes. Observamos que si bien la aumentación de datos puede requerir mayor tiempo
de aprendizaje, alcanza desempeñosmuy similares a otrosmétodos. Aúnmás, la red
generada es una red estándar, lo cual facilita su utilización en entornos de produc-
ción y su optimización.
Además, diseñamos y ejecutamos un experimento para determinar la mejor for-
ma de re-entrenar un modelo no invariante para que adquiera invarianza. Al re-
entrenar algunas capas o conjuntos de capas de forma aislada, observamos que se
puede aumentar el grado de invarianza re-entrenando cualquier capa. No obstan-
te, encontramos que las capas superiores son más efectivas para recuperar un nivel
de desempeño en la BD rotada similar al de la BD original. Estos resultados refuer-
zan la noción de que las primeras capas convolucionales de una CNN aprenden un
conjunto de filtros redundantes y por ende pueden ser reutilizados para otras tareas
(aún tareas invariantes a la rotación, como en este caso). Por otro lado, también en-
contramos casos en donde es posible re-entrenar solo las capas convolucionales y no
las lineales de la cabeza de clasificación, y aún así recuperar un nivel de desempeño
similar al de una red entrenada para la invarianza.
En base a esto, creemos que se puede aprendermás acerca de las CNNs estudian-
do sus invarianzas y equivarianzas. En este caso, lo hicimos utilizando aumentación
de datos, y estrategias de entrenamiento, con la tasa de acierto promedio de la red
como métrica. El Capítulo 4 define un conjunto de métricas de equivarianza para
evaluar modelos, no solo en base a su tasa de acierto promedio, sino a su representa-




En este capítulo, presentamos las métricas que forman la contribución principal
de esta tesis
Estas métricas permiten evaluar la equivarianza de cualquier modelo basado en
redes neuronales con una alta granularidad, es decir, en cada activación o valor inter-
medio de la red.
Presentamos tres tipos de métricas:
Métricas de invarianza basadas en la varianza.
Métricas de invarianza basadas en distancia (generalización de las métricas
basadas en la varianza).
Métricas de auto-equivarianza, también basadas en varianza o distancia.
A continuación, desarrollamos los conceptos generales de cualquier métrica que
lidie con muestras y transformaciones, y la forma óptima de evaluar el modelo e
iterar sobre las activaciones. Luego, introducimos cada una de las métricas, así como
versiones específicas para algunos tipos de capas o para hacer un análisis por clases.
4.1. Definiciones generales
Nuestro objetivo es computar una métrica de las activaciones de un modelo 𝑓 con
respecto a un conjunto de transformaciones 𝑇 de su entrada 𝑥. En este caso, estas
métricas son de invarianza o equivarianza, pero podrían también corresponder a
otras propiedades relacionadas con las transformaciones.
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Figura 4.1: Diagramade una red 𝑓 con sus activaciones. Dada una entrada 𝑥, la red cal-
cula su salida 𝑦 = 𝑓 (𝑥), para lo cual requiere calcular las activaciones 𝑎1(𝑥),… , 𝑎8(𝑥).
El valor final de salida 𝑦 es simplemente el valor 𝑎8(𝑥). En lugar de considerar cada
activación 𝑎𝑖 como una función de la salida de las activaciones que están conectadas
a ella, vemos la activación como una función de la entrada original 𝑥.
Dada una entrada 𝑥, un modelo de redes neuronales computa varios valores in-
termedios u ocultos, denotados como 𝑎1(𝑥),… , 𝑎𝑘(𝑥). Por simplicidad, llamaremos
a estos valores 𝑎𝑖(𝑥) activaciones de la red 𝑓. No debe confundirse este término con
funciones de activación como 𝑅𝑒𝐿𝑢 o 𝑇𝑎𝑛𝐻. Una activación puede ser el resultado de
aplicar una función de activación a un vector o tensor, o puede ser simplemente la
salida de una capa convolucional o lineal. Notamos que cuando aparece libre, 𝑥 siem-
pre se refiere a la entrada de toda la red, y no a la entrada de una capa intermedia,
como se muestra en la Figura 4.1.
Por ejemplo, sea 𝑓 una red con una capa convolucional, seguida de una función de
activación 𝑅𝑒𝐿𝑈 y luego de una capa lineal final. La salida de la capa convolucional
contiene𝐻×𝑊×𝐶 valores escalares o activaciones. Luego de aplicar la función 𝑅𝑒𝐿𝑈,
obtenemos otro conjunto de 𝐻 × 𝑊 × 𝐶 activaciones. Si aplicamos una función de
aplanado para obtener un vector y luego una capa lineal con dimensionalidad 𝐷,
obtenemos otras𝐷 activaciones. Por ende, el modelo tiene 𝑘 = 𝐻∗𝑊∗𝐶+𝐻∗𝑊∗𝐶+𝐷
activaciones.
En situaciones particulares, se pueden ignorar algunas activaciones, por ejemplo
si solo nos interesa la salida de una capa convolucional luego de aplicar la función
𝑅𝑒𝐿𝑈, o si no nos interesa el resultado de la operación de aplanado.
Para medir la equivarianza de un modelo 𝑓, medimos la equivarianza de las ac-
tivaciones individuales 𝑎1(𝑥)… 𝑎𝑘(𝑥). Dado que la métrica puede ser definida para
una activación de forma independiente del resto, en lo siguiente nos referiremos a
una activación simplemente como 𝑎(𝑥), sin su índice.
A continuación, definimos lamatriz de activacionesMuestra-Transformación (MT),
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Figura 4.2: (a)Muestras y sus correspondientes transformaciones (𝑡𝑗(𝑥𝑖)). (b)Matriz
MT conteniendo los valores de activación correspondientes a cada entrada para la
activación 𝑎, para 𝑛 = 5muestras y 𝑚 = 4 transformaciones.
la cual provee el contexto principal y la notación para la definición de varias de las
métricas transformacionales.
4.2. MatrizMuestra-TransformacióndeActivaciones (MT)
La matriz MT de una activación 𝑎 contiene toda la información necesaria para
computar unamétrica sobre 𝑎. Nos indica como se comporta 𝑎para cada combinación
posible de muestra y transformación.
Dado un conjunto de 𝑛 muestras 𝑋 = [ 𝑥1 … 𝑥𝑛 ] y un conjunto de 𝑚 transforma-
ciones 𝑇 = [ 𝑡1 … 𝑡𝑚 ] definidas sobre 𝑋, podemos calcular todas las posibles trans-
formaciones de todas las muestras, y organizarlas en una matriz.
Dada una activación 𝑎, podemos definir la matriz de muestras-transformaciones
MT(𝑎, 𝑋, 𝑇) de tamaño 𝑛 × 𝑚 como:
MT(𝑎, 𝑋, 𝑇)𝑖,𝑗 = 𝑎(𝑡𝑗(𝑥𝑖)) [4.1]
Por simplicidad, nos referiremos aMT(𝑎, 𝑋, 𝑇) comoMT(𝑎) o simplementeMT
siempre que el contexto determine claramente a 𝑋, 𝑇 o 𝑎.
La Figura 4.2 muestra la correspondencia entre las muestras y sus transforma-
ciones, así como su relación a MT. Notamos que MT recuerda a la matriz de ob-
servaciones utilizada en ANOVA de una vía, donde cada transformación puede ser
considerada como un tratamiento distinto.
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4.2.1. Computación eficiente deMT
El cómputo eficiente deMT es crucial para el uso práctico de las métricas. Para
obtener las activaciones, solo se requieren evaluaciones de la red, sin cálculo de gra-
dientes. Recordemos que las redes neuronales generalmente se evalúan utilizando
lotes de ejemplos, es decir, no permiten evaluar todo un conjunto de datos al mismo
tiempo por limitaciones dememoria. Dado un lote de entradas, podemos obtener las
𝑘 activaciones de la red para dicho lote. No obstante, estas activaciones representan
un pequeño subconjunto de los 𝑘 valores de la matrizMT de cada activación 𝑎, dado
que dichas limitaciones de memoria hacen imposible que se evalúen todas las com-
binaciones demuestras y transformaciones al mismo tiempo. Por ende, hay una falta
de correspondencia entre el orden natural de evaluación de las redes (todas las acti-
vaciones para un conjunto pequeño de muestras y transformaciones) y el orden de
evaluación de lasmatricesMT (todas las combinaciones demuestra/transformación
para una activación particular).
Sería posible computar la matrizMT correspondiente a una sola activación 𝑎 cal-
culando la salida de las 𝑛 × 𝑚 combinaciones de muestras transformadas y descar-
tando el valor de todas las activaciones que no son 𝑎. El problema con este enfoque
es que es prohibitivo computacionalmente. Siendo 𝑘 el número de activaciones, hay
𝑘 matricesMT correspondientes. Por ende, el proceso se debe repetir 𝑘 veces. Aho-
ra, 𝑘 puede ser un número muy grande para redes neuronales modernas. Por ejem-
plo, ResNet18, la versión más chica de la familia de modelos ResNet (sección 2.4),
produce en el orden de 3 millones de activaciones cuando utiliza imágenes con re-
solución de 224 × 224 [He+16]. Si asumimos que una red neuronal con 𝑘 activacio-
nes tiene orden 𝒪(𝑘) para ejecutarse, esta estrategia de cómputo deMT tiene orden
𝒪(𝑘 × 𝑘 × 𝑚 × 𝑛).
Otra posibilidad consiste en generar y almacenar las 𝑘 matrices MT sin repetir
evaluaciones de la red. Si bien esto es computacionalmente factible, no lo es en tér-
minos de almacenamiento. Si bien𝑚, el número de transformaciones, suele ser chico,
el número demuestras 𝑛 tiende a ser grande para darle relevancia estadística a lamé-
trica. Por ende, almacenar las 𝑘matricesMT puede ser limitante o aún imposible, ya
que requiere 𝑛 × 𝑚 × 𝑘 números escalares en punto flotante. Por ejemplo, utilizando
el mismo modelo ResNet18 mencionado antes, 𝑛 = 1000 muestras 1, 𝑚 = 16 trans-
formaciones y números flotantes de precisión simple (32 bits) para almacenar las
activaciones, se requieren 𝑘×𝑚×𝑛×4
220
= 178 GB de almacenamiento para todas las ac-
tivaciones. Tal cantidad es muy difícil de almacenar en RAM con sistemas usuales.
Almacenar las activaciones en disco y luego analizarlas también es posible, peromuy
1La 5.4.1 justifica la necesidad de tener esta cantidad de muestras.
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(a) Iteración por columnas (varía la
fila primero)
(b) Iteración por filas (varía la
columna primero)
Figura 4.3: Entradas para la iteración por lotes de lamatrizMT, utilizando un tamaño
de lote 3, 𝑛 = 5muestras y 𝑚 = 4 transformaciones.
demandante en términos de almacenamiento, en especial al realizar varios experi-
mentos.
Por ende, todamétrica que use matricesMT debe implementarse demanera onli-
ne omóvil, es decir, calculando lamétrica para todas las activaciones almismo tiempo,
a medida que van cambiando las muestras y transformaciones. Esto implica que la
matriz MT de todas las activaciones deben iterarse al mismo tiempo. Dichas itera-
ciones puede realizarse por filas (variando primero las transformaciones y luego las
muestras) o por columnas (variando primero las muestras y luego las transforma-
ciones), como muestra la Figura 4.3, y siempre por lotes.
Dada la naturaleza de la mayoría de los frameworks y librerías de redes neuro-
nales y cómputo tensorial, no hay una forma directa de iterar sobre las matricesMT
directamente para implementar una métrica. Además, el cómputo de la evaluación
de a lotes implica una complicación extra. Esto dificulta la implementación correcta,
rápida y legible de las métricas. Por ello, hemos desarrollado una librería de código
abierto 2 que dado un modelo, un conjunto de muestras (una base de datos) y un
conjunto de transformaciones, permite iterar sobre lamatrizMTde forma individual
para cada activación y con eficiencia. Esta librería simplifica entonces la implementa-
ción de las métricas, e incluye también implementaciones de las métricas propuestas
en las secciones 4.3 a 4.6, así como la métrica de Goodfellow [Goo+09] descripta en
la sección 2.8.
En las siguientes secciones, desarrollamos variasmétricas en base a lamatrizMT.
Primero, definimos tres tipos demétricas de invarianza, cada una basada en distintos
conceptos:
La métrica ANOVA (sección 4.3) utiliza dicho procedimiento de análisis de
varianza para determinar si una activación es invariante o no, asumiendo que
las transformaciones representan tratamientos en el esquema ANOVA.
2Librería de Métricas Transformacionales.
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Las métricas basadas en varianza (sección 4.4) utilizan la varianza muestral o
desviación estándar de cada activación para cuantificar su invarianza.
Las métricas basadas en distancia (sección 4.5) generalizan las métricas basa-
das en varianza. Para ello, comparan la distancia entre conjuntos de activacio-
nes para cuantificar cuanto cambian ante la transformaciones, y por ende su
invarianza.
Finalmente, proponemos también una métrica de auto-equivarianza, para cuan-
tificar este tipo específico de equivarianza(sección 4.6).
4.3. Métrica de invarianza basada en ANOVA
El análisis de la varianza (ANOVA) es un método estadístico para realizar prue-
bas de hipótesis [Kir12]. Se utiliza para analizarmuestras de distintos grupos.ANOVA
puede establecer si las medias para distintos grupos de muestras, llamados trata-
mientos, son lasmismas. Si bienANOVAesunmétodoparamétrico, sus pre-condiciones
son laxas y es robusto a violaciones de la normalidad, especialmente con muestras
de gran tamaño como aquellas disponibles en las bases de datos de aprendizaje au-
tomático [Kir12].
La matriz de observaciones utilizadas en ANOVA de una vía contiene 𝑛 filas y 𝑚
columnas; cada fila corresponde a una muestra a la cual se le han aplicado 𝑚 trata-
mientos de forma independiente. Dado que la matrizMT tiene la misma estructura
a la matriz de observaciones de ANOVA de una vía, podemos adaptar la interpreta-
ción del método para evaluar la invarianza (Ecuación [2.16]). La hipótesis nula de
ANOVA es que todas las medias sean las mismas para distintos grupos. Si los distin-
tos grupos corresponden a diferentes transformaciones, entonces la hipótesis nula
es equivalente a la invarianza en esta interpretación estadística. Si la hipótesis nula
se rechaza, entonces la activación no es invariante.
Definimos entonces la métrica ANOVA (AM) simplemente como la aplicación
del procedimiento ANOVA a la matriz MT de cada activación de forma indepen-
diente. Por ende, el único parámetro de la métrica es 𝛼, el valor de significancia de
cada prueba. Como mencionamos en la sección 4.2, el número de activaciones en
una red neuronal suele ser enorme. Por ende, debemos también aplicar una correc-
ción de Bonferroni [Kir12] a 𝛼 para tomar en cuenta la gran cantidad de pruebas de
hipótesis correspondientes.
La elección de la invarianza como la hipótesis nula puede resultar extraña, dado
que en general es una propiedad que a priori no se asume en los modelos. No obs-
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tante, en varios casos los modelos que se vayan a medir habrán sido entrenados o
diseñados para ser invariantes. Por ende, si bien el enfoque contrario (que la hipó-
tesis nula se identifique con la no invarianza) tiene sus méritos, usar la invarianza
comohipótesis nula puede sermás apropiado en varios casos, y además corresponde
mejor con la formulación original del procedimiento ANOVA.
Una limitación importante de la métrica ANOVA asume que para cada transfor-
mación 𝑡, la distribución de las activaciones para cada una de las muestras trans-
formadas por 𝑡 es unimodal. Por ende, espera que cada activación responda en una
forma similar para distintas muestras, aún cuando estas sean muy distintas, o inclu-
so de distintas clases. Es decir, asume que existe una activación media que es la misma
para todas las muestras de cada transformación.
4.3.1. Cómputo de la métrica ANOVA
UnapruebaANOVA requiere calcular el valor 𝐹de la prueba. El valor 𝐹 es simple-
mente la relación entre las diferencias cuadráticas entre grupos e intra grupos, ajusta-
das con sus correspondientes grados de libertad. Por ende, el cómputo de la métrica
ANOVA requiere dos iteraciones sobre lamatrizMT, ambas en el orden de columnas
primero. La primera iteración calcula las medias para cada tratamiento/transforma-
ción. Luego, la segunda computa las diferencias cuadráticas entre grupos e intra gru-
pos, utilizando las medias anteriores. Finalmente, se realiza la división entre ambas
cantidades. Por ende, el orden de la métrica es 𝒪(𝑘 × 𝑛 × 𝑚), donde 𝑘 es la cantidad
de activaciones.
4.4. Métricas de Invarianza basadas en la Varianza
Lasmétricas de invarianza basadas en la varianza calculan la varianza de cada ac-
tivación. La varianza 𝑉𝑎𝑟 es una función con rango [0,∞]; por ende, una activación
es invariante si su varianza es 0. Valores mayores a 0 indican diferentes grados de
falta de invarianza. Al medir invarianza en este contexto, podemos tener dos fuentes
de variación, una debido a las muestras, y otra debido a las transformaciones. Por
ello, desarrollamos dos métricas de invarianzas distintas, Varianza Transformacio-
nal y Varianza Muestral. Luego, estas dos métricas se combinan para formar la
métrica de invarianza Varianza Normalizada. La siguiente sección describe las tres
métricas.


















← 𝑎(𝑡1(𝑥1)) 𝑎(𝑡2(𝑥1)) 𝑎(𝑡3(𝑥1)) 𝑎(𝑡4(𝑥1))
𝑎(𝑡1(𝑥2)) 𝑎(𝑡2(𝑥2)) 𝑎(𝑡3(𝑥2)) 𝑎(𝑡4(𝑥2))
𝑎(𝑡1(𝑥3)) 𝑎(𝑡2(𝑥3)) 𝑎(𝑡3(𝑥3)) 𝑎(𝑡4(𝑥3))
𝑎(𝑡1(𝑥4)) 𝑎(𝑡2(𝑥4)) 𝑎(𝑡3(𝑥4)) 𝑎(𝑡4(𝑥4))
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𝑉𝑎𝑟([ 𝑎(𝑡1(𝑥5)) 𝑎(𝑡2(𝑥5)) 𝑎(𝑡3(𝑥5)) 𝑎(𝑡4(𝑥5) ])
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Figura 4.4: Cálculo de la métrica Varianza Transformacional para 𝑛 = 5 muestras
y 𝑚 = 4 transformaciones. Primero, se calcula la varianza de cada fila (sobre las
transformaciones). Luego se calcula la media de la columna resultado (media sobre
las muestras).
4.4.1. Métrica de Varianza Transformacional
LaVarianza Transformacional de una activación 𝑎 se define como la varianza
promedio de las filas de la matriz MT. Cada fila 𝑖 de MT contiene las activaciones
para la muestra 𝑥𝑖 y todas las transformaciones (Ecuación [4.1] y Figura 4.2). Por
ende, la varianza se calcula sobre todos los valores de la activación 𝑎 para todas las
transformaciones, y la media sobre estas varianzas para todas las muestras.
Si la activación es completamente invariante a 𝑇, entonces la varianza de cada fila
sería 0, así como lamedia sobre todas las filas. La Ecuación [4.2]muestra la definición


















MT(𝑎)[𝑖, ∶] = [MT(𝑎)[𝑖,1] ⋯ MT(𝑎)[𝑖,𝑚] ] es unvector que contiene la fila 𝑖deMT(𝑎).
𝑉𝑎𝑟([ 𝑥1 ⋯ 𝑥𝑛 ]) =
∑𝑛𝑖=1 𝑥𝑖− ̄𝑥
𝑛−1 es la definición estándar de varianza muestral para
un vector de observaciones [ 𝑥1 ⋯ 𝑥𝑛 ].
̄𝑥 = 𝑀𝑒𝑑𝑖𝑎([ 𝑥1 ⋯ 𝑥𝑛 ]) =
∑𝑛𝑖=1 𝑥𝑖
𝑛 es la definición estándar de la media muestral.
Visualización de la Varianza Transformacional
La Figura 4.5 (a) muestra el resultado de calcular la Varianza Transformacio-
nal como un mapa de calor. Cada columna del mapa de calor corresponde a una
capa diferente. Dentro de cada capa/columna, cada elemento corresponde al valor
de la métrica Varianza Transformacional para diferentes activaciones de esa capa.
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(a) (b) (c)
Figura 4.5: (a)Varianza Transformacional, (b)VarianzaMuestral y (c)Varianza
Normalizada de cada activación de un modelo ResNet. El conjunto de transforma-
ciones para este ejemplo son 16 rotaciones distribuidas uniformemente entre 0∘ y
360∘. Los ejemplos son del conjunto de prueba de CIFAR10. Mejor visto en formato
digital.
El color corresponde a diferentes niveles de invarianza . El color verde indica va-
lores fuera de rango. Notamos que, en general, dado que las capas son arbitrarias
no hay una estructura de filas en la imagen. Cada capa/columna puede tener una
cantidad diferente de activaciones y por ende de filas. Aún más, la distancia verti-
cal entre dos valores de diferentes columnas no conlleva ninguna información. No
obstante, las capas correspondientes a funciones de activación, por ejemplo, sí tienen
la misma estructura que la capa anterior y por eso se observa una correlación entre
ambas. Para las capas cuya salida es un conjunto de feature maps (convoluciones,
max-pooling, etc), mostramos solo un valor para cada feature map. Ese valor corres-
ponde a la media de la métrica para un feature map en particular, donde la media
se calcula eliminando todas las dimensiones espaciales (ver sección 4.4.4 para más
detalles).
Cálculo de la Varianza Transformacional
El cálculo deVarianzaTransformacionalutiliza el algoritmodeWelford [CGL83]
para calcularmedias y varianza de formamóvil sin necesidad de almacenar todos los
valores previamente. El algoritmo deWelford además tienemejor estabilidad numé-
rica que otros [CGL83]. De esta forma, el cómputo de Varianza Transformacional
requiere una sola iteración sobre las filas deMT, y por ende su tiempo de ejecución
es del orden 𝒪(𝑘 × 𝑛 × 𝑚) para las 𝑘 activaciones. En este caso, asumimos también
que el orden del tiempo de ejecución de la red es 𝒪(𝑘), donde 𝑘 es el número de
activaciones de la misma.
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Figura 4.6: Cálculo de la métrica Varianza Muestral para 𝑛 = 5 muestras y 𝑚 = 4
transformaciones. Primero, se calcula la varianza de cada columna (sobre las mues-
tras). Luego la media del vector fila resultado (media sobre las transformaciones)
Valores y unidades de la Varianza Transformacional
La métrica Varianza Transformacional tiene las mismas unidades de la acti-
vación 𝑎. Cuando 𝑉𝑇(𝑎) = 0 la activación es invariante a las transformaciones. No
obstante, si 𝑉𝑇(𝑎) > 0 no hay una interpretación clara de la Varianza Transforma-
cional, ya que la unidad de las activaciones depende tanto de lasmuestras utilizadas
como de los parámetros del modelos. Observando la Figura 4.5 (a), estas unidades
pueden variar significativamente. Para neutralizar esta fuente indeseable de variabi-
lidad, podemos normalizar los valores de la Varianza Transformacional. Para ello,
proponemos utilizar la métrica Varianza Muestral, definida a continuación, para
dividir a la Varianza Transformacional y obtener la métrica Varianza Normaliza-
da.
4.4.2. Métrica Varianza Muestral
La Varianza Muestral (VM) es la transpuesta conceptual de Varianza Trans-
formacional. En lugar de computar la varianza por filas y luego lamedia del resulta-
do (un vector columna), la métrica Varianza Muestral primero calcula la varianza
por columnas, y luego la media sobre el vector fila resultante (Figura 4.6).
La Ecuación [4.3] presenta la definición formal de la Varianza Transformacio-
nal para una activación 𝑎 en términos de su matrizMT(𝑎).
𝑆𝑉 = 𝑀𝑒𝑑𝑖𝑎 ([𝑉𝑎𝑟(MT[∶, 1]) ⋯ 𝑉𝑎𝑟(MT(𝑎)[∶, 𝑚] )]) [4.3]
Mientras que laVarianza Transformacionalmide la varianza debido a las trans-
formaciones de las muestras, la Varianza Muestral mide la varianza debido a la
variabilidad natural de las muestras de la BD o dominio. La Figura 4.5 (b) muestra
los resultados de calcularVarianzaMuestral como unmapa de calor. Notamos que
el orden de magnitud de los valores de la Varianza Muestral es similar a los de la
Varianza Transformacional.
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Cálculo de la Varianza Muestral
Utilizando también algoritmos de media y varianza móvil, el cómputo de la Va-
rianzaMuestral requiere una sola iteración por columnas deMT, por ende el tiem-
po de ejecución es de orden 𝒪(𝑘 × 𝑛 × 𝑚).
4.4.3. Métrica Varianza Normalizada
LamétricaVarianzaNormalizada (𝑉𝑁) es simplemente la relación entre laVa-














La Varianza Normalizada es entonces una relación que balancea la variabilidad
debido a las transformaciones con la variabilidad debido a las muestras. Dado que
ambas tienen las mismas unidades, el resultado es un valor adimensional. La Figu-
ra 4.5 (c) muestra el resultado de la métrica Varianza Normalizada para todas las
activaciones.
Casos especiales de la Varianza Normalizada
En los casos donde tanto 𝑉𝑇(𝑎) = 0 como 𝑉𝑀(𝑎) = 0, definimos 𝑉𝑁(𝑎) = 1.
Este caso corresponde a la definición de una activación muerta, que no responde a
ningún patrón y por ende no tiene ningún uso en la red.
En los casos donde 𝑉𝑇(𝑎) > 0 y 𝑉𝑀(𝑎) = 0, definimos 𝑉𝑁(𝑎) = +∞. Este caso
es similar al primero, pero ahora las transformaciones si causan variabilidad en la
activación. Esto posiblemente se deba a que generan muestras muy por fuera de la
distribución original de los datos. Por ejemplo, si todas las imágenes en un conjun-
to de datos contienen un fondo negro y objectos centrados, como MNIST, entonces
es probable que todas las activaciones correspondientes a los bordes de los feature
maps, especialmente en las primeras capas, correspondan a activacionesmuertas.No
obstante, una transformación de escala o traslación puede cambiar tanto la imagen
que estas activaciones dejan de valer siempre 0 en los bordes.
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Valores de la Varianza Normalizada
Analizando los valores de la Varianza Normalizada, podemos distinguir los si-
guientes casos:
Si 𝑉𝑁(𝑎) = 0, entonces 𝑉𝑇(𝑎) = 0 y la activación es claramente invariante.
Si 𝑉𝑁(𝑎) < 1, la varianza debido a las transformaciones es menor que la va-
rianza debido a las muestras, y por eso podemos considerar aproximadamente
invariante a la activación.
Si 𝑉𝑁(𝑎) > 1 se aplica el mismo razonamiento pero con la conclusión opuesta.
Si 𝑉𝑁(𝑎) ≃ 1, entonces ambas varianzas están en equilibrio, y no hay distin-
ción entre la variabilidad de las muestras y las transformaciones. En este caso,
es posible que la base de datos o el dominio naturalmente contenga muestras
transformadas, o simplemente que el modelo fue entrenado en forma tal que
estos valores son casualmente similares.
Notamos que excepto para el caso 𝑉𝑁(𝑎) = 0, no hay una interpretación clara de
la métrica en términos de valores absolutos. Sólo podemos interpretarla en términos
de varianza relativa. Por ejemplo, si 𝑉𝑁(𝑎) = 0.5, entonces la varianza muestral es
el doble que la varianza transformacional.
Sería posible transformar el resultado de la métrica, por ejemplo utilizando la
función logística que limite el valor de la misma al intervalo [0, 1). Elegimos delibe-
radamente no hacerlo de manera de preservar la noción de que no existe una teoría
apropiada para interpretar los valores en términos absolutos.
Cálculo de la Varianza Normalizada
El cálculo de 𝑉𝑁 requiere sólo dos iteraciones sobre la matriz MT. La primera
iteración se realiza para calcular la Varianza Transformacional, y la segunda para
calcular la VarianzaMuestral. Luego se realiza la división de las 𝑘 activaciones. Por
ende, su orden es también 𝒪(𝑘 × 𝑛 × 𝑚).
4.4.4. Especialización de las métricas para Feature Maps
Algunos tipos de capas pueden requerir una especialización de las métricas para
obtener resultadosmás útiles y fáciles de interpretar. En esta sección describimos una
especialización de las métricas de varianza para activaciones del tipo feature maps
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de 2 dimensiones. Este tipo de activaciones suelen se generadas por capas convolu-
cionales 2𝐷, dado que éstas se utilizan típicamente con imágenes. No obstante, la
generalización a feature maps 1𝐷 o 𝑁𝐷 es simple.
La salida de una capa Convolucional 2D, o de MaxPooling, o de la función ELU
aplicada a feature maps, genera 𝑘𝑓 feature maps de tamaño (ℎ, 𝑤). El número de acti-
vaciones individuales es 𝑘𝑓×𝑤×ℎ, lo cual puede ser muy grande.Más aún, las activa-
ciones de un feature map tienen una estructura espacial, e ignorarla puede desenca-
denar en resultados poco interesantes de la métrica. Por ejemplo, para detección de
objetos, los bordes de los feature maps generalmente otorgan poca información útil,
y analizarlos individualmente no tiene mucha utilidad. Además, los feature maps
suelen ser matrices ralas, con lo cual se espera que en promedio la mayoría de sus
activaciones estén en 0 [Aim+18].
En tales casos, podemosmedir la varianza de cada featuremapmediante el agru-
pamiento de la varianza de las dimensiones espaciales. Dado un feature map 𝐹 de
tamaño ℎ × 𝑤 tal que 𝐹(𝑖, 𝑗) es la activación en la coordenada espacial 𝑖, 𝑗, podemos





















El agrupamiento se realiza antes de la normalización para quitar la dependencia
en el tamaño de la estructura del feature map. Notamos que en el caso de la mé-
trica 𝑁𝑉, la agrupación se realiza al nivel de las métricas 𝑇𝑉 y 𝑆𝑉. La definición
alternativa que podríamos haber utilizado es 𝑁𝑉𝑙𝑢𝑒𝑔𝑜 (Ecuación [4.6]), que realiza
la agrupación luego de la normalización. Esta definición alternativa es posible pero
menos útil, dado que las relaciones individuales
𝑉𝑇(𝐹(𝑖,𝑗))
𝑉𝑀(𝐹(𝑖,𝑗)) pueden variar demasiado









Elegimos agrupar las varianzas de los feature maps via la 𝑠𝑢𝑚𝑎 de las métricas
de cada activación en los feature maps. De esta forma 𝑉𝑇(𝐹) y 𝑉𝑀(𝐹) represen-
tan su varianza total. Comomencionamos anteriormente, los feature maps son ralos
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[Aim+18]. Por ende, dado que los filtros suelen estar activos sólo en algunas regiones
espaciales, agrupar las activaciones utilizando la función 𝑚𝑖𝑛𝑖𝑚𝑜 en lugar de 𝑠𝑢𝑚𝑎
subestimaría significativamente la varianza del feature map. La función 𝑚𝑎𝑥𝑖𝑚𝑜 po-
dría causar el problema inverso. La 𝑚𝑒𝑑𝑖𝑎 generaría el mismo resultado que la 𝑠𝑢𝑚𝑎
debido a la normalización (Ecuación [4.5]).
4.5. Métricas basadas en distancias
Las métricas de invarianza basadas en la varianza asumen una distribución uni-
modal de las activaciones, ya que la varianza cuantifica desviaciones de la media.
No obstante, en algunos casos esa asunción puede ser incorrecta.
Las métricas de invarianza basadas en distancia son similares a aquellas basadas
en la varianza, pero en lugar de calcular la varianza utilizan una función de distan-
cia entre las activaciones de distintas transformaciones o muestras. Al computar la
distancia entre todos los pares de activaciones, no es necesario realizar asunciones
de una unimodalidad.
De manera análoga a las métricas basadas en varianza, definimos la métricas de
Distancia Transformacional (𝐷𝑇),Distancia Muestral (𝐷𝑀) yDistancia Normalizada
(𝐷𝑁) utilizando la distancia en las Ecuaciones [4.7a] a [4.7c]:
𝐷𝑇(𝑎) =Media ([DistanciaMedia(MT[1,∶]) ⋯ DistanciaMedia(MT[𝑛,∶]) ]) [4.7a]





En la Ecuación [4.7] DistanciaMedia calcula la distancia media entre todos los
valores de un vector de 𝑛 elementos y 𝑑 ∶ 𝑅2 → 𝑅 representa cualquier función de
distancia:






Las métricas de distancia calculan la distancia promedio entre activaciones, ya
sea por filas(Distancia Transformacional) o por columnas (Distancia Muestral).
Si una activación 𝑎 es completamente invariante a una transformación, entonces la
distancia promedio entre los valores de 𝑎 para todas las transformaciones de una
muestra (DistanciaMedia(MT[𝑖, ∶])) será 0. Por ende, la Distancia Transformacio-
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nal será 0, al igual que la Distancia Normalizada. Si la activación no es invarian-
te, entonces la distancia media entre las activaciones de las muestras transformadas
cuantificarán el grado de la invarianza.
4.5.1. Aproximación del cómputo de la distancia media
El cómputo completo de la distanciamedia para todas las combinaciones de trans-
formaciones y muestras puede ser prohibitivo. Es decir, según utilicemos la Distan-
cia Transformacional o la Distancia Muestral, debemos calcular esencialmente la
matriz de distancia entre los elementos de cada fila o columna deMT. Dicha matriz
de distancia tiene 𝒪(𝑛2) elementos para las muestras y 𝒪(𝑚2) para las transforma-
ciones. Como semencionó en la sección 4.2.1, el cálculo de lamatrizMTdebe hacerse
de manera móvil, sin almacenar la totalidad de las activaciones. Si bien la cantidad
de transformaciones en ocasiones es relativamente menor y por ende 𝑚2 no es un
valor muy grande, no es así en todos los casos, y seguramente no lo es en el caso de
las muestras (𝑛2).
Por ende, debemos utilizar una aproximación al cálculo de las distancias prome-
dio. Dado que la iteración sobre la matriz MT se hace por lotes, podemos calcular
solamente las distancias entre los ejemplos del mismo lote. Por ende, estaremos rea-
lizando una aproximación de la media de la matriz de distancia completa utilizando
solamente bloques de la misma.
Un enfoque con mejores garantías teóricas involucraría computar una aproxima-
ción de bajo rango de la matriz completa de distancias (euclídeas, por ejemplo), y
luego calcular las distancias medias [Dok+15]. No obstante, los mejores algoritmos
aleatorizados son de orden 𝒪(𝑛 + 𝑚) para una sola matriz [Ind+19], lo cual torna
impráctico el cálculo de la métrica para una gran cantidad de activaciones 𝑘.
Orden de ejecución de las métricas
De forma análoga al caso de laVarianza Normalizada, el cómputo de laDistan-
cia Normalizada requiere dos iteraciones sobre la matrizMT, uno para calcular la
Distancia Transformacional y otro para la Distancia Muestral. Dado que en este
caso estamos calculando distancias entre todos los elementos de un lote, el orden
de la Distancia Transformacional, la Distancia Muestral y por ende la Distancia
Normalizada es de 𝒪(𝑏2 × 𝑛×𝑚
𝑏
× 𝑘) = 𝒪(𝑏 × 𝑛 × 𝑚 × 𝑘), donde 𝑏 es el tamaño de lo
lote y 𝑘 la cantidad de activaciones.
El cálculo de las métricas de distancia tiene un costo extra 𝑏 de acuerdo al tama-
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ño del lote. Cuanto más grande sea 𝑏, mejor será la aproximación pero mayor será
el tiempo de cómputo. No obstante, el tamaño de lote 𝑏 tiene un límite duro en la
cantidad de memoria RAM requerida para almacenar las activaciones de todos los
ejemplos del lote, ya sea en la CPU o GPU.
Una alternativa para mejorar la aproximación consiste en realizar varias iteracio-
nes de la matriz MT, pero cambiando el orden de iteración sobre los ejemplos. De
esta forma, y eligiendo con cuidado el orden en que se integra sobre las muestras
y transformaciones, estamos efectivamente tomando muestras de distintos bloques
de la matriz de distancias y por ende mejorando la aproximación de forma arbitra-
ria. Además, esta estrategia permite elegir de forma independiente el tamaño de lote
para optimizar el cómputo de la evaluación de la red.
4.5.2. Relación entre las métricas basadas en varianza y las basadas
en la distancia euclidiana
En el caso de lasmétricas de distancia que utilizan a la distancia euclidiana al cua-
drado, las métricas de varianza y distancia son equivalentes, de acuerdo a la Ecua-
ción [4.9]. En este caso particular, podemos entonces evitar la aproximación inducida
por el muestreo ralo de la matriz de distancia con sólo computar la métrica Varian-
za Normalizada original. Esto indica entonces que las métricas basadas en varianza
son un caso particular de las métricas basadas en distancia, en donde la aproxima-
ción no es necesaria ya que hay el algoritmo de Welford permite calcularla en forma
móvil.










































𝑛2𝐸(𝑥2) − 2𝑛2𝐸(𝑥)𝐸(𝑥) + 𝑛2𝐸(𝑥2)
𝑛2
= 2(𝐸(𝑥2) − 𝐸(𝑥)2)
= 2𝑉𝑎𝑟([ 𝑥1 … 𝑥𝑛 ])
[4.9]
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4.5.3. Especialización para los feature maps
Comomencionamos anteriormente, medir la invarianza de cada activación de un
feature map puede ser indeseable, ya que el feature map tiene una estructura espa-
cial que debe ser tomada en cuenta. El método descripto para la métrica Varianza
Normalizada para calcular la varianza de feature maps (sección 4.4.4) también es
válido para las métricas de distancia (Ecuación [4.10]). Es decir, podemos calcular
la métrica de distancia de cada activación individual 𝐷𝑁(𝐹(𝑖, 𝑗)) en un feature map





















No obstante, la ventaja de utilizar una métrica basada en distancia es que po-
demos emplear distancias especializadas para cada tipo de activación o capa. Por
ejemplo, podemos comparar los feature maps con una métrica de distancia especial
y obtener entonces distancias entre pares de feature maps en lugar de pares de activacio-
nes individuales. En el caso de los feature maps, podemos emplear para ello cualquier
métrica de distancia para imágenes.
Sea 𝐹 un feature map, y MT′(𝐹) una matriz de tamaño 𝑛 × 𝑚 como antes, pero
ahora cada elemento MT′(𝐹)[𝑖, 𝑗] ∈ 𝑅ℎ×𝑤 consiste en el feature map obtenido al
evaluar la muestra 𝑖 luego de aplicarle la transformación 𝑗, es decir, 𝑡𝑗(𝑥𝑖). Entonces,
podemos definir𝐷𝑇,𝐷𝑀 y𝐷𝑁de forma similar a la Ecuación [4.7], pero para feature
maps 𝐹 (Ecuación [4.11]).
𝐷𝑇(𝐹) =Media ([DistanciaMedia(MT′(𝐹)[1,∶]) ⋯ DistanciaMedia(MT′(𝐹)[𝑛,∶]) ])





Donde ahora 𝑑 es una función de distancia entre feature maps en lugar de núme-
ros reales, o sea 𝑑 ∶ 𝑅ℎ×𝑤 × 𝑅ℎ×𝑤 → 𝑅, y la distancia media se define como:
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En esta sección proponemos un método para calcular la auto-equivarianza (sec-
ción 2.6) aproximada de las activaciones. La auto-equivarianza requiere que tanto la
entrada como la característica sean parte del dominio de 𝑡, y por ende que compartan
una estructura. Por ejemplo, si la entrada a la red 𝑥 son imágenes, entonces la trans-
formación 𝑡 estará definida para imágenes. Para poder calcular la auto-equivarianza,
necesitamos que 𝑓 (𝑥) también sea una imagen.
Por ende, y de forma similar a la sección 4.5.3, definiremos esta métrica en tér-
minos de un conjunto de activaciones 𝐴 = [ 𝑎1 … 𝑎𝑝 ]. Notamos que 𝐴 es un conjunto
con estructura; por ejemplo, podría ser un tensor 3𝐷 para imágenes𝑅𝐺𝐵. El conjunto
de activaciones 𝐴 debe tener la misma estructura que 𝑥, es decir, 𝑡 debe poder actuar
sobre 𝐴.
Para definir la métrica de auto-equivariancia, recordemos su definición (Ecua-
ción [2.19]): si 𝐴 es auto-equivariante a 𝑡𝑖, entonces 𝐴(𝑡𝑖(𝑥)) = 𝑡𝑖(𝐴(𝑥)).
Lasmétricas de invarianza están basadas en comparar los valores de 𝑎(𝑡𝑗(𝑥𝑖))para
distintas transformaciones 𝑡𝑗 y muestras 𝑥𝑖. Adaptaremos esta idea para el caso de la
auto-equivarianza.
Si asumimos que 𝑇 = 𝑡1,… , 𝑡𝑚 es un conjunto de transformaciones invertibles,
entonces podemos calcular los valores 𝑡−11 (𝐴(𝑡1(𝑥))),… , 𝑡
−1
𝑚 (𝐴(𝑡𝑚(𝑥))). Si 𝐴 es auto-
equivariante, estos valores deberían ser todos iguales ya que 𝑡−1𝑖 (𝐴(𝑡𝑖(𝑥))) = 𝑡
−1
𝑖 (𝑡𝑖(𝐴(𝑥))) =
𝐴(𝑥). Comparando estos valores podemos entonces determinar el grado de auto-
equivarianza de las activaciones.
Definimos entonces la métrica Auto-Equivarianza Transformacional de Dis-
tancia (AETD) (Ecuación [4.13]) de un conjunto de activaciones 𝐴 en una forma
similar a la métrica Distancia Transformacional de la sección 4.5:
𝐴𝐸𝑇𝐷(𝐴) =Media ([DistanciaMedia(MT′(𝐴)[1,∶]) ⋯ DistanciaMedia(MT′(𝐴)[𝑛,∶]) ])
MT′(𝐴)[𝑖, 𝑗] = 𝑡−1𝑗 𝐴(𝑡𝑗(𝑥𝑖))
[4.13]
LaEcuación [4.13] utiliza una versiónmodificadade lamatrizMTdenotadaMT′,
donde cada elemento es un conjunto de activaciones 𝐴 transformadas por la inversa
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de la transformación original para poder medir la auto-equivarianza.
De forma análoga al caso de la invarianza, podemos definir las métricas deAuto-
Equivarianza Muestral de Distancia y Auto-Equivarianza Normalizada de Dis-
tancia.
Por supuesto, en el caso en que la función de distancia sea la euclidiana al cua-
drado, lamétricaAuto-Equivarianza Transformacional de Distancia se puede cal-
cular utilizando la varianza, de forma análoga al caso de la Varianza Normaliza-
da (sección 4.5.2). De este modo, podemos definir las métricas Auto-Equivarianza
Transformacional deVarianza,Auto-EquivarianzaMuestral deVarianzayAuto-
Equivarianza Normalizada de Varianza, análogas a las recién definidas.
Con el objetivo de ser breve, sólo definimos las métrica basadas en distancias, sin
detallar este caso particular que es más eficiente para calcular con varianzas.
4.6.1. Normalización
Para las métrica de auto-equivarianza también es posible no normalizar con la
auto-equivarianza muestral. Dependiendo de la tarea, generalmente se espera que
losmodelos sean invariantes a las variacionesmuestrales; de hecho, este es uno de los
principios básicos de la generalización [Xie+17]. No obstante, la auto-equivarianza
muestral no es (a priori) un sesgo natural de los problemas de clasificación, y por
ende los valores obtenidos serían generalmente mucho más grandes que los de la
auto-equivarianza transformacional. Por ende, para obtener valores normalizados, po-
demos directamente normalizar el conjunto de activaciones 𝐴. Para ello, dado que
𝐴 es un tensor de algún tipo de forma, lo normalizamos dividiendo por la norma
inducida por la medida de distancia para otorgarle norma unitaria. Luego compu-
tamos la métrica Auto-Equivarianza con estas activaciones de norma unitaria, sin
otro esquema de normalización.
4.6.2. Valores de la Auto-Equivarianza
LamétricaAuto-Equivarianzamide la distancia promedio entre los valores 𝑡−11 (𝐴(𝑡1(𝑥))),
… , 𝑡−1𝑚 (𝐴(𝑡𝑚(𝑥))). Cuando estos son todos iguales, la distancia promedio es 0 y por
ende 𝐴 es auto-equivariante. Al igual que para las métricas de invarianza, los valo-
res de la métrica Auto-Equivarianza valores mayores a 0 indican desviaciones de
la auto-equivarianza. Debido al esquema de normalización, los valores ya no pue-
den interpretarse en forma relativa entre la auto-equivarianza transformacional y la
muestral.
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4.6.3. Limitaciones para calcular la Auto-Equivarianza
Notamos nuevamente que este método está limitado a conjuntos de activaciones
con la misma estructura que 𝑥. Por ejemplo, en el caso de las CNNs utilizadas pa-
ra análisis de margen, este método sólo puede ser aplicado a los feature maps. La
auto-equivarianza de la salida de las capas lineales no puede ser medida, dado que
la mayoría de las transformaciones para imágenes 2𝐷 no está bien definida en vecto-
res 1𝐷. No obstante, la mayoría de las arquitecturas modernas de redes neuronales
para imágenes utiliza mayormente capas convolucionales, y sólo emplea una o dos
capas lineales a lo sumo para producir los puntajes finales de clase. Por ende, esto
representa una limitación menor.
Por otro lado, la limitación de que las transformaciones deban ser invertibles no
es tan importante en el caso de las CNNs para imágenes, debido a que las transfor-
maciones afines son invertibles, así como las transformaciones de color y muchas
otras transformaciones relacionadas.
4.6.4. Formulación alternativa: Auto-Equivarianza de Distancia
Simple
Otra alternativa para calcular el grado de auto equivarianza de un conjunto de
activaciones𝐴 a una sola transformación 𝑡 esmedir el valor ||𝐴(𝑡(𝑥))−𝑡(𝐴(𝑥))|| sobre
todas las muestras, donde || ⋅ || es la norma euclidiana u otra. Si 𝑓 es auto-equivariante,
entonces 𝐴(𝑡(𝑥)) = 𝑡(𝐴(𝑥)) y por ende ||𝐴(𝑡(𝑥)) − 𝑡(𝐴(𝑥))|| = 0. En el caso en que
𝑇 = [ 𝑡1 … 𝑡𝑚 ], para calcular la auto-equivarianza para el conjunto 𝑇, podemos sim-
plemente calcular la auto-equivarianza de cada transformación y luego calcular el
promedio sobre el conjunto de transformaciones. Llamamos a esta métrica Auto-
Equivarianza de Distancia Simple.
Una ventaja de esta formulación es que no requiere que las transformaciones 𝑡𝑗
sean invertibles. Una limitación es que no puede caracterizar las interacciones entre
las representaciones de distintas transformaciones. Además, no es análogo al esque-
ma de la invarianza, lo cual dificulta la comparación entre las dosmétricas. Por ende,
en la sección experimental hemos elegido utilizar la primera formulación de la mé-
trica.
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Figura 4.7: Mapas de calor de la métrica Varianza Normalizada para cada una de
las 10 clases de CIFAR10. Si bien la distribución general de invarianza es la misma
para todas las clases, cada una tiene características particulares.
4.7. Métricas Estratificadas
Para problemas de clasificación con un conjunto 𝐶 de clases, la codificación de la
entrada de las activaciones puede variar drásticamente dependiendo de la clase de
lasmuestras. De lamisma forma, la estructura de la invarianza o equivarianza podría
ser específica a cada clase. Por ende, puede ser de utilidad medir la invarianza para
cada clase por separado. Definimos entonces𝑀(𝑎,𝑋𝑐, 𝑇) como lamétrica por clase de
una activación 𝑎, donde𝑀 es una métrica arbitraria, y 𝑋𝑐 este conjunto de muestras
que pertenecen a la clase 𝑐. La Figura 4.7 muestra los mapas de calor de cada clase.
La comparación entre𝑀(𝑎,𝑋𝑐, 𝑇) y𝑀(𝑎,𝑋, 𝑇) puede ayudar a determinar corres-
pondencia entre la equivarianza de una activación y los ejemplos de una clase. Ade-
más, para evaluar si existe un componente de clase específico de la codificación de la
equivarianza en la red, podemos definir una métrica estratificada (Ecuación [4.14]):
𝑀𝑒𝑠𝑡𝑟𝑎𝑡𝑖𝑓 𝑖𝑐𝑎𝑑𝑎(𝑎, 𝑋, 𝑇) = 𝑀𝑒𝑑𝑖𝑎([𝑀(𝑎, 𝑋1, 𝑇) … 𝑀(𝑎, 𝑋𝐶, 𝑇)]) [4.14]
Lamétrica estratificada es simplemente lamedia sobre el conjunto de lasmétricas
específica para cada clase𝑀(𝑎,𝑋𝑐, 𝑇). La diferencia entre𝑀(𝑎,𝑋, 𝑇) y𝑀𝑒𝑠𝑡𝑟𝑎𝑡𝑖𝑓 𝑖𝑐𝑎𝑑𝑎(𝑎, 𝑋, 𝑇)
nos permite cuantificar el impacto de la clase en la métrica.
4.8. Conclusiones
En esta sección, presentamos varias métricas que permiten cuantificar la inva-
rianza y auto-equivarianza. Las métricas tienen una granularidad alta, permitiendo
calcularlas para cada valor intermedio o activación de la red.
Las métricas de invarianza basadas en varianza Varianza Transformacional y
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Varianza Muestral se combinan para formar la Varianza Normalizada. Estas mé-
tricas utilizan la varianza para caracterizar la invarianza: si Varianza Normalizada
es 0 para una activación, entonces la misma es invariante. Las métricas de invarianza
basadas en distancia Distancia Transformacional, Distancia Muestral y Distan-
cia Normalizada son análogas a las basadas en varianza, pero las generalizan. Para
ello, utilizan una función de distancia entre activaciones de distintas transformacio-
nes de las muestras para cuantificar la invarianza.
La métrica de auto-equivarianza Auto-Equivarianza utiliza también un esque-
ma de distancia similar al de la Distancia Normalizada. No obstante, en lugar de
comparar las activaciones de las distintas transformaciones directamente, aplica la
inversa de la transformación original para deshacer la transformación de las activa-
ciones. Luego toma las activaciones des-transformadas y computa la distancia entre
estas activaciones.
También introdujimos variantes de las métricas para tipos de activación específi-
cos como los featuremaps, y para analizar el componente de clase de la equivarianza
para problemas de clasificación.
El cómputo de las métricas utiliza la matriz de Muestras-TransformacionesMT.
Dicha matriz contiene las activaciones para todas las combinaciones de muestras y
transformaciones. Además, presentamos un esquema de generación de lamatrizMT
que permite el cómputo eficiente de las métricas.
Las métricas tienen una complejidad computacional de 𝒪(𝑘 × 𝑛 × 𝑚), lo cual es
lineal en las activaciones, métricas y transformaciones, respectivamente. En el caso
de las métricas de distancia, para invarianza o auto-equivarianza, dicha complejidad
aumenta a 𝒪(𝑏2 × 𝑘 × 𝑛×𝑚
𝑏
) = 𝒪(𝑏 × 𝑘 × 𝑛 × 𝑚), donde 𝑏 es el tamaño de lote. El tér-
mino cuadrático 𝑏2 es inducido por el calculo de la matriz de distancias entre pares.
En tales casos, el cálculo de distancia es aproximado, y el tamaño de lote permite
ajustar el grado de aproximación, balanceando eficiencia computacional y calidad
de la aproximación.
Estas métricas eficientes permiten el análisis demodelosmodernos de redes neu-
ronales en términos de la equivarianza. Se distinguen de otros esfuerzos similares
[Goo+09; LV15] en que son fáciles de interpretar y eficientes para calcular, especial-
mente en el contexto de redes grandes con millones de activaciones.
El apéndice B describe la implementación de la librería Transformational Measures
donde se implementan estas métricas.
A continuación, en el Capítulo 5, realizamos varios experimentos y visualizacio-
nes para comprender la naturaleza de lasmétricas presentadas, y validar su utilidad.
Luego las utilizamos para evaluar modelos de CNN y características de los mismos.
Capítulo 5
Evaluación de Métricas de
Equivarianza
En este capítulo, realizamos varios experimentos para (1) validar las métricas
desarrolladas en el Capítulo 4, (2) estudiar su comportamiento y (3) analizar mode-
los existentes de redes neuronales en términos de sus invarianzas y equivarianzas.1.
Para validar lasmétricas, realizamos experimentos para determinar si lasmismas
son capaces demedir la propiedades deseadas. Luego, estudiamos el comportamien-
to general de las métricas en términos de diferentes factores: inicialización aleatoria
de los pesos de la red, tamaño de la BD, subconjunto de la BD (entrenamiento o
prueba), evaluación estratificada, y especializaciones para feature maps. Finalmen-
te, medimos equivarianzas en varios modelos populares de CNN, y para el modelo ,
cuantificamos el impacto de las capas de BatchNormalization,MaxPooling, distintas
funciones de activación y el tamaño del kernel de las convoluciones.
Si bien las métricas pueden utilizarse para analizar cualquier tipo de modelo de
redes neuronales, nos enfocamos en problemas de clasificación de imágenes para
caracterizar las métricas y a los modelos.
5.1. Metodología
La metodología general de los experimentos consiste en entrenar un modelo con
una BD y un conjunto de transformaciones determinadas para aumentación de da-
tos. La aumentación de datos para el entrenamiento consiste en aplicar a cada ejem-
plo una transformación elegida de forma aleatoria del conjunto de transformaciones.
1El código para replicar estos experimentos está disponible en https://github.com/
facundoq/transformational_measures_experiments
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Luego, en la mayoría de los casos evaluamos una métrica utilizando el modelo
entrenado y el mismo conjunto de transformaciones que se utilizó para la aumen-
tación de datos. En otras ocasiones, que aclararemos oportunamente, este esquema
varía.
A continuación, describimos las bases de datos, transformaciones y modelos uti-
lizados en los experimentos.
5.2. Métricas
Para limitar la exposición hemos decidido sólo utilizar algunas métricas en los
experimentos. Dada su mayor eficiencia y, en general utilizaremos métricas basadas
en varianza en lugar de las basadas en distancia. No obstante, realizamos una com-
paración entre ambas para determinar sus diferencias y, sobre todo, la calidad de la
aproximación de las métricas de distancia. Por ende, la mayoría de los experimentos
utilizan solamente las métricas Varianza Normalizada y Auto-Equivarianza Nor-
malizada de Varianza.
5.2.1. Bases de datos
Todos nuestros experimentos utilizan las BDs MNIST y CIFAR10. Ambas BDs
son reconocidas y cualquier análisis que se realice con ellas será fácil de interpretar
y relacionar con los modelos actuales. Además, si bien el cálculo de las métricas es
eficiente y permite utilizar BDs grandes, al analizar las métricas realizamos una va-
riedad de experimentos y por ende el costo de cómputo agregado es considerable.
Por ende, el hecho de que ambas BDs sean relativamente pequeñas (60000muestras)
permite realizar dichos experimentos.
Si bien MNIST es una BD simple, provee resultados fácilmente interpretables.
Como todos los modelos obtienen una tasa de aciertos cercana al 100% en esta BD,
nos permite analizar unmodelo en el régimen de clasificación perfecta. CIFAR10, por
otro lado, contiene imágenes naturales más complejas y los modelos no alcanzan un
desempeño perfecto, lo cual permite complementar el análisis.
5.2.2. Transformaciones
Para simplificar la interpretación de los experimentos, definimos cuatro conjun-
tos de transformaciones comunes. Éstos conjuntos representan transformaciones afi-
nes, y por ende proveen un rango de diversidad de modo de establecer las propie-
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dades de las métricas de manera independiente a las transformaciones específicas
utilizadas.
1. Rotación (16 transformaciones). Rotaciones desde 0° a 360°, discretizadas en
16 ángulos. Las rotaciones se realizan siempre utilizando el centro de la imagen
como origen.
2. Escalado (11 transformaciones). Escalamos las imágenes utilizando los coefi-
cientes de escala: 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.05, 1.10, 1.15, 1.20, 1.25. Estos co-
eficientes son tanto para el alto como para el ancho, por lo cual se mantiene
fija la relación de aspecto de las imágenes originales. La distribución de estos
coeficientes no es uniforme, ya que tenemos un rango mayor para achicar la
imagen (0.5) que para agrandarla (1.25). Determinamos estos límites visual-
mente, verificando que un escalado más intenso causa que los objetos ya no
sean reconocibles en ambas BDs. Sólo escalamos el contenido del imagen,man-
teniendo su tamaño constante (28 × 28px y 32 × 32px para MNIST y CIFAR10,
respectivamente). Al achicar las imágenes, rellenamos los bordes con píxeles
negros.
3. Traslaciones (24 transformaciones): Generamos todas las traslaciones de 𝑑 =
2𝑖 píxeles con el siguiente esquema: (−𝑑,−𝑑), (−𝑑, 𝑑), (𝑑,−𝑑), (𝑑, 𝑑), (0, 𝑑), (𝑑, 0),
(0,−𝑑), (−𝑑, 0). Los valores de 𝑖 utilizados son 0, 1, 2, para un total de 8∗3 = 24
transformaciones. En el caso deMNIST o CIFAR10, estas traslaciones represen-
tan desplazamientos de hasta 15% de la imagen en cada dirección.
4. Combinadas (144 transformaciones): Generar todas las posibles combinacio-
nes de las transformaciones anteriores resultaría en un conjunto de 4224 trans-
formaciones. Tal cantidad de transformaciones es prohibitiva computacional-
mente para la cantidad de experimentos que debemos realizar. Por ende, ge-
neramos una combinación rala de las transformaciones anteriores, utilizando
6 rotaciones, distribuidas uniformemente en los 360°, 3 escalados (0.5, 1, 1.25)
y las 8 traslaciones posibles de 𝑑 = 23 = 8 pixeles con el esquema anterior, para
un total de 6 × 3 × 8 = 144 transformaciones.
Nos referiremos a estos conjuntos simplemente como las rotaciones, escalados,
traslaciones y combinadas. La Figura 5.1 muestra ejemplos de cada uno estos con-
juntos para las BDs MNIST y CIFAR10.
Dado que el conjunto de transformaciones combinadas es relativamente grande
ypor ende computacionalmente pesado, sólo lo utilizamos en algunos experimentos.












Figura 5.1: Muestras de MNIST y CIFAR10 para cada uno de los conjuntos de trans-
formaciones.
5.2.3. Modelos
Para la mayoría de los experimentos, utilizamos el modelo (Figura 5.2), detalla-
do también en la sección 2.4. Este modelo consiste solamente de capas tradicionales
de Convolución, MaxPooling y Lineales. Sólo utiliza funciones de activación 𝐸𝐿𝑈,
excepto por la capa final 𝑆𝑜𝑓 𝑡𝑚𝑎𝑥. Todas las convoluciones utilizan un espaciado de
1𝑝𝑥 y un tamaño de kernel de 3 × 3. Las capas MaxPooling son 2D, con 𝑝𝑎𝑠𝑜 = 2 y
tamaño de kernel de 𝑘 = 2 × 2. fue el modelo más simple con sólo esos tres tipos
de capa que tiene una tasa de acierto del 80% en CIFAR10, un desempeño similar a
otros modelos que evaluaremos (sección 5.5.5).
Dado que nuestro objetivo no es obtener tasas de acierto del estado del arte, pa-
ra priorizar la consistencia y simplicidad utilizamos el optimizador AdamW [LH19]
con una tasa de aprendizaje de 1−𝑒4 para entrenar todos losmodelos. La cantidad de
épocas utilizadas para el entrenamiento de cada modelo fue determinado de forma
específica para cada BD de forma de asegurar que el modelo converge. Para escalar
la cantidad de épocas en base al tamaño del conjunto de transformaciones, se multi-
plicó el número de épocas base para cada modelo/base de datos por 𝑙𝑜𝑔(𝑚), donde
𝑚 es el tamaño del conjunto de transformaciones.
Dado que CIFAR10 es un conjunto de datos más desafiante que MNIST, los mo-
delos para esta última BD han sido modificados de forma tal de utilizar la mitad
de filtros o características en todas las capas. Dado que la invarianza no puede se-
pararse completamente de la tasa de aciertos, verificamos que en todos los casos la
tasa de acierto de los modelos sea superior al 95% en MNIST y al 75% en CIFAR10
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Figura 5.2: Arquitectura del modelo . El modelo es una red convolucional típica con
capas Convolucionales, de MaxPooling y Lineales.
(Figura 5.3).
MNIST CIFAR10
Figura 5.3: Tasas de acierto del modelo en los 4 conjuntos de transformaciones utili-
zando MNIST y CIFAR10.
A continuación presentamos los experimentos realizados, comenzando con los
de validación de las métricas, siguiendo luego con el análisis de las mismas, y fina-
lizamos con la evaluación de distintos modelos de CNN y sus características.
5.3. Validación de las métricas
Para comprender mejor la información provista por las métricas presentadas, las
comparamos y analizamos de acuerdo a su tipo. Para simplificar la comparación,
presentamos los resultados de las métricas agrupados por capas. Para ello, calcu-
lamos el valor medio de la métrica para todas las activaciones de la misma capa, y
graficamos el valor promedio de cada capa.
166 CAPÍTULO 5. EVALUACIÓN DE MÉTRICAS DE EQUIVARIANZA
Finalmente, evaluamos las métricas en modelos entrenados con y sin aumenta-
ción de datos. Los modelos entrenados sin aumentación de datos tienen baja tasa de
acierto cuando se evalúan con muestras transformadas (Capítulo 3). Por otro lado,
los modelos entrenados con aumentación de datos tienen un desempeño similar al
ser evaluados con muestras transformadas. Por ende, esperamos que estos últimos
modelos posean más invarianza, al menos en la capa final de clasificación. De esta














Figura 5.4: Comparación de las métricas Varianza Transformacional y Varianza
Muestralpara varios conjuntos de transformaciones y BDs, y elmodelo SimpleConv.
Las líneas punteadas indican modelos entrenados sin aumentación de datos.
La Figura 5.4 muestra la distribución de la invarianza en las distintas capas pa-
ra las métricas Varianza Transformacional y Varianza Muestral (numerador y
denominador, respectivamente, de la métrica Varianza Normalizada).
Primero, notamos que la magnitud de ambas métricas se encuentra en el mismo
rango si la BD y el conjunto de transformaciones es el mismo. No obstante, varía sig-
nificativamente para distintas transformaciones y bases de datos. Notamos también
que las magnitudes varían significativamente entre capas. La invarianza de las capas
convolucionales es significativamente menor que la de las capas lineales. Esto se de-
be a que las unidades de las activaciones de las capas convolucionales son en general
menores que las de las lineales. La varianza para los modelos en MNIST es también
mucho menor que la de los mismos modelos en CIFAR10. En el caso particular de
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MNIST, la Varianza Normalizada para las transformaciones de rotación es signifi-
cativamente menor que la de otras transformaciones. Esto confirma los argumentos
presentados en el sección 2.8 respecto a la importancia de normalizar la Varianza
Transformacional para obtener valores que sean interpretables entre capas, BDs y
transformaciones.
Segundo, los modelos entrenados con aumentación de datos tienen menos ac-
tivaciones variantes, como se esperaba. Esto indica que las métricas están de hecho
reflejando la invarianza delmodelo. Es interesante notar, no obstante, que en algunas
capas los modelos entrenados sin aumentación de datos tienen valores menores de
Varianza Transformacional o Varianza Muestral, excepto por las capas finales. Si
bien esto es posible en principio debido a distintos esquemas de codificación entre los
modelos, notamos que cuando esto ocurre afecta tanto a Varianza Transformacio-
nal como a Varianza Muestral, lo cual es otra razón para buscar la normalización
de la métrica. Las capas finales son siempre más invariantes (valores más chicos de
Varianza Transformacional yVarianzaMuestral) enmodelos entrenados con au-
mentación de datos, lo cual es esperable debido a que la optimización de la función
de error con datos aumentados está especificando estrictamente que la última capa,
al menos, sea invariante.
El hecho de que la Varianza Transformacional de cada capa sea casi siempre
menor que laVarianzaMuestral indica también que la invarianza es una propiedad
global, es decir, codificada en toda la red y no en alguna capa en especial.
5.3.2. Métricas Distancia Transformacional y Distancia Mues-
tral
La Figura 5.5 muestra la distribución de las métricas Distancia Transformacio-
nal y Distancia Muestral (numerador y denominador, respectivamente, de la mé-
tricaDistancia Transformacional) paraMNIST y CIFAR10. Dichasmétricas fueron
calculadas con la distancia euclídea al cuadrado, y utilizando distancias entre todas
las activaciones sin ninguna especialización para los feature maps. Notamos aquí
nuevamente la necesidad de normalizar las métricas transformacionales para obte-
ner resultados interpretables, dadas las distintas magnitudes.
Por otro lado, los valores de la Distancia Transformacional y Distancia Mues-
tral son similares en estructura a los de la Varianza Transformacional y Varianza
Muestral (Figura 5.4), lo cual indica que la aproximación es útil.












Figura 5.5: Comparación de las métricas Distancia Transformacional y Distancia
Muestralpara varios conjuntos de transformaciones y BDs, y elmodelo SimpleConv.













Figura 5.6: Comparación de las métricas normalizadas Varianza Normalizada,Dis-
tanciaNormalizada,Goodfellow yANOVA para elmodelo SimpleConv. Las líneas
punteadas indican modelos entrenados sin aumentación de datos.
La Figura 5.6 muestra el resultado de las métricas normalizadas propuestas Va-
rianza Normalizada y Distancia Normalizada, y el de la métrica ANOVA y la
Goodfellow (sección 2.8).
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La métrica ANOVA es muy sensible dado que rechaza la hipótesis nula en casi
todos los casos y por ende no considera ninguna activación como invariante. Esto
indica que esta métrica no resulta de utilidad para medir la invarianza.
Incluimos en esta comparación lamétricaGoodfellow (sección 2.8). En este caso,
para poder calcular la métrica con el modelo SimpleConv, adaptamos el algoritmo
para determinar el umbral 𝑡, de modo que en lugar de calcular el percentil 1%, cal-
culamos el valor 𝑧 para el cual la normal tiene 𝑃(𝑓 <= 𝑧) = 0.01, y utilizamos dicho
valor 𝑧 como umbral 𝑡. De esta forma evitamos la necesidad de almacenar todos los
valores para calcular el percentil..
Recordamos que para esta métrica, valores más bajos también indican mayor in-
varianza. La métrica Goodfellow parece detectar la invarianza de los modelos en-
trenados con aumentación de datos, mayormente en las capas lineales. Si bien su
magnitud se mantiene estable, sus unidades varían aproximadamente entre 0 y 5.
Además, presenta picos bajos en las capas convolucionales, que no se explican de-
bido a que como demostramos en el apéndice C, las funciones de activación ELU
nunca aumentan la varianza.
Las métricas Varianza Muestral y Distancia Normalizada ambas detectan la
mayor invarianza de los modelos entrenados con aumentación de datos. Ambas mé-
tricas están levemente correlacionadas, como era esperable (sección 2.8). La métrica
Varianza Muestral tiene valores ligeramente menores que la Distancia Normali-
zada. Esto puede deberse a la aproximación que utiliza la Distancia Normalizada.
Más allá de esta diferencia en magnitud, la estructura de la invarianza en ambos
casos es similar.
5.3.4. Métrica Auto-Equivarianza Normalizada de Varianza
La Figura 5.7 muestra los resultados por capa de la métrica Auto-Equivarianza
Normalizada de Varianza (sección 2.8). Recordemos que valores bajos de esta me-
dida indican una mayor auto-equivarianza. Notamos también que la misma solo se
calcula para capas cuyas salidas tienen la misma estructura que la entrada. En este
caso, dichas capas son las que generan featuremaps (capas Convolucionales, deMax
Pooling y ELU cuya entrada también es un feature map).
La Auto-Equivarianza Normalizada de Varianza tiene una tendencia negativa
en todos los casos, tanto al usar aumentación de datos, como al no hacerlo. También
en ambos casos la salida de las capas convolucionales tiende a sermenos equivariante
que las salidas de las capasMaxPooling y ELU. Este fenómeno es esperable dado que
estas activaciones tienden a incrementar la varianza (apéndice C).












Figura 5.7: Auto-Equivarianza Normalizada de Varianza para el modelo Simple-
Conv. Las líneas punteadas indican un modelo entrenado sin aumentación de datos
(mejor ver en color)
Por último, los modelos entrenados con aumentación de datos muestran ligera-
mentemás auto-equivarianza que sus contrapartes en casi todas las capas. Las repre-
sentaciones invariantes causan menor variación en sus salidas, y por ende la distan-
cia entre activaciones se reduce. No obstante, la normalización de las activaciones
independiza la distancia de la norma de las activaciones. Por ende, los resultados
sugieren que la aumentación de datos para obtener invarianza también aumenta la
equivarianza.
Por ende, en base a la formulación de la Auto-Equivarianza Normalizada de
Varianza (Capítulo 4) podemos decir que la métrica Auto-Equivarianza Normali-
zada de Varianzamide la auto-equivarianza de las redes.
5.4. Análisis de las Métricas
En esta sección, analizamos las métricas en términos de varios parámetros, como
el impacto del tamaño del conjunto de la base de datos, el subconjunto de la base
de datos utilizado ( entrenamiento/prueba), estabilidad de las métricas a distintas
inicializaciones de la red, valores de las métricas para redes con pesos aleatorios,
evolución de las métricas durante el entrenamiento, estrategias de normalización y
agrupamiento, y complejidad y diversidad de las informaciones.
5.4. ANÁLISIS DE LAS MÉTRICAS 171
5.4.1. Tamaño de la base de datos y subconjunto
Analizamos el efecto de variar el tamaño del conjunto de datos utilizado para
calcular las métricas, con el objetivo de obtener un estimado empírico del orden de
magnitud de las muestras necesarias para que los valores sean estables. También
comparamos las diferencias entre evaluar las métricas con el conjunto de prueba o
entrenamiento.












Figura 5.8:VarianzaNormalizada para distintos tamaños demuestra. Cada línea en
cada gráfico corresponde a un distinto porcentaje del conjunto de prueba utilizado












Figura 5.9:DistanciaNormalizadapara distintos tamaños demuestra. Cada línea en
cada gráfico corresponde a un distinto porcentaje del conjunto de prueba utilizado
para calcular la métrica, el cual tiene de 10000 ejemplos.












Figura 5.10: Auto-Equivarianza Normalizada de Varianza para distintos tamaños
de muestra. Cada línea en cada gráfico corresponde a un distinto porcentaje del con-
junto de prueba utilizado para calcular la métrica, el cual tiene de 10000 ejemplos.
Las Figuras 5.8 a 5.10 contienen los resultados para lasmétricasVarianzaNorma-
lizada, Distancia Normalizada y Auto-Equivarianza Normalizada de Varianza.
Cada gráfico presenta los valores de las métricas promediados por capas, para dis-
tintos tamaños de muestra. Los tamaños de muestra se expresan como porcentajes
del conjunto de prueba, que contiene 10000 muestras para ambas BDs.
LaVarianzaNormalizada esmuy estable. Como se observa en la figura, calcular
la métrica con la mitad del conjunto de prueba (5000 muestras) o la totalidad (10000
muestras) arroja el mismo resultado. Tamaños de muestra más pequeños causan va-
riaciones indeseadas. En el caso de la métrica Distancia Normalizada, observamos
resultados más sensibles al tamaño de muestra, observando que la métrica incre-
menta a medida que se incrementa el tamaño de muestra. Esto es esperable ya que
la métrica de distancia realiza una aproximación de la matriz de distancias. No obs-
tante, como en el caso de Varianza Normalizada, los resultados son muy similares
al utilizar 5000 o 10000 muestras, lo que sugiere que la métrica converge con esa
cantidad de ejemplos.
Notamos que en todos los casos, la variabilidad de las métricas es mayor para
CIFAR10 y que esta BD requiere más muestras para producir una métrica estable.
En el caso de laAuto-EquivarianzaNormalizada deVarianza, la Figura 5.10 nos
indica que dicha métrica es estable para todos los tamaños del conjunto de prueba.
Es posible que esto se deba al esquema de normalización.
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Por ende, en el resto de los experimentos de este capítulo utilizaremos siempre
5000 muestras para calcular las métricas. Utilizamos el mismo valor para todas las
métricas para evitar efectos de tamaño que puedan afectar la comparación de las
mismas.












Figura 5.11:Varianza Normalizada calculada con los dos subconjuntos de cada BD,













Figura 5.12:DistanciaNormalizada calculada con los dos subconjuntos de cada BD,
el de entrenamiento y el de prueba. El tamaño de muestra es el mismo en cada caso,
10000 ejemplos.
Las Figuras 5.11 a 5.13 comparan el resultado de las métricas en base al subcon-
junto de la base de datos utilizada para medirla: el de prueba o el entrenamiento.
Para Distancia Normalizada y Auto-Equivarianza Normalizada de Varianza, no












Figura 5.13: Auto-Equivarianza Normalizada de Varianza calculada con los dos
subconjuntos de cada BD, el de entrenamiento y el de prueba. El tamaño de muestra
es el mismo en cada caso, 10000 ejemplos.
observamos ninguna diferencia entre los dos subconjuntos. En el caso de Varian-
za Normalizada para MNIST, tampoco. En el caso de Varianza Normalizada para
CIFAR10, observamos algunas variaciones. Notablemente, el único patrón relevante
que discernimos indica que la penúltima capa lineal tienemuchomayor variabilidad
en el conjunto de prueba que en el conjunto de entrenamiento. Esto podría indicar
que la representación aprendida por la red en base al conjunto de entrenamiento en
esta capa difiere significativamente para el conjunto de prueba, generando valores
fuera de rango de la distribución esperada.
Por último, dado que no observamos en general una gran variación entre dos
subconjuntos, elegimos en los experimentos siguientes utilizar siempre el de prueba.
Esta elección se basa en las mismas razones por las que utilizamos este conjunto para
medir el error o tasa de acierto de la red, ya que en verdad dichas cantidades no son
más que otras métricas de los modelos.
5.4.2. Inicialización aleatoria en las métricas
Para estudiar el efecto de la inicialización aleatoria del modelo en las métricas,
entrenamos 10 instancias de cada modelo utilizando la misma arquitectura, base de
datos y conjunto de transformaciones, hasta que las mismas converjan. Cada instan-
cia del mismo modelo fue inicializada con distintos pesos aleatorios. Luego, todas
las instancias fueron evaluadas con la misma métrica.
5.4. ANÁLISIS DE LAS MÉTRICAS 175
Las Figuras 5.14 a 5.16 muestran el resultado para todas las métricas. Los resulta-
dos sugieren que lasmétricas varíanmuy ligeramente con respecto a la inicialización,
aunque hemos detectado desviaciones ocasionales (Figura 5.14 (c)). Estos datos su-
gieren que ésta es una propiedad emergente del modelo aún con la inicialización
aleatoria de sus pesos.
Por ende, este patrón debe depender mayormente de la arquitectura del modelo,
las muestras y las transformaciones. En todo caso, la estabilidad de las métricas con
respecto a la inicialización del modelo es una propiedad deseable ya que no siem-
pre es posible realizar varios entrenamientos y mediciones. De esta forma, podemos












Figura 5.14: Estabilidad a las inicializaciónes de la métrica Varianza Normalizada
para el modelo SimpleConv. Cada línea corresponde a la invarianza obtenida para
distintas instancias delmismomodelo. La línea con guiones indica el valor promedio
de la métrica. Las barras verticales indican la desviación estándar.
5.4.3. Evolución de las Métricas durante el Entrenamiento
Para comprender la dinámica del aprendizaje de la invarianza, calculamos la Va-
rianza Normalizada a medida que un modelo se entrena. Evaluamos el modelo
cuando se encontraba a ciertos porcentajes de compleción de su entrenamiento, en
base al número total de épocas. Los porcentajes utilizados son 0%, 1%, 3%, 5%,
10%, 30%, 50%, 100%.
La Figura 5.17 muestra la distribución de las invarianzas en las capas de cada
modelo durante el entrenamiento. En todos los casos podemos observar que luego












Figura 5.15: Estabilidad a las inicializaciónes de la métrica Distancia Normalizada
para el modelo SimpleConv. Cada línea corresponde a la invarianza obtenida para
distintas instancias delmismomodelo. La línea con guiones indica el valor promedio












Figura 5.16: Estabilidad a las inicializaciónes de la métricaAuto-Equivarianza Nor-
malizada de Varianza para el modelo SimpleConv. Cada línea corresponde a la in-
varianza obtenida para distintas instancias del mismo modelo. La línea con guiones
indica el valor promedio de la métrica. Las barras verticales indican la desviación
estándar.
de las primeras épocas, la invarianza de la red semantienemayormente fija. Además,
esta estructura es diferente de la estructura de las redes en la época, cero es decir, de
redes con pesos aleatorios sin entrenar (sección 5.4.4).
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La Varianza Normalizada de las primeras capas convolucionales cambia sólo
ligeramente durante el entrenamiento. La Varianza Normalizada de las capas con-
volucionales finales y las lineales si cambia durante el entrenamiento, mayormente
decrementando. En el caso de MNIST esta transición es mucho menor que para CI-
FAR10, posiblemente debido a las diferentes complejidades de las bases de datos.
No obstante, también observamos que laVarianzaNormalizadade las funciones
de activación ELU se incrementa durante el aprendizaje. Este efecto puede deberse
al ajuste de las otras capas que si tienen parámetros, de modo de utilizar el régimen
cercano al valor cero de la función de activación que permite activar o desactivar su
salida.
Para CIFAR10, se observa que laVarianzaNormalizada de las ELU en ocasiones
sube y luego baja. Esto indica también que el proceso de adquisición de la invarianza












Figura 5.17: Resultados de la métrica Varianza Normalizada durante el entrena-
miento. Cada línea corresponde a la métrica evaluada en el mismo modelo pero en
una época distinta del entrenamiento. El porcentaje indica la tasa de aciertos del mo-
delo en esa época.
Para la métricaAuto-Equivarianza Normalizada de Varianza (Figura 5.18) ob-
servamos una situación similar, aunque con cambios aun más significativos.
5.4.4. Redes con Pesos Aleatorios
Para comprender aún mejor el origen de la estructura del invarianza o auto equi-
varianza de las redes, estudiamos el valor de las métricas Varianza Normalizada












Figura 5.18: Resultados de lamétricaAuto-EquivarianzaNormalizada deVarianza
durante el entrenamiento. Cada línea corresponde a lamétrica evaluada en el mismo
modelo pero en una época distinta del entrenamiento. El porcentaje indica la tasa de
aciertos del modelo en esa época.
y Auto-Equivarianza Normalizada de Varianza para modelos sin entrenar, es de-
cir, modelos con pesos completamente aleatorios. Tanto las capas lineales como las
convolucionales utilizan como algoritmo de inicialización el esquema de Kaiming
uniforme [He+15]. Dado que la inicialización es aleatoria, calculamos la métrica pa-
ra ocho modelos aleatorios en cada caso.
La Figura 5.19 muestra laVarianza Normalizada para varios modelos con pesos
aleatorios. Se puede observar que la Varianza Normalizada depende altamente del
conjunto de datos y el conjunto de transformaciones, pero no del conjunto de pesos
aleatorios de la red. Esto sugiere que dada una inicialización controlada, la invarian-
za es mayormente una propiedad de la arquitectura de la red en lugar de los valores
específicos de los pesos. No obstante, como vimos en la sección 5.4.3, la estructura
de la invarianza cambia con el entrenamiento, por ende esta lógica sólo se aplica a
los modelos sin entrenar.
Por otro lado, es interesante que la invarianza de las redes sin entrenar no tiene
tendencia, es decir no varía en base a las capas. Como notamos en la sección 5.3, los
modelos entrenados con aumentación de datos muestran una tendencia negativa de
la varianza, con más invarianza en las etapas finales y menos en las primeras.
Dado que al entrenar la red la invarianza se estabiliza (sección 5.4.2), podemos
concluir que la adquisición de invarianza a través del entrenamiento con aumenta-
ción de datos no es un proceso con una sola solución. Es decir, de la misma manera
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en que el entrenamiento de una red no consiste en buscar una inicialización óptima
para luego encontrar un único mínimo global [Kaw16], el proceso de adquisición
de invarianza a partir de una inicialización arbitraria llega a obtener una invarian-
za en alguno de los mínimos locales en los que se encuentra la red al finalizar su
entrenamiento.
En el caso de la Auto-Equivarianza Normalizada de Varianza (Figura 5.20)),
podemos observar que la auto-equivarianza no varía significativamente, y además
es muy similar al de los modelos ya entrenados (sección 5.4.2). Esto indica también












Figura 5.19: Varianza Normalizada para SimpleConv con pesos aleatorios. Cada lí-
nea corresponde a la métrica calculada con distintos pesos aleatorios.
5.4.5. Complejidad de las Transformaciones
Medimos el efecto de variar la complejidad de las transformaciones al calcular la
métrica.
Para ello entrenamos los modelos utilizando aumentación de datos con un con-
junto de transformaciones. Luego calculamos las métricas con ese mismo conjunto
de transformaciones pero también con subconjuntos de menor intensidad (pero del
mismo tipo). Nos referiremos a estos conjuntos como las transformaciones de entrena-
miento y las transformaciones de prueba. Por ejemplo, entrenamos un modelo con tras-
laciones de hasta 8𝑝𝑥 como aumentación de datos. Luego, medimos la invarianza del
modelo a traslaciones de 2𝑝𝑥, de 4𝑝𝑥, y también de 8𝑝𝑥.












Figura 5.20: Auto-Equivarianza Normalizada de Varianza para SimpleConv con
pesos aleatorios. Cada línea corresponde a la métrica calculada con distintos pesos
aleatorios.
Utilizamos este esquema para los tres tipos de transformaciones afines previa-
mente mencionadas: rotación, escala y traslación. Entonces, el conjunto de transfor-
maciones de entrenamiento siempre contiene a todas las transformaciones de cada
tipo. En el conjunto de transformaciones de prueba, para cada tipo de transforma-
ción variamos la intensidad de las transformaciones. No obstante, mantenemos fija
cantidad de transformaciones para controlar efectos de tamaño en la medición de la
muestra.
De esta forma, podemos analizar si la equivarianza de un modelo varía estructu-
ralmente para transformaciones más complejas, o si simplemente cambia la escala de
la equivarianza.
Las Figura 5.21 muestra el resultado de las métrica Varianza Normalizada por
capas. Podemos observar que la estructura de la equivarianza para cada tipode trans-
formación es distinta. No obstante, en la mayoría de los casos aunque el orden de
magnitud de la métrica cambia (se incrementa) con la complejidad, su estructura no
lo hace. Esto indica que las transformaciones menos complejas simplemente gene-
ran menos varianza, lo cual es esperable, de forma consistente en todas las capas del
modelo. Esto sugiere que la invarianza se codifica de forma distinta para cada tipo
de transformación, pero no para sus distintas complejidades. La Figura 5.22 muestra
una situación similar para la Auto-Equivarianza Normalizada de Varianza.












Figura 5.21: Variaciones de Varianza Normalizada en función de la complejidad de
la transformación de prueba para SimpleConv. Cada línea corresponde a una trans-
formación de prueba diferente. Los gráficos de cada columna corresponden a dife-












Figura 5.22: Variaciones de Auto-Equivarianza Normalizada de Varianza en fun-
ción de la complejidad de la transformación de prueba para SimpleConv. Cada línea
corresponde a una transformación de prueba diferente. Los gráficos de cada colum-
na corresponden a diferentes transformaciones de entrenamiento.
5.4.6. Diversidad de las Transformaciones
Medimos también el efecto de la diversidad de las transformaciones en las métri-
cas. Para ello, nuevamente entrenamos un modelo utilizando un conjunto de trans-
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formaciones de aumentación de datos ( transformaciones de entrenamiento), y luego
medimos la invarianza a ese conjunto de transformaciones pero también a otros de
distintos tipos (transformaciones de prueba). De esta forma, podemos analizar si la
equivarianza de un modelo varía estructuralmente para distintos tipos de transfor-
maciones. Esto indicaría si es una propiedad dinámica, dependiente de la transfor-













Figura 5.23: Varianza Normalizada para el modelo SimpleConv en función de la di-
versidad de las transformaciones de prueba. Cada línea corresponde a una transfor-
mación de prueba diferente. Los gráficos de cada columna corresponden a diferentes
transformaciones de entrenamiento.
Las Figuras 5.23 y 5.24muestran laVarianzaNormalizada yAuto-Equivarianza
Normalizada de Varianza de SimpleConv. Los resultados no presentan ningún tipo
de patrón para las combinaciones de transformaciones de entrenamiento y prueba.
Por ende, indicarían que estas propiedades son dinámicas, es decir, dependientes
de la transformación de prueba y no sólo de la de entrenamiento. No obstante, para
el caso de Auto-Equivarianza Normalizada de Varianza observamos que su valor
es similar para cada transformación de prueba, sin importar la transformación de
entrenamiento, y variando sólo ligeramente con la base de datos. Esto indica que la
auto-equivarianza es una propiedad más propia de la arquitectura y la transforma-
ción que la invarianza.












Figura 5.24: Auto-Equivarianza Normalizada de Varianza para el modelo Simple-
Conv en función de la diversidad de las transformaciones de prueba. Cada línea co-
rresponde a una transformación de prueba diferente. Los gráficos de cada columna












Figura 5.25:Auto-Equivarianza Normalizada de Varianza con y sin normalización
para el modelo SimpleConv.
5.4.7. Normalización para la Auto-Equivarianza
Para el estudiar el efecto de la normalización de las activaciones para la métrica
Auto-Equivarianza Normalizada de Varianza, evaluamos dicha métrica con y sin
la normalización. La Figura 5.25 muestra los resultados para cada capa. Se puede
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observar claramente que sin la normalización las magnitudes varían significativa-
mente con respecto a la transformación, la base de datos y las capas. Esto justifica la
necesidad de normalizar también en la métrica Auto-Equivarianza Normalizada
de Varianza.
5.4.8. Transferencia de Equivarianza entre Bases de Datos
Para evaluar si la estructura de la invarianza es una propiedad que depende de
la base de datos, entrenamos modelos con una base de datos, y luego computamos
las métricas tanto con la base de datos de entrenamiento así como con otra. De esta













Figura 5.26:VarianzaNormalizadamedida con ambas BDs para unmodelo Simple-
Conv entrenado con una sola de las BDs.
La Figura 5.26 muestra el resultado de la Varianza Normalizada para las dos
bases de datos. Si bien podemos observar una correlación, en general los valores de la
Varianza Normalizada son distintos. Sorprendentemente, los modelos entrenados
con MNIST obtienen un valor menor de Varianza Normalizada al evaluarlos con
CIFAR10. Además, estos valores sonmuy similares a los correspondientes obtenidos
al entrenar con CIFAR10. Esto indica que es más importante para la métrica la base
de datos que se utiliza para evaluarla que la que se utilizó para entrenar el modelo.
Por otro lado, observamos que la penúltima capa lineal es especialmente sensible
al cambio de base de datos. Esto confirma los resultados presentados en el Capítulo 3
que indican que es necesario re-entrenar dicha capa para realizar transferencia de
aprendizaje de la invarianza.
Estas dos evidencias sugieren que en términos de invarianza, no habría necesidad
de realizar una transferencia de aprendizaje salvo por las últimas capas de la red.












Figura 5.27:Auto-Equivarianza Normalizada de Varianzamedida con ambas BDs
para un modelo SimpleConv entrenado con una sola de las BDs.
En el caso de la Auto-Equivarianza Normalizada de Varianza, la Figura 5.27
indica sorprendentemente que los resultados son muy similares al evaluar con cual-
quiera de las dos bases de datos. Este fenómeno sugiere que una vez adquirida la
auto-equivarianza su valor no depende de la base de datos con la cual se la mide. Es-
to refuerza la evidencia de las otras secciones que indican que la auto-equivarianza,
medida por la métricaAuto-Equivarianza Normalizada de Varianza, pareciera ser
una propiedad más fundamental del modelo y no tanto de su entrenamiento.
5.4.9. Métricas estratificadas
Realizamos experimentos con las versiones estratificadas de lasmétricas (Capítu-
lo 4). En este caso, las métricas se evaluaron utilizando el conjunto de entrenamiento
de forma de que la versión estratificada pueda tener la misma cantidad de muestras
en cada una de sus clases como en la versión original de las métricas.
Las Figuras 5.28 y 5.29 presentan el resultado de las versiones estratificadas de las
métricas Varianza Normalizada y Auto-Equivarianza Normalizada de Varianza
respectivamente. En el caso de la métrica Auto-Equivarianza Normalizada de Va-
rianza, no observamos ningún tipo de diferencia entre ambas versiones; esto refuer-
za aún más la noción de que la auto-equivarianza es una propiedad del modelo y no
del conjunto de datos con el que se evalúa.
Para CIFAR10, la métrica Varianza Normalizada no varía de su versión estra-
tificada, excepto por las capas de clasificación. En cambio, para MNIST la versión
estratificada tiene significativamente más Varianza Normalizada que la normal. Es
posible que esto se deba a que la Varianza Muestral de cada clase es menor, ya
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que los ejemplares de las mismas se parecen mucho, un efecto que es más grande
en MNIST debido al fondo negro y la simplicidad de las imágenes. Por otro lado,
la Varianza Transformacional debe ser similar a la original, por ende la Varianza












Figura 5.28: Comparación de la métrica Varianza Normalizada con su versión es-












Figura 5.29: Comparación de la métrica Auto-Equivarianza Normalizada de Va-
rianza con su versión estratificada para el modelo SimpleConv
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5.5. Análisis de Modelos de CNN
En esta sección, analizamosdiversas características de las arquitecturasmodernas
de CNN, de modo de caracterizarlas en términos de su equivarianza.
En particular, variamos los siguientes parámetros:
Función de Activación
Tamaño del Kernel Convolucional
Uso de Max-Pooling o Convoluciones con 𝑝𝑎𝑠𝑜 = 2
Uso de Normalización por Lotes (BN)
Además, comparamos la equivarianza de con los modelos ResNet,AllConvolu-
tional, VGG(sección 2.4) y TI-Pooling (sección 2.7).
5.5.1. Funciones de Activación
Para probar el efecto de las funciones de activación en las métricas, experimen-
tamos variando las mismas para el modelo SimpleConv. Reemplazamos la función
𝐸𝐿𝑈 original con 𝑅𝑒𝐿𝑈, 𝑃𝑅𝑒𝐿𝑈, 𝑇𝑎𝑛𝐻 and 𝑆𝑖𝑔𝑚𝑜𝑖𝑑. Los modelos fueron entrenados
desde cero para cada una de estas funciones.
LaVarianzaNormalizada (Figura 5.30) nomuestra diferencias significativas en-
tre las distintas funciones de activación. No obstante, podemos observar que las fun-
ciones ELU, ReLU y en menor medida PReLU generan picos con valores menores
de Varianza Normalizada luego de algunas capas convolucionales, y picos de valo-
res mayores de Varianza Normalizada para la penúltima capa lineal de la red. Este
comportamiento es esperable, dado que dichas funciones de activación naturalmente
reducen la varianza de las activaciones (apéndice C).
En el caso de la Auto-Equivarianza Normalizada de Varianza (Figura 5.31) si
bien los valores difieren entre función de activación no se discierne ningún patrón
particular. Esto sugiere que dicha variación es simplemente debida a fluctuaciones
normales de la codificación entre las funciones de activación, dado que, por ejem-
plo, el tipo de transformación afecta significativamente más a laAuto-Equivarianza
Normalizada de Varianza que la elección de función de activación.












Figura 5.30: Varianza Normalizada para el modelo SimpleConv con diferentes fun-












Figura 5.31: Auto-Equivarianza Normalizada de Varianza para el modelo Simple-
Conv con diferentes funciones de activación que reemplazan a la ELU original.
5.5.2. Tamaño del Kernel Convolucional
Variamos el tamaño del kernel de las capas convolucionales para evaluar su im-
pacto en la invarianza o auto-equivarianza del modelo. Para ello, entrenamos desde
cero modelos kernels cuadrados y tamaños de kernel 𝑘 = 3 (valor utilizado en el
resto de los experimentos), 𝑘 = 5 y 𝑘 = 7, y evaluamos la métrica con cada uno por
separado.
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En el caso de la Varianza Normalizada (Figura 5.32), no encontramos diferen-
cias significativas entre los distintos tamaños, excepto por los picos causados por
𝑘 = 3 en CIFAR10, los cuales desaparecen con 𝑘 = 5 o 𝑘 = 7. La tasa de acierto de los
tres modelos es similar en todos los casos, con lo cual interpretamos estos picos co-
mo un indicativo de algún factor que requiere más estudio para su comprensión. En
el caso de la Auto-Equivarianza Normalizada de Varianza (Figura 5.33), en todos
los casos 𝑘 = 3 obtuvo valores más bajos de la métrica. Esto sugiere que los tama-













Figura 5.32: Varianza Normalizada para distintos tamaños de kernel en el modelo
SimpleConv.
5.5.3. Max-Pooling
Las capas de MaxPooling permiten reducir la dimensión espacial de un feature
map, pero dicho efecto también puede lograrse con una Convolución con 𝑝𝑎𝑠𝑜 = 2.
Para comparar las diferencias entre estos dos enfoques, entrenamos modelos Sim-
pleConv tradicionales que utilizan las capas MaxPooling, así como modelos modi-
ficados que reemplazan dicha capa por una convolución con 𝑝𝑎𝑠𝑜 = 2 y tamaño de
kernel 2 × 2.
La Figura 5.34 indica que la Varianza Normalizada es similar en ambos casos.
No obstante, el uso de convoluciones con 𝑝𝑎𝑠𝑜 = 2 evita los picos de Varianza Nor-
malizada en la penúltima capa lineal de la red. Al igual que en la sección 5.5.2, se
requerirían otros experimentos para determinar el origen de dichos picos. Lamétrica












Figura 5.33: Auto-Equivarianza Normalizada de Varianza para distintos tamaños
de kernel en el modelo SimpleConv.
Auto-Equivarianza Normalizada de Varianza (Figura 5.35), por otro lado, obtie-
ne valores más bajos (más auto-equivarianza) con MaxPooling. Este efecto puede
deberse a que las capas de convolución con 𝑝𝑎𝑠𝑜 = 2 realizan una transformación
aprendida de su entrada, con lo cual la modifican más que las capas MaxPooling co-
rrespondientes que simplemente realizan un escalado de su entrada con el máximo












Figura 5.34: Varianza Normalizada para SimpleConv con capas MaxPooling o Con-
voluciones con 𝑝𝑎𝑠𝑜 = 2












Figura 5.35: Auto-Equivarianza Normalizada de Varianza para SimpleConv con
capas MaxPooling o Convoluciones con 𝑝𝑎𝑠𝑜 = 2
5.5.4. Normalización por Lotes
La Normalización por Lotes (BN, por Batch Normalization) [IS15] es una técnica
para controlar la media y varianza de las activaciones durante el entrenamiento, en
un intento para reducir la cantidad de tiempo necesaria para entrenar la red. Dado
que el método busca controlar la varianza de las activaciones, podría influir en la
invarianza de la red. Por ende, calculamos el valor de métricas para el modelo Sim-
pleConv con y sin BN. Las versiones con BN de SimpleConv agregan una capa BN
después de cada función de activación.
Las Figuras 5.36 y 5.37 muestran los resultados de la Varianza Normalizada y
Auto-Equivarianza Normalizada de Varianza para los modelos con capas BN. Po-
demos observar que las capas BN en sí no afectan al valor de lasmétricas para dichos
modelos.
En las Figuras 5.38 y 5.39 podemos observar la comparación entre modelos con
y sin BN. No observamos diferencias significativas entre ambos modelos. No obs-
tante, en el caso de Varianza Normalizada y CIFAR10, encontramos que el pico
de Varianza Normalizada de la penúltima capa se suaviza al utilizar BN. Dada la
importancia de esta capa para la invarianza, estos resultados sugieren que sería de
utilidad investigar el impacto de BN para la invarianza en términos de la tasa de
aciertos. No obstante, los resultados inmediatos sugieren al menos que dicha capa
no afecta negativamente a la invarianza o auto-equivarianza del modelo.












Figura 5.36: Varianza Normalizada de SimpleConv con capas BN. Las capas BN se












Figura 5.37: Auto-Equivarianza Normalizada de Varianza de SimpleConv con ca-
pas BN. Las capas BN se indican con una cuadrado en lugar de un círculo.
5.5.5. Comparación de Arquitecturas de CNN
Dado que la invarianza puede aprenderse mediante aumentación de datos, una
hipótesis razonable es que algunas arquitecturas de red pueden impactar en la for-
ma en que lamisma adquiere la invarianza. Para probar esta hipótesis, seleccionamos
tres modelos adicionales de redes neuronales, con diversidad y facilidad de experi-
mentación como criterios (sección 2.4).












Figura 5.38: Comparación del efecto de BN sobre la Varianza Normalizada para
el modelo SimpleConv. Los valores de la métrica para las capas BN se omiten del












Figura 5.39: Comparación del efecto de BN sobre laAuto-Equivarianza Normaliza-
da de Varianza para el modelo SimpleConv. Los valores de la métrica para las capas
BN se omiten del gráfico para facilitar la comparación de los valores del resto de las
capas.
1. VGG16D [SZ14], una de las primeras redes con amplio éxito en varias tareas
de imágenes. La familia de modelos VGG contiene redes con una gran canti-
dad de parámetros (VGG16D utiliza 138M de parámetros), y su desempeño
por parámetro es mucho menor que otros modelos actuales. No obstante, es
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una de las redes más usadas, especialmente como modelo pre-entrenado para
transferencia de aprendizaje.
2. AllConvolutional [Spr+15], una CNN que no utiliza capas lineales. All-
Convolutional descarta la cabeza tradicional de clasificación con capas linea-
les, y en su lugar utiliza una capa de Global Average Pooling seguida por una
Softmax para transformar la salida de la capa convolucional final a probabili-
dades de clase. Este modelo ofrece la posibilidad de evaluar el impacto de las
capas lineales en la equivarianza.
3. ResNet18 [He+16], es el modelo más simple de la familia ResNet, y fue in-
cluida para evaluar el efecto de las conexiones residuales en la equivarianza.
ResNet es el modelo más moderno de los tres. Si bien existen modelos más
nuevos y con mejor desempeño que ResNet, lo utilizamos porque es un mode-
lo relativamente simple y con bloques residuales bien conocidos.
Seguimos el mismo protocolo que con el modelo SimpleConv, utilizando la mi-
tad de las características o filtros para MNIST que para CIFAR10, y entregando los
modelos hasta su convergencia con el optimizador AdamW. La Figura 5.40 presenta
las tasas de acierto de los modelos para cada combinación de transformación/base
de datos.
MNIST CIFAR10
Figura 5.40: Tasas de acierto de los cuatro modelos y conjuntos de transformaciones
en MNIST y CIFAR10.
La Figura 5.41 muestra el resultado de la Varianza Normalizada para los mo-
delos. Es interesante observar que la magnitud de la métrica no difiere significativa-
mente entre los modelos. Además, todos tienen la misma tendencia negativa. A un
nivel macro, la figura indica que el modelo más distinto es VGG16D, que tiene valo-
res menores de Varianza Normalizada en general y estos son menos variables. Esto
sugiere que la gran cantidad de capas Convolucionales pareciera regularizar el mo-












Figura 5.41: Varianza Normalizada para varias arquitecturas CNN conocidas. El
eje 𝑥 indica la capa de la red. Dado que cada modelo tiene tipos y cantidades de
capas distintas, el eje 𝑥 no muestra los nombres de las capas. En su lugar, se indica el
porcentaje correspondiente al número de capa con respecto al total.
delo en términos de su invarianza. No obstante, su patrón de invarianza es similar
al del resto de los modelos.
El modelo SimpleConv en CIFAR10 difiere del resto en los picos altos de la pe-
núltima capa lineal, como vimos anteriormente; no obstante, dichos picos son una
particularidad de la formulación y desaparecen con cambios ligeros de la arquitec-
tura (secciones 5.5.1 a 5.5.4). También se observan picos bajos en algunos bloques
residuales de ResNet, aunque luego desaparecen. Estos podrían estar indicando al-













Figura 5.42: Auto-Equivarianza Normalizada de Varianza para varias arquitectu-
ras CNN conocidas. El eje 𝑥 indica la capa de la red. Dado que cada modelo tiene
tipos y cantidades de capas distintas, el eje 𝑥 no muestra los nombres de las capas.
En su lugar, se indica el porcentaje correspondiente al número de capa con respecto
al total.
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Figura 5.43: Arquitectura de la versión TI Pooling del modelo SimpleConv.
Por otro lado, la Figura 5.42 muestra el resultado de la Auto-Equivarianza Nor-
malizada deVarianza. Al igual que en otros experimentos, notamos que el patrón de
la auto-equivarianza medido por la Auto-Equivarianza Normalizada de Varianza
para cada modelo es muy estable respecto de la transformación y sobre todo de la
BD. No obstante, cada modelo tiene una estructura de auto-equivarianza ligeramen-
te distinta al resto, aunque todos tengan una tendencia negativa.
Notamos que en el caso de AllConvolutional la Auto-Equivarianza Normali-
zada de Varianza se pudo calcular hasta en su ante-penúltima capa como resultado
de estar compuesta sólo por capas Convolucionales. Los valores bajos en la última
capa de este modelo sugieren que se produce una disminución radical de la auto-
equivarianza ya que estos valores se utilizan para generar los puntajes de clase que
deben ser invariantes.
5.5.6. Equivarianza del modelo Transformation-Invariant Pooling
La técnica de Agrupamiento Invariante a las Transformaciones (TI Pooling, por
Transformation-Invariant Pooling) [Lap+16] es una técnica utilizada para proveer
invarianza a las transformaciones de forma similar a la aumentación de datos (sec-
ción 2.7). A diferencia de otros métodos [Zha+17; Lua+17; CW16b] TI Pooling pue-
de aplicarse a cualquier tipo de red y conjunto de transformaciones, como en el caso
de la aumentación de datos. Esto lo convierte en unmodelo ideal para analizar, dado
que podemos comparar las diferencias en la representación de las invarianzas de la
red.
La aumentación de datos funciona entrenando con un conjunto de ejemplos au-
mentados por las transformaciones, y luego simplemente evaluando la red para pre-
decir la clase de un nuevo ejemplo. En lugar de esto, TI Pooling Transforma las
muestras tanto al entrenar como al calcular la salida de la red, ya que dicho cálculo
involucra transformar las muestras. Para adquirir invarianza a un conjunto de trans-
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formaciones, basta con que las transformaciones que utiliza la red sean las mismas
a la cual se busca la invarianza.
Para aplicar TI Pooling a un modelo (Figura 5.43), debe elegirse una cierta capa
como cuello de botella. Entonces, al evaluar un ejemplo, el modelo computa la sa-
lida de esa capa de forma independiente para cada transformación. Es decir, aplica
cada una de las transformaciones a la entrada, y luego se calcula la salida de la capa
usando como entrada cada una de lasmuestras transformadas. Esto implica una eva-
luación para cada transformación posible. No obstante, el cálculo de la salida de la
capa de cuello de botella utiliza los mismos pesos compartidos para todas las trans-
formaciones, es decir, es una red siamesa. Entonces, la cantidad de parámetros no
depende de la cantidad de transformaciones. La cantidad de feature maps, por otro
lado, es directamente proporcional a las mismas.
Luego, las características generadas (feature maps, en este caso) se agrupan con
una operación de pooling de modo de producir un solo vector característica, de un
tamaño independiente al número de transformaciones. Finalmente, la característica
agrupada se utiliza por el resto de las capas para producir el resultado final.
En este caso aplicamos el esquema TI Pooling al modelo SimpleConv. Debido
a que el modelo SimpleConv con TI Pooling genera más características y luego las
agrupa, para que la comparación sea más justa en esta versión del modelo hemos
utilizado la mitad de los filtros convolucionales y dimensión de las capas lineales
que en el modelo original, para ambas BDs.
La Figura 5.44 muestra la comparación de la Varianza Normalizada entre un
modelo SimpleConv, y un modelo SimpleConv al cual se le aplicó la arquitectura TI
Pooling. En general, podemos observar un patrón muy similar de la Varianza Nor-
malizada en ambos casos. Esto sugiere que en términos de invarianza no hay ventajas
aparentes entre utilizar la arquitectura TI Pooling para el modelo SimpleConv.
En términos de la Auto-Equivarianza Normalizada de Varianza (Figura 5.45),
el modelo TI Pooling parece tener ligeramente más auto-equivarianza. Es posible
que entonces el esquema de TI Pooling genere presión durante el entrenamiento
para obtener características más equivariantes, de modo que el esquema de pooling
posterior funcione más adecuadamente.
5.6. Conclusiones
En este capítulo, utilizamos lasmétricas definidas en el Capítulo 4 para evaluar la
invarianza y auto-equivarianza de modelos modernos de CNN. Además, validamos












Figura 5.44: Comparación entre aumentación de datos y TI Pooling para el mode-
lo SimpleConv con la métrica Varianza Normalizada. Para las capas siamesas del
modelo TI Pooling, el valor de la métrica se ha promediado sobre las distintas trans-












Figura 5.45: Comparación entre aumentación de datos y TI Pooling para el modelo
SimpleConv con la métrica Auto-Equivarianza Normalizada de Varianza. Para las
capas siamesas del modelo TI Pooling, el valor de lamétrica se ha promediado sobre
las distintas transformaciones de modo que pueda compararse con las del modelo
original.
y analizamos varios aspectos de las métricas.
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Para estos experimentos, utilizamos las bien reconocidas bases de datos CIFAR10
y MNIST. Además, utilizamos 4 conjuntos de transformaciones afines importantes
para varias aplicaciones de procesamiento de imágenes: rotaciones, escalados, tras-
laciones y una combinación de estas tres. En la mayoría de los experimentos, utiliza-
mos el modelo , que representa el factor común de las características de los modelos
de CNNmodernos. La utilización de , junto con la variedad en muestras y transfor-
maciones, permite que los resultados presentados tengan amplia validez.
Primero, validamos las métricas al medirlas en modelos entrenados con y sin
aumentación de datos. De esa forma, notamos que las métricas Varianza Norma-
lizada y Distancia Normalizada de hecho miden invarianza, y que æmide auto-
equivarianza. También comparamos el comportamiento de las métricas con o sin
esquemas de normalización, y encontramos que dichos esquemas son necesarios y
permiten interpretaciones simples de las métricas.
Además, comparamos las métricas con la métrica de Goodfellow [Goo+09]. En
el caso de la métrica ANOVA, encontramos no es apta para detectar invarianza en
redes, dado que siempre rechaza la hipótesis nula, declarando como variantes a to-
das las activaciones. No obstante, las métricas Varianza Normalizada y Distancia
Normalizada son más sensibles que la de Goodfellow y reflejan mejor la invarian-
za de las redes. No comparamos la métrica de Auto-Equivarianza Normalizada de
Varianza con otras del mismo tipo, debido a que no existen en la literatura.
En base a los análisis, encontramos que las métricas requieren entre 5000 a 10000
muestras para evaluarse y pueden calcularse con el conjunto de prueba o el de en-
trenamiento de forma indistinta. Son estables respecto a la inicialización aleatoria de
la red, ya que convergen a valores similares sin importar la inicialización.
Confirmando resultados previos de otros autores [Goo+09; LV15], encontramos
que la invarianza de las redes entrenadas con aumentación de datos decrementa a
medida que se avanza en las capas de una red feedforward. Estudiando el compor-
tamiento con redes aleatorias y durante el entrenamiento, los datos sugieren que la
invarianza es una propiedadmayormente aprendida durante el entrenamiento, aun-
que su estructura final no está determinada por este sino por las transformaciones
y muestras. Su estructura y magnitud varían con el tipo y complejidad de transfor-
mación, respectivamente, pero no viceversa. Aunque los resultados no son del todo
sólidos, la evidencia indica que la invarianza depende tanto de la base de datos uti-
lizada para evaluarla como de la empleada para su entrenamiento.
Además, las funciones de activación ReLU, PReLU y sobre todo ELU favorecen
ligeramente la invarianza en las redes. El tamaño de kernel parece no afectar sobre-
manera a la invarianza, y tampoco hay diferencias significativas entre utilizar Max-
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Pooling o capas Convolucionales con 𝑝𝑎𝑠𝑜 = 2. La normalización por lotes (BN)
tampoco parece tener efecto sobre la invarianza, aunque es importante notar que no
la perjudica. Finalmente, comparamos varias arquitecturas convolucionales moder-
nas, y todas parecen tener estructuras de invarianza similares, aún aquellas especí-
ficamente diseñadas para lidiar con la invarianza.
La auto-equivarianza, al igual que la invarianza, se incrementa al avanzar por las
capas de la red. Depende mayormente de la arquitectura de la red y no tanto de los
pesos que genera el entrenamiento. Las pruebas evaluando la auto-equivarianza con
distintas bases de datos indica que la auto-equivarianza no depende de la base de
datos utilizada para evaluar lamétrica o la que se utilizó para entrenar elmodelo. Por
otro lado, tampoco depende del conjunto de transformaciones con el que se entrenó
el modelo, pero si del conjunto de transformaciones que se utilice para evaluar la
métrica. Aúnmás, en el caso de las transformaciones, su estructura depende del tipo
de transformación, y su magnitud de la complejidad de la misma. Por ende, para
la auto-equivarianza la arquitectura y el tipo y complejidad de las transformaciones
utilizadas para evaluar son las claves que determinan su estructura y magnitud.
La función de activación y uso de normalización por lotes no parecen tener efecto
sobre la auto-equivarianza. Los experimentos con el tamaño del kernel indican que
a mayor tamaño, menor es la auto-equivarianza. Esto es esperable ya que la auto-
equivarianza se mide en feature maps que generan las capas convolucionales, y és-
tas son muy sensibles a este parámetro. El uso de MaxPooling en lugar de una capa
Convolucional con 𝑝𝑎𝑠𝑜 = 2 también pareciera aumentar la auto-equivarianza, de-
bido a que no realiza ninguna transformación de su entrada. Por último, la mayoría
de los modelos modernos de CNN parece tener una auto-equivarianza similar, sal-
vo por el modelo con TI Pooling, el cual pareciera ser forzado a un nivel mayor de
auto-equivarianza con su esquema siamés de transformaciones y pooling.
En resumen, los experimentos realizados nos permiten realizar una caracteriza-
ción de la invarianza y la equivarianza de los modelos analizados. Dicha caracteri-
zación posibilita tener otra perspectiva de los modelos en términos de estas propie-
dades. Esperamos que éstas conclusiones puedan ser utilizadas para crear mejores
modelos equivariantes.
Capítulo 6
Redes Convolucionales para la
Clasificación de Formas de Manos
La clasificación de formas de mano es el paso más importante de un sistema de
Reconocimiento de Lengua de Señas. Las diversas arquitecturas de CNNs han posi-
bilitado un avance del estado del arte del desempeño de los modelos de clasificación
de imágenes. No obstante, no se ha realizado un análisis de la aplicabilidad de dichos
modelos al problema del reconocimiento de formas de mano.
En este capítulo presentamos dicho análisis, comparando los modelos Simple-
Conv, AllConvolutional, VGG, ResNet e Inception (sección 2.4) en las bases de
datos LSA16 y RWTH (sección 2.5) 1.
El área de clasificación de formas demano se ha caracterizado por la búsqueda de
esquemas de preprocesamiento y características para mejorar el desempeño de los
sistemas [Coo+12]. No obstante, una de las fortalezas de las CNNs es que aprenden
sus propias características. Por ende, realizamos una comparación de distintos es-
quemas de preprocesamiento para determinar si afectan al desempeño de las redes
convolucionales, de modo de determinar el pre-procesamiento óptimo.
1Estas bases de datos y otras de formas demano pueden adquirirse fácilmente a través de la librería
de código libre https://github.com/midusi/handshape_datasets que desarrollamos para esta tesis.
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6.1. Comparación de tasa de aciertos de distintas arqui-
tecturas convolucionales
6.1.1. Metodología
Realizamos experimentos de clasificación con los modelos y bases de datos an-
tes mencionados, midiendo la tasa de acierto 2. Dado que no hay un conjunto de
prueba oficial para estas BDs y su tamaño es relativamente pequeño, promediamos
10 corridas de validación cruzada, utilizando muestreo estratificado aleatorio para
estimar la tasa de acierto del conjunto de prueba [Mit97; GBC16]. Además de Sim-
pleConv, utilizamos una red feedforward simple compuesta solo por capas lineales
y activaciones ELU comomodelo de base, para comparar con las otras arquitecturas.
Llamaremos a dicha red SimpleLineal.
En el caso de Inception, utilizamos la red entrenada desde cero, pero también uti-
lizamos una red pre-entrenada en la BD ImageNet [Den+09]. Para la versión pre en-
trenada, que llamamos Inception+NN, aplicamos transferencia de aprendizaje para
re-entrenar el modelo utilizando dos capas lineales como cabeza de clasificación, re-
entrenando solo las últimas dos capas y reutilizando todas las capas convolucionales.
Entrenamos todas las redes utilizando una tasa de aprendizaje de 0.001 y el algo-
ritmo de optimización ADAM [KB14], que utiliza un esquema adaptativo para ajus-
tar la tasa de aprendizaje de forma de eliminar efectos de la misma del experimen-
to. Las arquitecturas SimpleLineal y SimpleConv fueron entrenadas por 20 épocas,
mientras que las arquitecturas AllConvolutional, ResNet, VGGe Inception fueron
entrenadas por 50, 50, 60 y 120 épocas respectivamente, dado que contienen una
mayor cantidad de parámetros. Determinamos estos hiperparámetros durante una
corrida inicial para asegurar que las redes converjan. No realizamos optimización
de hiperparámetros en los subsiguientes experimentos para asegurar una compa-
ración justa y que pueda relacionarse con el desempeño de estos modelos en otros
dominios.
En los experimentos de transferencia con la red Inception, las dos capas lineales
tienen tamaños 512 y 16 para LSA16 o 30 para RWTH.
Dado que las BDs que son más pequeñas que aquellas en las que se probaron
originalmente los modelos, redujimos su capacidad para evitar el sobre-ajuste y per-
mitir que las redes entrenen exitosamente. Para la arquitectura AllConvolutional,
decrementamos el tamaño de los filtros convolucionales a (96, 96, 96, 192, 192, 192).
2. El código de los experimentos está disponible en: https://github.com/midusi/
convolutional_handshape
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Para la arquitectura VGGen su versión VGG16D redujimos la cantidad de filtros a
(32, 32, 64, 64, 64, 64, 64, 128, 128, 128, 128, 128, 128) y el tamaño de las capas lineales
a (512, 512). Utilizamos la versión de 18 capas de ResNet, sin modificación [He+16].
Para Inception, la cantidad de filtros de las capas convolucionales no fue modificado
en los experimentos, debido a que utilizamos un modelo pre-entrenado. Por último,
la arquitectura SimpleConv 3 utiliza 4 capas convolucionales con (32, 64, 128, 256) fil-
tros de tamaño 3 × 3, respectivamente, y una capa lineal de 512 elementos. En todos
los casos la última capa es una lineal con tantas salidas como clases y la función de
activación Softmax, excepto por AllConvolutional que utiliza Global Average Poo-
ling.
En todos los modelos encontramos que utilizar una capa de Normalización por
Lotes después de cada capa de MaxPooling y reemplazar las funciones ReLU por
ELUs (sección 2.2) reduce el tiempo de entrenamiento manteniendo la tasa de acier-
tos.
Respecto a las BDs, utilizamos la versión pre-segmentada y RGB del conjunto de
datos LSA16 [Qui+16a], y las 30 clases con más ejemplos de RWTH [KNB16].
6.1.2. Resultados
En la tabla 6.1 encontramos los resultados para todos los modelos y BDs. Pode-
mos observar que todos los modelos tienen menor tasa de aciertos en RWTH, lo cual
es esperable debido a que tiene más clases, desbalance de clases, manos sin segmen-
tar y peor calidad de imagen.
El modelo SimpleLineal tiene la peor tasa de aciertos, lo cual también es espe-
rable dada la ventaja comparativa de las capas convolucionales. Las arquitecturas
convolucionales todas tienen un desempeño similar en esta BD.
La tasa de aciertos del modelo DeepHand [KNB16] es mejor que para otros mo-
delos 85.50%. Debemos notar, no obstante, que DeepHand utiliza una red Inception
pre-entrenada en ImageNet, pero adiciona un esquema de entrenamiento débilmen-
te supervisado con 1 millón de imágenes extra cuyas etiquetas son ruidosas. Esto le
otorga una ventaja frente a otros modelos. Sacando de lado est modelo, la arquitec-
tura que mejor resultados obtiene en RWTH es VGG16D (82.88%).
Para LSA16, todas las arquitecturas convolucionales tienenmejor desempeño que
ProbSom, unmétodo diseñado específicamente para formas demano [Qui+16a].No
obstante, el modelo VGG16D nuevamente es el que mejor tasa de aciertos obtiene.
3El modelo SimpleConv de este capítulo es distinto que el utilizado en los Capítulos 3 y 5. No
obstante, mantuvimos el mismo nombre dado que el espíritu del modelo es el mismo en ambos casos.
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Sorprendentemente, la arquitectura SimpleConv logró tasas de reconocimiento
para ambos conjuntos de datos relativamente buenas. Esto indica que si bien los mo-
delos más avanzados pueden aprovechar la gran cantidad de ejemplos en otras BDs
para obtener buenas tasas de acierto, para estas BDs pequeñas un modelo más chico
es más adecuado.
Por último, en este caso vemos que los enfoques de transferencia de aprendiza-
je no obtienen buen desempeño. Tanto para la red pre-entrada como un generador
de características y SVM como clasificador, o al agregar dos capas lineales de cla-
sificación el desempeño es menor que otros métodos, incluyendo SimpleConv. Una
posible explicación para este fenómeno es que al utilizar conjuntos de datos peque-
ños, el re-entrenamiento de las últimas capas no es suficiente para re-adaptar la red
ante el nuevo problema.
Tabla 6.1: Tasa de acierto de varias redes neuronales en dos BDs: LSA16 [Qui+16a] y
RWTH [KNB16]. Los resultados de los métodos anotados con * fueron tomados de
otros artículos.
Modelo LSA16 RWTH
DeepHand* [KNB16] - 85.50
Probsom* [Qui+16a] 92.30 -
SimpleLineal 86.58 60.27
SimpleConv [LeC+98] 95.78 81.19
AllConvolutional [Spr+15] 94.56 80.29
VGG16D [SZ14] 95.92 82.88
ResNet [He+16] 93.49 80.89
Inception [Sze+15a] 91.98 75.33
Inception+SVM [Sze+15a] 93.67 78.12
Inception+NN [Sze+15a] 80.62 75.97
6.2. Comparación de estrategias de preprocesamiento
6.2.1. Metodología
Para determinar si el tipo de pre-procesamiento de las imágenes puede influir
en la clasificación, realizamos experimentos utilizando el modelo SimpleConv en
LSA16. Elegimos estemodelo debido a que es elmás simple y posee buen desempeño
en esta BD. Utilizamos la misma metodología para los experimentos que antes.
La BD fue elegida debido a que se disponen de varias versiones de la misma
(Figura 6.1), que comparamos en términos de la tasa de aciertos:
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Figura 6.1: Muestras de la base de datos LSA16 en sus distintas versiones. De iz-
quierda a derecha: Imagen original, segmentada, en escala de grises, blanco y negro,
máscara de contorno.
1. Imágenes originales recortadas con la mano en el centro
2. Mano segmentada con fondo negro
a) A color
b) En escala de grises
c) En blanco y negro
d) Sólo máscara de contorno
6.2.2. Resultados
La tabla 6.2 muestra las tasas de acierto obtenidas con los distintos esquemas de
pre-procesamiento y el modelo SimpleConv. Del gran incremento en la tasa de acier-
to al segmentar las imágenes con respecto a las imágenes originales (+12.64) pode-
mos concluir que la segmentación ayuda significativamente a la tarea de clasificación
de lamano. El resto de los pre-procesamientos parece influir negativamente en la tasa
de aciertos. La pérdida de desempeño entre representar las imágenes segmentadas
con RGB, escala de grises, blanco y negro o máscara de contorno nos sugiere que
además de la forma general de la mano, el modelo está utilizando la textura de la
mano para reconocer su forma, lo cual confirma hallazgos de otros investigadores
en la base de datos ImageNet [Gei+19] respecto a la importancia de la textura para
los modelos de CNN. En este caso, puede que la información de la textura ayude a
distinguir mejor los dedos y los pliegues de las manos.
6.3. Evaluación de aumentación de datos para invarian-
za
Como mencionamos en la sección 2.9, la misma forma de mano puede aparecer
en distintas orientaciones, posiciones o tamaños, en base a la distancia a la cámara, el
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Tabla 6.2: Tasa de acierto del modelo SimpleConv en el conjunto de datos LSA16 con
distintos esquemas de preprocesamiento.




Escala de grises 87.08
Blanco y Negro 91.38
Máscara de contorno 80.64
ángulo, etc. Por ende, en esta sección combinamos el enfoque de este capítulo con el
del Capítulo 3, evaluando la tasa de aciertos de varios modelos de CNN entrenados
condistintas transformaciones de los datos, para problemasde clasificacióndemano.
6.3.1. Metodología
Para evaluar la capacidad de los modelos para clasificar formas de mano trans-
formadas, los comparamos en los conjuntos de datos RWTH y LSA16 (sección 2.5).
Evaluamos los modelos SimpleConv, AllConvolutional, VGG16D y ResNet18.
En estos experimentos, utilizamos una configuración de entrenamiento similar al de
los Capítulos 3 y 5, donde entrenamos los modelos utilizando aumentación de datos
con varios conjuntos de transformaciones.
Al igual que en el Capítulo 3, primero entrenamos cada modelo sin aumentación
de datos. Luego, por cada conjunto de transformaciones, entrenamos los modelos
con aumentación de datos a esas transformaciones. Finalmente, los evaluamos a to-
dos utilizando datos sin transformar y datos transformados.
Además, en todos los casos utilizamos el optimizador AdamW [LH19], una ta-
sa de aprendizaje de 0.001, y elegimos una cantidad de iteraciones base para cada
modelo de forma que siempre sea suficiente para que converja. Para los modelos en-
trenados con aumentación de datos dicha cantidad de iteraciones base se multiplica
por 𝑙𝑜𝑔(𝑚), donde𝑚 es el tamaño del conjunto de transformaciones. Dado que nues-
tro objetivo es obtener una idea del comportamiento general de los modelos ante las
transformaciones y no nos interesa obtener un desempeño del estado del arte, bus-
camos un conjunto de hiperparámetros que funcionen bien para todo el conjunto de
modelos entrenados. En este caso, buscamos que la tasa de aciertos mínima sea de
0.5 para RWTH y 0.6 para LSA16.
Utilizamos cuatro conjuntos de transformaciones como en el Capítulo 5: rotacio-
nes, escalados, traslaciones y una combinación de las anteriores. Dado que en estos
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conjuntos de datos el costo computacional esmenor, utilizamos un conjunto de trans-
formaciones más amplio que en el Capítulo 5, de modo de generar una comparación
mas exhaustiva. Dado que las manos no se encuentran centradas en RWTH, no pu-
dimos utilizar traslaciones más intensas.
1. Rotación (16 transformaciones). Rotaciones desde 0° a 360°, discretizadas en
16 ángulos. Las rotaciones se realizan siempre utilizando el centro de la imagen
como origen.
2. Escalado (13 transformaciones). Escalamos las imágenes con los coeficientes
de escala: 0.40, 0.50, …1.0, 1.05, …, 1.30.
3. Traslaciones (48 transformaciones): Generamos todas las traslaciones de 𝑑 =
2𝑖 píxeles con el siguiente esquema: (−𝑑,−𝑑), (−𝑑, 𝑑), (𝑑,−𝑑), (𝑑, 𝑑), (0, 𝑑), (𝑑, 0),
(0,−𝑑), (−𝑑, 0). Los valores de 𝑖 utilizados son 0, 1, 2, 3, 4, 5, para un total de
8 × 6 = 48 transformaciones.
4. Combinadas (9984 transformaciones): Generamos todas las posibles combina-
ciones de las transformaciones anteriores, para un total de 16 × 13 × 48 = 9984
transformaciones.











Figura 6.2: Muestras transformadas de las bases de datos LSA16 y RWTH.
Para evaluar la tasa de aciertos, repetimos el esquema del Capítulo 3, donde eva-
luamos la tasa utilizando el conjunto de prueba, y donde cada ejemplo del conjunto
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de prueba es transformado por una de las transformaciones elegida de forma alea-
toria. De este modo, si el conjunto de prueba tiene 𝑛 ejemplos, entonces se evalúa
al modelo con 𝑛 ejemplos, donde cada ejemplo es evaluado con una transformación
aleatoria (posiblemente) distinta.
6.3.2. Resultados
La Figura 6.3 muestra los resultados de este experimento. Dado que no hay una
optimización particular para cada combinación de base de datos y transformación,
las tasas de acierto obtenidas son menores a las de la sección 6.1.
En este dominio podemos observar también como los modelos entrenados sin
aumentación de datos tienen tasas de acierto mucho menores al ser evaluados en
conjuntos de datos transformados. Este efecto es mayor para las rotaciones, y menor
para otras transformaciones, lo cual parece proporcional a la intensidad de las trans-
formaciones (Figura 6.2). En todos los casos podemos observar que la aumentación
de datos recupera el desempeño de los modelos normales tanto en el conjunto de
prueba normal como en el transformado. Notablemente, este resultado también se
aplica al caso de las transformaciones combinadas, que representan un conjunto de
transformaciones muy complejas.
En estas bases de datos los modelos entrenados con aumentación de datos obtie-
nenmayor desempeño que aquellos con un entrenamiento normal. Este efecto no fue
observado en la sección 3.2 al comparar estos modelos en MNIST y CIFAR10. Esto
puede deberse a que la cantidad de ejemplos de de LSA16 y RWTH es significativa-
mente menor respecto de MNIST y CIFAR10, y por ende la aumentación de datos
compensa la falta de ejemplos de entrenamiento. Por otro lado, puede ser también
debido a que las bases de datos de formas de mano contienen naturalmente algunos
ejemplares transformados, pero solo para algunas muestras, con lo cual la aumenta-
ción de datos trae conocimiento apriori que permite clasificar ejemplos difíciles.
6.4. Conclusiones
La clasificación de formas de mano en imágenes es el subproblema más impor-
tante del Reconocimiento de Señas en Videos.
En este capítulo, evaluamos distintos modelos de CNN modernos en este pro-
blema, con el objetivo de determinar el más apto. Los resultados indican que si bien
todos los modelos basados en CNN tienen un buen desempeño, el modelo VGG16D
obtiene los mejores resultados, aún al compararlo con modelos pre-entrenados o
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desarrollados específicamente para este problema. Su desempeño ligeramente in-
ferior al de DeepHand [KNB16] en RWTH, unmodelo basado en Inception, aunque
dicho modelo utiliza un esquema de entrenamiento más avanzado con datos extra.
También evaluamos los distintos esquemas de preprocesamiento con un modelo
convolucional simple y la base de datos LSA16. Dicha base de datos cuenta con varios
tipos de pre-procesamiento. En particular, cuenta con una versión de la BD donde el
fondo está segmentado. Los resultados sugieren que la segmentación de la mano en
la imagen es una etapa de preprocesamiento crucial que aumenta significativamente
el desempeño de las CNNs.
Por último, evaluamos la aumentación de datos como técnica para otorgarle in-
varianza a las redes y así poder clasificar imágenes de formas de mano transforma-
das. Encontramos que la aumentación de datos permite entrenar modelos invarian-
tes que pueden clasificarlas con una tasa de acierto similar a la de su contraparte no
invariante. Aún más, en algunos casos los modelos invariantes obtienen una tasa de
acierto superior a la de losmodelos originales, posiblemente debido a la presencia de
ejemplares transformados en el conjunto de prueba original, es decir, que el dominio
naturalmente presenta objetos transformados.



















Figura 6.3: Tasas de acierto para varios tipos de transformaciones de aumentación de
datos en las bases de datos LSA16 y RWTH.
Capítulo 7
Conclusiones y trabajos futuros
Los modelos basados en Redes Neuronales actualmente tienen el estado del arte
en términos de desempeño en lamayoría de los campos del Aprendizaje Automático.
En particular, son muy eficaces para lidiar con problemas de clasificación de imáge-
nes al utilizar capas Convolucionales para crear Redes Neuronales Convolucionales.
El Reconocimiento Automático de Lengua de Señas en vídeos es un problema de
visión de computadoras con varias aplicaciones que pueden mejorar la interacción
entre la comunidades sordas y hablantes. Un paso crucial para generar sistemas ro-
bustos de Reconocimiento de Lengua de Señas es la clasificación de formas de mano
en imágenes. Este problema requiere que los clasificadores puedan reconocer las for-
mas de mano aún cuando están sujetas a transformaciones afines como la rotación,
escalado y traslación. Es decir, requiere que losmodelos sean invariantes a estas trans-
formaciones.
La propiedad de invarianza es un caso especial de la equivarianza, que nos permite
determinar como un modelo se comporta ante la transformación de su entrada. La
auto-equivarianza, otro caso especial de la equivarianza, permite determinar si ante
una transformación de la entrada las representaciones internas de la red varían de
la misma forma.
Los modelos basados en Redes Neuronales Convolucionales tradicionales no po-
seen equivarianzas naturalmente. Por ende, existen dos maneras de obtener equiva-
rianzas en estos modelos: dotar al modelo con características especiales para la equi-
varianza, o aumentar los datos mediante transformaciones. No obstante, en ambos
casos se conoce muy poco sobre como los modelos realmente adquieren la equiva-
rianza, especialmente en el caso de la aumentación de datos.
El objetivo de esta tesis es evaluar los métodos para otorgar equivarianza a los
modelos de Redes Neuronales Convolucionales, y comprender los mecanismos me-
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diante los cuales estos modelos adquieren la equivarianza. Un objetivo secundario
es transferir el análisis y las técnicas desarrolladas paramejorar los modelos de clasi-
ficación de formas de mano. A continuación detallamos los logros obtenidos en base
a estos objetivos.
7.1. Logros
Comparación de aumentación de datos ymodelos especializados para la invarian-
za a las rotaciones La invarianza rotacional es una propiedad deseable para varias
aplicaciones en el campo de la clasificación de imágenes, y puede adquirirse con au-
mentación de datos o modelos especializados. En el Capítulo 3 comparamos estas
dos estrategias para generar redes invariantes. En base a dicha comparación, enten-
demos que si bien la aumentación de datos puede requerir más tiempo de entrena-
miento, puede obtener un desempeño similar al de modelos especializados mante-
niendo la simplicidad de evaluación. Además, determinamos las capas más impor-
tantes a re-entrenar un modelo pre-entrenado para adquirir invarianza de forma efi-
ciente. Aún más, confirmamos la noción de que las primeras capas convolucionales
de una red aprenden un conjunto de filtros redundantes que pueden ser reutilizados
para otra tareas, aún en el contexto de la invarianza.
Métricas de invarianza y auto-equivarianza En el Capítulo 4 presentamos una se-
rie de métricas flexibles, eficientes e interpretables para cuantificar la invarianza y
auto-equivarianza de cualquier modelo basado en Redes Neuronales. Nuestras mé-
tricas son completamente adaptables en términos de la arquitectura de la red, tipos
de capas, conjuntos de transformaciones y formatos de entrada. Las métricas tienen
una granularidad alta, permitiendomedir éstas propiedades en cada activación de la
red de forma individual, y luego combinar dichos resultados para evaluar estructu-
ras de más alto nivel como capas o redes enteras. También introdujimos variantes de
las métricas para tipos de activación específicos como los feature maps, y para anali-
zar el componente de clase de la equivarianza para problemas de clasificación. Estas
métricas eficientes permiten el análisis de modelos modernos de redes neuronales
en términos de la equivarianza. Se distinguen de otros esfuerzos similares en que
son fáciles de interpretar y eficientes para calcular, especialmente en el contexto de
redes grandes con millones de activaciones. Además, desarrollamos una librería de
código abierto para la librería PyTorch que provee implementaciones de referencia
de las métricas desarrolladas y simplifican el desarrollo de nuevas.
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Validación y análisis de las métricas. Caracterización demodelos de CNN en base
a la invarianza y auto-equivarianza En el Capítulo 5 realizamos varios experimen-
tos y visualizaciones para comprender la naturaleza de las métricas propuestas en
el Capítulo 4, y validar su utilidad. Luego utilizamos éstas métricas para evaluar
modelos de CNN y características de los mismos. Para estos experimentos, emplea-
mos las bien reconocidas bases de datos CIFAR10 y MNIST, y los modelos ResNet,
VGGyAllConvolutional. Además, utilizamos 4 conjuntos de transformaciones afi-
nes importantes para varias aplicaciones de procesamiento de imágenes: rotaciones,
escalados, traslaciones y una combinación de estas tres. En la mayoría de los experi-
mentos utilizamos el modelo SimpleConv, que representa el factor común de las ca-
racterísticas de los modelos de CNNmodernos. La utilización de SimpleConv, junto
con la variedad en muestras y transformaciones, permite que los resultados presen-
tados tengan amplia validez. Los experimentos realizados nos permiten realizar una
caracterización de la invarianza y la equivarianza de los modelos y sus particula-
ridades. Dicha caracterización posibilita tener otra perspectiva de los modelos en
términos de estas propiedades. Esperamos que estas conclusiones puedan ser uti-
lizadas para crear mejores modelos equivariantes. Creemos que las comparaciones
con aumentación de datos y las métricas presentadas forman en conjunto una meto-
dología poderosa para evaluar la equivarianza de los modelos y así comprenderlos
más completamente.
Modelos deRedesConvolucionales para la clasificación de formas demano En el
Capítulo 6evaluamos distintos modelos de CNNmodernos para clasificar formas de
mano, con el objetivo de determinar el más apto. Los resultados indican que si bien
todos los modelos basados en CNN tienen un buen desempeño, el modelo VGG16D
obtiene los mejores resultados, aún al compararlo con modelos pre-entrenados o
desarrollados específicamente para este problema. Su desempeño ligeramente in-
ferior al de DeepHand [KNB16] en RWTH, unmodelo basado en Inception, aunque
dicho modelo utiliza un esquema de entrenamiento más avanzado con datos extra.
También evaluamos los distintos esquemas de preprocesamiento conunmodelo con-
volucional simple y la base de datos LSA16. Dicha base de datos cuenta con varios
tipos de pre-procesamiento. En particular, cuenta con una versión de la base de da-
tos donde el fondo está segmentado. Los resultados sugieren que la segmentación
de la mano en la imagen es una etapa de preprocesamiento crucial que aumenta
significativamente el desempeño de las CNNs.
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7.2. Trabajos Futuros
Creemos que es posible aprender más acerca de las Redes Neuronales y Convo-
lucionales estudiando sus equivarianzas, y así mejorar los modelos existentes para
hacer posible nuevas aplicaciones.
Para avanzar en esta dirección, identificamos varias áreas de trabajo posibles.
Con respecto a la adquisición de invarianza mediante aumentación de datos, en
principio vemos la necesidad de expandir los dominios de evaluación, considerando
otros problemas de clasificación, así como problemas de segmentación, localización
y regresión. También deberían considerarse problemas en los cuales las muestras
aparecen naturalmente transformadas. Además, resultaría interesante caracterizar
la relación entre la complejidad de las transformaciones a las cuales se busca ser
invariante y la complejidad del modelo, medida en términos de la cantidad de pará-
metros que tiene y tiempo de ejecución, así como del tiempo de cómputo extra nece-
sario para aprender la invarianza. Por último, se requiere avanzar en las técnicas de
transferencia de aprendizaje para adquirir invarianza, ya que en varios dominios la
transferencia de aprendizaje es la técnica más directa para obtener modelos con un
buen desempeño.
Con respecto a las métricas de equivarianza propuestas, sería interesante otor-
garles la capacidad de detectar automáticamente estructuras de invarianza o auto-
equivarianza en la red en términos de grupos de activaciones. De este modo, se po-
sibilitaría la realización de análisis a una granularidad intermedia entre las activa-
ciones individuales o las capas de la red. Además, sería útil expandir las métricas al
caso de la equivarianza, sin necesidad de un algoritmo de optimización intermedio
como el de [LV15]. También es necesario realizar una caracterización estadística de
las métricas de modo que se puedan realizar pruebas de hipótesis para, por ejem-
plo, comparar dos modelos en términos de la invarianza. En dicha caracterización
se debería incluir un análisis de los Ataques y Defensas Adversariales en términos
de la invarianza de los modelos. Finalmente, tenemos planeado implementar sopor-
te para Tensorflow y Tensorboard en la librería de métricas transformacionales que
desarrollamos para esta tesis demodo que toda la comunidad de investigadores pue-
da hacer uso de estas técnicas. También continuaremos con el desarrollo de lamisma
paramejorar su desempeño y proveermás funcionalidades, como el filtrado de capas
y el pre-procesamiento de activaciones.
Con respecto a la caracterización de los modelos, creemos que es necesario pro-
fundizar en este aspecto analizando la dependencia entre la cantidad de filtros o
características y la equivarianza adquirida. Al igual que con los experimentos de au-
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mentación de datos, sin duda sería de utilidad comparar la equivarianza demodelos
entrenados desde cero conmodelos que han sido entrenadosmediante transferencia
de aprendizaje y de esta forma complementar la teoría de este último campo. Tam-
bién nos interesa ampliar el abanico de transformaciones y problemas con los cuales
aplicar lamétrica, fuera de las transformaciones afines y la clasificación de imágenes.
En base a los argumentos presentados, creemos que se puede aprender más acer-
ca de las CNNs estudiando sus invarianzas y equivarianzas.
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Apéndice A
Pseudocódigo del cómputo de las
métricas
En este apéndice presentamos el pseudocódigo de algunos algoritmos presenta-
dos en el Capítulo 4.
El cálculo online de lamatrizMT para una red con varias activaciones se presenta
en el Listado A.1.
Los algoritmos Listados A.2 a A.4 muestran un pseudocódigo del cálculo de las
métricas Varianza Normalizada, Varianza Muestral y Varianza Transformacio-
nal, respectivamente, para una sola activación 𝑎.
1 import numpy as np
2 def generar_matriz_mt(x,t,a):
3 # x: Conjunto de ejemplos [x[1],...,x[n]]
4 # t: Conjunto de transformaciones [t[1],...,t[m]]
5 # a: Funciones de activación de una red neuronal [a[1],...,a[k]].
6 # retorna: Elementos de las matrices MT de a[1],...,a[k].
7 n,m,k = len(x),len(t),len(a)
8 for i in range(n):
9 for j in range(m):
10 mt_ij = np.zeros(k)
11 for l in range(k):
12 mt_ij[l]$ = a[l](t[j](x[i]))
13 yield mt_ij
Algoritmo A.1: Función GenerarMatrizMT para el cálculo de la matriz MT de
forma online. La operación 𝑦𝑖𝑒𝑙𝑑 genera un valor para consumir, de forma que el
recorrido pueda realizarse con un uso dememoria constante𝒪(𝑘). Cada 𝑦𝑖𝑒𝑙𝑑 genera
el elemento 𝑖, 𝑗 de la matrizMT para todas las activaciones. En este caso, el recorrido
se realiza por filas, cambiando primero las transformaciones (columnas).
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1 def varianza_normalizada(x,t,a):
2 return varianza_transformacional(x,t,a)/varianza_muestral(x,t,a)
Algoritmo A.2: Función que calcula la métricaVarianzaNormalizada para una sola
activación 𝑎.
1 def varianza_transformacional(x,t,a):
2 # x: Conjunto de ejemplos [x[1],...,x[n]]
3 # t: Conjunto de transformaciones [t[1],...,t[m]]
4 # a: Función de activación de una red neuronal.
5 n,m = len(x),len(t)
6 mean = 0
7 count = 0
8 for i in range(n):
9 #Varianza para el ejemplo i
10 count_i = 0
11 mean_i = 0
12 var_i = 0
13 for j in range(m):
14 v = a(t[j](x[i]))
15 #Actualizar varianza para la transformación t
16 #con el algoritmo de Welford
17 count_i += 1
18 delta_i = v-mean_i
19 mean_i += delta_i/count_i
20 deltav_i = v - mean_i
21 var_i += delta_i * deltav_i
22 #Actualizar la media de la varianza con var_i
23 count += 1
24 mean += (var_i-mean) / count
25 return mean
AlgoritmoA.3: Función que calcula lamétricaVarianzaTransformacionalpara una
sola activación 𝑎.
1 def varianza_muestral(x,t,a):
2 # x: Conjunto de ejemplos [x[1],...,x[n]]
3 # t: Conjunto de transformaciones [t[1],...,t[m]]
4 # a: Función de activación de una red neuronal.
5 n,m = len(x),len(t)
6 mean = 0
7 count = 0
8 for j in range(m):
9 #Varianza para el ejemplo i
10 count_j = 0
11 mean_j = 0
12 var_j = 0
13 for i in range(n):
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14 v = a(t[j](x[i]))
15 #Actualizar varianza para la transformación t
16 #con el algoritmo de Welford
17 count_j += 1
18 delta_j = v-mean_j
19 mean_j += delta_j/count_j
20 deltav_j = v - mean_j
21 var_j += delta_j * deltav_j
22 #Actualizar la media de la varianza con var_j
23 count += 1
24 mean += (var_j-mean) / count
25 return mean
Algoritmo A.4: Función que calcula la métrica Varianza Muestral para una sola
activación 𝑎.
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Apéndice B
Diseño e implementación de la librería
de Medidas Transformacionales
Para facilitar la implementación de las métricas, hemos desarrollado una librería
de código abierto llamada Transformational Measures1 que facilita el recorrido de las
matricesMT. Además provee implementaciones de todas las métricas definidas en
esta tesis, además de la métrica de Goodfellow [Goo+09].
La clase central de la librería es el ActivationsIterator (Figura B.1), que en
base a un conjunto de datos, de transformaciones, y un modelo que genera activa-
ciones,
La definición de las métricas se realiza en Python utilizando la librería Numpy.
Por el contrario, las implementaciones de la clase ActivationsIterator son es-












    
TensorflowActivationsIterator
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Figura B.1: Diagrama de clases de los iteradores de activaciones. La interfaz Acti-
vationsIterator define los métodos básicos para iterar sobre las matricesMT de
forma eficiente, tanto por filas como por columnas.
221
222 APÉNDICE B. DISEÑO E IMPLEMENTACIÓN DE LA LIBRERÍA DE…
1 def eval(self, activations_iterator: ActivationsIterator) ->
MeasureResult:
2 layer_names = activations_iterator.layer_names()
3 result = ...
4 for t, samples_activations_iterator in activations_iterator.
transformations_first():
5
6 for batch, batch_activations in samples_activations_iterator:
7 for j, layer_activations in enumerate(batch_activations):
8 #layer_activations = activaciones de la capa j del
modelo para
9 # la transformación "t" y las muestras del lote "
batch"
10 # Codificado como un vector de Numpy (np.ndarray)
11 result = ...
12 ...
13 return MeasureResult(result, layer_names, self)
Algoritmo B.1: Iteración por columnas de las matricesMT.
forma, la implementación puede optimizarse para cada framework específico.
No obstante, los iteradores devuelven las activaciones en arreglos de Numpy,
de modo que la implementación de las métricas es agnóstica al framework utiliza-
do(Listado B.1)
Las Figuras B.2 y B.3 muestran las familias de métricas de invarianza y auto-
equivarianza, respectivamente. Cada métrica corresponde a una clase. Las métricas
muestras y transformacionales pueden calcularse de forma independiente. Las mé-
tricas normalizadas utilizan estas clases para calcularse.
Para el cálculo de la auto-equivarianza, se definen también dos iteradores espe-
cíficos que transforman las activaciones antes de retornarlas.
En el caso de lasmétricas de auto-equivarianza normalizadas (Auto-Equivarianza
Normalizada de Distancia, Auto-Equivarianza Normalizada de Varianza y simi-
lares), es necesario iterar sobre la matrizMT′ (sección 4.6), donde las activaciones
han sido invertidas, es decir, se les ha aplicado la transformación inversa a la transfor-
mación que sufrió la entrada 𝑥. La clase InvertedActivationsPyTorchActi-
vationsIterator permite recorrer la matrizMT′, con los valores 𝑡−1𝑗 𝑓 (𝑡𝑗(𝑥𝑖)) di-
rectamente (Figura B.4).De lamisma forma, la claseTransformedActivationsPy-
TorchActivationsIteratorposibilita iterar sobre activaciones que han sido trans-
formadas de acuerdo a lo necesario para calcular la métrica Auto-Equivarianza de
Distancia Simple, de forma de poder comparar 𝑓 (𝑡(𝑥)) con 𝑡(𝑓 (𝑥)) de forma simpli-
ficada, y cualquier otra métrica futura que se base en estas cantidades.
Por último, la interfaz del ActivationsIteratormezcla las iteraciones de ca-
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Figura B.3: Diagrama de clases de las métricas de auto-equivarianza
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Figura B.4: Diagrama de clases de los iteradores de activaciones especiales para
implementar las métricas de auto-equivarianza. Las siglas SE se refieren a Same-







    
Figura B.5: La clase ByLayerMeasure permite hacer el cálculo de la métrica para
una sola capa, automatizando la replicación en cada capa y con paralelismo a nivel
de procesos.
línea 7).
No obstante, la librería ofrece un grado mayor de automatización para el calculo
de métricas en donde el valor de cada capa es independiente de las otras. En es-
te caso, podemos simplemente utilizar la clase ByLayerMeasure (Figura B.5) que
permite implementar el cómputo para una capa de forma genérica, y aplicar este
cálculo a cada capa por separado. Además, dicha clase paraleliza el cómputo de las
métricas utilizando un proceso por capa para aumentar el desempeño del cálculo de
la métrica.
Apéndice C
Varianza de funciones de activación
Para poder caracterizar la invarianza de los modelos, resulta de utilidad com-
prender como las funciones de activación afectan a la varianza de las activaciones. Si
bien existen varios análisis de la varianza de las funciones de activación, los mismos
se han desarrollado en términos de la salida de la capa que alimenta a la función de
activación o de la red entera [Kla+17].
Dado que las métricas propuestas son agnósticas a los tipos de capas y la arqui-
tectura de red, debemos realizar la caracterización sólo en términos de la función de
activación, ignorando la distribución de su entrada. Estudiamos la varianza de fun-
ciones de activaciones comúnmente utilizadas como funciones independientes de la
red.
La media 𝐸 y varianza 𝑉 de una función continua 𝑓 de una variable aleatoria real
𝑥 se definen como:




𝑉(𝑓 (𝑥)) = ∫
∞
−∞
(𝐸(𝑓 (𝑥)) − 𝑓 (𝑥))2)𝑝(𝑥)𝑑𝑥
= 𝐸(𝑓 (𝑥)2) − 𝐸(𝑓 (𝑥))2
[C.1]
A continuación, probamos que 𝑉(𝑓 (𝑥)) ≤ 𝑉(𝑥) para varias funciones de activa-
ción 𝑓 (𝑥). Esto indica que la varianza de estas funciones es no-creciente con respecto
a la varianza de su entrada. En la práctica, esto implica que estas funciones tienden a
bajar la varianza de la red. Las condiciones para establecer los casos en que estricta-
mente 𝑉(𝑓 (𝑥)) < 𝑉(𝑥) dependen de 𝑝(𝑥) y no pueden especificarse sin caracterizar
la salida de la capa anterior. No obstante, los resultados de la sección 5.5.1 proveen
evidencia empírica de que la varianza esmás baja o al menos igual para las funciones
de activación.
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Demostramos la desigualdad para las funciones de activación 𝑅𝑒𝐿𝑈, 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈,
𝑃𝑅𝑒𝐿𝑈 y 𝐸𝐿𝑈[CNDM19]. Para ello, consideremos la siguiente familia de funciones
de la Ecuación [C.2], donde 𝑔 es una función continua arbitraria que satisface 𝑥 ≤




𝑔(𝑥) 𝑥 < 0
𝑥 𝑥 ≥ 0
[C.2]
Todas las funciones de activación mencionadas pueden definirse en términos de
la Ecuación [C.2] con elecciones apropiadas de 𝑔(𝑥). Además, todas satisfacen 𝑥 ≤
𝑔(𝑥) para 𝑥 < 0, con elecciones razonables del hiperparámetro 𝛼 para 𝐿𝑒𝑎𝑘𝑦𝑅𝑒𝐿𝑈 y
𝐸𝐿𝑈 (𝛼 < 1) y restricciones en el correspondiente parámetro 𝛼 de las 𝑃𝑅𝑒𝐿𝑈 (𝛼 < 1).
Finalmente, la Ecuación [C.3] demuestra entonces que𝑉(𝑓 (𝑥)) ≤ 𝑉(𝑥)mediante
las desigualdades 𝐸(𝑓 (𝑥)) ≥ 𝐸(𝑥) y 𝐸(𝑓 (𝑥)2) ≤ 𝐸(𝑥2) (Ecuaciones [C.4] y [C.5]), y
la propiedad de la varianza 𝑉(𝑥) = 𝐸(𝑥2) − 𝐸(𝑥)2.
𝑉(𝑓 (𝑥)) = 𝐸(𝑓 (𝑥)2) − 𝐸(𝑓 (𝑥))2
≤ 𝐸(𝑥2) − 𝐸(𝑓 (𝑥))2
≤ 𝐸(𝑥2) − 𝐸(𝑥)2
= 𝑉(𝑥)
[C.3]
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