Abstract A novel approach to detection of stationary objects in the video stream is presented. Stationary objects are these separated from the static background, but remaining motionless for a prolonged time. Extraction of stationary objects from images is useful in automatic detection of unattended luggage. The proposed algorithm is based on detection of image regions containing foreground image pixels having stable values in time and checking their correspondence with the detected moving objects. In the first stage of the algorithm, stability of individual pixels belonging to moving objects is tested using a model constructed from vectors. Next, clusters of pixels with stable color and brightness are extracted from the image and related to contours of the detected moving objects. This way, stationary (previously moving) objects are detected. False contours of objects removed from the background are also found and discarded from the analysis. The results of the algorithm may be analyzed further by the classifier, separating luggage from other objects, and the decision system for unattended luggage detection. The main focus of the paper is on the algorithm for extraction of stable image regions. However, a complete framework for unattended luggage detection is also presented in order to show that the proposed approach provides data for successful event detection. The results of experiments in which the proposed algorithm was validated using both standard datasets and video recordings from a real airport security system are presented and discussed.
years, it still has not reached a state in which most of the state-of-the-art commercial systems would have a reliable implementation of such a detector available for the users. The majority of the existing solutions are limited to simple scenes and do not cope with detection in areas with intensive object movement, such as airports.
A successful detection of unattended luggage requires a multi-stage video analysis. Spengler and Schiele [31] defined an abandoned object as a "non-human foreground which keeps still over a certain period of time and without humans being close by". Therefore, foreground objects that do not move (stationary objects) have to be detected, then these objects have to be identified as luggage and finally, presence of humans (preferably, the luggage owner) in their neighborhood has to be tested [37] .
Part of the INDECT scientific project [16] , in which the author participated, was related to development of a multi-stage framework for video content analysis and automatic threat detection. [7] . This complex, modular system performs video analysis from the low-level pixel-based image analysis to the interpretation of video content and decision making. Incorporation of the unattended luggage detection into this framework required that: (a) the detector fits into the analysis scheme, (b) it utilizes results of the low-level analysis (e.g. background subtraction) used also by other modules, in order to avoid redundancy in processing, (c) it is able to perform an online video stream analysis without omitting frames from the processing and without introducing significant delays in the processed stream, and finally (d) it performs detection of unattended luggage in real environments with a number of false positive and false negative decisions kept within reasonable limits. It was found that most of the state-of-the-art algorithms (reviewed in the next Section) provide good accuracy of detection, but they do not fulfill one or more of the abovementioned conditions, usually either not being able to fit easily into the processing scheme or performing too intensive processing due to their complexity (thus not achieving a performance level required for online systems). Therefore, the task of the work described here was to engineer an alternative solution to the discussed problem, which provides a satisfactory balance between the requirements for the algorithm accuracy and efficiency. From the analysis of existing approaches it was found that the main problem in unattended luggage detection is how to extract image regions representing stationary luggage in the video stream. With such data available, it is possible to construct a decision system which performs the actual event detection. However, most of the existing algorithms do not provide an easy and computationally efficient method of extracting this information from the video camera images. This paper makes two main contributions. First, it presents a novel algorithm for detection of stable regions, representing stationary objects such as luggage, in a stream of video camera images. The proposed approach is conceptually easy, it is able to perform online processing, it handles short-term occlusions and it is separated from the background subtraction procedure. Second, the paper shows that the proposed algorithm provides data that may be used for the task of unattended luggage detection in a modular, multi-stage video analysis system [7] . The main focus of the paper is to present the algorithm for detection of stationary objects, but in order to demonstrate that this algorithm provides data useful for efficient unattended luggage detection, a working system, in which the proposed algorithm is supplemented with the classification and decision modules (implemented in a simplified way for evaluation purposes) is presented and discussed. It should be noted that this paper does not attempt to solve the complex problem of decision making in the unattended luggage detector, which deserves a separate research and its complete solution is out of the scope of this paper. However, the proposed algorithm provides the input data for any, potentially more elaborated, decision module, and the evaluation system presented here is able to detect unattended luggage with satisfactory accuracy, using simplified decision criteria.
The remaining of the paper is organized as follows. Section 2 reviews the related approaches to unattended luggage detection and states their limitations. Section 3 presents details of the proposed algorithm, divided into functional parts. Results of experiments performed using three datasets, including recordings from a real airport monitoring systems, are presented in Section 4 and discussed in Section 5, and the paper ends with Conclusions.
Related works
This paper focuses on the algorithm which detects stationary objects in camera images and provides data needed for a single-camera unattended luggage detection. Initial works on the problem relied on separating foreground pixels from the static background, tracking movement of each object, detecting motionless trackers, verifying if these objects represent luggage and testing if the luggage is unattended. The background subtraction (BS) procedure is usually performed with the Gaussian Mixture Model (GMM) approach [32, 42] . Tracking of each object is achieved employing algorithms such as nearest neighbor tracking [1] , Kalman filters [22, 24, 34, 35] , tracking with Bayesian models [19] , trained algorithms such as Markov chain models [30] , and others. Detection of left luggage is achieved by track analysis: splitting tracks are detected and if one of the split objects remains in place (its track velocity is near zero), the object is declared as stationary [1, 18] . If a motionless luggage is detected, most of the described methods test for the distance between the left luggage and the tracked owner object and raise an alarm if the distance between objects exceeds the threshold for a defined period [11] . In a more recent publication, Elhamod and Levine [9] used blob tracking with spatial and color features matching, and enhanced the procedure with behavior modeling for detection of selected threats, including unattended luggage. Hettiarachchi et al. [13] used the results of blob tracking in a textual form for evaluation of blob movement using acyclic graphs. Tripathi et al. [39] detected stationary object by analyzing blob movement and classified them using an edge based object recognition algorithm. A review of other similar approaches may be found in [23, 38] .
The main drawback of the tracker-based approaches to the unattended luggage detection is that their performance under the conditions of intensive object movement, which is the usual case at the airports, is severely limited. In the presence of a large number of occlusions and constantly merging and splitting objects, tracking errors result in losing the tracks of the luggage and its owner, making the event detection impossible. Additionally, luggage occluded by other objects during the moment of splitting cannot be detected. These shortcomings were reported e.g. by Porikli [28] and they were also observed in the earlier experiments performed by the author of this paper and his co-workers [34, 35] . In order to avoid such problems, a new trend in luggage detection removed the object tracking stage in favor of detection of stable foreground regions. Various algorithms proposed in the literature differ in the method of testing pixel stability and extracting stable image regions. Porikli used two separate background models: the short-term and the long-term one, updated with different rates. The longterm model allows for extraction of unattended luggage from the image. A similar algorithm by Sing et al. [29] added selective background updating. The problem with this approach is that the image data between the update moments is not utilized, hence short-term image changes (e.g. luggage occlusions) are not taken into account. Maintaining two separate background models at the same time is also problematic. A simpler approach was proposed by Tian et al. who reused the data contained in the GMM background model for this task [38] . This approach introduces another problem: stationary objects become a part of the background model and they are no longer detected as a foreground. In order to prevent this effect, special background maintenance is needed, which in turn may result in damaging the background model in case of detection errors [10] .
In a recent work by Maddalena and Petrosino [23] , a more complex approach based on three pixel-level models (background, foreground and stopped) was introduced. A framework for moving pixels between these models and for detecting unattended luggage in the stopped model with a 3D self-organizing neural model was described. In order to handle occlusions, the stopped model has to include several layers. While the accuracy of this method is good, long computation time makes this approach unsuitable for online analysis. A review of other approaches to stable region detection, with indication of their shortcomings, was given by Pan et al. [26] . They proposed a method for selective background model updating based on pixel scores representing their stability. Another approach by Guler et al. [12] is based on the concept of peripheral tracking. However, these methods are also too complex to be used in an online analysis system. It should also be noted that many of the described algorithms detect stable regions but they do not relate them to actual moving objects, so some objects (e.g. partially occluded) are detected incorrectly. There are also alternative approaches that try to directly recognize luggage in images, e.g. Zheng et al. [41] use a histogram of oriented gradients (HoG) trained with examples of luggage, but such an approach is too computationally intensive to be implemented in an online system.
Approaches based on detection of stable regions do not perform object tracking, therefore another method of locating the luggage owner is needed. For example, an algorithm by Bhargava et al. [2] searches for the luggage owner using the normalized cross-correlation, Lu et al. [21] propose a human activity model based on Hidden Markov Model, Tian et al. [38] added a separate module for tracking unattended luggage candidates and their owners. Chang et al. [4] proposed an online boosting learning algorithm for tracking objects classified as humans.
Description of the algorithm
Unattended luggage detection may be presented as a multi-stage process (Fig. 1) . The system receives a stream of video images from a single camera at its input, performs an online analysis of each video frame and outputs the detection results in a form of unattended luggage alerts with relevant data, such as luggage position in the image. The processing is divided into several stages; each of them utilizes the results produced by the previous one and limits the area of interest for the next stage. The main processing stages are described below.
1.
Background subtraction: all image pixels are analyzed, foreground pixels belonging to moving objects are found. 2. Detection of stable pixels: foreground pixels are analyzed, stability of their values in time is evaluated, pixels with values within the defined range during the observation period are marked as the stable ones. 3. Detection of stable regions: connected components are formed from the stable pixels; if a component has a sufficient area, a stable image region is detected. 4. Detection of stationary objects: the detected stable regions are compared with the contours of moving objects extracted from the BS results; contours sufficiently covered by stable regions are denoted as stationary (previously moving) objects. 5. Classification: stationary objects are examined by a classifier in order to test whether they represent luggage.
6. Interpretation and decision: spatio-temporal conditions are tested for the detected luggage objects in order to decide whether they are unattended.
With a well-known BS procedure, used in different analysis scenarios [20] , contours of moving objects are separated from the background. The main problem is how to identify objects that remain stationary for a defined time (e.g. luggage). Such objects are initially detected as a foreground, but after remaining motionless for a prolonged time, they become a part of the background. Therefore, such objects have to be separated both from the static background and from moving objects (e.g. humans). As it was shown in the review of related publications, identification of such objects in images is a non-trivial problem which has not been solved in a satisfactory way. Therefore, a novel approach to this problem is proposed.
The aim of the algorithm is to provide an efficient implementation of the processing Steps 2 to 4, by performing analysis of images and BS results, and outputting contours of stationary objects extracted from the video stream. The BS operation (Step 1) is needed in order to provide the input data to this algorithm and it is realized using a standard GMM approach, therefore only a short description is presented in the paper. Although the proposed algorithm for stable regions detection is the main point of focus, it is also important to show that it provides information which may be used for successful detection of unattended luggage. In order to prove that, the proposed algorithm was supplemented with implementation of Steps 5 and 6, which will be described briefly. A design of a complete decision module for realization Step 6 which would cope with different conditions is a separate, complex problem, solution of which is out of scope of this paper. For the purpose of experiments and validation, a simplified decision module was developed, allowing for evaluation of the proposed algorithm and for unattended luggage detection with simplified conditions. The complete processing system is presented in Fig. 2 , the blocks that are parts of the proposed algorithm for stable regions detection are enclosed in a frame. Details of each processing stage are presented in the following subsections.
Image preprocessing
The proposed algorithm for detection of stable image regions (starting from Step 2 in the processing structure from Fig. 1 ) receives a stream of video frames from the camera, together with foreground masks, i.e. binary images that denote foreground and background pixels with non-zero and zero values, respectively. The exact method of computing such a mask is not relevant here. In the framework used for implementation of the proposed algorithm, masks are obtained using the BS procedure, realized with the standard GMM approach [7, 32, 42] performed as follows. Each image pixel is represented by its own weighted sum of five Gaussians. Each Gaussian is described in terms of means and standard deviations of each color component of the pixel, and a weight. In the first stage of processing, a first Gaussian matching the current pixel value is found and its parameters are updated. A match is found if an absolute difference between the mean of the Gaussian and the pixel value is below a threshold (usually equal to 2.5 times the standard deviation of the Gaussian) for all color components. If no matching Gaussian was found, the one with the lowest weight is replaced by a new Gaussian initialized with the current pixel value. After that, weights of all Gaussians are updated and normalized so that they sum up to one, and the Gaussians are reordered by a decreasing ratio of weight to variance. Finally, if a matched Gaussian was found and its weight is sufficiently high, the pixel is assigned to the background, otherwise it represents a foreground (a moving object). The details of the GMM procedure may be found in the literature [7, 32] . The BS accuracy influences the outcomes of the following stages of processing, therefore all artifacts in the BS results should be removed. Pixel noise and small gaps are handled with morphological processing and parasite object shadows are removed using a dedicated procedure [7] . Contours of all objects moving in the current camera image may be extracted from the BS result, but for the purpose of stable regions detection it is necessary to find which of these objects remain stationary in the camera view for a defined time. In order to accomplish this, information on repeatability (stability) of pixel values within each contour is needed. The proposed algorithm utilizes a two-stage approach: the analysis is performed first on the pixel level and then on the region level. The task of the former stage is to find foreground pixels which, observed over a defined period, have values kept within small limits. Such pixels are declared as stable ones. In practical situations, values of pixels belonging to visible stationary objects may fluctuate due to light changes and camera noise, and this aspect has to be taken into account. Information on stability of foreground pixels cannot be obtained from the GMM model in which foreground pixels are represented with short-term components, without information about their stability, so using this model for foreground pixel stability analysis, as proposed by Tian [38] , is problematic. Instead of implementing complex modifications in the BS model, which would result in increased computation time, a separate model is constructed for this task in the proposed algorithm. It may be considered as an additional layer put on top of the original background model. An approach based on representing pixel values using vectors (code words) was chosen for construction of such a model. A separate set of vectors is used to model each individual foreground pixel. A similar method was used e.g. for background modeling in the Codebook algorithm by Kim et al. [17] , where the model is first trained using series of images, then the collected code words are used for background subtraction. Here, vectors are used only to store statistics on the reoccurring foreground pixel values and the training phase is not needed.
Each image pixel is represented in the model of stable values with a set of vectors:
where i is the current video frame index, (r, g, b) are the averaged color values, (l min , l max ) define the range of brightness changes covered by the vector, t c stores the time of vector creation and t m is the last time the vector matched the pixel value. For each foreground image pixel with values (r p , g p , b p ), vectors modeling this pixel are tested in order to find if the difference between the pixel and vector values is within the limits. First, a brightness difference is tested using the formula:
where α <1 is a factor limiting the allowed brightness variations (e.g. due to changes in scene lighting and camera exposure). If the brightness condition is fulfilled, a color difference is calculated as a distance in the 3D color space [17] and if the difference is below a threshold δ max , the pixel matches the color of the vector:
The first vector that fulfills both conditions given by Eqs. 2 and 3 is updated as follows:
where ρ is the update factor, t i is the timestamp of the current frame. If none of the vectors matched the current pixel value, the model is extended by adding a new vector, initialized as follows:
Using the constructed model, stable pixels may be found by testing whether any vector in the model that was matched in the current frame has a sufficiently long 'time of life'. Therefore, the stability condition is:
where k is the index of the vector representing the pixel, T s is the stability threshold (minimum period needed to consider the pixel stable). Generally, only foreground pixels are tested by this algorithm and if a pixel transitions from the foreground to the background (e.g. a person passes by and uncovers the background), its vectors are removed from the model. However, such an approach would result in losing objects that remain motionless for a prolonged time. Due to learning capabilities of the GMM algorithm, stationary objects blend into the background after some time and their pixels are no longer marked as the foreground. In order to allow detection of such objects in the proposed algorithm, if a pixel is assigned to background, its vectors indicating stable value, i.e., these fulfilling condition (6) , are retained in the model. Therefore, background pixels that were earlier classified as a stable foreground are also included in the analysis. One important difference in this case is that if no matching vector is found, no vector is added to the model.
The complete algorithm of the pixel-level stability analysis is presented in Algorithm 1 using a pseudocode. The final result of this step is identification of stable pixels that potentially belong to stationary objects.
Extraction of stable image regions
The next stage of analysis finds image regions composed of stable pixels and establishes their relationship with the detected moving objects. Let I denote the currently analyzed image frame, M -the BS mask (obtained by processing I) and R -the result of pixel-level stability analysis, in a form of a binary image in which non-zero values mark stable pixels (fulfilling Eq. 6). Stable image regions are extracted by performing a connected component analysis in R. First, eight-connected clusters of stable pixels are found using the border following algorithm [33] . At the same time, connected components are also extracted from the mask M in order to find the contours of moving objects. In the next step, the algorithm establishes correspondence between the contours of moving objects and the detected stable regions, based on their position and size. Let S i denote the i-th stable region as a set of pixel coordinates: 
Similarly, O j denotes the j-th closed contour detected from the mask M. For each S i , a search for related object O j is performed by testing the condition:
From the nature of the proposed algorithm, each stable region may correspond to one or more (in case of fragmentation) contours of detected objects, or it may have no related object contours if the object has already been incorporated into the background model. A section of the related object contour covered by the stable region is:
Now, two situations are possible. If a related object is found (C i,j is not empty), the condition to declare this object stationary is that a sufficient fraction β of the object contour area is covered by the stable region which is larger than the minimum area a min :
Adjusting the β value allows for proper detection in case of distortions such as background subtraction errors, noise, etc. If the object has already become a part of the background (because of remaining motionless for a prolonged time), the related object contour cannot be found. In this case, only the stable region size is tested.
In order to ensure efficient detection of stationary objects, a model of stable regions is constructed. Each new stable region is added to the model. If a stable region detected in the current frame matches the position in image of any region stored in the model, the matched region is updated. The procedure of finding stationary objects is presented in Algorithm 2. Fig. 3 shows an example of detection of a region representing stationary luggage. The 'age' of matched vectors is visualized with a grayscale map, brighter shades indicate longer time of stability, black pixels are the background. Color codes of pixels belonging to the bag which was left on the floor progress towards brighter values (Fig. 3b-e) , while the pixels belonging to persons passing by are short-term (darker values). White color marks stable pixels fulfilling the condition (Eq. 6) and if the number of pixels in the stable region fulfills Eq. 10, the object is marked as a stationary one (Fig. 3e) . The luggage contour is detected even in case of short-term occlusions by passing persons because the relevant vectors may still be found in the model (Fig. 3f) . It should also be noted that a person remaining motionless for a prolonged time may also be detected as a stationary object (Fig. 3g) . Identification of stable regions representing actual luggage is the task of the classification module.
Algorithm 2. Finding valid stable regions in the image
INPUT: N regions S of stable pixels detected in the current image INPUT: M moving object contours O detected in the current image OUTPUT: A set of valid stable image regions (stable) BEGIN: stable={} for n =1 to N do // find matching object contour C (Eq. 9) 
False objects removal
Stationary objects detected in the previous step may belong to one of three groups: (a) luggage, (b) other objects, e.g. motionless persons, and (c) false objects. Moving objects that remain stationary for a prolonged time are incorporated into the learning background model. If such an object is later removed, its contour (a 'hole' in the background) is detected as a foreground region because the actual, uncovered background does not match the model content. Since the contour has the same shape as the removed object, it may be incorrectly classified by the algorithm as luggage, providing incorrect data to the decision module. The proposed procedure for removal of false objects is based on the observation that in case of such objects, pixel brightness differences alongside the contour border are usually small, while in case of an actual object, much larger differences are observed. A similar 'edge-energy' method was proposed e.g. by Connel [5] .
The algorithm for detection of false contours works as follows. Pixels belonging to the border of a stable object contour O j are taken into account. Each border point corresponds to pixels I (x,y) in the input image and M (x,y) in the mask M, where (x,y) denote the pixel coordinates. An eight-connected neighborhood of this point is divided into sets of inside (P in ) and outside (P out ) pixels and their brightness values are stored in respective sets:
where l is the brightness of the pixel calculated from its RGB values:
Fig . 3 Illustration of the procedure for detection of stable image regions. The time during which a pixel remains stable is visualized with shades of gray, brighter values mark pixels stable for a longer time. Clusters of pixels marked with white color may be detected as stationary objects
Next, pairs of adjacent inside-outside points are formed as shown in Fig. 4 . The maximum absolute brightness difference between all such pairs within the neighborhood of the border point is found:
The final measure used for false objects removal is calculated as a percentage of contour border points for which the maximum brightness difference d is above a threshold d min :
where N j is the number of border pixels for which at least one pair of adjacent points was analyzed (border pixels situated on the image edge have to be excluded from this computation). Objects for which ζ j ≤ζ min , ζ min ∈ (0, 1), are detected as false ones and they may be removed from further analysis, as shown in Algorithm 2.
A practical illustration of the proposed method is presented in Fig. 5 . It can be observed that both the left bag (Fig. 5a ) and the same bag removed from the scene after it was incorporated into the background model (Fig. 5b ) result in almost identical detected contours. Without the proposed procedure, the second case would result in a false positive decision of the decision algorithm. It can be seen from the analysis of brightness differences alongside both contours that edges of the actual object exhibit much higher brightness difference at the edges of the bag than in the second case, where the brightness transition through the contour borders is smooth. This is reflected by a significantly higher value of the measure ζ computed with the procedure described above. As a result, the false contour may be detected and removed from further analysis. Fig. 4 Illustration of calculating the measure for false objects removal. Foreground and background pixels are denoted with gray and white colors, respectively. The black border indicates a neighborhood of the currently analyzed border pixel. Black lines with dots show pairs of pixels that are analyzed for brightness difference 3.5 Maintenance of the models of stable regions and pixels Over the time of the video stream processing, both the stable pixels model and the stable regions model accumulate all the detected units, which results in constant increase of their size and the analysis time. In order to prevent this undesired effect and to avoid detecting objects that are no longer present in the scene, a maintenance procedure was developed for removal of obsolete items from both models. First, the model of the stable regions will be considered. For the maintenance purpose, each detected stable region has to be described with counters that, together with the contour, form a vector representation of the region:
where S i is the contour of the region, q i is the counter of frames during which the region was marked as invalid (a candidate for deletion), u i is the index of the time the region was last observed (created or updated) and z i is the counter of time during which the region represented an unattended luggage.
The maintenance procedure is shown in Algorithm 3. If a stable region S j detected in the current frame overlaps S i stored in any r i in the model, this region is updated, otherwise a new region is added to the model (q i and z i set to 0 and u i set to the frame index). If a region is invalid, i.e. it does not correspond to any moving object and is too small, or it was detected as a false object, its q i counter is increased. Additionally, the results of analysis within the classification and decision modules may be used for the model maintenance. For example, if a stationary object was not classified as luggage, the q counter may be increased. Similarly, if the decision module finds that the object is currently unattended, the q counter may be reset and the z value increased (the z counter may be used for testing temporal conditions during the decision making). Therefore, although the classification and decision Fig. 5 An example of the problem of left and taken objects detection: a) luggage left in the scene, b) luggage taken after it was present in the scene sufficiently long to be incorporated into the background model. Both cases produce almost identical object contours in the background subtraction stage. Brightness difference alongside the contour is significantly larger in case a, therefore the indicated edge measure ζ is higher than for the false object modules do not belong to the main algorithm presented in this paper, they may provide important information for maintenance of the model, allowing for discarding incorrect stable regions that may potentially cause false alarms. After the region analysis is completed for the current video frame, some of the regions stored in the model may not have been updated for some time (they are no longer present in the scene) and some other may be continuously flagged as incorrect ones. Therefore, the model is cleaned by removing vectors fulfilling the condition:
where t is the current frame index, T maxq is the maximum time during which the region is marked as invalid and T maxu is the maximum period in which the region is not updated. In the experiments, threshold values of T maxq =5T s and T maxu =3T s , were selected empirically (T s is the threshold used for the pixel stability detection).
The second part of the maintenance procedure clears obsolete vectors from the stable pixels model. Two operations are performed. First, vectors that were not matched within a defined period T max v are removed:
This threshold value should be sufficiently large in order to cope with short-term object occlusions. In the experiments, the following values were used: T max v =5T s if the pixel currently belongs to the foreground and T max v =2T s for the background pixels that have stable vectors. Additionally, if the pixel belonged to a region which was removed as incorrect (according to Eq. 16) during analysis of the previous video frame, vectors that were matched in the previous step (t -1) are removed before the pixel is tested for stability. In order to achieve this, the region-based analysis algorithm sends back a binary mask of incorrect regions to the pixel-level analysis algorithm.
Classification and decision stages
The algorithm for detection of stationary objects was presented in the previous subsections. In order to show that this algorithm provides data that may be used for successful detection of unattended luggage in practical situations, the algorithm was supplemented with modules for object classification and decision making. The classification module is necessary in order to separate objects representing luggage from other stationary objects. Various approaches may be utilized for this task, ranging from simple classifiers based only on object size and proportions [18] , to complex models trained with image features [2] . For the purpose of the experiments described in this paper, a classifier based on shape descriptors of the object contour was implemented. For each stationary object O j , a vector of seven Hu moments, invariant to scale, translation and rotation (as far as a projection of the object contour to the image plane is concerned) are calculated [14] , forming the final object shape descriptor. The actual classifier may be realized using various machine learning algorithms. During the experiments, two classifiers were tested: the first one used the Support Vector Machine method [6] , the second one utilized the Random Forests approach [3] . The classifier has to be pretrained using a set of shape descriptor vectors calculated from the collected examples belonging to two classes: luggage and other objects. During the detection, stationary objects O j that are assigned to the non-luggage class are excluded from further consideration and, as it was mentioned previously, information about these regions may be used for removing related stationary objects from the stable regions model.
The decision module for checking whether the luggage is unattended was simplified for the purpose of the algorithm validation. The decision rule follows the event definition mentioned in the Introduction [31] : a stationary luggage is declared to be unattended if there are no moving or stationary non-luggage objects at a distance larger than the threshold, within the period T A . In practical applications, a much more complex decision system, which also tracks the real luggage owner, would have to be implemented. However, solution of this problem deserves a separate research, therefore a purposely simplified decision system will be used for evaluation of the algorithm described in the paper. However, with the approach presented here, more complex decision modules may replace the test module in the analysis framework, operating on the same input data provided by the proposed algorithm. The simplified decision process is realized as follows. Once a stationary luggage is detected, its distance from all other objects is calculated between the middle points of the bottom bounding box border of the contours. These distances should ideally be expressed in physical dimensions, using the spatial camera calibration procedure [40] . Only real moving objects (no other stationary luggage or false objects) are taken into account. A time counter z stored in the stable regions model (Eq. 15) is started for each newly detected stationary luggage and it is increased for each video frame in which there are no moving objects within the defined radius. If z exceeds the alarm threshold T A , the algorithm declares the unattended luggage event.
In a real system implementation, tracking the luggage owner is necessary. Although the proposed algorithm does not perform such analysis, it is able to provide the necessary data. An approach similar to the one proposed by Bhargava et al. [2] may be used by going back in time to the moment the luggage was introduced into the scene, finding the object representing the luggage owner and tracking its movement. Since the creation time is stored in the vectors inside the stable pixels model, it is possible to determine the time the left luggage was first observed and to track the owner using a separate module, or alternatively, test if the object near the luggage matches the owner template.
Experimental results
The purpose of the experiments was to test performance of the proposed algorithm in detection of stable image regions and also to verify that the results obtained with this algorithm are useful for unattended luggage detection. The algorithm was implemented in C++, using the OpenCV library only for low-level input and output operations. The experiments were run on a PC equipped with a quad-core CPU at 2.80 GHz and 6 GB RAM. The BS operation was performed using the GMM algorithm [32] , tuned for indoor conditions (model update rate =0.0003, background detection threshold =0.7, Gaussians initialized with weight 0.05 and variance 320). Shadows were removed with an additional procedure [8] . Additionally, Gaussian blur with the radius of 5 was applied to the input images in order to reduce the influence of camera noise and compression artifacts on the detection accuracy. The optimal parameter values for detection of stable pixels were found experimentally: α =0.5 (Eq. 2) and δ max =40 (Eq. 3), there was no need to adjust them to different conditions. Minimum object coverage for stable region detection (Eq. 10) was β =0.9 and the minimum luggage size was adjusted according to the video resolution. The time thresholds T s (for pixel stability, Eq. 6), and T A for the stationary luggage detection (the alarm time) were both set to 10 s (so that they are irrespective of the camera frame rate). Additionally, in order to limit the number of false positive decisions, a maximum area of the analyzed object contour (20 000 pixels) was imposed in order to avoid false detections resulting from large, temporary false objects occurring in case of severe lighting changes during the adaptation of the BS model. Additionally, some areas in which it was not possible to place luggage (ceilings, high parts of walls, railway tracks, etc.) were excluded from the analysis in order to avoid false detections in these areas (mainly due to object reflections). False objects were removed using the proposed procedure, with d min =16 and ζ min =0.3 (Eq. 14).
Next, a classifier was constructed for selection of stationary objects representing luggage. The training set was created by reviewing a total of c.a. 8 h long recordings from seven airport cameras and manually selecting contours (detected with BS) of representative examples of both stationary luggage and other stationary objects. A set of 200 positive and 200 negative examples was created and shape descriptor vectors (Hu moments [14] ) were calculated for each example. It was confirmed with the statistical Mann-Whitney test that the values of all individual Hu moments are significantly different between the two groups (p <0.05). Two classifiers were tested: the first one used SVM [6] and the second one utilized the OpenCV library implementation of the original Random Forests algorithm [3] (named RTree) in a form of an ensemble of 100 binary trees with depth level 10. Both classifiers yielded identical results in the validation stage (94.75 % accuracy). The RTree classifier was chosen because of its useful feature: for each example, a percentage of trees voting for the positive class may be returned. It was utilized in the classifier by setting a minimum value of this measure to 0.6, thus rejecting less certain decisions and potentially decreasing the number of false positives.
In the first experiment, the proposed algorithm for detection of stationary objects was tested, without any decision module for unattended luggage detection. The datasets from PETS 2006 [27] and AVSS 2007 (part of the iLids dataset) [15] conferences have become a de facto standard benchmark used in practically all related publications. The results of experiments are presented in Table 1 and compared with several recent published works on this topic. It can be observed that the proposed algorithm matches the accuracy of other approaches. It detected correctly all stationary luggage objects in the i-Lids dataset and it missed one object in the PETS 2006 dataset. Fig. 6 presents some examples of successful detections in i-Lids and PETS 2006 videos. In these examples, object contours obtained from the BS module were sufficiently accurate and it was possible to verify that each stage of the proposed algorithm worked as expected, leading to successful detections. A single false negative result was caused by problems with the BS procedure, because a dark object was placed on a similarly dark background so it was partially camouflaged (Bhargava [2] had the same problem). However, other cases were detected correctly and there were no false positive results.
The two standard datasets do not allow for a complete evaluation of the proposed algorithm. The number of events is small, the video resolution and quality do not match the current state [4] 3/3 0 100 % 100 % 6/6 0 100 % 100 % of technology and the intensity of movement is much lower than in real airport scenario (especially in the PETS dataset). Therefore, in order to test the algorithm in a real video surveillance system using high resolution cameras, mounted in the operating airport building, an additional dataset was created, containing video recordings from such a system. Video streams from 5 cameras were recorded during four sessions, two of them were analog cameras with 704×576 pixels resolution (the streams were digitized) and the other three were highresolution (1,280×960 px) digital cameras. Typical abandoned luggage scenarios were played by the actors during the recordings. This additional dataset comprised of a total of over 15 h of recordings. Video recordings were downscaled by a factor of 2 for the low resolution videos and 4 for the high resolution ones in order to reduce the computational load and to smooth small variations of pixel values. In the subsequent experiment, the dataset described above and the two standard sets were used in the experiments in order to evaluate the proposed algorithm regarding its usefulness in the unattended luggage detection. Therefore, a simple decision module, described earlier in the paper, was added to the framework. The final decision of the system was detection of stationary luggage which was unattended according to the criteria given in the algorithm description. Table 2 presents the results obtained for each of the tested datasets and the overall scores. The proposed algorithm was able to detect the abandoned luggage event in all scenes Fig. 6 Examples of successful detection of stationary luggage using the proposed algorithm. Green color marks unstable moving objects, red color -detected stable regions. Red rectangles mark the position of the detected stable regions from the iLids dataset. In case of the PETS dataset, two events were undetected. In Scene 5, the ski bag was rejected by the classifier as a non-luggage object and in Scene 6, a camouflage effect (the same as in the first experiment) prevented the detection of a stationary object, resulting in a missed event.
Implementations of algorithms presented in Table 1 are not publicly available, so it was not possible to test their performance with the airport dataset. Therefore, in order to compare the performance of the proposed algorithm to the state-of-the-art, the experiments were repeated using a tracker-based algorithm, which may be treated as a reference approach based on object tracking [18, 24] . In this algorithm, moving objects are tracked with Kalman filters [7, 35] . The predicted states of Kalman trackers are used for matching the objects detected with BS to the tracked objects and to solve conflict situations (occlusions, splitting, etc.). If an object splits, one object (person) moves away at a defined distance and the other object (luggage) remains motionless then, after a defined time, an abandoned luggage event is declared. The results for both the proposed and the reference algorithm are presented in Table 3 . The tracker-based algorithm was able to detect all events in the PETS dataset, with four false positive alarms. In case of the iLids dataset where the number of object occlusions was much higher, the performance suffered: the event in the Hard scenario was not detected and a significant number of false alarms was raised. The observation that this algorithm does not cope well with frequent object merging and splitting was confirmed in tests with the reduced airport dataset in which the reference algorithm performed poorly. Three of the five events were not detected because of tracking errors while the person was leaving the luggage (the algorithm was not able to assign objects to correct For an additional assessment, the proposed system was tested by running it on four live video streams from the airport security cameras, continuously for 12 days, and recording the numbers of true and false alarms. During the working period, 69 alarms were raised by the system, 8 of which were actual abandoned luggage events and 61 were false alarms. Ten of these false alarms were abandoned objects such as empty luggage carts so they might not be regarded as detection errors. No ground truth was available for this test because of the airport security policy, therefore the number of missed alarms is not known. However, the rate of false positive alarms may be assessed. Although as much as 88 % of the alarms were false, the average rate of such alarms was 1.28 alarm per one camera per 24 h, which may be considered acceptable in practical systems. The reduced number of false positive decisions compared to the earlier experiments may be partially contributed to an improved quality of video streams, mainly to an increased bit rate which reduced the compression noise and, as a consequence, decreased the number of background subtraction errors resulting in fragmented objects.
Discussion
Performance of the proposed algorithm was compared with other approaches using two methods. First, the main algorithm for detection of stationary objects was compared with several recent works, using two standard datasets. As shown in Table 1 , almost all published algorithms achieve a perfect 100 % recall and some researchers report one or two false positives. The proposed algorithm matches the state-of-the-art methods in terms of accuracy. A single object was not detected due to BS problems which resulted in its lower recall value. In order to prove that the results obtained with the proposed algorithm may be used for unattended luggage detection, a decision module was implemented for testing whether the luggage is unattended using simplified criteria, without owner tracking. In the PETS2006 datasets, two errors were observed. The problem with incorrect object classification may be avoided by improving the classification module (e.g. extending the training set with examples of imperfectly detected objects). The camouflaged object problem is more difficult to solve, as it is related to BS errors in difficult conditions (similar color and brightness of luggage and the background). Although both types of errors limit the accuracy of the complete event detection system, they are not related to the main algorithm for stable regions detection which proved to work correctly in these conditions, provided that it received sufficiently accurate data at its input. The algorithm is robust against moderate imperfections in the shape of detected moving objects, but in the case of a false negative result, the contour was not detected at all so the algorithm had no chance to detect the event.
Because the experiments performed on the two standard benchmarks do not provide enough information on the algorithm performance in a real world scenario, e.g. in the airport building where the conditions (the number of moving objects, image resolution, video quality) is much different from these two datasets, an additional evaluation of the proposed algorithm in such conditions was performed using the video material recorded from a real airport surveillance system. The obtained results indicate that performance of the proposed algorithm under the described conditions is satisfactory, despite the simplified decision criteria. Comparison with a reference algorithm based on Kalman trackers proved that the proposed method provides significantly higher accuracy. A single event was undetected because of BS errors (camouflaging). Four false positives were observed, most of them were resulting from errors in the object detection stage, mainly because of object fragmentation (e.g. legs of the standing person separated from the rest of the silhouette were detected and classified as luggage), and one case was a classification error. The obtained scores may not seem very high, but it should be stressed that a relatively low number of the actual events took place during a long observation time (on average, one event approximately every 40 min). Implementing the proposed method of false contours removal resulted in a substantially reduced number of false positives compared to the preliminary tests. However, a certain amount of false positive results in such a detection system is inevitable. In the experiments, an average number of these errors was one false positive every c.a. four hours, which may be considered acceptable. Taking all of this into account, the obtained 95 % recall and 80 % accuracy are satisfactory and these values may be improved by extending the classifier with a larger set of examples and optimizing the object detection procedure by supplementing BS with a post-processing algorithm in order to reduce object fragmentation.
The combined results of all experiments prove that the proposed algorithm provides data on stationary objects in the video stream which, after using the classification and decision module, leads to successful detection of unattended luggage. It should also be noted that the results obtained from the classification and decision modules were used for maintenance of the stable regions model (i.e. removal of regions not representing luggage from the model), probably reducing the number of false positive decisions, therefore it was justified to implement these modules in the test system.
Compared with other recent approaches to stable regions detection, e.g. [4, 12, 21, 23] , the algorithm presented in this paper is relatively simple, both conceptually and computationally. It does not require sophisticated algorithms such as online learning, probabilistic models, behavior modeling, etc. The algorithm uses basic mathematical operations for modeling the pixel and region stability and the required number of computations depends on video resolution and the variability of image content. Therefore, this algorithm is easy to implement in a working system, for example in an embedded system within the surveillance camera. In terms of computational complexity, the most time-consuming stages are the BS and (to a smaller degree) testing the pixel stability. The idea of the presented framework is to process live video streams, not the recordings. As indicated in Table 4 , it was possible to achieve the expected processing speed (i.e. exceeding the source 15 fps) on a test machine using multithreaded processing and by downscaling the image to 320×240 pixels, which did not decrease the accuracy of stable regions detection in a significant way. The problem with a detailed analysis of computational complexity of the proposed algorithm is that, similarly to the Codebook algorithm, computation time per pixel and per image frame is not constant, but it strongly depends on image content and its variability [36] . Each pixel is modeled with zero, one or more vectors and the number of vectors per pixel changes depending on image content. The most important factors that influence the computation time are as follows.
1. Number of moving objects in the scene. For low traffic conditions, most of the pixels will have zero vectors so that computations will be faster. If there are numerous moving objects, computation time for the same video resolution will be significantly longer, because more pixels will have a non-empty set of vectors. For low image variability, pixels will be represented with a low number of vectors and it is more probable that the first vector will match. If the image content changes rapidly, there will be multiple vectors per pixel and there is a possibility that all of them will be analyzed and none will match, therefore the processing time will be longer. 3. Also, for each vector, two conditions are tested: for brightness and color. If the image does not change rapidly, the first vector may be matched after testing both conditions. For rapid image changes, in the worst case, both conditions will have to be checked for all vectors.
As a result, computation time differs significantly between scenarios such as 'rush hours' and late night at the airport. It is not possible to establish "standard" conditions for evaluation of complexity. Averaging the results over a long period (e.g. 24 h) is problematic and also does not provide a valid measure of the algorithm complexity. The results presented in Table 4 were obtained for one example from the airport set, with moderate intensity of object movement, representing averaged conditions occurring during constant monitoring. It should also be noted that both the BS and stable pixels detection procedures are parallel in nature, so it is possible to achieve a much higher processing rate on higher resolution video streams using massively parallel processors such as GPUs or modern processors in embedded systems.
Conclusions
Extraction of image regions representing stationary objects is an important step in the process of unattended luggage detection. Such objects have to be identified in the video stream with high accuracy in order to provide necessary data to the decision module. The proposed algorithm solves the problem of stationary objects detection by testing the stability of pixel values and extracting stable regions from the image. This algorithm was designed in a way that makes it easy to implement it in the framework for online event detection, operating on live video streams from the surveillance cameras. In such a system, objects representing luggage may be selected from all detected stable ones with the classifier, and detection of unattended luggage is performed by testing defined conditions. Compared to other approaches that aim to solve the problem of unattended luggage, this system is highly flexible. Each module may be tuned and even replaced by another algorithm performing the same function, for example: a complex decision system (which implements advanced criteria omitted here, e.g. tracking the owner) may replace the simple one used in the tests, utilizing the same data on stationary objects. Compared to other algorithms for stationary objects detection, the proposed one has a relatively low computational complexity so it is suitable for implementation in practical systems working in online mode. It also utilizes the results of BS, which is a standard procedure (which may already be implemented in the system, e.g. on DSP of the camera), instead of relying on time-consuming procedures such as feature matching in the whole image. The algorithm is also robust against short-term occlusions because the data on temporarily obstructed objects is preserved in the proposed model. Also, there is no need to track movement of each individual object, which is very problematic in the real airport with a high number of simultaneously moving persons.
The experiments performed using the real airport recordings confirmed that the presented algorithm works with satisfactory accuracy and is suitable for implementation in a working unattended luggage detection system. The most important drawback of the proposed approach is that if the input data coming from the BS procedure is inaccurate, false results may be obtained. The decision module was deliberately simplified for the purpose of the experiments, some important aspects (such as tracking the luggage owner) were omitted in order to focus the experiments on detection of stationary objects. However, other researchers may use the proposed algorithm to find stationary luggage in the video stream and use this data as an input to their own, advanced reasoning algorithms. Finally, it should be stressed that in contrast to the existing commercial systems for automatic event detection in video which have a closed form, the presented video analysis framework is highly flexible and allows for tuning and reconfiguration by the end user, allowing them to adjust the algorithms to specific conditions. 
