A compressed video bitstream is sensitive to errors that may severely degrade the reconstructed images even when the bit error rate is small. One approach to combat the impact of such errors is the use of error concealment at the decoder without increasing the bit rate or changing the encoder. For spatial-error concealment, we propose a method featuring edge continuity and texture preservation as well as low computation to reconstruct more visually acceptable images. Aiming at temporal error concealment, we propose a two-step algorithm based on block matching principles in which the assumption of smooth and uniform motion for some adjacent blocks is adopted. As simulation results show, the proposed spatial and temporal methods provide better reconstruction quality for damaged images than other methods.
I. Introduction
Data loss is a severe problem in transmitting video signals through wired and wireless communication. Unless a dedicated link can provide a guaranteed quality of service (QoS) between the source and destination, data packets may be lost or damaged due to either traffic congestion or bit errors caused by an impairment of the physical channels, such as in the current Internet and wireless networks. In these situations, error-free delivery of data packets can only be achieved by allowing retransmission of lost or damaged packets through mechanisms such as an automatic repeat request. However, this transmission may incur delays that are unacceptable for certain real-time applications. Therefore, it is important to devise video codec schemes that can make the compressed bitstream resilient to transmission errors.
Error control in video communication is challenging for several reasons. First, compressed video streams are very sensitive to transmission errors because of the use of predictive coding and variable-length coding by the source coder. For example, due to the use of temporal prediction, an erroneously recovered frame can lead to errors in the following frames. Likewise, because of the use of variable-length coding, a single bit error can cause the decoder to lose synchronization, so that even successive correctly received bits become useless. Second, the video source and network conditions are typically time varying, so it is nearly impossible to derive an optimal solution based on statistical models of the source and network. Finally, a video source has a very high data rate; therefore, the encoder/decoder operations cannot be overly complex,
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Mechanisms devised for combating transmission errors can be categorized into three groups: 1) those introduced at both the source and channel encoders to make the bitstream more resilient to potential errors [1] - [3] ; 2) those invoked at the decoder upon detection of errors to conceal the effects of those errors [4] - [7] ; and 3) those requiring interactions between the source encoder and decoder, so that the encoder can adopt its operations based on the loss conditions detected at the decoder [8] - [10] .
In this paper, we will focus on the techniques in the second category, known as decoder error concealment techniques.
In section II, we propose a method featuring edge continuity and texture preservation as well as low computation to obtain more visually acceptable reconstructed images. In section III, we propose a 2-step algorithm based on block matching principles, i.e., the assumption of a smooth and uniform motion for some adjacent blocks is adopted. We search for a half-size block from the reference frame, which leads to a minimized mean absolute distance to conceal the upper-or lower-half part of the damaged macroblock (MB). Section IV makes a conclusion for the paper and a discussion for the results we achieved.
II. Spatial Error Concealment
Proposed Method Based on the Stripe Patch Repetition Approach
In this section, we propose a spatial error-concealment method corresponding to the following conditions: 1) We assume we know exactly which MB is received correctly and which is not. For most cases, the MBs following a damaged macroblock are also corrupted before the resynchronization code, which is usually at the end of a slice or of a group of blocks. In other words, only the top and bottom neighboring MBs of an erroneous macroblock are available to perform the concealment. 2) The proposed method can be applied to a block-based image coding system, i.e., independent of a block encoding approach. Instead of using any information in the frequency domain (discrete cosine transform coefficient), it only utilizes the available spatial information. Figure 1 shows a global scheme of the proposed method. There are four main processing steps:
1) Obtain the shifting-value by sliding stripe matching.
2) Conceal the lost MB stripe using the stripe generated from shifting an available stripe adjacent to the lost macroblock. We call this procedure "stripe patch repetition." 3) Modify the border region between two different patches and two concealed adjacent MBs in the same column. 4) Merge the resulting image with another image reconstructed by the interpolation method. 
Sliding Stripe Matching
First, we define a stripe as S(i, j), where (i, j) is the position of the top-left corner of a "flat" rectangle. We set the width equal to 16 pixels and the height equal to 2 pixels, hence the term, "stripe," as illustrated in Fig. 2(a) . Let E(E i , E j ) represent the lost MB where (E i , E j ) is the left-top corner of the MB. The sliding stripe we utilize to conceal the upper-half MB is then S(E i -2, E j +shift). We shift the stripe left to right and try to find the best match with the upper fixed stripe S(E i -4, E j ) as illustrated in Fig. 2(b) . A similar process is performed on the stripe adjacent to the bottom of the lost MB as shown in Fig. 2(a) . Since the size of the lost MB is 16 × 16 pixels, the sliding stripe in the bottom neighboring MB is S(E i +16, E j +shift) and the fixed stripe is S(E i +18, E j ). The shifting region ranges from -8 to +8 pixels. We use the sum of absolute differences (SAD) as the matching criterion: 
The SHIFT (the shifting value results of the best match) is then obtained by: 
Stripe Patch Repetition
After extracting the SHIFTtop and SHIFTbottom, we move to the next step called the patch repetition procedure. A similar method is mentioned in [11] , but the patch extraction technique is totally different. The purpose of the following approach is to preserve the texture within the used patches. In our case, we use a stripe as the shape of our patches. We generate four stripes to conceal the upper half of a lost MB:
Here, we set w 1 =1, w 2 =2, w 3 =3, w 4 =4.
The lower-half part of a lost MB can be concealed in a similar way with S 5 , S 6 , S 7 , S 8 :
Here, we set w 1 =1, w 2 =2, w 3 =3, and w 4 =4. 
Border Regions Modification
In Fig. 3 , we notice that the patch repetition process can introduce an artificial edge between the upper-and lower-half parts of the lost MB. In addition, we may be aware of an artificial edge between two concealed MBs in the same row. Therefore, we define the three borderlines and six border regions shown in Fig. 4 .
The regions T, B, L, R are adjusted respectively according to the following expressions:
where
are the mean gray-level values of these regions. Modifying the same adjustment value can preserve the texture within the used patches. 
Merging with a Vertical Interpolation Image
The last step to perform is merging our concealed image with a vertically interpolated image. The spatial vertical interpolation (SVI) method [12] is described in Fig. 5 and can be easily implemented with the following expression (the merging process is performed in a quite simple way to reduce the computational complexity):
After merging with an interpolated image, which works like a "soften" filter, we create a satisfactory restored image in both objective and subjective quality as shown in Fig. 6 .
Simulation Results
In order to evaluate the performance of the presented spatial [12] , multi-directional interpolation (MDI) [13] , and the 1-order best neighborhood matching algorithm (BNM) mentioned in [14] . For 1-order BNM, we set the searching range to 30 × 30, the range block size to 18 × 18, and the lost MB size to 16 × 16 pixels. The larger lost block size and the lack of left-and right-neighboring MBs reduce the performance of BNM a great deal. One main advantage of the proposed method is its low computational complexity. Many edge-oriented methods require a lot of computation on edge detection and edge reconstruction [11] , [13] . The edge is reconstructed in a straight line by simply using the shifting and matching of our proposed method. Though a false match may happen, the merging process afterwards makes it more acceptable to human vision. Table 2 shows a computational time comparison of the three methods. The simulation was performed on a PC with an 800 MHz Pentium processor without optimization. The results shown confirm the feasibility of a real-time implementation by using an optimized code on a digital signal processor.
Figures 7 through 10 show the comparisons of images reconstructed by SVI, MDI, BNM, and the proposed method, each with a block error rate of 10%. Reconstruction of the image by the interpolation methods causes a severe blurry effect. The back number of the player in the lower part of Fig. 7 is more recognizable using the proposed method. More texture of the flowers in Fig. 8(f) is preserved. The paddle in Fig. 9 and the hands of the salesman in Fig. 10 should also be noticed. Table 2 . Computation time comparison (block error rate of 10%). In this section, we propose a method based on matching principles. Some methods do not work very well when the lost MBs are consecutive instead of isolated. For instance, the sidematch criterion [15] without consideration of left-and rightadjacent pixels may lead to severe degradation if the candidate is wrongly chosen. We propose the following method which utilizes only top-and bottom-neighboring macroblocks. Experimental results show that a higher peak signal-to-noise ratio (PSNR) performance and lower computational complexity are achieved by this method than by similar ones [16] . Our temporal matching method [17] includes two steps and is described and illustrated as follows.
Step 1. Upper-half MB concealment
The P × Q neighboring region on the top of a lost MB is used to perform temporal matching for all neighboring candidates in an M × N searching window in a reference frame. Let P be 16 and Q be 8. The displacement leads to a minimization of the mean absolute difference (MAD), which is used to conceal the upper region in a lost MB. MAD calculation is based on the following expression: (7) where B'TOP is the candidate with displacement (dx, dy) in the reference frame.
Step 2. Lower-half MB concealment A weighted MAD (WMAD) is calculated to decide the displacement of a lower 16 × 8 lost MB using the following equation: (8) where w 1 and w 2 are set to 0.5 and 1, respectively. Region Ctop is the upper-half MB already concealed by step 1. Region C'top is its corresponding matching candidate in the reference frame. Region BBOTTOM is the available bottom neighboring region of the lost MB in the current frame and B'BOTTOM is its corresponding matching candidate in the reference frame. different block error rates at 10%. As described in Fig. 12 , let the matching size of P × Q be 16 × 8, and searching window M × N be 16 × 16 pixels. The performances of different error concealment methods are compared in Table 3 . MC represents the motion compensated method, which uses the motion vector of the corresponding MB in the reference frame. TMN5 is the motion vector prediction method adopted by H.263. The motion vector is predicted using the following equation [18] :
where MV 1 and MV 2 are the motion vectors of the available top and bottom MBs in the current frame and MV ref is the motion vector of the corresponding MB in the reference frame. Vectors ' 1 MV and ' 2 MV are the corresponding top and bottom motion vectors in the reference frame. Forwardbackward block-matching (F-B BM) is a temporal method proposed in [16] . The two-step method is our proposed one.
The results listed in Table 3 show that temporal matching methods such as F-B BM and our proposed one perform well in large motion sequences. Nevertheless, these methods may lead to a false match in small motion sequences like Salesman and result in a lower PSNR than the MC method for those sequences. Table 4 shows a comparison of computational times for these algorithms. Our proposed method needs less computational time compared to F-B BM. Figures 13 to 16 compare the subjective quality of the reconstructed images concealed by the different algorithms mentioned above. Evidently, the proposed two-step error concealment method is superior to other methods due to more accurate block matching and fewer mismatches. For example, in the upper part of Fig. 13 , the grass area is concealed with fewer mismatches to a player's foot, as is the situation on the lower left part in Fig. 14 . The proposed method reconstructs the ball in Fig. 15 into a better shape. Finally, the left hand of the player is worthy of notice in Fig. 16 . 
Speed Up the Error Concealment
In order to enhance the accuracy of error concealment without any extra computation, we use the information of MC/no motion compensated (NO_MC) mode in addition to inter/intra modes. The MC/NO_MC information is available in both MPEG-2 and H.263. Four different sequences with 60 frames of each are tested. The average MB distribution of each mode is shown in Table 5 . From the combination of neighboring top and bottom macroblocks, we conclude nine different situations which are listed in Table 6 . For example, if the top neighboring MB of an MB being estimated is Inter+MC and the bottom MB is also Inter+MC, then we consider the MB facing situation (1) . Tables 7 to 10 show the statistical results of the MB modes in the nine different situations presented in Table 6 . For example, in Table 7 , the Flower Garden sequence is tested. If the MB is in situation (1), then there are 11008 MBs in "Inter+MC" mode and 134 MBs in "Inter+NO_MC" mode. In Tables 7 to 10 , we find that there seems to be no simple estimation rule since the results can vary from sequence to sequence due to different motion characteristics. However, we observe a higher ratio of occurrences of situation (5) . Besides that, a better accuracy is obtained when the MB is estimated as "Inter+NO_MC" in situation (5) . The observation is concluded in Table 11 . Table 11 shows the percentages of MBs in "Inter+NO_MC" mode when it is in situation (5) of Tables 6-10. For the Football sequence, there are 31.92% MBs in this case. And if we use this kind of rule to estimate the MB's mode, we can obtain an accuracy of 94.19%. Therefore, we apply this rule to speed up our concealment algorithm; we can obtain a complexity reduction that is similar to the distribution percentage of the MB mode. The simulation results are shown in Table 12 .
In other words, if both of the neighboring top and bottom MBs of a lost MB are coded as Inter+NO_MC mode, we simply apply temporal replacement, also known as compensation with a zero motion vector, to conceal the lost MB instead of other more complicated temporal methods. Approximately, the reduction of computational complexity with the two-step procedure is about 30% for both Football and Table Tennis . For the Salesman sequence, nearly 60% of the computation can be reduced. 
IV. Conclusion
Error concealment is employed to hide visible distortion using the redundancy left in the received video signal. In this paper, we propose error concealment techniques based on both spatial and temporal redundancy. For spatial error concealment, one main advantage of the proposed method is its low computational complexity. Many edge-objective methods require a lot of computation on edge detection and edge reconstruction. However, our method reconstructs the edge area in a straightforward way-just shifting, matching and pasting the image patches as described. Though a mismatch may happen, the merging process afterwards makes it more acceptable to human vision. For temporal error concealment, our proposed method aims at the consecutive damaged MB within the same slice. Besides, our proposed two-step algorithm can provide more accurate prediction than the similar existing algorithms. Moreover, for the temporal EC method, switching to temporal replacement (simply replacing the corresponding MB in a reference frame) for MBs estimated as "Inter+NO_MC" reduces a great deal of computation complexity. The proposed techniques are local operators mounted in the decoder end of a video transmission system and will be easily implemented in the VLSI architecture. The proposed algorithms are suitable for an MPEG-4 simple profile and H.263 block-based video code.
