One of the major successes in computational biology has been the unification, using the graphical model formalism, of a multitude of algorithms for annotating and comparing biological sequences. The graphical models that have been applied towards these problems include homogeneous hidden Markov models (HMMs) for annotation, tree models for phylogenetics, and pair (or multi) hidden Markov models for alignment. A single algorithm, the sum-product algorithm, solves many of the inference problems associated with different models.
Algebraic Statistics, Tropical Geometry, and Inference
This paper presents a unified mathematical framework for statistical models, such as graphical models, which are used in biological sequence analysis. Our approach is summarized as follows:
(a) Statistical models are algebraic varieties. (b) Every algebraic variety can be tropicalized. (c) Tropicalized statistical models are fundamental for parametric inference. By a statistical model we mean a family of joint probability distributions for a collection of discrete random variables Y = {Y 1 , . . . , Y n }. Thesis (a) states that many families of interest can be characterized by polynomials in the joint probabilities p σ 1 ···σn = Prob(Y 1 = σ 1 , . . . , Y n = σ n ). The emerging field of algebraic statistics [14, 23, 25] offers algorithms for this polynomial representation.
Tropicalization means replacing the arithmetic operations (+, ×) by the operations (min, +). This process captures the essence of what happens when the joint probabilities p σ 1 ···σn are replaced by their logarithms. The tropicalization of an algebraic variety is a piecewise-linear set which enjoys many features familiar from algebraic geometry [8, 21] . In particular, the tropicalization of a statistical model is a piecewise-linear set in the space with logarithmic coordinates −log(p σ 1 ···σn ).
Thesis (c) states that tropical algebraic geometry of statistical models is fundamental in analyzing the parametric behavior of inference algorithms. This is particularly important in computational biology where the biological significance of a computation may depend on its sensitivity to the parameters. Many current algorithms are based on graphical models. For graphical models, the coordinates p σ 1 ···σn are given parametrically by polynomials derived from a graph with nodes 2 Log-linear models and their polyhedral fans Tropicalization generalizes the familiar process of replacing a log-linear model by the associated linear space. This simplest of cases occurs among graphical models if G is a directed tree and there are no hidden variables (m = 0). The algebraic variety of a log-linear model is a toric variety. The defining prime ideal of a log-linear model is a toric ideal, and the minimal generators of this ideal are known in statistics as the Markov basis of the model [24, 25] . With the log-linear model we can associate a polyhedral fan in the usual sense of toric geometry [13] . This fan lives in a real vector space whose coordinates are the logarithms of the model parameters. The following result holds: Theorem 1. For a log-linear model, the parametric inference problems 3 and 4 are solved, respectively, by computing the Markov basis of the model and the polyhedral fan of its toric variety.
We present the example of a homogeneous Markov chain of length n. Each random variable Y i is assumed to be binary with values {0, 1}, and the graph looks like
each edge has the same transition matrix T = t 00 t 01 t 10 t 11 . The model is given parametrically as
The model is a three-dimensional toric variety inside the (2 n − 1)-dimensional probability simplex. Its toric ideal consists of all algebraic relations satisfied by the monomials in (1) . If the number of random variables is n = 3, then this ideal is minimally generated by the following Markov basis: These six expressions solve the parametric problem 3 because they vanish for a given distribution (p σ 1 σ 2 σ 3 ) if and only if that distribution comes from a homogeneous Markov chain of length three. We note that, in the notation of [24] , this model is specified by the integer matrix 
For example, the last binomial p 000 p 2 011 − p 2 001 p 111 in the Markov basis corresponds to the integer vector (1, −2, 0, 2, 0, 0, 0, −1), which is in the kernel of A. The parametric problem 4 asks the following question: Given any sequence (σ 1 , σ 2 , . . . , σ n ), describe the set of all matrices T = (t ij ) such that p σ 1 σ 2 ···σn is maximal among the coordinates of the distribution p. This problem becomes linear after tropicalization. Namely, in logarithmic coordinates v ij = −log(t ij ), our problem is to describe all solutions to the linear system of inequalities
The collection of these cones, as (σ 1 , σ 2 , . . . , σ n ) ranges over {0, 1} n , is the polyhedral fan of our toric variety. It is the normal fan of the polytope obtained by taking the convex hull of the columns of the matrix A as in (2) . In general, most of these columns are not vertices of the polytope, or, equivalently, most of the 2 n cones in (3) are empty. A combinatorial characterization of the eight non-empty cones in the case n = 3 was given by Eric Kuo [19] .
Hidden Markov models and tropicalization of polynomial maps
A graphical model is an algebraic variety which is presented as the image of a highly structured polynomial map f : [1, 6, 22] , protein modeling [4, 10] , and many other problems in computational biology. Gene finding models are semi-Markov, or generalized HMMs; we ignore this added complexity here, but point out that the theory we develop is easily generalized to such models. A discrete HMM has n observed states Y 1 , . . . , Y n taking on l possible values, and n hidden states X 1 , . . . , X n taking on k possible values. The HMM can be characterized by the following conditional independence statements for i = 1, . . . , n:
We consider the homogeneous model with uniform root distribution, where all horizontal transitions X i → X i+1 are given by the same k × k-matrix S = (s ij ) and all output probabilities X i → Y i are given by the same k × l-matrix T = (t ij ). Throughout our discussion we disregard for simplicity the usual probabilistic hypothesis that S and T are non-negative and all row sums are 1.
Proposition 2. The hidden Markov model is the image of a map
and each coordinate of f is a polynomial homogeneous of bi-degree (n − 1, n) in (S, T ).
Our running example in this section is the case n = 3 with binary random variables (k = l = 2). The graph of this model is drawn in Figure 1 . The shaded nodes are the observed random variables. Here the parameter space is R 8 with coordinates s 00 , s 01 , s 10 , s 11 , t 00 , t 01 , t 10 The polynomial functions on R l n which vanish on the image of f are the invariants of the model. They form a prime ideal I f . In our example, I f is generated by the quartic. When l n and d are small, we can compute I f using Gröbner bases, but in general the ideal I f would be unknown.
Here is where tropical geometry comes in. The tropicalization of the polynomial map f is the map g : R d → R l n defined by replacing products by sums and sums by minima in the definition of f . The following theorem describes the geometry of this situation. We define the Newton polytope of a polynomial map f : R d → R l n as the Minkowski sum in R d of the Newton polytopes of its coordinates f 1 , . . . , f l n . For basics on Newton polytopes and their normal fans see [24, §2.1].
Theorem 3. The tropical map g is piecewise-linear on the normal fan of the Newton polytope of the polynomial map f , and its image is a polyhedral complex contained in the tropical variety of I f .
The tropical variety of I f is the set of all weight vectors W ∈ R l n such that the initial ideal in W (I f ) contains no monomial [21] . This is a polyhedral space which approximates the image of the given model in logarithmic coordinates δ σ = −log(p σ ). The tropical variety is a pure-dimensional polyhedral complex which is connected in codimension one. The disadvantage of the tropical variety is that we cannot compute it, given that the ambient dimension l n is very large and the generators of the ideal I f are not known. What is feasible, however, is to study the map g and its fan in R d . We define the tropical HMM as the image of the tropicalization g of the polynomial map f in Proposition 2. It is a polyhedral subcomplex of the (generally unknown) tropical variety of I f .
In our example (n = 3, k = l = 2), the tropical variety of I f is the union of all 7-dimensional cones in the normal fan of the Newton polytope of the quartic polynomial, and the tropicalization of the polynomial map f is the piecewise-linear map R 8 → R 8 , (U, V ) → δ whose coordinates are
This minimum is attained by the most likely hidden data (ĥ 1 ,ĥ 2 ,ĥ 3 ), given the observations (σ 1 , σ 2 , σ 3 ) and given the parameters u ·· = −log(s ·· ) and v ·· = −log(t ·· ). The sequence (ĥ 1 ,ĥ 2 ,ĥ 3 ) is known as the Viterbi sequence in the HMM literature. It solves Problem 2 in the Introduction. The set of parameters (U, V ) which select the Viterbi sequence (ĥ 1 ,ĥ 2 ,ĥ 3 ) is the normal cone at a vertex of the Newton polytope of the quintic polynomial p σ 1 σ 2 σ 3 . This polytope is 4-dimensional, it has 8 vertices, and its projection into U -space is a 3-dimensional polytope. This 4-polytope and its normal fan represent the solution to Problem 4 in the Introduction when σ = σ 1 σ 2 σ 3 is fixed.
Theorem 3 concerns the extension of Problem 4 where σ = σ 1 σ 2 σ 3 ranges over all possible measurements. The solution is given by the Newton polytope of the map f . In our example, this is a 5-dimensional polytope with 398 vertices, 1136 edges, 1150 two-faces, 478 three-faces and 68 facets, namely, the Minkowski sum of eight copies of the earlier 4-polytope for (σ 1 , σ 2 , σ 3 ) ∈ {0, 1} 3 . For a concrete numerical example, fix the parameters U * = The set of all parameters (U, V ) leading to the same conclusions as (U * , V * ) is the cone defined by
Our solution to the parametric Viterbi problem consists of 398 such cones. The tropical HMM is the union of the images of these cones under the piecewise-linear map g : (U, V ) → δ. The cone containing (U * , V * ) remains 7-dimensional in the tropical HMM (it spans the hyperplane δ 010 = δ 100 ) but most of the other 397 cones are mapped to lower-dimensional cones by the map g.
Phylogenetic Trees
Markov models for phylogeny are directed graphical models where the graph is a directed tree τ with observed random variables Y 1 , . . . , Y n at the leaves. Each edge e has a different transition matrix S e = [s e σσ ′ ]. We consider the general model of [2] , which means that the S e are arbitrary distinct l × l-matrices. In most applications, the transition matrices are from a more special model family (e.g. Jukes-Cantor, Hasegawa-Kishino-Yano or the general reversible REV model). Our results in this section can be adapted to these special models without any conceptual difficulty. As before, we relax the hypothesis that transition probabilities are nonnegative and sum to 1. Hence the s e σσ ′ are distinct unknowns. For simplicity we shall further assume that the tree τ is binary.
Proposition 4. The general Markov model for the binary tree τ is the image a map f : R (2n−2)l 2 → R l n , where each coordinate of f is a multilinear polynomial in the unknowns (s e σσ ′ ), e edge of τ .
If we denote an edge between nodes i and j by (ij) and τ ′ is the tree τ without the leaves, then the coordinate of the multilinear map f , indexed by a sequence σ can be written as follows:
Here h ranges over all colorations h = (h i ) i∈τ of the nodes such that h j = σ j for all leaves j. Our running example in this section is the binary tree in Figure 2 with binary random variables (l = 2). In this example, the coordinates of the multilinear map f : R 24 → R 16 are given by the formula
The prime ideal I f of polynomial invariants is generated by the 3× 3-subdeterminants of the matrix 
We believe that this nice determinantal solution to Problem 3 will generalize to arbitrary trees τ . The sum-product algorithm is used in practice to evaluate the polynomial (5). Its running time is linear in n, despite the fact that the number l n−1 of monomials in (5) grows exponentially. This reduction in complexity is achieved by recursively grouping subsums. For instance, (6) becomes 
The rule to remember is this: Polynomials are evaluated recursively as sums of products of smaller polynomials. This is the solution to Problem 1. For details on the tree case see [9] . Problem 2 is known in phylogeny as the joint ancestral reconstruction problem, which asks for the maximum likelihood ancestral assignmentsĥ i given the observations (σ 1 , . . . , σ n ) at the leaves. An efficient method for solving this problem appears in [20] . This method is nothing but the sumproduct algorithm but with ordinary arithmetic (+, ×) replaced by tropical arithmetic (min, +). The σ-coordinate of the piecewise-linear map g : R (2n−2)l 2 → R l n is the tropicalization of (5):
This expression can be evaluated efficiently by the same scheme as before. The rule now is this: Piecewise-linear concave functions are evaluated recursively as minima of sums of smaller such functions. A simple example illustrating this rule is the tropicalization of (8):
where
and similarly for u νσ 3 σ 4 .
Our main result states that this scheme also solves the parametric joint ancestral reconstruction problem. This is Problem 4 in the Introduction. As we saw in the previous section there are two versions of this problem. The easier version is when σ is fixed: here we must compute the (normal fan of the) Newton polytope of the polynomial p σ in (5). The harder version is when σ varies: here we must compute the (normal fan of the) Newton polytope of the polynomial map f . Theorem 6. The Newton polytope of the map f can be computed recursively along the tree τ .
The same statement holds for the easier version when the observation σ is fixed. The parametric version of the previous rule becomes: Newton polytopes are evaluated recursively as convex hulls of Minkowski sums of smaller Newton polytopes. What we get from this is a parametric sum-product algorithm for computing the desired fans which runs in polynomial time in n when the number of parameters gets fixed.
We may combine our solutions to Problems 3 and 4 and study the tropical model defined by the tree τ . By definition, the tropical model is the image of the piecewise-linear map g in R l n . According to Theorem 3, the tropical model is a polyhedral complex which is strictly contained in the tropical variety defined by the ideal of invariants I f . Assuming that Conjecture 5 is true, there is a third polyhedral complex which naturally lies between these two complexes. We define the tropical rank model to be the set of all l × l × · · · × l-tables (δ σ 1 ···σn ) such that the two-dimensional matrices obtained by flattening along edges (as in Conjecture 5) all have tropical rank at most two.
The tropical rank of a matrix is defined in [8] . For any tree τ , we expect to have the inclusions
It is conceivable that the second inclusion is always an equality. It follows from results in [8] that this equality holds for the tree with four leaves in 
The tropical variety consists of all matrices ∆ of Kapranov rank ≤ 2, and it is shown in [8] that tropical rank agrees with Kapranov rank for 4 × 4-matrices. On the other hand, the left inclusion in (11) is strict even in this example. The tropical model consists of all matrices ∆ whose entries can be expressed as minima of the form (10) . These are the matrices of Barvinok rank ≤ 2.
Sequence Alignment
The sequence alignment problem asks to find the best alignment between two sequences which have evolved from a common ancestor via a series of mutations, insertions and deletions. Formally, given two sequences σ 1 = σ 1 1 σ 1 2 · · · σ 1 n and σ 2 = σ 2 1 σ 2 2 · · · σ 2 m over the alphabet {0, 1, . . . , l − 1}, an alignment is a string over the alphabet {M, I, D} such that #M + #D = n and #M + #I = m. Here #M, #I, #D denote the number of characters M, I, D in the word respectively. An alignment records the "edit steps" from the sequence σ 1 to the sequence σ 2 , where edit operations consist of changing characters, preserving them, or inserting/deleting them. An I in the alignment string corresponds to an insertion in the first sequence, a D is a deletion in the first sequence, and an M is either a character change, or lack thereof. We write A n.m for the set of all alignments. For a given h ∈ A m,n , we will denote the jth character in h by h j , we write h[i] for #M + #I in the prefix h 1 h 2 . . . h i , and we write h j for #M + #D in the prefix h 1 h 2 . . . h j .
Bayesian multi-nets were introduced in [12] and are extensions of Bayesian networks by introducing class nodes, and a set of local networks corresponding to values of the class nodes. In other words, the value of a random variable can change the structure of the graph underlying the graphical model. The pair hidden Markov model (see Figure 3) can be viewed as an instance of a Bayesian multinet. In this model, the hidden states (unshaded nodes forming the chain) take on one of the values M, I, D. Depending on the value at a hidden node, either one or two characters are generated; this is encoded by plates (squares around the observed states) and class nodes (unshaded nodes in the plates). The class nodes take on the values 0 or 1 corresponding to whether or not a character is generated. Pair hidden Markov models are therefore probabilistic models of alignments, in which the structure of the model depends on the assignments to the hidden states.
Let σ 1 , σ 2 be the output strings from a pair hidden Markov model (of lengths n, m respectively). Then:
where s h i−1 h i is the transition probability from state h i−1 to h i and t h i (σ 1 h[i] , σ 2 h i ) are the output probabilities for a given state h i and the corresponding output characters on the strings σ 1 , σ 2 .
Proposition 7. The pair hidden Markov model for sequence alignment is the image of a polynomial map f : R 9+2l+l 2 → R l n+m . The coordinates of f are polynomials of degree n + m + 1 in (13).
We need to explain why the number of parameters is 9+ 2l + l 2 . First, there are nine parameters
which play the same role as in Section 2 and 3, namely, they represent transition probabilities in the Markov chain. There are l 2 parameters t M (a, b) =: t M ab for the probability that letter a in σ 1 is matched with letter b in σ 2 . The insertion parameters t I (a, b) depend only on the letter b, and the deletion parameters t D (a, b) depend only on the letter a, so there are only 2l of these parameters. In the upcoming example we use the abbreviations t Ib and t Da for these parameters.
Consider two sequences σ 1 = ij and σ 2 = klm of length n = 2 and m = 3 over any alphabet. The number of their alignments is #(A n,m ) = 25. We list them in the following table: polytope. Each such vertex is indexed by an inference function {0, . . . , l − 1} n × {0, . . . , l − 1} m → A n,m which takes a pair of sequences to their optimal alignment. The number of such inference functions grows doubly-exponentially in n and m, but only a tiny fraction of them are realized by some model parameters (i.e. correspond to vertices of the Newton polytope of f ). The combinatorial problem of identifying the realizable inference functions will be addressed in a forthcoming paper.
An important observation is that our tropicalized model is equivalent to combinatorial "scoring schemes" or "generalized edit distances" which can be used to assign weights to alignments [5] . For example, the simplest scoring scheme consists of two parameters: a mismatch score mis, and an indel score gap [11, 16, 26] . The weight of an alignment is the sum of the scores for all positions in the alignment, where a match is assigned a score of 1. This is equivalent to specializing the logarithmic parameters U = −log(S) and V = −log(T ) of the tropicalized pair hidden Markov model as follows:
This corresponds to intersecting the normal fan of the Newton polytope with a two-dimensional affine space (whose coordinates are called mis and gap). More general scoring schemes which introduce more parameters such as a gap open and extension score can be interpreted similarly.
As an example we used XPARAL [17] with two negative parameters mis and gap to compute parameterized alignments for two sequences σ 1 = AGGACCGAT T ACAGT T CAA and σ 2 = T T CCT AGGT T AAACCT CAT GCA. There are four possible optimal alignments, shown with their parameter cones in Figure 4 . This picture is the intersection of the normal fan of the Newton polytope of the (σ 1 , σ 2 )-coordinate of the polynomial map f with the plane specified by (14) .
Conclusion
The probabilistic view of biological sequence analysis has resulted in a unification, and simplification, of many important questions and algorithms [9] . Many of the most popular programs are built on hidden Markov models, tree Markov models, and their derivatives. Even though a single "optimal" solution for a particular problem has generally been deemed satisfactory, this state of affairs is rapidly changing. An increase in the amount of genomic data is leading to a better understanding of biology, which in turn is motivating more complicated models with more parameters. We have shown in this paper that parametric solutions to inference problems can be computed in the low dimensional spaces, and therefore parametric inference is practical for many problems in computational biology. Tropical algebraic geometry is the appropriate setting for describing these solutions. The mathematical methods proposed here are widely applicable, namely to any problem where the weights of a set of combinatorial objects are given by sums of products of parameters, and it is of interest to determine how the maximum weight object depends on the parameters.
We have not discussed in detail the computational complexity of the algorithms, but we wish to note that the key operation, Minkowski summation of polytopes, has a polynomial time algorithm when the dimension is fixed [15] . It should be possible to optimize the geometric algorithms for specific models of interest. The papers [11, 16, 26] examine the complexity of algorithms for sequence alignment; such analyses remain to be performed for the myriad of graphical models and inference variants that are used in biology. Similarly, the combinatorial problem of identifying the vertices of our Newton polytopes is important for the design of software for parametric inference. The computation of the Newton polytopes and their fans for a specific model is also useful for Bayesian computations; in particular, for answering the question: given an observed sequence, what are the posterior probabilities of the maximum likelihood assignments to the hidden variables with given priors on the parameters? This Bayesian computation amounts to integrating the parameters over the Viterbi regions (= normal cones of the Newton polytope). The good news is that these integrals are easy to compute because of the piecewise linear geometry.
