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ABSTRACT 
Let A = M - N be a regular splitting of an M-matrix. We give some equivalent 
properties which are equivalent to graph compatible splittings. We also give some 
interesting conditions such that regular splittings of an irreducible singular M-matrix 
are convergent. 
1. INTRODUCTION 
Recently, many papers have dealt with regular splittings and graph 
compatible splittings of an M-matrix; see [2-61. In this paper, one of our 
main results is to give some equivalent conditions which are equivalent to 
graph compatibility for regular splittings. This provides some answers to 
Schneider’s Question 4.1 [5]; see Theorem 3.5. 
In Section 4, we consider a weak regular splitting of a nonsingular 
M-matrix, and we show that this splitting is a graph compatible splitting; see 
Theorem 4.4. 
In Section 5, first we prove that any &-regular splitting of an irreducible 
singular M-matrix is convergent; see Theorem 5.3. Another result in this 
section is that a regular splitting of an irreducible singular M-matrix is 
convergent under some interesting conditions; see Theorem 5.5. This is a 
generalization of following theorem: 
LINEAR ALGEBRA AND ITS APPLICATIONS 177: 163-172 (1992) 
0 Elsevier Science Publishing Co., Inc., 1992 
163 
655 Avenue of the Americas, New York, NY 10010 0024-3795/92/$5.00 
164 WEN LI 
THEOREM 1.1 [5]. Let A = M - N be an M-splitting of an irreducible 
M-matrix. Suppose there exist i, j E V such that mij # 0 and nji # 0. Then 
this splitting is convergent. 
2. PRELIMINARIES AND NOTATION 
This section contains most of the definitions and notation used in this 
paper. 
A (directed) graph r is a pair (V, E) where E c V X V. Unless otherwise 
specified, the vertex set is V = 11, . . . , n), and in this case we identify l? with 
the edge set E. Let cy be a path from i to k in I, and p a path from k to j 
in I. We use (a, /3) to denote a path from i to j in r. 
If ri and r, are graphs, then the product graph rip, is denoted by 
(i,j> E r,r, if there is a k E V such that (i, k) E rl and (k, j> E r,. We 
write I2 = I * r etc. By A we denote the diagonal graph A = (9, i): i E VI. 
The reflexive-transitive closure r of a graph r is defined to be I = A U r U 
r2 u -. 
Let A E R”“. The graph r(A) of A is defined to be r(A) = {(i, j): aij 
# 0). 
It is well known 
permutation matrix 
that any reducible matrix A E R”” can be reduced by a 
P to the normal form 
(*) 
where each block A,, is square and irreducible, i = 1, . . . , k. 
Let A be a k x k block matrix A = ( Ai .), 1 < i, j < k, with square 
diagonal blocks. The graph G(A) = (V, E) wili be a directed graph with k 
vertices V = {Vi} and directed edges (Vi, VJ> if and only if A,. Z 0. Clearly, 
(Vi, Vj) E G(A) if and only if th ere exist s E Vi, t E y sue h that (s, t) E 
r(A). 
DEFINITION 2.1. 
(1) A splitting A = M - N is regular if M-’ > 0 and N > 0. 
(2) A splitting A = M - N is weak regular if M-’ > 0 and M-‘N > 0. 
(3) A splitting A = M - N is graph compatible if r ( A) 2 r( M >. 
(4) A splitting is an M-splitting if M is an M-matrix and N > 0. 
(5) A splitting is convergent if M-‘N is convergent. 
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DEFINITION 2.2. 
(1) A regular splitting A = M - N is called an L-regular splitting if A is 
nonsingular or for all singular classes Vg of A we have I’( A,,) n F(N) # 0 
or there exists i E Vg such that (i, i) E F( N ). 
(2) A regular splitting A = M - N is called &-regular if A is nonsingu- 
lar or for all singular classes Vg of A there exists i E Vg such that (i, i) E 
UN). 
It is easy to see that I,,-regular is L-regular, but the converse is not true. 
NOTATION 2.3. The expression diag A > 0 denotes that all main diago- 
nal elements of the matrix A are positive; diag A # 0 denotes that there exist 
some main diagonal elements aii # 0. 
NOTATION 2.4. The symbol c(A) d enotes the circuit index of A, i.e. 
c(A) = gcd{Z, : [Y is a circuit of I’( A)}, where 1, is the number of arcs in (Y. 
NOTATION 2.5. Let A be a square matrix. The symbol A ( z ) denotes 
the principal submatrix of A whose rows and columns are indexed by the 
subset o! of V. 
NOTATION 2.6. N = {i : Aii is singular, i E V}. 
DEFINITION 2.7. A matrix P E R”” is called nonnegative if pij 2 0, 
i,j = 1,. . . , n, and we write P > 0. A matrix P E R”” is called positive if 
pij > 0, i,j = l,..., n, and we write P > 0. 
DEFINITION 2.8. A matrix A E R”” is called a Z-matrix if A = sZ - P 
for s E R and P > 0, and A is called an M-matrix if A is a Z-matrix and 
s > p(P), the spectral radius of P. 
DEFINITION 2.9. An irreducible matrix A is called primitive if c(A) = 1. 
For a general matrix A, we say A is strongly primitive if each strong 
component of A is primitive or trivial. 
3. SOME NECESSARY AND SUFFICIENT CONDITIONS FOR 
A REGULAR SPLITTING OF AN M-MATRIX TO BE 
GRAPH COMPATIBLE 
In this section, we shall always suppose that A is an n X n matrix in 
Frobenius normal form (*). A matrix M and a matrix N will be assumed to 
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be partitioned as ( Mij) and (Nij) conformably with the block structure of A. 
We start with some lemmas. 
LEMMA 3.1 [3]. Let A = M - N b e a regular splitting of an M-matrix. 
Then A = M - N is graph compatible if and only if M is the upper triangular 
block matrix conformable with the block structure of matrix A. 
LEMMA 3.2. Let A = M - N be a weak regular splitting of an M-matrix, 
and B = Z - M-IN. Then Bi, = 0 (i > 1). 
Proof. Let M- ’ = (Mb); then we easily obtain Bi, = M:, A,,, where 
A,, is an irreducible M-matrix. If A,, is singular, then there exists x > 0 
such that A,,x = 0. This implies Bilx = 0. Since Bj, f 0 (i > 11, we have 
Bil = 0. If A,, is nonsingular, then Afir > 0. This implies MI, = BilAT1r < 
0. By M-l > 0, we have Bi, A,’ = Mi; = 0. Hence Bi, = 0 (i > 1). W 
LEMMA 3.3. Let A = M - N be a weak regular splitting of an irre- 
ducible M-matrix. Then diag M-l > 0. 
Proof. 
= (ml]). 
Let B = I - M-lN; then B = M-‘A. Let B = (bij) and M-l 
Case 1. Assume bii z 0; then we have bii = Cl”= lmita,i > 0. It is easy to 
prove mIi > 0. 
Case 2. Assume bii = 0. Since A is an irreducible singular M-matrix, there 
exists x > 0 such that AX = 0. This implies Bx = 0. Hence C:= lb,, x, = 0. 
Since bi, < 0 (t f i), bjj = 0, and X~ > 0, we have bi, = 0 (t = 1,. , n). 
By B = M-‘A, we obtain (ml1 ml2 e.0 mj,)A = 0. If rnii = 0, then we 
have (rni, *me mii_l mii+l e-0 mri,)Al = 0, where 
and a=(1 *.a i-l i+l ... n>. 
By [l, Theorem 6.4.161, we know that A, is a nonsingular M-matrix. 
Hence (ml1 0.. m:,_l mii+l 1.. ml,,) = 0, i.e., mrit = O(t = 
1,2, . , n). This implies the ith row of M -’ is zero. This contradicts that 
M is nonsingular. Hence rn;, > 0. 
Combining the previous proof, we obtain diag M-l > 0. a 
LEMMA 3.4. Zf A is an irreducible M-matrix, BA = 0, and B >, 0, then 
for i E V, the i th row of B is zero or positive. 
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Proof. Obviously, every row of B is a nonnegative eigenvector of A’. 
The result immediately follows from [l, Theorem 2.1.41. n 
The following theorem is main theorem in this section. 
THEOREM 3.5. Let A = M - N be a regular splitting of an M-matrix. 
Then each of the following conditions is equivalent to the statement “A = M 
- N is a graph compatible splitting”: 
(i) M is the upper triangular block matrix conformable with the block 
structure of the matrix A; 
(ii) diag MU’ > 0; 
(iii) M,, is nonsingular, i = 1,2, . . , k; 
(iv) Nij # 0, i E N. 
Proof. By Lemma 3.1, we know that condition (i) is equivalent to the 
statement “A = M - N is graph compatible.” 
Now we will prove that condition (i) holds if and only if condition (ii) 
holds. 
Suppose condition (i) holds; then we can easily prove that Aji = M,, - Nti 
is a regular splitting of an irreducible M-matrix (i = 1, . , k). By Lemma 
3.3, we obtain diag M,’ > 0 (i = 1, . . , k). Since M is an upper triangular 
block matrix and main diagonal blocks are Mii, we obtain 
Thus diag M ’ > 0. This implies condition (ii) holds. 
Suppose condition (ii) holds. By Lemma 3.2, we obtain Bi, = 0, i = 
2 ..> k. This implies Mi;N,, + *a* +Mi\N,, + ... +MikNk, = 0. Since 
i,i5 N,, > 0 (s = 1, , k), we have Mil Nj, = 0. By the hypothesis diag M-’ 
> b, we obtain Ni, = 0 and M, r = 0 (i = 2, , k). Let 
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Hence A, = M, - N, is also a regular splitting of an M-matrix. By induction, 
it is easy to prove Nij = 0 (i >j). Thus Mij = 0 (i > j). This implies that M 
is an upper triangular block matrix conformable with the block structure of 
A. Hence condition 6) holds. 
(i) * (iii): Easy. 
(iii) * (iv): For every i E N, Aii is singular. Since Aii = Mii - Nii and 
Mii is nonsingular, we have Nii # 0. This implies condition (iv) holds. 
(iv) * (i): By L emma 3.1, we obtain Bi, = 0, i > 1. Now we will prove 
Mi; = 0, i > 1. 
&se 1. Assume that A,, is nonsingular. Since Bil = Mi; A,, = 0 (i > l), we 
obtain Mi; = 0. 
Case 2. Assume that A,, = 0. Then the order of A,, is equal to 1. Since 
Bil = -(Mi;nll + e.0 +Mrik Nkl) = 0, we have M,;nll = 0. By the hy- 
pothesis N,, = nli # 0, we obtain Mi; = 0. 
Case 3. Assume that A,, (# 0) is an irreducible singular M-matrix. Clearly, 
we have Mi; A,, = 0. If Mi; # 0, then there exists i, such that the i,th 
row of Mi’, is positive, according to Lemma 3.4. By the hypothesis of 
N,, f 0, we obtain M,;N,, # 0. This implies Bi, = -(M/IN,, 
f e.0 +M,\ Nkl) # 0 (i > 1). This contradicts Lemma 3.1. Hence we 
obtain Mi; = 0. 
By the previous proof, we obtain Mi; = 0 (i > 1). It is easy to prove 
Mi, = 0. By induction, we easily show Mij = 0 (i > j). This completes the 
proof of the theorem. n 
COROLLARY 3.6. Let A = M - N be a regular splitting of an M-matrix. 
Zf diag N > 0, then this splitting is graph compatible. 
Proof. The result follows from condition (iv) of Theorem 3.5. n 
COROLLARY 3.7 [2]. Let A = M - N be an L-regular splitting of an 
M-matrix. Then this splitting is graph compatible. 
Proof. By the definition of L-regularity, we obtain Nii # 0, i E N. The 
result follows from Theorem 3.5. W 
COROLLARY 3.8. Let A = M - N be a regular splitting of an M-matrix. 
Zf M is an upper triangular matrix, then this splitting is graph compatible. 
Proof. By the hypothesis, we obtain diag M > 0. Since M is upper 
triangular, we have diag M-’ > 0. By Theorem 3.5, we know that A = M - 
N is graph compatible. W 
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4. ON WEAK REGULAR SPLIITINGS OF 
A NONSINGULAR M-MATRIX 
Naturally, we ask whether the results of Theorem 3.4 are true under the 
condition of weak regularity. Our answer is negative. For example, let 
Then A = M - N is a weak regular splitting of an M-matrix and N,, # 0. 
But A = M - N is not graph compatible. However, we easily obtain the 
following 
THEOREM 4.1. Let A = M - N be a graph compatible weak regular 
splitting. Then 
(i) Mij = 0, (i > j); 
(ii) diag M-’ > 0; 
(iii> Mii is nonsingular, i E 1,2, . . . , k; 
(iv) Nii # 0, i E N. 
We add some conditions such that a weak regular splitting must be graph 
compatible. 
LEMMA 4.2. Let A = M - N be a weak regular splitting of a nonsingu- 
lar M-matrix. Then diag M-l > 0. 
Proof. Let M-’ = (mij), A-’ = (aij), and B = I - M-‘N. Then B is 
a nonsingular M-matrix. Thus diag B > 0, i.e., bii > 0, i = 1,. . , n. Hence 
bii = C;=lmitati > 0. This implies rnii > 0, i = 1,. . . , n. w 
By the procedure of [2, Lemma 3.31, we obtain in the following 
LEMMA 4.3. Let A = M - N be a weak regular splitting of a nonsingu- 
lar M-matrix, B = 1 - M-‘N. Then T(B) c r(A). 
THEOREM 4.4. Let A = M - N be a weak regular splitting of a nonsin- 
gular M-matrix. Then this splitting is graph compatible. 
Proof. Forany(p,q) E T(M),wedlprove(p,q) Er(A). 
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Case 1. Assume m 
Pq 
> 0. Let B-’ = (b:,). By the hypothesis, we know 
that B = Z - M- N is a nonsingular M-matrix. Hence bl’J > 0. since 
mpy = C:=,a,,b& > 0 and apt < 0 (p # t), we have b& > 0. It follows 
from [4, Lemma 2.21 that there exists a path cr from p to 9 in I7 B). By 
Lemma 4.3, we know that there is a path from p to 9 in I(A). This 
implies (p, 9) E F( A). 
Case 2. Assume mpq < 0. If npy < 0, then mbpnpq < 0. Since C;= ,mk, ntq 
> 0, then there exists k E v such that mjknkq > 0. This implies rnLk > 0 
and nkq > 0. Since M -’ = BA-‘, we have rnLk = C:=Ibpta:k > 0. Hence 
ask > 0. This implies that there exists a path wpk from p to k in l?(A). If 
mky < 0, the a,_, # 0 according to akq = mky - nkq. This implies wky = 
(k, 9) E r(A). Let w = (wpk, 
r(A). If mkq 
wkq); then w is a path from p to 9 in 
> 0, then there exists a path w& from k to 9 in T(A) 
according to case 1. Let w’ = (w,,, 
r(A). Hence (p, 9) E F(A). 
w;,); then w’ is a path from p to 9 in 
If ‘rq 2 0, then ary # 0. This implies ( p, 9) E I’( A). 
With the previous proof, we obtain ( p, 9) E I’( A). Hence F(M) 
c r(A), i.e., A = M - N is a graph compatible splitting. n 
5. ON CONVERGENT REGULAR SPLIl-I’INGS OF IRREDUCIBLE 
SINGULAR M-MATRICES 
In this section, we always suppose that the matrix A is an irreducible 
singular M-matrix. 
LEMMA 5.1. Let A = M - N be a regular splitting. Then T = M- 1 N is 
convergent if and only if c( M-lN) = 1. 
Proof. By [2, Theorem 4.51, we know that T = M-l N has a unique 
nontrivial strong component T,, . Hence c(T,,) = c(T) = 1, i.e., T(T) is 
strongly primitive. It follows from [4, Proposition 21 that T = M-‘N is 
convergent. Conversely, by [4, Proposition 21, we know that T,, is a nontrivial 
primitive component of T. Hence T is strongly primitive. This proves 
c(M-IN) = 1. n 
LEMMA 5.2. 
I’(M-‘N). 
Let A = M - N be a regular splitting. Then I’(N) c 
Proof. The result follows immediately from Lemma 3.3. n 
THEOREM 5.3. Let A = M - N be an L,-regular splitting. Then this 
splitting is convergent. 
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Proof. By Definition 2.2(2), we obtain diag N # 0. Let n,, # 0, i.e., 
(i,i> E I(N). It follows from Lemma 5.2 that (i, i> E T(M-IN). This 
implies c(AKiN> = 1. By L emma 5.1, we see that the theorem is true. w 
COROLLARY 5.4. Let A = M - N be regular and c(N) = 1. Then A = 
M - N is convergent. 
Proof. Easy. n 
Our final theorem will be a generalization of Theorem 1.1. 
THEOREM 5.6. Let A = M - N be a regular splitting. Suppose there 
exist i, j E V such that mij # 0, nji # 0, and that one of the following 
conditions is satisfied: 
(i) rnkj < 0 for every k(# j) E V. 
(ii) There exists k( # i, j> E V such that mkj > 0 and mik > 0. 
Then A = M - N is convergent. 
Proof. By Theorem 5.3, it is enough to prove the case of i +j. If 
condition (i) is true, then rnik mkj =g 0 for every k( # j> E V. By Lemma 3.3 
and mij # 0, we have mlimij < 0. Hence 
kg, mlkmkj < 0. 
kzj 
Obviously, we have C;=lm’ikmkj = 0. This implies mijmjj > 0. Hence 
mij > 0, i.e. (i, j> E I’(M-‘). S’ mce n .i # 0, we have (j, i> E I?( N ). Conse- 
quently (i, i) E T(M-lN), i.e. c(M-‘N) = 1. It foIIows from Lemma 5.1 
that A = M - N is convergent. 
If condition (ii) is true, then we have nkj > 0 and nik > 0. If there exists 
p E V such that mil,nr,,j # 0, then (i, p) E T(M-‘), (p,j) E T(N). Hence 
(i,j) E T(M-‘N). By Lemma 5.2, we have (i, k) E T(M-‘N), (k,j) E 
r( M-‘N), and (j, i) E r( M-‘N). H ence there are two circuits from i to i 
of length 2 and 3 in r(M-‘N). H ence c( M-l N) = 1. Otherwise, for every 
p E V, we have rnipnpj = 0. Let B = Z - M-IN; then bij = 0. 
Case 1. If aij = 0, then nij = mij f 0. This implies (i,j) E I’(N). By 
Lemma 5.3, we have (i, j> E r( M-‘N). By argument in the previous part 
of this proof, we have c(M-lN) = 1. 
Case 2. If aij # 0, then mIiaij < 0. Since B = M-lA, we have bij = 
C~=lm~papj = 0. S’ mce there is a unique j E V such that mijajj > 0 for 
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all “;,a,. ( p E V), we have mi.ajj > 0. This implies mij > 0, i.e. (i, j) 
E r(M-!). Since (j, i) E r(~j, we obtain (i, i> E r(M-‘N), which 
proves c(M-‘N) = 1. 
Using the argument in the previous proof, we obtain c( M-‘N) = 1 under 
condition (ii). Hence, the result follows from Lemma 5.1. This completes the 
proof of this theorem. n 
Now we give a example to show that Theorem 5.5 is a generalization of 
Theorem 1.1. 
Let 
A= 
Then A = M - N is a regular splitting of an irreducible singular M-matrix 
A and satisfies condition (i) of Theorem 5.5. Hence this splitting is conver- 
gent. Obviously, this splitting is not an M-splitting. 
I wish to thank Professor Hans Schneider for many valuable suggestions, 
and I thank him too for making some corrections in my paper. 
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