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ABSTRACT
Radiation poses a significant hazard to both crew and spacecraft componentry 
on long-range missions beyond the low-Earth orbit. On a voyage to Mars with 
current shielding, for example, the exposure to galactic cosmic radiation and 
solar energetic particles would exceed the lifetime radiation dosage limit for 
astronauts (as defined by NASA) and could prompt radiation-induced 
degradation of a number of vital onboard electrical devices and materials. An 
ideal shielding material is lightweight; is mechanically durable both to withstand 
the rigorous space environment and serve the dual purpose of structural support 
and radiation shielding; is hydrogen-rich because hydrogen provides the greatest 
fortification against high energy protons; and is doped with a well-dispersed 
population of heavy metal nanoparticles which can absorb thermal neutrons and 
short wavelength electromagnetic radiation. This report considers two potential 
polyimides for use in radiation shielding materials, both of which are thermally- 
stable with a 200°C glass transition temperature and are hydrogen-rich, 5 mol- 
percent hydrogen per gram of shielding. The report then offers a novel analytical 
technique designed to measure nanoparticle dispersion in polymeric thin films 
using electron microscopy paired with image analysis software including ImageJ 
(distributed by the NIH) and ArcGIS (distributed by Esri). Analysis of sliding 
window lacunarity trends demonstrated a number of surprising results including 
the fact that increased filler load alters the behavior of different nanoparticles in 
different ways and that dispersal agents tend to perform at lower filler 
concentrations, but may be counterproductive at higher filler concentrations. 
Perhaps more importantly, this work sets the stage as a proof-of-concept for a 
technique which can ultimately allow for a better understanding of the 
nanoparticle-polymer interactions and the ways in which these interactions can 
be used to optimize the performance of composite materials.
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I. INTRODUCTION
A. Problem of Interstellar Radiation
The space race o f the mid-twentieth century and the consequent Space Age that 
ensued radically transformed the modern human experience. From conveniences such as 
telecommunication technology to a more fundamental appreciation o f our place in the 
universe, space exploration has proven an incredibly rewarding pursuit. To date, the 
farthest distance travelled by any human outside o f Earth’s atmosphere has been on the 
Apollo lunar expeditions (a distance o f  2.25x105 -2.5x105 miles from Earth’s surface). 
This distance far surpasses the overwhelming majority o f manned missions, which are 
primarily directed to the International Space Station (ISS) (220-250 miles from Earth’s 
surface). All other interactions with more distant regions o f our solar system have been 
experienced solely via telemetry using rovers and sophisticated telescopes.
While unmanned interstellar probes have an unparalleled ability to safely explore 
the depths o f space, there is much to be gained by attempting crewed missions. Humans 
are often able to perform experiments and operate machinery far too cantankerous for 
robots to handle, studies focused on the physiological effects o f space are obviously 
limited to manned trips, and there is a romantic element to a human being, rather than a 
machine, taking steps on another planet. For these reasons and m any others, the 
discussion o f sending a manned deep-space mission beyond the low earth orbit (LEO)
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(defined as an orbit ranging from 120-1,200 miles above Earth’s surface) to an interstellar 
non-lunar location has always been on the horizon. It was only recently though, in 2010, 
that NASA was given the charge to undertake a crewed mission to Mars (which has a 
highly variable distance from Earth, with minimum distances o f approximately lOOxlO6 
miles).
Needless to say, the aspiration to send a human to Mars comes with an 
intimidating cornucopia o f potential hazards and engineering feats; all requiring 
solutions. Among the more significant hurdles that must be overcome in order to 
transform the notion o f  a manned M artian expedition into a reality, is the mitigation o f 
space radiation. Radiation exposure in space is constant and often violent. It threatens 
both the immediate and long term health o f astronauts and can be enormously detrimental 
to the electronic componentry onboard spacecraft. There is ample documentation of 
unmanned spacecraft o f various types experiencing significant damage after being 
subjected to galactic radiation storms.
Cosmic radiation is o f little consequence to life on Earth and has not been 
problematic for most short-range NASA expeditions due to the geomagnetic feature 
known as the Van Allen radiation belt. The Van Allen belt is a large concentric ring of 
suspended radiation, composed o f multiple distinct layers, trapped by the magnetic field 
emanating from Earth’s poles. The ring spans an altitude ranging from approximately 
600-37,000 miles above Earth’s surface and serves as a protective shield. Orbitals in the 
innermost portion o f the belt (those orbitals nearest to Earth), are the previously 
mentioned LEOs. Earthbound radiation collides with the trapped particulate and decays
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well before reaching the planetary surface. The Van Allen belt is also the reason why the 
ISS and most satellites rarely have to concern themselves with excessive radiation 
doses— they are virtually always orbiting under its protection 3. And, while the lunar 
missions did operate well outside the LEO and the protection o f the Van Allen belt, the 
duration o f time spent at those altitudes was limited. In contrast, a M artian expedition 
would mean many months o f exposure to galactic radiation devoid o f any naturally 
occurring protective barrier besides the walls o f the craft.
B. Sources and Nature of Radiation
Radiation in space was discovered in the early part o f the twentieth century as
researchers (in particular, Victor Hess - Nobel Laureate 1936) noticed that an increase in
both altitude and latitude corresponded to an increase in background radiation. After a
great deal more study, it is now understood that not only is radiation in space ubiquitous,
but it is varied and complex. In fact, there exist multiple discreet categories o f space
radiation. The two primary radiation types are galactic cosmic radiation (GCR) and solar
energetic particles (SEPs). The radiation environment in space is further complicated by
the fact that each o f these forms o f radiation interact with one another to produce a
dynamic environment. The matter o f  secondary radiation m ust also be considered.
Secondary radiation is the product o f collisions between primary radiation and any
material in its path. GCR and SEPs often supply enough energy to cause a flurry of
secondary radiation to be emitted. This form o f radiation is present in large quantities
within the LEO and is often referred to as “radiation rain.” W hile it rarely makes its way
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to Earth’s surface, in small crafts such as the International Space Station (ISS), secondary 
radiation can be prove very detrimental 15.
GCR is the form o f radiation o f greatest concern to NASA both because o f its 
omnipresence and the fact that it can take on incredibly high energy forms. There is 
consensus in the scientific community that GCR primarily originates in the rapidly 
expanding gas clouds following the collapse o f a star into a supernova. As the elements 
comprising the dying star are hurdled into space they are stripped o f their electrons and 
can approach up to 99.6% o f the speed o f light. The majority o f  these particles are lone 
protons (remnants o f hydrogen atoms) followed by helium nuclei (alpha-particles). 
Heavier particles are present, though they are typically found in concentrations of less 
than 1%. Energetically speaking, GCR typically comes in energies ranging from 
hundreds o f  milli-electron volts (MeV) to giga-electron volts (GeV). Even beyond those 
energetic regimes, many research groups are currently looking into the origin o f rare-but- 
extant GCR containing up to 10 electron volts (eV) o f energy. Because GCR is subject 
to the magnetic influences that are present throughout space, their paths are not 
unidirectional when they arrive in our solar system and no point-source can be identified.
13 15This fact requires shielding on spacecraft to be effective at all angles ’ .
While SEPs are often placed alongside GCR under the umbrella term “cosmic 
radiation,” they have very different characteristics and ought to be differentiated. SEPs 
are ejected in solar particle events (SPEs). A SPE is a generic term  referring to either 
solar flares or coronal ejections. In both cases protons, helium nuclei, and free electrons 
are projected away from the sun at high speed. In some ways SEPs are less hazardous
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than GCR. SEPs are typically lower in energy (at their maximum, they approach 80% o f 
the speed o f light) and they are not chronically present. Additionally, because SPEs 
originate from a relatively small area in comparison to supernovae and only travel short 
distances within our solar system before coming in contact w ith humans, they have an 
element o f directionality. This fact allows shielding elements to be placed only on 
certain faces o f a craft. SPEs should not to be taken lightly, though. At their worst, these 
events can be incredibly violent; potentially knocking out satellites and even electrical 
grids on Earth. The single greatest problem with SPEs is that they are entirely 
unpredictable. This translates into a maximum of 30 minutes advanced notice prior to
1 ^  99bombardment by the radiation ’ .
C. Exposure on M artian Expeditions
M anaging exposure to the various radiation sources in the space environment is
an integral step in developing a viable manned deep-space mission. It is important to
have a cursory understanding o f the extent o f radiation exposure on a given mission.
There are many ways to enumerate radiation, but the unit most commonly used unit o f
measurement is milliSieverts (mSv). A Sievert is an indication, not necessarily o f how
much radiation was administered (for which the unit o f Grays is typically employed; 1
Gray = 1 Joule/kilogram o f material), but a measure o f how much biological damage is
caused, often understood as an increase in the probability o f radiation-induced cancer6.
In other words, the same dose o f different forms o f radiation can yield different mSv
values. For perspective, 1 mSv is the sum total of radiation administered by three chest x
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rays. On Earth’s surface, we experience about 2 mSv per year. A six month residence on 
the ISS translates to a radiation exposure ranging between 80-160 mSv 22.
Many methods for simulating interstellar radiation have been produced allowing 
for theoretical exposure predictions. M cKenna-Lawlor et al published a review o f such 
predictions outlining a variety o f radiation source and their influence on the totality of 
exposure. These estimates were made using a number o f models including the Mars 
Energetic Radiation Environment Model (MEREM), High-charge and Energy Transport 
Code (HZETRN), and the Cosmic Ray Effects on M icroelectronics (CREME). While 
each model produces slightly different values given the same conditions, a relative 
consensus emerged. Among the models there was agreement that if  current shielding 
technologies were employed, astronaut radiation exposure on the flights to and from 
Mars would be on the order o f  1.3-1.4 mSv. Additionally, there was agreement that SEP 
would contribute minimally to the total radiation exposure except in the event o f  a ‘hard’ 
SPE spectrum, which occurs relatively rarely. Predictions for exposure on the Martian 
surface were, like the SPEs, limited. Regardless, the total exposure for a trip consisting 
o f approximately 200 days travel in either direction coupled with a 30 day rest period on 
Mars, would far exceed the lifetime career radiation limits set by NASA and hamper the 
possibility o f such a mission 14.
Recently, empirical data regarding the extent o f radiation exposure during a trip to 
Mars was published. The data, captured by the Radiation Assessment Detector (RAD) 
located within the M ars Science Laboratory (carrying the famed Curiosity rover), offers 
excellent insight into the exposure an astronaut may experience on a spaceflight to Mars.
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The findings report an average daily GCR exposure o f approximately 1.84 mSv; a 
quantity measured during times when no SPEs were occurring. Five SPEs occurred 
during the duration o f the flight which contributed a total additional dosage o f 24.7 mSv. 
Assuming a 180 day flight time both to and from Mars a dosage upwards o f 650 mSv 
could be anticipated. This value sits directly at the NASA-instituted radiation threshold 
for astronauts corresponding to a 3% increase in cancer risk 24. The variability in these 
results is due in three sources. First, the protective walls surrounding RAD were not 
uniform and had regions o f minimal shielding that would not be present on a crewed 
vehicle. Another confounding factor is the presence o f SPEs and their associated 
intensities, which can considerably alter (increase) the received radiation dosages.
Finally, these figures assume no novel shielding materials which may offer the potential 
o f significantly reducing exposure in future vehicles.
D. Proposed Solution
Some o f the most effective radiation shielding materials and techniques are 
unfeasible for use on spacecraft. Thick layers o f metals such as aluminum or lead are 
among the most affective barriers to radiation, but their cumbersome weight makes them 
poor candidates on already heavy space-bound vehicles. Liquid hydrogen is also adept at 
shielding against radiation as it provides the most coulombic repulsion to the lone protons 
o f GCR and SEP. Containing a film o f liquid hydrogen within the walls o f a vehicle, 
though, would be present a host o f difficulties that render the whole concept unrealistic.
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A successful shield for space applications will be mechanically strong, thermally stable, 
lightweight, and have the ability to serve ulterior functions within the craft.
Using those criterions, this research explores the use o f nanoparticle-doped 
aromatic hydrogen-rich polyimide materials as radiation shields for space applications. 
Aromatic polyimides are well known for their mechanical strength and the impressive 
range o f temperatures at which they are thermally stable. Aromatic polyimides are also 
typically fairly lightweight. In fact, a number o f commercially produced aromatic 
polyimides are current used on the ISS (though not for radiation shielding purposes). By 
synthesizing aromatic polyimides containing greater hydrogen concentrations (aromatic 
polyimides are not typically rich in hydrogen) offers to transforms them into radiation 
shielding candidates. Recall that hydrogen provides the greatest coulombic resistance to 
incoming radiation, slowing high-energy particles down (a process referred to as making 
the radiation “therm al”). Thermal radiation is more easily captured by elements 
proficient at nuclei absorption. Logically then, by doping hydrogen-rich aromatic 
polyimides with nanoparticles o f large neutron capture cross sections (a measure o f an 
elements ability to adsorb neutrons), an effective shield is produced.
This research then goes on to demonstrate a novel technique for analyzing the 
extent o f nanoparticle dispersion within hydrogen-rich aromatic polyimides, or any 
nanocomposite material, for that matter. It is critical that nanoparticles be evenly 
dispersed throughout polymer nanocomposites. Uneven dispersion jeopardizes a 
materials ability to serve as an effective radiation shields and causes a deterioration o f the 
mechanical strength in the pure material. That said, nanoparticle aggregation is a fairly
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common phenomenon and our ability to determine its presence could be described as 
qualitative at best. By combining electron microscopy and two common software suites, 
a quantitative investigation o f dispersion behavior using fractal image analysis was 
performed on a series o f slightly variant nanocomposites. This analysis will ultimately 
allow for the production o f lightweight well-dispersed hydrogen-rich aromatic polyimide 
nanocomposites. These materials are well suited for the dual purpose o f both radiation 
shielding and structural support on space-going vehicles 22.
II. POLYMER NANOCOMPOSITE SYNTHESIS
A. Introduction
1. Polymers
As previously discussed (Section I, Part D), spacecraft w eight is o f critical 
importance to NASA engineers. One attractive quality o f polym eric radiation shields is 
their relative lightness as compared with more traditional shielding materials (i.e. layers 
o f aluminum). Moreover, if  a polymer shield could be produced to exhibit sufficiently 
strong mechanical properties under large thermal ranges, it could theoretically serve the 
dual purpose o f structural support and radiation shielding on a spacecraft. This would aid 
in further lightening the craft as less weight expenditure would be needed for structural 
support, in addition to reducing the craft size by eliminating single-functional layers 
within the vehicle walls.
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A class o f polymers known as polyimides, specifically aromatic polyimides, 
exhibit noteworthy mechanical and thermal profiles, and have been used extensively on 
spacecraft and in other taxing environments. One aromatic polyim ide exemplifying these 
characteristics, Kapton® produced by DuPont™, is ubiquitous on current spacecraft. 
Kapton® is thermally stable over a temperature range o f -269°C to +400°C, has a 
Y oung’s modulus (an indication o f material rigidity, or strain response induced by 
mechanical stress) o f 2.5 gigapascals (GPa), and an ultimate tensile strength (UTS) (the 
stress needed to fracture a material) o f 231 megapascals MPa) 21. These physiognomies 
are ample for structural use on spacecraft if  they could be replicated in variant materials 
adept at radiation shielding.
The issue with many commonly available polyimides is that they typically have 
low hydrogen concentrations making them poorer at radiation shielding. Increased 
hydrogen concentrations are desirable for GCR shielding materials because, by weight, 
hydrogen produces the most significant coulombic interference for incoming high energy 
neutrons (GCR). These interactions slow GCR, making neutrons thermal. A thermal 
neutron is more easily trapped, which is essential to the shielding mechanism. Among 
the most hydrogen-dense polymers is polypropylene, a linear hydrocarbon 5. The 
physical characteristics o f polypropylene pales in comparison to aromatic polyimides; 
having a stable temperature range o f only -20°C to +175°C, a Y oung’s modulus of 
approximately 1.25 GPa, and a UTS in the range o f 36 M Pa 8. Clearly, polypropylene is 
o f little use as a shielding material on a spacecraft, though its hydrogen density is to be 
emulated.
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2. Fillers
A critical final step in producing a viable polymer-based radiation shield involves 
doping a hydrogen-rich, mechanically resilient aromatic polyimide with an appropriate 
nanoparticle filler to capture thermal neutrons. A particular elem ent’s ability to absorb a 
neutron is referred to as its neutron capture cross section. The neutron capture cross 
section is dependent on the area with which a compound can appropriate a thermal 
neutron. In selecting nanoparticle fillers, elements with sizeable neutron capture cross 
sections and whose resultant isotopes are stable were given favor. Nanopowders o f 
gadolinium, tungsten, and boron were all used to some extent for radiation shielding 
purposes. Neutron capture cross section is measured using units o f  bam s (b).
Gadolinium (Z = 64) has the largest neutron capture cross section o f any element at 
49,000b, boron (Z = 5) is widely used in radiation applications has a neutron capture 
cross section o f 767b, and tungsten (Z = 74) has a neutron capture cross section o f  18.3b. 
As point o f  reference, the neutron capture cross section o f oxygen, carbon, hydrogen, and 
nitrogen, are .00019b, .0035b, .3326b, and 1.91b, respectively 4.
The following work describes the synthesis o f two hydrogen-rich aromatic 
polyimides as previously documented in the literature 9. These polymers were 
synthesized using monomers readily available for purchase. This fact ensures that the 
cost o f producing either o f these materials would not be limiting in that novel monomers 
need not be synthesized. Furthermore, the manner in which these polymers were doped,
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the fillers used as dopants, the process by which testable samples are manufactured, and 
the deliverable sample themselves are all described.
B. Experimental
1. M aterials and Instrumentation
The dianhydride used in the polyimide polymerization, 4,4'-(4,4'- 
Isopropylidenediphenoxy)bis(phthalic anhydride) (UDA), was purchased from Sigma 
Aldrich with a 97% purity. The two diamines used in the polyimide polymerizations 
were: 4,4'-(4,4 '-Isopropylidenediphenyl-l,l'-diyldioxy)dianiline (BDA1) and 4,4 '-(l,3- 
Phenylenediisopropylidene)bisaniline (BAM) both purchased from Sigma Aldrich with a 
98% purity. Dianhydride recrystallization was done in acetic anhydride (AC2 O), 
purchased from Fischer Scientific. Diamine recrystallization was done in 95% ethanol 
(Etoh). The polyimide was polymerized in the solvent 1-Methyl-2-pyrrolidinone (NMP) 
purchased from Sigma Aldrich with a 99% purity. The removal o f water via Dean-Stark 
trap was done with toluene purchased from Fisher Scientific at 99.9% purity.
The following fillers, all purchased from Sigma Aldrich, were used: 
gadolinium(III) oxide nanopowder (<100nm, 99.8% metals basis), nickel nanopowder 
(<100nm, > 99% metals basis), tungsten powder (10pm, > 99.99%), and gadolinium(III) 
acetate hydrate (99%). In all samples employing a dispersal agent, the modifier used was 
2-ethylhexanoic acid purchased from Sigma Aldrich. In the event that a dispersion agent 
was added to the nanofillers, the compound 2-Ethylhexanoic acid, purchased from Sigma
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Aldrich >99% purity, was used. Additionally, nanosilver, nanotungsten, and 
nanoaluminum were all provided by International Scientific Technologies o f Radford, 
VA. These nanoparticles came pretreated: the nanosilver and nanoaluminum were 
modified with thiophenol and the nanotungsten was modified with benzyl mercaptan.
Diamines and dianhydrides were dried in separate ovens to avoid contamination. 
The oven used to dry diamines was a Thermo Scientific Lindberg/Blue M Vacuum Oven 
and the oven used to dry dianhydrides was a Fisher Scientific Isotemp Model 281A 
Vacuum Oven. Polymer film curing was done in a General Signal Blue M Electric oven. 
Pre-polymerization monomers were weights were taken on a M ettler Toledo AB104 
microbalance. Imidizations were done on an Electrothermal, EM Series Electromantle 
heating element. Thermogravimetric analyses were performed on a TA Instruments 
Q500 TGA. Films were pulled using a BYK-Gardner Film Casting Knife (AG-4300 
Series), referred to as a doctor blade in this report. A Damon IEC HN-SII Centrifuge was 
used in preparation o f nanoparticle/dispersal agent slurries. Differential scanning 
calorimetry measurements on the polymers were made using TA Instruments DSC Q20.
2. Recrystallization
A primary motive for the production o f polyimides lies in their well-established 
mechanical strength. The molecular weight o f a polymer is directly correlated with its 
ability to withstand physical stress. To ensure the production o f high molecular weight 
polyimides, each o f the constituent monomers used in synthesis was recrystallized twice
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(or more, if  necessary) prior to polymerization. Recrystallization produces high 
monomer purity; removing contaminants that can cap growing polym er chains resulting 
brittle mechanically-inferior low molecular weight materials.
Both polymers produced utilize the same dianhydride m onom er polymerized with 
different diamines (Figure 1). Recrystallization o f UDA began with its dissolution into 
130°C AC2 O at a ratio o f lg  UDA to 2mL AC2 O. The crystals were stirred until 
completely dissolved. A fter 24 hours o f cooling at approximately 3°C the crystals were 
dried on a Buchner funnel, washed with chilled AC2 O followed by chilled toluene, and 
then placed in a vacuum oven at 110°C and -25 in. Hg for 12 hours. This entire process 
was then repeated once more. On completion o f the second recrystallization, melting 
temperatures were used to assess the purity o f the monomer. Values o f approximately 
187-189°C were found corroborating with reported literature values o f  184-187°C.
Dianhvdride M onomer j Diamine Monomers
j
O H SC  C B ;, 0  j h 3C CHa
I H-.N . X  X  X  ,-NHs ......................
^  ,  X  , ,<u l f  1  f T T  P r  T  ‘£ 0  0  % I \ A q A U  V ^ o A / 1 Had CHa HgC CHa
j
UDA { BDA1 BAM
Figure  1: S tr uc tura l  represent at i ons  o f  the d ia nhy dr i de  m o n o m e r  ( U D A )  and the t wo d i ami ne  mo no me r s
( B D A I ,  B A M )
The two diamines were recrystallized using the following methodology. Both
BDAI and BAM  were dissolved into Etoh at 75°C using a ratio o f lg  diamine to 4mL
Etoh. The crystals were stirred until completely dissolved. The solution was cooled
overnight at 3°C, after w hich the reformed crystals were dried on a Buchner funnel,
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washed with chilled Etoh, and then placed in a vacuum oven at 70°C and -25 in. Hg for 
12 hours. This entire process was then repeated once more. On completion o f the second 
recrystallization, melting temperatures were used to assess the purity o f the monomer. 
Melting temperatures for the twice-recrystallized BDAI were consistently found to be in 
the range o f 127-129°C and for the twice-recrystallized BAM had melting points in the 
range o f 111-113°C. Literature values for the melting temperatures o f these two 
compounds are 127-130°C and 110-114°C for BDAI and BAM, respectively.
3. Polymerization
The polym erization o f UDA with either BDAI or BAM  to produce 
poly(U D A BD A l) and poly(UDABAM ) can be categorized as a linear step/condensation 
polymerization. Both poly(U D A BD A l) and poly(UDABAM) have alternating diamine- 
dianhydride segments because the monomers are unable to react with themselves, a 
system referred to as an alternating copolymer. This fact requires the presence o f a 
nearly perfect 1:1 ratio o f monomer species once the polymerization reaction begins. 
Seemingly marginal deviations from this ratio produce low m olecular weight polymers 
which lack ample mechanical strength, a characteristic that is critical for their utility.
In order to achieve a precise 1:1 monomeric ratio the weight o f each monomer 
was found using a microbalance. M onomer crystals were weighed out in to the ten- 
thousandth o f a gram. This was accomplished easily for the diamines because the solvent 
(Etoh) used for recrystallization is very volatile and was easily purged from the crystals.
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Conversely, the UDA crystals tended to retain the AC2 O which threatened to skew the 
true quantity o f  monomer added to the polymerization. To handle this, 
thermogravimetric analyses were performed on all recrystallized UDA prior to 
polymerization. The TGA results show a very small percent mass-loss, typically about 
0.25%, at U D A ’s melting point. The mass loss is a result o f the boiling o ff o f  AC2 O 
formally trapped in UDA crystals upon melting. Using these percentages, actual 
monomer content can be determined from a weighed sample o f UDA crystals (Figure 2).
Sampte;
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Figure  2: S a m p l e  T G A  analys i s  o f  U D A  s h o w i ng  de terminat i on  o f  so l ve nt  w e i g h t - % r e ma i n i ng  in m o n o m e r
crystal s
The weighed out diamine and dianhydride are then individually dissolved in a
15% solution by monomer weight o f NMP. A four-necked flask immersed in an ice bath
is set up with (from left to right) a nitrogen gas inlet, a stirring apparatus and
thermometer, and a drying agent. After the system was purged with nitrogen gas for a
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minimum o f 10 minutes, the nitrogen inlet was removed and the diamine/NM P solution 
was added to the flask. While stirring, the dianhydride/NMP solution is slowly dripped 
into the diamine solution over the course o f approximately one hour. After both 
monomers have been added to the flask, nitrogen gas is readministered and stirring 
continues for a minimum o f 24 hours.
After allowing 24 hours for the polymerization o f the diamine with the 
dianhydride the resultant poly(amic acid) is notably more viscous and has darkened in 
color considerably. The imidization reaction o f the poly(amic acid) requires the ice bath 
be replaced by a heating element and, in place o f  the drying element, a Dean-Stark 
apparatus (Appendix E, Figure 1). The Dean-Stark apparatus traps and removes water 
produced by the imidization reaction via a water/toluene azeotrope. To this end, 15% 
toluene by volume is added to the polymer solution and the trap o f  the Dean-Stark 
apparatus is filled with toluene. As the water/toluene azeotrope condenses in the water 
cooled condensation column it falls into the trap. The water being denser than toluene 
sinks while the displaced volume o f toluene overflows back into the reaction mixture. (A 
diagram o f a Dean-Stark apparatus can be found in Appendix E.) The solution is slowly 
heated while stirring continuously. Water precipitates at approximately 165-175°C. The 
imidization reaction is considered complete when a combination o f the following events 
transpire: the removal o f the theoretical water yield (computed using the specific 
polymerizations monom er concentrations) has been reached, when no water is collected 
in the trap over a 20 minute period, and when the solution temperature approaches 
temperatures exceeding 180°C. At this point the toluene is released from the trap and the
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solution is left refluxing until all o f  the toluene from within the flask has been boiled off 
and recollected. W hen all o f the toluene has been removed, the heating element is turned 
off and the Dean-Stark apparatus is replaced with a drying column. Nitrogen gas flow 
and stirring continue until the polyimide solution has cooled sufficiently to be processed. 
The two polymerizations are diagrammatically presented in Figures 3 and Figure 4.
polyfUDABDAO Synthesis
UDA + BDAI
po]y(UDABDA ]):
F ig u re  3: O n e -p o t p o ly m e r iza tio n  o fU D A B D A l p o ly m er  via  a p o ly (a m ic  ac id ) in term ed ia te
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polv(UDABAM') Synthesis
UDA + BAM
lo w  Tenvp.
poly(UDABAJvl):
F ig u re  4: O n e -p o t p o ly m e r iza tio n  o f  LIDABAM  p olym er via a p o ly (a m ie  ac id ) in term ed ia te
4. Polymer Processing
Once the polymer solution has reached room temperature a qualitative crease test
is performed in order to confirm that a high molecular weight material has been
produced. The creasability o f a polymer film is a manifestation o f an average molecular
length great enough to withstand an acute fold. If  a film is creased and cracks, it is
indicative o f  smaller polym er chains which, being unable to span the width o f the crease,
cause the material to fissure. To perform a crease test a thin film must be created. A
25mL aliquot o f the polym er solution (3.75g o f polymer in the standard 15% polymer-by-
weight solution) is removed from the flask to be pulled as a film. The solution is poured
at the center o f one end o f a glass plate and a doctor blade set to 0.15 millimeters is
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pulled over the solution. The glass plate is placed in the curing oven under the following 
step-program: 2 hours at 100°C, 4 hours at 200°C, 4 hours at 300°C, and then a 2 hour 
step-down to 25°C. Once cool, the film is extricated from the glass plate by placing it in 
a lukewarm water bath for 24 hours. After the film is freed from the plate the crease test 
can be performed. If the film cracks the polymer solution is deemed undeliverable and 
was discarded. If  the film creases successfully the polymer solution continues being 
processed.
At this stage o f polym er processing the solution is either doped with nanoparticle 
fillers or processed directly into pure polymer fibers. Depending on the desired final 
product, nanoparticles were either first treated with a dispersion additive or were simply 
added directly to the polym er solution using the correct weight percent. I f  modifying 
filler with a dispersal agent was deemed necessary, the following steps were taken.
While a variety o f  dispersal agents were considered, 2-Ethylhexanoic acid was the 
compound o f choice. To modify the nanoparticles a centrifuge tube was filled with the 
filler and dispersal agent in a respective lg-to-lO m L ratio. The solution was shaken by 
hand for five minutes or until an evenly dispersed slurry was created. The slurry was 
centrifuged for five minutes at a speed o f 3000rpm. Dispersal agent that separated from 
the particles after centrifugation was discarded. A solution made using a ratio o f 2mL 
NMP mixed with 4mL dispersal agent for every 1 g o f nanoparticle filler being modified 
is then added to the nanoparticles in the centrifuge tube. The new solution is shaken by 
hand for five minutes or until an evenly dispersed slurry is created. The solution is 
centrifuged once more for five minutes at a speed o f 3000rpm. Excess liquid is discarded
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from the centrifuge tube leaving the final modified nanoparticle slurry ready to be added 
to the polymer solution. In order to appropriately dope a polym er with a specific 
nanoparticle weight percent, the weight-percent o f nanoparticles per gram of slurry is 
needed. To ascertain this value a small amount o f slurry is weighed and then thoroughly 
dried (drying was done in either vacuums mentioned previously set at 235°C with a 
pressure o f -30 in. Hg). After 24hrs o f drying, the slurry, now containing only modified 
nanoparticles and no liquid mass, is reweighed and a nanoparticle weight percentage is 
calculated. Films o f the doped polyimides were often pulled using the technique 
described in the implementation o f the creasability test in order to provide a relatively 
superficial way o f ensuring that the filler had successfully been incorporated into the 
material.
Irrespective o f which nanoparticles were placed in the polymer solution (if any) or 
whether they were treated with a dispersal agent, the following step is required to 
precipitate the polym er out o f solution and into a usable form. A common household 
blender filled 3/4 o f the way with deionized (DI) water is set to its fastest setting. The 
solution is poured slowly in a thin stream over the blending water. The polymer falls out 
o f solution immediately on impact with the water and the fibers are blended into smaller 
fibrous flakes. The flakes are typically white if  no nanoparticle additive was used or they 
take on a light grayish-blue coloration if  the solution was doped. The contents o f the 
blender are then filtered using a large Buchner funnel with a coarse filter paper. The 
liquid pulled o ff o f the polym er fibers should be clear, containing primarily water and 
NMP. Particularly for doped polymer solutions, clear effluent is a confirmation that the
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nanoparticles absorbed and remained embedded in the polym er matrix. The flakes are 
rinsed once with cold Etoh and then repeatedly with cold DI water (typically 3-5 times). 
After being air dried, the polymer fibers are transferred to a drying oven set to 
approximately 100°C for a minimum o f 36 hours.
5. Polym er Pressing
The final step in creating testable materials requires pressing dried polymer fibers
into sample blocks. A t its most basic, this is done by packing polym er fibers into a steel
mold and then applying sufficient heat and pressure to the mold via a heated press
(sometimes housed within a vacuum chamber) to melt the polym er and form it into a
solid block o f material. A few necessary steps are performed to ensure that the mold,
sample, and the press are not damaged in the process. Two pieces o f Kapton® are cut in
the precise dimensions o f the m old’s cavity. Each component o f the mold and the two
pieces o f Kapton® are coated with Zyvax® Composite Shield® mold release agent. Using
a heat gun, the mold is thoroughly dried. One more coating is applied to ensure that the
polymer is easily released from the mold. The mold is then assembled and one o f the
Kapton® inserts is placed at its base. Using the density o f the material being pressed, the
required quantity o f polym er is weighed out to produce a specific aerial density (g/cm2).
The fibers are then packed in the mold. If  necessary, the press can be used to compact
the fibers in order to fit a large quantity o f material into the mold. Once the desired
quantity o f  polym er is placed in the mold, the second Kapton® insert is placed above it
followed by the m old’s piston. The mold is then placed in the press with two larger
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pieces o f Kapton® above and below it, to avoid damaging the press in the event o f a
polymer overflow. Finally, thermocouples are connected to various locations of the mold
to monitor its temperature. The mold is also wrapped with fiberglass insulation pads to
avoid excessive heat loss to the surrounding air.
In order to determine an optimal temperature and pressure with which to press the
polymer a number o f trials were performed with commercially available polymers PET
and a proprietary polyetherim ide known as Ultem®. It was determined that a constant
pressure o f lOOpsi and a temperature o f 500°F (260°C) is sufficient to meld the polymer
into a block without the melt flowing through the cracks in the mold. For deliverable
samples, the press was placed under a vacuum o f 30 in Hg. Figure 5 is a copy o f the
press “recipe” which was used for all deliverable samples o f UDABDA1.
SOOF 300PSI (350PSI SET ON 30T WABASH) 
VAC 305WHG
*tCi
F igu re 5: P o ly m er  p ress in g  co n d itio n s  used to tran sform  U D A B D A 1 fla k es into te sta b le  sam p le  b locks
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C. Results and Discussion
A number o f polym er batches were produced o f both types o f polyimides (Figure 
6). Nearly 400g o f UDABDA1 was polymerized over the course o f four reactions. This 
polymer was added to a large quantity o f already synthesized UDABDA1 produced by a 
previous lab member. Three samples o f differing areal densities (g/cm2) were pressed at 
NASA Langley Research Center (LaRC) using the parameters described above. These 
samples were delivered to NASA LaRC for further testing (Figure 7). Multiple 
polymerization o f  UDAB AM followed, producing over a kilogram o f polymer. 
Ultimately, these polym ers were doped with various fillers, pressed, and delivered to 
NASA LaRC for further testing, as well.
Table 1
UDABAM Polymerizations
TotalUDABAM Production (a): I 1240.37
Polym. # UDA (g) BAM 00 Creasable [Y/N] Polymer Prod, (g)
1 120.872 80.000 Y 200.87
2 120.872 80.000 Y 200.87
3 46.856 31.012 y . . . . . r 77.87
4 71.125 47.074 Y 118.20
5 74.356 49.213 Y 123.57
6 104.098 68.898 Y " 7 173.00
7 104.098 68.898 Y '  f 173.00
8 104.098 68.898 y  . . . r 173.00
UDAI1 DAI Polymerizations
1 31.580 24.905 Y r 56.49
2 50.729 39.716 Y 1 90.45
3 56.651 44.920 Y | 101.57
4 80.185 63.581 Y 143.77
Total UDABDA1 Production (g):
* T '/crrU  5 g /c m *  AO b / cw 1
u o a / b d a i
F igu re 6: T h re e  U D A B D A  1 p o ly m er  sa m p le  b locks o f  d ifferen t a rea l d en sit ie s  d e liv ered  to N A SA  for fu rth er
testin g
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To ensure that the polymers produced were relatively high performance materials, 
DSC runs were performed on samples o f each material. DSC results allow for the 
inference o f a m aterial’s glass transition (Tg) temperature. The Tg is the temperature at 
which an amorphous solid material begins to flow or enter its rubbery state. This feature 
is identifiable in a plot o f temperature versus heat flow as a slight dip in heat flow at the 
Tg temperature. As can be seen in Figures 7 and 8, the Tg for both UDABDA1 and 
UDABAM occur at around 200°C.
D S C
F ig u re  7: D S C  o f  U D A B D A 1 sh o w in g  a g lass tran sition  tem p e r a tu r e  a t ju s t  over  200°C
F igu re 8: D SC  o f  U D A B A M  sh o w in g  a g la ss tran sitio n  te m p e r a tu r e  at ju st  u n d er 200°C
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The benefits reaped by the use o f UDABDA1 and UDABAM  can be seen in 
Table 2 which lists the hydrogen concentrations o f a variety o f  relevant polymers. The 
polyimides produced here have a nearly twofold percentage increase in hydrogen 
concentration as compared to Kapton®. And while no polymer approaches the hydrogen 
concentration o f polypropylene, because o f its limited mechanical utility is cannot be 
considered as a viable option.
T a b le  2
Comparative Hydrogen Concentrations in Polymers
Polymer Name Material Category
Hydrogen Density (mol-% 
Hydrogen Der gram material)
Polypropylene {aliphatic hydrocarbon  polymer} 14.30%
UDABAM {lab-made aromatic polyimide} 5.30%
UDABDA1 {lab-made aromatic polyimide} 4.73%
Ultem® {commercial aromatic polyimide} 4.00%
Kapton® {commercial aromatic polyimide} 2.60%
III. DISPERSION ANALYSIS
A. Introduction
1. The Problem of Agglomeration
The dispersion uniformity o f nanoparticles within a polym er matrix is o f great
importance to the efficacy o f the material being produced. Nanoparticle agglomeration,
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the tendency for nanoparticles to clump together in certain mediums, undermines a 
material in two ways. One adverse effect o f nanoparticle agglomeration is a reduction in 
the materials mechanical strength. Nanoparticles lend no adhesive quality to a polymer, 
so expanses o f pure filler are only as strong as the polymer layers encapsulating them. 
This fragmentation o f  a continuous macromolecular network can significantly reduce the 
mechanical performance o f  the consequent material. Additionally and somewhat 
conversely, nanoparticle agglomeration can lead to large unmodified swathes o f pure 
polymer which do not provide the intended utility o f a well-combined composite 
material. If  the desired composite is reliant on the functionality o f a particular dopant, 
regions o f  pure polym er will fail to serve the materials intended purpose 18.
The natural occurrence o f  well-dispersed polymer-nanoparticle composites is 
relatively uncom mon and the extent to which nanoparticles have agglomerated is often 
hard to discern with the naked eye. Prior to this research, a simple visual inspection o f 
doped polym er films was performed to ensure that the polym er fully incorporated the 
filler 1. Visual inspections are limited in their inability to detect small scale clumping, or 
what we will be calling microagglomeration. M icroagglomeration may occur when 
particles don’t have sufficient time to form macro clusters. This may originate because 
o f timescale limitations associated with the polymer processing technique or as a 
consequence o f chemical interactions between the polymer and filler minimizing 
agglomeration extent. The fact that agglomeration is occurring at any scale necessitates 
corrective steps in order to produce the best possible materials.
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The risk o f agglomeration in nanocomposites is particularly alarming for 
materials designed for deep-space GCR shielding. As mentioned previously, one reason 
why polym er-based radiation shields are considered favorable is their ability to serve the 
dual purpose o f structural support on a spacecraft. The presence o f agglomeration 
threatens to weaken these structures, reducing the performance and safety o f these 
materials. More obviously, if  agglomeration leaves regions o f material without 
nanoparticle filler, those areas will be unable to absorb neutrons. The presence o f 
dispersed m icroagglom eration will result in a broad reduction in radiation shielding 
abilities throughout the entire material. A better understanding o f filler agglomeration is 
clearly necessary for the implementation o f radiation shielding materials designed for 
space applications.
This work seeks to establish an ideal metric for dispersion analysis in addition to 
describing a robust operating procedure with which to calculate said metric for any 
polymer-nanoparticle system. A technique adept at informing researchers o f dispersion 
characteristics will allow for the production o f more desirable products and, perhaps 
more fundamentally, allow for an improved understanding o f the chemical interactions 
occurring between nanoparticles and polymers in composites. W hile this technique 
should be expandable to most varieties o f nanoparticle-polymer materials, the systems 
studied in this experiment were limited to those o f value for applications o f GCR 
mitigation on a spacecraft.
2. Conceptual Fram ework for Analytical Technique
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The method by which this paper will investigate nanoparticle dispersion in 
polymer environments began with the realization that images and imaging techniques are 
often underutilized as sources o f raw data. Visualization methods are typically thought o f 
solely as conduits for qualitative information. While qualitative information is sufficient 
in certain circumstances, it is limited when two systems may be only superficially 
similar. In fact, images contain a wealth o f data that can be fleshed out using some basic 
image analysis procedures. This realization was the catalyst for the analytical scheme 
devised in this paper by which dispersion analysis o f nanocomposite materials is explored
• 19quantitatively .
In many ways, micrographs produced by scanning electron microscopy are ideal 
for capturing nanoparticle dispersion data . A scanning electron microscope (SEM) 
scans small sample areas (<5nm) with a focused beam o f electrons. Based on the 
number o f emitted secondary elections detected by sensors, a pixel o f the constructed 
image (micrograph) is assigned a grayscale value ranging from 0 (black) to 256 (white). 
The physical manifestation o f this value is that higher number elements, or elements 
which are more dense and electron rich, show up whiter (values close to 256) on 
micrographs because more secondary electrons are emitted upon impact. On the other 
hand, polymers such as the polyimides synthesized in the previous section are 
comparatively electron poor and do not contain heavy elements. This phenomenon yields 
black pixels (values close to 0) when the electron beam is passed over regions o f polymer 
due to fewer (if  any) ejected secondary electrons. It is in this way that the physical 
orientation o f polymer and nanoparticle filler can observed and studied.
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A concern in this type o f  analysis is sample depth. Electrons produced by an 
SEM ’s electron beam do not necessarily pass through the entire sample. This 
complicates an analysis o f nanoparticle dispersion because dispersion is inherently three- 
dimensional while this paradigm restricts it to a two dimensional study. To mitigate this, 
thin polymer films were used as samples rather than pressed polym er blocks. 
Additionally, the use o f  a formula which calculates the depth o f  electron penetration 
given a number o f parameters including the matrix composition and the electron beam 
potential was employed 10. The calculated penetration depth for each sample was 
compared with the thickness o f  the film allowing, at the very least, for an approximate 
knowledge o f the limitations o f the technique.
An image conducive to dispersion analysis requires a series o f refinements on the 
raw micrographs. Among the refinements include the removal o f image noise. Noise is 
defined as a pixel or cluster o f pixels identified as filler (bright coloration with a pixel 
value approaching 256), but which are below the minimum detectable filler size at a 
given magnification. The minimum discernible filler size at the sample magnification 
was determined via SEM micrographs o f pure filler. The image must also be converted 
into a binary scheme, where each pixel is assigned only one o f two values: 0 (i.e. 
polymer) or 1 (i.e. filler). This conversion was done with an algorithm discussed in 
greater depth in the experimental portion o f this report. Finally, these images can be 
analyzed for their dispersion characteristics using statistical and fractal image analysis 
methodologies discussed in the following section.
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3. Im age A nalysis and Lacunarity
There are many mathematical methods for evaluating binary two-dimensional 
landscapes such as the modified SEM micrographs. The two prim ary techniques used to 
interpret dispersion in binary landscapes are box-counting algorithms and distance 
algorithms. Both box counting and distance algorithms each have numerous variants 
adept at analyzing landscapes o f slightly different character. For example, a generic 
distance algorithm measures the average nearest-neighbor distance o f  each particle (white 
pixel) and then compares it to the minimum nearest-neighbor produced if  the particles 
had distributed perfectly over the area being analyzed. This analysis cannot be applied to 
a system o f variable particle sizes (as our nanoparticles are; refer to Section III-B-4) 
because rather than a white pixel being an independent element it is part o f a larger 
whole. Recently, variations on this distance algorithm have been proposed which 
measure the average filler-to-matrix distance (where a m atrix element is a black pixel 
representing polymer). This slight variation allows for calculations to be performed 
without defining single filler pixels as independent elements . Despite their utility, 
distance algorithms were foregone in analyzing the nanocomposite film micrographs 
because o f their inability to provide a reference for a randomly dispersed system— they 
only specify a given systems current dispersion and an idealized perfect dispersion. For 
this experiment, the ability to measure random dispersion is vital.
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A specialized box counting (more precisely, box-massing) technique known as 
lacunarity was selected to study the micrographs o f the film samples. Lacunarity is a 
type o f fractal analysis which quantitatively measures the heterogeneity o f a two 
dimensional landscape. In fact, lacunarity has been used to study all sorts o f  landscapes 
where patchiness is o f concern. In this case, heterogeneity in the nanocomposite 
landscape is an alternative way o f describing nanoparticle agglomeration. This metric is 
o f particular value because it is a fractal-type measurement. Fractal measurements result 
in data that are not scale-specific assuming the macro-landscape is relatively self-similar. 
This provides a degree o f  sampling confidence because the lacunarity trend observed in 
each micrograph ought to be generally representative o f the film as a whole.
M athematically, the lacunarity value for a particular image is calculated as one 
plus the square o f the standard deviation divided by the mean: Lacunarity  =  1 +
(SD/ MEAN)2. The standard deviation and mean are calculated using the values housed 
in an im age’s pixels. An example o f lacunarity (values denoted by A) relating to 
differing landscapes is reproduced below (Figure 9) 19. This figure clearly demonstrates 
how introducing heterogeneous regions within an image increases its corresponding 
lacunarity index. A less noticeable element o f the figure is that the middle image is a 
magnification o f a repeating unit within the image on the far left. This alludes to an 
important concept involved in lacunarity analyses: The scale at which an image is 
viewed influences the produced lacunarity value. Note that this is not in contrast to what 
was described in the previous paragraph. The trend will remain the same, the lacunarity 
value will change.
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F igu re 9: A rep ro d u ctio n  o f  a rtific ia l la n d sca p es and th e ir  la cu n a r ity  v a lu es, d esig n ed  to ex em p lify  the  effect o f
h etero g en e ity  on lacu n arity
To expand upon the notion o f a trend, it must be stated that for the purposes o f 
this experiment, lacunarity values are o f limited value in isolation. The micrographs used 
were taken with varying brightness and contrast settings which quickly distort a single 
lacunarity value. The values take on meaning when the scale o f the image is varied over 
a series o f magnifications, producing a new image for every magnification in the series, 
each based on a master-landscape (the initial micrograph). An analogy o f  this process can 
be made by considering a checkerboard. If a magnified segment o f a checkerboard 
containing only four squares is analyzed, the observer would state that the landscape is 
very patchy (having a high lacunarity value). If  the magnification was then reduced to a 
window o f 64 squares an observer would perceive the landscape as relatively well 
dispersed (having a low lacunarity value). In the intermediate case o f 36 squares, an 
observer may indicate the board is somewhat dispersed. This affect changes drastically 
for different images, though. The checkerboard, as we all know, is perfectly dispersed. 
But if  the original image (our micrograph) is as dispersed as a blotch o f ink on a white 
piece o f paper, than the perceived blotchiness o f the image will be unaffected at any scale 
other than a dem agnification o f the whole image into a single pixel. It is in this sense that 
we look at a trend o f  lacunarity values over a series o f magnification scales (to be called
“windows”). The trend o f  these values is a fixture o f the dispersion within the 
micrograph and is unaffected by particle size, brightness or contrast settings, etc. It is an 
inherent property o f  the system.
The images produced using the series o f  window sizes are easily contrived using a 
particular toolset within the ESR I’s geographical information software (GIS) platform 20. 
The tool slides over an image with a predetermined window size and takes an average of 
the pixel values within that window. That average then becomes the value o f a 
corresponding pixel on the image being created. These progressively averaged images 
take on new composite means and standard deviations and, thereby, new lacunarity 
values. This trend is visualized by taking the natural log o f the number o f boxes in each 
moving window size and plotting them against the natural log o f the matching lacunarity 
value for the image made using that window. The following Lacunarity Plot Map (Figure 
10) shows some idealized trends that can be used to evaluate our samples. If  a sample is 
perfectly dispersed, as though each pixel represented a box o f  checkerboard (to continue 
the previous analogy) the curve produced would look much like curve A. Random 
distribution produces a fairly straight line, appearing like curve B. Curve D represents 
significant clumping, such as the ink blotch on a white piece o f paper. Curve C is a 
unique case where clumping is observed up to a point, after which the sample appears 
evenly dispersed. The sloped portion o f curve C (in the map, associated with a box size 
o f 2) corresponds to the size o f the clumping. In other words, trend C is an evenly 
dispersed sea o f  small agglomeration events.
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Lacunarity Plot Map
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F igu re 10: An id ea lized  d ep ic tio n  o f  lacu n a rity  tren d s for a p erfectly  d isp ersed  la n d sca p e  (A ), a ran d om ly  
d isp ersed  la n d sca p e  (B ), a m ix ed -c lu m p ed  la n d sca p e  (C ), and a h ig h ly  h e tero g en eo u s la n d sca p e  (D )
B. Experimental
1. M aterials and Instrumentation
The dianhydride used in the polyimide polymerization, 4,4'-(4,4'- 
Isopropylidenediphenoxy)bis(phthalic anhydride) (UDA), was purchased from Sigma 
Aldrich with a 97% purity. The diamine used in the polyimide polymerization, 4,4'-(4,4'- 
Isopropylidenediphenyl-l,r-diyldioxy)dianiline (BDA1), was purchased from Sigma 
Aldrich with a 98% purity. Dianhydride recrystallization was done in acetic anhydride 
(AC2 O), purchased from Fischer Scientific. Diamine recrystallization was done in 95% 
ethanol (Etoh). The polyimide was polymerized in the solvent 1 -M ethyl-2-pyrrolidinone 
(NMP) purchased from Sigma Aldrich with a 99% purity. The removal o f  water via 
Dean-Stark trap was done with toluene purchased from Fisher Scientific at 99.9% purity. 
In all samples employing a dispersal agent, the modifier used was 2-ethylhexanoic acid 
purchased from Sigma Aldrich.
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Diamines and dianhydrides were dried in separate ovens to avoid contamination. 
The oven used to dry diamines was a Thermo Scientific Lindberg/Blue M Vacuum Oven 
and the oven used to dry dianhydrides was a Fisher Scientific Isotemp M odel 281A 
Vacuum Oven. Polymer film curing was done in a General Signal Blue M Electric oven. 
Thermogravimetric analyses were performed on a TA Instruments Q500 TGA. Films 
were pulled using a BYK-Gardner Film Casting Knife (AG-4300 Series), referred to as a 
doctor blade in this report. Film thickness was measured using a Fisher Scientific 
Fisherbrand Traceable Digital Calipers. Sputter coating was done on an Anatech 
Hummer Sputter Coater. All micrographs were taken using an AM RAY 1810 Scanning 
Electron M icroscope with a digital image attachment. The software used to capture the 
digital micrographs was ORION 6.3 produced by E.L.I. Microscopy. Two software 
suites were used to analyze the micrographs: N IH ’s ImageJ was used to cleanup and 
modify the images and ESR I’s ArcGIS 10.1 was used to compute all statistical and 
fractal calculations on the landscapes.
2. Film Sample Production
Comprehensive descriptions o f the polymerization, doping, and film-pulling 
procedures are located in the Experimental section o f the Polymer Synthesis portion o f 
this report (Section II-B-3). This section will reference those procedures, but will not 
describe them in appreciable depth. Monomer and solvent information has been 
reiterated from the Polymer Synthesis portion o f this report in the M aterials & 
Instrumentation section above.
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In order to keep the molecular weight o f the polym er and the %-polymer in 
solution identical from sample to sample, a single batch o f poly(U D A BD A l) was 
polymerized for use in all films samples. Poly(U D A BD Al) was chosen because it is 
both easy to polymerize and its chemical environment is similar to most polyimides being 
considered for use in radiation shields. Prior to polymerization, approximately 1 lOg o f 
B D A lw as twice recrystallized in Etoh and 165g o f UDA was twice recrystallized in 
AC2 O. TGA measurements were run on both monomers preceding polymerization in 
order to ensure a high a molecular product. The polym erization reaction was run for 48 
hours with the following monomer quantities: 121.500g UDA and 95.670g BDA1. After 
polymerization, im idization and removal o f all water and toluene from the flask, a final 
solution o f approximately 15% by weight N M P/poly(U D A BD A l) was recovered.
In producing film samples it was necessary to investigate numerous variables that 
may influence nanoparticle behavior in a polym er matrix. The specific variables studied 
were the filler load (weight-% o f dopant), the modification o f  nanoparticles with 
dispersal agent 2-ethylhexanoic acid, and the use o f different filler compounds. The only 
aspect that was kept constant in each sample was the com position o f the polymer matrix. 
A series o f 19 film samples were made, each with slightly different environments (refer 
to the Film Sample Catalog below, Table 3). Each film was created by extracting 20mL 
o f poly(UD A B D A 1 )/NM P solution, containing approximately 3g o f polymer. The 
solution was doped with appropriate filler weight-% based on the 3g o f  polymer in the 
solution. If  the nanoparticles were treated with a dispersal agent the treatment was 
administered as described in the Polymer Processing section o f this report (Section II-B-
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4) and the correct weight o f the filler slurry was added. Additionally, three film samples 
o f pure polymer were made. One o f the three was fully pure; another had 0.5mL of both 
2-ethylhexanoic acid and NMP, while the third had 2mL o f both 2-ethylhexanoic acid 
and NMP. The addition o f small quantities o f dispersal agent and solvent was done to 
mimic the samples receiving treated nanoparticles. For each film, the filler was added to 
the polymer solution and stirred for a minimum of 12 hours before it was pulled. Films 
were pulled to a thickness o f 0.15 millimeters using a doctor blade. All films cured in the 
following oven program: lh r at 100°C, 0.5hr at 150°C, lh r at 200°C, 0.5hr at 250°C, 3hrs 
at 300°C, and then a lh r cool down back to 25°C. Each film was removed the glass plate 
and labeled.
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T a b le  3
Film Sample Catalog
Film Polvmer Filler
Sanrole U Im e Filler Tvne Weight-% Disnersal Agent
1001] U D A B D A 1 none 0 none
[002] U D A B D A 1 none 0 2EthHexAc (2mL) + N M P (2mL)
[003] U D A B D A 1 nanoGd203 5 none
]004] U D A B D A 1 nanoGd203 10 none
[005] U D A B D A 1 nanoG d203 15 none
[006] U D A B D A 1 nanoGd203 20 none
[007] U D A B D A 1 none 0 2EthH exAc (0.5mL) +  N M P (0.5mL)
[008] U D A B D A 1 nanoGd203 5 2EthH exAc + NM P
[009] U D A B D A 1 nanoGd203 10 2EthH exA c + NM P
[010] U D A B D A 1 nanoGd203 15 2EthH exAc + NM P
[011] U D A B D A 1 nanoGd203 7 2EthH exAc + N M P
[012] U D A B D A 1 nanoGd203 20 2EthH exAc + NM P
[013] U D A B D A 1 nanoNickel 5 none
[014] U D A B D A 1 nanoNickel 10 none
[015] U D A B D A 1 nanoNickel 15 none
[016] U D A B D A 1 nanoNickel 20 none
[017] U D A B D A 1 Gd acetate hydrate 5 none
[018] U D A B D A 1 Gd acetate hydrate 10 none
[019] U D A B D A 1 Gd acetate hydrate 15 none
3. Film Sample Preparation and Microscopy
A standard sampling procedure was established for imaging the thin films 
(Appendix E, Figure 2). Each film was washed with DI water and then with Etoh. They 
were then placed in a 100°C drying oven for approximately 15 minutes until all moisture 
had evaporated. Using a razor on a clean surface a small square sample (with an area o f 
slightly less than 50 square millimeters) is extracted out o f  the polym er film. Care was 
taken to ensure that each film was placed face-up on its respective sample stage (“face­
up” refers to the sam ple’s top side on the glass plate used to cure the film). This ensures
that certain films are not biased with an artificially greater or reduced filler concentration
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due to nanoparticles sinking within the film. The method by which this region is selected 
for extraction is described in the following paragraph. The polym er sample is placed atop 
an SEM stage outfitted with conductive adhesive carbon tape. This sequence was 
performed for each o f the 19 films samples.
W hen removing a small sample from a relatively large polymer film it is 
necessary to avoid sampling bias and select a portion o f sample that is illustrative o f the 
whole. To do that, it is first important to consider the dimensions being worked with. 
Each film is approximately 5 by 7 inches. Standard aluminum SEM sample stages are on 
the order o f 10 millimeters across. To comprehensively image each film, numerous SEM 
stages would be required per sample, requiring an inordinate amount o f work. A 
consequence o f  this impracticality is that only one segment o f each film— a square 
measuring approximately 7 by 7 millimeters— was extracted from a region o f the film 
thought to be representative o f the sample. While this sounds arbitrary, it was made 
simpler by the fact that there are many locations in a polym er film which can be deemed 
misrepresentative o f  the composite material and which were therefore methodically 
avoided. Examples o f such regions include film edges where edge effects could distort 
the sample, areas where blemishes on the glass plate resulted in a rutted surface during 
the curing process, or regions o f the film containing trapped air bubbles. Further 
simplifying the sample selection process, recall that large scale agglomeration does not 
require an SEM micrograph or any complicated method o f analysis to be determined. 
What is being sought after is microagglomeration, which occurs in portions o f a polymer 
film that ostensibly look well dispersed. Thus, the portion o f each film taken for imaging
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was one where no obvious blemishes were present and where the filler appeared to be 
well dispersed, or dispersed at a level on par with the majority o f the film.
Any sample placed in an SEM must either be conductive or be coated with a 
conductive material in order to avoid electrical buildup during imaging. Because there 
was some ambiguity as to the conductivity o f the polymer samples and the extent to 
which a material must be conductive to avoid charge buildup, it was decided that each o f 
the samples would be sputter coated. Once the sample stages were placed in the chamber 
o f the sputter coater, the compartment was flushed three times with argon gas. Each 
flush required the chamber to be pumped down to a pressure o f  30 millitorr and then 
filled with argon gas until 200 millitorr was reached. Just prior to coating, a constant 70 
millitorr o f pressure was held in the chamber. With the voltage set to 15 milliamps 
plasm a beings to appear. The voltage is held for 8 minutes during which the samples are 
dusted with gold-palladium (Au/Pd) (an Au/Pd disk located above the samples is 
fragmented by the plasma, resulting in fine layer o f alloy on the samples below). After 
this treatment the samples are ready for imaging.
To image the samples, each sample was independently placed in the SEM 
chamber and the pressure was pumped down. Images were taken using an accelerating 
voltage o f 20 kV (kilovolts) and an approximate 20 mm (millimeter) working distance. 
Three images o f each sample film were selected using triangulation. The images were 
captured digitally within the ORION 6.3 software suite, designed to convert images from 
camera adapted electron microscopes into digital images. After imaging the 19 samples, 
57 micrographs were produced for analysis.
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4. Nanoparticle Evaluation and Image Cleanup
The SEM micrographs cannot have lacunarity analyses performed on them 
without prerequisite processing. The two primary modifications first transform the 
micrographs from a grayscale to a binary image (necessary for lacunarity measurements) 
and second remove noise from the micrographs which can skew the data (Appendix D, 
Figure 1). Both o f these tasks can be accomplished within either the GIS platform or by 
using ImageJ software. For the purposes o f this experiment, Image J proved to be a more 
user friendly platform  and was employed the majority o f the time.
Each SEM m icrograph was first converted into a binary image. The conversion
o f a grayscale images (pixel values ranging from 0 to 256) into a binary image (pixel
values o f either 0 or 256) requires the establishment o f  some threshold value to divvy up
the pixel population into the two categories: polymer or filler. A single threshold value
cannot be applied to all o f  the images because image contrast and brightness (adjusted on
the SEM itself) varies from micrograph to micrograph, resulting in differing pixel ranges.
Rather, Im ageJ’s Make Binary tool, found in Process —> Binary —> Make Binary, was
utilized. The Make Binary tool employs an algorithm designed to automatically produce
a threshold for each image and then use that threshold to convert the image to a binary
scheme. The algorithm randomly selects a threshold and then compares it with a
reference value. The reference value computes the average grayscale value o f all pixels
at or below the random threshold (background/polymer) and the average grayscale value
of all pixels above the random threshold (foreground/filler). The reference value is then
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found by taking the average o f those two averages. Various thresholds are iterated 
through until the average o f averages (the reference value) is equal to random threshold 
value. In equation form:
threshold = -[avg(background @thresh.) + avg(foreground @thresh.)].
Once converted to binary form, the noise present in the images must be removed. 
For reasons described shortly, the first step in accurately removing image noise involves 
measuring the exact nanoparticle size and, more importantly, measuring the size o f the 
smallest visible nanoparticles at the magnification with which the image samples were 
taken. To explore this, small quantities o f gadolinium(III) oxide nanopowder and nickel 
nanopowder were added to Etoh and stirred for approximately five minutes. A small 
portion o f each solution was then pipetted onto SEM sample stages prepared with carbon- 
black adhesive tape. The two stages were placed in a drying oven until the Etoh had fully 
evaporated. Remaining on the sample stages was a thin residue o f nanoparticles ideal for 
SEM imaging. It was not necessary to sputter-coat these samples because they were 
sufficiently conductive to avoid the risk o f electrical discharge 19.
Once in the SEM, two images o f each nanoparticle residue were captured at two
different magnifications. One micrograph was captured at 33OX in order to make a direct
size comparison with the film samples (recall that the film sample micrographs were
captured at magnification o f  330X). A second micrograph was taken at a >1000X
magnification in order to more precisely evaluate nanoparticle size (Figure 11). The
basic procedure for calculating nanoparticle size begins by determining the pixel-length
o f the scale bar built into the SEM micrographs. Pixel counts were determined using
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ImageJ’s Set Scale function found via Analyze —> Set Scale. This data can be interpolated 
to determine the length (in nanometers) per pixel in the specific image being analyzed. 
Using this knowledge, the Set Scale tool can be employed again to determine the pixel- 
diameters for nanoparticles o f various sizes. These diameters are then back-calculated 
into the nanom eter scale to get a physical measure o f nanoparticle size. This procedure 
was implemented for both images o f different magnifications, though the image at 3 3 OX 
was o f primary interest. The data procured from the low magnification micrograph 
informs the m inim um  visual scale that can be detected in the film sample micrographs. 
The higher m agnification images will be discussed later on in the results section (Section 
III-C-4) as they speak more to the general phenomenon o f nanoparticle agglomeration.
As can be seen in the Nanoparticle Evaluation Data table (Table 4) the smallest particles 
visible at 33OX are approximately 900nm in size.
The task o f handling noise in sample micrographs is precarious. Should noise be 
mistaken for data or data for noise, the resultant images no longer represent the material’s 
true landscape. The knowledge that micrographs magnified to 33OX are unable to 
delineate particulate smaller than 900nm in diameter allows for the use o f Im ageJ’s 
Remove Outliers function. This function, found in Process —> Noise —* Remove Outliers, 
traverses the binary image with a pixel-specific mask and analyzes each pixel based on its 
neighbors. The definition o f  a neighbor is any pixel contained within the shadow of the 
specified mask. The median surrounding pixel value is then compared with the pixel 
being probed. If  the median value differs from the value o f the pixel being probed by 
more than the threshold, the pixel is reassigned the median value.
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Figure  11: E lectron  m ic r o g r a p h s  o f  pure  n a n op art ic les  at  3 3 0 X  (left  c o lu m n )  and > 1 0 0 0 X  (r ight  co lum n).  The  
top tw o im ages  are o f  g a d o l in iu m (III )  o x id e  and the  low er  tw o im ages  are  o f  nickel.  C irc led  nan op artic les  and  
their  a ssoc ia ted  pixel  and  physica l  d im e n s io n s  are provided  to d e m o n s tr a te  the  s ign if ican t  particle  size ranges
present.
T ab le  4
NANOPARTICLE EVALUATION DATA
SEM Micrograph Scale Scale Approx. Pixel Height Approx. Large Particle Approx. Medium Particle Small Particle
(compound, magnification) B ar(um ) B ar (pix.) & Length (nm) Size (nm) Size (nm) Size (nm)
nanoGdOx, 1400X 10 143 70 10500 2100 350
nanoGdOx, 3 3 OX 100 339 295 14750 4425 885
nanoNi, 10I0X 10 51 196 N/A 1568 588
nanoNi, 330X 100 339 295 N/A 5310 885
An appropriate mask radius is dictated by the fact that the smallest visible particle 
in the sample micrographs is on the order o f 900nm. The number o f pixels representing 
900nm is evaluated; again, by using the Set Scale function, but this time on the actual
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film sample micrographs. This analysis produced an approximate pixel-side length o f 
150nm. To account for the fact that smaller nanoparticles are present in the sample (as 
proven in the high magnification micrograph o f the pure nanoparticles), in addition to the 
influence that polym er depth may have on nanoparticle visibility in the SEM, and the fact 
that “noise” typically only constitutes one single bright pixel, a conservative 1 pixel box- 
radius or 3 pixel box-diameter (450nm diameter) was selected as the mask. This 
conservative figure ensures that the nanoparticle data is preserved while eliminating the 
overwhelming majority o f  noise present in the micrograph. Additionally, the threshold o f 
the Remove Outliers function was set at 130. Since the micrographs have already been 
converted into a binary scheme, a threshold o f  130 can be translated into the following 
condition: I f  the pixels included in a 3x3 pixel mask are represented by > 50% filler 
(value: 256), then the pixel being analyzed can be considered filler with relative certainty. 
But if  <50% o f the surrounding pixels are filler, the pixel is noise, and its value is 
reduced to 0 19. This two-step micrograph modification can be visualized in Figure 12. 
The sample images are now prepared to lacunarity analysis.
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Figure  62: A m icro g ra p h  b e in g  co n v er ted  into a b inary  im a g e  and u n d e r g o in g  o u tl ier  no ise  rem ova l  (in order,  
from left to right).  T h e  bottom  series  is a m agnif ied  vers ion  o f  the  u p p er  im a g e  u n d e r g o in g  the  sam e  im age
p ro cess in g  sequence .
It should be noted that the problem o f micrograph noise can be mitigated by 
simply avoiding the sputter coating process, which is only necessary for non-conductive 
materials. Sputter coating dusts the surface o f  a sample with a fine layer o f gold- 
palladium. These metal particles ultimately manifest themselves as noise on the 
micrographs. If  a sample were sufficiently conductive, the addition o f a conductive 
coating would not unnecessary. In this particular case the conductive nature o f the doped 
polyimide films was unknown (although presumed to be minimal) so the coating 
procedure was performed. Not coating a non-conductive sample involves the risk o f 
short-circuiting the electron microscope or, in less extreme cases, causes excess charge 
buildup in certain regions o f  the film. Charge buildup is seen on micrographs as 
extremely bright spots, which would ultimately be far more difficult at managing than the 
sputter coating noise allayed in the manner described above.
5. L acunarity  A nalysis
The analysis o f  each image began by opening it inside ESR I’s ArcMap 10 
platform. A quick two-step procedure converts the image file into a format more suitable 
for GIS m anipulation and then transforms it into a zero-one binary system (Appendix D, 
Figure 2 & Figure 4). The format is changed via the Data —> Export Data command 
accessible by right-clicking the image filename in the Table O f Contents sidebar. Once 
selected, the Export Raster Data dialogue box is presented where the image format can 
be changed to a GRID and saved in a new location. The data in the newly created GRID 
file is reassigned to a zero-one binary system using the Reclassify operation in the in the 
ArcToolbox —*■ Spatial Analyst Tools —> Reclass menu. The Reclassify dialogue box 
allows for the systematic conversion o f the GRID im age’s old data values into a new 
scheme which, in this experiment, was selected to be 0 (polymer) and 1 (filler). Finally, 
this reclassified image is saved as T a e l’ in a sample-specific file.
As discussed in the introduction, dispersion analyses are calculated using a 
sequence o f  lacunarity values rendered from images produced by altering the window 
(box) size with which the original image is being viewed. That is to say, the size o f the 
sliding-box is altered using a specified sequence, transforming the original image into 
subsidiary images with differing lacunarity values. The dispersion characteristics o f a 
given parent image can be elucidated by analyzing features o f the plot produced using the 
lacunarity value and the associated box size for each o f the subsidiary images. The box 
sizes used are provided below  in the M oving Windows for Dispersion Analysis table 
(Table 5).
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T a b l e s
M oving W indows fo r D ispers ion  A nalysis
Subsidiary Box Width Box Height Window Natural Lug uf
Image # (Pi*) IK*) Area fPixi Window Area
i ':H ;  : 1 > 0.00
2 5 4 20 3.00
3 10 8 80 4.38
4 20 15 300 5.70
5 40 30 1200 7.09
6 70 53 3710 8.22
7 100 75 7500 8.92
8 300 225 67500 11.12
9 600 450 270000 1251
10 1000 750 750000 13 53
11 1500 1125 1687500 14.34
12 2000 1500 3000000 14.91
13 2272 1682 3821504 15.16
The image titled Tael ’ is the first image for which a lacunarity value can be 
calculated and will serve as the origination point for the creation o f each o f the other 
images, (“la c l” can be viewed as the subsidiary image with a one pixel by one pixel 
moving window size). To create the new subsidiary images the Focal Statistics tool, 
found in ArcToolbox —> Spatial Analyst Tools —> Neighborhood was implemented 
(Appendix D, Figure 5). Focal Statistics operates by creating a new (subsidiary) image 
by sliding over an original image, pixel-by-pixel, and assigning to the new im age’s 
corresponding pixel a value representing a statistical composite o f the values found in the 
neighborhood. W ithin Focal Statistics the shape o f the neighborhood was assigned as a 
rectangle and its specific dimension were input. For each subsidiary image, the original 
Tael ’ image was used as the input file, though the neighborhood size was changed, fn 
order to speed up this process, a macro-program was built which, when run, 
automatically converts an input T a e l’ image into the 12 landscapes associated with pre­
entered dimensions (to view the macro, refer to Appendix D, Figure 16).
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Image: 003-03
F igure  13: T w o  e x a m p le s  o f  the 13 su b s id iary  im ages  p rod u ced  by the  se q u e n c e  o f  in crea s in g  w in d o w  sizes used
to ca lcu late  a lacunar ity  trend
The necessary data produced by this image processing are the means and standard 
deviations o f each o f the 13 pictures (Figure 13) assembled from the 57 micrographs (a 
total o f 741 data points). This information is gathered by right-clicking on the image 
name within ArcCatalog and selecting Properties. In properties, both the means and the 
standard deviation are available. This data was gathered for each o f the 741 images .
C. Results and Discussion
1. Data M anipulation
Each o f the three micrographs o f a given sample film provide insight into the 
dispersion characteristics o f the composite material. In order to probe the dispersion 
characteristics o f  the individual micrographs, the means and standard deviations 
associated with the 13 subsidiary images generated by GIS (originating from each
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discrete micrograph) are tabulated. From these 13 means and standard deviations, 13 
lacunarity values are calculated. As described previously in Section III-A-3, the 
lacunarity values are calculated as one plus the square o f  standard deviation divided by 
the square o f the corresponding mean.
In this application o f lacunarity, individual lacunarity values are not informative 
out o f context. The context necessary is a lacunarity trend across a series o f increasing 
window sizes. Isolated lacunarity values cannot be used directly because a pure 
lacunarity index comparison o f two landscapes is only germane when the landscapes 
being measured have the same filler-to-background pixel density ( P ) 17. For example, 
two landscapes, LI and L2, can be compared using a common moving window size as 
long as P li = P l 2  (The window sizes cannot be a lx l  pixel window size or the dimension 
o f  the landscape itself, both o f  which yield equivalent lacunarity values). Since it would 
be virtually impossible to attain equivalent P values among micrographs given the 
sampling method, a technique using individual image trends is a significantly more 
effective analytical tool l.
Capturing a micrographs lacunarity trend is simple to accomplish once the 
individual lacunarity values for the 13 subsidiary images have been computed. A log-log 
plot is produced by taking the natural log o f the moving window box size plotted against 
the natural log o f the calculated lacunarity value. The shape o f the resultant curve 
describes the dispersion characteristics o f the landscape 1. A generic ‘Lacunarity Plot 
M ap’ with pattern descriptions is offered in the Introduction o f the Dispersion Analysis 
section (Section III-A-3, Figure 12). It is advisable to reread the segment describing the
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four trend types as they will be used extensively here in describing the data.
Additionally, a conceptual discussion o f lacunarity plots follows below. Since three 
micrographs were taken o f each o f the 19 film samples, a compound lacunarity plot was 
built using the average lacunarity value at each box size for the micrographs o f a 
particular film. The validity o f this technique and the types o f information that can be 
extracted from these plots are expounded in the following section.
2. Lacunarity Plot Interpretation
Before delving into the hard data produced by this experiment, it is important to
grasp the way in w hich the results will be presented. As previously discussed, lacunarity
measures the extent o f homogeneity in a landscape. As heterogeneity is added (or
removed) from a landscape, its lacunarity value will respond by increasing (or
decreasing) correspondingly. Mathematically, lacunarity is a straight forward analysis o f
variance. A window-size versus lacunarity plot monitors the trend o f  variance as an
im age’s pixels are melded together using specified window dimensions. A perfectly
dispersed landscape will start out with a certain lacunarity based on its P-value using a
lx l  pixel window size. With small window sizes the lacunarity values o f a perfectly
dispersed landscape will plummet to a value as the variance within the image quickly
disappears (Type A). A random landscape will not react as quickly, but will respond
linearly to an increase in box size. That is to say, as the window size is increased the
variance within the image will decrease at a linear rate (Type B). In landscapes with
severe clumping the lacunarity value will be unaffected only until the very largest o f
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window sizes are employed, at which point the value decreases precipitously (Type D). 
While the three trends ju st listed are standard ways o f thinking about lacunarity plots, 
there are many other variations which are not as straightforward. One such pattern found 
rampantly in this experiment is that o f a bimodal system— a system containing two 
distinct fractal landscapes. In this arrangement, clumping is seen at a small scale up to a 
certain point (specified by a threshold window size) after which a random distribution 
persists. These lacunarity plots begin by looking like a clumped landscape, but quickly 
experience a large decrease in lacunarity at some point before the utilization o f the largest 
moving windows (Type C). Landscapes which produce this pattern are composed o f 
randomly distributed clumps.
Recall that three images were taken o f each individual film sample. While lone 
images describe self-specific landscape characteristics, the relationship that each image 
has to the others in its set yields important additional information. Three patterns can 
emerge when the lacunarity plots corresponding to the same film sample are analyzed in 
unison. The first pattern (Type 1) arises when the lacunarity data is virtually identical 
among the three images. In this case, a plot-average, the average lacunarity values o f the 
three images plotted against the corresponding window sizes, will produce a line o f the 
same shape and data points with minuscule error bars. This situation indicates first that 
the dispersion patterns described by the three individual micrographs are accurate and 
second that film itself is self-similar. The affirmation o f self-similarity within a film is 
vital because it allows for the logical extension that, should another domain within the 
film be analyzed, a reasonably similar pattern will be observed.
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The second type o f pattern (Type 2) is three curves which have nearly the same 
shape occurring at different multiples o f one another (in other words, certain lines are up- 
shifted or down-shifted). When the plot-average o f these types o f micrographs is 
produced a new dataset is fashioned in the same shape as the original micrographs, 
simply adjusted with average lacunarity values. Type 2 patterns are indicative o f 
comparable dispersion characteristics. The culprit in the differing raw lacunarity values 
is simply the ratio o f  filler-to-background pixels in the micrographs. Since lacunarity is a 
pattern recognition algorithm, the original P value o f the three micrographs may be 
significantly different, while the pattern (indicated by the line shape) is identical. In Type 
2 plot-averages, large error bars are present because o f the lacunarity variation at each 
window size, which is simply an effect o f differing initial P values among micrographs o f 
the same sample. These plots do accurately portray the dispersion characteristics o f the 
film, it should just be noted that the lacunarity vales themselves are averages.
The third type o f  pattern (Type 3) is perhaps the m ost insidious. Type 3 patterns 
emerge when the three micrographs o f the same film sample have entirely different 
shapes. Like Type 2 patterns, this results in large error bars in the composite plot- 
average o f these micrographs. Unlike Type 2, though, this pattern implies that the film 
itself is not self-similar. I f  the film is not self-similar the value o f the particular sampling 
is o f limited value because o f the small sampling. While these lacunarity plot-average 
results are still published below, they must be taken with a grain o f salt. In one sense, 
Type 3 patterns are a quick indication that a film is not evenly dispersed, as different 
regions present entirely different patterns. Perhaps the composite materials which
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produce Type 3 patterns ought to be avoided as an option for a radiation shielding 
material from the outset.
Presented below (Figure 14) is an artificial representation o f the differences 
between Type 1, Type 2 and Type 3 patterns. The solid lines represent actual data from 
three micrographs taken o f the same sample, while the dashed line represents the average. 
Pictorially, it is clear that plot-averages can only be considered for Type 1 and Type 2 
patterns. For Type 3 patterns the data extrapolated from the three micrographs must be 
analyzed individually.
Type 3 Plot-AverageType 1 Plot-Average
F igure 14: A n  art if ic ia l  depict ion  o f  the 3 p lot  types  used to d es ig n a te  la cu n ar ity  trend sim ilar ity  a m o n g  
m ic r o g r p a h s  o f  the  sa m e  film sa m p le .  In each plot,  the  solid lines rep resen t  actua l  data w h i le  the  dotted line 
rep resen ts  the  av era g e .  T h e  trend  o f  the  a v era g e  m im ics  actua l  d ata  trends in T y p es  1 and 2, but is o f  little
v a lu e  in T y p e  3 plots.
3. Dispersion Findings
Note: in the following discussion o f lacunarity plots, lacunarity values and
window sizes will be spoken about without reference to the fact that they have been
logarithmically adjusted. Additionally, the graphs-Figures 15, 16, and 17-do not show
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the logarithmic adjustment in the axis labels. This is a convention followed for window 
size/lacunarity plots, but it is important that a reference to a box size o f 11 not be taken as 
a pixel area o f 11. The dimensions o f the actual window sizes are listed in Table 5 in 
Section III-B-5. Furthermore, in many cases it may be beneficial to view the three 
individual m icrograph trends rather than the plot-average, all o f which are located in 
Appendix B.
In analyzing nanoparticle filler dispersion, three critical variables affecting the 
manufacture o f an ideal radiation shielding material were explored. Specifically, the 
efficacy o f 2-ethylhexanoic acid as a dispersal agent was tested, the effect o f %-filler load 
on dispersion was considered, as were variations in the behavior o f  different fillers. The 
following discussion is based on figures 15, 16, and 17 at the end o f this subsection.
These lacunarity plots are all plot-averages and each o f their pattern types is addressed in 
their respective titles. Any analysis made o f Type 3 dispersion plots will utilize the three 
individual plotlines available in Appendix B rather than composite graphs presented here. 
Additionally, the term inology defined in the introduction o f  this section (Section III-A-3) 
describing plot trends A, B, C and D will be used in the subsequent discussion.
The efficacy o f  2-Ethylhexanoic was examined by producing a two fleets of 
UDABDA1 films doped with equivalent %-filler concentrations o f gadolinium(III) oxide. 
One fleet was produced using nanopowder treated with dispersal agent while the other 
used unmodified nanopowder. Figure 15 displays the plot-average lacunarity graphs of 
these sample films. A num ber o f revealing patterns are immediately noticeable. At a 
filler concentration o f 5%, the pattern produced by the treated versus untreated
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nanopowder is striking. The untreated nanopowder film exhibits a strong C-type pattern 
showing a sustained non-disperse landscape until a box size o f about six. At this point 
the landscape rapidly becomes disperse (connoted by a decrease in the lacunarity value) 
until a box size o f  about 11, after which the landscape lacunarity has fallen close to zero. 
This is in contrast to the treated nanopowder landscape which exhibits a near-linear type- 
B dispersion pattern up until a box o f  11. The linearity (B-pattern) indicates a randomly 
dispersed landscape until complete homogenization is produced by a box size o f 11 
(notably, the same box size at which the untreated sam ple’s lacunarity fell to zero).
As the filler load is increased from 5% to 10% and then to 15%, the formerly 
linear trend o f  the films containing nanopowder treated with dispersal agent begins to 
mimic the shape o f the untreated films. That is to say, the B-type pattern morphs into a 
C-type pattern going from a linear to a logarithmic line. At a filler load o f 15% the 
lacunarity pattern o f the untreated and treated samples are nearly identical. At 20% filler 
load, the trend line o f  the sample using dispersal agent nearly morphs into a D-type 
pattern, indicative o f a highly clumped landscape. And, while at 10% and 15% filler load 
the box size at which perfect dispersion remained approximately 11, the box size at 
which the sample with a 20% filler load and dispersal agent reaches uniformity slightly 
over 14, while the untreated sample with a 20% filler load reached a uniform landscape at 
its previous value o f 11.
These results translate into a few interesting remarks about the efficacy o f  2- 
Ethylhexanoic acid as a dispersal agent. In samples containing small filler concentrations 
(-5%  load) the dispersal agent appears to be doing its job: separating nanoparticles from
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one another and creating a randomly dispersed landscape from what would otherwise be 
a landscape with some clumping. This activity diminishes as the filler concentration is 
increased, showing no marked difference in distribution past 15% filler concentration. 
More distressing, at filler concentrations o f approximately 20%, 2-Ethylhexanoic acid 
seems to enhance agglomeration among nanoparticles.
58
(nano) Gadolimum(HI) Oxide (nano) GadolMum(I13) Oxide + Dispersal Agent
5 %
[filler}
M% vm, Him 00*, $% C4$0$ #?* tHsp* A&Mfm« i)
m# iitito um urn
Aap Uwa&rtty t Him *8$, $% l)h&.A*tAi
\txtt, t|
im
m
13 *Am
10%
[filler}
Av*, iM vm ttity f%l> Him 004,10% C d p ,  m b iH*p. Agtftl ffWti}
tm wm nm i*
ism
[filler]
M f. tJ f t t tS f lp  V m t Him 005,15% ftttJkAgrtit
M»0> UW MOO 1000
^  uti»aiHK> m , rm  m  i$% <*1*0, */ d^axmitntt ij
10 SO 15-00 t4 £*> few5<X>
20%
[filler}
A V fc. I j k u i w * ! * )  P M ,  f i l m  0 & i ,  5 0 %  O f ; 0 >  mb fiUp. A $ f « l
irvrt si
10  0 0  u « 0  M O O  t a o o!.0O
M fr  iM *  IMrtty not* Him o u ,  * / D ii^  A*<«ilivmi
10 SO 1500 UW 1*00
Utmmy m ,  Him m  !&%«<i,0, */ tn>*. 
Itvwui
F igure  15: A n a ly s i s  o f  ef fect  o f  d ispersa l  ag en t  on n a n o p a rt ic le  d ispers ion  v ia  p lo t-a v era g e  lacunar ity  trends o f  
g a d o l in iu m (III )  o x id e  at  5 % , 10% , 15% , and 2 0 %  fi ller loads with and w i th o u t  an add it ive
59
In order to compare and contrast the behavior o f  different fillers at the same %- 
load and the behavior o f a single filler types at varying %-loads, Figure 16 was created. 
Perhaps the most unexpected pattern emerging from Figure 16 is the incredible 
consistency with w hich gadolinium(III) oxide dispersed itself, irrespective o f filler 
concentration. Each o f the graphs produced at 5, 10, 15, and 20 percent filler load show 
initial clumping up to a window size o f 5 at which point the landscape quickly drops to a 
lacunarity value approaching zero at a window size o f 11. This implies that 
gadolinium(III) oxide particles experience relatively little attraction towards each other, 
even at increased concentrations.
The lacunarity plots for the films produced with nickel nanopowder are fairly 
similar across the range o f filler-% loads, though a slight change in dispersion 
characteristics is discernible. At low filler concentrations (5%, 10%) the plots show a 
mild type-C pattern indicative o f  clumping at very small scales (up until a window size 
just below 4) after which the landscape quickly becomes disperse, approaching zero at a 
window size o f  approximately 14. Careful inspection shows that in the higher filler 
concentrations (15%, 20%) the dramatic decrease in slope seen in lower concentration 
samples is slightly reduced, and a more consistent negative slope is produced. The effect 
is to transform a C-type pattern into that o f a B-type pattern which is symptomatic o f a 
randomly dispersed landscape. Analysis o f the sample micrographs themselves helps to 
understand this shift in trend. By looking at the micrographs (Appendix A) o f these 
films, it is clear that nickel nanopowder disperses in a non-random web-like pattern. As 
the filler concentration is increased the “webbing” gets overlaid with one another creating
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the effect o f a more dispersed pattern than is present at low concentrations. At lower 
concentrations, single strands o f filler are observed creating a more heterogeneous 
landscape.
Commenting on the dispersion characteristics o f gadolinium(III) acetate hydrate 
film samples is a bit more difficult, possibly because this filler is not a nanopowder. The 
sample film with a 5% filler load yielded a Type 3 plot, signifying that the individual 
micrographs exhibited dissimilar dispersion trends. While the plot-average is presented 
in Figure 16, it is preferable to inspect the three non-averaged trends produced in 
Appendix B. O f the three trend lines, near-perfect dispersion is found in two o f the 
micrographs (images 2 and 3) and highly clumped dispersion is seen in the other 
micrograph (image 1). As previously described, a Type 3 graph implies that at the scales 
sampled— the dimensions associated with the entire micrograph— the film is not uniform. 
The micrographs o f  the film with a 10% filler load produced a Type 2 plot-average with 
an A type pattern: In other words, each o f the lacunarity lines produced the same trend o f 
a nearly perfectly dispersed landscape. Finally, the sample with 15% filler load showed a 
Type 1 plot-average with a slightly clumped trend. An interesting feature o f each o f 
these samples is the relatively small window size at which the dispersed samples fell to 
low lacunarity values (a window size o f approximately 8) in comparison with the other 
fillers. This, too, may be characteristic o f the fact that gadolinium(III) acetate hydrate is 
not a nanoparticle and therefore clumps in smaller bundles than traditional nanoparticles 
do.
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Making comparisons across different filler types allows for a much less definite 
analysis simply because o f the significant variation in particle size o f each o f the fillers 
(Section III-B-4). That said a few obvious patterns do materialize. For instance, the 
general pattern produced for the two nanoparticle fillers, nickel and gadolinium(III) 
oxide, is C-type. This indicates that clumping is an issue, but only up to a certain scale. 
The question is whether or not this scale is simply be the result o f hard-aggregates 
present prior to film production or if  the polyimide environment itself is encouraging 
clumping. The fact that the films doped with gadolinium(III) oxide do not undergo any 
dispersion changes with increased filler concentrations indicate that the clumping seen in 
the lacunarity plots is inherent to the nanoparticles rather than the film makeup. Even 
though the general trend type for nano nickel is similar to that o f gadolinium(III) oxide, a 
change in dispersion characteristics is seen with an increase in filler concentration. That 
indicates that clumping is occurring within the polymer matrix itself, which may allow 
for improved dispersion with some optimization o f conditions.
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Lastly, a quick discussion o f the pure polymer film samples: In theory a lacunarity 
plot o f pure polym er would consist o f a near horizontal line at a lacunarity value 
approaching zero. This is intuitive as a landscape composed entirely o f black pixels has 
no variance, and will therefore produce a lacunarity value o f zero at all window sizes. 
While noise reduction techniques were employed on the pure polym er micrographs, the 
images retained some rogue white noise pixels. Logically though, these pixels will be 
randomly dispersed and will be rapidly diluted at small window sizes. This would yield a 
lacunarity trend indicative o f perfect dispersion, or an A-type pattern. But this trend was 
not uniformly found in all nine micrographs o f the pure polym er films sampled (dispersal 
agent and solvent were added to two o f the pure polymer films as control, though this 
addition should have no appreciable effect on the images). As can be seen in Figure 18, 
film 001 produced a type-3 plot-average which, when analyzed using the three individual 
plots located in Appendix B shows the anticipated perfect dispersion in images 1 and 3 
with extreme clumping in image 2. Analysis o f the actual micrographs in Appendix A 
illustrates the reason for the clumped dispersion o f micrograph 2 : a large blemish at the 
base o f the polym er film. If  the image 2 data were discarded, the trend-average produced 
would have been that o f  perfect dispersion (also indicative o f random noise in an 
otherwise pure polym er film). The average o f the lacunarity plots produced by the three 
micrographs taken o f sample film 0 0 2  yields a type - 2  plot average with the anticipated 
trend o f perfect dispersion. Film sample 007 had slightly more noise than many o f the
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other micrographs and therefore produced a lacunarity trend (again, type-2 ) illustrative o f 
a more random dispersion.
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4. Electron Depth, Agglomeration, and Shadowing
Three complicating aspects o f this study— the three dimensionality o f film 
samples, the intricacies o f nanoparticle agglomeration and particle size, and the 
phenomenon o f shadowing in SEM micrographs— each require a more substantial 
discussion in order to fully grasp the results o f this investigation. While the films used in 
this experiment are relatively thin, they have considerable depth from the perspective o f 
an accelerated SEM electron traveling within the material. Additionally, particle 
clumping deserves a more complete discussion because both calculated particle sizes and 
the particles’ textural appearance, examined in the experimental portion o f this section 
(Section III: B: 4), were vastly different than expected. Particles many orders o f 
magnitude larger than the manufacturer’s product description were found and the 
particulate textures, which varied between nanoparticle-types, may indicate the 
mechanism by which agglomeration is occurring. Finally, shadowing in SEM 
micrographs, produced by the tilt angle o f the sample stage during viewing, can result in 
regions o f an image being artificially lighter or darker and can therefore distort lacunarity 
results for a particular micrograph.
The micrograph landscapes taken o f the film samples were treated as pure two
dimensional objects. This, o f course, is not the case as thin films do have depth relative
to nanopowders and electrons. To compute the extent o f the third dimension visible to
the SEM detector, the Kanaya-Okayama Depth Penetration Formula was employed. The
equation, based purely on theoretical approximations, is as follows:
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The electron penetration depth (R) is produced in micrometers (pm ) and is calculated 
using analyte m aterial’s mass atomic-fraction (A), atomic-fraction charge (Z), and 
density (p), in addition to the SEM ’s electron acceleration potential (E) in kV 10,16. Both 
UDABDA1 and UDABAM  yield an approximate electron penetration depth o f 7.6pm. 
Table 6  lists the thickness for each o f the 19 film samples as well as the visible depth 
percentages o f each film. As is evident from the calculations, approximately 8 % o f the 
film is visible in the micrographs. While this figure seems small, possibly obfuscating 
the data, it is a blessing in disguise. The smaller the electron penetration depth the more 
truly two-dim ensional the micrographs are. If  the landscapes are self-similar (fractal), as 
we have assumed them to be, each individual layer will be reminiscent o f the other layers 
in the same way that each segment o f the film ought to be somewhat representative o f 
any other region (Type 3 landscapes being the exception to this). Had the depth been 
more substantial, the experiment would be forced to factor particle size distortion as a 
result o f depth into account. With a maximum penetration o f just under 10%, each image 
taken can be treated as though it were a strictly two dimensional representation o f filler 
dispersion in the polyimide.
T ab le  6
VISIBLE FILM DEPTHS IN SA M PLE M ICR O G RA PH S
T hickness %  E lectron  D e p th  Penetra tion
F ilm # (millimeters, m m) in F ilm  Sam ples
0 0.08 9 .5%
0.09 8 .4%
2 0.10 7 .6%
3 0.09 8 .4%
4 0.11 6.9%
5 0.12 6.3%
6 0.11 6 .9%
0.09 8 .4%
0.10 7 .6%
9 0.12 6 .3%
10 0.10 7 .6%
11 0.09 8 .4%
12 0.08 9 .5%
13 0.08 9 .5%
14 0.08 9 .5%
15 0.11 6 .9%
16 0.13 5 .8%
17 0 .09 8 .4%
18 0.12 6 .3%
19 0.08 9 .5 %
V D A B D A I Electron
P enetration D eot (urn) A w . T h ickness tnim ) A w .  % P enetration
7.6 0.09H5 7.9%
Just as with SEM electron penetration depth, the concepts involved in analyzing 
nanoparticle agglomeration are complex and justify much more description than can be 
afforded in this discussion. The following describes the evaluation o f nanoparticle 
clumping using terms derived from a publication by Kanniah et al on nanoparticle size: 
The minimum nanoparticle size is the smallest particle found in a sample, the particle 
distribution is the range o f particle sizes in a sample, a hard-aggregate is clumping o f 
smaller particles into a larger chemically-fused particle, while agglomerates are weakly 
clumped particle masses that are easily broken up with agitation 11. While these terms 
have been used interchangeable throughout this paper, they will take on distinct meanings 
in this analysis. It is clear that nanoparticle clumping is not a simple phenomenon as is 
evident by the myriad patterns formed in the films samples o f different nanopowder 
fillers, concentrations and additives. The high-magnification micrographs o f pure 
nanopowders (not in polym er films) illuminate the fact that the particle agglomeration 
observed in N ickel is o f a very different nature than that o f gadolinium (III) oxide. The
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larger clumping observed in nickel appears as loose accumulations o f smaller particles 
while the large particles in the gadolinium (III) oxide appear as completely self-contained 
spheres. Inspection o f the micrographs indicates that nickel forms agglomerates while 
gadolinium (III) oxide forms hard-aggregates. It is likely that the agglomeration o f the 
nickel nanopowder occurred only when the Etoh o f the pure nanopowder sample was 
evaporated o ff (Section III-B-4), meaning that the nanopowder itself has not chemically 
fused, but can experience agglomeration in certain environments. This is in contrast to 
the gadolinium (III) oxide nanopowder which can be assumed to have formed into hard- 
aggregates prior to any experimentation. Possible causes for agglomeration range from 
pH effects o f the nanoparticle environment (a factor known as the zeta potential) to the 
age o f the nanopowders and their shelf life .
Dealing with the issue o f agglomeration type is difficult. For experimental 
purposes, it would have been preferable for all nanoparticles to be uniformly 
monodisperse. The fact that such a large nanoparticle size range exists complicates the 
definition o f  clumping. A “clump” may be a single hard-aggregate present prior to 
introduction into the polyimide or it could be actual clumping o f smaller particles. This 
question complicates the analysis between different nanoparticles (and was discussed in 
Section III-C-3). Fortunately, the analysis o f the efficacy o f the dispersal agent is 
unaffected, as those film samples used the same nanopowder mixture and therefore any 
differences in their lacunarity plots are manifestations only o f dispersal agent affects.
Shadowing in electron micrographs is a problem researchers have struggled with 
for some time 12. As described previously, shadowing is produced by the tilt o f the
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sample stage during imaging. This angle, while necessary for SEM operation, produces 
images which have lighter and darker regions. As expected, this micrograph 
discoloration making analyses very difficult; in particular analyses like the one presented 
here which is so reliant on pixel intensity. While numerous techniques and image 
analysis filters have been offered as ways o f mitigating the shadowing effect (including 
one that comes standard in the ImageJ software package), m ost are considered to do a 
mediocre job  at best. This experiment took advantage o f the fact that shadowing 
primarily effects lower magnification micrographs by exclusively imaging smaller 
landscapes within the film sample placed on the stage (of course, at the cost o f increased 
sampling bias). By doing this, different micrographs o f the same film may appear lighter 
or darker (as is evident by a quick inspection o f the micrographs presented in Appendix 
A), though individual micrographs exhibit very minor shading differences (in most case 
none at all). This is another reason for the use o f the Type-2 classification system. 
Differences in filler density (P) o f a particular micrograph may be partially symptomatic 
o f shadowing effects. The dispersion pattern will not change, but the general appearance 
o f filler concentration is variable and will result in upshift in the lacunarity line.
IV. CONCLUSIONS AND FUTURE WORK
In conclusion this research demonstrated the production o f large quantities o f two 
hydrogen-rich high performance polyimides and established a method by which to press
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them into testable samples. Additionally, a novel technique using electron microscopy, 
GIS software, and a lacunarity analysis was employed to probe the dispersion 
characteristics o f nanofillers in polym er composites. Further experimentation, both with 
the production o f  high-hydrogen polyimides and with dispersion optimization o f 
nanocomposites, shows promise for the implementation o f a lightweight, mechanically 
strong, and radiation resistant material that can be employed in spacecraft venturing into 
deep space.
There are many ways to expand the breadth o f the research presented in this 
report. With respect to the production o f hydrogen-rich polyimides, numerous diamines 
and dianhydrides other than UDA, BDA1, and BAM are available for purchase and, in 
the appropriate combinations, may yield materials with competitive mechanical strengths 
and hydrogen concentrations in comparison to UDABDA1 and UDABAM. Moreover, 
the modification o f purchased monomers with aliphatic pendant groups is currently being 
attempted with the aim o f  enriching already effective monomers with additional 
hydrogen. And perhaps the most aggressive technique may be the complete (from 
scratch) synthesis o f novel hydrogen-rich monomers.
In many ways, the dispersion analysis technique presented in this paper is simply 
a template for further research. Future work may include the use o f  different (ideally 
monodisperse) fillers coupled with alternative dispersal-agent treatments, the use o f 
polymers which can provide sufficiently different chemical environments from that of 
UDABDA1, and the use o f  complimentary statistical analyses to provide greater depth to 
the lacunarity measurement.
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APPENDICES
APPENDIX A: SEM Micrographs
This appendix contains each set o f three micrographs used in sampling the 19 films. 
APPENDIX B : Lacunarity Plots
This appendix contains non-composite lacunarity plots for each o f the 19 films sampled 
in this study. As indicated by the plot legends, the three lines correspond to individual 
lacunarity trends associated with the three micrographs taken o f each film.
APPENDIX C: Software Tutorials
This appendix contains screenshots o f the computational operations used during various 
stages o f image processing and analysis.
APPENDIX D: M iscellaneous
This appendix contains useful figures, plots and tables not incorporated into the body o f 
this paper.
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APPENDIX A: SEM Micrographs, page 1 of 5
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APPENDIX A: SEM Micrographs, page 2 o f 5
APPENDIX A: SEM Micrographs, page 3 of 5
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APPENDIX A: SEM Micrographs, page 4 of 5
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APPENDIX A: SEM Micrographs, page 5 of 5
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APPENDIX B: Lacunarity Plots, page 1 of 3
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APPENDIX B: Lacunarity Plots, page 2 of 3
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APPENDIX B: Lacunarity Plots, page 3 of 3
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APPENDIX C: Software Tutorials, page 1 of 3
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APPENDIX C: Software Tutorials, page 2 of 3
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A P P -C ,  F ig u re  4: A r c G I S  con vers ion  o f  a T I F F  file fo rm a t  into a G R I D  file form at
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APPENDIX C: Software Tutorials, page 3 of 3
\  Focal Statistics
Input raster 
jjacl 
Output raster
E:\auslanderiec. longs & DataVMAGESY3dOxMod'tecYsc2 
Neighborhood (optional)
[Rectangle ~r\
Neighborhood Settings 
Height: 4
Width; 5
"3
U nits: o Cell 0  Map
Statistics type (optional)
MEAN
[i/ j Ignore No Data in calculations {optional}
j  Cancel J  [_ Apply j f  «HideHelp
Focal Statistics
Calculates for each input 
celt location a statistic of 
the values within a 
specified neighborhood 
around it.
Tool Help
A P P -C ,  F ig u re  5: A r c G I S  Focal  S tat ist ics  funct ion  a l lo w s  for  the  co n vers ion  each p a ren t  im a g e  into  subs id iary
lacu n a r i ty  im ages  using  m o dif ia b le  w in d o w  sizes
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Model Cito fnwrt Vi ew Wtttdc** Help
sad *  a  a  x «_2 *  sif! »<■• /  ►
Focal5WMftto»(4|
A P P -C ,  F igu re  6: S c h e m a tic  o f  G I S  m a cro  p rogram  d esigned  to a u to m a te  th e  p rod u ction  o f  the  13 su b s id iary
im ages
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APPENDIX D: Miscellaneous, page x of y
Dean-Stark apparatu!
trap
refluxing reaction mixture
denser
reotropi ng
http -fftodgmi ot$ AJkfoldsita'mmrchAniAgtO p,if
H EA T
A P P -D ,  F igu re  1: D iagram  o f  D ea n -S ta rk  trap  a p p a ra tu s  used in the  im id iza t ion  o f  p o ly im id es
5 ”
Sample Stage
(330x  m agnification)
(330x  m agnification)
(3 3 Ox m agnification)
Microscope Mewing Platform
A P P -D ,  F igure  1: P o ly m er  sa m p l in g  protoco l sh o w in g  film sa m p le  se lection  and m ic ro g ra p h  im a g in g  in the
S E M
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